Abstract-Previous research has demonstrated that constructive algorithms are powerful methods for training feedforward neural networks. The CasPer algorithm is a constructive neural network algorithm that generates networks from a simple architecture and then expands it. The A_CasPer algorithm is a modified version of the CasPer algorithm which uses a candidate pool instead of a single neuron being trained. This research adds an extension to the A_CasPer algorithm in terms of the network architecture -the Layered_CasPer algorithm. The hidden neurons form as layers in the new version of the network structure which results in less computational cost being required. Beyond the network structure, other aspects of Layered_CasPer are the same as A_CasPer. The Layered_CasPer algorithm extension is benchmarked on a number of classification problems and compared to other constructive algorithms, which are CasCor, CasPer, A_CasPer, and AT_CasPer. It is shown that Layered_CasPer has a better performance on the datasets which have a large number of inputs for classification tasks. The Layered_CasPer algorithm has an advantage over other cascade style constructive algorithms in being more similar in topology to the familiar layered structure of traditional feedforward neural networks.
INTRODUCTION
As the challenge faced in the field of feedforward neural networks, model selection involves matching the complexity of the function to be similar to the complexity of the model. Some factors that determine the complexity of model are connection topology, weight number and magnitude. Underfitting and poor generalization happen if a model does not have enough complexity to approximate the target function. Whereas overfitting and poor generalization occur if a model is too complex. There are three selection technique groups: those that perform a search through models, those that begin with an overly complex model which is then simplified, and those that begin with a simple model whose complexity is increased [1] . Cascade Correlation (CasCor) [2] , CasPer [3, 4] and A_CasPer [1] are the constructive algorithms that select a small size initial network, so they all belong to the third group. These algorithms spend less network training time than the algorithms which start training with an oversize network. They also tend to avoid the problem of encountering poorly performing local minima.
In this paper, we present Layered_CasPer which is a constructive structure of layered cascade artificial neural network. This constructive algorithm provides an improvement in understandability of the connection method of the network as it is more similar to the familiar layered structure of many neural network models. The hidden neurons form as layers in the new network architecture. It is clear that the number of connections of network in Layered_CasPer is less than CasPer's. This means the calculation cost is less than CasPer.
In the following sections, the concept of the Layered_CasPer algorithm will be discussed and evaluated by comparing with other similar algorithms. The reason to compare these algorithms in the experiments is that they are all constructive algorithms using cascade architecture network and with good evaluation results. The A_CasPer algorithm performs best from CasPer, A_CasPer and AT_CasPer for classification and regression tasks. So the most relevant comparison for Layered_CasPer is the A_CasPer algorithm.
II. RELATED WORK

A. Cascade Correlation Algorithm (CasCor Algorithm)
Cascade-Correlation is a constructive and supervised learning algorithm for neural network. It was introduced by Fahlman and Lebiere [2] in 1990. Cascade-Correlation starts with a minimal size network, then repeatedly trains and installs new hidden neurons one by one, generating a multi-layer topology instead of just adjusting the weights in a network with a fixed topology. A very interesting feature of this algorithm is that a new hidden neuron's input weights are frozen once it has been installed into the network. This unit then becomes a fixed unit in the network, available for giving outputs for generating other more complex units.
The architecture of Cascade-Correlation algorithm begins with the pre-set inputs and outputs but without hidden neurons. The initial structure of the network is dictated by the problem and by the I/O representation which is chosen by the experimenter. There is also a bias input, which is constantly set to +1. Hidden neurons are installed into network one by one. Every new hidden neuron receives a connection from each previous hidden neuron and from the original inputs of the network. The installed hidden neuron's input weights are frozen, only the output connections are trained.
The Cascade-Correlation architecture has several advantages over existing algorithms. From previous research, it has demonstrated that it can learn very quickly, the network determines its own size and topology, it can retain the structures it has built even if the training set changes, and it does not require any back-propagation of error signals through the connections of the network [2] .
B. CasPer Algorithm
As a constructive neural network algorithm, CasPer builds network structures in a similar way to Cascade Correlation [14] : they all begin with a single hidden neuron and successively install hidden neurons. The main distinction between CasPer and Cascade Correlation is the training method. As previously mentioned, the hidden neurons' input weights are frozen and only the output connections are trained in Cascade Correlation, whereas CasPer trains all connections of the network. Using a modified version of RPROP algorithmProgressive RPROP, to train the network after adding new hidden neuron is a difference between CasPer and Cascade Correlation. RPROP is a gradient descent algorithm using individual adaptive learning rates for each weight, which starts with an initial learning rate that is then adapted based on the sign of the error gradient seen by that weight as it climbs the error surface [4] . Figure 1 shows the network is separated into three different groups, and each group has its own learning rate: LR1, LR2 and LR3. The first group includes all weights which connect to the new neuron from previous hidden neurons and inputs. The second group is made up of all weights that connect the output of the new hidden unit to the outputs. The third group consists of the rest of the weights. The relationship between the magnitudes of LR1, LR2 and LR3 is LR1>>LR2>LR3. This is similar to the correlation measure of Cascade Correlation: the highest value of LR1 allows the new hidden unit to learn the rest of the network error. Similarly, the high value of LR2 as compared to LR3 allows the new hidden unit to cut down the error of network and avoids over interference from other weights.
C. A_CasPer Algorithm
A_CasPer is a modified version of the CasPer algorithm with two extensions [17] . First, there is a candidate pool of hidden neurons trained instead of a single hidden neuron. Each hidden neuron in the pool is continuously connected to the network in the usual manner of CasPer. Each hidden neuron in the candidate pool has its own training process and weights. Finally, the network with the best generalization performance is selected, and its weights are kept. A new candidate pool is then generated and the process is repeated until the convergence criterion is satisfied. Another important point is that a different decay level is used for the network each time a new neuron in the pool is inserted in that process.
The CasPer algorithm has been shown to create networks with fewer hidden units than the CasCor algorithm, and also has better generalization [5, 15] . A_CasPer is generally able to improve generalization results compared to CasPer using optimized decay levels. This is especially apparent in the data sets containing noise, where A_CasPer not only obtains better generalization results, but are also able to avoid overfitting as the network continues to grow [6, 16] .
D. AT_CasPer Algorithm
The AT_CasPer algorithm [7] is modified version of the CasPer algorithm which uses a series of cascade tower instead of a single cascade of hidden neurons to build the networks. The main target of this algorithm is to limit the network depth. The network training manner of AT_CasPer is the same as CasPer's. Each hidden neuron receives a connection from the inputs and connects to the outputs. The hidden neurons connect to each other only in the same tower. When the maximum cascade depth is reached, the next hidden neuron begins a new cascade tower. There is no connection between towers.
III. LAYERED CASCADE NEURAL NETWORK
A. Layered_CasPer
The Layered Cascade model is an idea for improving the CasPer algorithm. It suggests a modified version of the CasPer algorithm for constructing networks. Layered_CasPer builds cascade networks in a similar manner to CasPer: Layered_CasPer begins with a simple architecture and installs single hidden neurons successively and it uses RPROP gradient descent algorithm to train the whole network each time a hidden neuron is installed. The candidate pool can also be used in Layered_CasPer. As a very important parameter, the maximum size of each layer should be set first. This modification of CasPer focuses on the architecture of the network. In the layered cascade neural network, the hidden neurons form as layers and there are no connections between neurons which are in the same layer. Figure 2 shows the different manners of adding a new hidden neuron between CasPer and Layered_CasPer. New neurons are added beside previous neurons up to a limit then a new layer neuron is added. Each new neuron receives a connection from each of the network's original inputs and every hidden neuron of each preexisting layer. In the same layer, the connection pattern of each hidden neuron is the same and they do not connect to each other. In fact, the CasPer neural network is a special case of a Layered_CasPer neural network in which the size of the layer is 1, and Layered_CasPer is effectively a CasPer network which copies each hidden neuron several times. The current known advantage of the Layered_CasPer algorithm before experiments is that fewer connections are required than the CasPer algorithm if they have the same number of hidden neurons. The reduction of connections required can be calculated as:
where N is the number of installed neurons and S is the size of each layer. That means the computational cost of Layered_CasPer is much lower than CasPer's given a network with a large number of hidden neurons. Therefore, fewer connections tend to reduce the power of the network and may affect its ability to generalize. This is going be evaluated in the experiments.
B. Implementation
A Matlab toolbox has been developed by implementing the Layered_CasPer algorithm, which is named: "Cascade Neural Network Toolbox". This toolbox allows users to design their experimental tasks, including setting task type, training algorithm, training cycles and the number of times to run tasks and so on. The final performance statistics can be displayed with tables and diagrams and also saved as a csv file.
IV. EVALUATION
In order to evaluate the Layered_CasPer algorithm, two major experiments have been conducted to compare the Layered_CasPer, CasCor, CasPer, A_CasPer and AT_CasPer using a number of data sets in terms of their performance.
A. Experiment 1: Comparison of Classification Tasks
In this experiment, comparing the performance on classification tasks is the main goal. The Cascade Correlation (CasCor) algorithm, the CasPer algorithm, the A_CasPer algorithm, the AT_CasPer algorithm and a modified version of Layered_CasPer which does not include the candidate pool are compared to the Layered_CasPer algorithm introduced in this research, on some data sets from Proben1 [1] .
The Proben1 data sets are a collection of real word data sets and consist of ten classification and four regression tasks. Firstly the Layered_CasPer algorithm is compared to the A_CasPer algorithm and the AT_CasPer algorithm on the Proben1 data sets in terms of the average number of hidden neurons for which the network gets the best result, average connection crossings and mean of test error percentage.
The training epoch number is 100 and the maximum number of installed hidden neurons is 15 for each algorithm, and where used the size of each tower/layer and candidate pool is 3 for AT_CasPer/Layered_CasPer. For the Layered_CasPer, a candidate pool is not used.
TABLE II shows the test results of A_CasPer, AT_CasPer, and Layered_CasPer. It is clear that Layered_CasPer has similar or more connection crossings than the other models. Layered_CasPer produces the best performance on data sets Card, Gene, Horse, Soybean and Heartc. It is interesting that the first four of these data sets are the four data sets with the largest number of inputs. Therefore a further comparison is done for these four dataset and the original CasCor algorithm is added to the comparison. TABLE III shows the further comparison, with the results of the CasCor algorithm from [1] . These results suggest that the Layered_CasPer may have good performance on data sets which have a large number of inputs. However, this still needs more experiments to conclusively demonstrate. For the Heart data set, the result of the Layered_CasPer algorithm is better than the Pym-Tower algorithm [9] . Only in terms of the average of number of hidden neurons, the Layered_CasPer has higher value than those of other algorithms. Another comparison in this experiment focuses on the number of hidden neurons for the network which gets the best result and the test error percentage. It compares the A_CasPer algorithm, AT_CasPer algorithm and Layered_CasPer algorithm with these aspects. For the hidden neuron number comparison, data sets Glass (9 inputs), Cancer (9 inputs) and Soybean (82 inputs) are used.
The results show that the Layered_CasPer has a better convergence than AT_CasPer but worse than A_CasPer, though the total performance is good. It was also found in the experiment that although some results of Layered_CasPer were much better than AT_CasPer and A_CasPer, its variance of results was large. In addition, the Layered_CasPer has a large variance in test error percentage on Soybean and normal centrality on Cancer data set. From this comparison, it shows that the Layered_CasPer may have a large variance in the number of hidden neurons for data sets which have a large number of inputs. Figure 3 illustrates the connection number comparison between AT_CasPer, A_CasPer and Layered_CasPer, where the number of inputs is 3 and the size of each tower/layer for AT_CasPer/ Layered_CasPer is 3. The number of connections for Layered_CasPer is less than, and follows a similar curve to, A_CasPer. 
B. Experiment 2: Two Spirals Benchmark
The two spirals benchmark is used in this experiment. As Figure 4 shows, it contains two interlocked spirals, each spiral made up of 97 points. The network needs to learn to distinguish these two spirals. This problem was used by Fahlman and Lebiere [2] to evaluate the CasCor algorithm. A simple version of this benchmark is used in the experiment, and only the results figures are compared. The CasCor algorithm, the CasPer algorithm and the Layered_CasPer algorithm are compared in this experiment. In this comparison, the size of the training set is 194, the size of the testing set is 17,161 the maximum number of hidden neurons to install is 15, and where used the size of layer of the Layered_CasPer algorithm is 3. are the plots of results of the Layered_CasPer algorithm, the CasPer algorithm and the CasCor algorithm respectively. Each instance of class 1 is black, and class 2 is white. It can be seen that the similarity of the Layered_CasPer algorithm is much better than the CasCor algorithm and similar to the CasPer algorithm. For other two spirals problem solving methods, the result of Layered_CasPer is close to those of IDS Method [9] , MLP with Neuro-Glial Network [10] , Chaos Glial Network [11] , Neuro-Fuzzy Classifier [12] and the results presented in [13] .
V. CONCLUSION
The Layered_CasPer is an extension of the A_CasPer algorithm, which uses layered network architecture, results in a similar performance on most datasets to A_CasPer and better performance on classification datasets which have a large number of inputs. With the computational cost reducing, the variance of results of Layered_CasPer is increased where compared to the A_CasPer algorithm. Experimental results on the two spirals problem shows similar trends as for the other benchmark data sets, with results consistently slightly less than A_CasPer. The key benefit of the Layered_CasPer algorithm is that it performs similarity to A_CasPer, and has layers. Neural network with layers are more familiar to neural network users and it could lead to greater acceptance of these cascade neural networks. 
