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Abstract
This paper concerns with the number of limit cycles for a cubic Hamiltonian system under cubic
perturbation. The fact that there exist 9–11 limit cycles is proved. The different distributions of limit
cycles are given by using methods of bifurcation theory and qualitative analysis, among which two
distributions of eleven limit cycles are new.
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1. Introduction and main results
One of the problems posed by Smale [9] is the Hilbert’s 16th problem. The second part
of it is concerned with the number and relative location of the limit cycles of a planar
polynomial differential system
x˙ = Pn(x, y), y˙ = Qn(x, y), (1.1)
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aspect is that the hypothesis is algebraic, while the conclusion is topological.” Unfortu-
nately, the problem is not solved even for n = 2. In 1986, Roussarie [8] originated a way
to study the number of limit cycles appearing near a homoclinic loop and obtained a sig-
nificant method to find the homoclinic cyclicity by using coefficients in the expression of
the first order Melnikov function. The idea was developed and more results were obtained
in [1–5,11–13] for the case of homoclinic loop or heteroclinic loop. It consists of the fol-
lowing three steps:
• find discriminating values to determine the stability of a homoclinic or a double ho-
moclinic loop (the formulas for these values were given in [3]);
• vary parameters to change the stability of the loop to produce limit cycles;
• find a final limit cycle by breaking the homoclinic loop.
We knew that a quadratic system has at most two nests of limit cycles (e.g. [10]). Thus,
the distributions of limit cycles for these system is simple. However, the distributions of
limit cycles for cubic systems are much more complicated. In [6], Li gave a distribution
of eleven limit cycles. Recently Zhang, Han and Zang [4,11,13] have obtained three new
distributions of eleven limit cycles. A natural question is: are there more distributions of
limit cycles for these system? The goal of the paper is to study the problem and to give two
new distributions of eleven limit cycles using the above method. In this paper, we consider
the following perturbed Hamiltonian system:
x˙ = y(1 + cy2)+ εf0(x, y) ≡ f (x, y),
y˙ = −x(1 + ex + ax2)+ εg0(x, y) ≡ g(x, y), (1.2)ε
where 0 < ε  1, a < 0, c < 0, e ∈ R, and
f0(x, y) = a10x + a01y + a20x2 + a11xy + a02y2 + a30x3 + a03y3 + a21x2y
+ a12xy2,
g0(x, y) = b10x + b01y + b20x2 + b11xy + b02y2 + b30x3 + b03y3 + b21x2y
+ b12xy2.
We consider the coefficients aij and bij in (1.2)ε as parameters. For convenience of numer-
ical analysis, we will take a = −2, c = −1, e = 1 in the proof of the main results. Using
the idea of changing the stability of homoclinic loop to find limit cycles near a homoclinic
loop, the fact that the system (1.2)ε can create 9–11 limit cycles can be proved. Let para-
meters δi , i = 1, . . . ,6, ai, i = 1, . . . ,5, and functions φi , ρi , i = 1, . . . ,5, p4 be defined
as in Section 3. Our main results can be stated as follows.
Theorem 1. If 0 < δ1 − φ1  |δ2 − φ2|  δ3 − φ3  φ4 − δ4  φ5 − δ5  ε, then system
(1.2)ε can have at least 11 limit cycles with their distributions given in Fig. 1.1.
Theorem 2. If 0 < ρ1 − a1  |ρ2 − a2|  ρ3 − a3  ρ4 − a4  ρ5 − a5  ε, then system
(1.2)ε has at least 10 limit cycles with the configuration shown in Fig. 1.2.
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Fig. 1.2. The scheme of 10 limit cycles.
Fig. 1.3. The scheme of 9 limit cycles.
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Theorem 3. If 0 < ρ1 − a1  |a2 − ρ2|  ρ3 − a3  |a4 − p4|  ε, then system (1.2)ε
has at least 9 limit cycles with the configuration shown in Figs. 1.3 and 1.4.
The rest of the paper is organized as follows. In Section 2, we give the qualitative be-
havior of unperturbed system (1.2)0. In Section 3, we first show some criterions for outer
or inner stability of compound cycles. Then we investigate the homoclinic bifurcation and
complete the proofs of Theorems 1–3.
2. Qualitative behavior of the unperturbed system
The unperturbed system (1.2)0 has the first integral of the form
H(x,y) = x
2 + y2
2
+ x
3
3
− x
4
2
− y
4
4
(2.1)
and nine singular points Oi = (1, (−1)i+1), Oi+2 = (−1/2, (−1)i+1), Si = (0, (−1)i+1),
i = 1,2, S3 = (−1/2,0), S4 = (1,0), O = (0,0), where Si (i = 1,2,3,4) are the saddle
points, and Oi (i = 1,2,3,4), O(0,0) are the centers. From (2.1), we have h1 = h(O) = 0,
h2 = h(S3) = 5/96, h3 = h(S1) = h(S2) = 1/4, h4 = h(O3) = h(O4) = 29/96, h5 =
h(S4) = 1/3, h6 = h(O1) = h(O2) = 7/12. Obviously, h1 < h2 < h3 < h4 < h5 < h6.
This implies that there exist 6 different families Γ hi (i = 1, . . . ,6) of closed orbits of (1.2)ε
as follows (see Fig. 2.1):
(1) Γ h1 , −∞ < h< h1, the family of closed orbits surrounding all nine singular points;
(2) Γ h2 , h ∈ (h1, h2), two families of closed orbits surrounding the center O , all singular
points, respectively;
(3) Γ h3 , h ∈ (h2, h3), a family of closed orbits surrounding Oi , i = 1, . . . ,4, Sj , j =
1,2,4;
(4) Γ h4 , h ∈ (h3, h4), three families closed orbits surrounding O1, O2, and O3 and O4,
respectively;
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(5) Γ h5 , h ∈ (h4, h5), a family of closed orbits surrounding the centers Oi , i = 1,2;
(6) Γ h6 , h ∈ (h5, h6), two families closed orbits surrounding O1 and O2, respectively.
When h = h2, h = h3, h = h5, respectively, the curves defined by H(x,y) = h are the
double homoclinic loop or double figure-eight loop. From the above analysis, we obtain
the phase portrait of (2.1) as shown in Fig. 2.2.
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3. Proofs of Theorems 1–3
Let
Li =
{
(x, y)
∣∣H(x,y) = 13 = h5, (−1)iy  0}, i = 1,2,
L3 =
{
(x, y)
∣∣H(x,y) = 596 = h2, −1 < y < 1, − 12  x < 1},
L4 =
{
(x, y)
∣∣H(x,y) = 596 = h2, x − 12 or x  1}
∪ {(x, y) ∣∣H(x,y) = 596 , |y| > 1},
Lj =
{
(x, y)
∣∣H(x,y) = 14 = h3, (−1)j+1y > 0, x  0}, j = 5,6,
L7 =
{
(x, y)
∣∣H(x,y) = 14 = h3, 0 x < 1, −1 y  1},
L8 =
{
(x, y)
∣∣H(x,y) = 14 = h3, 0 x < 1, |y| 1}
∪ {(x, y) ∣∣H(x,y) = 14 , x  1},
where Li , i = 1,2, are homoclinic loops connecting saddle point S4, Li , i = 3,4, are ho-
moclinic loops connecting saddle point S3, Li , i = 5,6, are homoclinic loops connecting
saddle points S1, S2 and surrounding centers O3, O4, respectively, and Lj , j = 7,8, are
heteroclinic loops connecting saddle points S1 and S2 of system (1.2)0 (see Fig. 2.2). De-
note by Oiε , Siε the critical points of system (1.2)ε near Oi , Si , i = 1, . . . ,4, respectively.
Let a10 + b01 = δ1, b02 + a11/2 = δ2, b11 + 2a20 = δ3, b21 + 3a30 = δ4, a21 + b12 = δ5,
a12/3 + b03 = δ6 > 0. We take δ = (δ1, . . . , δ6) as a vector parameter with δi independent
parameters. Recall that the directed distance from the unstable manifold Lui to the stable
manifold Lsi is measured by di(ε, δ) = εNiMi(δ)+O(ε2), where Ni > 0 is a constant and
Mi(δ) =
∫
Li
g0(x, y) dx − f0(x, y) dy, i = 1, . . . ,8. (3.1)
For expression of Mi , i = 1, . . . ,8, the straightforward computation gives
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Mi(δ) = δ1Ai01 + δ2Ai02 + δ3Ai11 + δ4Ai21 + δ5Ai12 + δ6Ai03, i = 1, . . . ,6,
Mj (δ) = δ1Aj01 + δ2Aj02 + δ3Aj11 + δ4Aj21 + δ5Aj12 + δ6Aj03 + 23a02,
j = 7,8,
where Ai01 =
∫
Li
y dx, Ai02 =
∫
Li
y2 dx, Ai03 =
∫
Li
y3 dx, Ai12 =
∫
Li
xy2 dx, Ai21 =∫
Li
x2y dx, Ai11 =
∫
Li
xy dx, Ai14 =
∫
Li
xy4 dx, i = 1, . . . ,8, and
A201 = A101, A202 = −A102, A203 = A103, A211 = A111,
A221 = A121, A212 = −A112, A601 = A501, A602 = −A502,
A603 = A503, A611 = A511, A621 = A521, A612 = −A512.
Using Maple 7.0, we have
A101 = −0.8488124181, A102 = −1.428495490, A103 = −2.061787346,
A111 = −0.7755237933, A121 = −0.7518389257, A112 = −1.293077976,
A301 = 0.3748451320, A302 = 0, A312 = 0, A303 = 0.02905969004,
A311 = −0.01926084718, A321 = 0.01425218181,
A401 = −6.443205538, A403 = −14.07671526, A402 = 0, A412 = 0,
A411 = −2.134030034, A421 = −3.404096804, A501 = −0.2272052573,
A502 = −0.4457151889, A503 = −0.6644211679,
A511 = 0.0955440141, A521 = −0.04646371769,
A512 = 0.1871057281, A701 = 0.9279197090, A702 = 0, A712 = 0,
A703 = 0.5442384056, A711 = 0.2613790784, A721 = 0.1059514499,
A801 = −3.484793160, A802 = 0, A803 = −6.478063238,
A811 = −2.421947776, A821 = −2.166711704, A812 = 0.
Consider the equations d1 = 0 and d1 = d2 = 0, respectively. The implicit function theo-
rem implies that there exist two functions
φ1 = −δ5A112 + δ2A102 + δ3A111 + δ4A121 + δ6A103
A101
+O(ε) ≡ φ∗1 +O(ε), (3.2)
φ2 = −δ5A112
A102
+O(ε) ≡ φ∗2 +O(ε), (3.3)
such that for 0 < ε small,
d1  (<) 0 ⇐⇒ δ1  (>) φ1,
d1 = 0, d2  0 (< 0) ⇐⇒ δ1 = φ1, δ2  φ2 (< φ2).
Thus we have:
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(ii) a double homoclinic loop Γ ∗1 = L∗1 ∪L∗2 near L1 ∪L2 exists as δ1 = φ1 and δ2 = φ2.
In the following, we will consider the stability of the homoclinic loops and the double
homoclinic loop. Under δ1 = φ1 and δ2 = φ2, we have:
div(S4ε) = ε(f0x + g0y)(S4ε) = ε
(
δ1 + 2δ2y + δ3x + δ4x2 + 2δ5xy + 3δ6y2
)
(S4ε)
= −δ3A111 − δ4A121 − δ6A103 + δ3A101 + δ4A101
A101
ε +O(ε2)≡ εσ0(ε, δ).
Using the implicit function theorem again, we know that there exists a unique function
φ3 = δ4A121 + δ6A103 − δ4A101−A111 +A101 +O(ε) ≡ φ
∗
3 +O(ε), (3.4)
such that for ε > 0 small
σ0  0 (resp. < 0) if and only if δ3  φ3 (resp. < φ3).
Let δi = φi , i = 1,2,3. Then σ0 = 0. Hence, from [1,2], we know that the integral∮
L∗i
(f0x + g0y) dt ≡ σ1i (ε, δ) (i = 1,2) converges and that
σ1i (ε, δ) =
∮
L∗i
(f0x + g0y) dt =
∮
Li
(f0x + g0y) dt +O(ε), i = 1,2.
Lemma 3.2. Assume δi = φi , i = 1,2,3. Then we have:
σ11(ε, δ) = −13.92409085δ6 + 0.034181320δ4 − 0.816740134δ5 +O(ε),
σ12(ε, δ) = −13.92409085δ6 + 0.034181320δ4 + 0.816740134δ5 +O(ε).
Proof. From Lemma 3.1 and Eqs. (3.2)–(3.4), we have∮
Li
(f0x + g0y) dt =
∮
Li
F (x, y) dx, i = 1,2,
where
F(x, y) = 3 δ6y
1 − y2 +
δ4(x2 − 1)
y(1 − y2) +
(δ4(A101 −A121)− δ6A103)(x − 1)
(A111 −A101)y(1 − y2) +
2δ5x
1 − y2
− 2A112δ5
A102(1 − y2) +O(ε).
Hence the straightforward computing gives the results. 
Using the implicit function shows again that there exist two functions
φ4 = 407.3596587δ6 + 23.89434153δ5 +O(ε) ≡ φ∗4 +O(ε), φ5 = O(ε),
such that for ε > 0 small
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σ12(ε, δ) 0 (resp. < 0) if and only if δ5  φ5 (resp. < φ5).
Denoting by R1 the first saddle value at S4ε of the system (1.2)ε, we have
Lemma 3.3.
R1 = 1108 (49δ1 + 162δ6 + 79δ3 + 91δ4)ε +O
(
ε2
)
.
Proof. Let T = ( a
c
b
d
)
be a reversible matrix such that detT = 1,
TDT −1 = diag(λ11, λ12), where D = ∂(f, g)
∂(x, y)
(S4ε),
and λ11 > 0 > λ12 are the eigenvalues of D. The straightforward computation gives
fx(S4ε) = (a10 + 2a20 + 3a30)ε +O
(
ε2
)
,
fy(S4ε) = 1 + (a01 + a11 + a21)ε +O
(
ε2
)
,
gx(S4ε) = 3 −
(
7b10
3
+ 4b20
3
+ b30
3
)
ε +O(ε2),
gy(S4ε) = (b01 + b11 + b21)ε +O
(
ε2
)
,
λ11 =
√
3 + 1
6
(
3a10 + 6a20 + 9a30 + 3b01 + 3b11 + 3b21
+ 1
12
√
3
(108a01 + 108a11 + 108a21 − 84b10 − 48b20 − 12b30)
)
ε +O(ε2),
λ12 = −
√
3 + 1
6
(
3a10 + 6a20 + 9a30 + 3b01 + 3b11 + 3b21
− 1
12
√
3
(108a01 + 108a11 + 108a21 − 84b10 − 48b20 − 12b30)
)
ε +O(ε2).
Therefore
T
(
fx(S4ε) fy(S4ε)
gx(S4ε) gy(S4ε)
)
=
(
λ11 0
0 λ12
)
T
and ad − bc = 1. Without loss of generality, we can let a = 1. Thus, we have
b = 1√
3
+ 1
54
(
9
√
3a01 − 9a10 + 9
√
3a11 − 18a20 + 9
√
3a21 − 27a30 + 9b01
+ 7√3b10 + 9b11 + 4
√
3b20 + 9b21 +
√
3b30
)
ε +O(ε2),
d = −
√
3
2
+ 1
12
√
3
(9a01 + 9a11 + 9a21 + 7b10 + 4b20 + b30)ε +O
(
ε2
)
.
Now make a linear transformation of the form(
u
v
)
= T
(
x − x1
y − y
)
,1
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(u, v) near the origin, it follows from (1.2)ε that
u˙ = Y (1 − Y 2)+ εf0(X,Y )+ b(−X(1 +X − 2X2)+ εg0(X,Y ))
≡ λ11
[
u+
3∑
k=2
∑
j+l=k
mjlu
j vl +O(|u,v|4)
]
,
v˙ = c(Y (1 − Y 2)+ εf0(X,Y ))+ d(−X(1 +X − 2X2)+ εg0(X,Y ))
≡ −λ12
[
−v +
3∑
k=2
∑
j+l=k
njlu
j vl +O(|u,v|4)
]
,
where X = (1 + bd)u− bv + x1, Y = v − du+ y1.
According to [3], the first saddle value of (1.2)ε at S4ε is given by
R1 = m21 + n12 −m20m11 + n02n11. (3.5)
The straightforward computation gives
m20 = 512 +
1
108
(
27
√
3a02 + 81
√
3a10 + 27a11 + 27
√
3a12 + 90
√
3a20 + 54a21
+ 108√3a30 − 15
√
3b01 + 27b02 + 17b10 − 6
√
3b11 + 27b12 + 11b20
+ 3√3b21 + 14b30
)
ε +O(ε2),
m11 = − 5
3
√
3
+ 1
54
(−15√3a01 + 54a02 + 192a10 − 15√3a11 + 54a12 + 204a20
− 15√3a21 + 198a30 +
√
3(18b02 − 23b10 + 18b12 − 14b20 − 11b30)
)
ε
+O(ε2),
m21 = − 11
4
√
3
+ 1
72
(
75
√
3a01 + 54
√
3a03 + 33a10 + 75
√
3a11 + 18a12 + 66a20
+ 69√3a21 + 81a30 + 33b01 + 54b03 + 7
√
3b10 + 33b11 + 4
√
3b20
+ 6√3b12 + 27b21 − 5
√
3b30
)
ε +O(ε2),
n02 = 56√3 +
1
108
(
15
√
3a01 − 54a02 − 162a10 + 33
√
3a11 − 54a12 − 180a20
+ 51√3a21 − 216a30 + 30b01
+ √3(18b02 + 23b10 + 18b12 + 14b20 + 11b30)+ 12b11 − 6b21
)
ε +O(ε2),
n11 = −56 +
1
54
(−27√3a02 − 96√3a10 − 27√3a12 − 102√3a20 − 99√3a30
+ 27b02 − 17b10 + 27b12 − 11b20 − 14b30
)
ε +O(ε2),
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4
√
3
+ 1
72
(−75√3a01 − 54√3a03 + 33a10 − 75√3a11 + 18a12 + 66a20
− 69√3a21 + 81a30 + 33b01 + 54b03 − 7
√
3b10 + 33b11 − 4
√
3b20
− 6√3b12 + 27b21 + 5
√
3b30
)
ε +O(ε2).
Substituting m21,m11,m20, n12, n11, n02 into (3.5), we have
R1 = 1108 (49a10 + 54a12 + 158a20 + 273a30 + 49b01 + 162b03 + 79b11 + 91b21)ε
+O(ε2)
= 1108 (49δ1 + 79δ3 + 91δ4 + 162δ6)ε +O
(
ε2
)
.
This ends the proof of Lemma 3.3. 
Under δi = φi , i = 1, . . . ,5, R1 becomes
R1 = 18.00801704δ6ε +O
(
ε2
)
. (3.6)
From [2,3], we have the following lemmas to discriminate the stability of homoclinic and
double homoclinic loops.
Lemma 3.4. For ε > 0 small, the homoclinic loop L∗i is stable (resp. unstable) inside if
σ0 < 0 (resp. σ0 > 0) or σ0 ≡ 0, σ1i < 0 (resp. σ0 ≡ 0, σ1i > 0) or σ0 = σ1i ≡ 0 and
R1 < 0 (resp. σ0 = σ1i ≡ 0, R1 > 0), where i = 1,2.
Lemma 3.5. For ε > 0 small, the double homoclinic loop Γ ∗1 is stable (resp. unstable)
outside if σ0 < 0 (resp. σ0 > 0) or σ0 ≡ 0, σ11 + σ12 < 0 (resp. σ0 ≡ 0, σ11 + σ12 > 0) or
σ0 ≡ 0, σ11 + σ12 ≡ 0, R1 > 0 (resp. σ0 ≡ 0, σ11 + σ12 ≡ 0, R1 < 0).
3.1. Proof of Theorem 1
In order to find some larger limit cycles by considering a relative position of separatrices
near heteroclinic loops or homoclinic loops and to describe behavior of orbits near some
large periodic orbits, we need the following results.
Let La = {(x, y) | H(x,y) = −1}, Lc = {(x, y) | H(x,y) = 30/96}. From (3.1), we
have
Ma = δ1A01 + δ2A02 + δ3A11 + δ4A21 + δ5A12 + δ6A03,
Mc = δ1C01 + δ2C02 + δ3C11 + δ4C21 + δ5C12 + δ6C03,
where Aij =
∮
La
xiyj dx,Cij =
∮
Lc
xiyj dx, and then the straightforward computing gives
A01 = −10.56096080, A02 = 0, A12 = 0, A03 = −33.86225304,
A21 = −8.030058564, A11 = −2.477133158,
C01 = −1.921727329, C02 = 0, C12 = 0, C03 = −4.513332322,
C11 = −1.736898792, C21 = −1.679090207.
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M3 = 54.47679712δ6 +O(ε), M4 = −977.514994δ6 +O(ε), (3.7)
M5 = −91.92203391δ6 +O(ε), M6 = −91.92203391δ6 +O(ε), (3.8)
M7|ε=0 = 6.2262477δ6 + 23a02 > 0,
M8|ε=0 = −12.525627δ6 + 23a02 > 0, (3.9)
div(O1ε) = 3.0000001δ6ε +O
(
ε2
)
,
div(O2ε) = 3.0000001δ6ε +O
(
ε2
)
, (3.10)
div(O3ε) = 463.7922476δ6ε +O
(
ε2
)
,
div(O4ε) = 463.7922476δ6ε +O
(
ε2
)
, (3.11)
div(O) = 103.5150024δ6ε +O
(
ε2
)
, Mc = −0.0969735δ6 +O(ε). (3.12)
From (3.9) and (3.12), we know that d7 > 0, d8 > 0, dc < 0. Then the Poincaré–Bendixson
theorem implies a stable limit cycle Γ0 exists. From (3.6) and Lemmas 3.4–3.5, we know
that the homoclinic loops L∗1 and L∗2 are inner unstable and the double homoclinic loop
Γ ∗1 = L∗1 ∪L∗2 is outer stable. Hence there exists an unstable limit cycle Γ1 by the Poincaré–
Bendixson theorem since dc < 0 (see Fig. 3.1). From (3.10), we know that Oiε (i = 1,2)
is unstable. Therefore there exist two small stable limit cycles L10 and L20 with L10 ⊂ L∗1
and L20 ⊂ L∗2, respectively, since L∗1 and L∗2 are inner unstable (see Fig. 3.2).
Now keep δ6 fixed, by letting δ5 satisfy 0 < φ5 − δ5  ε; then L∗2 changes its sta-
bility from unstable into stable, thus a small unstable limit cycle L21 appears with
L20 ⊂ L21 ⊂ L∗2. Keeping δ5 fixed and letting δ4 satisfy 0 < φ4 − δ4  φ5 − δ5  ε force
L∗1 to change its stability from unstable into stable, thus a small unstable limit cycle L11
appears with L10 ⊂ L11 ⊂ L∗1 (see Fig. 3.3).
Furthermore, keeping δ4 and letting δ3 satisfy 0 < δ3 − φ3  φ4 − δ4  φ5 − δ5  ε
make L∗1 and L∗2 to change their stability from stable into unstable and generate two small
stable limit cycles L12 and L22 with L11 ⊂ L12 ⊂ L∗1 and L21 ⊂ L22 ⊂ L∗2. Simultane-
Fig. 3.1. Fig. 3.2.
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ously, the double homoclinic loop Γ ∗1 has to change its stability from stable into unstable
outside, and hence a large stable limit cycle Γ2 to appear with Γ ∗1 ⊂ Γ2 (see Fig. 3.4).
Keep δ3 fixed and change δ2 so that 0 < φ2 − δ2  δ3 − φ3  φ4 − δ4  φ5 − δ5  ε;
then L∗2 has broken, therefore a small unstable limit cycle L23 is created with L22 ⊂ L23.
Now keep δ2 fixed and change δ1 so that 0 < δ1 − φ1  φ2 − δ2  δ3 − φ3  φ4 − δ4 
φ5 − δ5  ε; then a small unstable limit cycle L13 is born out by breaking L∗1, and
L12 ⊂ L13 (see Fig. 1.1). From (3.7), (3.8), (3.11), (3.12), we know that d3 > 0, di < 0 (i =
4,5,6) and Oiε (i = 3,4), O are unstable for ε > 0, δ6 > 0. By stability of Oiε (i = 3,4),
O and the relative position of separatrices near the homoclinic loops L3,L4,L5,L6, we
know that there are no more limit cycles that can be found by the Poincaré–Bendixson
theorem. Thus system (1.2)ε has at least 11 limit cycles and their distribution is shown in
the first figure of Fig. 1.1.
Using the same arguments as above for ε > 0, δ6 > 0, a02 > 19δ6, 0 < δ1 − φ1 
δ2 −φ2  δ3 −φ3  φ4 − δ4  φ5 − δ5  ε, we can obtain the second distribution shown
in the second figure of Fig. 1.1. The proof of Theorem 1 has been completed.
3.2. Proof of Theorem 2
For convenience, suppose δ1 = a1, δ3 = a2, δ4 = a3, δ2 = a4, δ5 = a5. Consider equa-
tions d3 = 0 and d3 = d4 = 0, respectively. The implicit function theorem implies that there
exist two functions
ρ1 = 0.05138347956a2 − 0.03802152034a3 − 0.07752452295δ6 +O(ε)
≡ ρ∗1 +O(ε),
ρ2 = −1.281534524a3 − 5.507762297δ6 +O(ε) ≡ ρ∗2 +O(ε),
such that for 0 < ε small,
d3  (<) 0 ⇐⇒ a1  (<) ρ1,
d3 = 0, d4  0 (< 0) ⇐⇒ a1 = ρ1, a2  ρ2 (> ρ2).
Thus we have:
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(ii) a double homoclinic loop Γ ∗3 = L∗3 ∪L∗4 near L3 ∪L4 exists as a1 = ρ1 and a2 = ρ2.
In the following, we will consider stability of homoclinic or double homoclinic loops.
Under ai = ρi , i = 1,2, we have
div(S3ε) = ε(f0x + g0y)(S3ε) = ε
(
a1 + 2a4y + a2x + a3x2 + 2a5xy + 3δ6y2
)
(S3ε)
= (0.7868960386a3 + 2.393348634δ6)ε +O
(
ε2
)≡ εσ ′0(ε, δ).
Hence there exists a unique function ρ3 = −3.041505506δ6 +O(ε) ≡ ρ∗3 +O(ε) such that
for ε > 0 small
σ ′0  0 (resp. < 0) if and only if a3  ρ3 (resp. < ρ3).
Let ai = ρi , i = 1,2,3. Then σ ′0 = 0. Hence, from [1,2], we know that the integral∮
L∗i
(f0x + g0y) dt ≡ σ1i (ε, δ) (i = 3,4) converges and that
σ1i (ε, δ) =
∮
L∗i
(f0x + g0y) dt =
∮
Li
(f0x + g0y) dt +O(ε), i = 3,4.
Assume ai = ρi , i = 1,2,3. The straightforward computing gives
σ13(ε, δ) = 0.3569827080δ6 +O(ε),
σ14(ε, δ) = 6.70319004δ6 +O(ε). (3.13)
For ai = ρi , i = 1,2,3, consider equation d5 = 0. The implicit function theorem implies
that there exists a unique function
ρ4 = −1.495998454δ6 + 0.4197876419a5 +O(ε) ≡ ρ∗4 +O(ε),
such that for 0 < ε small,
d5  (<) 0 ⇐⇒ a4  (>) ρ4.
Under ai = ρi , i = 1, . . . ,4, we have
div(S1ε) = ε(f0x + g0y)(S1ε) = (−0.036604525δ6 + 0.8395752838a5)ε +O
(
ε2
)
≡ εσ ′′0 (ε, δ).
The implicit function theorem implies that a unique function
ρ5 = 0.04359885969δ6 +O(ε) ≡ ρ∗5 +O(ε)
exists such that for 0 < ε small,
σ ′′0 (ε, δ) (<) 0 ⇐⇒ a5  (<) ρ5.
Let ai = ρi , i = 1, . . . ,5. Then σ ′′0 = 0. As before, we know that the integral
∮
L∗5
(f0x +
g0y) dt ≡ σ15(ε, δ) converges and that σ15(ε, δ) =
∮
L∗5
(f0x +g0y) dt =
∮
L5
(f0x +g0y) dt+
O(ε). Under ai = ρi , i = 1, . . . ,5, let a02 < −6.26δ6; then we have
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M6 = −1.333578468δ6 +O(ε), Ma = −4.979581319δ6 +O(ε), (3.15)
M7 = −0.2402177489δ6 + 23a02 +O(ε) < 0, (3.16)
M8 = 4.166709051δ6 + 23a02 +O(ε) < 0,
Mc = 3.475704921δ6 +O(ε), (3.17)
div(O1ε) = −4.564275778δ6ε +O
(
ε2
)
,
div(O2ε) = 1.172113552δ6ε +O
(
ε2
)
, (3.18)
div(O3ε) = 0.001008757δ6ε +O
(
ε2
)
,
div(O4ε) = 5.998991245δ6ε +O
(
ε2
)
, (3.19)
div(Oε) = −0.04460761681δ6ε +O
(
ε2
)
,
σ15 = 0.00585081796δ6ε +O
(
ε2
)
. (3.20)
From (3.20) and Lemma 3.4, we know that the homoclinic loop L∗5 is inner unstable. Then
the Poincaré–Bendixson theorem implies that a small stable limit cycle L51 with L51 ⊂ L∗5
exists, since the singular point O3ε is unstable from (3.19). From (3.16) and (3.17), we
know that d7 < 0, d8 < 0 and dc = εNMc > 0. Hence there exists an unstable limit cycle
Γ0 by the Poincaré–Bendixson theorem (see Fig. 3.5).
From (3.13) and Lemmas 3.4–3.5, we know that the homoclinic loops L∗3,L∗4 and the
double homoclinic loop Γ ∗3 are unstable. By the Poincaré–Bendixson theorem, we know
that a large stable limit cycle Γ30 exists since d6 < 0, d7 < 0, d8 < 0 (see Fig. 3.6).
Now keep δ6 fixed by letting a5 satisfy 0 < ρ5 − a5  ε; then L∗5 is changing its
stability from unstable into stable, thus a small unstable limit cycle L52 appears with
L51 ⊂ L52 ⊂ L∗5. If to keep a5 fixed and let a4 satisfy 0 < ρ4 − a4  ρ5 − a5  ε, then L∗5
is broken, thus a small stable limit cycle L53 appears with L51 ⊂ L52 ⊂ L53 (see Fig. 3.7).
Furthermore, let keep a4 and let a3 satisfy 0 < ρ3 −a3  ρ4 −a4  ρ5 −a5  ε; hence
L∗3 and L∗4 have changed their stability from unstable into stable and generate two unsta-
Fig. 3.5. Fig. 3.6.
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ble limit cycles L31 and L41 with L31 ⊂ L∗3 and L41 ⊂ L∗4. Simultaneously, the double
homoclinic loop Γ ∗3 has changed its stability from unstable into stable, and hence a large
unstable limit cycle Γ31 has appeared with Γ31 ⊂ Γ ∗3 (see Fig. 3.8).
Keep a3 fixed and change a2 so that 0 < a2 − ρ2  ρ3 − a3  ρ4 − a4  ρ5 − a5  ε;
then L∗4 is broken, therefore a large stable limit cycle L42 is created with L42 ⊂ L41. Now
keep a2 fixed and change a1 so that 0 < ρ1 − a1  a2 − ρ2  ρ3 − a3  ρ4 − a4 
ρ5 −a5  ε; then a small stable limit cycle L32 is born out by breaking L∗3, and L31 ⊂ L32.
Thus, we obtain the first distribution for Theorem 3. With the same arguments, under
0 < ρ1 − a1  ρ2 − a2  ρ3 − a3  ρ4 − a4  ρ5 − a5  ε, we can obtain the second
distribution for Theorem 3 (see Fig. 1.3).
3.3. Proof of Theorem 3
Under ai = ρi , i = 1,2,3, consider equation d1 = 0. Then a unique function
p4 = 1.058013046δ6 − 0.9052027011a5 +O(ε) ≡ p∗4 +O(ε)
exists such that for 0 < ε small,
d1  (<) 0 ⇐⇒ a4  (>) p4.
Now, we need to investigate the following two cases in order to obtain other distributions.
(i) For ai = ρi (i = 1,2,3), a4 = p4, let a02 < −6.26δ6, a5 = 1.9δ6; then we have
M2 = 3.022733730δ6 +O(ε), M5 = −0.0162819085δ6 +O(ε),
M6 = −1.317296559δ6 +O(ε), M7 = −0.2402177475δ6 + 23a02 +O(ε) < 0,
M8 = 4.166709040δ6 + 23a02 +O(ε) < 0,
div(O1ε) = 0.780174720δ6ε +O
(
ε2
)
, div(O2ε) = −4.172336936δ6ε +O
(
ε2
)
,
div(O3ε) = −0.223744172δ6ε +O
(
ε2
)
, div(O4ε) = 6.223744173δ6ε +O
(
ε2
)
,
div(O) = −0.0446076165δ6ε +O
(
ε2
)
,
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(
ε2
)
,
σ13(ε, δ) = 0.3569827080δ6 +O(ε), σ14(ε, δ) = 6.70319004δ6 +O(ε).
Using the same arguments as in proof of Theorem 1, if 0 < ρ1 − a1  |a2 − ρ2|  ρ3 −
a3  p4 − a4  ε, then system (1.2)ε has at least 9 limit cycles with the configuration
shown in Fig. 1.3.
(ii) For ai = ρi (i = 1,2,3), a4 = p4, let a02 < −6.26δ6, a5 = −25δ6; then we have
M2 = 3.022733730δ6 +O(ε), M5 = −15.90256975δ6 +O(ε),
M6 = 14.56899128δ6 +O(ε), M7 = −0.2402177475δ6 + 23a02 +O(ε) < 0,
M8 = 4.166709040δ6 + 23a02 +O(ε) < 0,
div(O1ε) = −4.31991996δ6ε +O
(
ε2
)
, div(O2ε) = 0.92775772δ6ε +O
(
ε2
)
,
div(O3ε) = 75.37616115δ6ε +O
(
ε2
)
, div(O4ε) = −69.37616117δ6ε +O
(
ε2
)
,
div(Oε) = −0.0446076165δ6ε +O
(
ε2
)
,
div(S4ε) = −4.696081108δ6ε +O
(
ε2
)
.
Using the same arguments as for Theorem 1, for 0 < ρ1 − a1  |a2 − ρ2|  ρ3 − a3 
p4 − a4  ε, we can obtain that system (1.2)ε has at least 9 limit cycles with the configu-
ration shown in Fig. 1.4.
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