Conditional expected shortfalls calculated for European insurance companies and banks under stressed market conditions are shown to be of similar magnitudes. Measured at 95% and 99% stress levels, on data covering the period from 1995 to 2011, the equity-return tail losses of insurance undertakings and banks are indistinguishable. Granger causality analysis, on all pairs of banks and insurance companies included in the sample, shows that banks and insurance companies have equal propensity to cause each others price movements. Even though the business model of insurance undertakings is different from the business model typically applied by banks, and even though insurance companies are not depending to a similar degree on short term funding as banks, the empirical results indicate that the financial equity markets in Europe do not differentiate their trading of banks and insurance companies in periods of stress.
Introduction
Insurance companies perform an important task in the economy by ensuring that economic agents can buy protection against risks that otherwise cannot be hedged. In this way they complement financial markets by making risk-hedging instruments available. A traditional insurance company will build its business model around the collection of premiums over time, from households and firms, and by the implementation of an appropriate asset allocation as a storage of wealth, whereby premiums and investment returns are accumulated and grown with the help of financial market instruments. The aim of such investment activities is to build an asset base that will enable the company to cover future insurance claims, that are uncertain in amount and timing. A traditional bank also serves a central role in the economy by providing credit intermediation for agents with lending and borrowing needs. Traditional banking operations reduce the search costs, and potentially creates better prised and organised markets for credit intermediation, to the benefit of agents with surplus and deficit cash positions. Economic agents can thus turn to a bank to deposit funds and obtain loans, respectively, rather than searching for bilateral agreements in the markets.
These different roles played by insurance companies and banks in the economy naturally lead to differences in their balance sheet compositions and to differences in their risk profiles and potential business-cycle vulnerabilities. An insurance company can relatively freely determine its asset composition and will inherently strive to minimise the shortfall risk stemming from states of the world where its assets do not provide adequate funding of its liabilities. Consequently, the insurance company balance sheet will typically show limited exposure to market risk. However, long-term market trends can adversely affect the solvency position of insurance companies, for example, a prolonged period of low interest rates will reduce (re)investment income on investment assets and increase the present value of the liabilities. Also, structural changes in mortality rates, birth rates, crime rates, and natural disaster frequencies, and severities can erode the profitability of insurance companies on the longer time-horizon. Compared to balance sheet risks existing in traditional banking business, which comprise, among other things, an inherent duration mismatch between 2 Economics Research International assets and liabilities, liquidity and credit risk, the insurance business seem to constitute a type of financial activity that is relatively safe and chiefly affected by long-term secular trends.
The conclusion reached by analysing and comparing the intrinsic and fundamental features of the banking and insurance businesses is therefore that, by construction, banking business entails an amount of systematic risk, while insurance business is more safe. (See among others, publication from the Geneva Association (http://www.genevaassociation.org/), and for example, Liedtke [1] who states: "Core insurance activities are not a source of threat to the financial and economic system. There are however two potentially systemically risky activities that require further assessment (derivatives speculation/financial guarantees and mis-managing short-term funding)"). The current paper does not dispute this conclusion, in principle. Clearly, there is merit to the argument that insurance business should be less risky compared to banking business. However, in the reality of today's economic setup and the role played by fast pacing financial markets, it is not the business model, in itself, that determine whether a given company is considered to be risky, and of particular importance to the stability of financial markets. These issues are rather determined by the empirical behaviour of agents buying and selling financial instruments, if the equity prices of insurance companies and banks move in lock-step in crisis situations, then banking and insurance are de-facto interconnected and both would be of systemic importance to regulatory bodies, since their equity capital would be equally eroded in such adverse states of the world.
In the light of this reality, the current paper sets out to analyse the degree of interconnectedness that exist between exchange traded European insurance companies and banks. This is done by two derived measures: the conditional tail dependance and Granger-causality tests.
The Modeling Approach
To investigate the degree of interconnectedness that may exist between European insurance companies and banks, I rely on the frameworks and ideas presented by Acharya et al. [2] , Huang et al. [3] , and Adrian and Brunnermeier [4] . These papers outline measures of system risk that are quantified on the basis of the conditional expected shortfall of individual companies' equity distributions, where the conditioning information set is the evolution of a general market index. Within this line of reasoning, a company is systemically important if it experiences large negative returns at the same time as the market as a whole is experiencing large price drops. Loosely speaking, the derived measures for systemic risk are then effectively a gauge for the degree of tail dependency between the general market movement and groups of individual companies.
As an extension of this frame of thought, I suggest to measure interconnectedness between companies, in the current case between banks and insurance undertakings, simply by the size of their conditional expected shortfall (CES), and by their ranking in distribution of conditional tail losses. In addition to the CES analysis, I also perform Granger-causality tests, as suggested by, among others, Billio et al. [5] , to identify any possible direction of the interconnectedness in pairs of banks and insurance companies covered by the sampled data. (If tick-by-tick data sets were available, it would be equally interesting to extend this idea to approximate interconnectedness by a conditional drawdown measure, where the draw-down calculation would follow, for example, Didier [6] and the conditioning would be a well-defined equity market index). 
Conditional Expected
where VaR m α is the Value-at-Risk return of the market index measured at the α-level of significance; n denotes the number of days (observations) for which the return of the market index R m is lower than the VaR m , that is, the number of observations that fall in the loss tail of R m at the used level of significance; the superscript j refers to the individual companies where j ∈ {i, b}. (The degree of "market crisis" reflected in the calculations therefore depends on the chosen confidence interval for the market index. In this way, the "crisis" periods are defined objectively by the confidence level and data, and are not decided exogenously by a predefined set of calendar dates).
Based on this, interconnected insurance companies and banks, as judged by the equity markets, are defined by the set of companies fulfilling (2), where f (·) represents a function providing a relevant summary statistics, for example, the average, the minimum, the maximum, the average of the five worst CESs, and so on.
It is of course possible to construct a portfolio of nonfinancial equities that fulfills (2): a portfolio of industrials that have market factor loadings, in the sense of Ross [7] , comparable to firms included in the market index, would constitute such a portfolio. However, this does not necessarily mean that industrials are interconnected with bank and insurance companies. The premise for (1) and (2), as a test for the degree of interconnectedness that exist between European banking and insurance sectors, is that: (a) it is commonly accepted that banks are systemically important, and exhibit close interconnectedness internally as a group (As documented by, amongst others, the work of the Basel Committee on Banking Supervision and the Financial Stability Board.); (b) insurance companies and banks are subject to specific regulatory requirements, as well as to tough scrutiny at national and European levels by competent national supervisors, the European Banking Authority and the European Insurance and Occupational Pensions Authority; (c) the business model applied by insurance companies are often highlighted as being particularly prudent and not subject to the same level of riskiness as banks, as outlined in Section 1. Since industrials do not fulfill premises (b) and (c), the, admittedly ad-hoc and loosely formulated requirement in (2) , is seen as applicable to insurance companies and banks alone, and not to industrials. In addition, it follows tautologically that most industrials will have CESs that are similar to, or worse, than banks-otherwise, the "Market index" concept would lose its meaning.
2.2.
Granger-Causality. I follow Billio et al. [5] and employ Granger-causality tests [8] to explore the direction of interconnectedness in all pairs of banks and insurance companies covered by the data sample. The test is implemented as described in Hamilton [9] by estimating the unrestricted (3) and the restricted (4) regressions
where x = {b} and y = {i} will test whether insurance Granger-cause banks, and where where x = {i} and y = {b}, conversely, will test whether banks Granger-cause insurance. The corresponding F test is calculated by
with T being the number of observations. The lag length is determined by the p = {1, . . . , 8} that minimises the Bic criterion:
with k being the number of estimated parameters. Once the lag-length has been identified on the basis of the Bic criterion, for each data series, the unrestricted and restricted regressions shown in (3) and (4) are performed, and finally the F-test is calculated according to (5).
Related Literature
A number of recent papers have proposed alternative ways to define and quantify the concept interconnectedness, with applications primarily to the banking sector. The common denominator of these papers is that they rely, in one way or the other, on traditional statistical methods. Billio et al.
[5] put forth five measures to estimate the systemic risk in financial firms. These measures comprise correlations, crossautocorrelations, principle component methods, regimeswitching models, and Granger causality tests. A variance decomposition methodology is proposed by Diebold and Yilmaz [10] where the variance contributions from other variables in the VAR system are interpreted as the degree of connectedness. The authors propose different connectedness measures on this basis and also allude to the possibility of relying on a factor VAR structure in the case where high-dimension systems are analysed. Network analysis, as presented and summarised by, among others, Adamic et al. [11] , Allen et al. [12] , and Bech and Atalay [13] , is also a line of thought that has gained traction in the finance literature over the past years, in the treatment and estimation of interconnectedness among financial intermediaries.
The purpose of the current paper is not to compare and contrast different measures of systemic risk or interconnectedness. Rather, the paper sets out to investigate the more narrowly defined topic of whether insurance and banking industries are interconnected. And, for this purpose, as mentioned above, I rely on the frameworks and ideas outlined by Acharya et al. [2] , Huang et al. [3] , and Adrian and Brunnermeier [4] , as well as traditional Grangercausality tests, as used by Billio et al. [5] .
Data
Daily equity market data are used in the CES analysis, and weekly return data are used in the Granger-causality test. (Weekly data are used in the Granger-causality tests to optimise data availability on all dates of the data panel. Daily data for the CES analysis are used and here data coverage on the "crisis days" is of importance.) European insurance companies and banks are included in the data sample on the basis of two criteria: the company should (1) be a member of the EuroStoxx600 Insurance or Banking Index at the time when the data were collected, or otherwise be considered as an relevant sized company on the European market; (2) have equity prices available on a reasonable high frequency for the majority of days covered by the sampling window, which covers from 1 January 1995 to 26 August 2011. (All data are downloaded from Bloomberg.) The resulting companies included in the analysis are shown in Table 1 .
In the CES analysis, it is necessary to identify the exact dates at which markets are deemed to be stressed. Two different indices are used for this purpose. One is the German equity market index, the DAX, and the other is a US market index, the Dow Jones Industrial Average. These two indices are hence used as the conditioning information set in the calculation of (1). The DAX is included because it is a major European equity index, and therefore a good proxy of the general market movements in relation to the European insurance and banking sectors. However, one caveat pertaining to the DAX is that some of the individual companies included in the analysis are also members of the DAX universe. (This is the case for Allianz, Deutsche Bank, and Muenchener Rueckversicherung.) It is therefore potentially possible, although highly unlikely, that spurious effects are induced into the analysis, of some of the individual companies that are included in the data sample, if these are also members of the DAX index. To avoid this potential source of error, the CES results are also generated by using the DOW index. In this context, it is worth noting that since the DOW is US based, its trading day only partly overlaps with the European trading day. As such, the results generated with the DOW index are likely to be more robust, compared to those generated by the DAX, since only truly "worldwide" financial market down turns will be recorded.
Results

Conditional Expected Shortfall.
Two sets of results are produced on the basis of the analysis framework outlined in Section 2. First, Table 2 shows CES summary statistics for the insurance companies and banks included in the sample. Second, individual company specific CESs are generated. Table 2 presents the results that emerge when applying (1) to the sampled data. Results are presented for the two market indices, that are used as conditioning information sets, the Dow Jones Industrial Average (DOW) and the German equity market index (DAX), as well as for five different levels of significance, with α = {0.01, 0.02, 0.03, 0.04, 0.05}. In order to assess the fulfillment of (2), a number of summary statistics are reported. No formal statistical testing is performed for the sample differences between insurance companies and banks: given that there are twenty one insurance companies and thirty one banks, such statistics would anyway have low power. Instead, conclusions are drawn on the basis of common sense and visual inspection of the results. (As a statistical yard-stick, for the generated results when α = 0.01 and R m = DOW, a difference in the mean of the CES between insurance companies and banks, equal to 2.05, that is, CES i − CES b = 2.05, would correspond to 95% level of confidence. In other words, if the mean differences between the CES of insurance and banking is roughly 2.00 of less, one can distinguish statistically the means of the two samples, at a 5% level of significance). The produced summary statistics are the average, the minimum, and the maximum CES. In addition, averages are computed for ranked CESs, from worst to best, within each group of companies. A casual look at the calculated differences between summary statistics for insurance and banks clearly indicates that there is no material economical difference between these two groups of financial firms. This is true across all produced summary statistics, and across all confidence levels, as well as for both of the used market indices. It is noted that conditional tail loss are smaller when using the DOW as a conditioning information set, as compared to the DAX. However, this result is consistent for both insurance companies and banks.
As shown in the first line of the two panels contained in Table 2 , under the heading "Average" for R m = DOW and R m = DAX, respectively, the CES figures produced for the two groups of financial firms, insurance companies and banks, are very similar across the tested levels of significance. Differences in the magnitude of −0.02 to 0.07 are observed for the DOW, and differences between −0.57 and −0.37 are observed for the DAX. Note in this context that a negative difference means that the average CES for the group of insurance companies is lower than that of banks. Similar conclusions are reached for the other calculated summary statistics.
It could (perhaps) be argued, since the sample of banks is larger, measured by the total number of included firms, compared to the sample of insurance companies (The former containing thirty one entities and the latter twenty one entities.), that the banking results are muted by a higher degree of "portfolio" diversification effects, compared to the insurance results, and that this distorts the reported average CES figures. However, this is not the case. When looking at portfolio results including the same number of entities, the referred conclusion remain unchanged. Table 2 also shows the results for the composition of portfolios containing the five, ten, and twenty worst CES i and CES b , and the average figures for these portfolios show patterns similar to that of the full samples. Naturally, the average CESs drop as the quality of the analysed portfolio is worsened, that is, the portfolio of the five worst performers is lower than the average of the twenty worst performers. But again, the differences between the average CES of insurance companies and banks are negligible, for all tested portfolios and confidence levels.
In summary, the results displayed in Table 2 strongly suggest that equity markets under stressed conditions do not distinguish between the trading of insurance companies and banks, despite the obvious differences in business models and balance sheet compositions between these two groups of financial firms. It is therefore conjectured that when equity markets are stressed, the capacity to see nuances is lost, and 6 Economics Research International it trades one group of "financials" rather than trading "insurance companies" and "banks" separately. Consequently, seen through the lens of financial markets, insurance companies and banks are interconnected and thus equally systemically important. (To support this conclusion the ranking of insurance companies and banks is made on the basis of CES values. It is observed that there is consistency in the ranking of both insurance companies and banks across the conditioning information sets and across significance levels. These calculations are available upon request to the author).
Granger-Causality
Analysis. The Granger-causality between all pairs of banks and insurance companies are tested at a 99% level of confidence. Results are presented in Table 3 . 
Conclusion
While the business models and the core functions performed by insurance companies and banks in the economy are very different, this paper concludes that according to the trading behaviour of European equity markets, insurance companies and banks are tightly interconnected and equally systemically important. An empirical analysis is presented of the conditional expected shortfall (CES) of European insurance companies and banks. Daily equity return data covering the period from January 1995 to August 2011 form the basis of the analysis. Expected shortfalls are calculated for individual firms, conditional on the worst trading-day returns of the Dow Jones Industrial Average (DOW) and the German Equity Index (DAX). Summary statistics for different portfolio compositions of insurance companies and banks fail to document any material difference between the equity market trading of insurance companies and banks, when markets are under stress. The performed Granger-causality tests on all pairs of banks and insurance companies fail to detect any systematic structure of one particular group Granger-causing the other. One might have conjectured at the outset that there would be a greater propensity for banks to Grangercause insurance company equity movements. However, this conjecture is not supported by the empirical results. In fact, measured at a 99% confidence level, there are equally many instances of banks being Granger-caused by insurance comapnies, as there are instances of insurance companies being Granger-caused by banks.
