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YET ANOTHER NOTE ON THE
ARITHMETIC-GEOMETRIC MEAN INEQUALITY
ZAKHAR KABLUCHKO, JOSCHA PROCHNO, AND VLADISLAV VYSOTSKY
Abstract. It was shown by E. Gluskin and V.D. Milman in [GAFA Lecture Notes in Math.
1807, 2003] that the classical arithmetic-geometric mean inequality can be reversed (up to a
multiplicative constant) with high probability, when applied to coordinates of a point chosen
with respect to the surface unit measure on a high-dimensional Euclidean sphere. We present
here two asymptotic refinements of this phenomenon in the more general setting of the surface
probability measure on a high-dimensional `p-sphere, and also show that sampling the point
according to either the cone probability measure on `p or the uniform distribution on the
ball enclosed by `p yields the same results. First, we prove a central limit theorem, which
allows us to identify the precise constants in the reverse inequality. Second, we prove the
large deviations counterpart to the central limit theorem, thereby describing the asymptotic
behavior beyond the Gaussian scale, and identify the rate function.
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1. Introduction and main results
The classical inequality of arithmetic and geometric means states that the arithmetic mean
of a finite sequence of non-negative real numbers is greater than or equal to the geometric
mean of the sequence, i.e., for any n ∈ N and x1, . . . , xn ∈ [0,∞),( n∏
i=1
xi
)1/n
≤ 1
n
n∑
i=1
xi
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with equality if and only if x1 = · · · = xn. This inequality may be written in the form( n∏
i=1
yi
)1/n
≤
√√√√ 1
n
n∑
i=1
y2i ,
where y1, . . . , yn > 0. This means that if y = (y1, . . . , yn) is an element of the Euclidean unit
sphere Sn−1, then ( n∏
i=1
|yi|
)1/n
≤ 1√
n
.
A natural question is how sharp this inequality is for a typical point on the sphere. In [7,
Proposition 1], Gluskin and Milman showed that for large n ∈ N the arithmetic and geometric
means are actually equivalent (up to multiplicative constants) with very high probability.
More precisely, if we denote by σ the rotationally invariant surface probability measure on
Sn−1, then for any t ∈ (0,∞),
σ
({
x ∈ Sn−1 :
( n∏
i=1
|xi|
)1/n
≥ t · 1√
n
})
≥ 1− (1.6√t )n.(1)
In other words, if we sample a point uniformly at random on the unit Euclidean sphere,
then it will satisfy a reverse (up to constant) arithmetic-geometric mean inequality with
high probability. Alternatively, we can sample a point uniformly at random from the unit
Euclidean ball, and put it to the sphere dividing by its norm.
The problem has been revisited by Aldaz in [2, Theorem 2.8], who showed that for every
k, ε > 0 there exists an N = N(k, ε) ∈ N such that for every n ≥ N ,
σ
({
x ∈ Sn−1 : (1− ε)e
− 1
2
(γ+log 2)
√
n
<
( n∏
i=1
|xi|
)1/n
<
(1 + ε)e−
1
2
(γ+log 2)
√
n
})
≥ 1− 1
nk
,(2)
where γ denotes Euler’s constant. This identifies the exact constant e−
1
2
(γ+log 2) around which
the ratio of geometric and arithmetic means concentrates. Aldaz also obtained a similar
result for points chosen on the `n1 -sphere (with concentration around the constant e
−γ) and
studied weighted versions of the arithmetic-geometric mean inequality. For a refinement of
the arithmetic-geometric mean inequality, we refer the reader to [1].
In this note we complement the inequalities (1) and (2) by finding the (logarithmic) asymp-
totics of their left-hand sides. Our first observation is the following central limit theorem.
We state and prove it in the setting of the inequality between geometric and p-generalized
means, which says that for all p > 0, n ∈ N, and x1, . . . , xn ∈ R,( n∏
i=1
|xi|
)1/n
≤
(
1
n
n∑
i=1
|xi|p
)1/p
.
Since both sides of this inequality scale linearly, we can assume that the right-hand side
equals (or does not exceed) one. If 1 ≤ p <∞, this means that (x1, . . . , xn) belongs to a unit
`np -sphere (or an `
n
p -ball), for which we use the respective standard notation
Sn−1p = {x ∈ Rn : ‖x‖p = 1} and Bnp =
{
x ∈ Rn : ‖x‖p ≤ 1
}
3with the ‖ · ‖p-norm of x = (x1, . . . , xn) ∈ Rn given by
‖x‖p =
( n∑
i=1
|xi|p
)1/p
.
Then it is natural to study the behavior of the geometric mean for typical xi’s, which corre-
sponds to choosing x at random. There are several natural probability measures on Bnp and
Sn−1p . Restricting the Lebesgue measure to Bnp and normalizing it, we obtain the uniform
probability distribution on Bnp . We shall also consider the surface probability measure and
cone probability measure on Sn−1p , which we denote respectively by σp and µp; see Subsection
2.2 for the definition of µp.
Recall that for x > 0, the digamma function ψ is defined via
ψ(x) :=
Γ′(x)
Γ(x)
,
where Γ denotes the gamma function and Γ′ its derivative.
Theorem 1.1. Let n ∈ N and p ∈ [1,∞). Suppose that Xn = (X(n)1 , . . . , X(n)n ) is a random
vector that is either uniformly distributed over Bnp or distributed according to µp or σp on
Sn−1p . Then, for every a ∈ R,
lim
n→∞
P
[( n∏
i=1
|X(n)i |
)1/n
≥ emp
(
1 +
a√
n
)
·
( 1
n
n∑
i=1
|X(n)i |
p
)1/p]
= 1− Φ
 pa√
ψ′(1
p
)− p
 ,
where Φ denotes the distribution function of a standard normal random variable and
mp :=
ψ(1
p
) + log p
p
is a negative constant only depending on p.
In other words, the sequence of (random) ratios of geometric and p-generalized means,
given by
(3) Rn :=
( n∏
i=1
|X(n)i |
)1/n
(
1
n
n∑
i=1
|X(n)i |
p
)1/p , n ∈ N,
satisfies a central limit theorem with the normalization
√
n(e−mpRn − 1).
Remark 1.2. Some particular values of emp for p ∈ {1, 2, 4} and p→ +∞ are
emp =

e−γ ≈ 0.561 : p = 1
exp
(
− γ+log 2
2
)
≈ 0.529 : p = 2
exp
(
− 2γ+pi+2 log 2
8
)
≈ 0.491 : p = 4
e−1 : p→∞,
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and ψ′(1) = pi
2
6
, ψ′(1
2
) = pi
2
2
(see [8, Section 8.366]). Let us also note that, setting a = 0 in
Theorem 1.1, we obtain
lim
n→∞
P
[( n∏
i=1
|X(n)i |
)1/n
≤ emp ·
( 1
n
n∑
i=1
|X(n)i |
p
)1/p]
=
1
2
,
which means that with probability approaching 1/2 the inequality between geometric and
p-generalized means can be improved with the multiplicative constant emp < 1. Similarly,
using Theorem 1.1 with a → +∞ and a → −∞, we see that with probability approaching
1, the inequality holds true with any constant c > emp but ceases to hold with any constant
c < emp . The precise rate of convergence of these probabilities will be identified in our large
deviations result, Theorem 1.4.
Remark 1.3. As will be shown at the end of the proof of Theorem 1.1, we also have
lim
n→∞
P
[( n∏
i=1
|X(n)i |
)1/n
≥ emp
(
1 +
a√
n
)
· n−1/p
]
= 1− Φ
 pa√
ψ′(1
p
)− p
 ,
which is of course trivially follows from the theorem if the distribution of Xn is µp or σp.
Our second observation concerns large deviations of the ratio Rn given in (3). While large
deviations are extensively studied in probability theory (see, e.g., [4, 5] and the references
cited therein), they have not been considered – contrary to central limit theorems – in geo-
metric functional analysis until the very recent paper by Gantert, Kim, and Ramanan [6].
Already shortly after, this work has been extended and complemented in [3, 9, 10, 12, 13]. In
contrast to the universality in central limit theorems, the probabilities of (large) deviations
on the scale of laws of large numbers, are non-universal, thus being sensitive to the distribu-
tion of the random variables considered. This non-universality is reflected by the so-called
rate function, which essentially defines the large deviations probabilities.
Theorem 1.4. Let n ∈ N and p ∈ [1,∞). Suppose that Xn = (X(n)1 , . . . , X(n)n ) is a random
vector that is either uniformly distributed over Bnp or distributed according to µp or σp on
Sn−1p . Then
lim
n→∞
1
n
logP
[( n∏
i=1
|X(n)i |
)1/n
≥ θ ·
( 1
n
n∑
i=1
|X(n)i |
p
)1/p]
= −Jp(θ), θ ∈ [emp , 1),
and
lim
n→∞
1
n
logP
[( n∏
i=1
|X(n)i |
)1/n
≤ θ ·
( 1
n
n∑
i=1
|X(n)i |
p
)1/p]
= −Jp(θ), θ ∈ (0, emp ],
where for θ ∈ (0, 1),
Jp(θ) := [pGp(θ)−1] log(θ)+Gp(θ)
[
log
(
Gp(θ)
)−1]−log Γ(Gp(θ))+ 1
p
+
1
p
log(p)+log Γ
(
1
p
)
with Gp(θ) := H
−1(p log(θ)), where H : (0,∞) → (−∞, 0) is an increasing bijection given
by
H(x) := ψ(x)− log(x).
The function Jp is non-negative, satisfies Jp(emp) = 0, and Jp(0+) = Jp(1−) = +∞.
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Figure 1. The rate function Jp for p = 1, 2, 10.
Remark 1.5. (a) Note that the equality Jp(emp) = 0 agrees with Theorem 1.1. This equality
also follows directly from the identity mp =
1
p
H(1
p
).
(b) In fact, we shall prove the following so-called large deviations principle for Rn with the
rate function Jp. Put Jp ≡ +∞ on R\(0, 1), then for all Borel measurable sets A ⊆ R,
− inf
θ∈A◦
Jp(θ) ≤ lim inf
n→∞
1
n
logP[Rn ∈ A] ≤ lim sup
n→∞
1
n
logP[Rn ∈ A] ≤ − inf
θ∈A
Jp(θ),
where A◦ and A refer to the interior and closure of A, respectively.
(c) In the setting of the uniform distribution on the sphere, Theorems 1.1 and 1.4 use results
for the Radon–Nikodym density of µp and σp (see Proposition 2.1 and Lemma 2.2). Their
extension to the regime 0 < p < 1 are not fully known (see, e.g., [15, Section 5, Comment
(5)]), so for the uniform distribution on the sphere we remain in the regime 1 ≤ p < +∞.
For the other two distributions one can easily see that the results continue to hold in the
regime 0 < p < 1 by following verbatim the proofs presented.
2. Preliminaries
We shall present here the notation and background material used throughout the text. We
split this into appropriate subsections. Having a broad readership from both probability the-
ory and geometric functional analysis in mind, we introduce the material on large deviations
in slightly more detail.
2.1. Notation. We denote by Rn the n-dimensional Euclidean space and equip this with its
standard inner product for which we write 〈·, ·〉. For a subset A of Rn, we denote by A◦ the
interior of A and by A¯ its closure. For a Borel measurable set A ⊆ Rn, we shall denote by |A|
its n-dimensional Lebesgue measure. We shall also use the asymptotic notation ∼ to denote
that the ratio of functions or sequences tends to 1.
2.2. The `np -balls. Let us recall some material regarding the geometry and probability of
`np -balls. For any p ∈ [1,+∞) the `np -norm of x = (x1, . . . , xn) ∈ Rn is given by
‖x‖p :=
( n∑
i=1
|xi|p
)1/p
.
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For any n and p let us denote by Bnp := {x ∈ Rn : ‖x‖p ≤ 1} the unit ball and by Sn−1p :=
{x ∈ Rn : ‖x‖p = 1} unit sphere with respect to this norm. The restriction of the Lebesgue
measure to Bnp provides a natural volume measure on Bnp . We will supply Sn−1p with the cone
probability measure µp defined as follows: for a Borel set A ⊆ Sn−1p ,
µp(A) :=
|{rx : x ∈ A, r ∈ [0, 1]}|
|Bnp |
.(4)
Let σp be the (n−1)-dimensional Hausdorff probability measure or, equivalently, the (n−1)-
dimensional normalized Riemannian volume measure on Sn−1p , p ∈ [1,+∞). We remark that
the cone measure µp coincides with σp if and only if p = 1 and p = 2. In particular, µ2 is the
same as the normalized spherical Lebesgue measure. We shall use the following result on the
form of the Radon–Nikodym density of cone and surface measure, which was proved in [15,
Lemma 2].
Proposition 2.1. Let n ∈ N and 1 ≤ p < +∞. Then, for all x = (x1, . . . , xn) ∈ Sn−1p ,
hn,p(x) :=
dσp
dµp
(x) = Cn,p ·
( n∑
i=1
|xi|2p−2
)1/2
,
where
Cn,p :=
(∫
Sn−1p
( n∑
i=1
|xi|2p−2
)1/2
µp(dx)
)−1
.
We refer to [14, 15] for more details on the relation between these two measures. We shall
also use the following result.
Lemma 2.2. Let 1 ≤ p < +∞. There is a constant C = C(p) ∈ (0,+∞) such that, for all
n ∈ N and every x ∈ Sn−1p ,
n−C ≤ hn,p(x) ≤ nC .
Proof. It suffices to show that there is a constant A > 0 such that n−2A ≤∑ni=1 |xi|2p−2 ≤ n2A
for all x ∈ Sn−1p . Indeed, from this it would follow that n−A ≤ Cn,p ≤ nA by the definition
of Cn,p, which would yield the claim. Write yi := |xi|p ≥ 0, so that
∑n
i=1 yi = 1. It
is an easy consequence of Ho¨lder’s inequality that under this constraint we always have∑n
i=1 y
α
i ≤ max{n1−α, 1} and
∑n
i=1 y
α
i ≥ min{n1−α, 1} for all α ≥ 0. Taking α = (2p− 2)/p,
we obtain the required bounds on
∑n
i=1 y
α
i =
∑n
i=1 |xi|2p−2. 
The proofs of our results rely on the following probabilistic representation for the cone
probability measure on Sn−1p for p ∈ [1,∞) (and for the uniform distribution over Bnp ),
which is due to Schechtman and Zinn [17] and was independently obtained by Rachev and
Ru¨schendorf in [16].
Proposition 2.3. Let n ∈ N and p ∈ [1,∞). Suppose that Z1, . . . , Zn are independent
p-generalized Gaussian random variables whose distribution has density
fp(x) :=
1
2p1/pΓ(1 + 1
p
)
e−|x|
p/p
with respect to the Lebesgue measure on R. Then, for Z := (Z1, . . . , Zn) ∈ Rn, we have:
(i) The random vector Z/‖Z‖p ∈ Sn−1p is independent of ‖Z‖p and its distribution is µp.
(ii) If U is a random variable uniformly distributed on [0, 1] and independent of Z, then the
random vector U1/nZ/‖Z‖p is uniformly distributed on Bnp .
72.3. Large deviations principles. We start with the definition of a large deviations princi-
ple. In this subsection we denote for clarity the space dimension by d instead of n in order to
distinguish it from our index parameter n. Finally, we make the assumption that all random
objects we are dealing with are defined on a common probability space (Ω,F ,P). For thor-
ough introductions to the theory of large deviations, we refer the reader to the monographs
[4, 5] or the book [11].
Definition 2.4. Let X := (X(n))n∈N be a sequence of random vectors taking values in Rd.
Further, let s : N → (0,∞] be a positive sequence and J : Rd → [0,∞] be a lower semi-
continuous function. We say that X satisfies a large deviations principle (LDP) with speed
s(n) and rate function J if
− inf
x∈A◦
J (x) ≤ lim inf
n→∞
1
s(n)
logP
(
X(n) ∈ A)
≤ lim sup
n→∞
1
s(n)
logP
(
X(n) ∈ A) ≤ − inf
x∈A¯
J (x)
for all Borel sets A ⊆ Rd. If J has compact level sets {x ∈ Rd : J (x) ≤ α}, α ∈ R, then J
is called a good rate function.
We notice that on the class of all J -continuity sets, that is, on the class of Borel sets
A ⊆ Rd for which J (A◦) = J (A¯) with J (A) := inf{J (x) : x ∈ A}, one has the exact limit
relation
lim
n→∞
1
s(n)
logP
(
X(n) ∈ A) = −J (A) .
Let d ≥ 1 be a fixed integer and let X be an Rd-valued random vector. We write
Λ(u) = ΛX(u) := logE e〈X,u〉 , u ∈ Rd ,
for the cumulant generating function of X. Moreover, we define the (effective) domain of Λ
to be the set DΛ := {u ∈ Rd : Λ(u) <∞} ⊆ Rd.
Definition 2.5. The Legendre–Fenchel transform of a convex function Λ : Rd → (−∞,+∞]
is defined as
Λ∗(x) := sup
u∈Rd
[〈u, x〉 − Λ(u)] , x ∈ Rd .
The Legendre–Fenchel transform of the cumulant generating function plays a crucial roˆle
in the following result, usually referred to as Crame´r’s theorem, (see, e.g., [4, Theorem 2.2.30,
Theorem 6.1.3, Corollary 6.1.6] or [11, Theorem 27.5]).
Proposition 2.6 (Crame´r’s theorem). Let X,X1, X2, . . . be independent and identically dis-
tributed random vectors taking values in Rd. Assume that 0 ∈ D◦Λ. Then the partial sums
1
n
∑n
i=1 Xi, n ∈ N, satisfy an LDP with speed n and good rate function Λ∗.
It will be important for us to deduce from an already existing large deviations principle a
new one by applying a suitable transformation. The next result allows such a ‘transport’ by
means of a continuous function. This device is known as the contraction principle and we
refer to [4, Theorem 4.2.1] or [11, Theorem 27.11(i)].
Proposition 2.7 (Contraction principle). Let d1, d2 ∈ N, and let F : Rd1 → Rd2 be a
continuous function. Further, let X = (X(n))n∈N be a sequence of Rd1-valued random vectors
that satisfies an LDP with speed s(n) and the good rate function JX. Then the sequence
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Y := (F (X(n)))n∈N of Rd2-valued random vectors satisfies an LDP with the same speed and
good rate function JY = JX ◦ F−1, i.e., JY(y) := inf{JX(x) : F (x) = y}, y ∈ Rd2, with the
convention that JY(y) = +∞ if F−1({y}) = ∅.
3. Arithmetic-geometric mean CLT for p-balls
We shall now present the proof of Theorem 1.1.
Proof of Theorem 1.1. Let (X
(n)
1 , . . . , X
(n)
n ) be chosen uniformly at random from Bnp . Con-
sider independent p-generalized Gaussians Z1, . . . , Zn and a random variable U uniformly
distributed on [0, 1] and independent of the Zi’s. We know from the Schechtman–Zinn result
(Proposition 2.3) that
(X
(n)
1 , . . . , X
(n)
n )
d
= U1/n
(Z1, . . . , Zn)
‖(Z1, . . . , Zn)‖p .
With this representation, we have
(5) Rn =
( n∏
i=1
|X(n)i |
)1/n
(
1
n
n∑
i=1
|X(n)i |
p
)1/p d=
( n∏
i=1
|Zi|
)1/n
(
1
n
n∑
i=1
|Zi|p
)1/p = exp
(
1
n
∑n
i=1 log |Zi|
)
(
1
n
n∑
i=1
|Zi|p
)1/p ,
where
d
= denotes equality of distributions. If (X
(n)
1 , . . . , X
(n)
n ) is chosen at random with
respect to the cone measure µp on Sn−1p , then the factor U1/n does not appear in the
Schechtman–Zinn representation (see Proposition 2.3 (i)) and the formula for Rn above does
not change as the corresponding factor cancels out. For any a ∈ R, the tail probability for
Rn reads as follows,
P
[Rn ≥ emp+a/√n ]
= P
[
exp
(
−mp − a√
n
+
1
n
n∑
i=1
log |Zi|
)
≥
(
1
n
n∑
i=1
|Zi|p
)1/p ]
= P
[
exp
(
− a+ 1√
n
n∑
i=1
(log |Zi| −mp)
)
≥
(
1 +
1
n
n∑
i=1
(|Zi|p − 1)
)√n/p ]
.
Taking the logarithm, we can further write this as
P
[Rn ≥ emp+a/√n ]
= P
[
1√
n
n∑
i=1
(log |Zi| −mp)−
√
n
p
log
(
1 +
1
n
n∑
i=1
(|Zi|p − 1)
)
≥ a
]
(6)
= P
[
1√
n
n∑
i=1
(log |Zi| −mp)− 1
p
√
n
n∑
i=1
(|Zi|p − 1)−
√
n
p
α
(
1
n
n∑
i=1
(|Zi|p − 1)
)
≥ a
]
,
where the function α(x) is defined by log(1 + x) = x + α(x) for x > −1, so that α(x) =
o(x) as x → 0. Using Mathematica, we can find that E log |Z1| = mp, E|Z1|p = 1, and
E|Z1|p log |Z1| = 1p(log p+ψ(1+ 1p)) = mp+1, where in the last equality we used the property
of the digamma function that ψ(x+1) = ψ(x)+ 1
x
, x > 0. Let (N1, N2) be a bivariate centered
normal random vector with the same covariance matrix as that of (log |Z1|, |Z1|p), i.e., with
9the diagonal elements Var(log |Z1|) = 1p2ψ′(1p) and Var(|Z1|p) = p and the covariance terms
equal 1. Then the bivariate central limit theorem states that(
1√
n
n∑
i=1
(log |Zi| −mp), 1
p
√
n
n∑
i=1
(|Zi|p − 1)
)
d−→
n→∞
(N1, p
−1N2),
where
d−→ denotes the distributional convergence. Further, by the strong law of large num-
bers, 1
n
∑n
i=1(|Zi|p − 1) converges to 0 a.s. Using the relation α(x) = o(x) as x→ 0 together
with Slutsky’s theorem, we arrive at
√
n
p
α
(
1
n
n∑
i=1
(|Zi|p − 1)
)
=
1
p
√
n
n∑
i=1
(|Zi|p − 1) ·
α
(
1
n
∑n
i=1(|Zi|p − 1)
)
1
n
∑n
i=1(|Zi|p − 1)
d−→
n→∞
0
since the first factor converges to p−1N2 in distribution, whereas the second one converges to
0 a.s. Taking everything together and using the continuous mapping theorem together with
Slutsky’s theorem, we arrive at
1√
n
n∑
i=1
(log |Zi| −mp)− 1
p
√
n
n∑
i=1
(|Zi|p − 1)−
√
n
p
α
(
1
n
n∑
i=1
(|Zi|p − 1)
)
d−→
n→∞
N1 − p−1N2.
Recalling (6), we obtain
(7) lim
n→∞
P
[Rn ≥ emp+a/√n ] = P[N1 − p−1N2 ≥ a] = 1− Φ
 pa√
ψ′(1
p
)− p
 ,
where we used that Var(N1 − p−1N2) = 1p2ψ′(1p)− 21p + 1p = 1p2ψ′(1p)− 1p .
To prove that emp+a/
√
n can be replaced with emp(1 + a/
√
n) in the above equality (7), fix
some ε > 0 and note that 1 + a/
√
n is sandwiched between e(a−ε)/
√
n and e(a+ε)/
√
n provided
n is sufficiently large. Thus, for all such n,
P
[Rn ≥ emp+(a+ε)/√n ] ≤ P[Rn ≥ emp(1 + a/√n) ] ≤ P[Rn ≥ emp+(a−ε)/√n ].
Taking first the limit n → ∞ (which is given by (7)) and then letting ε ↓ 0 and using the
continuity of the function Φ, we arrive at
lim
n→∞
P
[
Rn ≥ emp
(
1 +
a√
n
)]
= 1− Φ
 pa√
ψ′(1
p
)− p
 .
This proves the claim of Theorem 1.1 for the uniform distribution on Bnp and the cone
probability measure µp.
Consider now the case where (X
(n)
1 , . . . , X
(n)
n ) is chosen with respect to the probability
measure σp on Sn−1p . It was proved in [15, Theorem 2] that the total variation distance
between µp and σp, we write dTV(µp, σp), is bounded above by a constant cp ∈ (0,∞) (only
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depending on p) times n−1/2. Let us consider the sets
An :=
x = (x1, . . . , xn) ∈ Sn−1p :
( n∏
i=1
|xi|
)1/n
(
1
n
n∑
i=1
|xi|p
)1/p ≥ emp(1 + a√n)
 , n ∈ N.
As we have shown above,
lim
n→∞
µp(An) = 1− Φ
 pa√
ψ′(1
p
)− p
 .(8)
Since by [15, Theorem 2], |σp(An) − µp(An)| ≤ dTV(σp, µp) n→∞−→ 0, we can replace µp by σp
in (8) above.
We shall now briefly give the argument for Remark 1.3. Since this trivially holds when
Xn ∈ Sn−1p , we consider only the case of the uniform distribution on the ball Bnp . Define the
quantity
R˜n := n1/p
( n∏
i=1
|X(n)i |
)1/n
= U1/n · Rn,
where U is uniformly distributed on [0, 1] and independent of Z1, . . . , Zn as in Proposition
2.3. Then √
n
(
log R˜n −mp
)
=
√
n
(
logRn −mp
)
+ n−1/2 logU.
Since n−1/2 logU → 0 in probability, it follows from Slutsky’s theorem that √n(log R˜n−mp)
satisfies the same central limit theorem as
√
n(logRn−mp). Hence, the analogue of (7) with
Rn replaced by R˜n holds. 
4. Arithmetic-geometric mean LDP for p-balls
We shall present here the proof of Theorem 1.4. Essentially, the result is a consequence of
Crame´r’s theorem, the contraction principle and the probabilistic representation of Schecht-
man and Zinn. However, most of the work is a careful analysis required to obtain the rate
function, which is represented in terms of the inverse function of H(x) = ψ(x)− log x.
Proof of Theorem 1.4. We want to study the large deviations behaviour of the ratios Rn
given in (5). As we shall see later, Rn can be written as a function of the partial sums
1
n
n∑
i=1
(
log |Zi|, |Zi|p
)
with i.i.d. increments
(
log |Zi|, |Zi|p
)
, i ∈ N, and where the Zi’s are i.i.d. p-generalized
Gaussians. The goal is to prove a large deviations principle via Crame´r’s theorem and then
to apply the contraction principle. In order to do that, we first need to check that 0 ∈ D◦Λ.
We have
Λ(s, t) = logEe〈(log |Zi|,|Zi|p),(s,t)〉
= log
(
1
p1/pΓ(1 + 1
p
)
∫ ∞
0
es log x−(
1
p
−t)xp dx
)
11
= log
(
1
p(1− pt)1/pΓ(1 + 1
p
)
( p
1− pt
)s/p
Γ
(s+ 1
p
))
= −1
p
log(1− pt) + s
p
[
log(p)− log(1− pt)]+ log (Γ(s+ 1
p
))
− log Γ
(
1
p
)
,
where t < 1
p
and s > −1. Otherwise, we have Λ(s, t) = +∞ as can be seen from the second
line. In particular, DΛ = (−1,+∞) × (−∞, 1p) and thus 0 ∈ D◦Λ. This means that we can
apply Crame´r’s theorem (Proposition 2.6) and obtain an LDP for the partial sums
1
n
n∑
i=1
(
log |Zi|, |Zi|p
)
(9)
with speed n and the rate function given by the Legendre–Fenchel transform of Λ, which is
Λ∗(α, β) = sup
(s,t)∈R2
[〈
(s, t), (α, β)
〉− Λ(s, t)]
= sup
(s,t)∈(−1,∞)×(−∞, 1
p
)
[〈
(s, t), (α, β)
〉− Λ(s, t)].
First, we observe that the function (s, t) 7→ 〈(s, t), (α, β)〉− Λ(s, t) is concave on (−1,∞)×
(−∞, 1
p
). In the following we shall show that if β > epα, then the gradient of this function
vanishes at some unique point (s∗, t∗) ∈ (−1,∞)× (−∞, 1
p
). This implies that the supremum
is attained at this point.
Forming the partial derivatives to find the point (s∗, t∗), we obtain the following two
conditions:
∂
∂s
Λ(s∗, t∗) =
1
p
[
Γ′( s
∗+1
p
)
Γ( s
∗+1
p
)
+ log
( p
1− pt∗
)]
= α(10)
and
∂
∂t
Λ(s∗, t∗) =
s∗ + 1
1− pt∗ = β.(11)
Let β > epα. To prove that the system (10) and (11) has indeed a unique solution (s∗, t∗),
we define v∗ ∈ (0,+∞) as the unique solution to the equation
H(v∗) = pα− log(β),
where we recall that H(x) = ψ(x) − log(x) is negative on (0,∞). In order to see that this
equation has a unique solution v∗ ∈ (0,∞), we use the representation (see, e.g., [8, Eq.
8.361.8, page 903])
H(x) = ψ(x)− log x = −
∫ ∞
0
e−tx
( 1
1− e−t −
1
t
)
dt.
The integrand is positive and decreases monotonously in x > 0 for every t > 0. Therefore, H
is monotone increasing, and it follows from the monotone convergence theorem that H(0+) =
−∞ and H(+∞) = 0 (for the former equality, we use that the integral diverges at x = 0).
Hence, H is an increasing bijection between (0,+∞) and (−∞, 0), which also shows that mp
defined in Theorem 1.1 is negative.
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Let s∗ > −1 and t∗ < 1
p
be defined by
v∗ =
s∗ + 1
p
and t∗ =
1
p
− s
∗ + 1
βp
.
Then it can be easily checked that (10) and (11) hold. The uniqueness follows from the fact
that (10) and (11) imply
H
(s∗ + 1
p
)
= pα− log(β) < 0,(12)
which has a unique solution s∗ > −1 as we have seen above. From this we can determine the
unique solution t∗ to (11).
The contraction principle (Proposition 2.7) shall be applied to the random vectors in (9)
with the continuous function
F : (x, y) 7→ e
x
y1/p
, x ∈ R, y ≥ epx
and F (x, y) = 1 otherwise. This means that the sequence of random variables
F
(
1
n
n∑
i=1
(
log |Zi|, |Zi|p
))
=
( n∏
i=1
|Zi|
)1/n
(
1
n
n∑
i=1
|Zi|p
)1/p d= Rn
satisfies an LDP with speed n and a certain rate function Jp to be determined in the following.
For θ ∈ (0, 1), the rate function is given by
Jp(θ) = inf
(α,β):F (α,β)=θ
Λ∗(α, β) = inf
β>0, α=log(θ)+ 1
p
log(β)
[
αs∗ + βt∗ − Λ(s∗, t∗)
]
,
and Jp ≡ +∞ on R\(0, 1]. Let θ ∈ (0, 1). Note that (11) implies
(13)
β
s∗+1
p
=
p
1− pt∗ and
β
p
− s
∗ + 1
p
= βt∗.
Now, using (13) to exclude t∗ from Λ(s∗, t∗), we obtain
Λ(s∗, t∗) =
s∗ + 1
p
log
( β
s∗ + 1
)
+
s∗
p
log p+ log
(
Γ
(s∗ + 1
p
))
− log Γ
(
1
p
)
.
Hence, excluding α and βt∗ using (13) for the latter,
Jp(θ) = inf
β>0
[
s∗ log θ +
s∗
p
log β +
β
p
− s
∗ + 1
p
− Λ(s∗, t∗)
]
= inf
β>0
[
s∗ log θ +
β
p
− s
∗ + 1
p
− 1
p
log β
+
s∗ + 1
p
log(s∗ + 1)− s
∗
p
log p− log
(
Γ
(s∗ + 1
p
))
+ log Γ
(
1
p
)]
.(14)
Note that the equalities F (α, β) = θ and (12) imply
(15) p log θ = H
(s∗ + 1
p
)
,
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Since s∗ given by (15) is a function of θ only and is independent of β (under F (α, β) = θ),
it is clear that the infimum in (14) with θ ∈ (0, 1) is attained at β = 1 (which minimizes
p−1(β − log β)). Thus,
Jp(θ) = log(θ)s∗ + s
∗ + 1
p
[
log
(s∗ + 1
p
)
− 1
]
− log
(
Γ
(s∗ + 1
p
))
+
1
p
+
1
p
log(p) + log Γ
(
1
p
)
.
Finally, using (15) to exclude s∗ and recalling that Gp(θ) = H−1(p log(θ)), we obtain
Jp(θ) =
[
pGp(θ)− 1
]
log(θ) +Gp(θ)
[
log
(
Gp(θ)
)− 1]− log Γ(Gp(θ))
+
1
p
+
1
p
log(p) + log Γ
(
1
p
)
, θ ∈ (0, 1).
We shall now prove that Jp(1) = +∞, where by the contraction principle
Jp(1) = inf
F (α,β)=1
Λ∗(α, β) = inf
(α,β):β≤epα
Λ∗(α, β).
We claim that for all pairs (α, β) with the property that β ≤ epα, we have
Λ∗(α, β) ≡ sup
s>−1, t< 1
p
[
αs+ βt− Λ(s, t)] = +∞.
To prove this it is enough to consider a sequence of pairs (sk, tk) such that sk → +∞ (as
k → +∞) and
tk :=
1
p
− sk + 1
βp
, k ∈ N,
and to show that αsk + βtk − Λ(sk, tk)→ +∞ as k → +∞. It follows from the definition of
tk that if vk = (sk + 1)/p, then
1− ptk = vkp
β
and
p
1− ptk =
β
vk
.
Using the expression for Λ(sk, tk) and excluding sk and tk, we get
αsk + βtk − Λ(sk, tk) = vk(pα− log(β)) + (vk log(vk)− vk)− log(Γ(vk)) + c(α, β, p)
where c(α, β, p) is a term independent of the sequence vk. Note that vk → +∞ as k → +∞.
Hence, by Stirling’s formula, we have
vk log(vk)− vk − log(Γ(vk)) = 1
2
log(vk)− 1
2
log(2pi) + o(1).
Since pα− log(β) ≥ 0, we have, as k → +∞,
αsk + βtk − Λ(sk, tk)→ +∞.
This proves that Jp(1) = +∞.
Therefore, we have proved an LDP for Rn with speed n and rate function Jp as stated
in Remark 1.5. Since the function H is continuous, so is Gp on (0, 1), and consequently the
same holds for Jp on the interval (0, 1). Thus, the LDP for Rn yields the limiting behavior
presented in the statement of Theorem 1.4 in the case of the uniform distribution on Bnp or
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the cone measure on Sn−1p . We will now prove that the same LDP holds for the uniform
distribution on Sn−1p . Let A ⊆ R be a Borel set and define
Dn :=
x = (x1, . . . , xn) ∈ Sn−1p :
( n∏
i=1
|xi|
)1/n
(
1
n
n∑
i=1
|xi|p
)1/p ∈ A
 , n ∈ N.
Then,
1
n
log σp(Dn) =
1
n
log
∫
Dn
hn,p(x)µp(dx),
and it follows from Lemma 2.2 that, as n→∞,∣∣∣ 1
n
log µp(Dn)− 1
n
log σp(Dn)
∣∣∣→ 0.
This shows the LDP for Rnin the case of the surface probability measure σp on Sn−1p with
the same rate function Jp.
The limit relations Jp(0+) = Jp(1−) = +∞ immediately follow from lower semi-continuity
of Jp and the identities Jp(0) = Jp(1) = +∞.

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