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Abst rac t - -Beta  distributions are usually defined on the unit interval [0,1]. For wider applicability, 
we introduce six exponentiated beta distributions and derive several of their properties, including the 
moment generating function, expectation, variance, skewness, kurtosis, Shannon entropy, and the 
R~nyi entropy. (~) 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Beta distributions are very versatile and a variety of uncertainties can be usefully modeled by 
them. For instance, they arise as tractable models in actuarial science, economics, finance, life 
testing, survival analysis, and telecommunications. 
If X is a beta distributed random variable, then we take Y = - log X to have the corresponding 
exponentiated beta distribution. Usually, X is defined on the unit interval [0, 1] and so one would 
hope that models based on the distribution of Y would have greater applicability. In this note, 
we derive the distribution of Y for six commonly known models for X. For each distribution, we 
calculate the corresponding cumulative distribution function F(y), probability density function 
f(y), moment generating function M (t) = E (exp(tY)), E (Y~), E (Y), Var (Y), Skewness(Y), 
and Kurtosis (Y). We also calculate the R4nyi entropy defined by 
1 log{/f~(y) dy } JR(),)- i (i) 
where A > 0 and )~ ¢ 1 [1]. Shannon entropy defined by E[- log f(Y)] is also calculated as the 
particular case of (1) for A T 1. Recall that Shannon and R4nyi entropies are two important 
measures of variation of the uncertainty. 
The calculations of this note use the Euler psi function, beta function, incomplete beta function 
ratio, Reiemann's zeta function, confluent hypergeometric function, and the Gauss hypergeomet- 
The author would like to thank the referees and the editor for carefully reading the paper and for their great help 
in improving the paper. 
0898-1221/05/$ - see front matter (~) 2005 Elsevier Ltd. All rights reserved. Typeset by ~ty~b~-TEX 
doi: 10.1016/j .camwa.2004.11.008 
1030 S. NADARAJAH 
ric function, defined by 
and 
log r (a) 
k~ (a) = da ' 
B(a,b)  = t~-i  (1 - t )  b-1 dt, 
f 1 t ~-1 (1 - t) b-1 dt, Ix (a, b) = B (a, b) 
~: f0 ~ t~-I (x) = F (x) ( 21-~) 1 + exp (t) 
OO 
k=o (b)k k! '  
dt, 
O0 
~F1 (a, b; c; x) = ~ (a)~ (b)k x ~ 
k=0 (c)k k!' 
respectively, where (c)k = c(c + 1) . . .  (c + k - 1) denotes the ascending factorial. The properties 
of the above special functions can be found in [2]. 
2.  STANDARD BETA 
The beta distribution in its standard form is specified by 
z °-1 (1 - z) b-1 
(2) f(x)= B(a,b) ' 
for 0 < x < 1, a > O, and b > O. This is also known as the classical beta distribution. It was the 
earliest beta distribution to draw applications in a wide range of areas. Simple calculations how 
that 
F (y) = 1 - Ioxp(_~) (a, b), 
f (y) = exp ( -ay)  {1 - exp ( _y )}b- i  
B (a, b) 
B (a - t, b) 
M (t) - B (a,b) ' 
n, ~(b -1) ( -1 )  k 
E (yn)  = B (a, b) k (a + k) n+l '  
k=0 
E (Y) = • (a + b) - • (a), 
Va~ (v)  = ~,' (a) - ~' (a + b), 
• " (a q- b) - ~"  (a) 
Skewness (Y) = 
{~' (a) - ~'  (a + b)} a/2, 
3 (~ '  (a)} 2 q- 3 {~' (a q- b)} 2 - 6k~' (a) ~'  (a q- b) q- k~" (a) - ~m (a q- b) 
Kurtosis (Y) = 
and 
f i r  (A) ---- log B (a, b) + 
{~, (a) - ~' (a + b)} 2 
log B (a, b) log B (dA, bA - A + 1) 
1- -A  1 - )~ ' 
(3) 
JR  (1) ---- logB (a,b) + a~ (a) q- (b -  1) • (b) - (a q- b -  1) k~ (a q- b). 
The result in (3), where we have assumed that b is a positive integer, follows by an application 
of equation (4.272.16) in [2]. 
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3. NONCENTRAL BETA 
The noncentral beta distribution is given by 
f (x) = exp (__c~ ~- i  (1 x) b-1 ~ CkXk 
\ 2 ix  - k=o2kk!B(a+k,b), (4) 
for 0 < x < 1, a > 0, b > 0, and c > 0. These distributions have attracted many applications in 
recent years; see, for example, [3,4]• The parameter c is known as the noncentrality parameter. 
In the particular case c = 0, (4) reduces to the standard beta pdf given by (2). 
Standard calculations based on (4) show that 
F (y) -- 1 - exp - ~.11exp(_y) (a + k, b), 
k=0 
M(t)-- exp (-2) 
"(') 
and 
c k exp (-ky) 
exp (-ay) {1 - exp (_y)}b-1 E 2kk!B (a + k, b)' 
k=0 
c~ ckB(a+k_t ,b )  
k~O 2kk!B(a+k,b) ' 
c~ k 
~0 c (~(a+b+kl -~(a+k)}  ~ , 
ck 
k=0 
4. MCDONALD'S  GENERAL IZED BETA 
A generalized beta distribution due to McDonald [5] is specified by 
px ap-1 (1 - xP) b-1 
f (x) = B (a, b) ' (5) 
for 0 < x < 1, a > 0, b > 0, and p > 0. A probabilistic interpretation of this distribution is 
described in [5]. The standard beta distribution arises the particular case of (5) for p -- 1. 
As in Section 2, one can obtain 
exp ( -apy)  F1 (a, 1 - b; a + 1; exp ( -py) ) ,  F(y)= l aB(a,b) 2 (6) 
f (y) = pexp ( -apy)  {1 - exp (_py)}b-1 
B (a, b) 
B (~ - t /p,  b) 
M (t) = B (a, b) ' 
n! ~--~ (b ~-1~ ( -1)  k 
E(Yn)=p,~B(a,b),. . .~\ ~ ] (a+k)  n+l' 
k----O 
E (Y) = ~ (~ + b) - • (~), 
P 
(7) 
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var ( r )  = 
Skewness (Y) = 
and 
Kurtosis (Y) = 
~' (a) - q2' (a + b) 
p2 
• " (a + b) - @" (a) (7)(cont.) 
{~, (a) - ~, (a + b)} 3/2' 
3 {@' (a)} 2 + 3 {~' (a + b)} 2 - 6~' (a) kg' (a + b) + @" (a) - k~" (a + b) 
(¢ ,  (~) - ~,  (~ + b)} 2 
logB (a,b) logB(~,b~-  ~+ 1) + 
1-)~ 1 -A  
JR  (I) = log B (a, b) - logp + (a + b - I) • (a + b) - a~ (a) - (b - i) • (b). 
The results in (6) and (7) follow by application of equations (3.197.3) and (4.272.16)in [2]. In (7), 
we have assumed that b is a positive integer. 
5. L IBBY  AND NOVICK 'S  GENERAL IZED BETA 
Another generalized beta distribution due to Libby and Novick [6] is specified by 
tax  a-1 (1 -- X) b-1 (8) 
f (x) = B (a, b) {1 - (1 - c) x} a+b' 
for 0 < x < 1, a > 0, b > 0, and c > 0. When c = 1, this reduces to the standard beta 
distribution. This distribution was first used by Libby and Novick [6] for utility function fitting 
and by Chen and Novick [7] as a prior in some binomial sampling model. Two other applications 
are to the problem of Bayesian estimation of the ratio of two variances [8] and to model the 
proportion of time devoted to a specific work function in Bayesian work sampling [9]. 





E(Y  2) 
= 1 -- Icexp(--y)/(1+(c--1 ) exp(--y)) (a, b), 
c a exp (-ay) {1 - exp (__y)}b-1 
B (a,b) {1 - (1 - c) exp (_y)}a+b' 
_ c~B(a-t 'b)  F l (a+b,a - t ;a+b- t ;1 -c ) ,  
B (a, b) 2 
= ~ (a + b) - • (a) + can~ (a, b, c),  
= ~' (a) - ~'  (a + b) + (~ (a) - ~, (a + b)} 2 
+ 2c a {~(a + b) - ~(a)} Dz(a, b, c) + caD2(a, b, c), 
and 
( ~ } l  (caB(a~ b '~-A+l)  } 
JR ( ~ ) = log + ~_  ~ log --(-;,~ 
where 
and 
log2 F1 (aA + bA, aA; aA + bA - ~ + 1; c) 
+ I - -A 
Dz (a,b,c) = 02Fl (a +b,a - t ;a  t=o 
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The result in (9) follows by using the fact that cX/(1 + cX - X)  has the standard beta 
distribution with parameters a and b. The results in (11) and (12) are the first and second 
derivatives of (10) evaluated at t = 0. The results in (9) and (13) follow by application of 
equation (3.197.3)in [2]. 
The two derivatives in (14) and (15) can be simplified by term by term differentiation of the 
infinite sum representation of the Gauss hypergeometric function. It turns out that 
and 
D1 (a, b, c) = c -a {0 (a) - ~ (a + b)} + ~ {9 (a + b + k) - ~ (a + k)} (a)k (1 - c) k 
k! 
k=0 
D2 (a,b,c) = c -a [{0 (a + b) - • (a)}2 + O' (a + b) - 0 '  (a)] 
OO 
4. E {20 (a + b) • (a -4- k) - 20 (a) • (a 4- k) 4- 20 (a) • (a 4- b 4- k) 
k=0 
- 20 (a + b) O (a 4- b 4- k) - 20 (a + k) O (a 4. b 4. k) 4. 02 (a 4. k) 
4-02 (a + b 4- k) + k~' (a + k) - ~'  (a 4. b + k)} (a)k (1 - c) k 
k! 
Substituting these into (11) and (12), one can obtain simpler expressions for E (Y) and E (y2). 
6. CONFLUENT HYPERGEOMETRIC  
The confluent hypergeometric distribution due to Gordy [10] is given by 
X a -1  (1 - x) b-1 exp (-3"x) 
f(~:) = 
B (a, b)l F1 (a; a + b; -7 ) ,  
for 0 < x < 1, a > 0, b > 0, and -c¢  < 3' < oo. If 3' = 0, then (16) reduces to the standard beta 




f (y )  = 
M (t) = 
exp ( -ay)  {1 - exp (_y)}b-1 exp {--3'exp (--y)} 
B (a, b)t F1 (a; a + b; -7 )  
B (a - t, b)l F1 (a - t; a + b - t; -7 )  
B (a, b)l F1 (a; a + b; -7 )  ' 
D1 (a, b, 3') E (Y) = • (a + b) - • (a) + 
1F1 (a; a + b; -3') '  
E (y2) = o '  (a) - o '  (~ + b) + {o  (a) - • (a + b)} 2 
2 {k~ (a) -- k~ (a + b)} O1 (a, b, 3") 
- iF1 (a; a + b; -3") + 
D2 (a, b, 3') 
1El (a; a + b; -3') '  
1 [B(aA, bA-A+I)IFI(aA;aA-}-bA-Aq-1;-3"A). ] 
JR  (A) = ~ log B ~ (a, b)t F~ (a; a + b; -3') ' 
D1 (a, b, 7) = O1F1 (a - t;ota + b - t; -3") t=o 
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The results in (17) and (18) are the first and second derivatives of (16) evaluated at t = 0. The 
two derivatives (19) and (20) can be simplified by term by term differentiation of the infinite sum 
representation of the confluent hypergeometric function, yielding 
D1 (a, b, 7) = {k~ (a) - • (a + b)} 1 F1 (a; a + b; -7 )  
co (a)k (_~,) k 
+E{O(a+b+k) -~(a+k)}  (a+b)kk[ 
k=0 
and 
D2 (a, b, 7) = [0' (a + b) - 0 '  (a) + {0 (a) - • (a + b)}2] 1 F1 (a; a + b; -7 )  
oo 
+ ~ { -20  (a) • (a + k) + 20 (a + b) • (a + k) + 20 (a) • (a + b + k) 
k=0 
_2o(a+ b)~(a+b+ k)+ O~(a+ k) -20(a+k)O(a+b+k)  
(a)~ (-7) ~ 
+02 (a-t- b + k) + 0' (a + k) - k~' (a + b + k) } (a_t_ b)k k ! " 
Substituting these into (17) and (18), one can obtain simpler expressions for E (Y) and E (y2). 
7. GAUSS HYPERGEOMETRIC  
The Gauss hypergeometric distribution due to Armero and Bayarri [11] is given by 
x °-1 (1 - x)~-i / (1 + zxF  (21) 
f (x) = B (a, b)2 F1 (7, a; a + b; - z ) '  
for 0 < x < 1, a > 0, b > 0, and -co  < 7 < co. If 7 = 0, then (21) reduces to the standard beta 
pdf given by (2). Standard calculations how that 
exp (-ay) {1 - exp (_y)}b-1 
f (Y) = B (a, b)2 F1 (7, a; a + b; -z )  {1 + zexp ( -y)}~'  
M (t) = B (a - t, b)2 F1 (7, a - t; a + b - t; - z )  (22) 
B (a, b)2 F1 (7, a; a + b; -z )  ' 
O1 (a, b, 7, z) (23) 
E (Y) = • (a + b) - • (a) + 2F~ (7, a; a + b; - z ) '  
E (r2) = 0' (a) - 0' (a + b) + {0 (a) - • (a + b)} ~ 
2{O(a) -O(a+b)}Dt (a ,b ,7 ,  z) D2(a,b,7, z) + (24) 





JR(A) - -  I - 
log [B(aA, bA-  A + I)2FI (TA, aA;aA +bA-  A + I ; -z~] 
= - -  S ~ (a, b)2 F~ (7, a; a + b; -z )  ' 
D1 (a, b, 7, z) = 02F1 (7, a - t;cgta + b - t; -z )  t=o 
D~ (~, b, 7, z) = 0~F1 (7, ~ - o~tt; ~ + b - t; - z )  ~=o 
(25) 
(26) 
The results in (23) and (24) are the first and second derivatives of (22) evaluated at t -- 0. As 
before, the two derivatives (25) and (26) can be simplified to 
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D1 (a, b, ")/, z) - {~ (a) - • (a + b)} 2 F1 (')', a; a -~ b; - z )  
oo 
+ Z (~ (a + b + k) - • (a + k)} (% (alk (-z) k 
k=0 (a + b)k k! 
and 
D2(a,b ,7 ,  z ) = [{k~ (a -} -b) -  • (a)} 2 + ~'  (a +b) -  ~ '  (a ) ]2F1  (%a;a  +b; -z )  
oo 
+~ {2k0 (a+ b) k~ (a + k) - 2~ (a) • (a + k) + 2~(a) • (a+ b + k) 
k=O 
-2~, (~ + b) ~, (~ + b + k) - 2~, (~ + k) ~, (~ + b + k) + ~,~ (~ + k), 
+e~ (a + b + k) + ~' (a + k) - ~" (~ + b + k)} (% (% (-z)k 
(a + b)~ k! ' 
respectively. Substituting these into (23) and (24), one can obtain simpler expressions for E(Y) 
and E(Y2). 
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