Abstract. In this paper we study blow-up criterion of smooth solution to the 3D twofluid MHD equations. By means of the Fourier frequency localization and Bony's paraproduct decomposition, it is proved that smooth solution (u, b) can be extended after
Introduction
We are concerned with the blow-up phenomena of smooth solutions to the two-fluid magnetohydrodynamics equations in where x ∈ R 3 , t ≥ 0, ν, η, α, h stands for kinematic viscosity, the resistivity, the electron inertia term and the Hall coefficient respectively; u, b describes the flow velocity vector and the magnetic field vector respectively, and J = ∇ × b is the current density, p is a scalar pressure, while u 0 and b 0 are the given initial velocity and initial magnetic field with ∇ · u 0 = ∇ · b 0 = 0. This model describes some important physical phenomena, in particular those involving magnetic reconnection, such as a plasma as composed by two types of fluids, formed by ions and electrons; solar flares, etc. It is generally accepted now that two-fluid magnetohydrodynamic is more complete than the classical one-fluid magnetohydrodynamic(MHD) model, see [4] , [5] , [14] and references therein.
If α = h = 0, we obtain the classical MHD equation, If α = h = ν = η = 0, we obtain the classical ideal MHD equation. The studies of MHD and ideal MHD equations which are called one-fluid magnetohydrodynamics are well known and similar in many aspects to the ones of the Navier-Stokes equation and Euler equation. However, it has been pointed out by physicists that the models described by MHD or ideal MHD equations are not appropriate in some physical phenomena, in particular those involving magnetic reconnection, see [4] , [5] and [14] , this is why the two-fluid MHD equations are investigated.
Let us recall the known existence result of (1.1) given by M. Núnez [12] : 
The purpose of this paper is to obtain a blow-up criterion for the solution given by Theorem A. In [6] , R. E. Caflisch, I. Klapper and G. Steele extended the well-known result of Beale-KatoMajda [1] for the incompressible Euler equations to the 3D ideal MHD equations(i.e. α = h = ν = η = 0). Precisely, they showed if the smooth solution (u, b) satisfies the following condition:
then the solution (u, b) can be extended beyond t = T . In other words, let [0, T ) be the maximal time interval to the smooth solution (u, b) for the 3D ideal MHD equations, then (u, b) blows up at T iff
Recently, there are some researches which extended the above mentioned blow-up criterion in frame of mixed time-space Besov space by Fourier localization method, such as [7] , [13] and [17] .
Other relevant results such as the regularity of weak solutions can be found in [9, 16, 18] . Inspired by [10] , we want to establish a blow-up condition in terms of Besov space either on vorticity (ω, J) of velocity and magnetic field vector (u, b) or on (u, b) itself. The proof of [10] is based on the Logarithmic Sobolev inequalities. However, in order to obtain the blow-up criterion in terms of (u, b) itself, it seems that the Logarithmic Sobolev inequalities does not work. More precisely, from the Logarithmic Sobolev inequalities, one can deduce the following estimate of the solutions
thus f (t) will blow up in the finite time. To get around this difficulty, we resort to the method of Fourier frequency localization and Bony's paraproduct decomposition which enable us to obtain more precise nonlinear estimates. On the other hand, for the blow-up condition on vorticity of (u, b), using our method a priori estimate with one exponential growth is obtained, but by Logarithmic Sobolev inequalities we can only get a priori estimate with a double exponential growth. Now we state our main result. 6) then the solution (u, b) can be extended beyond t = T . In other words, the solution blows up at t = T iff either
where ω(t) = ∇ × u denotes the vorticity of the fluid and [9, 18] , it has been showed that only with the velocity field alone can dominate the regularity of weak solutions. However, if α, h = 0 the similar results seem to be difficult to obtain. Since if α = h = 0, the magnetic induction equation is linear, b can be dominated by ∇u in some ways, but when α, h = 0, the magnetic induction equation is nonlinear with the term ∇ × (J × b), and the "good" term −α∆b t − η∆b cannot compensate for the "bad" effect caused by this nonlinear term.
) holds if and only if
lim ε→0 T −ε ε 0 u(t ′ ) qḂ 0 p,∞ + b 2Ḃ 0 ∞,∞ dt ′ = ∞ with 2 q + 3 p ≤ 1, 3 < p ≤ ∞,
respectively. One easily verifies this fact in the proof of Theorem 1.1 by substituting the inequality
Notation: Throughout the paper, C stands for different "harmless" constants from line to line, and we will use the notation A B as an equivalent to A ≤ CB, A ≈ B as A B and B A.
Preliminaries
Let us recall the Littlewood-Paley decomposition. Let S(R d ) be the Schwartz class of rapidly decreasing functions. Given f ∈ S(R d ), its Fourier transform Ff =f is defined bŷ
Setting ϕ j (ξ) = ϕ(2 −j ξ). Let h = F −1 ϕ andh = F −1 χ, we define the frequency localization operator as follows
Informally, ∆ j = S j − S j−1 is a frequency projection to the annulus {|ξ| ≈ 2 j }, while S j is a frequency projection to the ball {|ξ| 2 j }. One easily verifies that with our choice of ϕ
Now we give the definitions of the Besov spaces.
Definition 2.1. Let s ∈ R, 1 ≤ p, q ≤ ∞, the homogenous Besov spaceḂ s p,q is defined bẏ
and Z ′ (R d ) denotes the dual space of Z(R d ) = {f ∈ S(R d ); ∂ γf (0) = 0; ∀γ ∈ N d multi-index} and can be identified by the quotient space of S ′ /P with the polynomials space P.
Definition 2.2. Let s ∈ R, 1 ≤ p, q ≤ ∞, the inhomogenous Besov space B s p,q is defined by
. We refer to [2, 15] for more details.
Let us state some basic properties about the Besov spaces. 
(iii) Interpolation: for s 1 , s 2 ∈ R and θ ∈ [0, 1], one has
and the similar interpolation inequality holds for inhomogeneous Besov space.
Proof: The proof of (i) − (iii) is rather standard and one can refer to [2, 15] .
3 Proof of Theorem 1.1
Firstly, we derive the a prior estimate of the smooth solution to (1.1). Taking the operation ∆ k on both sides of (1.1), multiplying (∆ k u, ∆ k b) to the resulting equation, and integrating over R 3 with respect to x, we get
which together with the fact divu = divb = 0 and integrating by parts, we rewrite
Integrating the time with respect to t and multiplying 2 2ks on both sides of (3.3), then summing over k ∈ Z to the resulting equation, we finally get
Using Schwartz inequality, then applying Lemma 4.2 with σ = s − 1, σ 1 = σ 2 = −1 and p 1 = p 2 = p to the commutator, it follows that for 3 < p ≤ ∞,
where in the third inequality we have used the equivalent norms ofḂ σ 2,2 andḢ σ for σ ∈ R and the interpolation , as for the last inequality Young inequality has been used. Similarly, for 3 < p ≤ ∞ we have and
As for the term IV , thanks to Lemma 4.1, interpolation inequality and Young inequality, we obtain
Combining (3.5)-(3.8) with (3.4), we deduce that for 3 < p ≤ ∞,
Then the Gronwall inequality yields
On the other hand, from [12] we have
Therefore combing (3.10) and (3.10), then by the standard argument of continuation of local solutions, if (1.5) holds, the solution remains smooth.
Now we turn to the proof of the condition (1.6). It can be treated in the same way as the proof of condition (1.5).
Let us return to (3.4) . Applying Schwartz inequality, Lemma 4.2 with σ = s− 3 2p , σ 1 = σ 2 = 0 and p 1 = p 2 = p to the commutator, then the equivalent norms ofḂ σ 2,2 andḢ σ for σ ∈ R, the interpolation and Young inequality, it follows that for
An analogous argument as leading to the above estimate allows to get that
(3.14)
Combining (3.12)-(3.14) with (3.4), we deduce that for 3 ≤ p < ∞,
On the other hand, thanks to the Biot Savard law ( [11] )
where ω = ∇ × u, J = ∇ × b are the vorticities with respect to u and b, then it follows from the boundedness of singular integral operator on the homogeneous Besov space, we obtain
Inserting (3.16) into (3.15), we get
Then the Gronwall inequality yields for 3 ≤ p < ∞,
(3.18)
When it comes to the margin case p = ∞, we apply Lemma 4.2 with p 1 = p 2 = ∞, σ 1 = σ 2 = 0 to obtain
Using the above estimate with (3.4) then it follows from the Gronwall inequality
The logarithmic Sobolev inequality and (3.16) allow to get that Putting (3.20) into (3.19), then defining Z(t) log( (u(t), b(t), α∇b(t)) Ḣs + e), we can deduce that ) .
Therefore combined with (3.11), then by the standard argument of continuation of local solutions, if (1.6) holds, the solution remains smooth. Thus we complete the proof of Theorem 1.1.
Appendix
Let us recall the paradifferential calculus which enables us to define a generalized product between distributions, which is continuous in many functional spaces where the usual product does not make sense (see [3] ). The paraproduct between u and v is defined by
We then have the following formal decomposition: In what follows, we will state the commutator estimate in Besov space whose proof is standard and plays an important role in the the proof of Theorem.
Since
