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ASSOCIATIVE CONCURRENT EVALUATION OF 
LOGIC PROGRAMS* 
KATSUHIKO NAKAMURA 
D A general evaluation method for logic programs is presented based on the 
use of hash or associative (CA: content-addressable) memories for the 
variable environment and the database. The bindings are stored in the hash 
or CA memory, and accessed by the variable names and their “contexts.” 
Another hash or CA memory stores the subterms without variables in the 
form of “monocopy lists.” The method is an extension of that employed in 
the H-PROLOG system. Applications of the method are discussed both for 
serial depth-first evaluation and for heuristic (best-first) concurrent evalua- 
tion. In the heuristic evaluation, the processes share the common memories 
for the environments and the database. Systems employing this method 
dynamically distinguish local variables from global variables to economize 
the memory usage, and require no garbage collection cycle for the working 
memories and the databases. a 
1. INTRODUCTION 
In this paper we present a general evaluation method for logic programs based on 
the use of either the hash technique or the associative (or CA: content-addressable) 
memories. The method is concerned with the design both of the variable environ- 
ments to represent the instances of the clauses and of the database which contains 
the clauses. 
Because of nondeterminacy, logic programming systems generally require com- 
plex memory management to economize the memory usage. Many PROLOG 
systems employ the method by Warren [13,14], which is based on structure sharing 
[l], or the “non-structure sharing” by Mellish [8]. In both methods, binding 
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information of the variable is stored in multiple stacks to utilize the fact that the 
bindings for a part of variables (the local variables) in a clause can be reclaimed 
after deterministic application of the clause. 
For an evaluation of the logic programs other than that by strict depth-first 
search, we require multiple environments and concurrent evaluation of multiple goal 
lists representing negative clauses. The most important one of this type is the 
heuristic evaluation, i.e., execution by heuristic (or best-first) search. A classification 
of the logic program evaluations is shown in Figure 1. 
Although most PROLOG systems employing serial depth-first evaluation use 
multiple stacks to store working data, the stacks must be extended to a tree-struc- 
tured data type for the heuristic and concurrent evaluation as in [15]. It is not 
difficult for systems using lists as the main working data to realize the multiple 
environments by “association lists.” This method, however, requires serial inefficient 
accesses and garbage collection to reclaim the garbage list cells. 
A simple method to realize the heuristic evaluation is to copy the goal lists or the 
environments at some branches of the execution process. One problem with this 
method is its inefficiency in memory usage and computation time due to copy 
operations. Another problem is that the common variables cannot be used as a 
means for communication between the AND-parallel concurrent processes as de- 
scribed in [3] and [12]. 
Our method is an extension of that employed in the H-PROLOG system we have 
been developing [9]. The H-PROLOG system uses two hash memories, one of which 
is the working storage for the bindings based on structure sharing [l]. The other hash 
memory stores a part of the data in the database for efficient comparison and access 
of the data: the clauses are represented by LISP-like lists and every sublist without 
variables is stored in the hash memory as a “monocopy list” introduced by Goto [5]. 
The hash memory also contains the indices of the clause heads for efficient selection 
of applicable clauses to goals. 
2. A GENERAL MODEL OF LOGIC PROGRAM EVALUATION 
An evaluation is a process to derive the empty goal list from an initial goal list (i.e., a 
query) and a program by 
the form either 
A. 
or 
SLD-resolution [6]. A program is a sequence of clauses of 
A :- B,, . . . , B,,., 
FIGURE 1. A classification of logic program evaluation. 
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where A and Bs are predicate terms. A goal list is a list of predicate terms 
representing a negative clause. 
2. I Resolution 
For a goal list L and a set (called an environment) E of bindings, let L: E represent 
the instance of L that is obtained by substituting its variables according to E. By 
resolution (or reduction) for a goal list L = [G,, . . , G,] on a program P, a new goal 
list 
[G1,...,G,~1,A1,...,A.,,G,,1 I... ,G,,I:E 
called a resolvent of L in P is derived, if unification of a goal G, in L succeeds with 
a head of a clause G :- A,, . . . , A, in P and generates a set E of bindings. If the 
clause is a unit clause, the subsequence A,, . . . , A, is regarded as empty. Note that 
the variables in the clause should be renamed before each unification. 
2.2 Join Operation for AND-Parallel Evaluation 
Two or more goal lists are said to be AND-branching, if they are derived from a goal 
list L by the resolutions applied to different goals in L. It is necessary for 
AND-parallel evaluation to rejoin the AND-branching goal lists and generate a new 
goal list, if they are “consistent.” More formally, two AND-branching goal lists 
[G, ,..., G,_~, A, ,..., A.,,G,+~ ,... ,G,,]:E 
and 
[G l,...,GJ-l,B1,...,Bk,G,+l,...,G,]:F, 
(i <j), can be joined into the list 
[G 1,..‘, G,_,,A,, . . . . A,,,G,+,,...,G,-1,B1,...,Bk,G,+1,...,G,]:EUF 
if both E and F do not contain bindings for a common variable with nonunitiable 
value terms. This operation can easily be extended to the operation for more than 
two AND-branching goal lists. 
Because the number of pairs of AND-branching goal lists may be large, it is 
essential in the AND-parallel evaluation to assign a precedence to the operations 
and to allocate the operations to the processors. 
2.3 Computation Graphs 
We represent an evaluation of an initial goal list (a question) L, by a directed graph 
called a computation graph such that: 
1. Every node has a label, which is a goal list. The label of the root is L,. 
2. If two or more edges enter a node, they represent the join operation. Other- 
wise, an edge represents a unification. 
A node which has no leaving edge is called a terminal. A terminal is a success 
node, if its label is an empty list, or a failure node, otherwise. If an evaluation has no 
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FIGURE 2. A computation graph for a serial or OR-Parallel evaluation of finding common 
elements. 
join operation, its computation graph is a tree. In this case each path from the root 
to a terminal represents an evaluation sequence. 
Example. Computation graphs for OR- and AND-parallel evaluations of finding 
common elements in two lists are shown in Figures 2 and 3. The program is for a 
definition of list membership relations: 
4x3 [Xl-]). 
m(X,[YIL]):-m(X,L). 
FIGURE 3. A computation graph for an AND-Parallel evaluation of finding common 
elements. 
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3. CONTEXTS AND BINDINGS 
In this section we discuss the working data based on the structure sharing. 
3.1 Contexts 
Our method uses values called confexts: the initial goal list has an initial context, 
and a unique context is generated at the beginning of each operation. A context 
generated in a resolution is used as a label both of the resolution and of the clause 
whose application begins with the resolution. Every variable in the clause is referred 
to with the context of the clause. 
Let (s, t) denote the resolution of a goal with the context s and the clause with 
the context t, which is generated by this resolution. An application of a clause 
A :- B,, . . .) B,,, with a context t to a goal with the context s consists of the 
resolutions 
The application is deterministic, if there is no other candidate clause in all the 
resolutions except (s, t) of the application. 
The contexts are partially ordered: we write i&j, if and only if either i = j or the 
resolution labeled i is followed by the resolution labeled j in a path of the 
computation graph. For any context c, we have O&c, where 0 is the unitial context. 
3.2 Bindings 
We represent a binding by 
Y- k’,> 
where i, j, and k are contexts with i&k and j&k. This means that by a resolution 
labeled k, a variable V with context i is instantiated to a source subterm (or a source 
sublist) t whose variables have a context j. The V, represents a renamed variable, 
and the t, an instance of t by structure sharing. Practically, V and t are the pointers 
to the variable and the source term, respectively. 
3.3 Storage for the Contexts and Bindings 
We assign one of the four states in Table 1 to each context. The stages change as 
shown in Figure 4. The state R is assigned to a context when all the evaluation paths 
following the goal list with this context are found to have the failure terminals. The 
TABLE 1. States of the Contexts 
State of a context Application of the clause 
D deterministic, in progress 
N nondeterministic 
T deterministic, terminated 
R proved to be failure 
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Nondeterministic Terminated FIGURE 4. Possible state changes. 
state N changes to D when the cut operator is encountered in a serial application of 
a clause. 
The system holds the state information in a conventional array or a hash or CA 
memory called the context table. In the case that the hash or CA memory is used, it 
only contains context-state pairs with the state either D, N, or T and deletes the pair 
when the state changes to R. 
Every binding V, + k t, is stored in the hash or CA memory and accessed by its 
keys V and i. The system considers the variable V, to be uninstantiated, if either 
there is no binding for I’ and i in the memory or the context k in its binding is in 
the state R. If the system employs the CA memory and can access the binding by the 
context k, it can delete the binding when the application labeled k fails. The system 
employing the hash memory can detect the unused binding in the hashing or 
rehashing process and reuse its place for storing a new binding. 
3.4 Representation of Goal Lists 
In the execution, goals lists are generated by linking the initial goal lists and the lists 
of subgoals in the clauses together. In either serial or OR-parallel systems in which 
the left-most goals are evaluated first, an instance of a goal list can be represented by 
source lists of subgoals and the variable environment, as the instances of terms. For 
this purpose we represent a source clause of the form G :- B,, . . . , B,,, by the list 
[G, B1,..., B,]Link] 
in the system using the special variable Link. When this clause is applied to G, in a 
goal list [G,, G,, . . . , G,] with a context j, the variable Link is instantiated to (the 
pointer of) the sublist [G2,. . . , G,] with the context j. 
4. LOCAL AND GLOBAL VARIABLES 
Suppose that a binding V, + ktj with i&j and i #j has been generated. We say that 
a variable with a context is global, if it occurs in t, or its binding is used to construct 
the instance of tj_ The variable is local if it is not global. (Note that this definition is 
different from those in [13], in which local and global variables are determined 
statically.) The variable Link to represent a goal list is local. 
After deterministic application of a clause with a context j is terminated and the 
state T has been assigned to the context j, the system does not refer to the bindings 
for the local variables with the context j. Therefore the places of these bindings in 
the memory can be reused to store another working data for economy of the memory 
as those of bindings with the reset contexts. 
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To separate the local variables from the global variables, we attach one-bit 
information to each binding for indicating whether its variable is local or global. 
Because variables in a term that are instantiated to a global variable later should be 
considered as global, uninstantiated global variables are also required to have this 
information. Therefore, we add special bindings of the form 
V+ , k uninstantiated. 
for every uninstantiated global variable V,. 
5. SERIAL DEPTH-FIRST EVALUATION 
Most PROLOG systems employ serial depth-first search to find successful evalua- 
tion sequences. These systems backtrack to the ancestor node whenever a goal list is 
found to be failure. The state R (reset) is assigned to a context c, when the effect of 
application of the clause with context c is deleted in the backtracking. The system 
can store the bindings in a hash memory, and refer to a binding by its keys. 
In the depth-first evaluation, the ordering of contexts is necessary only to 
determine whether a variable is local or global. We can simply assign the integer n to 
an n th context for the ordering, since the system only tests the order for two 
contexts in an evaluation sequence. 
6. CONCURRENT EVALUATION 
Our model of the concurrent evaluation is illustrated in Figure 5. The processes or 
processors share the common associative memories for the environments, the data- 
base, and the context table, to execute the resolution and the join operations. The 
control unit maintains the set of goal lists to be evaluated, and allocates the 
operations to the processors. 
In the heuristic, either serial or parallel evaluation, the system may store more 
than one binding with the same keys. A binding or link is valid only in the 
evaluation paths leaving the resolution that generates it. More formally, a binding or 
link 
is valid in a resolution with a label h, if and only if kR h (Figure 6). Therefore, we 
FIGURE 5. A model of the concurrent evaluation. 
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of relation be- 
need some efficient method to test the relation k&h and to select the valid binding 
or link for given X, i, and k. 
A method to determine the partial order is to assign a binary vector called a 
“position vector” to each context such that 
k&hifandonlyifKIH 
for any contexts k and h, where K and H are the position vectors for k and h, 
respectively, and the operator 1 is bitwise implication. Figure 7 illustrates an 
assignment of the position vectors to the contexts in an AND-parallel computation 
graph. 
In serial heuristic evaluation and OR-parallel evaluation, we can employ another 
method. For any contexts k and h, we assign binary strings K and H to k and h, 
respectively, such that k&h if and only if K is a leftmost substring of H. An 
assignment of the binary strings to an OR-parallel computation graph is shown in 
Figure 8. 
If we can use an appropriate associative memory, the valid binding or link 
Xi + kYj is determined for X, i, and h in a single, or small number of, operations by 
using the above method. On the other hand, the system using a hash memory 
requires a search of the binding with k&h for a set of bindings or links with the 
same keys X and i. 
In order to find the valid binding in the hash memory we can use the binary 
search tree in addition to the binary string method. The total ordering for the search 
is given by the strings corresponding to the contexts h and k, which are considered 
as a binary numbers with decimal points at the left side of the strings. This method 
is based on the fact that if h, &k and Ho < H,, then Ho < K for any contexts h,, 
h,, and k and the corresponding numbers Ho, H,, and K. 
FIGURE 7. An assignment of the position 
to an AND-OR-Parallel computation 
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FIGURE 8. An assignment of the binary strings to an 
OR-Parallel computation graph. 
7. IMPLEMENTATIONS 
The serial depth-first evaluation is implemented in the H-PROLOG interpreter [9]. 
The H-PROLOG system has been installed on several machines including large-scale 
and microcomputers. Some advantages of our method compared to systems employ- 
ing the multiple stacks are: 
1. The system written in the C language implicitly uses only one stack. This 
makes the program considerably simple. 
2. Local variables are dynamically distinguished from global variables. Hence, no 
garbage collection cycle is required for the working memory. 
3. Tail recursion (last call) optimization [14,2] is easily implemented. 
The serial heuristic evaluation is implemented in the C language and H- 
PROLOG to examine the usefulness of the method. The system maintains a queue 
of goal lists to be evaluated. The goal lists in the queue are sorted according to an 
estimation of the goal lists, which determine the order of evaluation. We employ the 
binary-string method to determine the partial order of the contexts. 
We developed a language called Heuristic PROLOG for the best-first evaluation 
as well as the depth-first evaluation [lo]. The user can specify which nodes in the 
computation tree should be executed concurrently and the precedence of the nodes. 
8. THE HASH MEMORY FOR THE DATABASE 
We use another hash memory in the H-PROLOG system to store the monocopy lists 
that represent the subterms without variables. A monocopy list is the binary list 
structure in which the location of each cell (or atom header) is determined by the 
contents of the cell (or the print name of the atom), and two pointers in a cell link to 
monocopy lists. Figure 9 illustrates the data structure of terms in H-PROLOG. 
Some advantages of this method are: 
1. In the unification, equality of two subterms without a variable can be de- 
termined in a single step. 
2. The system can efficiently store a large quantity of data, provided that they can 
be represented as lists in which identical sublists occur frequently, e.g., parsed 
natural language sentences. 
3. We can easily add evaluation capability of Lisp-like functions and subpro- 
grams to the system. 
4. The monocopy lists can be used as the indices that represent the patterns of 
the clause heads to efficiently select the applicable clauses to goals. 
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g(Y,a,b.c) 
f(X,b.c) 
FIGURE 9. Data structure of terms in the database. (The numbers in the cells are the 
reference counters.) 
We implemented the capability to reclaim garbage cells of the monocopy lists in 
the H-PROLOG system by means of the reference counter method [7]. This garbage 
collection method is suitable for our system because used cells can be detected in the 
hashing or rehashing processes as in the working memory. The system returns the 
garbage cells in the heap to the list of free cells whenever they change to be unused. 
Therefore, this method requires no garbage collection cycle for its database as well 
as the working storage. 
9. CONCLUDING REMARKS 
We have discussed memory management for the environments and the database in 
logic program execution systems based on the use of hash or content addressable 
memories. It is clarified that we can realize a simple and efficient system for heuristic 
concurrent evaluation by the use of the content addressable memories. 
Because use of the monocopy lists reduces the cost of copying, we are developing 
another system employing the copy method for the goal lists in heuristic evaluation 
as well as for the instances of terms in the unification. 
The author would like to thank Isamu Shioya, and Masayuki Shimoji for their assistance in the 
implementation. 
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