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The paper focuses on a new class of combinatorial problems which consists in restructuring of solutions
(as sets/structures) in combinatorial optimization. Two main features of the restructuring process are
examined: (i) a cost of the restructuring, (ii) a closeness to a goal solution. Three types of the restructur-
ing problems are under study: (a) one-stage structuring, (b) multi-stage structuring, and (c) structuring
over changed element set. One-criterion and multicriteria problem formulations can be considered. The
restructuring problems correspond to redesign (improvement, upgrade) of modular systems or solutions.
The restructuring approach is described and illustrated (problem statements, solving schemes, examples)
for the following combinatorial optimization problems: knapsack problem, multiple choice problem, as-
signment problem, spanning tree problems, clustering problem, multicriteria ranking (sorting) problem,
morphological clique problem. Numerical examples illustrate the restructuring problems and solving
schemes.
Keywords: Combinatorial optimization, restructuring, multicriteria decision making, framework, heuris-
tics, artificial intelligence, knapsack problem, multiple choice problem, assignment problem, spanning
trees, clustering, sorting problem, clique, applications.
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21. Introduction
In recent decades, the following basic development directions for basic combinatorial optimization
formulations have been studied (Fig. 1): (i) multicriteria problem formulations (e.g., [38,44,47,129,130]),
(ii) problems under uncertainty (fuzzy combinatorial optimization problems, etc.) (e.g., [86,96,111,140,
142]), (iii) problems in dynamic environments (e.g., [25,106,140,141]), and online problems (e.g., [3,4,
28,64]). Evidently, the above-mentioned problem development directions can have intersections (e.g.,
multicriteria online problem under uncertainty).
Fig. 1. Basic development directions for problem formulations
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In this paper, combinatorial optimization problems with modifications of problem solutions are exam-
ined as a special new problem class. Generally, the following basic approaches for changing some solutions
in combinatorial optimization problems are considered (Table 1): (1) modification of solution(s) as relink-
ing, reassignment/relocation, rescheduling, repositioning, etc. (including editing problems, network mod-
ification/restructuring); (2) reoptimization (modification of a solution by a set of small change operations
to improve of the solution objective function(s)); (3) augmentation-type problems (addition/correction of
solution components to obtain required solution properties); (4) restructuring (modification of a solution
by set of change operations while taking into account two objectives/constraints: cost of the change
operations and proximity to an optimal solution at the next time stage); (5) dynamic combinatorial
optimization problems (including online problems, problems with changing requests); and (6) design of
multistage dynamic restructuring trajectories for problem solution(s).
Table 1. Basic types of reoptimization/restructuring approaches in combinatorial optimization
No. Direction Source
1. Modification of solution/structure (reassignment, relinking,
rescheduling, repositioning, editing, recoloring, etc.) [2,17,29,66,105,119,134,145]
2. Reoptimization (small correction of solution to improve its [9,14,19,27,49]
quality as improvement of the solution objective function(s)):
3. Augmentation-type problems (addition/correction of solution [24,42,45,50,62,63,98]
components to obtain required solution properties)
4. Restructuring problems (modification of solution while taking [81,87]
into account two criteria: minimum modification cost,
minimum proximity to a next solution at the next time stage)
5. Dynamic combinatorial optimization problems (including [1,51,71,121,138]
online problems, problems with changing requests
6. Design of multistage dynamic restructuring trajectories for
problem solution(s) [87]
This paper addresses a class of restructuring combinatorial problems. The examined restructuring
problems correspond to redesign/reconfiguration (improvement, upgrade) of modular systems and the
situations can be faced in many applied domains (e.g., complex software, algorithm systems, commu-
nication networks, computer networks, information systems, manufacturing systems, control systems,
3constructions) (e.g., [8,18,26,78,79,80,89,92,93,107,115,116]). In basic (one-stage) restructuring problem,
an optimization problem is solved for two time moments: τ0 and τ1 to obtain corresponding solutions S
0
and S1. The problem consists in a “cheap” transformation (change) of solution S0 to a solution S∗ that is
very close to S1. Generally, the following restructuring problem types are examined: (i) basic one-stage
restructuring problem, (ii) multi-stage restructuring problem, (iii) restructuring over changed element
set. The restructuring approach is described and illustrated for the following combinatorial optimization
problems (e.g., [57,79]): knapsack problem, multiple choice problem, assignment problem, spanning trees
problems, clustering, sorting problem, morphological clique problem.
Here, the following restructuring problem statement classification parameters are considered: (1)
time-based problem type: (a) one-stage problems, (b) multi-stage problem; (2) types of criteria and/or
estimates: (i) basic type, (ii) multicriteria problem, (iii) ordinal (or multiset-based) estimates. Numerical
examples illustrate the restructuring processes. Some preliminary materials for the article were published
in [81,86,87].
2. Modification problems types in combinatorial optimization
Modification of problem solutions is a well-known traditional technique for improvement/modification
and is widely used in various heuristics, e.g., local optimization) (e.g., [2,17,29,66,105,119,134,145]).
In recent years, several combinatorial optimization problems have been examined under the reopti-
mization process (Fig. 2), for example: (i) travelling salesman problem ([9]), (ii) scheduling [124], (iii)
knapsack problem [10], (iv) shortest common superstring problems [21], (v) weighted graph and covering
problems [20], (vi) spanning tree problems [116], and (vii) Steiner tree problems [49].
Fig. 2. Framework for reoptimization process
✲
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Fig. 3. Framework for augmentation problem
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The reoptimization problem describes the following scenario (Fig. 2):
Given an instance of an optimization problem together with an optimal solution for it, we want to find
a good solution for a locally modified instance (addition or removing links, etc.) (e.g., [21]).
Thus, reoptimization problems above are targeted to an improvement (“post-optimization”) of an
obtained solution. Usually, the reoptimization problems are NP-hard [22]. In some simplified versions
of reoptimization problems polynomial approximation schemes (PTAS) have been designed (e.g., [20]).
Evidently, the reoptimization approach is a contemporary step in the study of the problem solution
modification processes.
Augmentation problems are targeted to obtaining solution(s) with some required properties (Fig. 3),
for example: (a) a required level of network connectivity in network topology design (e.g., bi-connected
network, k-connected network [24,42,45,50,62,63,98]); (b) a required structure type for the obtained
graph/network (e.g., a set of cliques/quasi-cliques [24,42,45,50,62,63,98], a tree/hierarchy with required
property(ies)).
Reload cost problems (and close changeover cost problems) are targeted to find a new structure (e.g.,
paths, spanning trees, schedules, networks) with respect to reload costs [6,56,60,137].
4Restructuring combinatorial problems are targeted to restructuring of an initial solution (e.g., a set
of elements, a structure) in combinatorial optimization to obtain a new solution that is very close to a
goal solution while taking into account a “cheap” modification of the initial solution. Here, our problem
statement is described for basic one-criterion and multicriteria problem formulations which are signifi-
cant for real applications in dynamical environments. Two main features of the restructuring process
are examined: (i) a cost of the initial problem solution restructuring, (ii) a closeness of the obtained
restructured solution to a goal solution (the cost of restructuring and/or closeness to the goal solution
may be used as vector-like functions). Illustrations for one-stage restructuring problem are depicted in
Fig. 4 and Fig. 5.
Fig. 4. Framework for one-stage restructuring
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Fig. 5. One-stage restructuring problem
✲t
S0❞
Initial
solution
(t = τ0)
❩❩
✟✟
✟✟
✟✟
✟✯
✇ Goalsolution
(t = τ1):
S1
✛
✚
✘
✙
✬
✫
✩
✪✟✟✟✙✯
Proximity
ρ(S∗, S1)
Neighborhoods
of S1
❅
❅
❅
❍❍
❡r
Obtained
solution S∗
❅
❅Solution
change cost
H(S0 → S∗)
❅
A brief description of a formal statement for the restructuring problem is the following. Let P be
a combinatorial optimization problem with a solution as structure S (i.e., subset, graph), Ω be initial
data (elements, element parameters, etc.), f(P ) be objective function(s). Thus, S(Ω) be a solution for
initial data Ω, f(S(Ω)) be the corresponding objective function. Let Ω0 be initial data at an initial stage,
f(S(Ω0)) be the corresponding objective function. Ω1 be initial data at next stage, f(S(Ω1)) be the
corresponding objective function. As a result, the following solutions can be considered:
(a) S0 = S(Ω0) with f(S(Ω0)) and (b) S1 = S(Ω1) with f(S(Ω1)).
In addition it is reasonable to examine a cost of changing a solution into another one: H(Sα → Sβ).
Let ρ(Sα, Sβ) be a proximity between solutions Sα and Sβ, for example, ρ(Sα, Sβ) = |f(Sα) − f(Sβ)|.
Note function f(S) is often a vector function. Finally, the restructuring problem can be examine as
follows (a basic version):
Find a solution S∗ while taking into account the following:
(i) H(S0 → S∗)→ min, (ii) ρ(S∗, S1)→ min (or constraint).
Dynamic problems (including online problems, problems with changing requests) (i.e., while taking into
account dynamically changing environment) are illustrated in Fig. 6. Here new requirements are obtaining
in online mode and it is necessary to resolve the problem at each time moment (e.g., [1,51,71,121,138]).
In Fig. 6, the resultant solution trajectory is: Ŝ =< S0 → S1 → S2 → ... > .
Fig. 6. Illustration for dynamic (online) problem solving processes
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5Fig. 7 illustrates a simplified general version of dynamic clustering (the scheme is similar to case-based
reasoning) (e.g., [69]).
Fig. 7. Scheme of dynamic clustering process
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In multi-stage restructuring problems, a solution trajectory is designed (Fig. 8, Fig. 9). Thus, two
trajectories are examined:
(a) n-stage trajectory of optimal solutions: S
opt
=< S0 → S1 → S2 → ...→ Sn >,
(b) n-stage trajectory of restructured solutions: S
rest
=< S0 → S1∗ → S2∗ → ...→ Sn∗ >.
Here, the restructuring problem can be examine as follows (a basic version):
Find a solution S
rest
while taking into account the following:
(i) H(S
rest
→ S
opt
)→ min, (ii) ρ(S
rest
, S
opt
)→ min (or constraint),
where
H(S
rest
→ S
opt
) = (H(S0 → S1∗), H(S1∗ → S2∗), ..., H(S(n−1)∗ → Sn∗)),
ρ(S
rest
, S
opt
) = (ρ(S1∗, S1), ρ(S2∗, S2∗), ..., ρ(S(n∗, Sn)).
Note, minimization (maximization) of a vector function corresponds to searching for Pareto-efficient
solutions. The corresponding optimization model can be examined as the following:
min ρ(S
rest
, S
opt
) s.t. H(S
rest
→ S
opt
) ≤ ĥ,
where ĥ = (ĥ1, ĥ2, ..., ĥn, ) is a set (vector) of constraints for costs of the solution changes (i.e., a vector
component corresponds to each stage).
Fig. 8. Framework for n-stage restructuring
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Fig. 9. Multi-stage restructuring problem
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Clearly, the multi-stage restructuring problems are very complicated. The problems consist of a com-
bination of NP-hard combinatorial problems. Thus, it is necessary to use composite heuristic solving
schemes for the multi-stage restructuring problems.
Table 2 contains an integrated list on basic research directions on the considered six types of modifi-
cation problems in combinatorial optimization.
6Table 2. Basic research reoptimization/restructuring directions in combinatorial optimization
No. Direction Source
1. Modification of solution/structure (reassignment, relinking,
rescheduling, repositioning, editing, recoloring, etc.):
1.1. Reassignment/relocation/repositioning [17,30,40,66,76,99,101,134,135,136]
1.2. Rescheduling [37,68,94,118,133,147]
1.3. Path relinking: routing, TSP, orienteering, network design [2,5,52,58,59,65,75,102,104,113]
(multi-layer optimization, load balancing, topology control) [119,120,127,128,131,132,139]
1.4. Reconnecting network partitions [46]
1.5. Hotlink assignment problems (addition of direct links into [29,41,54,83,86]
hierarchical/tree-like information structure)
1.6. Recoloring of graphs (e.g., paths, strings, trees) [79,95,105]
1.7. Vehicle relocation problem [125]
1.8. Block relocation problem (container relocation problem) [31,32,33,70,72,114,144,145]
2. Reoptimization (small correction of solution to improve its
quality as the objective function(s)):
2.1. Minimum spanning tree problem [27]
2.2. Traveling salesman problems (TSP), postman problem, etc. [9,11,14]
2.3. Steiner tree problems [19,49]
2.4. Covering problems [20]
2.5. Shortest common superstring problem [21]
3. Augmentation-type problems (addition/correction of
solution components to obtain required solution properties):
3.1. Augmentation network problems (addition of links to obtain [50]
required network properties (e.g., connectivity level)
3.2. Social network restructuring (node/link addition/deletion) [62]
3.3. Cluster editing problem (edge addition/deletion in graph [23,24,42,45,63,98]
to obtain a disjoint union of cliques) [117,126]
4. Reload cost problems, changeover cost problems:
4.1 Reload cost spanning trees, networks [56,60,137]
4.2 Reload cost paths, tours, flows [6]
4.3 Spectrum switching scheduling [61]
5. Restructuring problems (modification of solution with
two criteria: minimum modification cost, minimum
proximity to a next solution at the next time stage):
5.1 Knapsack problem [81,86]
5.2 Multiple choice problem [81]
5.3 Spanning tree problems [81]
5.4 Clustering problem [87]
5.5 Assignment/location problems this paper
6. Dynamic combinatorial optimization problems:
6.1. Dynamic knapsack problem [73,74,121]
6.2. Dynamic clustering [34,36,43,69,100,108,110,143]
6.3. Dynamic scheduling (e.g., rescheduling strategies) [1,7,15,16,39,51,97,109,133]
6.4. Online bin-packing [13,55]
6.5. Dynamic routing (e.g., VRP with changing requests) [12,35,71,123]
6.6. Dynamic path replanning for UAVs [138]
7. Multistage dynamic restructuring problems
7.1. Knapsack problem this paper
7.2. Classification, clustering, sorting [87], this paper
7.3. Morphological clique problem this paper
73. Basic Assessment Scales
The list of basic considered assessment scales (for system parts/ components, for final system) involves
the following (e.g., [82,86]): (i) quantitative scale, (ii) ordinal scale, (iii) multicriteria description or vector
estimate, (iv) poset-like scales (based on ordinal vectors, based on multiset estimates). The descriptions
for the scales is presented in [82,86]. Some illustrations for the scales above are shown in Fig. 10, Fig.
11, Fig. 12. Let us consider illustrations for the above-mentioned basic assessment scales.
In the case of vector scales, domination is illustrated in Fig. 10c: α2 ≻ β2, α2 ≻ β3, α2 ≻ β4. In
the case of domination by Pareto-rule (e.g., [103,112]), the basic domination binary relation is extended
by cases as α2 ≻
P β1. Here, the following ordered layers of quality can be considered (as a special
system ordinal scale D, by illustration in Fig. 10c): (i) the ideal point (the best point) αI , (ii) a layer
of Pareto-efficient points (e.g., points: {α1, α2, α3, α4}), (iii) near Pareto-efficient points (the points are
close to the Pareto-layer, e.g., points: {β1, β2, β3, β4, β5}), (iv) a next layer of quality (i.e, between near
Pareto-efficient points and the worst point, e.g., points: {γ1, γ2}), and (v) the worst point.
The description of poset-like scales (or lattices) for quality of composite (modular) systems (based on
ordinal estimates of DAs and their compatibility) was suggested within framework of HMMD approach
(e.g., [77,78,86]) Here, two cases have to be examined: (1) scale for system quality based on system
components ordinal estimates (ι = 1, l; 1 corresponds to the best one); (2) scale for system quality while
taking into account system components ordinal estimates and ordinal compatibility estimates between
the system components (w = 1, ν; ν corresponds to the best level).
Fig. 10. Quantitative scale, ordinal scale, multicriteria description [82,86]
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For the system consisting of m parts/components, a discrete space (poset, lattice) of the system quality
(excellence) on the basis of the following vector is used: N(S) = (w(S);n(S)), where w(S) is the
minimum of pairwise compatibility between DAs which correspond to different system components (i.e.,
∀ Pj1 and Pj2 , 1 ≤ j1 6= j2 ≤ m) in S, n(S) = (η1, ..., ηr, ..., ηk), where ηr is the number of DAs of the
rth quality in S (
∑k
r=1 nr = m).
An example of the three-component system S = X ⋆ Y ⋆ Z is considered. The following ordinal
scales are used: (a) ordinal scale for elements (priorities) is [1, 2, 3], (b) ordinal scale for compatibility
is [0, 1, 2, 3]. For this case, Fig. 11a depicts the poset of system quality by components and Fig. 11b
depicts an integrated poset with compatibility (each triangle corresponds to the poset from Fig. 11a).
Generally, the following layers of system excellence can be considered (Fig. 11, this corresponds to the
resultant system scale D in Fig. 11b):
1. The ideal point N(SI) (SI is the ideal system solution).
2. A layer of Pareto-efficient solutions: {Sp1 , S
p
2 , S
p
3}; estimates are: N(S
p
1 ) = (2; 3, 0, 0), N(S
p
2 ) =
(3; 1, 1, 1), and N(Sp3 ) = (3; 0, 3, 0).
3. A next layer of quality (e.g., neighborhood of Pareto-efficient solutions layer): {S′1, S
′
2, S
′
3}; estimates
are: N(S′1) = (1; 3, 0, 0), N(S
′
2) = (2; 1, 1, 1), and N(S
′
3) = (3; 0, 2, 1); a composite solution of this set
can be transformed into a Pareto-efficient solution on the basis of a simple improvement action(s) (e.g.,
as modification of the only one element).
4. A next layer of quality S′′; estimate is: N(S′′) = (1; 0, 3, 0).
5. The worst point S0; estimate is: N(S0) = (1; 0, 0, 3).
Note, the compatibility component of vector N(S) can be considered on the basis of a poset-like scale
too (as n(S)) [78]. In this case, the discrete space of system excellence will be an analogical lattice.
8Fig. 11. Poset-like scale based on ordinal estimates (based on [86])
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The poset-like scales based on interval multiset estimates have been suggested in [82,86]. Analogically,
two cases have to be considered: (i) system estimate by components, (ii) system estimate by components
and by component compatibility. Fig. 12a illustrates the scale-poset and estimates for problem P3,3
(assessment over scale [1, 3] with three elements, estimates (2, 0, 2 and (1, 0, 2) are not used) [82,86].
Evidently, the above-mentioned resultant special system ordinal scale D can used here as well. For
evaluation of multi-component system, multi-component poset-like scale (as in Fig. 11b) composed from
several poset-like scale (as in Fig. 12) may be used [82,86]. Fig. 12b depicts the integrated poset-like
scale for tree-component system (compatibility scale is [0, 1, 2, 3]).
Fig. 12. Multiset based scale, estimates (based on [82,86])
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94. Restructuring Problems
4.1. One-stage restructuring
The basic one-stage restructuring problem was illustrated in Fig. 4 and Fig. 5. Let P be a combinatorial
optimization problem with a solution as structure S (i.e., subset, graph), Ω be initial data (elements,
element parameters, etc.), f(P ) be objective function(s). Thus, S(Ω) be a solution for initial data Ω,
f(S(Ω)) be the corresponding objective function. Let Ω1 be initial data at an initial stage, f(S(Ω1)) be
the corresponding objective function. Ω2 be initial data at next stage, f(S(Ω2)) be the corresponding
objective function. As a result, the following solutions can be considered: (a) S1 = S(Ω1) with f(S(Ω1))
and (b) S2 = S(Ω2) with f(S(Ω2)).
In addition it is reasonable to examine a cost of changing a solution into another one: H(Sα → Sβ).
Let ρ(Sα, Sβ) be a proximity between solutions Sα and Sβ, for example, ρ(Sα, Sβ) = |f(Sα) − f(Sβ)|.
Note function f(S) is often a vector function. Finally, the restructuring problem can be examine as
follows (a basic version):
Find a solution S∗ while taking into account the following:
(i) H(S1 → S∗)→ min, (ii) ρ(S∗, S2)→ min (or constraint).
The corresponding basic optimization model is: min ρ(S∗, S2) s.t. H(S1 → S∗) ≤ ĥ, where ĥ is a
constraint for cost of the solution change. In a simple case, this problem can be formulated as knapsack
problem for selection of a subset of change operations [81,86]:
max
n∑
i=1
c1ixi s.t.
n∑
i=1
a1ixi ≤ b
1, xi ∈ {0, 1}.
In the case of interconnections between change operations, it is reasonable to consider combinatorial
synthesis problem (i.e., while taking into account compatibility between the operations).
Now let us consider multicriteria restructuring problems.
First, the initial combinatorial optimization problem can by a multicriteria one. As a result, a set of
Pareto-efficient solutions have to be considered.
Second, the proximity function ρ(S∗, S2) (or ρ(S∗j , {S21, S22, S23}) can be examined as a vector
function as well (analogically for the solution change cost).
The situation will lead to a multicriteria restructuring problem (and to searching for Pareto-efficient
solution(s)) (Fig. 13):
Find a solution S∗ while taking into account the following:
(i) H(S1 → S∗)→ min, (ii) ρ(S∗, S2)→ min (or constraint).
The corresponding multicriteria optimization is: min ρ(S∗, S2) s.t. H(S1 → S∗) ≤ ĥ, where
vector ĥ is a vector constraint for cost of the solution change. In a simple case of the multicriteria
restructuring, problem can be formulated as a multicriteria knapsack problem for selection of a subset of
change operations:
max
n∑
i=1
c1ixi s.t.
n∑
i=1
a1ixi ≤ b
1
, xi ∈ {0, 1}.
In the case of interconnections between change operations, it is reasonable to consider combinatorial
synthesis problem (i.e., while taking into account compatibility between the operations).
In the case of ordinal estimates and/or multiset estimates, restructuring problems (i.e., searching for
Pareto-efficient solution(s) at posets for H and for ρ based on ordinal scale and/or multiset scale; as in
Fig. 11, Fig. 12) are:
Find a solution S∗ while taking into account the following:
(i) H˜(S1 → S∗)→ min, (ii) ρ˜(S∗, S2)→ min (or constraint),
where estimates of H˜(S1 and ρ˜ are based on ordinal and/or multiset scale (as in Fig. 11, Fig. 12).
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The kinds of optimization problems are described in [81,86].
Fig. 13. Multicriteria restructuring [81,86]
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4.2. Multi-stage restructuring
In multi-stage restructuring problems were illustrated in Fig. 7 and Fig. 8. Two basic trajectories are:
(a) n-stage trajectory of optimal solutions: S
opt
=< S0 → S1 → S2 → ...→ Sn >,
(b) n-stage trajectory of restructured solutions: S
rest
=< S0 → S1∗ → S2∗ → ...→ Sn∗ >.
As a result, the problem is:
Find Pareto-efficient solution(s) S
rest
while taking into account the following:
(i) H(S
rest
→ S
opt
)→ min, (ii) ρ(S
rest
, S
opt
)→ min (or constraint),
where H(S
rest
→ S
opt
) = (H(S0 → S1∗), H(S1∗ → S2∗), ..., H(S(n−1)∗ → Sn∗)),
ρ(S
rest
, S
opt
) = (ρ(S1∗, S1), ρ(S2∗, S2∗), ..., ρ(S(n∗, Sn)).
Here, two corresponding simplified optimization models can be examined as the following:
(a) min ρ(S
rest
, S
opt
) s.t. H(S
rest
→ S
opt
) ≤ ĥ,
(b) min ρ(S
rest
, S
opt
) s.t. ρ(S
rest
, S
opt
) ≤ ρ̂,
where ĥ = (ĥ1, ĥ2, ..., ĥn) is a set (vector) of constraints for costs of the solution changes (i.e., a vector
component corresponds to each stage), ρ̂ = (ρ̂1, ρ̂2, ..., ρ̂n) is a set (vector) of constraints for proximities
of the solutions (i.e., a vector component corresponds to each stage).
The following heuristic solving schemes (frameworks) can be considered:
Scheme 1 (series solving process):
Step 1. Solving the optimization problem at each stage 1 (i.e., τ1):
(1.1.) Finding the optimization solution S1 (basic optimization).
(1.2.) Finding the restructuring solution S1∗ (i.e., S0 → S1∗).
Step 2. Solving the optimization problem at each stage 2 (i.e., τ2):
(a) Finding the optimization solution S2 (basic optimization).
(b) Finding the restructuring solution S2∗ (i.e., S1∗ → S2∗).
. . .
Step n. Solving the optimization problem at each stage 2 (i.e., τn):
(a) Finding the optimization solution Sn (basic optimization).
(b) Finding the restructuring solution Sn∗ (i.e., S(n−1)∗ → Sn∗).
Scheme 2 (“composition” solving process):
Step 1. Solving the optimization problems:
(1.1.) Finding the optimization solution S1 (basic optimization at stage 1) (i.e., τ1).
(1.2.) Finding the optimization solution S2 (basic optimization at stage 2) (i.e., τ2).
. . .
(1.n.) Finding the optimization solution Sn (basic optimization at stage n) (i.e., τn).
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Step 2. Solving the one-stage restructuring problems for each stage to obtain several “good” solutions:
(2.1.) Finding the “good” solutions at stage 1: S0 → {S1∗1 , S
1∗
2 , ..., S
1∗
q1
}).
(2.2.) Finding the “good” solutions at stage 2: {S1∗1 , S
1∗
2 , ..., S
1∗
q1
} → {S2∗1 , S
2∗
2 , ..., S
2∗
q2
}).
. . .
(2.n.) Finding the “good’ solutions at stage n: {S
(n−1)∗
1 , S
(n−1)∗
2 , ..., S
(n−1)∗
qn−1 } → {S
n∗
1 , S
n∗
2 , ..., S
n∗
qn
}).
Step 3. Composition of multi-stage restructuring solution trajectory (i.e., selection of a restructuring
solution at each stage for solving the multi-stage restructuring problem above) (Fig. 14) (the initial point
of the trajectory corresponds to S0): S
rest
=< S0 → S1∗ξ1 → S
2∗
ξ2
→ ... → Sn∗ξn >, where ξ1 ∈ {1, ..., q1},
ξ2 ∈ {1, ..., q2}, ... , ξn ∈ {1, ..., qn}.
The solving scheme 3 extends scheme 2 by finding several good solution trajectories and selection of
the best final solution trajectory:
Scheme 3 (“composition&selection” solving process):
Step 1. Solving the optimization problems:
(1.1.) Finding the optimization solution S1 (basic optimization at stage 1) (i.e., τ1).
(1.2.) Finding the optimization solution S2 (basic optimization at stage 2) (i.e., τ2).
. . .
(1.n.) Finding the optimization solution Sn (basic optimization at stage n) (i.e., τn).
Step 2. Solving the one-stage restructuring problems for each stage to obtain several “good” solutions
(as in Scheme 2).
Step 3. Composition of k(k > 1) multi-stage restructuring solution trajectories: (e.g., selection of a
restructuring solution at each stage for solving the multi-stage restructuring problem above) (Fig. 14)
(the initial point of each trajectory corresponds to S0):
(3.1.) S
rest
1 =< S
0 → S1∗
ξ1
1
→ S2∗
ξ1
2
→ ...→ Sn∗ξ1
n
>,
where ξ11 ∈ {1, ..., q1}, ξ
1
2 ∈ {1, ..., q2}, ... , ξ
1
n ∈ {1, ..., qn};
(3.2) S
rest
2 =< S
0 → S1∗
ξ2
1
→ S2∗
ξ2
2
→ ...→ Sn∗
ξ2
n
>,
where ξ21 ∈ {1, ..., q1}, ξ
2
2 ∈ {1, ..., q2}, ... , ξ
2
n ∈ {1, ..., qn};
. . .
(3.k) S
rest
k =< S
0 → S1∗
ξk
1
→ S2∗
ξk
2
→ ...→ Sn∗
ξk
n
>,
where ξk1 ∈ {1, ..., q1}, ξ
k
2 ∈ {1, ..., q2}, ... , ξ
k
n ∈ {1, ..., qn}.
Step 4. Selection of the best restructuring trajectory S
rest
∗ (Fig. 15): {S
rest
1 , S
rest
2 , ..., S
rest
k } =⇒ S
rest
∗
Fig. 14. Composition of restructuring trajectory
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4.3. Restructuring over changed element set
Let us consider restructuring over changed element set for knapsack problem (i.e., combinatorial opti-
mization problem over one element set). The following element sets are examined (Fig. 16): (i) initial
set A0, (ii) new set A1, (iii) added (new) set A
+, (iv) deleted set A− = A0\{A0
⋂
A1}, and (v) fixed
(non-changed) element set Â = {A0
⋂
A1}.
Here, the restructuring problem is considered as a one-stage restructuring (Fig. 17):
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Find a solution S∗ while taking into account the following:
(i) H(S1 → S∗)→ min, (ii) ρ(S∗, S2)→ min (or constraint),
where cost ρ(S∗, S2) involves the following components:
(a) cost of deletion of elements A− = A0\{A0
⋂
A1},
(b) cost of processing fixed elements Â = {A0
⋂
A1},
(c) cost for processing new elements A+.
Thus, the correction problem (as a basic correction problem) is solved over elements Â
⋃
A+ while
taking into account cost of deletion of elements A−. The problem can be extended for multi-stage case.
Fig. 16. Illustration of changing sets
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Fig. 17. Restructuring over changed element set
✲
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5. Restructuring in Combinatorial Optimization Problems
5.1. Knapsack problem
Let us present the restructuring approach for basic knapsack problem from [81]. Let A = {1, ..., i, ..., n}
be a basic initial set of elements. Knapsack problem is considered for two time moments τ0 and τ1 (for
τ1 parameters {c
1
i }, {a
1
i }, and b
1 are used):
max
n∑
i=1
c0ixi s.t.
n∑
i=1
a0ixi ≤ b
0, xi ∈ {0, 1}.
The corresponding solutions are: S0 ⊆ A (t = τ0) and S
1 ⊆ A (t = τ1) (S
0 6= S1).
Illustrative numerical example is: A = {1, 2, 3, 4, 5, 6, 7}, S0 = {1, 3, 4, 5}, S1 = {2, 3, 5, 7},
S∗ = {2, 3, 4, 6}. The change (restructuring) process (i.e., S0 ⇒ S∗) is based on the following (Fig. 18):
(a) deleted elements: S∗− = S0\S∗ = {1, 5}, (b) added elements: S∗+ = S∗\S0 = {2, 6}.
Fig. 18. Example for restructuring
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Note the following exists at the start stage of the solving process: S∗− = S0 and S∗+ = A\S0. The
restructuring problem can be considered as the following:
min ρ(S∗, S1) s.t. H(S0 ⇒ S∗) = (
∑
i∈S∗−
h−i +
∑
i∈S∗+
h+i ) ≤ ĥ,
∑
i∈S∗
a2i ≤ b
2,
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where ĥ is a constraint for the change cost, h−(i) is a cost of deletion of element i ∈ A, and h+(i) is a
cost of addition of element i ∈ A. On the other hand, an equivalent problem can be examined:
max
∑
i∈S∗
xic
1
i s.t. H(S
0 ⇒ S∗) = (
∑
i∈S∗−
h−i +
∑
i∈S∗+
h+i ) ≤ ĥ,
∑
i∈S∗
a1i ≤ b
1,
because max
∑
i∈S∗ xic
1
i ≤ max
∑
i∈S2 xic
1
i while taking into account constraint:
∑
i∈S∗ a
1
i ≤ b
1. The
obtained problem is a modified knapsack-like problem as well. At the same time, it is possible to use
a simplified solving scheme (by analysis of change elements for addition/deletion): (a) generation of
candidate elements for deletion (i.e., selection of S∗− from S0), (b) generation of candidate elements
for addition (i.e., selection of S∗+ from A\S0). The selection processes may be based on multicriteria
ranking. As a result, a problem with sufficiently decreased dimension will be obtained.
In the case of multicriteria knapsack problem, the restructuring process is the same (i.e., selection of
deletion and addition operations). Thus, the restructuring problem can be examined as multicriteria
knapsack problem. Analogical situation exists in the case of ordinal or multiset estimates [82,86].
Applied three-stage example for three-stage restructuring (t ∈ {τ0, τ1, τ2}) of modular educational
course is considered (Table 3, educational topics/items are A = {1, ..., i, ..., 13}).
Table 3. Components of modular course on combinatorial optimization, their parameters
i Topic (item) τ0 : c
0
i a
0
i τ1 : c
1
i a
1
i h
1−
i h
1+
i τ2 : c
2
i a
2
i h
2−
i h
2+
i
1. Complexity, 4.0 1.5 5.0 2.0 0.5 1.0 5.0 2.0 0.5 1.0
algorithms
2. Knapsack 4.0 3.0 5.0 4.0 0.6 1.5 5.0 4.0 0.6 1.5
3. Routing 1.0 3.5 5.0 4.0 0.8 1.4 6.0 5.0 0.8 1.4
4. Assignment/ 4.0 2.5 5.0 3.0 0.7 1.5 5.0 3.0 0.7 1.5
allocation
5. Scheduling 1.5 5.0 2.0 4.0 0.4 1.5 3.0 5.0 0.4 1.5
6. Packing 1.0 3.0 3.0 3.0 0.3 1.0 3.5 4.0 0.3 1.0
7. Covering 1.0 1.5 2.5 2.0 0.4 1.0 3.0 3.5 0.4 1.0
8. Spanning trees 3.0 2.0 4.0 2.5 1.0 1.5 5.0 3.5 1.0 1.5
9. Clique-based 1.0 1.5 1.5 2.0 0.3 0.8 2.0 2.0 0.3 0.8
10. Graph coloring 1.0 1.5 2.0 1.7 0.2 0.7 2.5 2.0 0.2 0.7
11. Clustering, 4.0 2.0 5.0 2.5 1.0 1.7 5.5 2.5 1.0 1.7
sorting
12. Alignment 1.0 0.8 0.9 1.0 0.2 0.3 0.9 1.0 0.2 0.3
13. Satisfiability 2.0 2.0 1.5 2.0 0.2 0.3 1.0 2.0 0.2 0.3
The following parameters of each item i are examined (γ is the number of stage, γ = 0, 1, 2): (a) profit
(utility) cγi , (b) required resource a
γ
i , (c) cost of deletion for item i h
γ−
i , (d) cost of addition h
γ+
i .
First, knapsack problems for each stage (γ = 0, 1, 2) are considered (b0 = 14, b1 = 20, b2 = 23):
max
13∑
i=1
c
γ
i x
γ
i s.t.
13∑
i=1
a
γ
i ≤ b
γ
The obtained solutions are: S0 = {1, 2, 4, 8, 11, 12, 13}, c(S0) = 22.0, b(S0) = 13.8; S1 = {1, 2, 4, 8, 10, 11},
c(S1) = 31.0, b(S1) = 19.7; S2 = {1, 2, 3, 4, 7, 8, 11}, c(S2) = 29.5, b(S2) = 22.5. Note, the assumption is:
items B = {1, 2, 4, 8, 11} are included in solutions at each stage. Thus, set Â = {3, 5, 6, 7, 9, 10, 12, 13} is
under change process. Further, two series restructuring problems (as deletion/addition knapsack prob-
lems) are examined (as in Scheme 1): S0 → S∗1 and S∗1 → S∗2. The local restructuring problem for τ1
is (ρ(S∗1, S1) = |c(S∗1)− c(S∗1)|, D1 = 1.6 is constraint for total change cost):
min ρ(S∗1, S1) s.t. (
∑
i∈(Â
⋂
S0)
h1−i +
∑
i∈(Â\(Â
⋂
S0))
h1+i ) ≤ D
1,
∑
i∈(B
⋃
(Â\(Â
⋂
S0)))
ai ≤ b
1.
The examined restructuring solutions are (problem for τ2 is analogical, D
2 = 1.6):
S∗1 = {1, 2, 3, 4, 8, 11}, c(S∗1) = 29.0, b(S∗1) = 19.0;
S∗2 = {1, 2, 3, 4, 8, 11}, c(S∗2) = 29.5, b(S∗2) = 22.5 (here, S∗2 = S2).
The final trajectory is: S
rest
=< S0, S∗1, S∗2 >.
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5.2. Multiple choice problem
The description of restructuring for multiple choice problem is based on [81] (t = {τ1, τ2}). Basic
multiple choice problem is for t = τ1 (for t = τ2 parameters {c
2
ij}, {a
2
ij}, and b
2 are used):
max
m∑
i=1
qi∑
j=1
c1ijxij s.t.
m∑
i=1
qi∑
j=1
a1ijxij ≤ b
1,
qi∑
j=1
xij ≤ 1 ∀i = 1,m, xij ∈ {0, 1}.
Here initial element set A is divided into m subsets (without intersection): A =
⋃m
i=1 Ai, where Ai =
{1, ..., j, ..., qi} (i = 1,m). Thus, each element is denoted by (i, j). An equivalent problem is:
max
∑
(i,j)∈S1
c1ij s.t.
∑
(i,j)∈S1
a1ij ≤ b
1, |S1
⋂
Ai| ≤ 1 ∀i = 1,m.
For t = τ2 the problem is the same.
Illustrative numerical example: A = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13}, A1 = {1, 3, 5, 12}, A2 =
{2, 7, 9}, A3 = {4, 8, 13}, A4 = {6, 10, 11}, S
1 = {1, 7, 8, 11}, S2 = {3, 7, 8, 10}, S∗ = {1, 2, 8, 6}. The
change (restructuring) process (i.e., S1 ⇒ S∗) is based on the following (Fig. 6): (a) deleted elements:
S1∗− = S1\S∗ = {7, 11}, (b) added elements: S1∗+ = S∗\S1 = {2, 6}.
Further, the restructuring problem can be considered as the following:
min ρ(S∗, S2)
s.t. H(S1 ⇒ S∗) = (
∑
(i,j)∈S1∗−
h−ij +
∑
(i,j)∈S1∗+
h+ij ) ≤ ĥ,
∑
(i,j)∈S∗
a2ij ≤ b
2, |S∗
⋂
Ai| ≤ 1 ∀i = 1,m.
where ĥ is a constraint for the change cost, h−(ij) is a cost of deletion of element (i, j) ∈ A, and h+(ij)
is a cost of addition of element (i, j) ∈ A. An equivalent problem is:
max
∑
(i,j)∈S∗
c2ij
s.t. H(S1 ⇒ S∗) = (
∑
(i,j)∈S1∗−
h−ij +
∑
(i,j)∈S1∗+
h+ij ) ≤ ĥ,
∑
(i,j)∈S∗
a2ij ≤ b
2, |S∗
⋂
Ai| ≤ 12 ∀i = 1,m.
In the case of multicriteria multiple choice problem, the restructuring process is the same (i.e., selection
of deletion and addition operations). Thus, the restructuring problem can be examined as multicriteria
multiple choice problem. Analogical situation exists in the case of the usage of ordinal or multiset-based
estimates. Here, the corresponding restructuring multiple choice problem is based on multi-sate estimates
(as in [82,86]).
Further, a realistic applied example for configuration of modular system is examined (from [81]).
Applied example. Reconfiguration of “microelectronic components part” in wireless sensor (multiple
choice problem) M = R ⋆ P ⋆ D ⋆ Q [90]:
1. Radio R: 10 mw 916 MHz Radio R1(3), 1 mw 916MHz Radio R2(2), 10 mw 600 MHz Radio R3(2),
1 mw 600 MHz Radio R4(1).
2. Microprocessor P : MAXQ 2000 P1(1), AVR with embedded DAC/ ADC P2(2), MSP P3(3).
3. DAC/ADC D: Motorola D1(2), AVR embedded DAC/ADC D2(1), Analog Devices 1407 D3(2).
4. Memory Q: 512 byte RAM Q1(3), 512 byte EEPROM Q2(3), 8 KByte Flash Q3(2), 1 MByte
Flash Q4(1).
Here it is assumed that solutions are based on multiple choice problem (in [90] the solving process
was based on morphological clique problem while taking into account compatibility of selected DAs).
Thus, two solutions M1 (for t = τ1, Fig. 19) and M
2 (for t = τ2, Fig. 20) are examined (in [90] the
solutions correspond to trajectory design: stage 1 and stage 3). Table 4 contains estimates of DAs (expert
judgment). Estimates of cost (Table 4) and priorities (Fig. 19, Fig. 20, in parentheses) correspond to
examples in [90]. Here cij = 4− pij . Two possible change operations can be considered (M
1 ⇒M∗, M∗
is close to M2 ):
(a) R4 → R2, h
−
a = 2, h
+
a = 1 (corresponding Boolean variable xa ∈ {0, 1}),
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(b) Q4 → Q1, h
−
b = 1, h
+
b = 1 (corresponding Boolean variable xb ∈ {0, 1}).
As a result, the following simplified knapsack problem can be used:
max ( (c2(R2)− c
2(R4)) xa + (c
2(Q1)− c
2(Q4)) xb )
s.t. H(M∗ →M2) = (h−(R4 → R2) + h
+(R4 → R2)) xa + (h
−(Q4 → Q1) + h
+(Q4 → Q1)) xb ≤ ĥ.
Finally, the restructuring solutions are: (i) ĥ = 2: M∗1 = R4 ⋆ P2 ⋆ D2 ⋆ Q1, (ii) ĥ = 3: M
∗2 =
R2 ⋆ P2 ⋆ D2 ⋆ Q4, (iii) ĥ = 5: M
∗3 = M2 = R2 ⋆ P2 ⋆ D2 ⋆ Q1. Evidently, real restructuring problems
can be more complicated.
Table 4. Estimates of DAs
DAs Cost (aij) Change costs: h
−
ij h
−
ij Priorities: c
1
ij c
2
ij
R1 6 2 2 1 1
R2 5 1 1 2 3
R3 3 2 1 2 1
R4 2 2 2 3 2
P1 5 2 3 3 2
P2 10 2 2 2 3
P3 30 3 2 1 2
D1 2 2 3 2 3
D2 1 2 2 3 2
D3 2 1 1 2 1
Q1 3 2 1 1 3
Q2 2 2 2 1 3
Q3 3 1 2 2 2
Q4 3 1 1 3 2
Fig. 19. Structure of M1
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Fig. 20. Structure of M2
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5.3. Assignment problem
The description of restructuring for assignment problem is based on [81] (t = {τ1, τ2}). The simplest
version of algebraic assignment problem is:
max
m∑
i=1
n∑
j=1
c1i,jxi,j s.t.
m∑
i=1
xi,j ≤ 1, j = 1, n;
n∑
j=1
xi,j ≤ 1, i = 1,m; xi,j ∈ {0, 1}.
This problem is polynomially solvable. Let us consider n = m. In this case, a solution can be considered
as a permutation of elements A = {1, ..., i, .., n}: S =< s[1], ..., s[i], .., s[n] >, where s[i] defines the
position of element i in the resultant permutation S. Let c(i, s[i]) ≥ 0 (i = 1, n) be a “profit” of
assignment of element i into position s[i] (i.e., ‖c(i, s[i])‖ is a “profit” matrix).
The combinatorial formulation of assignment problem is:
Find permutation S such that
∑n
i=1 c(i, s[i])→ max.
Now let us consider three solutions (permutations):
(a) S1 =< s1[1], ..., s1[i], .., s1[n] > for t = τ1,
(b) S2 =< s2[1], ..., s2[i], .., s2[n] > for t = τ2, and
(c) S∗ =< s∗[1], ..., s∗[i], .., s∗[n] > (the restructured solution).
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Illustrative numerical example: A = {1, 2, 3, 4, 5, 6, 7},
S1 = {2, 4, 5, 1, 3, 7, 6}, S2 = {4, 1, 3, 7, 5, 2, 6}, S∗ = {2, 4, 3, 1, 5, 7, 6}.
Here the following changes are made in S1: 5 → 3, 3 → 5. Clearly, the changes can be based on
typical exchange operations: 2-exchange, 3-exchange, etc.
Further, let us consider a vector of structural difference (by components) for two permutations Sα and
Sβ : {sα[i] − sβ [i], i = 1, n} and a change cost matrix ‖d(i, j)‖ (i = 1, n, j = 1, n). Here d(i, i) =
0 ∀i = 1, n. Evidently, the cost for restructuring solution S1 into solution S∗ is: H(S1 → S∗) =∑n
i=1 h(s
1[i], s∗[i]). Proximity (by “profit”) for two permutations Sα and Sβ may be considered as
follows: ρ(Sα, Sβ) = |
∑n
i=1 c
α(i, sα[i])−
∑n
i=1 c
β(i, sβ[i])|. Finally, the restructuring of assignment is (a
simple version):
min ρ(S∗, S2) s.t. H(S1 → S∗) =
n∑
i=1
h(s1[i], s∗[i]) ≤ ĥ.
In the case of multicriteria assignment problem, the restructuring process is the same. Thus, the
presented restructuring of assignment can be examined as well (multicriteria case).
Example of reassignment of users to access points [80,81,91]. Here the initial multicriteria
assignment problem involves 21 users and 6 access points. Table 5 and Table 6 contain some parameters
for users (A) (coordinates (xi, yi, zi), required frequency spectrum fj , required level of reliability rj , etc.)
and some parameters for 6 access points (B = {j} = {1, 2, 3, 4, 5, 6}) (coordinates (xj , yj , zj), frequency
spectrum fj , number of connections nj , level of reliability rj) ([80], [91]).
Table 5. Access points
j xj yj zj fj nj rj
1 50 157 10 30 4 10
2 72 102 10 42 6 10
3 45 52 10 45 10 10
4 150 165 10 30 5 15
5 140 112 10 32 5 8
6 147 47 10 30 5 15
Table 6. Users
i xi yi zi fj rj
1 30 165 5 10 5
2 58 174 5 5 9
3 95 156 0 6 6
4 52 134 5 6 8
5 85 134 3 6 7
6 27 109 7 8 5
7 55 105 2 7 10
8 98 89 3 10 10
9 25 65 2 7 5
10 52 81 1 10 8
11 65 25 7 6 9
12 93 39 1 10 10
13 172 26 2 10 7
14 110 169 5 7 5
15 145 181 3 5 4
16 150 150 5 7 4
17 120 140 6 4 6
18 150 136 3 6 7
19 135 59 4 13 4
20 147 79 5 7 16
21 127 95 5 7 5
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A simplified version of assignment problem from [80] is considered. Two regions are examined: an
initial region and an additional region (Fig. 21). In [80] the problem was solved for two cases: (i)
separated assignment S1 (Fig. 21), (ii) joint assignment S2 (Fig. 22).
Fig. 21. Separated assignment S1
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Fig. 22. Joint assignment S2
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The restructured problem is considered as a modification (change) of S1 into S∗. To reduce the
problem it is reasonable the select a subset of users (a “change zone” near borders between regions):
A˜ = {i} = {3, 5, 8, 12, 13, 14, 17, 19, 21}. Thus, it is necessary to assign each element of A˜ into an access
point of B.
The considered simplified restructuring problem is based on set of change operations: (1) user 3, change
of connection: 1→ 4 (Boolean variable x1), (2) user 13, change of connection: 3→ 6 (Boolean variable
x2), (3) user 21, change of connection: 5→ 2 (Boolean variable x3). Table 7 contains estimates of change
costs (expert judgment) and “integrated profits” of correspondence between users and access points from
([80,91]).
The problem is:
max ( c3,4 x1 + c13,6 x2 + c21,2 x3 )
s.t. ( (h−3,1 + h
+
3,4) x1 + (h
−
13,3 + h
+
13,6) x2 + (h
−
21,51 + h
+
21,2) x3 ) ≤ ĥ.
The reassignment S∗ is depicted in Fig. 23 (i.e., x1 = 0, x1 = 1, x3 = 1, ĥ = 5).
Table 7. User i - access points j: h−ij , h
+
ij , cij ,
i Access point j: 1 2 3 4 5 6
3 3, 2, 2 2, 1, 3 1, 0, 3 3, 1, 3 2, 1, 0 1, 1, 0
5 2, 1, 1 1, 3, 1 1, 2, 1 3, 2, 1 1, 1, 1 1, 1, 1
8 1, 1, 3 1, 1, 3 1, 1, 3 1, 1, 0 1, 1, 3 2, 2, 2
12 2, 2, 3 1, 2, 3 1, 2, 3 3, 1, 0 2, 1, 0 1, 1, 0
13 1, 1, 3 1, 1, 3 1, 1, 3 2, 1, 0 2, 2, 1 1, 1, 3
14 1, 1, 1 2, 2, 2 1, 2, 0 1, 1, 1 1, 1, 1 1, 1, 0
17 1, 1, 2 1, 1, 1 1, 0, 1 3, 1, 1 1, 1, 1 1, 1, 1
19 1, 1, 0 1, 1, 3 1, 2, 3 3, 2, 0 1, 1, 3 1, 1, 2
21 1, 1, 0 1, 2, 3 1, 1, 2 3, 1, 1 1, 1, 1 1, 1, 1
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Fig. 23. Joint assignment S∗
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5.4. Morphological clique problem
Morphological clique problem is a basis of Hierarchical Morphological Multicriteria Design (HMMD)
(combinatorial synthesis) (e.g., [77,78,86]). A brief description of HMMD is the following. An examined
modular system consists of components and their compatibility (IC). Basic assumptions are: (a) a tree-
like structure of the system; (b) a composite estimate for system quality that integrates components
(subsystems, parts) qualities and qualities of IC (compatibility) across subsystems; (c) monotonic criteria
for the system and its components; (d) quality estimates of system components and IC are evaluated by
coordinated ordinal scales. The designations are: (1) design alternatives (DAs) for nodes of the model
(i.e., components); (2) priorities of DAs (r = 1, k; 1 corresponds to the best level of quality); (3) an
ordinal compatibility estimate for each pair of DAs (w = 0, l; l corresponds to the best level of quality).
The phases of HMMD are: 1. design of the tree-like system model; 2. generation of DAs for each
nodes (i.e., system component); 3. hierarchical selection and composition of DAs into composite DAs for
the corresponding higher level of the system hierarchy. Let S be a system consisting of m components:
P (1), ..., P (i), ..., P (m). The problem is:
Find composite design alternative S = S(1) ⋆ ... ⋆ S(i) ⋆ ... ⋆ S(m) (one representative design alter-
native S(i) for each system component/part P (i), i = 1,m) with non-zero IC estimates between the
representative design alternatives.
A discrete “space” of the integrated system excellence is based on the following vector: N(S) =
(w(S);n(S)), where w(S) is the minimum of pairwise compatibility between DAs which correspond to
different system components (i.e., ∀ Pj1 and Pj2 , 1 ≤ j1 6= j2 ≤ m) in S, n(S) = (n1, ..., nr, ...nk), where
nr is the number of DAs of the rth quality in S (
∑k
r=1 nr = m) (Fig. 11). Thus, synthesis problem is:
maxn(S), maxw(S) s.t. w(S) ≥ 1 or maxN(S) s.t. w(S) ≥ 1.
As a result, composite solutions which are nondominated by N(S) (i.e., Pareto-efficient solutions) are
searched for.
In the simplified numerical example (synthesis of four-component team for a start-up company [88]),
ordinal scale [1, 2, 3] is used for quality of DAs and ordinal scale [0, 1, 2, 3] is used for compatibility
estimates. The basic simplified hierarchical structure of the considered team:
1. Team T = L ⋆ R ⋆ I ⋆ K:
1.1. Project leader L: basic leader L1, the 2nd leader L2, extended group of leaders L3;
1.2. Researcher R: basic researcher (models, algorithms) R1, the 2nd researcher (models, algorithms)
R2, the 3rd researcher (models, algorithms)R3, a group of researchers (models, algorithms) R4 = R1&R2,
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extended group of researchers (including applications in R&D and engineering, educational technology)
R5 = R1&R2&R3;
1.3. Engineer-programmerE: none E1, engineer E2, group of engineersE3, extended group of engineers
(including specialist in Web-design) E4;
1.4. Specialist in marketing M : none M1, the 1st specialist M2. the 2nd specialist M3. group of
specialists M4 =M2&M3.
Initial system structure for τ0 is depicted in Fig. 24 (including ordinal priorities of DAs), system
structure for τ1 is depicted in Fig. 25 (including ordinal priorities of DAs), ordinal compatibility estimates
for τ0 are shown in Table 8, ordinal compatibility estimates for τ1 are shown in Table 9.
Fig. 24. Team structure (τ0)
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Fig. 25. Team structure (τ1)
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Optimal solutions are the following:
(a) for τ0: T
0
1 = L1 ⋆ R1 ⋆ E1 ⋆ M1, N(T
0
1 ) = (2; 3, 1, 0),
(b) for τ1: T
1
1 = L2 ⋆ R4 ⋆ E2 ⋆ M2, N(T
1
1 ) = (3; 4, 0, 0).
Here, the restructuring problem is considered as one-stage restructuring:
Find a solution T ∗ while taking into account the following:
(i) H(T 0 → T ∗)→ min, (ii) ρ(T ∗, T 1)→ min.
It is assumed the following (for simplification):
(a) transformation cost H(T 0 → T ∗) equals the number of change operations (by DAs);
(b) proximity ρ(T ∗, T 1) equals a two-component vector (ρ1, ρ2) (e.g., [77]): ρ1 is the number of im-
provement steps by elements, ρ2 is the number of improvement steps by compatibility.
Two restructuring solutions are considered (evaluation of solution quality N(T ) is calculated for τ1):
(i) T ∗11 = L1 ⋆ R3 ⋆ E2 ⋆ M2, N(T
∗1
1 ) = (1; 2, 2, 0), H(T
0 → T ∗11 ) = 2, ρ(T
∗1
1 , T
1) = (2, 2);
(ii) T ∗12 = L1 ⋆ R1 ⋆ E2 ⋆ M2, N(T
∗1
2 ) = (2; 2, 1, 1), H(T
0 → T ∗12 ) = 2, ρ(T
∗1
2 , T
1) = (3, 1).
Further, additional stage is examined for τ2 (Fig. 26, Table 10) and two-stage restructuring problem
is considered for time moments: {τ0, τ1, τ2}. Scheme 3 (composition & selection solving process) above
is used for the designing the solution trajectory.
First, new combinatorial synthesis problem has to be solved for τ2 (Fig. 26, Table 10).
The solution is (Fig. 26): T 21 = L3 ⋆ R5 ⋆ E4 ⋆ M4, N(T
2
1 ) = (3; 4, 0, 0).
Second, the restructuring problem is examined (the second stage) for two initial solutions (ı.e., for
τ1): T
∗1
1 = L1 ⋆ R3 ⋆ E2 ⋆M2, and T
∗1
2 = L1 ⋆ R1 ⋆ E2 ⋆M2, This restructuring problem is considered as
one-stage restructuring for the second stage (for two solutions T ∗11 ,T
∗1
2 ):
Find a solution T 2∗ while taking into account the following (i = 1, 2):
(i) H(T ∗1i → T
2
1 )→ min, (ii) ρ(T
2
1 , T
∗1
i )→ min.
As a result, the following restructuring solutions considered (for τ2):
(i) for T ∗11 : T
∗2
1 = L3 ⋆ R3 ⋆ E2 ⋆ M4, N(T
∗2
1 ) = (2; 2, 2, 0), H(T
∗1
1 → T
∗2
1 ) = 2, ρ(T
∗2
1 , T
2) = (2, 1);
(ii) for T ∗12 : T
∗2
2 = L3 ⋆ R5 ⋆ E4 ⋆ M3, N(T
∗2
2 ) = (1; 3, 1, 0), H(T
1∗
2 )→ T
∗2
2 ) = 4, ρ(T
∗2
2 , T
2) = (1, 2).
Third, composition of solution trajectories. The alternative trajectories are: Srest1 =< T
0, T ∗11 , T
∗2
1 >
and Srest2 =< T
0, T ∗12 , T
∗2
2 >. Estimates (i.e., integrated estimate of proximity and integrated estimate
of transformation cost) of the trajectories are:
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(a) H˜(Srest1 ) = 4, ρ˜(S
rest
1 ) = (4, 3);
(b) H˜(Srest2 ) = 6, ρ˜(S
rest
2 ) = (4, 3).
Table 8. Compatibility estimates (τ0)
R1 R2 R4 E1 E2 M1 M2
L1 2 2 1 3 2 3 1
L2 2 2 2 2 2 2 2
R1 3 3 3 1
R2 1 2 2 1
R4 1 2 3 3
E1 3 1
E2 1 2
Table 9. Compatibility estimates (τ1)
R1 R2 R3 R4 E2 E3 M2 M3
L1 3 2 2 2 2 3 2 2
L2 1 3 2 3 3 3 3 2
L3 2 2 2 2 2 2 2 2
R1 3 2 2 2
R2 3 2 3 2
R3 1 3 3 3
R4 3 3 3 3
E2 3 2
E3 2 2
Fig. 26. Team structure (τ2)
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Table 10. Compatibility estimates (τ2)
R1 R2 R3 R4 R5 E2 E3 E4 M2 M3 M4
L1 3 0 2 2 1 3 3 2 3 2 2
L2 0 3 2 2 1 3 2 2 3 2 2
L3 0 2 2 3 3 2 2 3 2 1 3
R1 3 2 2 3 2 2
R2 1 3 2 2 3 2
R3 2 3 2 2 3 2
R4 1 3 3 2 3 3
R5 1 2 3 1 2 3
E2 3 2 2
E3 2 3 1
E4 1 2 3
Fourth, the best solution restructuring trajectory is (selected by Pareto rule) (Fig. 27):
Srest1 =< T
0
1 , T
∗1
1 , T
∗2
1 >.
Table 11 contains ordinal estimates of compatibility (expert judgment) between DAs for the composite
system at time stages. The final Pareto-efficient system trajectory is (hierarchical combinatorial synthesis)
(Fig. 27): α =< S11 , S
2
1 , S
3
1 >.
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Table 11. Local (one-stage) estimates
S21 S
2
2 S
3
1 S
3
2
S11 3 0 3 0
S21 3 2
S22 3 3
Fig. 27. Illustration of restructuring trajectory
✲t
τ0 τ1 τ2
Trajectory
Srest1 : T 01
☛✡ ✟✠❍❍❍❍❥
“Local” optimal solutions✏✏✏✏
PPPP
T 11
T ∗11
T ∗12
☛✡ ✟✠ ✲
T 21
T ∗21
T ∗22
☛✡ ✟✠
5.5. Restructuring in clustering
Now, one-stage and multi-stage restructuring for clustering/classificaiton is described (based on [87]).
The one-stage restructuring process in clustering problem is depicted in Fig. 28.
Fig. 28. Restructuring in clustering problem
✲
0 τ1 τ2 t
Clustering
problem
(t = τ1)
❄✛
✚
✘
✙SolutionX̂1
Restructuring (S1 ⇒ S⋆):
1. Change of cluster set
(if needed)
2. Element reassignment:
(ii) deletion of some
elements from clusters,
(iii) addition of some
elements into clusters
✓
✒
✏
✑Initial set of elements A = {A1, ..., Ai, ..., An}
❄ ❄ ❄
Clustering
problem
(t = τ2)
❄✛
✚
✘
✙SolutionX̂2
Example for restructuring in clustering. Initial information involves the following:
(i) set of elements A = {1, 2, 3, 4, 5, 6, 7, 8, 9};
(ii) initial solution 1 (t = τ1): X̂
1 {X11 , X
1
2 , X
1
3}, clusters X
1
1 = {1, 3, 8}, X
1
2 = {2, 4, 7}, X
1
3 = {5, 6, 9};
(iii) solution 2 (t = τ2): X̂
2 = {X21 , X
1
2 , X
2
3}, clusters X
2
1 = {2, 3}, X
2
2 = {5, 7, 8}, X
2
3 = {1, 4, 6, 9};
(v) general set of considered possible change operations (each element can be replaced, the number of
solution clusters is not changed):
O11: none, O12: deletion of element 1 from cluster X
1, addition of element 1 into cluster X2, O13:
deletion of element 1 from cluster X1, addition of element 1 into cluster X3;
O21: none, O22: deletion of element 2 from cluster X
2, addition of element 2 into cluster X1, O23:
deletion of element 2 from cluster X2, addition of element 2 into cluster X3;
O31: none, O32: deletion of element 3 from cluster X
1, addition of element 3 into cluster X2; O33:
deletion of element 3 from cluster X1, addition of element 3 into cluster X3;
O41: none, O42: deletion of element 4 from cluster X
2, addition of element 4 into cluster X1, O43:
deletion of element 4 from cluster X2, addition of element 4 into cluster X3;
O51: none, O52: deletion of element 5 from cluster X
3, addition of element 5 into cluster X1, O53:
deletion of element 5 from cluster X3, addition of element 5 into cluster X2;
O61: none, O62: deletion of element 6 from cluster X
3, addition of element 6 into cluster X1, O63:
deletion of element 6 from cluster X3, addition of element 6 into cluster X2;
O71: none, O72: deletion of element 7 from cluster X
2, addition of element 7 into cluster X1, O73:
deletion of element 7 from cluster X2, addition of element 7 into cluster X3;
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O81: none, O82: deletion of element 8 from cluster X
1, addition of element 8 into cluster X2, O83:
deletion of element 8 from cluster X1, addition of element 8 into cluster X3;
O91: none, O92: deletion of element 9 from cluster X
3, addition of element 9 into cluster X1, O93:
deletion of element 9 from cluster X3, addition of element 9 into cluster X2.
In this case, optimization model (multiple choice problem) is:
max
n∑
i=1
3∑
j=1
c(Oij)xij s.t.
n∑
i=1
3∑
j=1
a(Oij)xij ≤ b, xij ∈ {0, 1},
where a(Oij) is the cost of operation Oij , c(Oij) is a “local” profit of operation Oij as influence on
closeness of obtained solution X⋆ to clustering solution X2. Generally, it is necessary to examine quality
parameters of clustering solution as basis for objective function(s).
Evidently, the compressed set of change operations can be analyzed:
O1: deletion of element 1 from cluster X
1, addition of element 1 into cluster X3;
O2: deletion of element 2 from cluster X
2, addition of element 2 into cluster X1;
O3: deletion of element 4 from cluster X
2, addition of element 4 into cluster X3;
O4: deletion of element 5 from cluster X
3, addition of element 5 into cluster X2;
O5: deletion of element 8 from cluster X
1, addition of element 8 into cluster X2.
In this case, optimization model is knapsack problem:
max
9∑
j=1
c(Oj)xj s.t.
9∑
j=1
a(Oj)xj ≤ b, xj ∈ {0, 1},
where a(Oj) is the cost of operation Oj , c(Oj) is a “local” profit of operation Oj as influence on closeness
of obtained solution X⋆ to clustering solution X2.
Finally, let us point out an illustrative example of clustering solution (Fig. 29):
X̂⋆ {X⋆1 , X
⋆
2 , X
⋆
3}, clusters X
⋆
1 = {1, 2, 3}, X
⋆
2 = {7, 8}, X
⋆
3 = {4, 5, 6, 9}.
Fig. 29. Example: restructuring of clustering solution
X̂1✬
✫
✩
✪
X11✓
✒
✏
✑s8
s3 s1
X12✓
✒
✏
✑r7
r4 r2
X13
✎✍ ☞✌q❝5 q❝6 q❝9
✲
✲
✲
X̂⋆✬
✫
✩
✪
X⋆1✓
✒
✏
✑s3
r2 s1
X⋆2✓
✒
✏
✑r7
s8
X⋆3
✎✍ ☞✌r4 q❝5 q❝6 q❝9
∼
∼
∼
X̂2✬
✫
✩
✪
X21✓
✒
✏
✑
s3 r2
X22✓
✒
✏
✑r7
s8 q❝5
X23
✎✍ ☞✌s1 r4 q❝6 q❝9
Fig. 30 and Fig. 31 illustrate multistage classification and multistage clustering problems:
1. Multistage classification (Fig. 30): the same set of classes at each time stage (here: four classes L1,
L2, L3, L4), elements can belong to different classes at each stage. Here: elements 1, 2, 3; trajectory for
element 1: J(1) =< L1, L1, L1 >, trajectory for element 2: J(2) =< L2, L1, L2 >, trajectory for element
3: J(3) =< L3, L4, L3 >).
2. Multistage clustering (Fig. 31): different set of clusters at each time stage can be examined,
elements can belong to different clusters at each stage. Here: elements 1, 2, 3; trajectory for element
1: J(1) =< L11, L
1
2, L
1
3 >, trajectory for element 2: J(2) =< L
2
1, L
1
2, L
2
3 >, trajectory for element 3:
J(3) =< L31, L
4
2, L
5
3 >).
In this problem, it is necessary to examine a set of change trajectories for each element. As a result,
multi-stage restructuring problem has to be based on multiple choice model. Generally, this problem is
very prospective.
This kind of clustering (or classification) model/problem is close to multistage system design [53,67,
84,85,86].
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Fig. 30. Illustration of multistage classification
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Fig. 31. Illustration of multistage clustering
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5.6. Restructuring in sorting
One-stage restructuring for sorting problem can be considered as well. Let A = {A1, ..., Ai, ..., An} be
a initial element set. Solution is a result of dividing set {A} into k linear ordered subsets (ranking): R̂ =
{R1, ..., Rj , ..., Rk}, Rj ⊆ A ∀j = 1, k, |Rj1&Rj2 | = 0 ∀j1, j2. Linear order is: R1 → ...→ Rj → ...→ Rk,
Ai1 → Ai2 if Ai1 ∈ Rj1 , Ai2 ∈ Rj2 , j1 < j2.
Generally, the sorting problem (or multicriteria ranking) consists in transformation of set A into ranking
R: A ⇒ R while taking into account multicriteria estimates of elements and/or expert judgment (e.g.,
[122,146]). In Fig. 32, illustration for restructuring in sorting problem is depicted. The problem is:
min δ(R̂2, R̂⋆) s.t. a(R̂1 → R̂⋆) < b,
where R̂⋆ is solution, R̂1 is initial (the “first”) ranking, R̂2 is the “second” ranking, δ(R̂⋆, R̂2) is proximity
between solution R̂⋆ and the “second” ranking R̂⋆ (e.g., structural proximity or proximity by quality
parameters for rankings), a(R̂1 → R̂⋆) is the cost of transformation of the “first” ranking R̂1 into
solution R̂⋆ (e.g., editing “distance”), b is constraint for the transformation cost. Evidently, multi-stage
restructuring problems (with change trajectories of elements) are prospective as well.
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Fig. 32. Example: restructuring in sorting problem
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5.7. Spanning trees problems
Let us present the restructuring approach for basic spanning trees problems from [81]. Restructuring
problems for minimal spanning tree problem and for Steiner tree problem are described as follows (Fig.
33, Fig. 34). The following numerical examples are presented:
I. Initial graph (Fig. 33): G = (A,E), where A = {1, 2, 3, 4, 5, 6, 7},
E = {(1, 2), (1, 4), (1, 5), (1, 6), (2, 3), (2, 6), (3, 6), (4, 5), (4, 6), (5, 6), (5, 7),
(6, 7)}.
II. Spanning trees (Fig. 33):
(i) T 1 = (A,E1), where E1 = {(1, 2), (1, 4), (1, 6), (3, 5), (5, 6), (6, 7)},
(ii) T 2 = (A,E2), where E2 = {(1, 2), (2, 3), (2, 6), (4, 6), (5, 6), (6, 7)},
(iii) T ∗ = (A,E∗), where E∗ = {(1, 2), (1, 4), (2, 3), (2, 6), (3, 5), (6, 7)}.
Here the edge changes are (T 1 → T ∗ as E1 → E∗):
E1∗− = {(1, 6), (5, 6)} and E1∗+ = {(2, 3), (2, 6)}.
Fig. 33. Restructuring of spanning tree
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III. Steiner trees (Fig. 34, set of possible Steiner vertices is Z = {a, b, c, d}):
(i) S1 = (A1, E1), where A1 = A
⋃
Z1, Z1 = {a, b},
E1 = {(1, 2), (1, a), (a, 4), (a, 6), (3, 5), (b, 5), (b, 6), (b, 7)},
(ii) S2 = (A2, E2), where A2 = A
⋃
Z2, Z2 = {a, b, d},
E2 = {(3, 4), (1, d), (3, d), (a, d), (a, 4), (a, 6), (b, 6), (b, 5)), (b, 7)},
(iii) S∗ = (A∗, E∗), where where A∗ = A
⋃
Z∗, Z∗ = {a, c},
E∗ = {(1, 2), (1, a), (a, 4), (a, 6), (c, 3), (c, 5), (c, 6), (6, 7)}.
Thus, the restructuring problem for spanning tree is (Fig. 33, a simple version):
min ρ(T ∗, T 2) s.t. H(S1 ⇒ S∗) = (
∑
i∈E1∗−
h−i +
∑
i∈E1∗+
h+i ) ≤ ĥ,
where ĥ is a constraint for the change cost, h−(i) is a cost of deletion of element (i.e., edge) i ∈ E1, and
h+(i) is a cost of addition of element (i.e., edge) i ∈ E\E1.
The restructuring problem for Steiner tree is (Fig. 34, a simple version):
min ρ(S∗, S2)
s.t. H(S1 ⇒ S∗) = (
∑
i∈E1∗−
h−i +
∑
i∈E1∗+
h+i ) + (
∑
i∈Z1∗−
w−i +
∑
i∈Z1∗+
w+i ) ≤ ĥ,
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where ĥ is a constraint for the change cost, h−(i) is a cost of deletion of element (i.e., edge) i ∈ E1, h+(i)
is a cost of addition of element (i.e., edge) i ∈ Ê∗ ⊆ E\E1, w−(j) is a cost of deletion of Steiner vertex
j ∈ Z1, w+(j) is a cost of addition of Steiner vertex j ∈ Ẑ∗ ⊆ Z\Z1.
Fig. 34. Restructuring of Steiner tree
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6. Conclusion
In the paper, a restructuring approach in combinatorial optimization is examined. The restructuring
problems are formulated as the following: (i) one-stage problem formulation (one-criterion statements,
multicriteria statements), (ii) multi-stage problem formulation (one-criterion statements, multicriteria
statements), The suggested restructuring approach is applied for several combinatorial optimization
problems (e.g., knapsack problem, multiple choice problem, assignment problem, minimum spanning
tree, Steiner tree problem, clustering problem, sorting problem).
In the future, it may be prospective to consider the following research directions:
1. application of the suggested restructuring approach to other combinatorial optimization problems
(e.g., covering, graph coloring);
2. examination of restructuring problems with changes of basic element sets (i.e., A1 6= A2);
3. study and usage of various types of proximity between obtained solution(s) and goal solution(s)
(i.e., ρ(S∗, S2));
4. examination of the restructuring problems under uncertainty (e.g., stochastic models, fuzzy sets
based models, problems with multi-set based estimates);
5. further studies of dynamical restructuring problems including restructuring over changing set(s)
(one-stage restructuring, multi-stage restructuring);
6. reformulation of restructuring problem(s) as satisfiability model(s);
7. analysis of restructuring problem(s) in case of changing the set of problem elements and/or their
interconnection (i.e., while taking into account dynamical sets based methods, dynamical graph based
methods);
8. usage of various AI techniques in solving procedures; and
9. application of the suggested restructuring approaches in engineering/CS/management education.
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