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1 Introduction
Measurements of electroweak boson production in the forward region are sensitive to parton
distribution functions (PDFs) at low Bjorken-x which are not particularly well constrained
by previous results [1]. The LHCb experiment has recently presented measurements of
inclusive W and Z boson1 production in the muon decay channels [2] and inclusive Z
boson production in the electron [3] and the tau lepton [4] decay channels. This article
presents a measurement of the inclusive Z+jet production cross-section in proton-proton
collisions at LHCb. These interactions typically involve the collision of a sea quark or
gluon with a valence quark, and measurements of Z boson production in association with
jets are sensitive to the gluon content of the proton [5]. LHCb is sensitive to a region of
phase space in which both the Z boson and the jet are produced in the forward region.
Measurements at LHCb are therefore complementary to those at ATLAS [6] and CMS [7, 8].
Hence, measurements of the Z+jet production cross-section at LHCb enable comparisons
of different PDF predictions and their relative performances in this previously unprobed
region of phase space.
The Z+jet production cross-section, in addition to being sensitive to the PDFs at low
Bjorken-x, is influenced by higher order contributions in perturbative quantum chromo-
dynamics (pQCD). Studies of the Drell-Yan process in the forward region are sensitive to
1Throughout this article Z includes both the Z and the virtual photon (γ∗) contribution.
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multiple radiation of partons [9]. Measurements in the forward region have not been used
to tune generators and, consequently, studies of Z+jet production in the forward region
can be used to test the accuracy of different models. Theoretical predictions for the Z+jet
process are available at O(α2s) [10–17], where αs is the strong-interaction coupling strength.
Similar analyses at ATLAS [6] and CMS [7, 8] have shown reasonable agreement between
data and such predictions.
This measurement of the cross-section of Z → µ+µ− events with jets in the final
state uses data corresponding to an integrated luminosity of 1.0 fb−1 taken by the LHCb
experiment in pp collisions at a centre-of-mass energy of 7 TeV. The analysis is performed in
a fiducial region that closely corresponds to the kinematic coverage of the LHCb detector.
For the dimuon decay of the Z boson, this requirement is the same as that in ref. [2]. Both
final state muons are required to have a transverse momentum,2 pµT, greater than 20 GeV,
and to have pseudorapidity3 in the range 2.0 < ηµ < 4.5. The invariant mass of the dimuon
system is required to be in the range 60 < Mµµ < 120 GeV. Jets are reconstructed using
the anti-kT algorithm [18] with distance parameter R = 0.5, and are required to be in the
fiducial region 2.0 < ηjet < 4.5, and to be separated from decay muons of the Z boson
by ∆r(µ, jet) > 0.4. This separation is defined such that ∆r2 ≡ ∆φ2 + ∆η2, where ∆φ
is the difference in azimuthal angle and ∆η the difference in pseudorapidity between the
muon and the jet directions. Results are presented for two thresholds of the jet transverse
momentum: pjetT > 20 GeV and p
jet
T > 10 GeV. Both the total Z+jet cross-section and the
cross-section ratio of Z+jet production to inclusive Z production are reported. In addition,
six differential cross-sections for Z+jet production are presented as a function of the Z
boson rapidity and transverse momentum, the pseudorapidity and transverse momentum
of the leading4 jet, and the difference in azimuthal angle and in rapidity between the Z
boson and this jet. These differential measurements are presented normalised to the total
Z+jet cross-section. The data are compared to predictions at O(αs) and O(α2s) using
different PDF parametrisations.
The remainder of this article is organised as follows: section 2 describes the LHCb
detector and the simulation samples used; section 3 provides an overview of jet reconstruc-
tion at LHCb; section 4 describes the selection and reconstruction of candidates and the
determination of the background level; section 5 describes the cross-section measurement;
the associated systematic uncertainties are discussed in section 6; the results are presented
in section 7; section 8 concludes the article.
2 LHCb detector and simulation
The LHCb detector [19] is a single-arm forward spectrometer covering the pseudorapidity
range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector
includes a high-precision tracking system consisting of a silicon-strip vertex detector (the
2Throughout this article natural units, where c = 1, are used.
3The pseudorapidity is defined to be η ≡ − ln(tan(θ/2)), where the polar angle θ is measured with
respect to the beam axis. The rapidity of a particle is defined to be y ≡ 0.5 ln[(E + pz)/(E − pz)], where
the particle has energy E and momentum pz in the direction of the beam axis.
4The leading jet is defined to be the highest transverse momentum jet in the fiducial region.
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VELO) surrounding the pp interaction region, a large-area silicon-strip detector (the TT)
located upstream of a dipole magnet with a bending power of about 4 Tm, and three
stations of silicon-strip detectors and straw drift tubes placed downstream. The combined
tracking system provides a momentum measurement with relative uncertainty that varies
from 0.4 % at 5 GeV to 0.6 % at 100 GeV, and impact parameter resolution of 20µm for
tracks with large transverse momentum. Charged hadrons are identified using two ring-
imaging Cherenkov detectors [20]. Photon, electron and hadron candidates are identified
by a calorimeter system consisting of scintillating-pad (SPD) and preshower detectors, an
electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system
composed of alternating layers of iron and multiwire proportional chambers [21]. The
trigger [22] consists of a hardware stage, based on information from the calorimeter and
muon systems, followed by a software stage, which applies a full event reconstruction.
To avoid the possibility that a few events with high occupancy dominate the CPU time
of the software trigger, a set of global event cuts (GEC) is applied on the hit multiplicities
of most subdetectors used in the pattern recognition algorithms. The dominant GEC in
the trigger selection used in this analysis is the requirement that the hit multiplicity in the
SPD, nSPD, is less than 600.
In the simulation, pp collisions are generated using Pythia 6.4 [23] with a specific
LHCb configuration [24], with the CTEQ6ll [25] parametrisation for the PDFs. Decays of
hadronic particles are described by EvtGen [26], in which final state radiation is generated
using Photos [27]. The interaction of the generated particles with the detector and its
response are implemented using the Geant4 toolkit [28, 29] as described in ref. [30]. The
main simulation sample used in this analysis is an O(αs) prediction of the Z+jet process,
with the Z boson decaying to two muons. In addition, inclusive Z → µ+µ− events are
generated at leading order in pQCD, where all jets are produced by the parton shower, in
order to study various stages of the analysis with an independent simulation sample. This
simulation sample is hereafter referred to as the inclusive Z sample.
3 Jet reconstruction
Inputs for jet reconstruction are selected using a particle flow algorithm. In order to
benefit from the good momentum resolution of the LHCb tracking system, reconstructed
tracks serve as charged particle inputs to the jet reconstruction. Tracks corresponding to
the decay muons of the Z boson are excluded. The neutral particle inputs are derived
from the energy deposits in the electromagnetic and hadronic calorimeters. If the deposits
are matched to tracks, the expected calorimeter energies associated with the tracks are
subtracted. The expected calorimeter energy is determined based on the likelihood that
the track is associated with a charged hadron, a muon, or an electron, using information
from the particle identification systems. If a significant energy deposit remains after the
subtraction, the energy is associated with a neutral particle detected in the calorimeter.
The use of the different particle identification hypotheses has negligible impact on the
results presented in this article, since the jets studied here are mostly inititated by light
quarks and gluons. Finally, in order to reduce the contribution from multiple proton-
proton interactions, charged particles from tracks reconstructed within the VELO are not
– 3 –
J
H
E
P01(2014)033
considered if they are associated to a different primary vertex to that of the Z boson.
The charged particles and energy clusters are reconstructed into jets using the anti-kT
algorithm [18], with distance parameter R = 0.5, as implemented in Fastjet [31].
The same jet reconstruction algorithm is run on simulated Z+jet events. The anti-kT
algorithm is also applied to these simulated events at the hadron-level using information
that is available before the detector simulation is performed. The inputs for these ‘true’
jets are all stable final state particles, including neutrinos, from the same proton-proton
interaction that produced the Z boson, that are not products of the Z boson decay.
The transverse momentum of a reconstructed jet is scaled so that it gives an unbiased
estimate of the true jet transverse momentum. The scaling factor, typically between 0.9
and 1.1, is determined from simulation and depends on the jet pseudorapidity and trans-
verse momentum, the fraction of the jet transverse momentum measured with the tracking
systems, and the number of proton-proton interactions in the event. The energy resolution
of reconstructed jets varies with the jet energy. The half width at half maximum for the
distribution of precoT /p
true
T is typically 10-15 % for jets with transverse momenta between
10 and 100 GeV. In simulation, 90 % of jets with at least 10 GeV transverse momentum
are reconstructed with ∆r < 0.13 in η − φ space with respect to the true jet. At the pT
threshold of 20 GeV the corresponding radius is 0.08.
In order to reduce the number of spurious fake jets, and to select jets from the same
interaction as that of the Z boson with a good estimate of the jet energy, additional jet
identification requirements are imposed. Jets are required to contain at least two particles
matched to the same primary vertex, to contain at least one track with pT > 1.8 GeV, and
to contain no single particle with more than 75 % of the jet’s transverse momentum.
4 Selection and event reconstruction
The Z→ µ+µ− selection follows that described in ref. [2]. The events are initially selected
by a trigger that requires the presence of at least one muon candidate with pµT > 10 GeV.
Selected events are required to contain two reconstructed muons with pµT > 20 GeV and
2.0 < ηµ < 4.5, and one of these muons is required to have passed the trigger. The
invariant mass of the dimuon pair must be in the range 60 < Mµµ < 120 GeV. The
relative uncertainty on the measured momentum of each muon is required to be less than
10 % and the χ2 probability for the associated track larger than 0.1 %. In total, 53 182
Z→ µ+µ− candidates are selected.
A reconstructed jet with pseudorapidity in the range 2.0 < ηjet < 4.5 is also required in
the selection. The separation between each of the decay muons of the reconstructed Z boson
and the jet is required to be ∆r > 0.4. Jets are reconstructed with transverse momentum
above 7.5 GeV. Of the selected Z→ µ+µ− candidates, 4 118 contain a reconstructed jet with
transverse momentum above 20 GeV, and 10 576 contain a jet with transverse momentum
above 10 GeV.
4.1 Background
The background contribution from random combinations of muons can come from semilep-
tonic heavy flavour decays, W boson decays, or mesons that have decayed whilst passing
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through the detector and have been reconstructed as muons, or hadrons that have passed
through the calorimeters without interacting. This background is determined from the
number of events containing two muons of the same charge that would otherwise pass the
selection requirements. No significant difference is found using events where both muons
have a positive charge or events where both muons have a negative charge. This back-
ground source contributes 5± 2 events for the 20 GeV jet transverse momentum threshold
and 16 ± 4 for the 10 GeV threshold, where the uncertainties are statistical. The pro-
duction of diboson pairs and heavy flavour decays of Z bosons, where the heavy flavour
decay products decay to muons, are found to contribute negligible background levels to
this analysis.
Decays from the Z → τ+τ− process where both tau leptons decay to muons and
neutrinos are another potential background source. This background is determined from
simulation, and contributes 7 ± 3 events for the 20 GeV transverse momentum threshold,
and 12± 3 events for the 10 GeV threshold, where the uncertainties are statistical.
The background contribution from top quark pair production is also considered, where
the top quark decay products include high transverse momentum muons. This background
is determined from next-to-leading order (NLO) simulation to be 5 ± 2 events, where the
uncertainties are statistical. This background is largely independent of the 10 and 20 GeV
jet transverse momentum thresholds as the top quark decays are associated with very high
transverse momentum jets.
The background associated with events where a jet above a threshold is reconstructed,
despite there being no true jet above that threshold, is treated as a migration. This back-
ground is corrected for by unfolding the transverse momentum distribution (see section 5).
The total background contribution for the 20 GeV jet transverse momentum threshold
is 17 ± 4 events, and the contribution for the 10 GeV threshold is 33 ± 6 events. This
corresponds to a sample purity ρ ≡ S/(S + B), where S is the number of signal events
and B is the number of background events, of (99.6± 0.1) % for the 20 GeV threshold and
(99.7 ± 0.1) % for the 10 GeV threshold. These purities are consistent with that found in
the inclusive Z boson analysis [2]. The purity shows no significant dependence on other
kinematic variables of interest. Since the purity is high and has little variation with the
transverse momentum threshold it is treated as constant for this analysis.
4.2 Z detection and reconstruction efficiencies
Following ref. [3], the total Z boson detection efficiency is factorised into four separate
components as εZ = εGEC εtrigger εtrack εID, where the εX factors correspond to the efficiency
associated with the GEC, the trigger requirements, the muon track reconstruction and the
muon identification, respectively.
The GEC, applied in the trigger to stop very large events dominating processing time,
cause signal events to be rejected. The associated inefficiency is obtained using the same
method described in ref. [3], where an alternative dimuon trigger requirement5 is used to
5This trigger route is not used elsewhere in this analysis as it has a lower efficiency than the single muon
trigger.
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determine the number of events that are rejected with 600 < nSPD < 900. The small
number of events with nSPD > 900 is found by extrapolation using a fit with a gamma
function. This approach is applied to determine the efficiency as a function of the number
of reconstructed primary vertices and the number of jets reconstructed in the event. The
average efficiency is 91 %.
The trigger efficiency for the single muon trigger is found using the same tag-and-probe
method used in ref. [2]. Events in which at least one muon from the Z boson decay passed
the trigger are selected. The fraction of events where the other muon from the Z boson
decay fired the trigger determines the muon trigger efficiency. This efficiency is found to
be independent of the number of jets reconstructed in the event and is determined as a
function of the muon pseudorapidity. The efficiencies for the two muons are then combined
to determine the efficiency with which at least one of the two muons in the decay passes
the trigger, εtrigger(η1, η2) = ε(η1) + ε(η2)− ε(η1)ε(η2). This combination assumes that the
probability that one muon fires the trigger is independent of whether the other muon fired
the trigger. This is confirmed with simulated data. The average of this combined efficiency
is approximately 96 %.
The muon track reconstruction efficiency is determined using the tag-and-probe
method, described in refs. [2] and [32]. Well reconstructed tracks in the muon stations
are linked to hits in the TT detector in events containing one other high-purity muon can-
didate. The invariant mass of this dimuon pair is required to lie within 10 GeV of the Z
boson mass. The efficiency is determined as the fraction of events where the muon-station
track is geometrically matched to a track in the tracking system that passes the track
quality requirements. This efficiency depends on the muon pseudorapidity and the number
of jets measured in the event, with an average efficiency of approximately 90 % for each
muon.
The muon identification efficiency is determined using the method described in ref. [2].
Events containing two tracks with an invariant mass within 5 GeV of the Z boson mass are
selected. One of the tracks is required to be identified as a muon. The fraction of events in
which the other track is also identified as a muon defines the muon identification efficiency.
This efficiency shows no dependence on the number of jets in the event and is found as a
function of the muon pseudorapidity. The average muon identification efficiency is 99 %.
4.3 Jet detection and reconstruction efficiencies
The jet detection efficiency is determined from simulation and is defined as the efficiency
for a jet to be reconstructed with transverse momentum greater than 7.5 GeV, satisfying
the jet selection criteria, given that a true jet is reconstructed in the same event. This
efficiency is determined as a function of the true jet transverse momentum and shows little
variation in the central region of the LHCb detector. Reweighting the simulation to have
the same jet pseudorapidity distribution as data has a negligible effect on the efficiency.
This efficiency is about 75 % for jets with transverse momentum of about 10 GeV, but
rises to about 96 % for high transverse momentum jets, as shown in figure 1. The drop in
efficiency at low transverse momentum is mainly due to the jet identification requirements
having a larger effect in this region.
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Figure 1. Jet identification efficiency as a function of the true jet pT. The uncertainties shown are
statistical. The zero on the vertical axis is suppressed.
5 Cross-section measurement
Events are selected with reconstructed jet transverse momentum above 7.5 GeV. Migrations
in the jet transverse momentum distribution are corrected for by unfolding the distribution
using the method of D’Agostini [33], as implemented in RooUnfold [34]. Two iterations
are chosen as this gives the best agreement between the unfolded distribution and the true
distribution when the inclusive Z simulation sample is unfolded, using the same number of
events in the inclusive Z simulation sample as are present in data. As a cross-check, the
result is compared with the SVD unfolding method [35]. In these studies underflow bins
are included in the unfolded distributions to account for the small number of events that
lie below threshold after the unfolding procedure.
Each event is assigned a weight for the Z boson reconstruction, detection and selection
efficiency, εZ. This enables the determination of the fraction of events within each bin of
the unfolded jet transverse momentum, N(punfT ), corrected for the Z detection efficiency
N(punfT ) =
∑
events
M(punfT , p
reco
T )
εZ
, (5.1)
where M(punfT , p
reco
T ) is the element of the matrix, obtained from the unfolding, that gives
the probability that an event containing a jet with reconstructed transverse momentum
in the bin precoT contains a true jet with transverse momentum in the bin p
unf
T . For the
differential distributions the matrix is determined for events restricted to the relevant bin
in that differential distribution. This unfolding includes the correction for the background
where a jet is reconstructed with pT above the threshold despite there being no true jet
above that threshold in the event.
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Source Relative uncertainty (%)
Unfolding 1.5
Z detection and reconstruction 3.5
Jet-energy scale, resolution and reconstruction 7.8
Final state radiation 0.2
Total excluding luminosity 8.6
Luminosity 3.5
Table 1. The relative uncertainty arising from each source of possible systematic uncertainties
considered for the Z+jet cross-section for pjetT > 20 GeV. The relative uncertainties are similar for
the 10 GeV threshold. The contributions from the different sources are combined in quadrature.
In order to measure the cross-section, a correction is applied to account for the jet
reconstruction efficiency, εjet. The correction is performed for each bin in each differential
distribution separately. In differential measurements an additional factor Amig is applied to
account for migration between different bins (for example, in the jet pseudorapidity distri-
bution). These corrections are typically small (2−3 %) and are taken from simulation. The
cross-section is determined by dividing the resulting event yield, corrected for migrations
and the reconstruction acceptance, by the integrated luminosity,
∫ L dt, as follows
σ =
ρ∫ L dt ∑
punfT >p
thr
T
Amig
εjet
N(punfT ), (5.2)
where pthrT is the relevant threshold, 20 or 10 GeV, and the sum is over the bins of the
unfolded transverse momentum above this threshold. The purity of the sample, ρ, accounts
for the presence of background as discussed in section 4.1. The luminosity is determined
as described in ref. [36].
Measurements of the total Z+jet cross-section are quoted at the Born level in QED;
the correction factors for final state radiation (FSR) of the muons are calculated with
Herwig++ [37]. Differential distributions are compared to theoretical predictions that
include the effects of FSR, so they are not corrected for FSR from the muons. The differ-
ential distributions are also normalised to the total Z+jet cross-section above the relevant
transverse momentum threshold, without corrections for FSR, so that their integral is unity.
6 Systematic uncertainties
The different contributions to the systematic uncertainty are discussed below and are sum-
marised in table 1.
Two contributions associated with the unfolding are considered. The difference in
the unfolded result between the SVD [35] and the D’Agostini [33] methods is assigned
as an uncertainty. In addition, the unfolding process is carried out on the inclusive Z
sample described in section 2 (which is an independent simulation sample to that used to
perform the unfolding), and the difference between the unfolded distribution and the true
distribution is assigned as a systematic uncertainty. The number of events considered in
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Figure 2. Comparison between data (black points) and simulation (red line) in the pjetT /p
Z
T distri-
bution for selected Z+1-jet events where the Z boson and the jet are emitted azimuthally opposed.
The uncertainties shown are statistical.
the independent sample is the same as the number in data. The differences between the
results found using the D’Agostini method with one iteration and those found using two
iterations are less than the uncertainties assigned from the unfolding method.
The systematic uncertainties for the muon identification and trigger efficiencies are
obtained as in ref. [2], where the statistical uncertainties on the tag-and-probe method are
used as systematic uncertainties on the efficiency. The systematic uncertainty associated
with the GEC efficiency is considered as in ref. [3]. A variation in the fit model is applied
and the change in efficiency is considered as a systematic uncertainty. In addition, the
statistical uncertainty in the efficiency is assigned as a systematic uncertainty. The system-
atic uncertainty associated with the track reconstruction efficiency has two contributions.
The uncertainty associated with the statistical precision of the efficiency determination is
treated as in ref. [2]. By comparing the tag-and-probe method applied to simulation with
the true efficiency, the method is found to be accurate to 0.3 % for each muon. This sets the
systematic uncertainty associated with the tag-and-probe method used to find the muon
track reconstruction efficiency.
The systematic uncertainty associated with the jet identification requirements is de-
termined by tightening these requirements and comparing the fraction of events rejected in
data and simulation. These are found to agree at the level of about 3 %. This is therefore
used as a systematic uncertainty. The efficiency is cross-checked on the independent in-
clusive Z sample, and the difference is taken as an additional systematic uncertainty. The
efficiency associated with the jet reconstruction, neglecting the jet identification require-
ments, is found to be about 98.5 % at low transverse momentum, so an additional 1.5 %
uncertainty is assigned to this reconstruction efficiency component of εjet at low momen-
tum. The jet-energy scale and resolution show no dependence on the separation of the Z
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and the jet in the azimuthal angle. The jet-energy scale and resolution uncertainties associ-
ated with how well the detector response to jets is modelled in simulated data are therefore
determined by selecting Z+1-jet events that are azimuthally opposed. In these events the Z
boson and jet transverse momenta are expected to balance. Hence, the Z boson transverse
momentum can be used as a proxy for the true jet transverse momentum. The pjetT /p
Z
T
distribution in the selected events is shown in figure 2, and is also considered as a function
of the jet pseudorapidity and transverse momentum. The mean is found to agree between
data and simulation at the level of about 3 %, consistent within the statistical precision.
The width is consistent between data and simulation, and the resolution in simulation can
be smeared at the level of about 10 % whilst maintaining this agreement. Based on these
comparisons, systematic uncertainties to account for the reliability of the modelling are
assigned to the jet-energy scale and resolution. In addition, a systematic uncertainty is
assigned based on the difference in the jet-energy scale for gluon- and quark-initiated jets,
and for the method used to correct the jet-energy scale. This contributes an additional 2 %
systematic uncertainty on the jet-energy scale. These uncertainties are then propagated
into the cross-sections and distributions measured. The contribution from the uncertainty
on the jet-energy scale is the dominant uncertainty in most bins analysed.
The systematic uncertainty on the FSR correction applied to the total cross-section is
determined by comparing the correction taken from Herwig++ [37] and from Pythia [23]
interfaced with Photos [27], as found in ref. [2]. The difference in correction is at the level
of 0.2 %.
The luminosity uncertainty is estimated to be 3.5 %, as detailed in ref. [36].
7 Results
The Z+jet cross-section and the cross-section ratio σ(Z+jet)/σ(Z) are measured at the
Born level. For the pjetT > 20 GeV threshold the results are
σ(Z+jet) = 6.3± 0.1 (stat.)± 0.5 (syst.)± 0.2 (lumi.) pb,
σ(Z+jet)
σ(Z)
= 0.083± 0.001 (stat.)± 0.007 (syst.),
and for the pjetT > 10 GeV threshold,
σ(Z+jet) = 16.0± 0.2 (stat.)± 1.2 (syst.)± 0.6 (lumi.) pb,
σ(Z+jet)
σ(Z)
= 0.209± 0.002 (stat.)± 0.015 (syst.),
where the first uncertainty is statistical, the second is systematic and the third is the
uncertainty due to the luminosity determination.
The measured cross-sections are compared to theoretical predictions at O(α2s) calcu-
lated using Powheg[15, 38–40]. The parton shower development and hadronisation are
simulated using Pythia 6.4 [23], with the Perugia 0 tune [41]. Jets are created out of all
stable particles in the final state that are not produced by the decay of the Z boson. These
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predictions are computed with the renormalisation scale and factorisation scales set to the
nominal value of the vector boson transverse momentum.
The theoretical predictions are computed for three different NLO PDF parametrisa-
tions: MSTW08 [42], CTEQ10 [43] and NNPDF 2.3 [44]. For the differential distributions,
the CTEQ10 and NNPDF 2.3 results are calculated at O(α2s). Results using the MSTW08
parametrisation are calculated at O(αs) and O(α2s). For the ratio σZ+jet/σZ, the Z+jet
cross-section is computed at O(α2s) and the Z cross-section at O(αs) for the MSTW08,
CTEQ10 and NNPDF 2.3 PDF parametrisations. To see the effect of higher orders in
pQCD on the Z+jet cross-section, theoretical predictions are also computed by taking the
ratio between the Z and Z+jet cross-sections at O(αs), with the PDFs determined from
the MSTW08 NLO parametrisation.
In addition, the Z+jet cross-section is computed using Fewz [13] at O(α2s), with the
MSTW08 NLO PDF parametrisation. The cross-section for inclusive Z boson production
is calculated using FEWZ at O(αs), with the same PDF parametrisation. This theoretical
prediction neglects effects from hadronisation and the underlying event, and so comparisons
with the results and the other predictions are indicative of the size of these effects. For
these calculations the renormalisation scale and factorisation scales are set to the nominal
value of the vector boson mass.
Uncertainties on all predictions are calculated by repeating the calculations with the
renormalisation and factorisation scales simultaneously varied by a factor of two about
their nominal values. The spread in predictions from the different PDF parametrisations
is indicative of the PDF uncertainty.
The cross-section ratios are compared in figure 3 to the Standard Model theoretical
predictions discussed above. The results for the differential cross-sections, uncorrected for
final state radiation from the muons, are presented in figures 4–9. For all cases reasonable
agreement is seen between the Standard Model calculations and the data. The O(α2s)
predictions tend to give better agreement with data than the O(αs) prediction. This is
most noticeably seen in the Z boson transverse momentum distribution, shown in figure 7.
For high values of the boson transverse momentum, the O(α2s) predictions have a slope
compatible with that in data, whereas the O(αs) prediction is steeper than data. The
O(α2s) predictions also match the data better for the ∆φ distribution, as shown in figure 8.
The O(αs) prediction overestimates the number of events where the Z boson and jet are
azimuthally opposed. Higher orders in pQCD are needed to simulate the production of Z
bosons and jets that are not produced back-to-back as the parton shower tends to produce
partons collinear with the parton produced in the hard interaction. Whilst the different
PDF parametrisations studied agree with the data, there are hints of tension between the
PDF sets in the ∆y distribution, shown in figure 9.
8 Summary
A measurement of the pp → Z(→ µ+µ−) + jet production cross-section at √s = 7 TeV
is presented, using a data sample corresponding to an integrated luminosity of 1.0 fb−1
recorded by the LHCb experiment. The measurement is performed within the kinematic
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Figure 3. Ratio of the Z+jet cross-section to the inclusive cross-section, for (top) pjetT > 20 GeV
and (bottom) pjetT > 10 GeV. The bands show the LHCb measurement (with the inner band
showing the statistical uncertainty and the outer band showing the total uncertainty). The points
correspond to different theoretical predictions with the error bars indicating their uncertainties as
described in the main text. These results are corrected for FSR from the final state muons from
the Z boson decay.
acceptance, pµT > 20 GeV, 2.0 < η
µ < 4.5, 60 < Mµµ < 120 GeV, 2.0 < η
jet < 4.5 and
∆r(µ, jet) > 0.4. The cross-sections are determined for jets with transverse momenta
exceeding two thresholds, 20 and 10 GeV. The differential cross-sections are also measured
as a function of various variables describing the Z boson kinematic properties, the jet
kinematic properties, and the correlations between them. The measured cross-sections
show reasonable agreement with expectations from O(α2s) calculations, for all the PDF
parametrisations studied. Predictions at O(α2s) show better agreement with the pT and
∆φ distributions, which are sensitive to higher order effects, than predictions at O(αs).
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