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Preface
This thesis is based on research carried out at the Institut de Physique, Universite´ de Neuchaˆtel,
Neuchaˆtel, Switzerland during the period 2002 - 2006. It consists of seven chapters: an
introduction, a presentation of the photoemission process, an introduction of transition metal
dichalcogenides, two chapters with a discussion on the driving forces for charge density waves for-
mation in quasi-2D systems, an example of band mapping using sychrotron light and a conclusion.
The chapters 3, 4 and 6 contain several sections with articles published (or submitted) during
this work. Therefore, each section stands completely on its own with an abstract, introduction,
and an experimental section. This allows the reader to study these sections independently and in
any order, with no loss of continuity, depending on the personal interest. For sequential reading,
this leads to some redundancy concerning the introductions and the descriptions of experimental
procedures. These parts may therefore be skipped.
The articles included in this thesis are:
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Chapter 1
Introduction
The study of the electronic structure is a central topic in material science. Most properties of
solids are directly related to the manner how electrons occupy the disponible states and how they
interact with the various degrees of freedom. One of the first successes of the quantum theory of
solid was the prediction of the electronic band structure, which, in the non-interacting electron
theory is only due to the periodic lattice structure of the crystal. This band picture allowed the
classification of crystals into metals, semiconductors and insulators depending on the occupation of
the highest filled band. This major step towards the comprehension of materials was the precursor
of the today widespread use of semiconductors and other novel materials in the nowadays life.
Although the numerous successes of band theory, many properties of transition metal oxides
are in total disagreement with predictions of band structure calculations. For example, some
of these oxydes, although having a partially filled d-band, present poor conductor or even in-
sulator behaviour. In 1937, Mott and Peierls pointed out for the first time the importance of
electron-electron correlations and marked the beginning of the rich and still very actual field of
strongly correlated electrons. A conventional treatment of systems with interacting electrons is
the Landau’s Fermi liquid theory, where a one to one correspondence between excitations of the
interacting and the non-interacting system (due to the adiabatic switching on of the interactions)
allows to describe the Fermi liquid material only through a renormalization of parameters such as
the electron mass or the spectral weight of the quasiparticle. However the Fermi liquid description
fails when dimensionality is reduced to 1D and new theoretical models are therefore demanded.
Low-dimensional systems and particularly quasi-2D compounds have gained strong interest
since the discovery, in the 1986 of high temperature superconductors (HTCs). These materials,
having a strong potential for promising applications, present new challenges to the solid state
physicists. Their extraordinary properties are related to complicated and still not fully under-
stood physics, where complex correlations play a central role. The transition metal dichalco-
genides (TMDCs), which are studied in this thesis, are layered materials with quasi-2D character
presenting some similarities with HTCs and being therefore alternative materials to study the
correlations induced behaviour.
Angle resolved photoemission spectroscopy (ARPES) is the most suitable tool to investigate
electronic structure and has early contributed to give a physical meaning to the theoretical concept
of band structure. Then, thanks to various technological developments, that have led to a huge
improvement of both the energy and angular resolutions of modern analysers, ARPES has been
a major experimental probe of the electronic excitations in the vicinity of the Fermi level. In
2D case, the identification of the ARPES signal with the spectral function provides insight into
many-body theory concepts such as the single particle self-energy, which reflects the interactions
of the systems.
The aim of the present thesis is to take advantage of the ARPES facilities to investigate a series
of TMDCs presenting instabilities due to the occurence of charge density waves (CDW). Although
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the mechanism of CDW formation in 1D systems is since long well explained thanks to the Peierls
pioneering work, CDW in quasi-2D compounds still present, in our sense, incompatibilities with
the 1D Peierls scenario.
Chapter 2 of this thesis is devoted to the basic principle of photoemission process with partic-
ular insight into its ability to a give direct access to the spectral function. Many-body concepts
will also be presented in this chapter, whose aim is not to give a complete and rigorous develop-
ment of this theory, but rather to present the usefull tools which are at our disposal to compare
models with ARPES measurements. Chapter 3 stands as an introduction to the properties of
some TMDCs, as well as to their problematic structural instabilities. Chapter 4 and 5 are devoted
to a more detailed investigation of the origin of CDW in 1T-type TMDCs, namely the 1T -TaS2
(chapter 4) and 1T -TiSe2 (chapter 5). In chapter 4, after a description of the theory of Peierls
instability in 1D systems, we generalize this mechanism to 2D case and try to demonstrate the
existence of a more complexe scenario for the occurence of CDW in the 1T -TaS2. Although the
generally believed Fermi surface nesting cannot be ruled out as the origin of CDW in the 1T -TaS2,
we find unusual spectral features in ARPES data indicating the non-negligible influence of com-
plex correlations. CDW in the 1T -TiSe2 is presented in chapter 5. The mechanism of the CDW
formation in this compound is generally accepted to be more exotic. We focus our attention to the
so-called excitonic scenario and detail the theory of excitons formation to determine what traces
would reflect the existense of excitons, and compare this with our ARPES data. Finally, chapter
6 is an example of the power of ARPES as a band structure probe. By means of synchrotron
light, we investigate the dispersion of the highest occupied band of the isostructural 1T -TaS2 and
1T -TaSe2 along a direction perpendicular to the layers. Comparison with band calculations allows
us to identify a spin-orbit coupling, this assumption being further confirmed by an analysis based
on group theory.
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Chapter 2
ARPES - spectral function - self-energy
2.1 Introduction
Angle-resolved photoemission spectroscopy is based on the photoelectric effect that was originally
observed in 1887 by Hertz [1]. In 1905 Einstein brought the theoretical explanation of this phe-
nomenon as a manifestation of the quantum nature of light [2]. Since then, ARPES has emerged
as a leading tool to investigate the electronic structure of materials. Its great success is due to the
unique momentum resolved information it provides which allows the direct measurements of the
electronic states dispersion in a crystal [3]. This momentum selectivity has opened the opportu-
nity to obtain physical quantities related to electronic structure of solid such as Fermi surface [4],
superconducting gap [5–7] or pseudogap [8–10].
ARPES has also largely contributed to the validation of various theoretical models or con-
cepts. As under certain assumptions the photocurrent measured by ARPES is directly related
to the spectral function of the studied material, ARPES line shapes can provide insight into the
fundamental interactions taking place inside a many-body system. The first success of ARPES
as probe of many body interaction on an electron in a solid was certainly the excellent agreement
found by Claessen et al. [11] between the ARPES weight distribution measured on 1T -TiTe2 and
the theoretical line shape derived from Fermi liquid behaviour. Since then, this ARPES ability to
reveal the nature of interacting electrons system has been widely used [12]. Recent improvements
in the energy and momentum resolution of modern ARPES analysers permit to reveal fine details
of the photoemission line shapes and thus make the researchers going further into analysis by
refining their models with use of modern many body theory techniques. Most of these develop-
ments took place simultaneously with a growing interest for strongly correlated materials such as
high temperature superconductors, colossal magnetic resistance compounds or low dimensional
materials. The new possibilities of ARPES allow a description of unusual spectral features in low
binding energy region in term of strong electron-phonon, electron-electron or electron-collective
modes coupling [13–15]. Such systematic studies seem to be very promising for understanding the
physical phenomena taking place in complex materials.
In this chapter we present the basic description of the ARPES method, the goal being to
understand what ARPES measures and particularly under which assumptions it can be related to
the single-particle spectral function. For a more complete and rigorous discussion of ARPES we
refer the reader to the rich literature existing on the subject [16–18]. As ARPES has evolved from
a basic band mapping technique to a sophisticated many body spectroscopy, we present in the
second part basic notions of many body theory tools such as Green functions, spectral functions
and self-energy. Then we conclude with a simulation illustrating a method commonly used to
extract the self-energy from ARPES line shapes.
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Figure 2.1: Scheme of a photoemission experiment. Light with energy hν and polarization vector A illuminates
the sample. Due to the photoelectric effect electrons are ejected and can be captured in the detector, and analysed
as a function of their kinetic energy and their polar and azimuthal angles θ, ϕ,respectively.
2.2 ARPES method and theory
The typical geometry of an ARPES experiment is sketched in Fig. 2.1. A beam of monochromatic
photons of energy hν hits the sample whose electrons can absorb photons and thus be excited
under strict momentum conservation into previously unoccupied higher energy final states. If
their final state energy is higher than the potential barrier, they can escape in the vacuum and be
detected in the photoelectron spectrometer as a function of their kinetic energy, angle of emission
and sometimes their spin. The energy of the incoming light is among the parameters which can be
varied in the experiment. One usually distinguishes between two energy regimes, the soft x-rays
regime where the photon energy lies typically between 50 eV and 2000 eV and the ultra-violet
(UV) regime where the photon energy is comprised between 5 eV and 50 eV. Light in the UV
energy range is generally supplied either by gas-discharge lamp or a synchrotron beamline. In
some instruments it is also possible to rotate the polarization vector of the light which allows to
play with selection rules and thus with transition matrix elements.∗
To help in the interpretation of the photoemission experiment, the semiclassical three step
model is commonly used [19,20]. In this approach the photoemission event is broken up into three
distinct and independent processes, as sketched in Fig. 2.2:
(1) The optical transition of the electron between an occupied initial state to an unoccupied
final state of the crystal (intrinsic effects)
(2) The travel of the photoelectron through the sample to the surface
(3) The escape of the photoelectron into the vacuum after transmission through the surface
potential barrier.
(1) Thus the first step to derive a formal description of the photoemission process is to calculate
the transition probability ωif for the optical transition. This excitation takes place between the
N-electron ground state ΨNi with energy E
N
i and one of the possible N-electron final states Ψ
N
f
of energy ENf . The optical transition due to the absorption of a photon of energy hν in a crystal
can be described by the Fermi’s golden rule:
ωif =
2pi
h¯
|< ΨNf | Hint | ΨNi >|2 δ(ENf − ENi − hν)δ(kf − ki −G) (2.1)
Hint is the Hamiltonian representing the interaction of the electron with the electromagnetic
∗A last parameter which is largely used to investigate materials with ARPES is evidently the temperature of
the sample.
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Figure 2.2: Illustration of the three steps model of the photoemission process (from ref. [17]). The three step are:
(1) the optical excitation, (2) the travel to the surface and (3) the transmission through the surface. (a) Energy
level diagram for one-electron states. Two energy scales are depicted, the energy levels referenced to the solid on
the left and the ones referenced to the vacuum potential on the right. The shift between the zero of these two
energy scales is given by the crystal potential V0. (b) Momentum vectors with refraction of the photoelectron at
the surface of the solid.
field of the incoming light. It can be treated as a perturbation and has the following form:
Hint =
e
2mc
(A(r, t) · p + p ·A(r, t)) (2.2)
where A is the electromagnetic vector potential and p the electronic momentum operator. In case
where the wavelength of the spatial variation of A is large compared to the atomic displacement
(i.e ∇ · A ≈ 0) Hint simplifies to Hint = e2mcA · p. This last assumption is reasonably correct
for ultra-violet light and in the bulk of the solid, but no more near the surface because of the
rapid change in the dielectric response. Therefore Hint has to be treated more correctly at the
surface [21]. In (2.1) the delta functions ensure the energy and momentum conservation during
the photoexcitation process (the photon momentum is neglected). kf and ki are the momentum
of the photoelectron, and of the electron before the absorption of a photon, respectively, and G
corresponds to a reciprocal lattice vector. We note that in an extended zone scheme (scheme
which repeats the Brillouin zone periodically in space) the momentum in the optical transition
is conserved modulo a reciprocal lattice vector. This additional source of momentum is indeed
essential to allow transitions under strict momentum conservation.
In order to simplify the expression (2.1) we make use of a crucial assumption of the pho-
toemission theory, namely the sudden approximation. It assumes that the photoelectron φkf is
instantaneously decoupled from the remaining (N-1)-electrons system after the excitation, mean-
ing that there is no interaction between the photoelectron and the photohole. This assumption
allows the factorization of the final state into a photoelectron and a (N-1)-electron system left in
one of the possible excited states m:
ΨNf = c
+
k Ψ
N−1
m (2.3)
where c+k is the creation operator for the photoelectron state φ
k
f . The faster the photoelectron
escapes from the excitation region, the better the sudden approximation is. With use of this
13
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factorization of the final state the transition matrix element in (2.1) becomes
< ΨNf | Hint | ΨNi >=< φkf | Hint | φki >< ΨN−1m | ck | ΨNi > (2.4)
where φki represents the wavefunction of the electron before excitation by the optical process.
Therefore Mif =< φ
k
f | Hint | φki > is a one-electron matrix element and < ΨN−1m | ck | ΨNi >
represents a (N-1)-electron overlap integral. As the remaining (N-1)-electron system relaxes after
the excitation of an electron from orbital φki we have to include the many possible relaxed states
ΨN−1m of energy E
N−1
m . Thus at this stage the total photocurrent can be written as:
I ∼
∑
if
|Mif |2
∑
m
< ΨN−1m | ck | ΨNi >|2 δ(Esolidkin + EN−1m − ENi − hν)δ(kf − ki −G) (2.5)
Here the final energy is decomposed into the kinetic energy of the photoelectron in the solid Esolidkin
plus the energy of the system left behind the photoelectron EN−1m . A further simplification is
possible by considering the independent particle point of view and thus using the Hartree-Fock
formalism where the many electron wavefunction is represented by a single Slater determinant.
The (N-1)-electron overlap integral of (2.5) becomes
∑
m | am |2=
∑
m |< ΨN−1m | ΨN−1i >|2. It
represents the probability that the removal of an electron from the orbital φki of the N-electrons
ground state leaves the (N-1)-particle system in the excited state m. For a weakly correlated
system ΨN−1m ' ΨN−1i , therefore | am |2 is unity for a particular m and zero otherwise, which is
reflected in the photoemission spectrum by a single peak. On the contrary for strongly correlated
systems many of the | am |2 are non zero and therefore the ARPES spectrum shows a main line
followed by several satellites according to the number of excited states m created in the process.
(2) During its travel to the surface the electrons suffer scattering which limits the number
of electrons reaching the surface. These scattering events lead to an inelastic background in the
spectrum which can be subtracted or even ignored.
(3) The last step displayed in Fig. 2.2 is the passage of the photoelectron through the surface.
The condition that a photoelectron has to satisfy to escape into the vacuum is that the component
of its wavevector perpendicular to the surface has to be large enough, h¯
2
2m
k2f⊥ ≥ V0.
The presence of a surface potential barrier induces a fundamental difference between the
momentum components parallel and perpendicular to the surface. Indeed, while the wavevec-
tor component parallel to the surface is conserved modulo a surface reciprocal lattice vector,
K‖ = kf‖ + G‖, the conservation of the perpendicular component is broken. Regarding energy, it
is conserved during the process of electron transmission through the surface.
All this put together leads to the following expression for the photocurrent calculated via the
three step model:
I(K, E) =
∑
if
|Mif |2
∑
m
< ΨN−1m | ck | ΨNi >|2
×δ(Esolidkin + EN−1m − ENi − hν)δ(kf − ki −G)
×δ(E − (Ef − φ))δ(K‖ − k‖ −G‖) (2.6)
The two first delta functions describe energy and momentum conservation for the optical tran-
sition while the two last ones describe energy and momentum conservation during the surface
transmission process. Ef is the final energy of the photoelectron with respect to the Fermi energy
(see Fig. 2.2 (a)).
Under special conditions or a priori assumption, expression (2.6) allows the determination of
the initial state band dispersion. Indeed with the knowledge of the kinetic energy of the electron
outside the sample Evackin , the emission angles (ϑ, ϕ) and the photon energy, it is possible to calculate
14
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the magnitude of the parallel component of the wavevector ki‖ and the energy Ei of the initial
state
Ei = E
vac
kin − (hν − φ)
ki‖ =
√
2m
h¯2
sinϑ (2.7)
For a complete band mapping one still needs to determine ki⊥, which is often not a trivial
matter. To overcome this problem, the most usual and economic approach is to make an assump-
tion about the final state. The simplest way is to assume a free electron final state, which gives
ki⊥ =
√
2mEvac
kin
cos2ϑvac−V0
h¯
. A more accurate method is to work with the final state derived from
band calculation [22]. Finally, more elaborate methods allow absolute determination of the crystal
momentum without any a priori assumption but with the drawback of being more time consuming
and requiring many experimental spectra to determine a single position in k-space [23–25].
Fortunately, for the case of low-dimensional materials like the ones studied in this thesis, the
ki⊥ dispersion can be neglected and only ki‖ has to be determined. This is reflected by the large
amount of ARPES works performed on low-dimensional systems [26].
Unfortunately there are failures in the three step approach of photoemission. First let us
consider the idealized case where electrons possess an infinite mean free path and thus do not feel
the presence of the surface. In such a situation the photoemission process involves a transition
between two perfect Bloch states and this situation is correctly represented by the three steps
model. But in reality the electrons interact strongly with their environment (electron-electron,
electron-phonon, electron-plasmon scattering). Therefore electrons have a finite mean free path
and the photoemission experiment becomes sensible to the surface. The initial and final electronic
states are only Bloch states in the plane parallel to the surface. The price to pay to keep working
with 3D Bloch states which are not stationary states of the problem anymore is to include an
imaginary part to the component of the wavevector perpendicular to the surface of the crystal.
This leads to a smearing of the momentum conservation and loss of the k⊥ conservation. With
these considerations the photocurrent is now expressed by:
I(K, E) =
∑
if
|Mif |2
∑
m
< ΨN−1m | ck | ΨNi >|2
×δ(Esolidkin + EN−1m − ENi − hν)δ(E − Ef )
× (k
I
i⊥ − kIf⊥)
(kRi⊥ − kRf⊥)2 + (kIi⊥ − kIf⊥)2
δ(K‖ − k‖ −G‖) (2.8)
Although the three step model is useful to give a comprehensive view of the photoemission
process, it does not treat the problem correctly from the point of view of quantum mechanics.
A correct description of the photoemission process is given by the one-step model ( Fig. 2.3)
which treats photoemission as a single coherent process [27, 28] with the correct boundary condi-
tions, i.e by considering a semi-infinite crystal. The photocurrent is again given by Fermi’s golden
rule but now the optical transition takes place between two inverse LEED states.
In this approach the k⊥ is conceptually not a good quantum number, as the stationary states
of the problem are written as linear combinations of 3D waves with various k⊥ (but same k‖).
It is not necessary to artificially add an imaginary part to the wavevector as in the three step
model. However to account for the many body interactions which make finite the photoelectron
mean free path as well the photohole life time, the energy now possesses an imaginary part.
This corresponds to assuming a complex wavevector k = kR + ikI. It is important to note the
fundamental difference between the two approaches: in the one-step model the fact that k⊥ is
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Figure 2.3: Illustration of the one step model of the photoemission process (from ref. [17]).
not a good quantum number to describe photoemission follows naturally from the use of correct
boundary conditions, and the addition of an imaginary part to the momentum vector of the initial
and final states is only a consequence of many body interactions. In the three step model, the
addition of an imaginary part to the perpendicular component of the wavevector of the initial and
final state is a consequence of both, k⊥ not being a good quantum number, and many body effects
. This is not fully general as electrons undergo also scattering in plane, i.e. parallel to the surface.
2.3 Many body concepts used in ARPES
Thanks to the improvement in momentum and energy resolutions, photoemission has become
sensitive to the influence of many body interactions [29]. In this context we introduce here some
notions of many body theory. The aim is not to give a complete and rigorous description of this
theory but to define and give a feeling of some concepts used in the following chapters of this
thesis. For further reading the reader is referred to the large existing literature [30–33]
2.3.1 Introduction to Green’s functions
Among the methods used to treat interacting particle systems the Green’s function formalism,
developed within quantum field theory, is certainly the most successful in the photoemission
community. Indeed this method is not only extremely helpful for solving certain many body
problems but also contains all the relevant information of the system, especially when dealing
with the spectral function measured by ARPES.
To introduce Green’s function, let us consider a many body system described by an Hamiltonian
H where | Ψ0 > is the unknown exact ground state of N-particles. At zero temperature the time
ordered single particle Green’s function is defined as:
G(r1, t1; r2, t2) = −i < Ψ0 | TΨ(r1, t1)Ψ+(r2, t2) | Ψ0 > (2.9)
T denotes the time ordering operator defined as:
TΨ(r1, t1)Ψ
+(r2, t2) = { Ψ(r1, t1)Ψ
+(r2, t2) t1 > t2
±Ψ+(r2, t2)Ψ(r1, t1) t1 < t2 (2.10)
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where the plus and minus sign stands for bosons and fermions, respectively. Ψ and Ψ+ are the
second quantized annihilation and creation field operators which can be expressed either in a
position representation or in the basis of single particle states:
Ψ(r, t) =
∑
k
ckφk(r, t) (2.11)
φk are first quantized wave single particle wave functions and ck are destruction operators of a
particle with quantum number k. If the Hamiltonian H is time independent and the system is
translationally invariant, G(r1, t1; r2, t2) depends only on t = t1 − t2 and r = r1 − r2. So we can
introduce the position Fourier transform which is:
G(k, t) =  ck(t); c+k (0) =
∫
d3re−ikrG(r, t)
= −i < Ψ0 | Tck(t)c+k (0) | Ψ0 > (2.12)
where for clarity we introduce the new notation with  to represent Green’s functions. With
this last expression the Green’s function can be interpreted as the probability amplitude that an
electron added to the system in a Bloch state of momentum number k is found at time t > 0 in
the same state. For that reason Green’s functions are also called propagators. We note that if
the electron suffers interaction during the time t, some amplitude will be lost and thus provide
information on the many body physics.
2.3.2 A simple example
A simple example with free fermions illustrates well the possibility of deriving an expression for
a Green’s function. Evidently it is not necessary to use this method for this exactly solvable case
but it is a didactic first approach of the Green’s function formalism. The Hamiltonian for a free
fermions system may be written in second quantification as
H0 =
∑
k
(k − µ)c+k ck (2.13)
with k =
h¯2k2
2m
and µ the chemical potential. We make use of the equation of motion to find the
analytical form of the Green’s function of a free fermions system. The time evolution of a Green’s
function is found by differentiating the expression (2.12):
i
∂
∂t
G(k, t) = i
∂
∂t
 ck(t); c+k (0) 
= δ(t) < Ψ0 | {ck(t)c+k (0)} | Ψ0 > + < Ψ0 | T
∂
∂t
ck(t)c
+
k (0) | Ψ0 > (2.14)
With use of the anticommutation rule for fermions and by noting that the Heisenberg equation of
motion for the operator ck is
∂ck(t)
∂t
= [ck(t), H0] = −(k − µ)ck(t), (2.14) can be written :
i
∂
∂t
G(k, t) = δ(t) + (k − µ)G(k, t) (2.15)
and therefore :
(i
∂
∂t
− (k − µ))G(k, t) = δ(t) (2.16)
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So we refind the mathematical sense of Green’s function as a method for solving differential
equations. (2.16) can be solved by Fourier transformation. This leads to an expression for the so
called unperturbed Green’s function †
G0(k, ω) = ck; c+k 0ω=
∫
dtG0(k, t)eiωt =
1
ω − (k − µ) + iδk . (2.17)
G has a pole at ω = (k − µ) − iδk which corresponds to the energy of the quasiparticle, i.e.
the elementary excitation spectrum. This method to derive Green’s function is very convenient
for this simple example because the time dependence of the operator ck is well known. It is not
always the case and finding information about the dynamics of the many-particle system can be
a very hard task.
2.3.3 The Lehmann representation
Let us introduce now the Lehmann representation of the Green’s function, which will be useful to
introduce concepts related to ARPES such as spectral function or advanced and retarded Green’s
function.
To obtain the Lehmann representation in frequency space one starts with (2.12) and uses the
completeness relation of the exact eigenstate | ΨNn > of the Hamiltonian, I =
∑
n,N | ΨNn >< ΨNn |.
After introducting this identity in (2.12) and a subsequent Fourier transformation we find for the
Lehmann representation of the Green’s function:
G(k, ω) = G+(k, ω) +G−(k, ω)
=
∫ ∞
0
dω′(
A+(k, ω′)
ω − ω′ − µ+ iδ +
A−(k, ω′)
ω + ω′ − µ− iδ ). (2.18)
G+ and G− are the one electron addition and removal Green’s functions. The one particle spectral
function is defined as A = A+ + A− with
A+(k, ω) =
∑
n
|< ΨN+1n | c+k | Ψ0 >|2 δ(ω − EN+1n + EN0 ) (2.19)
and
A−(k, ω) =
∑
n
|< ΨN−1n | ck | Ψ0 >|2 δ(ω − EN−1n + EN0 ). (2.20)
Note that A− and A+ define the one electron removal and addition spectra which can be probed
by means of direct and inverse photoemission, respectively ‡. Thus the ARPES intensity can be
written as :
I(k, ω) = I0f(ω)A(k, ω) (2.21)
where I0 contains the transition matrix elements and f(ω) is the Fermi function which ensures
transition only from the occupied states. With use of the following identity:
lim
δ→0
∫
dx
f(x)
x± iδ = P
∫
dx
f(x)
x
∓ pii
∫
dxf(x)δ(x)
A is related to the Green function by
A = − 1
pi
ImGret =
1
pi
ImGadv. (2.22)
†Here a mathematical trick is used: to ensure that the time integral converges we add an infinitesimal quantity
δk = δsign(k − µ) and consider the Fourier transform of e−δ|t|G(k, t).
‡For A− it can be easily seen by comparison with the expression (2.6) derived for the photocurrent.
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Figure 2.4: Illustration of the spectral function derived for the non-interacting electron case (a) and for the
interacting one (b). (a) The spectrum consists of delta functions located at the bare energies. (b) The line shape
reveals a complex structure composed of a quasiparticle peak and a broad incoherent part.
Here we have introduced the retarded and advanced Green’s functions, Gret and Gadv, which are
the analytic continuations of G at ω = µ:
Gret(k, ω) = G+(k, ω) +G−
∗
(k, ω)
=  ck; c+k retω =
∫
dteiωt
∫
d3re−ikrGret(r, t) (2.23)
and
Gadv(k, ω) = Gret
∗
(k, ω)
=  ck; c+k advω =
∫
dteiωt
∫
d3re−ikrGadv(r, t) (2.24)
where Gret(r, t) and Gadv(r, t) are defined as
Gret(r1, t1; r2, t2) = −iθ(t1 − t2) < Ψ0 | {Ψ(r1, t1)Ψ+(r2, t2)} | Ψ0 >
Gadv(r1, t1; r2, t2) = iθ(t2 − t1) < Ψ0 | {Ψ(r1, t1)Ψ+(r2, t2)} | Ψ0 > .
(2.25)
2.3.4 The self-energy Σ
The utility of Green’s functions is now apparent. Indeed, with knowledge of the analytical form of
the Green’s function of a given system, one can get its ARPES spectral shape (apart from matrix
element effects). For example, the spectral function for the noninteracting Green’s function derived
previously (2.17) is A0(k, ω) = 1
pi
ImGadv = δ(ω − k + µ) which corresponds to infinitely sharp
ARPES peaks at band energies as drawn in Fig. 2.4 (a).
The central interest is to know how the spectral function, and thus the ARPES peak, is
modified when switching on the interactions. This resumes to the calculation of the single particle
Green’s function, which is in general not an easy task for cases more general than the one described
above. One manner to calculate Green’s function is a perturbative approach in which the Green’s
functions are expanded into an infinite series and then evaluated approximately. All the effects of
many body interactions on an electron in a solid are encapsulated into a fundamental function Σ
called the irreducible self-energy. This term as we will see entirely determines the Green’s function.
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It contains every possible type of interaction that the electron can suffer such as electron-electron
scattering, electron-phonon scattering with one, two... phonon processes. This self-energy is
elegantly represented by the following Feynman diagram:
 
Σ =

+  +  +  +  + ...
where the dash and wavy lines correspond to the Coulomb and electron-phonon interaction,
respectively.
We remark that the irreducible self-energy contains only terms which cannot be separated in
two pieces by cutting a single propagator line. The Green’s function can then be obtained from
the following so-called Dyson equation:
G(k, ω) = G0(k, ω) +G0(k, ω)Σ(k, ω)G(k, ω). (2.26)
Iterating this yields to
G(k, ω) = G0 +G0ΣG0 +G0ΣG0ΣG0 + ... (2.27)
(2.26) and (2.27) translated in Feynman diagram leads to
 =  +  Σ
	 =


+
 Σ +  Σ Σ + ...
Thanks to the Dyson equation the Green’s function and the spectral function of an interacting
system can be expressed in terms of the self-energy:
G(k, ω) =
1
G0−1(k, ω)− Σ(k, ω) =
1
ω − k + µ− Σ(k, ω) (2.28)
and
A(k, ω) =
1
pi
ImΣ(k, ω)
(ω − k + µ− ReΣ(k, ω)2 + (ImΣ(k, ω))2 . (2.29)
The proof of Dyson equation is out of the scope of this thesis, but its final result implies that the
excited state Green’s function is obtained from (2.28) by just calculating the self-energy. However,
one has to keep in mind that the self-energy is a summation over an infinite number of distinct
diagrams, rendering this method applicable only if this self-energy can be approximated by the
lowest order terms.
Compared to the non-interacting case, the spectral function (2.29) gives rise to a more struc-
tured ARPES spectrum with quasiparticle peaks at the energy k−µ+ReΣ and with a damping
rate of ImΣ. As can be seen in Fig. 2.4 (b), the line shape is composed of a coherent quasiparticle
peak which becomes sharper when approaching the Fermi level and of the broad incoherent part
which follows more or less the bare dispersion (dispersion in the absence of interaction).
2.4 Simulated example of the extraction of Σ from ARPES
data
As solid state physicists we are interested in the spectral function of the photohole, which bears the
information on the initial state. As shown above the self-energy contains all many body aspects
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of the studied system and therefore a detailed knowledge of this quantity is of crucial importance
to understand the physics behind. The self-energy is related to the ARPES signal through the
relation (2.21), which has been obtained both within the three step model and the Green’s function
formalism. This expression does not consider the extrinsic effects of the photoelectron, however
for the case of low-dimensional systems considered here these contributions can be neglected and
thus this expression represents well the reality, meaning that A(k, ω) and Σ(k, ω) are available
from ARPES data. Good examples of the application of this correspondance between ARPES and
the self-energy can be found in the already-mentionned work of Claessen et al. on 1T -TiTe2 [11]
or in various observations of the electron-phonon coupling [13, 14, 34].
We will here present a procedure commonly used to extract the self-energy information from
ARPES data, based on the so-called momentum distribution curves (MDC), i.e. ARPES signal
plotted as a function of the momentum at a fixed energy. This technique has the advantage that
if one assumes a negligible momentum dependence of the self-energy (Σ(k, ω) → Σ(ω) ), the
interacting spectral function (2.29) simplifies as:
Aω(k) =
1
pi
ImΣ(ω)
(ω − k −ReΣ(ω)2 + (ImΣ(ω))2 (2.30)
which is a simple Lorentzian curve with position ω − ReΣ(ω) and full width 2Γ = 2ImΣ(ω). To
check the accuracy of the self-energy extraction method we proceed as follow: first we calculate
the spectral function with a given self-energy, then we introduce the Fermi cut off function and
the effects of finite momentum and energy spectrometer resolution to obtain a simulated ARPES
spectrum. Then we apply the MDC procedure and compare the self-energy extracted from the
model data with the original assumption.
For our simulation we choose a model self-energy which contains only a contribution from
electron-phonon interaction [14, 34, 35]. In case of weak momentum dependence of the electron-
phonon coupling and at zero temperature the imaginary part of the self-energy can be written
as [35]:
ImΣ(ω) = pi
∫ |ω|
0
α2F (ω′)dω′ (2.31)
where α2F (ω′) is the Eliashberg coupling function. The real part of the self-energy is obtained
through the Hilbert transformation of ImΣ. With use of the 2D isotropic zero temperature Debye
model for phonon an analytical form for this coupling function is obtained : α2F (ω′) = λ(ω/ωD)2
for ω < ωD and zero otherwise . λ represents the strength of the coupling between electron and
phonon and ωD is the Debye energy. Within this Debye model we have finally:
| ImΣ(ω) |= { λpi | ω |
3 /(3ωD)
2, | ω |< ωD
λpiωD/3, | ω |> ωD (2.32)
and
ReΣ(ω) = −(λωD/3)[(ω/ωD)3ln | (ω2D − ω2)/ω2 |
+ln | (ωD + ω)/(ωD − ω) | +ω/ωD] (2.33)
To render our simulated ARPES spectra more realistic, we take into account the finite mo-
mentum resolution by summing the spectra within a given momentum window and convoluting
the spectral function with a Gaussian function of a defined width to account for finite energy reso-
lution. The simulated ARPES intensity, Isim(k, ω) = f(ω)
∫
Aω˜(k)Gauss(ω˜−ω)dω˜, is plotted in
Fig. 2.5 where the non-interacting band dispersion is k = −0.04 + 0.3k , the Debye energy ωD is
0,65 eV and the coupling constant λ is 0,65. The Fig. 2.5 shows the behaviour described in Fig 2.4
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Figure 2.5: (a) Simulated ARPES intensity Isim(k, ω) for the model self-energy (2.32), (2.33). k is the interac-
tionless dispersion and ωD is the Debye energy characteristic of the phonons. (b) Energy distribution curves (EDC)
corresponding to vertical cuts of (a). (c) Momentum distribution curves (MDC) corresponding to horizontal cuts
of (a).
(b), namely a partition of the spectral weight into a coherent part (for ω < ωD) and an incoherent
part (ω > ωD) following the interactionless dispersion. This complex behaviour is better seen in
the energy and momentum distribution curves (EDC and MDC) shown in Fig. 2.5 (b) and (c),
corresponding to vertical and horizontal cuts in the spectra of Fig. 2.5 (a), respectively.
To extract the self-energy from the model data we fit each MDC with the following function:
Fitfct(x) = h0 +
1
pi
h6
(ωFix(h3x + h4)− h5)2 + h1 (2.34)
where h1 and h5 correspond to ImΣ
exp and ReΣexp, respectively, ωFix is the energy position of
the MDC and h3, h4 are dispersion parameters. h0 and h6 are free parameters.
The so-obtained ImΣexp and ReΣexp are plotted in Fig. 2.6 as functions of ωFix, for various
energy and momentum resolutions. The agreement with the original self-energy is perfect for
infinite momentum and energy resolution, while a finite resolution is smearing out the structures.
In this simulation we beneficiated from the preliminary knowledge of the free band dispersion
k which is usually not the case. This can be overcome by starting with a bare dispersion and
adjusting it to get ReΣexp = 0 for ωFix = 0 and ωFix →∞.
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Chapter 3
TMDCs quasi-two dimensional systems
3.1 Introduction
Layered TMDCs have attracted a widespread interest because of their unique electronic properties
such as CDW and superconducting transitions. The compounds of this family have in common the
formula MX2 where M is a transition metal of the group IVb, Vb, VIb, VIIb or VIII and X stands
for a chalcogen atom: sulphur (S), selenium (Se) or tellurium (Te). Structurally their quasi-2D
character arises from their arrangement in a stacking of hexagonally packed planes forming X-
M-X sandwiches weakly coupled to each other by van der Waals-type bonds. Depending on the
stacking sequence of the sandwiches a further distinction into several polytypes is done. These
are referred to as the 1T, 2H, 3R, 4Ha, 4Hb or 6R stacking-types. The number in this abbreviated
notation denotes the number of X-M-X sandwiches per unit cell and T, H and R mean trigonal,
hexagonal and rhombohedral symetries, respectively. The TMDCs subject of this thesis are all
of the 1T-type. Regarding surface sensitive analysis technique like photoemission, these samples
present the advantage of being easily prepared; indeed they can be easily cleaved, thus presenting
a clean surface.
In what follows, structural and electronic properties of several 1T-type TMDCs are discussed
in the context of a review article about ARPES method as probing bulk physics. Special attention
is payed to the behaviour dependence on the degree of filling of the lowest lying d band.
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A review is given on recent angle-resolved photoemission (ARPES) experi-
ments and analyses on a series of layered charge density wave materials. Im-
portant aspects of ARPES are recalled in view of its capability for bulk band,
Fermi surface and spectral function mapping despite its surface sensitivity. Dis-
cussed are TaS2, TaSe2, NbTe2, TiSe2 and TiTe2 with structures related to the
so-called 1T polytype. Many of them undergo charge density wave transitions
or exist with a distorted lattice structure. Attempts to explain the mechanism
behind the structural reconstruction are given. Depending on the filling of the
lowest occupied band a drastically different behavior is observed. Whereas den-
sity functional calculations of the electronic energy and momentum distribution
reproduce well the experimental spectral weight distribution at the Fermi energy,
the ARPES energy distribution curves reveal that for some of the compounds
the Fermi surface is pseudogapped. Two different explanations are given, first
based on density functional calculations accounting for the charge density wave
induced lattice distortion and second relying on many body physics and polaron
formation. Qualitatively both describe the observations well. However, in the
future, in order to be selective, quantitative modeling will be necessary including
the photoemission matrix elements.
3.2.1 Introduction
Context
From the experimental point of view, it is important to distinguish between surface versus bulk
properties probed by the experiments, and to study implications on the experiment if the electronic
structure has a two-dimensional (2D) or a three-dimensional (3D) character. Furthermore, why
are we interested to map the Fermi surface (FS), and are we really measuring the FS?
In fact, we would like to learn about the low energy excitations of electrons, what interactions
govern the properties of the system and whether we have quasiparticles. The topology of the
FS gives an indication on the possible scattering channels of quasiparticles and is therefore an
important ingredient for understanding the electronic properties. Naturally, electronic and lattice
degrees of freedom are not independent, an aspect particularly interesting in CDW compounds
where atom positions are modified thereby lowering the electron energy.
The interplay between lattice and electronic degrees of freedom has received renewed interest
in the context of high-temperature superconductivity and colossal magneto resistance materials
where electron-phonon coupling and possible polaronic effects are considered [1, 2]. A significant
contribution to the discussion is given by angle-resolved photoemission experiments via analysis of
the spectral function. Indeed, the one electron removal spectral function is one of the ingredients
of the photoemission signal, containing the many body physics of the system.
The interpretation of the photoemission signal is a challenge, trying to extract information
on the quasiparticles, their energy dispersion, self-energy and spectral function. The final goal
26
Chapter 3. TMDCs quasi-two dimensional systems
is to be able to obtain everything ranging from the electronic band structure and the FS to the
many body physics and the excitation spectrum of electrons. The CDW materials present several
interesting aspects in this context. First, electron-phonon coupling plays a role by definition and
therefore these materials are a playground to study the interplay between the atomic and electronic
structure, i.e. what is the strategy of the material to optimize its energy thereby creating the CDW,
and second, unconventional spectral features discovered in the most important material’s class of
high critical temperature (Tc) superconductors can be compared to the ones obtained in this more
conventional class of CDW compounds.
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Figure 3.1: Sketch of the CdI2-type 1T sandwich structure, transition metal atoms (M), chalcogen
atoms (X). The trigonal elongation of the chalcogen octahedra along the c axis is characterized
by the z-parameter.
Transition metal dichalcogenides
In the present article we consider a series of transition metal dichalcogenides (TMDCs). We discuss
TaS2, TaSe2, TaTe2, NbTe2, TiSe2 and TiTe2, all in a structural form related to the so-called 1T
polytype crystal structure (figure 3.1). Layered TMDCs are a class of quasi-2D materials. Many
exhibit CDWs and even become superconducting at low temperatures. In the ionic picture the
transition metal atom (M) has a 5d36s2 (Ta), 4d45s1 (Nb) or 3d24s2 (Ti) configuration. The
chalcogen atoms (X), S, Se and Te, with high electron affinity, have all a s2p4 configuration,
missing two electrons for a filled shell. Therefore, the two chalcogen atoms per formula unit may
attract a total of four transition metal d electrons and the degree of filling of the lowest lying d
band will delicately influence the properties of the compound [3]. Nominally, Ta and Nb related
compounds will be in a d1 configuration whereas the ones with Ti will remain with zero d electrons
(d0).
Of course, hybridisation will modify this simplified view, but it is clear that the material’s
properties will be highly sensitive to the number of d electrons. The lower the number of electrons
at EF , the weaker the screening and the higher the tendency to instabilities. In this regard it
seems likely that the heaviest metal (smallest electronegativity) together with the lightest of the
chalcogen atoms (largest electronegativity), i.e. TaS2, gives the most unstable combination and,
on the other hand, TiTe2 the most stable one. Indeed, TaS2 has the most complicated phase
diagram and TiTe2 is a prototype for a 2D Fermi liquid.
Band structure calculations (figure 3.2(a)) confirm that the 6 lowest lying bands are mainly
chalcogen related sp bands followed by a partially filled transition metal d band (downwards
pointing arrows) and the rest of the metal d bands. The bulk Brillouin zone (BZ) of the three-fold
symmetric 1T -structure as well as the surface BZ (SBZ) with corresponding high-symmetry points
is indicated in figure 3.2(b). Due to the octahedral coordination of the metal atoms (figure 3.2(c)),
the five d bands are split into a lower triplet of t2g states and an upper doublet of eg states (figures
3.2(a) and (d)). The σ bonding eg orbitals have higher energies because they interact strongly
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Figure 3.2: a) Calculated band structures, b) surface and bulk Brillouin zones of the 1T structure
with labeled high symmetry points, c) octahedral coordination of the metal atoms, d) density of
states with orbital characters in the ionic picture.
with the neighboring chalcogen atoms. The orbital degeneracy of the octahedral t2g manifold is
reduced in a Jahn-Teller like fashion by a trigonal elongation of the chalcogen octahedra along the
c axis. This elongation influences the overlap of the metal d band with the highest chalcogen sp
bands (figure 3.2(a), arrows pointing upwards) and is characterized by the so-called z-parameter
as indicated in figure 3.1(a). A larger z-parameter indicates a larger metal-chalcogen distance and
tends to lower hybridization.
Among the 1T compounds studied, TaS2 and TaSe2 are similar since they both exhibit an
incommensurate (IC) CDW with (
√
13×√13) symmetry at high temperature. At low temperature
both compounds lock into the commensurate CDW with (
√
13×√13) - R 13.9o symmetry. 1T -TaS2
is more complicated additionally exhibiting a quasi-commensurate (QC) phase at intermediate
temperature. TaTe2 and NbTe2 both stabilize in a monoclinically distorted version of the trigonal
1T polytype and can be interpreted as a (3×1) reconstruction [4,5]. Unlike TaTe2, NbTe2 becomes
superconducting at ≈ 0.5 K [6]. After cooling of heat pulsed crystals to room temperature,
transmission electron diffraction experiments reveale a second, CDW state with a (
√
19 × √19)
signature [7–9], commensurate at room temperature, but readily rendered incommensurate just
above. This observation is interesting since it links to the (
√
13 × √13) reconstruction of TaS2
and TaSe2.
1T -TiSe2 is different in the sense that the lattice is not distorted at room temperature. A
(2× 2× 2) reconstruction appears at ≈ 200 K together with a maximum in the resistivity [10,11].
1T -TiTe2 does not show any phase transition remaining in its trigonal high symmetry phase and
is considered to be a prototype of a 2D Fermi liquid.
To get an overview on the different compounds we can classify them into two categories,
the Ta (including Nb) compounds with d1 configuration and the Ti related compounds with d0
configuration. ARPES results within a given category are rather similar. Numerous studies of
the electronic properties have been carried out for TMDCs [12–23]. For practical reasons, in this
review article, results will be shown only for some of the compounds, but the discussion will involve
all of them.
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3.2.2 Aspects of photoemission
Even for quasi-2D materials such as the layered TMDCs, the photoemission experiment proceeds
in the real 3D world and attention has to be payed to the fact that the escape depth of electrons
is small. The result is that ARPES is very surface sensitive unless extremely high (of the order
of a few keV) or low (5 - 10 eV, e.g. lasers) photon energies are used. Therefore, experiments
such as the ones presented here effectively probe the surface electronic structure. Depending on
the material and the presence of surface relaxation and/or reconstruction of atomic positions,
so-called surface states may exist besides the bulk states. While surface states are interesting
by themself, they are not relevant for the bulk physics we are interested in here. Surface states
(perfectly 2D objects) may exist in a region of wave vectors parallel to the surface (k‖ region) and
energy interval where there are no bulk states available for all wave vectors perpendicular to the
surface (k⊥), i.e. where the bulk band structure is gapped. Furthermore, surface states are very
sensitive to surface modification, e.g. due to adsorbates or contamination and do not show any
dispersion as a function of k⊥. From these criteria we did not find indications for surface states
in the experiments presented here.
Another important aspect occurring due to the surface sensitivity of ARPES is the following.
Within first order time dependent perturbation theory ARPES is described by the Fermi golden
rule giving the transition probability between two stationary states due to the perturbation, i.e. the
photon field. Since for ARPES the contribution of the surface is dominant, the stationary states
are the ones respecting the boundary conditions of a semi infinite solid. These are called inverse
LEED states, named in connection with the low energy electron diffraction (LEED) experiment.
The point is that parallel to the surface, periodicity is intact (maintaining Bloch states with
quantum number k||, 2D Bloch states) whereas it is broken perpendicular to the surface (k⊥ is
not a good quantum number, i.e. it is not conserved). In quantum mechanics, a trick is, to
still use k⊥ as a quantum number but to give it a ”live time” or a ”broadening” (k⊥ broadening),
instead of admitting a linear combination of basis functions from a complete set (i.e. the 3D Bloch
functions) and calculating the inverse LEED states. Often in the literature this non-conservation
of k⊥ is associated with an electron and hole life time and the finite mean free path of the electron.
The life time and mean free path of the electron due to interactions, however, are not specific for
k⊥. But the association may be understood by the fact that electron interactions indeed are
responsible for the surface sensitivity and therefore for the non-conservation of k⊥.
As a consequence, a strict momentum conservation of the 3D wave vector k is not guaranteed
and only k|| is conserved. This may have dramatic consequences particularly for 3D materials
where for a given k|| different k⊥ contribute to the ARPES signal, especially for k⊥ with a high
density of states (DOS), leading to a k⊥ smearing and the measurement of the so-called 1D-
DOS [24]. For 2D materials, as it is our case, the situation is to our advantage in the following
sense. The transition in the Fermi golden rule goes from the initial state (ground state of the
N electron system) to the final state, consisting (within the sudden approximation) of an N-1
electron system with a factorized independent electron in the detector. The N-1 electron system
of the 2D material leads to the description of the ARPES signal in terms of the one electron
removal spectral function A(k||, ω) depending only on k|| and the electron energy ω and a 3D final
state single electron reaching the detector. This 3D final state indeed suffers from k⊥ broadening,
inducing also an energy broadening, with the advantage of filling possible final state energy gaps.
For strictly 2D electron systems this final state energy and k⊥ broadening is not affecting the line
shape of the ARPES signal, it is only influenced via an energy and k dependent matrix element.
However, a slight departure from the 2D character may already result in a broadening, not to be
mixed up with spectral function effects (many body physics) [25].
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3.2.3 Experiments and calculations
Traditionally, in ARPES, relatively few energy distribution curves (EDCs) were measured for
different angles in order to determine the bandstructure and the k|| location where bands cross
the Fermi level (EF ). Then, Santoni et al. [26] used an alternative way to obtain the same
information. With a 2D display-type analyzer they mapped the FS of layered graphite directly
by measuring the total intensity within a narrow energy window at EF . Inspired by Ref. [26]
sequential angle-scanning data acquisition [27, 28], as introduced by the surface structural x-ray
photoelectron diffraction (XPD) method, was used to map the intensities within a narrow energy
window at the Fermi energy [29–31]. It was also realized that simple intensity mapping at EF
as a function of angle or k|| might not be sufficient to determine the Fermi vector (kF) and
that a combination of intensity mapping and EDCs is necessary in order to verify whether a
quasiparticle peak indeed crosses the Fermi level [32]. Another, most important finding was that
so-called angular distribution curves (ADCs), nowadays also called momentum distrbution curves
(MDCs), i.e. intensities as a function of angle or k|| for a fixed binding energy, are much easier
to interpret and to fit for quantitative interpretation in terms of the spectral function than the
traditional EDCs because of their much simpler line shape (Lorentz-function type functionality of
the spectral function) [33–36]. The analysis of ADCs instead of EDCs has been applied successfully
to the cuprate high Tc superconductors [37]. These ARPES modes are well established now and
have proven their power on many systems [31, 32, 36, 38].
ARPES EDCs were acquired with a Scienta SES-200 hemispherical electron energy analyser
with energy and angular resolution of 5 meV and 0.25◦, respectively, while the Fermi surface
mapping (FSM) measurements have been collected in a modified Vacuum Generator ESCALAB
Mk II spectrometer [39] with energy and angular resolution of 50 meV and 0.5◦, respectively. The
sequential motorized sample rotation has been described elsewhere [31].
Monochromatized He I photons of energy 21.22 eV were used for all measurements reported
here. The samples were prepared by vapour transport and cleaved in situ at pressures in the
10−10mbar region at room temperature. Surface cleanliness before and after ARPES measure-
ments was monitored by x-ray photoelectron spectroscopy (XPS), while LEED was used to check
the sample orientation and the evolution of the CDW superstructures. The Fermi energy and
instrumental energy resolution were calibrated by measuring a polycrystalline copper sample.
First principle calculations were performed in the framework of density functional theory
(DFT) using the full potential augmented plane wave plus local orbitals (APW+lo) method
in conjunction with the generalized gradient approximation (GGA) in the parametrization of
Perdew, Burke and Ernzerhof [40] as implemented in the WIEN2k software package [41] as well as
the ABINIT code [42, 43] using the local density approximation (LDA) and relativistic separable
dual-space Gaussian pseudopotentials [44]. A recent extension to WIEN2k based on the OP-
TICS package allows the computation of the imaginary part of the static electronic susceptibility
χ(q) [45]. The phonon dispersion is computed with the help of density functional perturbation
theory (DFPT) capabilities of ABINIT [46, 47].
3.2.4 Results and discussion
Pseudo gap and missing Umklapp bands
Figure 3.3 presents FSMs for TaS2 and TiSe2 collected at room temperature (figures 3.3(a) and
(b)). A DFT based calculation for the undistorted or normal state structure, using a free electron
final state, is shown in figure 3.3(c) . The measurements shown in figures 3.3(a) and (b) are typical
for the nominally one and zero d electron compounds, respectively (see above). The different filling
translates into a different sized ellipse around the M¯ point as illustrated in figure 3.3(d). In fact,
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Figure 3.3: Fermi energy maps for a) TaS2 and b) TiSe2. Raw data has been normalized by
the mean azimuthal value (see text). c) Density functional theory based simulation for TaS2 ,
inscribed are the CDW-induced reconstructed BZs and a possible nesting vector across M¯ . High
intensity is in white. d) Sketch of the elliptically shaped Fermi energy contours for nominally one
d electron (large ellipse) and zero d electron (small ellipse) filling.
FSMs for TaSe2 [19] TaTe2 and NbTe2 [5] are very similar to the result for TaS2 and the FSM for
TiTe2 [32] resembles the one of TiSe2 .
The calculated lines (only shown for TaS2, figure 3.3(c)) agree well in shape with the mea-
surements for all compounds. Differences exist mainly in the intensities with marked three-fold
symmetry for the experiments. This is attributed to matrix element effects [13]. Note that figure
3.3(a) presents normalized data. In fact, for the raw data (not shown, see Ref. [5,12,13,19]) inten-
sity is maximal near normal emission (Γ¯) and falls off rather quickly towards larger polar angles.
This behavior is observed for TaS2, TaSe2, TaTe2 and NbTe2 and has been attributed to the dz2
character of the transition metal band [13]. A normalization of the FSM by the mean intensity
for each polar emission angle as shown in figure 3.3(a) eliminates this dependence and allows to
reveal weaker off-normal features. However, centered circular features are then suppressed with
the consequence that the closing of the ellipse near Γ¯ is not apparent in the normalized data.
The important point to notice is that the CDW induced lattice distortion is present at room
temperature for TaS2, TaSe2 as well as TaTe2 and NbTe2. However, the corresponding umklapp
bands with the symmetry of the BZs due to the reconstruction (as inscribed in figure 3.3(c) ) are
not clearly observed. A second important observation is that, again for all but TiSe2 and TiTe2,
the high intensity lines in the experiment do not correspond to Fermi energy crossings of intensity
maxima or quasi particle peaks [5,12,19]. This is verified with EDCs measured across these high
intensity lines as shown in figure 3.4(a) . EDCs are displayed along the Γ¯−M¯ direction for NbTe2,
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Figure 3.4: He I excited energy distribution curves along the Γ¯ − M¯ direction for NbTe2, TaS2
and TiSe2.
TaS2 and TiSe2. The dispersion of the d band is what is expected from the elliptically shaped FSM
contours. What is striking, however, for NbTe2 and TaS2, is a characteristic back bending of the
intensity maximum when approaching EF , not crossing EF but provoking considerable spectral
weight at EF (as seen in the FSM in figure 3.3). No quasiparticle crossing has been found for any
of the measured energy dispersion curves. Thus, strictly speaking, the maps for TaS2, TaSe2 and
NbTe2 are not Fermi surfaces. The observed intensity originates from bands which come close
to the Fermi level, but must not be associated with quasiparticle crossings, but rather spectral
weight which leaks across the Fermi level. The signature of such a pseudogapped Fermi surface is
also observed in high Tc superconductors [48] and has remained a controversial topic.
Therefore, for all but TiSe2, the FSMs show that there is a so-called pseudogapped Fermi
surface. As for TiSe2, this is also not the case for TiTe2, considered as prototype for a 2D Fermi
liquid [49–51] where ARPES shows sharp quasiparticle peaks becoming increasingly narrow when
approaching EF according to what is expected from their life time.
The point to discuss is whether the two observations, i.e. a pseudogapped FS and the non-
observation of the Umklapp bands are connected. From a deeper investigation of TaS2 using DFT
calculations it turns out that a connection can be made [19] as follows. From a band structure cal-
culation point of view, even the slightest atom displacement inducing a structural reconstruction
with symmetry breaking (such as indicated in figure 3.5(a)) will immediately introduce a new BZ
(figure 3.5(b)) with back-folded bands (figure 3.5(c)). However, for sufficiently small atom displace-
ments the electron wave functions probed by ARPES will practically be unaffected. Therefore,
a band structure calculation of the reconstructed crystal structure will display a wealth of new
bands (sub-bands, dotted lines in figure 3.5(c)), but the spectral weight distribution measured by
ARPES will basically continue to follow the band structure of the unreconstructed lattice (open
circles in figure 3.5(c)) [52]. In figure 3.5(d) the situation is explained for a quasi-1D atomic chain.
The top and bottom panels show the unreconstructed and reconstructed chains, respectively. The
influence of the reconstruction on the electronic structure (back-folded bands, FS) is sketched
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Figure 3.5: Band structure calculations for CDW phase a) Sketch of the Ta-plane with CDW-
induced (
√
13×√13) - R 13.9o reconstruction. b) TaS2 normal state (large hexagon) and CDW-
induced (small hexagons) BZs. c) TaS2 band structure calculation for the distorted structure
(dotted lines) calculated along high symmetry points of the normal state BZ together with the
band structure of the normal state structure (open circles). d) Sketch of the behavior of the
bandstructure and Fermi surface contours of a quasi-1D system with one electron per unit cell.
Arrows indicate weak spectral weight observed on Umklapp bands (see text).
(arrows). The spectral weight on the new bands will depend on the scattering strength of the
potential with the new symmetry. With this in mind we can understand that the observed EDCs
(figure 3.4) display an intensity distribution following the sub-bands, but are heavily weighted
by the bands of the unreconstructed structure. This is in agreement with the observation of a
pseudogap since the topmost sub-band is present all over the BZ with empty states very close to
EF (figure 3.5(c)). Within this explanation, we are always finding spectral weight at EF , whether
it is originating from thermal occupation via the Fermi-Dirac distribution or whether states are
truly below EF . However, since these states are merely straddling EF , we cannot observe a true
crossing of a quasiparticle peak and hence experience a pseudogap behavior displaying an intensity
distribution of spectral weight according to the unreconstructed lattice. Figure 3.6 is in agreement
with this view. It shows the spectral weight distribution at EF for TaS2 measured at 20 K deep
in the commensurate CDW phase, together with an FSM calculated for the (
√
13 × √13) - R
13.9o structure (see also figure 3.5(c)). The agreement is nice with high intensitiy in the center
of the new BZs. However, TaS2 when transiting to the commensurate CDW phase undergoes a
Mott transition [53, 54] and is not metallic anymore. Nevertheless, the remaining experimental
spectral weight distribution at EF follows the symmetry of the new BZs [55]. Therefore a possible
explanation of the pseudogap is given using the single particle picture and band structure calcu-
lations together with the fact that Umpklapp bands carry only weak spectral weight. Although
an identical analysis for TaSe2, TaTe2 and NbTe2 has not been done, a similar explanation may
also apply.
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Figure 3.6: a) TaS2 Fermi energy map measured in the commensurate phase at 20 K. Superimposed
on it are the (1x1) BZ boundaries as well as the BZ boundaries of the commensurate (
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- R 13.9o superstructure in thin dashed lines. b) Calculation of the FSM based on the (CDW
phase) band structure (figure 3.5(c)). High intensity is in white.
Fermi surface nesting
The next point, which will lead us to a deeper understanding, is the question of the origin of
the lattice distortion. What is the strategy of the material to gain electronic energy necessary
to compensate the elastic energy for the lattice distortion? The classical mechanism in 1D for
the occurrence of a CDW is the Peierls instability [56, 57] where a metal becomes unstable with
respect to a spatially modulated perturbation with wave vector qCDW equal to two times the
Fermi vector 2kF (figure 3.5(d)). This leads to the formation of electron-hole pairs with the same
wave vector and finally to the opening of a gap which provides a gain in electronic energy in order
to compensate the elastic energy paid for the lattice distortion. Figure 3.5(d) (top) displays the
case of a strongly nested FS as indicated by arrows connecting nested (parallel) parts of the FS
contour. One electron per atom (and unit cell) of chains of atoms with distance a is assumed.
Therefore the Fermi vector is kF = pi/(2a) since the quasi-1D band is half filled. The BZ boundary
is located at 2kF = pi/a (figure 3.5(d) , top). If the lattice is distorted in order to double the
periodicity, i.e. to introduce a CDW with wave length 2a, elastic energy has to be paid. At the
same time a doubling of the periodicity in real space results in reducing the dimension of the BZ
by a factor of two. The consequence is that the new BZ boundary is now located at kF = pi/(2a)
and the band is full (two electrons per unit cell, due to the doubling of the periodicity) with the
opening of a gap at the new BZ boundary at pi/(2a) and a corresponding gain of electronic energy.
However, especially for long qCDW (with many small new BZs ) and imperfect nesting (with
remaining small metallic pockets) it may be difficult to follow in detail the reconstruction and
back folding of bands unless they carry enough spectral weight (see above). The driving force for
such an instability is given by the topology of the Fermi surface (FS) which has to present favorable
nesting conditions. Namely, large portions of the FS have to be connected or nested by the vector
qCDW. A good indicator of the quality of the nesting is the imaginary part of the static electronic
susceptibility χ(q) [58] which, in linear response theory, relates the response of the system to the
perturbation. An estimate of the imaginary part of the static electronic susceptibility χ(q) may
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be defined as =χ(q) = ∑n′,n,k δ(εn′,k+q − εn,k), neglecting matrix elements [5, 59]. The Dirac
function δ gives a contribution or not depending on whether q is a nesting vector or not.
For TaS2, computation of =χ(q) [55] (not shown) for q⊥ = 0 gives a local maximum around
q‖ = 1/
√
13 × a∗, consistent with Myron’s [60] calculations obtained for a more limited set of q
vectors. The maximum is located along the Γ-M direction, 13.9o off with respect to the CDW wave
vector of the commensurate phase. This is consistent with the CDW direction of the IC phase
rotation by 13.9o while passing through the IC to QC phase transition. However, while FS nesting
is a plausible explanation for the onset of the CDW, the overall quite large value of χ(q) found
at least along Γ-M is intriguing and questions whether a relatively small and broad maximum
at q‖ = 1/
√
13 × a∗ is sufficient to explain the occurrence of the IC CDW. As pointed out by
Johannes et al. [58], definitive evidence for the contribution of nesting to the CDW formation
needs confirmation by calculations of the real part of the static electronic susceptibility.
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Figure 3.7: Calculations for 1T -NbTe2. a) Results of =χ(q) calculations within the first Brillouin
zone at qz = 0 (ΓMK plane) obtained by integration of the APW+lo FS. The peak marked 1
occurs exactly at qx =
1
3
a∗. Feature 2 is close to the nesting vector of the
√
19×√19 CDW phase.
b) APW+lo calculations of cuts through the Fermi surface at kz = 0 and kz = c
∗/2. Nesting
vectors of length q = 1/3a∗ feature 1 and q = 0.19a∗ feature 2 are indicated. c) Phonon dispersion
of 1T -NbTe2 along high symmetry lines obtained by the response function capabilities of ABINIT.
Frequencies below 0 meV are imaginary. All free degrees within the trigonal P3¯m1 space group
were relaxed using the Broyden-Fletcher-Goldfarb-Shanno minimization scheme as implemented
in the ABINIT code.
For NbTe2 the situation is more clear cut. Its structure is a monoclinically deformed 1T
arrangement. LEED measurements suggest that the structure can be understood in terms of a
(3× 1) superstructure. For completeness, we note that the bulk structure exhibits a (3× 1 × 3)
supercell structure, since successive layers are shifted within the plane. The results of =χ(q)
calculations are presented as linear gray scale plots in figure 3.7(a) with white indicating a large
response of the electron system. Strong nesting is present for small, but non-vanishing q vectors.
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These contributions are due to intraband nesting from weakly dispersing bands and can be reduced
by choosing a smaller energy window.
Highly interesting is the peak at q = 1
3
a∗ along the ΓM and ΓM’ directions in figure 3.7(a)
(feature 1). We associate this peak with a nesting vector leading to the (3 × 1) superstructure
observed by LEED and plotted in the calculated FS cut in figure 3.7(b). Thus, the electronic
structure of trigonal NbTe2 appears unstable with respect to a potential with wavevector q =
1
3
a∗.
As discussed in Ref. [5], a second maximum (feature 2) at q = 0.19a∗ along ΓK might be related
to the (
√
19 × √19) CDW phase, which was observed after cooling of heat-pulsed crystals to a
temperature just above room temperature [61].
The occurance of a maximum in the electron susceptibility alone does not explain the distortion
to the monoclinic structure. The presence of a perturbation with the corresponding q vector is
necessary. In the one-dimensional Peierls scenario this potential is provided by a soft phonon
mode.
The DFPT phonon bandstructure for the relaxed trigonal NbTe2 structure obtained by diag-
onalization of the dynamical matrix along high symmetry lines is shown in figure 3.7(b). The
lowest lying acoustic branch exhibits imaginary frequencies. DFPT contains the implicit assump-
tion that phonons are simple harmonic modes. Soft modes are by definition anharmonic and their
frequency goes to zero. Zero frequency implies that the lattice structure is unstable and will trans-
form, typically, to a lower symmetry phase. In the extreme case, electronic structure calculations
may give an imaginary phonon frequency indicating that the ideal structure is unstable [62]. The
phonon frequencies are the square roots of the eigenvalues of the dynamical matrix. Imaginary
frequencies correspond to negative eigenvalues of the dynamical matrix. A negative entry in the
diagonalized dynamical matrix contributes a negative energy to the total Hamiltonian, indicating
that the expansion was not carried out around the equilibrium configuration. Thus there exists an
energetically more favorable configuration. At high temperature, the lattice has sufficient energy
to overcome the energy barrier between two or more symmetry-related variants of the low temper-
ature structure such that the average observed structure has higher symmetry. In such cases the
ideal structure is stabilized by high temperature and will undergo a phase transition on cooling,
to a low temperature phase whose symmetry differs by the symmetry of the imaginary mode.
The most unstable modes in figure 3.7(b) occur along q = (1/3, 0, qz)a
∗. This strongly supports
the Fermi surface nesting scenario for NbTe2. Furthermore, from an analysis of the eigenvectors
of the dynamical matrix, the distorted structure may be qualitatively constructed.
Electron phonon coupling
Despite the explanation given above for the absence of any clear quasiparticle crossing at EF
using DFT calculations, relying on many new BZs and Umklapp bands with weak spectral weight,
the broad spectral weight distribution instead of delta-function like peaks, is peculiar. Electron-
phonon coupling is expected to be relatively strong for the CDW compounds [61] and consequently
polaronic effects may also play a role. Polarons recently received increased attention for the
interpretation of anomalously broad ARPES features [1, 51, 63]. The polaron concept was first
introduced by Landau [64] and represents an electron moving in a polarizable lattice carrying the
lattice deformation with it. In the Holstein model [65] one assumes an on-site coupling of the
electrons with dispersionless lattice vibration modes. Thus this model is adapted to short range
electron-lattice interaction and refers to a small polaron. Since for increasing strength of the
coupling the polaron radius shrinks to a single lattice site, the Holstein model is more suitable to
study strong interactions. In the case of the Fro¨hlich Hamiltonian [66] long-range electron-lattice
interaction is also active with lightly dressed particles polarizing the environment weakly on a large
spatial extend around themselves. Thus in this case the polaron is called a large polaron. The
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influence of electron-phonon coupling, if strong enough, may even gap a non-nested FS as shown
by recent numerical calculations of the spectral function for the spinless Holstein model [67]. An
illustration of this behavior at half filling is shown in figure 3.8(a). In the weak coupling regime
most of the spectral weight close to kF resides in the polaronic quasiparticle. The dispersion of this
band exhibits a mass enhancement due to the weak dressing of the electron. Further away from kF
the polaron band is no more visible since most of the spectral weight is transfered to the incoherent
part which follows the bare (not re-normalized) dispersion (k). For strong coupling the spectrum
consists again of the polaronic quasiparticle and an incoherent part. However, as a consequence of
the predominantly local effects in the strong coupling regime, the polaron quasiparticle contains
almost zero electronic spectral weight for the whole momentum range and turns to a very narrow
band. The incoherent part, where the electronic spectral weight is concentrated, broadens and
does not cross the Fermi level but flattens in its proximity forming a pseudogap.
Intuitively this behavior can be understood from the exactly solvable model for the coupling
of a single electron to a bath of independent phonons of frequency ω0 [68]. The broad line shapes
as well as the vanishingly small quasiparticle spectral weight comes naturally from the calculated
spectral function of this model. Figure 3.8(b) sketches the outcome for the fixed particle with
bare energy c interacting with a set of Einstein phonons of frequency ω0. Due to the coupling
the ground state energy is shifted by ∆ = gω0, g being the coupling. The spectral function is an
envelop of many individual peaks spaced by ω0. The peak closest the Fermi level is the quasiparticle
peak or zero-phonon peak. It is shifted by ∆ from the non-interacting energy position c. The
following peaks are satellites. They indicate that the single electron is not an eigenstate of the
Hamiltonian and the particle has a finite probability of occupying other states carrying l phonons
with it. From the PES point of view it means that a removal of an electron from the system
occurs with a probability of shaking off a certain number of bosons. This picture also refers to
what is called the Franck Condon broadening. Depending on the coupling more or less spectral
weight is concentrated on the quasi-particle peak and the broadening is more or less pronounced.
A polaron scenario thus allows to explain the apparent absence of quasiparticle crossings as well
as the broadened line shape in the experimental ARPES spectra.
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Figure 3.8: a) Schematic inverse photoemission (IPES, ω > 0) and photoemission (PES ω < 0)
spectral functions adapted from the numerical calculations of the Holstein problem for the two
limits of weak and strong coupling [67]. b) Spectral function of a single fixed electron coupled
to a bath of phonons of frequency ω0 [68]. The spectrum consists of a multi-peak structure and
the quasi-particle ground state is shifted from the free electron energy c by ∆ which is larger for
strong coupling. The stronger the coupling the more spectral weight is transfered to the satellites
(l > 0) with maximum intensity on the centroide of the spectrum.
Figure 3.9 presents ARPES measurements in the IC and QC phases, taken at 350 K and 344
K, respectively. The intensity plots (high intensity in black) on figure 3.9(a) are azimuthal cuts
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Figure 3.9: a) ARPES intensity maps measured along the azimuthal angle at a polar angle of 14◦,
for the IC and QC phases. b) Symmetrized plots of the zone delimited by the dashed rectangle on
the maps of a). The corresponding location in the surface reciprocal space is shown by the curved
arrow on the FS sketch in d). c) EDCs extracted from the maps plotted in a), in black for the QC
phase and gray for the IC phase. The dashed arrow is located at the same position as the dashed
arrows of a). d) The black ellipses represent a sketch of the FS where are also superimposed the
(1x1) BZ and the (
√
13×√13) - R 13.9o BZ boundaries in continuous gray lines and dashed gray
lines, respectively.
taken at a polar angle of 14◦ with respect to Γ¯. The only visible band, near EF , originates from Ta
5d electrons. In figure 3.9(b) these intensity plots are symmetrized with respect to the Fermi level
and summed, in order [69, 70] to remove the perturbative effect of the Fermi-Dirac distribution
cutoff and to infer whether the spectral function peak crosses the chemical potential or not. Figure
3.9(c) shows the energy distribution curves (EDCs) corresponding to the intensity plots shown in
figure 3.9(a). In figure 3.9(d) a sketch of the FS contours is drawn, together with a superposition
of the normal- and commensurate-state BZs. The curved arrow indicates the location of the
intensity plots of figure 3.9(a). The presumed nesting vector qCDW is also drawn according to the
calculation of =χ(q), connecting flat parts of the elliptically shaped FS with large, possibly nested
(parallel) portions which have strongly turned the discussion of the origin of the CDW towards
the nesting scenario.
In the following strong similarities with figure 3.8 become evident giving good reasons for a
polaron scenario. Experimentally, large parts of the FS have been investigated (not shown) and
we do not observe a different behaviour than that shown in figure 3.9 and described next.
In the IC phase (figures 3.9(a) and (b), left) a broad Ta 5d band flattens and narrows slightly
when approaching EF , giving rise to a small maximum centred at EF in the symmetrized plot.
In a standard interpretation of the symmetrization procedure this would be attributed to a Fermi
level crossing of the quasiparticle peak. However, band calculations predict a linear slope through
EF and no flattening as observed. Moreover within the Fermi-liquid picture ARPES peaks are
attributed to quasiparticle excitations whose lifetime increases when approaching EF . However, in
our case the Ta 5d peak remains anomalously broad near EF . Thus we are clearly in the presence
of a renormalized band which touches EF without clearly crossing it.
An enhancement of the previous anomalies can be observed upon cooling down to the QC
38
Chapter 3. TMDCs quasi-two dimensional systems
phase (figure 3.9(c)). The line shape gets abruptly broader (when lowering T by only 6 K), the
centre of mass of the Ta 5d band shifts towards higher binding energy when approaching the
Fermi vector and becomes clearly separated from a small maximum visible in the symmetrized
plot (figure 3.9(b), right). This symmetrization peak originates from a finite spectral weight near
EF . As described above, Bovet et al. [19] attributed this to a reconstruction induced band coming
from above and merely straddling EF . In the polaron picture proposed here, this finite intensity
near EF is also compatible with a remnant weight of the coherent quasiparticle (figure 3.8) [67].
The changes between the photoemission spectra of the IC and QC phases are abrupt and
are interpreted as a change of the electron-phonon interaction character. Indeed, in 2D or 3D
systems there is a qualitative dependence of the polaron type (large or small) on the range of the
electron-lattice interaction [71]. While large polarons are formed if the electron-lattice interaction
due to the long range Coulombic interaction between electronic carriers and lattice ions is of
predominant importance, small polarons form if the short range electron-lattice interaction such as
the deformation potential interaction dominates. The formation of the commensurate domains in
the QC phase introduces, as shown above, the ”Stars-of-David” which can be identified with small
molecules acting as potential wells and hence favouring the short range interaction. Moreover, it
has been noted [71] that the presence of long-range interaction eases the requirements for forming
small polarons. Therefore, the CDW in the IC phase leads to a static deformation of the whole
lattice structure which, in turn, leads to a more local character of the electron-lattice interaction
and an enhancement of the electron-phonon coupling strength, i.e, to a lattice distortion enhanced
electron-phonon coupling.
For the TaSe2 and NbTe2 it is likely that the situation is similar although a detailed analysis has
not been made. Inspecting the spectra in figure 3.4 reveals a very similar behavior of broad peaks
approaching EF without crossing it together with spectral weight at EF responsible for the FSMs
being in good agreement with DFT calculations reproducing the image of the bare dispersion.
For TiSe2 and TiTe2, however, the scenario appears to be very different. Sharp quasiparticle
peaks are clearly crossing EF . For TiTe2, the FL prototype, this is understandable, but TiSe2
undergoes a CDW transition and the mechanism for the system to gain electronic energy is under
debate [72–74].
3.2.5 Conclusion and outlook
In summary, we have discussed a series of transition metal dichalcogenides related to the 1T
structure, therefore having similar crystallographic and electronic structures. We have observed a
distinctly different behavior between the compounds with, according to the ionic picture, nominally
one and zero d electrons in the lowest occupied d band.
The d1 compounds all show a very similar behavior as observed with ARPES and all present
lattice distortions deviating from the 1T structure. The ARPES intensity distribution at EF is well
described by the single particle or DFT based band structure obtained for the un-reconstructed
1T structure. However closer examination shows that there are no quasiparticle peaks crossing
EF such that the FS appears pseudogapped. Two explanations have been put forward.
The first is based on DFT calculations for the distorted structure taking into account the many
new sub-bands (Umklapp bands) producing electronic states all over the normal state BZ with
most of the ARPES spectral weight along the bands of the un-reconstructed structure. In this
scenario, the unusual energy broadening of bands may be explained by the contribution of many
(experimentally unresolved and energetically close) sub-bands.
The second explanation is inspired by the peak shape of dispersing features being particularly
large. A spectral function based on polaron formation has all the attributes to explain the ex-
perimental observations. In fact, electron-phonon coupling dresses the quasiparticles with lattice
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vibration excitations leading to a broadened and re-normalized line shape resembling strongly the
experimental observation.
The d0 compounds are very different. Sharp quasiparticle peaks are observed the FS is not
pseudogapped. However, whereas one of the compounds behaves Fermi-liquid like, the other
undergoes a CDW transition. It is not clear presently what mechanism is responsible for the
instability. It is certain that a delicate balance between interactions of the chalgogen sp electrons
with the transition metal d electrons, their mobility and screening power together with the reaction
of the lattice determine the amazing properties of these materials.
The calculated d1 material’s Fermi surfaces are all similar in shape and resemble an ellipse with
rather flat parts that are susceptible for FS nesting. In order to investigate FS nesting as driving
mechanism for the lattice distortion the imaginary part of the static electronic susceptibility has
been calculated. The case for FS nesting is rather clear for NbTe2 since phonon calculations also
display a respective softening. It can, however, not be generalized for the others. In particular,
the situation is more complicated for TaS2.
An important conclusion is that from the present point of view we cannot distinguish between
the two explanations for the behavior of the ”one electron” compounds, i.e. single particles with
many sub-band, versus polarons. The interpretation is not unique. It is necessary to refine the
analysis to find unique differences. More accurate simulations are necessary in the future, in
the sense of not only modeling the physics of the N-electron system but including photoemission
matrix elements for a quantitative comparison. This would remove ambiguities related first, to
strong versus weak spectral weight and second, to initial state (physics, spectral function) related
versus final state (experiment specific, geometry) related broadening.
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Chapter 4
On the search for the CDW origin in 1T -TaS2
4.1 Introduction
Among the many phase transitions occuring in low dimensions, the charge density waves, first
discussed theoretically by Fro¨hlich in 1954 and by Peierls in 1955 [1], play an important role.
Peierls, in his famous book The quantum Theory of Solids, described how a one dimensional metal
becomes unstable with respect to a spatially modulated perturbation with wave vector qCDW
equals to two times the Fermi wave vector kF. This leads to the formation of electron-hole pairs
with the same wave vector and finally to the opening of a gap which provides a gain in electronic
energy in order to compensate the elastic energy paid for the lattice distortion. It was recognized
early that the driving force for such an instability is given by the topology of the Fermi surface
(FS) which has to present favourable nesting conditions, namely large portions of the FS that
can be connected or nested by the vector qCDW. The nesting condition is perfect in idealy one-
dimensional systems, the FS being composed of two points separated by 2kF. Not surprisingly,
experimental evidence for these broken symmetry states was found much later with the availability
of new quasi one-dimensional materials with linear chain structures and metallic properties.
The occurrence of CDWs in other than quasi-one-dimensional systems was first experimentally
demonstrated by Wilson with diffraction experiments on the 1T -TaS2 and 1T -TaSe2. As discussed
in chapter 3 , the 1T -TaS2 is a quasi-two-dimensional material with a quite complex phase diagram
as a function of temperature. On the contrary of 1D, the FS of 2D materials is not perfectly nested
making questionable if the mechanisms behind CDW formation in 2D are the same than in 1D.
At first the flat parts of the elliptically shaped FS of the 1T -TaS2 with parallel areas spanned
by a vector of the order of the qCDW appear to be in favour of the nesting scenario as in 1D.
However a closer analysis of the CDW induced new BZ and the possible energy balance between
elastic deformation energy and electronic energy points to a more complicate scenario. Moreover
with the improvement on the experimental side, notably of the energy and momentum resolution
of ARPES instruments, new peculiar spectral features are revealed which are not fully consistent
with the standard Peierls scenario for the formation of a CDW.
In this chapter, we discuss the origin of the CDW in the layered transition metal dichalcogenide
1T -TaS2 and we confront our experimental results with the expected standard Peierls mechanism.
The chapter is organized as follows. In section 4.2 we review the basic theory behind CDW in a
one-dimensional metal. Its generalization to 2D materials with quasi-one-dimensional character
is presented in section 4.3 as well as a first analysis of the CDW formation in 1T -TaS2, which
points to a more complicated mechanism than the standard nesting one. In section 4.4 a detailed
analysis of the 1T -TaS2 as a function of temperature is shown. We present ARPES measurements
for the three phases of the CDW in 1T -TaS2 (IC, QC, and C phases) and we introduce the possible
influence of strong electron-phonon coupling in the interpretation of our data, as well as at the
origin of the CDW in this compound. Finally general conclusions are given in section 4.6.
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4.2 CDW theory in a one-dimensional metal
This section presents the basic theory behind the existence of a CDW ground state. For more com-
plete information, the reader is referred to the large literature existing on the subject, especially
Gruner [2],Berlinsky [3] and Kagoshima [4].
We begin by presenting in subsection 4.2.1 how a linear metallic chain of atoms can lower its
energy by distorting its structure. In subsection 4.2.2, using linear response theory, we introduce
the notion of susceptibility or response function, which is the key parameter to understand the
instability of a one dimensional metal under a spatially modulated perturbation. Then in the last
subsection 4.2.3 we discuss the electron-phonon interaction and see how this interaction, coupled
to a finite susceptibility, can lead in 1D to a strongly renormalized phonon spectrum, generally
referred to as the Kohn anomaly [5].
4.2.1 Peierls transition and energy balance
The influence on the electronic band dispersion of a static periodic ionic potential, in absence of
electron-electron or electron-phonon interaction, is well known. This leads, within a nearly free
electron model, to a gap opening at the BZ boundaries. This approach is evidently very crude,
even at zero temperature, since the periodic ion array may (dynamically) respond to the presence
of the electrons. Peierls pointed out that if one includes any interaction between the electrons and
the phonons, it is energetically favourable to introduce a periodic lattice distortion with a period
related to the Fermi wave vector kF by λ = pi/kF .
To illustrate this phenomenon, we consider a one dimensional metal with lattice constant a
and at temperature T = 0 K. Fig. 4.1 (a) shows the situation in absence of electron-phonon
coupling. The ground state is constructed by filling the electronic states up to the Fermi level EF .
A periodic lattice distortion with wave vector 2kF is described by
u = u2kFcos(2kFx), (4.1)
where u is the displacement of the atoms from their equilibrium position. The introduction of
such a modulation, considered as static for simplicity, gives rise to a potential
V = V2kFcos(2kFx), (4.2)
which acts on the electrons. V2kF is equal g ·u, g representing the strength of the electron-phonon
coupling.
Similarly to the nearly free electron theory of metals, the distorted potential has matrix ele-
ments connecting states with wave vector distant by 2kF , leading to the opening of band gaps at
k = ±kF in the conduction band of electrons, as illustrated in Fig 4.1(b). This modification of
the dispersion relation leads to a change of the charge density which is a periodic function of the
position x :
ρ(x) = ρ0[1 + cos(2kFx + ϕ)] (4.3)
The next step is the evaluation of the change in energy induced by the distortion. Due to the
opening of a gap at k = ±kF the electron bands lying below and above EF are bent downward
and upward at k = ±kF, respectively. At T= 0 K only states below the gap are occupied, leading
therefore to a decrease of the electronic energy. The perturbed energy can be calculated as follows:
E±k =
1
2
(E0k + E
0
k+2kF
)± 1
2
√
(E0k − E0k+2kF)2 + 4 | V2kF |2. (4.4)
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Figure 4.1: The Peierls transition in a one dimensional electron system with a half filled band.(a) Undistorted
metal. (b) The doubling of the periodicity in real space halves the Brillouin zone in k-space. A gap opens at the
new Brillouin zone boundaries leading to the Peierls insulating state.
E0k and E
0
2kF
are the unperturbed energies and the sign ± denotes the upper and lower bands. At
finite temperature the change in the electronic energy is thus:
δE =
∑
k
E±k f(E
±
k )−
∑
k
E0kf(E
0
k). (4.5)
Assuming V2kF  EF , one obtains
δE = − | V2kF |2 N
∑
k
f(E0k+2kF)− f(E0k)
E0k − E0k+2kF
= − | V2kF |2 Nχ◦(2kF), (4.6)
where we have already introduced the bare susceptibility χ◦(2kF), that will be discussed in more
details in the next subsection.
The periodic lattice distortion costs also some elastic energy, that corresponds to an increase
of the strain energy by an amount of
δU =
1
2
cu22kF, (4.7)
where c is the elastic spring constant of the lattice. Finally the change of the total energy of
electrons and lattice system is
δE + δU = − | V2kF |2 Nχ◦(2kF) +
c
2
u22kF, (4.8)
and with the band gap 2∆ = 2 | V2kF |= 2g | u2kF |, we obtain
δE + δU = −∆2[Nχ◦(2kF)− c
2g2
]. (4.9)
In the next subsection, we will show that χ◦(q) diverges logarithmically for q → 2kF and T→0.
Therefore δE + δU becomes negative below a certain temperature TP and the lattice distortion,
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called the Peierls instability, takes place whenever g is finite, leading to a gap opening at EF and
to an insulating state. This metal-insulator transition is called a Peierls transition. An expression
for TP can be derived on the basis of a mean field approximation and is given as [2]
2∆ = 3.52kBTP . (4.10)
The disappearance of the gap at T > TP is due to thermally excited electrons which cross the gap
and screen the electron-phonon interaction and hence reduce the size of ∆.
We note here that the periodicity of the modulation is given by the position of the Fermi wave
vector, kF, and thus by the band filling which leads in general to a CDW incommensurate with
the underlying lattice i.e. λ/a is irrational in the general case.
4.2.2 Linear response theory and generalized susceptibility
We examine here the response of a non-interacting electrons system to a weak external perturbative
potential and treat it in the framework of linear response theory.
To keep generality, we first consider a many-particle system described by the Hamiltonian H
and coupled to an external source field λ(r) via an internal variable O of the system. This coupling
leads to the following perturbative term
Hext =
∫
d3rλ(r)O(r) (4.11)
O(r) is a hermitian operator and λ(r) is real. The response of the system to Hext is reflected by
a change of O. The expectation value of O(r) is defined as
< O(r) >=
< ψ0 | O(r) | ψ0 >
< ψ0 | ψ0 > (4.12)
where | ψ0 > is the ground state of the system in the presence of the external field. We assume
that this true ground state can be generated from the ground state | φ0 > of the Hamiltonian
without the perturbative term by adiabatically switching the interaction. To the first order in λ
we obtain
< O(r) >=
< φ0 | O(r) | φ0 > − lim
η→0
i
h
∫
d3r′λ(r′)
0∫
−∞
dt′eηt
′
< φ0 | [O(r), O(r′, t′)] | φ0 >
(4.13)
where < φ0 | O(r) | φ0> represents the expectation value of O before switching on the external
field, and the exponential factor eηt with η > 0 guarantees that for t→ −∞ the system is in its
unperturbed state. O(r, t) = e
i
h¯
HtO(r)e−
i
h¯
Ht is the time dependent operator in the Heisenberg
representation. The expectation value of the change of O induced by the perturbation λ(r) is
finally given by
< δO(r) > = < O− < φ0 | O(r) | φ0 >>
= lim
η→0
∫
d3r′λ(r′)
∞∫
−∞
dt′eη|t
′|χ(r, r′; 0, t′)
(4.14)
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where we have introduced the retarded response function, also called generalized susceptibility,
defined as
χ(r, r′; t, t′) = − i
h¯
ϑ(t− t′) < φ0 | [O(r, t), O(r′, t′)] | φ0 > (4.15)
As can be seen by looking at our introduction to the Green’s function formalism in chapter 2, this
expression has the form of a retarded Green’s function. The Fourier transform of Eq. 4.14 gives
< δO(q, ω) >= χ(q, ω)λ(q) (4.16)
This means that the linear response of a system to an external potential is described in terms of
a retarded Green’s function.
We can use the above formalism to describe the rearrangement of the charge density ρ(r) of
a free electron system in response to an external electrostatic potential Φext, which could result,
for example, from a positively charged particle placed at a fixed position. In the homogeneous
electron gas the particle density operator for zero wavenumber has an expectation value of zero
unless there is a perturbation of the system, that causes a polarization of the electron system. As
shown in the linear screening model and assuming that the electrons respond to the total potential
Φ(r), the induced change of ρ(r) is related to Φ(r), by analogy to (4.16), through
< δρind(q) >= χ(q, ω)Φ(q). (4.17)
In this case the proportionality term is described by the Fourier transform of the charge suscep-
tibility
χ◦(r− r′, t− t′) = − i
h¯
ϑ(t− t′) < φ0 | [ρ(r, t), ρ(r′, t′)] | φ0 > . (4.18)
Therefore according to (2.23) the Fourier transform can be written as χ◦(q, ω) = ρqωρ+qω retω
with ρk =
∑
c+k+qck and thus represents a two particle Green’s function describing the propagation
of electron-hole pair with momentum q. χ◦(q, ω) is easily calculated using the Green’s function
method :
χ◦(q, ω) =
∑
k
fk − fk+q
ω + 1
h¯
((k)− (k + q)) + iη , (4.19)
for the dynamic response and
χ◦(q, 0) =
∑
k
fk − fk+q
(k)− (k + q) , (4.20)
for the static limit. fk = f(k) is the Fermi-Dirac distribution. This last expression for the
response function is the bare susceptibility that we already used in (4.6).
In the 1D case and with a linear electronic dispersion relation near EF , the bare susceptibility
takes the following form:
χ◦(q) = −e2n(F )ln | q + 2kF
q− 2kF |, (4.21)
e is the elementary charge and n(F ) is the density of states at EF . For small q, it transforms
into the Thomas-Fermi approximation, χ◦(q) = −e2n(F ) [6]. The logarithmic singularity at 2kF
in (4.21) means that in 1D the electron gas is unstable against an external perturbation with
period λ = pi/kF , which can consist in a charge or spin density wave. The response function
for temperature T = 0 K is displayed for 1D, 2D and 3D in Fig. 4.2, where the singularity in
1D, which, according to(4.9), renders energetically favourable a lattice distortion, is obvious. In
contrast in 2D and 3D there is only a jump and a divergence in the derivative of χ◦ at 2kF. This
different behaviour can be understood by considering the contributing terms in (4.20) and the
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Figure 4.2: Response function at T=0 K in each dimension.
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Figure 4.3: Topology of the Fermi surface for a 1D(a) and 2D(b) electron gas. The arrows connect pairs of states
differing by the wavevector q = 2kF.
topology of the FS. From (4.20) it is clear that one full and one empty state at the same energy,
differing by q = 2kF, give divergent contributions. In an ideal 1D case, as shown in Fig. 4.3 (a),
the FS consists of perfectly parallel FS portions connected by q = 2kF. This is called perfect
nesting, meaning that every state of this 1D FS gives a divergent contribution to χ◦. However in
higher dimension the number of such states is significantly reduced as shown in Fig. 4.3 (b) for
the 2D case. In the static limit, the strength of the response to an external perturbation depends
strongly on the geometry of the FS.
4.2.3 Electron-phonon interaction and Kohn anomaly
The Kohn anomaly consists in a strong renormalization of the phonon spectrum at q = 2kF for 1D
systems, due to the strong divergence in χ◦ described above and leading to a static deformation
at T = TP
The electron-phonon interaction gives rise to many effects, all of them playing a crucial role
on the properties of many materials. Apart from the effects of the structural distortion discussed
in this chapter, one can mention the formation of Cooper pairs which is the basis of conventional
superconductivity, or the formation of polarons, which consist in charge carriers surrounded by
the lattice distortions they induce (see complement 4.5.2).
The Hamiltonian describing the electron-phonon system is usually expressed within the for-
malism of second quantization. It can be written as [7]:
H = H◦el +H
◦
ph +Hel−ph (4.22)
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where
H◦el =
∑
k
kc
+
k ck (4.23)
H◦ph =
∑
q
ωqb
+
q bq (4.24)
Hel−ph =
1√
N
∑
k,q
g(k,q)(b+−q + bq)c
+
k+qck
(4.25)
For simplicity we have droped the spin indices as well as the phonon polarization indices. c+k (ck)
and b+q (bq) are electron and phonon creation (destruction)operators respectively, k is the unper-
turbed electron energy, ωq is the unperturbed phonon frequency, N is the number of lattice sites
and g(k,q) describes the electron-phonon coupling. The term g(q)bqc
+
k+qck corresponds to the ab-
sorption of phonons by electrons and the term g(q)b◦−qc
+
k+qck represents the emission of phonons
by electrons. g(k,q) is simplified in g(q) in two well known models: the Fro¨hlich model with g(q)
∼ 1
q
, which is established for a free or nearly free electron gas, and the Holstein model with g(q)
= g= cst which is applicable if only the one-site energy in a tight-binding model is affected.
The modification of the phonon spectrum induced by the coupling of phonons with electrons
may be calculated thanks to the one-phonon Green’s function which is defined as
D(Ri, t1;Rj, t2) = −i < φ0 | T [ϕλ(Ri, t1), ϕλ(Rj, t2)] | φ0 > (4.26)
where | φ0 > is the ground state and ϕλ(R) = 1√V
∑
q(b
+
−q + bq)e
iqR is the field operator.
In the absence of coupling (g=0), the Hamiltonian of the system simplifies to H◦ph and the
Fourier transform of the Green’s function is easily calculated and results in∗
D◦(q, ω) = ϕ−q;ϕq ω= 2ωq
ω2 − ω2q + iη′
(4.27)
where D◦ is the unperturbed one-phonon Green’s function.
The switching on of the electron-phonon interaction physically means that the electrons are
allowed to follow the ion motion, or in other words, to screen the motion of the ions. This screening
can be taken into account by considering that its effect would involve many electron-hole pairs.
This results for the perturbed phonon Green function in the random phase approximation to the
following diagrammatic representation:
 
q
=

q
+

q
k+q
k
q
+

q
k+q
k
q
k+q
k
q
+ ...
where  corresponds to the unperturbed one-phonon Green function D◦ and  is
the polarization bubble Π◦ = ρq, ρq ret=
∑
kG
(2)
◦ (k,q, ω) = c+k ck+q; c+k+qck ret ,where
G
(2)
◦ is the unperturbed electron-hole Green function. This polarization term Π◦ is identical to the
∗η′ = 2ωη > 0, with η an infinitesimal quantity added to ensure that the Fourier transform integral converge.
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expression of the bare susceptibility χ◦discussed in the precedent subsection (Eq. 4.18), as they
both describe the propagation of electron-hole pairs.
The last diagrammatic representation may be rewritten using the Dyson equation
 
q
=

q
+

q
k+q
k
q
which in analytical form becomes
D(q, ω) = D◦(q, ω) +D◦(q, ω)
| g |2
h¯2
Π◦(q)D(q, ω). (4.28)
Using Eq. 4.27 we find
D(q, ω) =
2ωq
ω2 − ω2q + 2ωq|g|
2
h¯2
Π◦
. (4.29)
The perturbed phonon frequencies correspond to those values of ω for which the denominator of
D(q, ω) vanishes. Thus the renormalized phonon frequencies are
ωrenq
2 = ω2q − 2ωq
| g |2
h¯2
χ◦(q, T ) ≤ ω2q. (4.30)
As we know from subsection 4.2.2, for the case of 1D electrons system χ◦(q,T) diverges logarithmi-
cally as q → 2kF and T → 0, thus the frequency ωren2kF approaches 0 with decreasing temperature.
Indeed in 1D the Kohn anomaly leads to a frozen phonon frequency at q = 2kF and thus to a
static lattice distortion, while in 2D or 3D the anomaly is weaker as can be seen in Fig. 4.4.
ωq
1D
2D
3D
q2kF
Figure 4.4: Kohn anomaly in the phonon spectrum for each dimensionality.
As already mentioned the temperature at which the ωren2kF becomes zero is the Peierls transition
temperature TP . It can be shown that for the temperatures T > TP the renormalized phonon
frequency obeys the following expression
ωren2kF
2 = λω22kFln
T
TP
(4.31)
where λ is the dimensionless electron-phonon coupling. In summary for T > TP the phonon
frequency at 2kF is progressively depressed by a factor (λln
T
TP
)
1
2 until T = TP where the frequency
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vanishes. This zero frequency leads to a static distortion of the lattice for T ≤ TP and, as discussed
in the two previous subsection, to the opening of a gap at ±kF rendering the material insulating.
For completeness, we note that the Coulomb interaction can screen the coupling between electrons
and phonons. If this effect is taken into account, in all the previous formula the bare susceptibility
χ◦ has to be replaced by the generalized one
χ =
χ◦
1 + V
h¯
χ◦
(4.32)
where V represents the coulomb interaction.
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The transition metal dichalcogenide 1T -TaS2 is a layered material exhibiting
charge density waves. Based on angle-resolved photoemission experiments map-
ping spectral weight at the Fermi surface and density functional theory calcula-
tions we discuss possible mechanisms involved with the creation of charge density
waves. At first the flat parts of the elliptically shaped Fermi surface appear to play
an important role via Fermi surface nesting. A closer analysis of the charge den-
sity wave induced new Brillouin zones and the possible energy balance between
elastic deformation energy and electronic energy points to a more complicated
scenario.
Low dimensional systems have particularly attracted interest through the discovery of high
temperature superconductors (HTCs). Many angle-resolved photoemission (ARPES) experiments
have been conducted on such materials. With the improvement of the energy and momentum
resolution on the experimental side, the interpretation has become very sophisticated and many
unusual signatures in the spectral function have been found. Among them is the signature for the
opening of a pseudogap, for a sort of collective mode (of unknown origin) and, very recently, for
a spontaneous symmetry breaking of time reversal symmetry [8]. Also, stripes, i.e., doped holes
that are self-organized, a sort of density waves, appear to play an important role. [9] Nevertheless,
the final word about the mechanism behind HTC is not spoken. It is therefore important to relate
these findings and apply the same sophistication in the analysis to other layered materials.
Layered transition metal dichalcogenides are a class of quasi two-dimensional (2D) materials.
Many exhibit charge density waves (CDWs) and even become superconducting at low temper-
atures. Indeed there is renewed and growing activity on these materials. [10, 11] 1T -TaS2 is
such a material exhibiting CDW’s and a quite complex phase diagram as a function of temper-
ature [12, 13]. The studies on such materials serve a better understanding of the mechanisms at
work in low dimensional electron systems in general.
In the present article we discuss the occurrence of CDWs in 1T -TaS2. From ARPES and
density functional theory (DFT) calculations we analyze the shape of the Fermi surface (FS) with
respect to possible nesting and the arrangement of the new CDW induced Brillouin zones (BZs).
We consider different possible ingredients in the energy balance governing the occurrence of the
CDWs.
ARPES measurements have been done at room temperature (RT) in a modified VG ESCALAB
Mk II spectrometer using monochromatized He Iα (hν = 21.2 eV) photons. [14] The sequential
motorized sample rotation has been outlined elsewhere. [15] The energy and angular resolution was
20 meV and ±0.5o, respectively. Pure 1T -TaS2 samples were prepared by vapor transport [16,17]
and cleaved in situ at pressures in the lower 10−10 mbar region. The accurate position of the
Fermi level (EF ) has been determined on a polycrystalline copper sample. Cleanness and quality
have been checked by x-ray photoelectron spectroscopy and by low energy electron diffraction
(LEED), respectively. Well-defined LEED superspots confirmed the presence of the CDW-induced
reconstruction. X-ray photoelectron diffraction was used to determine the sample orientation in
situ with an accuracy of better than 0.5o.
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Band structure calculations have been performed using the WIEN package implementing
the FLAPW method within the framework of DFT. [18] For the exchange-correlation potential
the generalized gradient approximation was used. [19] We considered the photoemission pro-
cess in assuming a free electron final state without introduction of any matrix elements effects. [20]
Γ
M k
||
k
||
(a) (b) (c)
Figure 4.5: (a) Experimental Fermi energy intensity map taken with HeI radiation at room tem-
perature, plotted linearly in k‖; high intensity is in white; center and outer circle correspond to
normal and 90o emission, respectively; the hexagon represents the normal state BZ. (b) Corre-
sponding density functional theory calculated map for the normal state. (c) Superposition of
normal- and CDW-state BZs, together with a sketch of the FS contours; possible nesting vectors
are plotted (see text).
Fig.4.5(a) displays the result of an EF mapping experiment at RT. At RT the CDW is well
established as seen in LEED (not shown) and consists of commensurate CDW domains of ap-
proximately 70A˚ in diameter [21, 22] with incommensurate regions in between. The RT phase is
called the quasi-commensurate phase in contrast to the commensurate (“C”) phase below 180 K
where no incommensurate regions exist anymore. The first order transition to the “C”-phase is
accompanied by a jump in the resistivity of more than an order of magnitude (see e.g. ref [23]).
1T -TaS2 in its unreconstructed or normal state consists of hexagonal Ta planes sandwiched be-
tween sulfur atoms. In the ionic picture Ta[Xe]4f 145d36s2 gives four of its five electrons to the two
sulfur (S[Ne]3s23p4) atoms creating a system with one d-electron per unit cell. Indeed, band struc-
ture calculations for the normal state [23] display a single Ta d-band dispersing close to EF . The
calculation for the EF scan (Fig.4.5(b)) represents a cut through the FS and is in good agreement
with the experiment (Fig. 4.5(a)). The BZ of the non-reconstructed structure is also drawn in
Fig. 4.5(a). It is important to note that despite the presence of the CDW at RT, the experiment
exhibits the symmetry of the normal state BZ, as is also evident from the good agreement of
experiment (Fig. 4.5(a)) and normal state calculation (Fig. 4.5(b)). This observation has been
discussed previously [23] and is a consequence of the spectral weight distribution, as measured by
ARPES, remaining strongest along the bandstructure of the non-reconstructed phase. [24] The ex-
periment only shows strong intensity for three of the six ellipses, a fact which has been attributed
to the final state scattering of the outgoing photoelectron. [25]
Another important point to notice is that only a remnant FS is visible [26], i.e., the EF map
(Fig. 4.5(a)) does not actually represent the locations of quasiparticle peaks crossing EF . As a
matter of fact no clear crossing has been observed in ARPES data. A careful study of experimental
data combined with bandstructure calculations including the lattice distortion concluded that
the pseudogap can be explained by the splitting and backfolding of bands introduced by the new
BZs. [27]
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Figure 4.5(c) displays a sketch of the situation with both, the (
√
13× √13)− R 13.9o recon-
structed (small hexagons) and the un-reconstructed BZs plotted. We have an elliptically shaped
normal state FS with evidence for nested parts along the flat parts of the ellipses (see arrows
in Fig. 4.5(c)). [28] The important question is what drives the CDW. Is it the classical Peierls
transition as in 1D? If this is the case, what do we expect from a strongly nested quasi-1D FS? Fig.
4.6(a) displays the case of a strongly nested FS as indicated by arrows connecting nested (parallel)
parts of the FS contour. One electron per atom (and unit cell) of chains of atoms with distance
a is assumed. Therefore the Fermi vector kF = pi/(2a) since the quasi-1D band is half filled. The
BZ boundary is located at 2kF = pi/a (Fig. 4.6(a)). If the lattice is distorted in order to double
the periodicity, i.e., to introduce a CDW with wave length 2a, elastic energy has to be paid. At
the same time a doubling of the periodicity in real space results in reducing the dimension of the
BZ by a factor of two. The consequence is that the BZ boundary is now located at kF = pi/(2a)
and the band is full (two electrons per unit cell, due to the doubling of the periodicity) with the
opening of a gap at the new BZ boundary at pi/(2a) and a corresponding gain of electronic energy.
Therefore, what we expect from a strongly nested FS is that its nested parts disappear (due to
the gap opening) with the occurrence of the CDW (Fig. 4.6(b)).
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Figure 4.6: Sketch of the behavior of the bandstructure and Fermi surface contours of a quasi-1D
system with one electron per unit cell (see text).
However, looking carefully at Fig. 4.5, this is not what we observe. The boundaries of the new
BZs are not along the expected nested parts of the normal state FS (indicated by arrows in Fig.
4.5(c)) indicating that we do not have a quasi-1D system.
It is necessary to explore the ingredients of the energy balance of the transition. [4] The
energy balance of elastic energy paid and electronic energy gained is expressed in terms of the
susceptibility χ(q) (polarization function or Lindhard function), the elastic spring constant of the
lattice, c, and the magnitude of the electron-lattice interactions g, to be −∆2CDW · (Nχ(q)− c2 g2 ),
where −∆CDW is half of the gap size and q the wave vector of the lattice distortion. [4] The
susceptibility (appearing in the electronic energy part) connects the charge response, ρ(q), to a
perturbation V (q) (introduced by phonons) via ρ(q) = −χ(q) V (q). The susceptibility can be
written as χ(q) = 1
N
∑
k
fk+q−fk
Ek−Ek+q , where f and E express the Fermi-Dirac function and the energy
eigenvalues at the given k-vector, respectively. It is clear that only occupied and empty states
very close to EF separated by a vector q contribute to the sum, which basically describes the
FS nesting. This sum is strongly dependent on the dimensionality and it diverges in 1D. [4] It is
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also a diverging susceptibility, together with the electron-phonon coupling, that leads to a phonon
softening, finally observed in the static lattice deformation induced by the CDW.
What is the role of the susceptibility in the case of 1T -TaS2? As seen from Fig. 4.5(c) it
is not clear whether nesting is strong. A clear statement is not possible based on the present
data since the system has not chosen to align the new BZs along potentially nested parts (flat
parts of the ellipses) of the FS contour as expected for a quasi-1D system. However, from the
above formula for the energy balance, we see that even for a moderate susceptibility it is possible
to obtain a favorable energy balance if only the electron-phonon coupling is strong enough. The
(
√
13×√13)−R 13.9o, reconstructed (large) unit cell is 13 times larger and contains 13 Ta and 26
sulfur atoms. Star-like arrangements develop around one central Ta atom with six nearest and six
next nearest neighbors. [22] Realistic bandstructure calculations [23] including the CDW-induced
star-like lattice distortion show that the single Ta d-band of the normal state is split. In the
calculation 7 sub-bands develop, six of them full and the seventh crossing EF . The reconstructed
unit cell contains 13 inequivalent Ta atoms with a total of 13 electrons assuming the ionic picture.
In order to place these electrons (two per band) 6 full bands are needed and the seventh half
full, crossing EF . Therefore we can identify two avenues for the system to gain electronic energy.
First, the introduction of many small new BZ’s results in the normal state FS contours to be cut
into many pieces and many small gaps contribute to a lowering of electronic states. Second, the
reconstruction (unit cell with 13 Ta atoms, 39 atoms in total) leads to a bandstructure where six
of seven sub-bands are completely lowered below EF , again indicative for a lower electronic energy
in the CDW state. However, it is not possible to say whether these two observations represent the
driving force for the CDW formation or are merely the consequence. Likewise, indications would
be needed for an arbitrary system to determine whether it will or not undergo an instability and
what will be the symmetry. In this context, it is interesting to note that the CDW induces a
star formation (including 13 Ta atoms) with weak overlap of electronic wavefunctions between the
stars possibly being responsible for the localization-induced Mott transition [30, 31]. One could
think of these stars as small molecules being the consequence of a Jahn-Teller distortion at the
origin of the CDW formation.
In summary, we have discussed CDW formation in 1T -TaS2 with respect to the energy balance
governing the occurrence of the CDWs. The flat parts of the elliptically shaped FS at first
appear to be susceptible for nesting as for a 1D peierls transition. A closer analysis based on
the (
√
13 × √13) − R 13.9o symmetry of the CDW shows that this is not the case. Two main
fingerprints pointing to a gain of electronic energy are identified, one due to many new, small BZs
and one due to the creation of many sub-bands lying completely below EF .
Skillful technical assistance was provided by E. Mooser, O. Raetzo, R. Schmid, Ch. Neururer
and F. Bourqui. This project has been supported by the Fonds National Suisse de la Recherche
Scientifique.
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The temperature dependence of the electronic structure of the quasi-two-
dimensional material 1T -TaS2 is revisited by considering angle-resolved photoe-
mission spectroscopy (ARPES) and density functional theory to calculate the
imaginary part of the static electronic susceptibility characterizing the nesting
strength. While nesting appears to play a role in the high temperature phase, the
ARPES line shapes reveal peculiar spectral properties which are not consistent
with the standard two-dimensional Peierls scenario for the formation of a charge
density wave. The temperature dependence of these anomalous spectral features
suggests a lattice-distortion enhanced electron-phonon interaction.
4.4.1 Introduction
The interplay between lattice and electronic degrees of freedom has received renewed interest
in the context of high-temperature superconductivity and colossal magneto resistance materials
where electron-phonon coupling and possible polaronic effects are considered. [32,33] A significant
contribution to the discussion is given by angle-resolved photoemission experiments via analysis
of the spectral function. In this context it is important to examine other, more conventional
materials with respect to unconventional spectral features.
1T -TaS2 is a layered transition metal dichalcogenide (TMDC) with a quasi-two-dimensional
character. Reduced dimensionality leads to peculiar electronic properties and an interesting phase
diagram [13]. In particular, a charge density wave (CDW) occurs with three distinct phases as
the temperature is lowered. It is incommensurate (IC phase) between 600 K and 350 K and
commensurate (C phase) with a (
√
13 × √13) periodicity below 180 K, resulting in a rotation
of 13.9o with respect to the underlying unreconstructed (1 × 1) lattice. Between 350 K and 180
K, a hexagonal array of commensurate domains with typical size of 70 A˚ , the so-called quasi-
commensurate (QC phase) phase, is formed. The domains are separated by domain walls, or
discommensurations, where the CDW changes quickly [34]. Moreover the transition to the C
phase at 180 K is accompanied by a jump of the resistivity of more than one order of magnitude.
In one dimension (1D) the occurrence of a CDW is well explained by the theory of the Peierls
instability [1,2] where a metal becomes unstable with respect to a spatially modulated perturbation
with wave vector qCDW equal to two times the Fermi vector 2kF. This leads to the formation of
electron-hole pairs with the same wave vector and finally to the opening of a gap which provides a
gain in electronic energy in order to compensate the elastic energy paid for the lattice distortion.
The driving force for such an instability is given by the topology of the Fermi surface (FS) which
has to present favourable nesting conditions. Namely, large portions of the FS have to be connected
or nested by the vector qCDW. A good indicator of the quality of the nesting is the imaginary part
of the static electronic susceptibility χ(q) which, in linear response theory, relates the response of
the system to the perturbation.
58
Chapter 4. On the search for the CDW origin in 1T-TaS2
The Peierls mechanism is also commonly evoked in order to explain the CDW in 1T -TaS2
[13, 28, 35]. The topology of the FS of 1T -TaS2 with parallel sections spanned by a vector of
approximately qCDW has contributed to strengthen this assumption. In a recent paper [36] it was
shown that in order to confirm this scenario, the knowledge of the gap-momentum dependence
is of central importance. Pillo et al. [26], in their FS measurements, have observed a pseudogap
over the whole FS in the C phase at a temperature below 180K as well as in the QC phase
at room temperature. The removal of states at the Fermi level (EF ) is explained by a Mott
localization (electron-localization of collective nature) [30, 31], which gives also rise to the strong
resistivity enhancement between the QC to C phase transition. Pillo et al. interpreted the
pseudogap observed at room temperature as a possible precursor effect of the Mott transition.
Another explanation for the pseudogap is based on the spectral weight change induced by the new
periodicity due to the CDW lattice distortion [27].
These interpretations of the pseudogap are either based on electron-electron correlations or
on one-electron band theory, neglecting possible effects of strong electron-phonon interaction in
this CDW material where electron phonon interaction necessarily has to play an important role.
The only contribution of electron-phonon interaction considered until now is the one allowing
momentum transfer between electrons and holes near EF .
Therefore it is the aim of this paper to examine the influence of electron-phonon interaction.
Indeed, as nested areas of the FS can be removed by the formation of electron hole pairs during the
Peierls transition, non-nested FS may also be gapped by the influence of strong enough electron-
phonon coupling [37]. Moreover, the elastic energy paid for the Peierls distortion being inversely
proportional to the electron-phonon coupling parameter g, strong electron-phonon interaction can
help a 2D Peierls transition. In a CDW material, the electron-lattice interaction leads to a static
distortion of the whole lattice structure, but may also induce a local dynamic distortion of the
lattice around the electron, forming a quasiparticle (QP) called polaron. In the case of short-
range interaction it is called a small polaron, as first introduced by Holstein [38] for the study
of molecular crystals. Recently, intensive numerical works have been performed on the Holstein
model leading to very interesting results, notably a calculated spectral function showing a tendency
towards an insulating Peierls state [37, 39, 40], depending on the electronic filling or the strength
of the coupling parameter g.
After describing the experimental and computational details in the next section, we will show
angle-resolved photoelectron spectroscopy (ARPES) measurements for the three phases (IC, QC,
and C phase). The observed spectral changes are discussed with special attention to the influence
of strong electron-phonon coupling. Low energy electron diffraction (LEED) experiments are
presented to illustrate the structural changes induced by the CDW formation, and one-electron
calculations based on density functional theory (DFT) are used to examine the amplitude of Fermi
surface nesting. It appears that the electron-phonon coupling changes across the different CDW
phases, indicating an enhancement of the coupling induced by the lattice distortion.
4.4.2 Experimental and computational details
ARPES energy distribution curves (EDC’s) were acquired with a Scienta SES-200 hemispherical
analyser with energy and angular resolution of ∆E=5 meV and 0.25◦, respectively, while the Fermi
surface mapping (FSM) measurements have been collected in a modified Vacuum Generator ES-
CALAB Mark II spectrometer with energy and angular resolution of 50 meV and 0.5◦, respectively.
The sequential motorized sample rotation has been described elsewhere [15]. Monochromatized
photons of energy 21.22 eV were used for all measurements reported here [14]. 1T -TaS2 samples
were prepared by vapour transport [16,17] and cleaved in situ at pressures in the 10−11mbar region.
Surface cleanliness before and after ARPES measurements was monitored by X-ray photoelectron
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spectroscopy (XPS), while we used LEED to check the sample orientation and the evolution of
the CDW superstructure. The Fermi energy and instrumental energy resolution were calibrated
by measuring a polycrystalline copper sample. Computation of the imaginary part of the static
electronic susceptibility χ(q) has been done using a recent extension to Wien2k [18] based on the
OPTICS package [41].
4.4.3 Results and discussion
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Figure 4.7: (a)Surface and bulk Brillouin zones of the 1T structure. (b) The (1x1) Ta plane. The
arrows show the lattice distortions on the Ta sites shaping the ”Stars-of-David” caused by the
(
√
13×√13) - R 13.9o-superstructure in the commensurate CDW phase.
The bulk as well as the surface Brillouin zones (BZ) are shown in Fig. 4.7(a). In Fig. 4.7(b)
the Ta plane is represented with arrows indicating the CDW-induced displacements, that lead
to the commensurate (
√
13 × √13) - R 13.9o superlattice observed in the C phase as well as
in the domains of the QC phase. The displaced Ta atoms build the so called ”Star-of-David”
arrangement constituted of two outer shells of six atoms and a single atom in the centre of the
star (this latter being the localization site in the model of Fazekas and Tosatti [30,31] that explains
the Mott transition in this material). The CDW manifests itself also along the third dimension
as shown by an x-ray diffraction study [22, 23].
The LEED measurements allow to follow the evolution of the CDW as a function of temper-
ature. In the IC phase (Fig. 4.8(a) and (b)) one can observe the high intensity spots of the
(1x1) lattice, each of them being surrounded by six less intense CDW satellite spots. Only the six
superspots closest to the main spot are visible due to incommensuration [42]. In accordance with
previous work [43] the superspots are aligned along the Γ¯M¯ direction of the (1x1) structure. Note
that this is 13.9o off with respect to the CDW wave vector of the C phase. By passing through
the IC to QC transition the diffraction pattern (Fig. 4.8(c)) shows a drastic rotation of ∼ 11◦ of
the CDW satellite reflections with respect to the Γ¯M¯ direction. In Fig. 4.8(d) the orientation of
the CDW spots is reported as function of temperature. In good agreement with previous electron
diffraction [44] and STM [45] measurements, it appears that after a first step of ∼ 11◦ the CDW
angle is gradually increasing.
The transition from the IC phase to the QC phase has been studied theoretically on the
basis of the Landau theory by McMillan [46] and more specifically for 1T -TaS2 by Nakanishi
and co-worker [34]. Depending on the CDW-lattice interaction they predict for the QC phase a
discommensuration model consisting of domains with a commensurate structure as in the C phase
separated by discommensuration regions. This model has found large support thanks to STM
works [47,48] and confirmation by x-ray crystal structure refinement [22]. Therefore, the rotation
of ∼ 11◦ is attributed to the appearance of domains. Although inside the domains the local angle
between the CDW and the lattice is 13.9◦, a slightly lower angle is measured. This discrepancy
is explained by Wu and al. [47], showing that the measured angle is consistent with an average
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CDW vector (due to different phases of the CDW in the different commensurate domains). The
evolution of this angle while lowering the temperature appears to be related to the growth of the
domain sizes, the commensurate domain areas gaining weight. In our data the angle appears to go
quicker to the equilibrium value than in previous experiments [44,47]. We attribute this difference
to different sample quality. Indeed, a strong influence of defects on the domain sizes has been
shown by Zwick [49].
An indication of the role of electronically driven instabilities as the origin of the observed CDW
in the IC phase may be provided by an estimate of the imaginary part of the static electronic
susceptibility χ(q) which is defined as =χ(q) = ∑n′,n,k δ(εn′,k+q−εn,k), neglecting matrix elements
[50, 51]. The Dirac function δ gives a contribution or not depending on whether q is a nesting
vector or not. Computation of =χ(q) is presented for two different q⊥ values on linear gray scale
plots in Fig. 4.9 with white color indicating a large response of the electron system, together
with =χ plotted along the ΓM direction. The strong intensity around q‖ = 0 is due to intraband
contributions from a weakly dispersing band and is irrelevant for the nesting. Indeed, for q⊥ = 0
a local maximum is found around q‖ = 1/
√
13 × a∗, consistent with Myron’s [52] calculations
obtained for a more limited set of q vectors. Out of the basal plane, one observes at q⊥ = 1/13×c∗
and q‖ = 1/
√
13× a∗ a more pronounced local maximum confirming the out-of-plane component
of the nesting vector [22, 23]. Therefore, for the IC phase where the CDW is directed along ΓM
and the calculated susceptibility has a distinct maximum for q‖ = 1/
√
13 × a∗, FS nesting is
a plausible explanation for the onset of the CDW. Additional confidence for a standard Peierls
scenario to explain the occurence of the ICCDW comes from Fig.4.9(b) where a Fermi surface
mapping (FSM) of the 1T -TaS2 measured at room temerature is reproduced. We superimpose on
this FSM the BZ corresponding to the IC superstructure. It clearly shows that some of the BZ
boundaries of the IC superstructure follow the nested areas of the FS as expected in the standard
Peierls scenario. Therefore, this result leads to a signifiant potential for electronic energy gain.
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Figure 4.8: Low-energy electron diffraction patterns (electron energy 93.7 eV) for the IC phase
(a) and (b) and the QC phase (c). On (a) the (1x1) hexagonal BZ is plotted and the dashed line
indicates the Γ¯M¯ direction. (b) and (c) are zoomed pictures of the region delimited by the dashed
square of (a). The lines are guide to the eye and refer to the Γ¯M¯ direction. (d) Temperature
dependence of the angle between Γ¯M¯ direction and Γ¯-superspot position.
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Figure 4.9: (a)Top, imaginary part of the static electronic susceptibility in the first Brillouin zone
at q⊥=0 (ΓMK plane) and 113c
∗. Bottom, imaginary part of the static electronic susceptibility vs
momentum vector along ΓM direction. The dashed arrows correspond to the CDW vector of
the IC phase extracted from diffraction measurements. (b) Fermi surface mapping measured at
room temperature with the unreconstructed hexagonal BZ (white plain line) and the hexagonal
BZ of the IC superstructure (white dashed line). The black rectangle is used to highlight the
superposition of the nested FS areas with the BZ boundaries of the IC phase.
62
Chapter 4. On the search for the CDW origin in 1T-TaS2
But, as pointed out by Johannes et al. [53], the definitive evidence of the nesting contribution
to the CDW formation needs confirmation by calculation of the real part of the static electronic
susceptibility. Presently this calculation is beyond our capabilities. Nevertheless, we can expect a
local maximum in the real part. In fact, given the geometry of the FS of 1T -TaS2 , the maximum
in the imaginary part of the susceptibility at the correct qICCDW vector can be attributed to the
presence of flat areas on the FS, and, numerical simulation (not using DFT) for a 2D toy model
(not shown), i.e. closed FS with flat areas, leads to a local maximum not only in the imaginary
part of the susceptibility but also in the real part of the susceptibility.
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Figure 4.10: (a) ARPES intensity maps measured along the azimuthal angle at a polar angle
of 14◦, for the IC and QC phases. (b) Symmetrized plots of the zone delimited by the dashed
rectangle on the maps on top. The corresponding location in the surface reciprocal space is shown
by the curved arrow on the FS sketch in (d). (c) EDCs extracted from the maps plotted in (a),
in black for the QC phase and gray for the IC phase. The dashed arrow is located at the same
position as the dashed arrows of (a). (d) The black ellipses represent a sketch of the FS where
are also superimposed the (1x1) BZ and the (
√
13×√13) - R 13.9o BZ boundaries in continuous
gray lines and dashed gray lines, respectively. The small white circle indicates the location where
the EDCs of Fig.4.11 are measured
Fig. 4.10 presents ARPES measurements in the IC and QC phases, taken at 350 K and 344 K,
respectively. The intensity plots (high intensity in black) on Fig. 4.10(a) are azimuthal cuts taken
at a polar angle of 14◦ with respect to Γ¯. The only visible band, near EF , originates from Ta 5d
electrons. In Fig. 4.10(b) these intensity plots are symmetrized with respect to the Fermi level
and summed, in order [54, 55] to remove the perturbative effect of the Fermi-Dirac distribution
cutoff and to infer whether the spectral function peak crosses the chemical potential or not. Fig.
4.10(c) shows the energy distribution curves (EDCs) corresponding to the intensity plots shown in
Fig. 4.10(a). In Fig. 4.10(d) a sketch of the FS contours is drawn, together with a superposition
of the normal- and commensurate-state BZs. The curved arrow indicates the location of the
intensity plots of Fig. 4.10(a). The presumed nesting vector qCDW is also drawn according to the
calculation of =χ(q), connecting flat parts of the elliptically shaped FS with large, possibly nested
(parallel) portions which have strongly turned the discussion of the origin of the CDW towards
the nesting scenario.
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As mentioned in the introduction a clear picture of the gap momentum dependence is crucial
for the interpretation of the origin of the CDW. Pillo et al. [26] first, and Bovet et al. [27] later,
have both observed an entirely pseudogapped FS at room temperature (QC phase) without any
differentiation between presumed nested areas, new BZ boundaries and other FS parts. The
pseudogap was either interpreted as a precursor effect of the Mott transition in the commensurate
domains due to the already formed ”Stars-of-David” superstructure with electron localization sites
at the centre [26] or as a band structure effect due to the new symmetry induced by the lattice
deformation [27]. Here we want to introduce a new possible explanation based on the detailed
spectral features of Fig. 4.10. However, one has to be aware that the new interpretation does not
contradict the previous ones, but gives a new point of view. As long as quantitative modeling
of ARPES for realistic microscopic models is not available it is not clear to what degree a given
interpretation is unique.
Consistently with the two previous authors we have performed the same measurements on
large parts of the FS (not shown) and we do not observe a different behaviour than that shown
in Fig. 4.10 and described in the following.
In the IC phase (Fig. 4.10(a) and (b), left) a broad Ta 5d band flattens and narrows slightly
when approaching EF , giving rise to a small maximum centred at EF in the symmetrized plot.
In a standard interpretation of the symmetrization procedure this would be attributed to a Fermi
level crossing of the quasiparticle peak (QP). However, band calculations predict a linear slope
through EF and no flattening as observed. Moreover within the Fermi-liquid picture ARPES
peaks are attributed to QP excitations whose lifetime increases when approaching EF . However,
in our case the Ta 5d peak remains anomalously broad near EF . Thus we are clearly in presence
of a renormalized band which touches EF without clearly crossing it. Also, a renormalization
of the entire FS, as observed, is not consistent with an explanation based solely on a 2D Peierls
scenario. Since the interaction of electrons with the lattice is a key aspect of the CDW instability,
a natural candidate to explain these anomalous spectral properties is electron-phonon coupling
which can induce polaronic effects [32,56,57]. A polaron is the fermionic QP made of an electron
surrounded by a local lattice distortion which enhances its mass. Depending on the strength and
the character of the interaction, the spectral changes induced by the electron-phonon coupling can
be more or less dramatic. But, in any case, they are reflected by a band flattening and a partial
or complete transfer of the spectral weight from the coherent QP to a broad incoherent part on
the high binding energy side (for a detailed view of changes induced in the spectral function see
references [7, 32, 37, 56, 57]). A polaronic scenario could thus explain the apparent absence of QP
crossing as well as the broad line shape and the isotropically pseudogapped experimental FS.
An enhancement of the previous anomalies can be observed upon cooling down to the QC
phase (Fig. 4.10(c)). The line shape gets abruptly broader (when lowering T by only 6 K), the
centre of mass of the Ta 5d band shifts towards higher binding energy when approaching the Fermi
vector and becomes clearly separated from a small maximum visible in the symmetrized plot (Fig.
4.10(b), right). This symmetrization peak originates from a finite spectral weight near EF . Bovet
et al. [27] attributed this to a reconstructed band coming from above and merely straddling EF .
In the polaronic picture proposed here, this finite intensity near EF is also compatible with a
remnant weight of the coherent QP [37].
The changes between the photoemission spectra of the IC and QC phases are abrupt and
are interpreted as a change of the electron-phonon interaction character. Indeed, in 2D or 3D
systems there is a qualitative dependence of the polaron type (large or small) on the range of the
electron-lattice interaction [58]. While large polarons are formed if the electron-lattice interaction
due to the long range Coulombic interaction between electronic carriers and lattice ions is of
predominant importance, small polarons form if the short range electron-lattice interaction such as
the deformation potential interaction dominates. The formation of the commensurate domains in
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the QC phase introduces, as shown above, the ”Stars-of-David” which can be identified with small
molecules acting as potential wells and hence favouring the short range interaction. Moreover, it
has been noted [58] that the presence of long-range interaction eases the requirements for forming
small polarons. Therefore, the CDW in the IC phase leads to a static deformation of the whole
lattice structure which, in turn, leads to a more local character of the electron-lattice interaction
and an enhancement of the electron-phonon coupling strength, i.e, to a lattice distortion enhanced
electron-phonon coupling.
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Figure 4.11: Temperature dependence of symmetrized ARPES spectra. All the specta are taken
at the position indicated by the white circle on the FS sketch of Fig.4.10(d). The arrows point to
the two separated structures discussed in the text.
A complete evolution of the symmetrized EDCs as a function of temperature is represented in
Fig. 4.11. These EDCs are all measured at the position indicated by the white circle on the FS
sketch of Fig. 4.10(d). The abrupt changes when going from the IC to the QC phase are obvious:
the broad feature centred at EF in the IC phase is split into a small maximum and a broad hump
on the higher binding energy side in the QC phase. Inside the QC phase, a smooth variation,
reflected by a slightly decreasing intensity at EF and a spreading of the hump towards higher
binding energy is observed when lowering the temperature. The hump structure even splits up
into two structures at binding energies of 0.125 eV and 0.270 eV, as indicated by the two arrows.
This is in agreement with the domain size growth observed by STM [47, 48], with a continous
shrinkage of the discommensurate region which hence has less weight in the ARPES intensity
and thus allows the appearance of the commensurate electronic structure which is split into sub-
bands [59]. Moreover, as was mentioned by Zwick and al. [49], the number of free carriers able
to screen electron-electron as well as electron-phonon interaction steadily decreases along with
the domain growth. Therefore, the evolution of the spectral line shape in the QC phase is also
influenced by a variation of the electron-lattice coupling.
The transition into the C phase (Mott transition [30, 31]) introduces more drastic modifica-
tions in the symmetrised curves, with the disappearance of the small maximum at EF and the
strong intensity enhancement of the peak closest to the Fermi level accompanied by a shift of ≈60
meV towards higher binding energy. Moreover, the splitting of the Ta5d band into sub-bands,
as predicted by the Tosatti and Fazekas model, appears very clearly. All these spectral changes
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were previously attributed to a change of regime, with the electron-electron correlation strongly
dominating the physics of the C phase, leading to a Mott transition. It is interesting to note that
the splitting of the Ta 5d band takes place above the occurrence of the Mott transition. This split-
ting has the effect of strongly reducing the electronic bandwidth and, in parallel, contributing to
increase the relative weight of the Hubbard repulsion term, confirming that favourable conditions
for the Mott insulator transition are induced by the CDW reconstruction.
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Figure 4.12: (a) Fermi-surface map measured in the C phase. Superposed on it are the (1x1) BZ
boundaries as well as the BZ boundaries of the commensurate superstructure in thin dashed lines.
(b) ARPES intensity map measured in the direction of the new Γ¯ points of the (
√
13 × √13) -
R 13.9o-superstructure. The corresponding direction in surface reciprocal space is given by the
dashed white arrow on the FSM. (c) Zoom and renormalization of the region delimited by the
dashed rectangle in (b). The small arrows in (b) and (c) point to the location of the new BZ
boundaries.
In Fig. 4.12(a) a FSM measured at 20 K is plotted with respect to the wave vector component
parallel to the surface. The (1x1) BZ is superimposed as well as the new BZ due to the commen-
surate CDW, illustrated by the small hexagons. What is reported is the photoelectron intensities
(grayscale, with high intensity in white) measured in an narrow energy window around EF , as a
function of emission angle. The outer circle corresponds to grazing emission. Having identified no
clear QP crossing of EF in the previously discussed data we note that the experimental FSM is
a pattern reflecting the anisotropic distribution of the remaining spectral weight of the electrons
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at EF . The obtained pattern with high intensity features centred in the small hexagons is fully
consistent with the (
√
13 × √13) - R 13.9o symmetry of the commensurate superstructure. For
larger polar angles the correspondence is less perfect, and the absence of intensity at the centre
of some hexagons may be explained by matrix element arguments used to explain the absence of
branches of the elliptically shaped normal state FS [25]. In Fig. 4.12(b) EDCs measured along the
new Γ¯ points (indicated by the white dashed arrow in Fig. 4.12(a)) are shown in grayscale with
high intensity in black. According to the ”Stars-of-David” picture and its inequivalent Ta atoms,
one can distinguish three smoothly dispersing Ta 5d sub-bands, two completely filled at binding
energies of 0.43 eV and 0.9 eV and the lower Hubbard band (LHB) closer to EF . By zooming
into the dispersion of the LHB (see Fig. 4.12(c)), after adjusting the gray scale, one can observe
decreased spectral weights at the new BZ boundary positions (indicated by arrows) and increased
spectral weights at the new Γ¯ points. We therefore conclude that the intensity peaks in the FSM
result from the dispersion of the LHB. In a recent article [60] the authors identify a splitting of
the LHB, presumably induced by magnetic ordering with a new periodicity. However, in view of
the perfect correspondence of the LHB dispersion with the CDW induced BZs, we preferably at-
tribute these structures to the commensurate superstructure and note that the periodic depletion
of spectral weight (arrows in Fig. 4.12(c)) is attributed to the CDW gap which follows the new
BZ boundaries. Indeed, if we base on the results of Sangiovanni and al. [61] who observed that
in a strongly correlated regime where the Hubbard repulsion is the dominant scale, the electron-
phonon coupling has basically no effect on the QP spectral shape anymore, we can expect that
these modulations in the LHB were hidden in the QC phase by the influence of electron-phonon
interaction, and reappear in the C phase when going to the strong electron-electron correlation
regime.
4.4.4 Summary and conclusion
We have investigated the temperature dependence of the electronic structure of 1T -TaS2. The
computation of the imaginary part of the static susceptibility reveals a small and broad local
maximum at a q value in good agreement with the expected nesting vector for the IC phase.
Additionally the superposition on the FSM of the BZ corresponding to the IC superstructure show
the possibility of a significant potential of electronic energy gain. These two observations point
strongly towards the Peierls mechanism to explain the ICCDW phase occurence. We exploited
ARPES to study the band structure in the three phases (IC-QC-C). In contradiction with a
pure 2D Peierls scenario, we did not find any clear QP crossing in the QC phase as well as in
the IC phase but instead, we observed a broad dispersing feature with renormalized dispersion
while approaching the Fermi level. Based on polaronic considerations, we can understand these
anomalous spectral properties. However, the presence of polarons has to be confirmed by other
methods. Available optical measurements do not allow to accept or reject this point of view
[62]. More precise data in the midinfrared region as a function of temperature are needed. By
interpreting the ”star-of David” cluster as a small molecule we invoke a possible interplay between
long range and short range electron-lattice interaction which may well enhance the strength of
the coupling and hence give even more support to the polaronic point of view. By lowering the
temperature through the Mott transition, the physics changes to a strongly correlated electron-
electron interaction regime. The C phase data is in perfect agreement with the symmetry of the
commensurate superstructure and even reveals a dispersive modulation of the LHB which allows
to locate the CDW gap at the position of the new BZ boundaries. To conclude, it turns out that
although 1T -TaS2 has been studied since decades, its complex phase diagram and the mechanism
behind the CDW formation are still subject of debate. As long as quantitative simulations of
ARPES data with realistic microscopic models are still missing, it is not clear to what point a
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given interpretation is unique. Nevertheless, the qualitative agreement of the behaviour of our
measured line shapes with a scenario based on the presence of polarons presents a new point of
view to explain instabilities in 1T -TaS2.
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4.5 Complement
4.5.1 Coexisting periodicities in 1T -TaS2
In ordinary periodic crystals, the energy levels are organized in bands reflecting the translational
symmetry. This band structure differs from the free electron dispersion essentially by the opening
of gaps at the BZ boundaries and by the folding back of dispersion branches into the first BZ [6].
Thanks to the periodicity, all electronic states can be described using wavevectors in the first
BZ only. In CDW systems a more complex situation arises, due to the presence of two different
periodic potentials in the solid at the same time. The questions are how is the band structure
influenced by the CDW potential and what do we measure with ARPES?
Fig. 4.13 shows an ARPES measurements taken at room temperature (QCCDW state) of
1T -TaS2 along the Γ¯M¯ direction. As already observed in section 4.3, despite the presence of
the CDW potential VCDW , the experiment exhibits the symmetry of the normal state BZ. Thus,
although the electron wavefunctions must conform to the resulting overall periodicity, the ARPES
seems to be insensitive to the periodicity of VCDW . To investigate the effects of competing periodic
potentials on the band structure and ARPES intensity, we considere the simple 1D model used by
Voit et al. [24, 63] and we evaluate the spectral function by exploiting Green’s function method.
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Figure 4.13: Band dispersion along the Γ¯M¯ direction of the Ta 5d-derived band of the 1T -TaS2 in QCCDW
state.
First, we consider the simple case of a 1D tight binding electron system with a lattice constant
a (periodicity in reciprocal space Q1=
2pi
a
). The resulting dispersion (k)=-2tcos(ka) is plotted in
red in Fig. 4.14 (a). A second periodic potential V(x)=Vcos(ka1), commensurate with the first
one for reasons of simplicity, is introduced. We choose a1=2a (periodicity in reciprocal space
Q2=
pi
a
). This situation corresponds exactly to what is encountered in a 1D electron system with
a half-filled conduction band undergoing a Peierls transition. The corresponding Hamiltonian is
expressed in second quantification as:
H =
∑
k
{(k)c+k ck +
∑
q
[V (q)c+k+qck +H.c]} (4.33)
where the potential is V(q)=VδqQ2 , ck (c
+
k ) is the destructor (creator) of an electron with momen-
tum k, and the spin is neglected. Because 2Q2 is a reciprocal lattice vector, the Hamiltonian is
the 2 × 2 following matrix:
Mˆ =
(
(k) 2V
2V (k +Q2)
)
Its diagonalization leads to the following eigenvalues λ±k = ±
√
4t2cos2(k) + 4V 2, and therefore
to the new dispersion drawn in blue in Fig. 4.14 (a). As expected a gap opens at the new zone
boundaries ± pi
a1
and the band folds back into the new BZ. These results seem to be in conflict
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Figure 4.14: (a) Tight binding bands for a 1D potential with periodicity a (red line) and for a system with
a second perturbative potential wit periodicity a1 = 2a. (b) Spectral weight distribution find for a system with
competing commensurate periodicities (see text).
with what is observed in Fig. 4.13 for the 1T -TaS2 where the new periodicity of
√
13 is not
reflected. However we ought to keep in mind that the ARPES intensity is proportional to the
spectral function weighted by matrix elements.
In the aim to determine the spectral function, one starts by defining the Green’s function
matrix as
Gˆ(k, t) =
(  ck(t); c+k (0)   ck(t); c+k+Q2(0) 
 ck+Q2(t); c+k (0)   ck+Q2(t); c+k+Q2(0) 
)
The equations of motion can be formulated for each components of Gˆ(k, t). For the first element
 ck(t); c+k (0) , the equation of motion is
i
δ
δt
 ck(t; )c+k (0) 
=
δ
δt
{< ck(t)c+k (0) > Θ(t)− < c+k (0)ck(t) > Θ(−t)}
= δ(t) < ck(t)c
+
k (0) > +Θ(t) <
δ
δt
ck(t)c
+
k (0) >
+δ(t) < c+k (0)ck(t) > −Θ(−t) < c+k (0)
δ
δt
ck(t) >
= δ(t) < {ck(t), c+k (0)} > + < T{
δ
δt
ck(t)c
+
k (0)} >
= δ(t)+  [ck(t), H]; c+k (0)  (4.34)
where in the last step we apply the anticommutation property of fermions operators and the
time evolution of a Heisenberg operator (i δ
δt
A(t) = [A(t), H]). By introducing the Hamiltonian
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expression 4.33 we can evaluate the commutator
[ck(t), H] =∑
k′
{(k′)ck′(t)δkk′ + V ck′(t)(δkk′+Q2 + δkk′)}
and introduce the result in (4.34). Therefore the equation of motion for  ck(t); c+k (0)  leads
finally to the following expression
i
δ
δt
 ck(t; )c+k (0) =
δ(t) + (k)  ck(t); c+k (0) 
+2V  ck+Q2(t); c+k (0)  (4.35)
By proceeding in the same manner for all the elements of Gˆ, we obtain the equation of motion
of the matrix Gˆ
i
δGˆ
δt
= MˆGˆ+ Iδ(t) (4.36)
By analogy with a one dimensional calculation, the equation (4.36) can be solved by a Fourier
transform:
Gˆ(k, ω)−1 = iIω − Mˆ =
(
iω − (k) 2V
2V iω − (k +Q2)
)
(4.37)
At this point we artificially consider that the spectral function is derived only from the first
component of Gˆ(k, ω):
G11(k, ω)
=
iω − (k +Q2)
(iω − (k))(iω − (k +Q2))− 4V 2
=
iω − (k +Q2)
(iω − λ+k )(iω − λ−k )
=
u2
iω − λ+k
+
v2
iω − λ−k
(4.38)
where u2 =
λ+
k
−(k+Q2)
λ+
k
−λ−
k
and v2 =
λ−
k
−(k+Q2)
λ−
k
−λ+
k
. Finally the spectral function is
A(k, ω) =
1
pi
| ImG11(k, ω) |= u2δ(λ+k ) + v2δ(λ−k ). (4.39)
This spectral function is drawn in Fig. 4.14 (b) where we observe that while the dispersion of
the eigenvalues follows the repeated zone scheme, the spectral weight keeps peaked on the ex-
tended zone scheme dispersion and thus follows the unperturbed periodicity, in agreement with
our ARPES measurements. The only visible effects of the second potential are the gaps which ap-
pear at the new zone boundaries. Their presence depends on the weight transfer to the backfolded
band, which is a function of the strength of the perturbative potential.
Thus consistency with ARPES data is found by only considerating the first component of
Gˆ(k, ω) during the evaluation of the spectral function. An identical calculation starting with
the last component of Gˆ(k, ω), namely G22(k, ω), will give a similar result but with the negative
spectral weight as the previous one. Therefore, we conclude that the effect of matrix elements for
systems with competing periodicities is similar to a projection on the unperturbed dispersion (in
our case the red one of Fig. 4.14 (a)).
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Figure 4.15: Spectral weight distribution found for a system with competing incommensurate periodicities.
We can now consider the more general case of two incommensurate potentials Q1 and Q2. In
these conditions the potential in 4.33 becomes V(q)=V1δq,Q1 +V2δq,Q2 and the matrix representing
H is now infinite. We can find approximate solutions by truncating this matrix and repeating the
calculation done for the commensurate case. The spectral function found for a truncation of H by
a 3-×-3 matrix is drawn on Fig. 4.15. Again the spectral intensity is concentrated on the extended
zone scheme dispersion. Gaps open at Q1
2
and Q2
2
and new weak bands are generated. These ones
cannot be described in a repeating zone picture contrary to the commensurate case. The number
of shadow bands and gaps increases with the size of the truncated Hamiltonian matrix and the
gap sizes become exponentially small. Thus with larger matrices the eigenvalues tend to form a
non dispersive scheme but by the localization of the spectral weight on eigenvalues following the
extended zone scheme, we find again a dispersion representative of the unperturbed strucuture.
So despite the destruction of translational invariance and the absence of periodicity, ARPES
intensity of such a system with incommensurate competing potentials displays dispersion. Our
measurements of the 1T -TaS2 in the incommensurate CDW state (Fig. 4.10) confirm these as-
sumptions. Such behavior has also been observed in quasi-crystalline systems [64].
4.5.2 Polaron
To understand the ARPES line shape it is crucial to establish the existence of gaps, pseudogaps or
dispersion anomalies in samples. As discussed in chapter two where we have introduced many body
aspects, the spectral function can exhibit complex structures composed of a main peak, the so-
called quasiparticle peak, and of an incoherent background. This interpretation of ARPES data has
allowed identification of many famous features such as the Fermi liquid behaviour of some metallic
systems [65], the superconducting gap [66–68], the kink of the dispersion curves of cuprates [33]
or spectral signs of electron-phonon coupling on metallic surfaces [69–71]. However during this
last decade several works have revealed failures of this conventional framework assuming that the
main peak of the ARPES spectra represents a quasiparticle pole. Indeed some materials such
as certain manganites with colossal magnetic resistance [72, 73], certain cuprates in underdopped
regime [74,75] or quasi-one dimensional conductors exhibiting CDW [76,77] expose pseudogapped
broad ARPES line shapes with missing quasiparticle peak. Independently of the studied material
the authors of these works explain these anomalous spectral features in terms of strong coupling
with collective excitations. While the nature of these collective modes in cuprates is still debated
[78], strong electron-phonon coupling is generally put forward to explain the unusual spectra of
manganites and quasi-one dimensional CDW compounds. We also consider this mechanism to
explain the complete removal of the Fermi surface of the 1T -TaS2 in the QCCDW state (section
4.4). Thus we propose here to detail the behaviour of ARPES line shapes under (strong) electron-
phonon coupling conditions.
As first approach we choose to study the exactly solvable model of the coupling of a single
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electron to a bath of independant phonons of energy ω0 [7]. We will see that the broad line
shape as well as the vanishingly quasiparticle spectral weight come naturally from the calculated
spectral function of this model. Moreover as nicely showed by Dessau et al. [72] an unusual
dispersion behaviour can be extrapolated from this independent boson model. The Hamiltonian
representative of this model may be written as:
H = c+c[c +
∑
q
Mq(aq + a
+
q )] +
∑
q
ωqa
+
q aq. (4.40)
and after canonical transformation it becomes:
H = c+c(c −∆) + ω0
∑
q
a+q aq. (4.41)
It describes a fixed particle of bare energy c interacting with a set of Einstein phonons of energy
ω0. Due to the coupling the ground state energy is shifted by an amount ∆ = gω0 =
∑ M2q
ω0
where
Mq is the ion mass and g the coupling constant describing the coupling strength. We note that
the interaction between the fixed electron and the set of independent bosons occurs only when the
state is occupied, namely when c+c = 1.
The spectral function may be determined by standard calculation of the Green’s function and
is for zero temperature:
A(ω) = 2pie−g
∞∑
l=0
gl
l!
δ(ω − c + ∆− ω0l) (4.42)
EF
εc
-εc
-∆
-∆
+∆
+∆
l=
+ω0l0
1
2
3
4
5
6
7
8
9
-ω0ll= 01
2
3
4
5
6
7
8
9
ω
ω=0
IPES
PES
g = 0.5 g = 5
l= 0
1
2
0
1
2l=
Figure 4.16: Schematic IPES (ω > 0) and PES (ω < 0) spectral functions of a single fixed electron coupled to
a bath of phonons of frequency ω0 for weak (g=0.5) and strong (g=5) coupling. For both regimes the spectrum
consists of a multi-peaks structure and the quasiparticle ground state is shifted from the free electron energy c
by ∆, more significant for strong coupling case. For g=0.5 the quasiparticle (l=0) contains most of the spectral
weight while for the larger g the spectral weight is transfered to the satellites (l > 0) with maximum of intensity
located on the centroide of the spectrum.
This function is drawn in Fig. 4.16 for the weak and the strong coupling cases. In Fig. 4.16
we separate also the IPES region (ω > 0) from the PES region (ω < 0). The spectral function is
an envelope of many individual peaks spaced ω0 apart. The peak closest to the Fermi level is the
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quasiparticle peak or zero-phonon peak, shifted by ∆ from the non-interacting energy position c.
The following peaks are satellites. They indicate that the single electron is not an eigenstate of the
Hamiltonian (4.40), and that therefore the particle has a finite probability of occupying other states
carrying l phonons with them. From the PES point of view it means that a removal of an electron
from the system occurs with a probability of shaking off a certain number of bosons. This picture
gives rise to a similar photoemission spectrum that for the molecule H2, and is thus mentionned
as due to Franck Condon broadening. From Fig. 4.16 we observe obvious differences between
the two coupling regimes. For the weak coupling case most of the spectral weight is concentrated
on the quasiparticle peak which is still located near the bare energy c. For strong coupling the
shape is broader, with the quasiparticle far away from c and having very small spectral weight.
The maximum of intensity is still located near c but in the region of the satellites. This strong
coupling line shape describes very well the spectra observed in works cited above and thus gives
confidence on the role of electron-boson coupling in these systems.
For a non-zero temperature the spectral function becomes:
A(ω) ∼ 2pie−g
+∞∑
l=−∞
e
l
ω0
2kBT δ(ω − c + ∆− ω0l) (4.43)
This is similar to the case for T=0 K apart from the summation that contains here negative l
values, due to the absorption by the particle of thermally activated phonons. However the shape
remains similar to the one of fig. 4.16 because the factor e
l
ω0
2kBT skews the envelope of intensities
to the positive side, l > 0.
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Figure 4.17: Extrapolated dispersion behaviour from the independent bosons model in strong coupling regime.The
quasiparticle is expected to disperse less than what the band theory predicts but crosses the Fermi level at the
band theory Fermi momentum. The centroide of the ARPES spectrum follows the free electron dispersion until it
approaches the Fermi level where the band flattens leading to the opening of a pseudogap. From ref. [72]
To compare further this model for strong coupling with ARPES data, it is interesting to
extrapolate it to a many particle system including band dispersion in the same manner as done
by Dessau et al. [72]. The expected behaviour is exposed in Fig. 4.17 In analogy with the single
electron model above, the centroide of the ARPES spectrum (maximum of intensity) follows
the band theory dispersion through most of the k-space. The quasiparticle peak with almost
no intensity is separated by ∆ from the centroide. According to the Luttinger theorem, the
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quasiparticle crosses the Fermi level at the same momentum than what the band theory predicts.
We note by reference to our introduction of many body effects in chapter 2.3 that ∆ corresponds
to the self-energy. ∆ being non-zero even at kF , the centroide dispersion separates from the one of
band theory and stays always well below the Fermi level. This flattening of the centroide dispersion
leads to a pseudogap in the spectral function. We suggest that this pseudogap is responsible for
the removal of the whole Fermi surface in case of isotrope coupling collective mode. Finally as
said above the interaction between the particle and the collective modes occurs only when the
states are occupied , therefore as soon as the quasiparticle peak crosses the Fermi level the entire
photoemission spectrum rapidly loses intensity. However a remnant weight stays above kF due to
particle-hole mixing.
A step further than this extrapolation of the model of independent bosons is the study of the
general Hamiltonian:
H =
∑
k
kc
+
k ck +
∑
ν,q
ων(q)a
+
q,νaq,ν +
∑
k,q,ν
λ(k,q, ν)c+k+qck(a
+
−q,ν + aq,ν) (4.44)
where λ(k,q, ν) is the general form of electron-phonon coupling and the index ν represents the
polarization of the phonon.
The two most famous simplified versions of this Hamiltonian are the Fro¨hlich and the Holstein
models [38, 79]. The Fro¨hlich solution is applicable for long-range electron-lattice interaction
where particles are lightly dressed and weakly polarize the environment on a large spatial extend
around themselves. The Holstein model assumes a one electron-site coupling of the electrons with
dispersionless lattice vibration modes, thus dealing with short range electron-lattice interaction.
The concept of polaron, introduced by Landau [80], and that represents an electron moving in a
polarizable lattice carrying the lattice deformation with it, is often used to distinguish between the
Fro¨hlich and the Holstein models: one speakes of large polarons in the former model and of small
polarons in the latter one. Since when increasing the strength of the coupling the polaron radius
shrinks to a single lattice site, the Holstein model is more adapted to study strong interaction.
Recently some numerical works have addressed this Holstein problem [37, 39, 40, 81]. These
numerical approaches give the possibility to simulate the spectral function in regions where the
perturbation theory fails. The authors of these works are particularly interested in the crossover
between weak and strong coupling in the adiabatic limit as well as in the effect of the system filling
on the spectral function. We want here to compare the principal results of these more realistic
models with our previous independent bosons picture.
The patterns in Fig. 4.18 illustrate the spectral function found at half filling for the weak and
strong coupling limits. In the weak coupling scheme, most of the spectral weight near kF resides on
the polaronic quasiparticle. The dispersion of this band exhibits a mass enhancement due to the
weak-dressing of the electron. Further from kF the polaron band is no more visible since most of
the spectral weight is transfered to the incoherent band which follows the bare dispersion (k). For
strong coupling the spectrum consists again of the polaronic quasiparticle and the coherent part.
But as a consequence of the predominantly local effects in strong coupling region, the polaron
band contains almost zero electronic spectral weight for the whole momentum range and turns
to a very narrow band. The incoherent part where the electronic spectral weight is concentrated
also changes: it becomes broader and is composed of a multi-peak structure in a similar manner
as the previous model of independent bosons. Also, as shown in Fig. 4.17, the incoherent band
does not cross the Fermi level but flattens in its proximity inducing the opening of a pseudogap.
We remark that although the polaron band crosses the Fermi level the system becomes insulating
since these states have a vanishingly small electronic character.
In summary, it appears that a relatively strong coupling between electrons and phonon modes
can explain the unusual spectral behaviour observed in numerous materials and especially in the
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Figure 4.18: Sketch of the spectral functions derived from the numerical resolution of the Holstein problem for
the two limits of weak and strong coupling.
1T -TaS2. As proposed in section 4.4 and in reference to the above presentation, the coupling
with dispersionless optical phonons is a valid candidate to explain the removal of the whole Fermi
surface observed in this compound. However the strength of the coupling remains an open question
and demands additional experimental works such as fine optical measurements. Nevertheless a
first rough estimation of λ is possible thanks the following relation between the coupling constant
and the CDW gap ∆CDW
∆CDW = 2Fe
−1/λ. (4.45)
We find for the Ta5d band perpendicular to the Γ-M direction a λ of the order of unity, which
corresponds to the theoretical limit for the formation of a small polaron in the adiabatic limit.
4.6 Summary
Peierls early pointed out the importance of the high anisotropy of the band structure for inducing
the CDW ground state. Indeed the strongly divergent response function of 1D systems, which
is due to the peculiar FS topology, is the starting key to the formation of such a ground state.
Therefore, it is not surprising that an explanation for the occurrence of CDW in higher dimensional
systems has been first looked for in the topology of FS, in order to find good nesting conditions.
And indeed, this explanation fits well for 2D systems that have a quasi-1D character, like purple
bronze (KMo6O17) where a hidden 1D FS has been found [82]. However for true 2D systems, such
as 1T -TaS2, the topology of the FS presents only imperfectly parallel parts, thus it is strongly
questioning whether it is sufficient to account for the CDW formation.
In this thesis, we identify several points that could explain the complex behaviour of 1T -TaS2.
First, with the point of view of a generalization of the 1D Peierls scenario, we expect that the
nesting is strong enough to induce the instability, and we explain the particular ”stars-of-David”
superstructure by putting forward that this configuration maximizes the energy gain thankes to
its many small BZs cutting the FS and therefore creating many small gaps. Second, by identifying
”stars-of-David” as small molecules, we argue that strong electron-phonon correlation plays an
important role in the complex phase diagramm of the 1T -TaS2. We conclude by noting that an
unified explanation will probably be found in the fusion of the Peierls nesting scenario with a
molecular orbital approach.
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Chapter 5
1T -TiSe2, an excitonic insulator?
5.1 Introduction
Among the transition metal dichalcogenides, 1T -TiSe2 exhibits an interesting phase diagram due
to the formation of a CDW. Indeed upon cooling down from room temperature, this compound
undergoes at TC ≈ 200 K a second-order phase transition into a commensurate CDW phase
associated with a (2x2x2) superlattice. The three CDW vectors connect the Γ point with the L
points of the hexagonal BZ represented in Fig. 5.1 (a) As illustrated in Fig. 5.1 (b), at these high
symmetry points, the DFT-calculated electronic structure predicts a Se 4p-derived valence band
maximum at Γ and a Ti 3d-derived conduction band minimum at L. Therefore the FS consists
of hole pockets at Γ and electron pockets at L (and equivalent points)(Fig. 5.1 (c)). Although
1T -TiSe2 is one of the simplest and most studied transition metal dichalcogenides, the driving
force of the CDW formation remains a puzzle after decades of research. In this lively discussion
on the origin of the CDW instability in 1T -TiSe2 several mechanisms have been suggested: (i)
DiSalvo [1] proposed the simple nesting model, explaining the instability by nesting between Γ-
point holes and L-points electrons. However the hole pocket at Γ is different in size and shape
from the electron pocket at L and thus no large parallel FS portions are expected. Therefore this
model did not receive much support. (ii) In view of the unusual large lattice polarizability of
1T -TiSe2, White and Lucowsky [2] suggested an antiferroelectric transition driving the phonon
mode soft. (iii) Hughes [3] proposed a band-type Jahn-Teller mechanism based on the observed
atomic displacements during the structural phase transition of 1T -TiSe2: the local coordination
of the Ti atom changes from octahedral (1T) towards trigonal prismatic (2H) and the lowest lying
degenerate d-derived bands are split, with a nondegenerate level shifting down in energy. Due
to the partial filling of these d levels the system is expected to reduce its total energy through
the coordination change. Later Whangbo and Canadell [4] refined this approach of a structural
change inducing energy lowering and pointed out that the energy gain is associated with the
shortening of the Ti-Se bond and does not occur in the Ti 3d-derived bands but rather in the Se
4p-derived bands. (iv) The last explanation was suggested by Wilson [5] who proposed 1T -TiSe2
to be the first exemple of an excitonic insulator. Within this model, if the number of carriers is
sufficiently small, the screening of the Coulomb interaction between electrons and holes is weak
and the system becomes unstable upon the formation of weakly bound electron-hole pairs, called
excitons [6].
Among these four scenarios, The last two have attracted much attention. However, despite
numerous experimental works [7–11], it appears still difficult to favour one mechanism rather than
an other. Moreover a combination of these scenarios cannot be ruled out.
The aim of this chapter is to establish the existence or not of excitons in 1T -TiSe2. Thus in
the following section, we develop the exciton theory and we study in detail the expected spectral
function in presence of an exciton condensate as well as in the case of fluctuating excitons. After
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Figure 5.1: (a) Surface and bulk Brillouin zone of the 1T structure. (b) DFT band calculation for the 1T -TiSe2.
(c) Fermi surface mapping of 1T -TiSe2 at room temperature with high intensity in white. The normal state BZ is
superimposed on the FSM.
the presentation of the theory, we confront our ARPES data to the theoretical predictions and
track possible traces of excitons.
5.2 Excitons and spectral function
Formation of electron-hole bound pairs was proposed for the first time by Mott for semimetals [12]
and by Knox for semiconductors [13]. Mott pointed out that if the number of carriers is suffi-
ciently small the Coulomb interaction between electrons and holes is weakly screened, leading to
a nonconducting electron-hole bound state. Knox considered an indirect-band-gap semiconductor
and has predicted the spontaneous formation of excitons when the gap energy EG becomes less
than the binding energy of an exciton EB.
Starting from these observations several works argued in favour of a new possible distorted
insulating phase - the excitonic phase - in solids with small energy-band-gaps (positive or negative)
and at sufficiently low temperature (kBT smaller than the electron-hole binding energy). The
theory of this excitonic phase was first developped by des Cloizeaux [14] and Keldysh and Kopaev
[15]. Further developments have been worked out by Zittartz [16, 17], Je´rome, Rice and Kohn
[18] and Halperin [19] where the authors deal with a formalism analogous to the BCS theory of
superconductivity. The following of this section, whose aim is to derive the spectral function, is
largely inspired from these latest theoretical works.
5.2.1 The electron-hole system
To develop the theory of the excitonic insulator, we assume as a starting point the band structure
depicted in Fig. 5.2, which consists in a single valence band centred at Γ (k=0) and a single con-
duction band with its minimum at M (k=w). The dispersions for the valence and the conduction
bands are respectively:
a(k) = −Ea − k
2
2ma
b(k,w) = Eb +
(k−w)2
2mb
.
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Figure 5.2: Sketch of the two bands model used in our derivation of the excitonic scenario. The valence band
(VB) and conduction band (CB) are centred in Γ and M, respectively, and their dispersions are given by a and b
The indirect gap, positive or negative, is therefore EG = Ea + Eb. We suppose the following
Hamiltonian for the electron-hole system:
H = H0 +W
where
H0 =
∑
k
a(k)a
+(k)a(k) +
∑
k,w
b(k,w)b
+(k + w)b(k + w).
Here the a(k),a+(k) and b(k+w),b+(k + w) are annihilation and creation operators of valence
and conduction electrons with momentum k and k+w, respectively. The interaction part of H
contains only the direct Coulomb interaction inbetween electrons in valence or conduction bands.
W thus reads
W =
∑
q,w
ρa(q)Vc(q)ρ
+
b,w(q)
where ρa(q) and ρb,w(q) are the usual density operators :
ρa(q) =
∑
k
a+(k + q)a(k)
and
ρb,w(q) =
∑
k
b+(k + w + q)b(k + w).
At this stage we can introduce two Green’s functions, one for electrons propagating in the valence
band Ga and one for electrons from the conduction band Gb
Ga(p, t, t
′) = (−i) < Ta(p, t)a+(p, t′) > (5.1)
Gb(k + w, t, t
′) = (−i) < Tb(k + w, t)b+(k + w, t′) > (5.2)
We also define here the so-called anomalous Green’s functions whose introduction will be justified
later
F (k,w, t, t′) = (−i) < Tb(k + w, t)a+(k, t′) > (5.3)
F+(k,w, t, t′) = (−i) < Ta(k, t)b+(k + w, t′) > (5.4)
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These two functions combine annihilation and creation operators of distinct bands, and are there-
fore zero in the normal state of the system. However if excitons appear in the system these
functions will not be zero anymore and will carry some information. The electronic operators
satisfy the following equations of motion
i
∂
∂t
a(p, t) = a(p)a(p, t) +
∑
q,k,w
Vc(q)a(p + q)b
+(k + w)b(k + w− q) (5.5)
i
∂
∂t
b(p + w, t) = b(p + w)b(p + w, t) +
∑
q,k
Vc(q)a
+(k + q)a(k)b(p + w + q) (5.6)
5.2.2 Exciton physics
From the field operators ψ+b (x) and ψa(x
′) which create a conduction electron at x and a hole in
the valence band at x’, respectively, one can construct the exciton creation operator A+(x,x′) as
A+(x,x′) = ψ+b (x)ψa(x
′)
=
∑
k1,k2,w
e−i(k1+w)xeik2x
′
b+(k1 + w)a(k2). (5.7)
With introduction of relative and center of mass coordinates u= x- x’ and R=αx+βx’ where
α = mb
M
, β = ma
M
and M=ma +mb the exciton creation operator becomes
A+(R,u) =
∑
Q,p,w
e−i(Q+w)Re−i(p+βw)ub+(p + αQ + w)a(p− βQ) (5.8)
where Q=k1 − k2 is the centre of mass momentum and p=αk2 + βk1. In a similar way, it is
possible to write the electron-hole pair operator in term of exciton operator:
b+(p + αQ + w)a(p− βQ) =
∑
λ
ϕ∗λ(p,w)A
+
λ (Q,w) (5.9)
The field operator A+λ (Q,w) creates an exciton of eigenstate λ with centre of mass momentum Q
and with the electron located in the conduction band near w. The inverse relation of (5.9) leads
to:
A+λ (Q,w) =
∑
p
ϕ∗λ(p,w)b
+(p+ αQ + w)a(p− βQ) (5.10)
ϕλ(p,w) is the exciton wave function and is a bound eigenstate of the following elementary
Schro¨dinger equation for the electron-hole relative motion in k space [20]:
[
p2
2µ
− Eλ]ϕλ(p,w) =
∑
p′
Vc(p− p′)ϕλ(p,w) (5.11)
where Eλ is the energy of the relative motion state ϕλ and µ is the reduced mass,
1
µ
= 1
ma
+ 1
mb
.
ϕλ has the same form as the solution of the hydrogen atom problem.
The dynamics of excitons is described by the equation of motion:
i
∂
∂t
A+λ (Q,w) = i
∂
∂t
∑
p
ϕ∗λ(p,w)b
+(p + αQ + w)a(p− βQ) (5.12)
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With help of the time dependence of the electron and hole operators (5.6) and the addition of a
reasonable interacting term [20], (5.12) becomes:
i
∂
∂t
A+λ (Q,w) = −
∑
p
[EG +
p2
2µ
+
Q2
2M
]ϕ∗λ(p,w)b
+(p + αQ + w)a(p− βQ)
+
∑
p′
Vc(p− p′)ϕ∗λ(p′,w)b+(p′ + αQ + w)a(p′ − βQ) (5.13)
Finally with introduction of (5.11) one finds the following result for the exciton equation of motion
i
∂
∂t
A+λ (Q,w) = −[
Q2
2M
+ Eλ + EG]A
+
λ (Q,w) (5.14)
With this last expression we can easily derive the excitonic Green’s function Gexλ (Q, t, t
′) which
will be useful for the rest of this theory
Gexλ (Q, t, t
′) = (−i) < TAλ(Q, t)A+λ (Q, t′) >
Gexλ (Q, z) =
1
z − Q2
2M
− λ
(5.15)
where λ = Eλ + EG.
5.2.3 Condensate phase
By analogy to the theory of superconductivity, in the excitonic state the excitons behave as a
condensate in the lowest energy state, namely the state with zero momentum Q=0. At finite
temperature excitons may be described by the thermal average of the electron-hole pair operator
(5.9) which for an exciton condensate is
< b+(p + αQ + w)a(p− βQ) > = δQ,0ϕ∗0(p,w) < A+0 (0,w) >
= δQ,0ϕ
∗
0(p,w)ξ
∗
0(w). (5.16)
The square modulus of< A+0 (0,w) >= ξ
∗
0(w) is indicative of the intensity of the exciton formation.
The change of the initial band structure of Fig. 5.2 due to the presence of an exciton condensate
can be revealed by the Green’s functions Ga(p, t, t
′) and Gb(k + w, t, t′) defined in (5.2). The
equation of motion of the valence band Green’s function is derived from the time dependence of
the operator a(p,t) and is
[i
∂
∂t
− a(p)]Ga(p, t, t′) = δ(t− t′)− i
∑
k,q,w
Vc < Ta(p + q, t)b
+(k + w, t)b(k + w− q, t)a+(p, t′) >
(5.17)
Evaluation of the time ordered bracket in (5.17) is accomplished with use of Wick’s theorem which
states that, for free particle, such a bracket may be evaluated by expanding it into all possible
pairings. That gives:
< Ta(p + q, t)b+(k + w, t)b(k + w − q, t)a+(p, t′) >=
− < b+(k + w)a(p + q) >< Tb(k + w− q, t)a+(p, t′) >
− < Ta+(p, t′)a(p + q) >< b+(k + w)b(k + w − q) >
− < a(p + q)b(k + w− q) >< Tb+(k + w, t)a+(p, t′) > (5.18)
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where the sign in front of each pair is determined by the number of operator permutations, negative
for an odd number and else positive. The last combination of pairs in (5.18) is evidently zero and
the one before is the usual Hartree-Fock term which will be exactly compensated by the potential
of the ions background. Moreover with suitable variable substitution, the equation of motion
(5.17) reads
[i
∂
∂t
− a(p)]Ga(p, t, t′) = δ(t− t′) + i
∑
q,w
Vc < b
+(p + q + w)a(p + q) >< Tb(p + w, t)a+(p, t′) >
(5.19)
We directly observe by comparison with (5.16) and (5.4) that Wick’s theorem makes naturally
appear in (5.19) the electron-hole pair operator and the anomalous Green’s function. The equation
of motion then becomes
[i
∂
∂t
− a(p)]Ga(p, t, t′) = δ(t− t′) + i
∑
q,w
Vcϕ
∗
0(p + q,w)ξ
∗
0(w)iF (p,w, t, t
′)
= δ(t− t′)−
∑
w
∆(p,w)F (p,w, t, t′) (5.20)
where the order parameter ∆ is defined by
∆(p,w) =
∑
q
Vc < b
+(p + q + w)a(p + q) >
=
∑
q
Vcϕ
∗
0(p + q,w)ξ
∗
0(w) (5.21)
In our aim to evaluate the Green’s function of the valence band we still have to determine the
anomalous Green’s function F(p,w,t,t’). We proceed as above with the equation of motion:
[i
∂
∂t
− b(p + w)]F (p,w, t, t′) = (−i)
∑
k,q
Vc(q) < Tb(p + w + q, t)a
+(k + q, t)a(k, t)a+(p, t′) >
(5.22)
Using Wick’s theorem to evaluate the time ordered bracket and introducing the order parameter
leads to the following equation of motion:
[i
∂
∂t
− b(p + w)]F (p,w, t, t′) = −∆∗(p,w)Ga(p, t− t′) (5.23)
Solving the differential equations (5.20) and (5.23) is achieved by time Fourier transformation
which leads respectively to:
(z − a(p))Ga(p, z) = 1−
∑
w
∆(p,w)F (p,w, z) (5.24)
and
(z − b(p + w))F (p,w, z) = −∆∗(p,w)Ga(p, z) (5.25)
If one considers a single w, one finally obtains for the Green’s function of the valence band:
Ga(p, z) =
1
z − a(p)− |∆(p,w)|2z−b(p+w)
(5.26)
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This result has the same form as the one of the BCS theory of superconductivity with the self
energy given by σa(p, z) =
|∆(p,w)|2
z−b(p+w) . The spectral function for the valence band can be derived
from (5.26) with the usual formula
Aa(p, z) =
1
pi
| ImGa(p, z) |= u2a(p)δ(z − z+(p)) + v2aδ(z − z−(p)) (5.27)
where the poles z±(p) are roots of (z − a(p))(z − b(p + w))− | ∆(p,w) |2= 0 and take the
following values
z±(p) =
1
2
[a(p) + b(p + w)±
√
(a(p)− b(p + w))2 + 4 | ∆(p,w) |2] (5.28)
u2a(p) and v
2
a(p) represent the spectral weight distribution and it can be easily shown that they
take the following form:
u2a(p) =
z+(p)− b(p + w)
z+(p)− z−(p) and v
2
a(p) =
z−(p)− b(p + w)
z−(p)− z+(p) (5.29)
In a similar way the Green’s function and spectral function of the conduction band are
Gb(k,w, z) =
1
z − b(k)− |∆(k,w)|2z−a(k−w)
(5.30)
and
Ab(k, z) =
1
pi
| ImGb(k, z) |= u2b(k)δ(z − z+(k)) + v2b δ(z − z−(k)) (5.31)
Now the poles are located at
z±(k) =
1
2
[a(k−w) + b(k)±
√
(a(k−w)− b(k))2 + 4 | ∆(k,w) |2] (5.32)
and the spectral weights are
u2b(k) =
z+(k)− a(k−w)
z+(k)− z−(k) and v
2
b (k) =
z−(k)− a(k−w)
z−(k)− z+(k) . (5.33)
We can easily verify that for a zero order parameter, our results correspond to the starting band
structure a(p) and b(p). On Fig. 5.3 the resulting band structure for a condensate of excitons
is drawn. Compared to Fig. 5.2, backfolded valence and conduction bands appear simultaneously
with a hump in the conduction band. Moreover, the spectral weight is not uniformly distributed.
There is a slight decrease of intensity at the top of the valence band as well as on the hump of
the conduction band, as the weight on the backfolded bands has an opposite distribution than the
one on the original bands.
5.2.4 Fluctuating excitons
We see above how the electronic structure of a simple two band system is influenced when a Bose
condensate of excitons is formed. However at higher temperature we can already expect existence
of fluctuating excitons with finite lifetime, that can also interact with electrons of the material.
The aim here is to determine which kind of signatures these fluctuating excitons will leave on our
ARPES spectra. As discussed in chapter 2, since the contributions of interactions are all contained
in the self-energy term, we concentrate our efforts on searching an expression for such a term.
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Figure 5.3: Band structure predicted by the 1D two bands condensate model for a gap value of 50 meV and a
constant order parameter ∆= 0.05.
To take into account the effects of interaction with a bath of fluctuating excitons, we need to
solve the equation of motion (5.17) at finite temperature. The extension to finite temperature
was originated by Matsubara. The reader will find a good introduction to this formalism, which
implies working with imaginary times, in chapter 3 of ref. [21].
Basically, in the Matsubara formalism the bracket <> means that a thermodynamic average
is made over all possible configurations of the system and therefore the interacting term on the
right of (5.17) becomes after some manipulations :
−i
∑
k,q,w
Vc(q) < TSaˆ(p + q, t)bˆ
+(k + w, t)bˆ(k + w − q, t)aˆ+(p, t′) >◦ (5.34)
where >◦ indicates that the thermodynamic average is done over states of the unperturbed Hamil-
tonian, S = Te−i
∫
−iβ
0
dτW (τ) is the so-called S-matrix which contains all the effects of interactions,
and the hats on the operators indicate the use of the interaction representation meaning that the
time dependence of these operators is governed only by the unperturbed Hamiltonian. T is now
an imaginary time ordering operator. (5.34) is evaluated by expanding the S-matrix to first order:
S ' T [1− i
∫ −iβ
0
dτW (τ)]. (5.35)
The first term equal to unity does not give any contribution since it leads to the condensate
expression of the previous section wich is zero in the present case. Thus, after substitution of W
by its correct expression, the interaction term of the equation of motion becomes:
−
∑
k,k′,k′′,q,q′,w
Vc(q)Vc(q
′)
∫ −iβ
0
dτ < T aˆ(p + q, t)bˆ+(k + w, t)bˆ(k + w− q, t)aˆ+(k′, τ)
aˆ(k′ − q′, τ)bˆ+(k′′ + w, τ)bˆ(k′′ + w + q′, τ)aˆ+(p, t′) >◦
(5.36)
As before, we factorize the operators corresponding to particles which are only observators of
excitons and we keep together operators which create excitons:
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< Tb(k + w − q, t)b+(k′′ + w, τ) >0 = iG0b(k− q + w, t− τ)δ(k− q,k′′) (5.37)
− < Ta(k′ − q′, τ)a+(p, t′) >0 = −iG0a(p, τ − t′)δ(k′ − q′,p) (5.38)
< Tb+(k + w, t)a(p + q, t)a+(k′, τ)b(k′′ + w + q′, τ) >0
= − < Tb+(p + q + Q + w, t)a(p + q, t)a+(p + q′, τ)b(p + q′ + Q + w, τ) >0
= <
∑
λ,λ′
ϕ∗λ(p + q + βQ,w)A
+
λ (Q,w, t)ϕλ′(p + q
′ + βQ,w)A+λ′(Q,w, t) >0 (5.39)
where for the last bracket we do the substitutions imposed by the delta function, i.e. k”=k-q
and k’=p+q, and moreover we settle k=p+q+Q to find correspondance with (5.9) which allows
to express these last two brackets as a function of the exciton operator A+. We note that the
first two brackets make appear the unperturbed one electron Green’s function due to the thermal
average over unperturbed configurations. By introducing these expressions in (5.36), we find:
∑
Q,λ,λ′,w
∫ −iβ
0
dτ G0b(p + Q + w, t− τ) < TA+λ (Q,w, t)Aλ′(Q,w, t)) >◦ G0a(p, τ − t′)
×
∑
q,q′
Vc(q)Vc(q
′)ϕ∗λ(p + q + βQ,w)ϕλ′(p + q
′ + βQ,w)
(5.40)
The bracket can be expressed as the excitonic Green’s function and is equal to−iδλ,λ′Gexλ (Q, τ−
t). To be consistent this last Green’s function would be the unperturbed one, but since exciton
without interactions does not make sense, we artificially include interaction. Moreover by compar-
ison with (5.21) we can substitute the double summation over q and q’ by an expression with the
order parameter ∆. Therefore, the contribution due to the interaction with the field of fluctuating
excitons in the equation of motion is given by:
−i
∫ −iβ
0
dτ
∑
Q,λ,w
G0b(p + Q + w, t− τ) | ∆(p + βQ) |2 Gexλ (Q, τ − t)G0a(p, τ − t′) (5.41)
which leads to the following self-energy for the valence electrons:
Σa(p, t) ∼ −
∑
Q,λ,w
| ∆(p + βQ) |2 G0b(p + Q + w, t− τ)Gexλ (Q, τ − t) (5.42)
In an analoguous way we can derive the self-energy for the electrons of the conduction band
and we obtain:
Σb(k, t) ∼
∑
Q,λ
| ∆(p− αQ) |2 G0a(k−Q, t− τ)Gexλ (Q, t− τ) (5.43)
The time Fourier transform leads to ∗:
∗The Fourier transform is evaluated by using the properties of fermions and bosons Green’s functions which can
be expanded as f(τ) = 1−iβ
∑
n e
−izntf(zn) with zn =
2npi
β
for bosons and zn =
(2n+1)pi
β
for fermions
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Σa(p, zµ) ∼ −i
∫ −iβ
0
dteizµtΣa(p, t)
= −i
∑
Q,λ,w
| ∆(p + βQ) |2
∫ −iβ
0
dteizµt
∑
α,γ
ei(zα−zγ)t
(−iβ)2 G
0
b(p + Q + w, zγ)G
ex
λ (Q, zα)
= −i
∑
Q,λ,w
| ∆(p + βQ) |2
∑
α
1
−iβG
0
b(p + Q + w, zµ + zα)G
ex
λ (Q, zα) (5.44)
and
Σb(k, zν) ∼ i
∑
Q,λ
| ∆(p− αQ) |2
∑
α
1
−iβG
0
a(k−Q, zν − zα)Gexλ (Q, zα) (5.45)
for the valence and conduction electrons, respectively. In the aim to evaluate the frequency
sum, we first express each Green’s function as a frequency integral over its respective spectral
function:
Σa(p, zµ) ∼ −i
∑
Q,λ,w
| ∆(p + βQ) |2 1−iβ
∑
α
∫
dω
2pi
∫
dω′
2pi
A0b(p + Q + w, ω
′)
zµ + zα − ω′
Eexλ (Q, ω)
zα − ω .
(5.46)
Then we evaluate the sum, which leads to†:
Σa(p, zµ) ∼ i
∑
Q,λ,w
| ∆(p + βQ) |2
∫
dω
2pi
∫
dω′
2pi
A0b(p + Q + w, ω
′)Eexλ (Q, ω)
× NB(ω) +NF (ω
′)
zµ + ω − ω′
(5.47)
Similarly for the self-energy of the conduction electrons:
Σb(k, zν) ∼ i
∑
Q,λ
| ∆(k− αQ) |2
∫
dω
2pi
∫
dω′
2pi
A0a(k−Q, ω′)Eexλ (Q, ω)
× NB(ω) + 1−NF (ω
′)
zν − ω − ω′
(5.48)
To obtain a first evaluation of these self-energies, one proceeds to a series of approximations: (i)
As for small ω the Bose-Einstein distribution diverges, we considere only the bosonic contribution
†The frequency sum is evaluated by a contour integration thanks the following identity: 1−iβ
∑
α f(zα) =∮
dzNB(z)f(z) = −i
∑
l Rl where Rl is a residue of NB(z)f(z) at pole zl of f(z) and NB(z) is the Bose-Einstein
distribution which generates poles at i2npi
β
for all integers n. In our example f(zα) =
1
(zα−ω)(zµ+zα−ω′)
has a pole
originating from the exciton Green’s function at zα = ω and one originating from the electron Green’s function at
zα = ω
′− zµ. The residues for these poles are −i NB(ω)zµ+ω−ω′ and
NB(ω
′−zµ)
zµ+ω−ω′
, respectively. Moreover NB(ω
′− zµ) with
zµ fermionic is equal to −NF (ω′), NF being the Fermi distribution
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NB(ω) and we neglect the fermionic part (1-NF (ω
′) ) in the integration. (ii) We admit the following
delta function for the exciton spectrum:
Eexλ (Q, ω) = 2piδ(ω −
Q2
2M
− ηλ) (5.49)
with ηλ = Eλ−µB ‡. (iii) we simplify drastically the physics concerning the excitons by assuming
that they follow a Boltzman distribution instead of the Bose-Einstein one and that only the Q=0
and λ=0 ground state is occupied. (iv) Finally, we assume an order parameter ∆ independent of
wave vector for small k. All that leads to the following simplified self-energies for only one w:
Σa(p, z) ∼| ∆ |2 1
z − b(p + w) + η0 (5.50)
Σb(k, z) ∼| ∆ |2 1
z − a(k)− η0 (5.51)
and, therefore to the Green’s functions:
Ga(p, z) =
1
z − a(p)− |∆|2z−(b(p+w)−η0)
(5.52)
Gb(k, z) =
1
z − b(k)− |∆|2z−(a(k−w)+η0)
. (5.53)
These expressions for the Green’s functions are very similar to the one found for the condensat
((5.26) and (5.30)), the only difference being the presence of the additional term η0 in the denomi-
nator of the self-energy. Although these results are obtained by use of very crude approximations,
we will see that they imply already interesting effects that will be disccussed in the experimental
section.
5.3 Experimental results and confrontation with the exciton model
The adoption of the excitonic scenario as mechanism for the occurence of the CDW in 1T -TiSe2
is strongly dependent on the relative position of the Se 4p and Ti 3d derived bands (Fig. 5.4). As
pointed out by band structure calculations and ARPES experiments of Anderson et al. [8] three-
dimensional effects have a non-negligible influence on the electronic structure of this material.
Indeed as shown in Fig. 5.5 DFT band structure calculations predict a considerable dispersion of
the Ti 3d band from M to L and of the Se 4p bands from A to Γ, which leads to an overlap of more
than 0.5 eV between the metallic and the chalcogen derived bands. In the aim to verify these
predictions, using synchrotron radiation, we have performed ARPES experiment as a function of
photon energy. The obtained dispersions along Γ-A and M-L for the Se 4p and Ti 3d derived
bands are superimposed to the DFT calculations in Fig. 5.5. As DFT reproduces badly the
position of the Fermi level, we shift our experimental spectra by a constant energy to correct for
this. A remarkable good correspondence between the experimental and calculated Se 4p derived
band dispersion is found. The topmost Se 4p occupied band located at a binding energy of ∼ 100
meV is only slightly dispersive (less than 30 meV) but nevertheless has a maximum at Γ as well
as the two lowest more dispersive Se 4p derived bands. On the other hand, the measured position
and behaviour of the Ti 3d derived band differs considerably from the DFT predictions. ARPES
‡Here, the exciton energy is given relatively to the chemical potential µB . Note that, as we consider fluctuating
excitons,ηλ is always larger than zero
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Figure 5.4: ARPES measurement along the Γ¯ − M¯ direction, taken with 21.2 eV at room temperature. A key
value for the excitonic scenario is the energy distance between the Se 4p and Ti 3d derived bands.
measures the Ti 3d band at the Fermi level and with a very small dispersion of less than 20 meV.
Therefore, instead of a semimetallic character with a Se 4p and Ti 3d band overlap of ∼ 500meV
predicted by DFT, we obtain experimentally a semiconducting character with an indirect gap of
the order of 50 meV.
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Figure 5.5: Comparison between DFT band structure calculations and band dispersion derived from ARPES
measurements along the k⊥ directions. ARPES peak positions are the black large dots superimposed to the DFT
results.
Although correlation effects can explain the discrepancies between DFT and ARPES data,
the question if this small Ti 3d dispersion feature could also be an artefact of the photoemission
process remains open. Nevertheless the magnitude of the indirect gap and the width of the bands,
which tends to narrow the distance between states, allow to consider the possible formation of
excitons.
On Fig. 5.6 a comparison between the band structure found in section 5.2.3 in case of the
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Figure 5.6: Comparison between ARPES measurements taken with 21 eV photons at 160 K in the vicinity of Γ¯
(a) and M¯ (b), and the excitons condensate band structure. The fine lines depict the dispersion predicted by the
condensate model.
condensation of excitons and the ARPES spectrum measured near Γ¯ and M¯ at 160 K (temper-
ature below the transition) is drawn. We observe several similarities: first, as predicted by the
condensate model a Se 4p backfolded band appears at M¯ and this band is flattened compared to
its shape at room temperature; the concentration of the spectral weight on the top of this Se 4p
band is also observed. Then, for the Ti 3d band at M¯ , one notes the intensity reduction around
M¯ , that we interpret as a consequence of the conduction band bending as well as of the intensity
loss at this k position predicted by the condensate model. Moreover, the absence of the Ti 3d
backfolded band at Γ¯ can also be explained by the prediction that most of the spectral weight
concentrates on the top of the hump which lies above the Fermi level.
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Figure 5.7: Band structure predicted for the 1D fluctuating exciton model using the simplified self-energies (5.50)
and (5.51) . The same parameters as in Fig. 5.3 are used and a value of 0.02 is choosen for η0.
Furthermore, if we include the changes induced by fluctuating excitons, we observe, according
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to calculations of section 5.2.4, the following interesting modifications represented in Fig. 5.7.
First, the backfolded bands are shifted by η0 compared to the position of the original conduc-
tion and valence bands. Second, the spectral weight at the top of the original valence band is
considerably reduced. These two features are also present in our ARPES data. Fig. 5.8 shows a
comparison between EDCs measured at Γ (in Black) and at M (in gray), where, indeed, we observe
a small difference between the position of the topmost original Se 4p band and the backfolded
one. The intensity loss at the top of the original Se 4p band is also observed in some series of
measurements. Therefore, it is still unclear if we can attribute this to the fluctuation of excitons
or to others effects such matrix element effects or dependance on the cleave.
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Figure 5.8: EDCs measured at Γ¯ (in black)and M¯ (in gray) with photon energy of 21.2 eV at 160 K.
From these comparisons between the theoretical excitonic model and our ARPES data, we
can claim that there is some traces tending to support this exciton scenario as a cause for the
occurence of CDW in 1T -TiSe2. However all these features are not sufficient to exclude other
models. More information could be gained from the understanding of additional features present
at low temperature near the Ti 3d band at M¯ and indicated by arrows in Fig. 5.9 which represents
a waterfall of EDC’s obtained from vertical cuts of the carpets of Fig. 5.6 (b). This additional
shoulder has an interesting temperature dependent behaviour opposed to the behaviour of the
intensity of the backfolded Se 4p derived band at M¯ , since the shoulder intensity decreases from
room temperature to low temperature well below the transition. There is a strong hope that
this behaviour could be explained thanks to the self-energy derived from the fluctuating excitons
model. However for a fine analysis, we need to evaluate more exactly the expressions (5.47) and
(5.48) by considering, for exemple, a correct distribution of the occupied exciton states as well as
including finite life time for excitons. This refinement will lead to a more complicated function
than the delta function used for the exciton spectral function.
5.4 Summary
Using high resolution ARPES as a function of photon energy, we are able to confirm the 3D
character of some electronic states, but, in contrast to previous works [8], our results reveal an
94
Chapter 5. 1T-TiSe2, an excitonic insulator?
0.6 0.4 0.2 EF
Binding Energy [eV]
In
te
n
sit
y
Figure 5.9: EDCs extracted from vertical cuts of Fig. 5.6. The arrows point to unusual spectral features.
indirect gap of ∼ 50 meV. Among the proposed scenarios to explain the CDW phase in 1T -
TiSe2, we focuse our attention on the exciton mechanism deriving model band structure for two
cases: The exciton condensate and the fluctuating excitons. At this stage of comparison between
these models and photoemission data, our ARPES results are consistent with the scenario of an
excitonic phase. However further refinements of the fluctuating excitons model band structure
are needed to explain additional spectral features observed in data at low temperature as well
as to understand the temperature dependent behaviour of excitons. A final remark is to note
the importance to characterize each cleave used for ARPES measurements. Indeed, we note a
dependence of our results as function of the cleave. An explanation can arise from the presence
of Ti excess which strongly influences the relative energy positions of the valence and conduction
bands. STM measurements (not shown) demonstrating local Ti excess tend to support this view.
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Chapter 6
Spin-orbit coupling in 1T -TaS2 and 1T -TaSe2, a group theory study
6.1 Introduction
This chapter is devoted to the determination of the dispersion, along the Γ-A high symmetry
direction, of the highest occupied chalcogen level of the two isostructural compounds 1T -TaS2 and
1T -TaSe2. This determination of the k⊥ dispersion of the chalcogen p-derived bands represents a
nice application of synchrotron radiation, which offers the unique advantage of the choice of the
incident photon energy over a wide range.
Despite the surface sensitivity of the photoemission process the experimental band structure we
have found is in good agreements with the one predicted by density functional theory (DFT) for the
bulk indicating that only a weak perturbation is induced by the surface for these chalcogen states.
Although it is not necessary to justify the power of DFT band calculations, this method can appear
as a black box and therefore we have applied group theory tools in parallel in order to get a better
understanding of the band behaviour along the various k-directions. Indeed group theory provides
methods for obtaining qualitative information about degeneracies of electron energy levels only
from symmetry considerations. This triple combination of ARPES, DFT and group theory tools
has allowed identification of a spin-orbit splitting of the chalcogen valence bands. This is detailed
in the following section which consists in an article published in the Journal of Physics:Condensed
Matter.
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We perform angle-resolved photoemission spectroscopy on 1T -TaS2 and 1T -
TaSe2 using synchrotron radiation. We observe a characteristic splitting of the
chalcogen p-derived valence bands along high symmetry directions. Density func-
tional theory calculation and group theory strongly suggest that this splitting is
due to spin-orbit interaction along one direction, and to symmetry along the other
direction. We note that, according to the Kramers degeneracy, the spin-orbit in-
teraction leaves every state doubly degenerate. Furthermore, this study allows to
identify a mixing between bands with Ta 5d and Se 4p character possibly relevant
for the different temperature behaviours of the two compounds.
6.2.1 Introduction
Spin-orbit (SO) interaction is well known to be responsible for splitting of degenerate electron
energy levels in atoms, molecules and solids. It has played in the past an important role in
describing the band structure of semiconductors [1, 2] and more recently in explaining various
splittings of surface states [3–7]. Its physical origin is relativistic and can be explained by the
interaction of the magnetic momentum of the electron (spin) with the magnetic field viewed
by this electron because of its movement in the electrostatic field of the proton. This gives an
additional term to the Schro¨dinger equation which takes the form HSO = (h¯/4m
2c2)(∇V ×p) · σ,
where V is the external potential, p is the momentum and σ is the Pauli spin operator. It can
also be written in the more friendly form HSO ∼ L · S where L and S are the orbital and spin
angular momenta, respectively [8].
M ' M
L' LH
Γ
K
A
Γ M
Surface
Bulk
(1T)
Figure 6.1: Surface and bulk Brillouin zones of the 1T structure.
Here we report high resolution angle-resolved photoemission (ARPES) measurements per-
formed on 1T -TaS2 and 1T -TaSe2 at room temperature. ARPES is a powerful tool for studying
the energy and momentum distribution of electrons. The technical progress made constantly to
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improve the resolution of the measurements continues to refine the information, allowing a bet-
ter understanding of the physics behind materials. 1T -TaS2 and 1T -TaSe2 have attracted much
attention because of their quasi-two dimensionality and the presence of charge density waves
(CDW) [9]. The comparison between these two compounds has also been largely investigated
because despite their similar crystal structure and CDW symmetry they exhibit different physical
properties [10–12]. Indeed, 1T -TaS2 shows two successive first order transitions, from incom-
mensurate CDW (ICCDW) to nearly commensurate CDW (NCCDW) at about 350K and from
NCCDW to commensurate CDW (CCDW) at about 180K. In particular, it appears that this
latter transition is closely related to a Mott localization within the Ta 5d band [13]. On the other
hand 1T -TaSe2 undergoes an ICCDW to CCDW transition at about 430K but does not exhibit
a bulk metal-insulator transition at low temperature. In this article we focus our discussion on
the chalcogen (S,Se) p-derived valence bands where a characteristic double peak is visible in the
ARPES spectra. To explain this splitting we compare self consistent full potential linearized
augmented plane wave (FLAPW) calculations performed with and without considering spin-orbit
coupling (SOC). The calculations strongly suggest that SOC is at the origin of the splitting but
only in the centre of the Brillouin zone (BZ) (Γ), and along Γ-A (see Fig. 6.1). We complete
our investigation with group theory. Group theory provides methods for obtaining qualitative
information about degeneracies of electron energy levels and crystal wave functions only from
symmetry considerations [14, 15]. This study confirms and allows a better understanding of the
results from FLAPW calculations.
6.2.2 Experiment and calculation
Photoemission measurements were carried out at room temperature using a high resolution angle-
resolved photoemission spectrometer (SES-2002) at the SIS beamline X09LA of the Swiss Light
Source. The energy and angular resolutions were below 10meV and ± 0.3o, respectively. Pure
1T -TaS2 and 1T -TaSe2 samples were prepared by vapour transport [16,17] and cleaved in situ at
pressures in the lower 10−10mbar region. The quality and the orientation of the crystal structure
were checked by low energy electron diffraction (LEED). The electronic structure calculations
are made using the WIEN package [18] implementing the FLAPW method within the frame-
work of density functional theory (DFT). The generalized gradient approximation was used for
the exchange-correlation potential [19]. SOC has been included in the calculations in a second
variational step as explained in [20]. For both samples the calculations are performed for the
non-reconstructed (without CDW) crystallographic structure with space group P3¯m1. The lattice
parameters are a=b= 3,36A˚, c=5,85A˚ and a=b= 3,48 A˚, c=6,27A˚ for the 1T -TaS2 and 1T -TaSe2,
respectively.
6.2.3 Results and discussion
Fig. 6.2 (a) and (b) show carpets, (sets of energy distribution curves (EDCs) plotted in gray scale
with high intensity in black) measured within the ΓALM plane along the high symmetry direction
Γ¯− M¯ of the hexagonal surface BZ, for 1T -TaS2 and 1T -TaSe2 with photon energies of 21.5 eV
and 19.5 eV, respectively. In the 1T -TaS2 the chalcogen p-derived bands are largely separated
from the Ta 5d-derived bands which lie near the Fermi level in contrast to what we see for the
1T -TaSe2 where the Se p-derived bands and the Ta 5d-derived bands are very close. It is clear
from these data that both S 3p and Se 4p derived bands are split. This splitting is minimal at
normal emission (00) but still visible as can be seen on the fits of the normal emission spectra
shown in Fig. 6.2 (c) and (d) ( vertical cuts across the carpet). To explore the evolution of these
bands along the Γ-A direction the measurements are repeated for different photon energies. The
results are presented in Fig. 6.3 (a) and (b) where we show the peak positions obtained from the
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Figure 6.2: Carpets for 1T -TaS2 (a) and 1T -TaSe2 (b). (c) and (d) EDCs extracted at Γ from
the carpet. The black lines correspond to the fit function resulting of the sum of the gaussians in
dotted gray lines.
fit functions of the vertical cuts at normal emission (e.g., the white circles on the curves (Fig.
6.3 (a) and (b)) correspond to the peak positions found in Fig. 6.2 (c) and (d)). A free electron
photoemission final state, as plotted in Fig. 6.3 (c) and (d), is assumed to determine the k-point
within the BZ ∗. For the split S 3p-derived bands (Fig. 6.3 (a)) we obtain two parallel bands over
the whole measured region and a constant splitting of the order of 100meV. For the Se 4p-derived
bands (Fig. 6.3 (b)), the upper band position passes through a maximum whereas the lower band
position increases constantly. This results in a change of the magnitude of the splitting from
200meV near A to 100meV near Γ.
Band structure calculations performed without considering the SOC are presented in Fig. 6.4
(a) and (b). In gray are represented the Ta 5d-derived bands near the Fermi level in the Γ-A
region and in black at 1eV, respectively 0.2eV binding energy, the S and Se p-derived bands.
The most interesting observation is that the calculated S and Se p-derived bands are split
along Γ-M but not along Γ-A, indicating that the measured splittings of the chalcogen p-bands
have different physical origin and we can already say that the splitting along Γ-M is due to the
crystal field and has its origin in the symmetry. However, the splitting along Γ-A observed in
our measurements is reproduced by the calculations of Fig. 6.4 c) and (d) where was accounted
for the SOC. Indeed, for the two materials, as we can see in the region delimited by the gray
rectangles, the calculations reproduce well the behaviour of the bands measured in Fig. 6.3 (a)
and (b). The magnitude of 100 meV and 360 meV for the splitting predicted by the calculations
is in good agreement for the 1T -TaS2 but exaggerated in the case of 1T -TaSe2. For 1T -TaSe2 an
additional effect of the introduction of SOC in the calculation is the crossing between the upper
Se 4p-derived band and the lower Ta 5d-derived band. Therefore, the upper measured band in
Fig. 6.3 (b) is the upper Se 4p-derived band from k⊥=2.64A˚−1 to k⊥=2.88A˚−1 (the crossing
∗The k-point positions are calculated using the usual photoemission formula k=
√
0.263(h¯ω −EB − φ + V0)
with h¯ω, EB , φ and V0 denoting the photon energy, the binding energy, the sample work function and the inner
potential, respectively. We assume the following reasonable values V0=13eV, φ=3.5eV and EB=1.3eV for 1T -TaS2
and V0=11eV, φ=3.5eV and EB=0.5eV for 1T -TaSe2.
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Figure 6.3: Dispersion of the split chalcogen p-derived bands along the Γ-A direction for 1T -TaS2
(a) and 1T -TaSe2 (b). The white circles correspond to the peak positions found from the fit in
figure 6.2 c and d. The other peak positions are determined in the same manner but from EDCs
taken at different photon energies. Cut in reciprocal space for the 1T -TaS2 (c) and 1T -TaSe2 (d)
with free electron final state wave vectors for various photon energies. The black arrows show the
region measured by changing the photon energy.
point) and the lower Ta 5d-derived band from k⊥=2.88A˚−1 to k⊥=3.05A˚−1 . Thus we measure a
splitting only up to this crossing point then the upper Se band is no more visible. This mixing or
hybridization (confirmed here by the measurement) between Ta and Se derived bands has played
an important role to explain differences in physical properties of the isostructural 1T -TaS2 and
1T -TaSe2 [11].
For quantitative information, as shown for the study of SOC in semiconductors [1], the atomic
splitting is a good indicator for the magnitude of the SO splitting in valence bands. The atomic
splitting of the 3p level in S is 95meV [21]. This value is of the same order than the magnitude
measured for the S 3p-derived valence band, which confirms the isolated character of the S atoms
in 1T -TaS2. The splitting of the 4p level in Se is 418meV [21], approximately twice larger than
the measured SO splitting. This reduction of the splitting in the Se 4p valence band may be a
consequence of the mixing with the Ta 5d bands, where the electrons do not only feel the Se nuclei
but are also influenced by the Ta nuclei. A similar anomaly in SO splitting has already been seen
in semiconductors [22].
Therefore, the comparison between band structure calculation and ARPES measurements
immediately suggests that the splitting along Γ-M is the result of symmetry whereas the SO
interaction causes the splitting along Γ-A. The major difference between the two compounds lies
in the interaction of the chalcogen atoms with the Ta. Whereas we can neglect this interaction
for 1T -TaS2, there is a strong mixing between Ta 5d and Se 4p-derived bands. This can explain
in part the relatively weak splitting found in TaSe2. The discrepancy between calculation and
measurements for the magnitude of the Se 4p-derived band splitting can be explained by the
introduction of SOC as a perturbative calculation in the Wien code.
Now we will show that the same conclusions about the origin of these splittings can be obtained
with only few considerations using group theory. Group theory gives us tools to deduce some of
the properties of the energy levels of electrons in the crystal without solving the corresponding
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Figure 6.5: Schematic band structure obtained from group theory (see text).
Schro¨dinger equation. To understand how the symmetry properties of a solid help us to extract
some information about the solutions of the Schro¨dinger equation Hψ=Eψ, we just give a short
reminder below. Consider a set of degenerate solutions ψµi of the Schro¨dinger equation. We have
Hψµi = Eµψ
µ
i , for i=1,...,nµ. This set of eigenfunctions forms a function space associated with the
eigenvalue Eµ. Now the key point, as H is invariant under all the transformation operators <
corresponding to the symmetry operations R of the considered symmetry group ([H,<]=0), <ψµj
is also an eigenfunction of H with eigenvalue Eµ. It follows that <ψµj is a member of the function
space for energy Eµ. We can then write <ψµj =
∑nµ
i=1D
µ
ij(R)ψ
µ
i , j=1,...,nµ. In this manner a
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set of matrices Dµ(R) is built which is homomorphic with the symmetry group. This set of
matrices forms a representation of the symmetry group and the linearly independent degenerate
wavefunctions ψµi for energy level Eµ form a basis for the representation called Γ
µ. Since we
know all the irreducible representations of the symmetry group we can deduce some information
about the possible solutions of the Schro¨dinger equation. As a matter of fact each energy level
corresponds to an irreducible representation and the dimension of this representation gives the
degree of degeneracy of this level. How to build these irreducible representations without knowing
the solutions ψi? Group theory with the use of mathematical rules, allows to construct character
tables of the symmetry group and to extract from these tables the properties of the irreducible
representations. In the case of a crystal, all the symmetry information is contained in the space
group which is, according to the international notation, P3¯m1 for 1T -TaS2 and 1T -TaSe2. The
tables for single and double groups (the ones necessary for SOC) of this space group are not
displayed here but are available in reference [23]. To denote the representations of the group of
vector ~k we follow the notation of reference [23]. We assume that the p chalcogen valence bands
are derived only from the three S and Se px, py, pz orbitals. This is an approximation but we
might expect that for ~k vectors of high symmetry these orbitals give a reasonable description of the
wave functions. First, we begin by neglecting the spin of the electron (study without SOC) and we
restrict the study of the degeneracy to the three ~k vectors Γ (centre of BZ), ∆ (any intermediate
point on the line Γ-A) and Σ (point along Γ-M). The results obtained from this study (without
SOC) in the framework of the group theory are summarized in Fig. 6.5 (a) and, for the case with
SOC, in Fig. 6.5 (b). The irreducible character table of the group of Γ [23] shows directly that
the orbital pz belongs to the irreducible representation Γ
−
2 (1),where the number in parenthesis
(i.e.(1)) indicates the dimension of the representation, and that the orbitals px and py form a basis
of the irreducible representation Γ−3 (2). Hence, there are two ”bands” in Γ, one no-degenerate
and one doubly degenerate. The use of the compatibility rule shows that the degeneracy stays
the same along ∆ but that the doubly degenerate Γ−3 level is split along Σ in two no-degenerate
states. This corresponds exactly to the behaviour observed in the calculations (Fig. 6.4 (a) and
(b)) and confirms that the splitting along Γ-M is a consequence of the lowering of symmetry from
Γ to Σ.
Now we observe the effect of introducing SOC. First we note that adding spin simply doubles
the degeneracy of every state. But when SOC is turned on more dramatic changes in the bands
can occur such as the lifting of degeneracies. If this is the case, inspection of the character table
has to predict these effects. In terms of group theory, introduction of SOC implies that we have to
work with the double groups introduced by Bethe [24]. In other words the eigenfunctions of the
hamiltonian containing the SOC term (H+HSOC) form a basis for the irreducible representations
of the double group. To find these irreducible representations we proceed as follows. We start from
the irreducible representations (ΓSG) of the single group found in the previous study without SOC
(i.e. for the k-point Γ: Γ−2 (1) and Γ
−
3 (2)). To each of these representations (ΓSG) corresponds
an irreducible representation (ΓDG) of the double group which can be identified straightforwardly
by comparing the characters. For the k-point Γ, the representation ΓSG=Γ
−
2 induces the repre-
sentation of the double group ΓDG=Γ
−
2 and ΓSG=Γ
−
3 induces ΓDG=Γ
−
3 . As we introduce the spin,
the eigenfunctions are no more linear combinations of only the px,py,pz orbitals but the product
of these orbitals with the spin functions α and β. Thus we have to identify for which irreducible
representation ΓS (S for spin) of the considered double group the spin functions α and β form a
basis. For the double group of the k-point Γ, ΓS=Γ
+
4 . Finally the irreducible representations of
the double group for which the eigenfunctions of the hamiltonian H+HSOC form a basis result
from the reduction (if necessary) of the representation obtained by the direct product ΓDG ⊗ ΓS.
For the k-point Γ we get the following : Γ−2 ⊗ Γ+4 = Γ−4 (2) and Γ−3 ⊗ Γ+4 = Γ−5 (1) + Γ−6 (1) + Γ−4
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(2)
These results show that the introduction of SOC doubles the degeneracy of the band Γ−2
and splits the band Γ−3 into two doubly degenerate bands. Indeed the representation Γ
−
5 is the
complex conjugate of the representation Γ−6 and therefore they are degenerate by the time inversion
symmetry. We use again the compatibility rule to show how the degeneracy evolves when moving
from Γ to Σ or ∆. Along Σ SOC simply doubles the degeneracy of the three distinct bands and
along ∆ the behaviour is similar as at Γ. To summarise the most important effect of SOC is the
splitting at Γ and ∆ of the level Γ−3 into two bands (Γ
−
5 ,Γ
−
6 ) and Γ
−
4 . The origin of this SO splitting
is even more clearly illustrated by calculating, using the projection method, the basis functions
of these representations obtained from the six p orbitals (taking into account spin) and changing
the basis in the more adapted JMJ basis (total angular momentum , projection of this angular
momentum). This shows that the basis functions of Γ−5 +Γ
−
6 are pure J=3/2 states, whereas the
basis functions of Γ−4 are a mixing of J=1/2 and J=3/2 states.
6.2.4 Conclusion
Our ARPES measurements exhibit a splitting of the chalcogen p-derived valence bands along the
high symmetry directions A-Γ-M in 1T -TaS2 and 1T -TaSe2. Based on density functional theory
calculations we attribute this splitting to the symmetry along Γ-M and to the SO interaction
along Γ-A. The introduction of SOC has a considerable effect on the band structure, in particular,
it splits the degenerate bands along the k⊥ direction (Γ-A) of the S-Se p-derived bands, the
splitting along Γ-M being already reproduced by a non-relativistic calculation. For completeness
and understanding we have studied the effect of SO within the framework of group theory. This
has the advantage of describing the evolution of the degeneracies of the chalcogen bands which,
for simplicity, are constructed purely from p orbitals. We note that although the SO interaction
lifts one degeneracy, it still leaves all states doubly degenerated due to the presence of inversion
symmetry. It is a well known fact that the SO interaction does not separate states of opposite
spin if the lattice potential has a centre of inversion [8]. This is not the case at the crystal surface
and, for example, it has been observed that SOC is responsible for a spin splitting of surface state
bands leading to non-degenerate states. [3,7] Finally, this study allows to identify a key difference
between 1T -TaS2 and 1T -TaSe2, namely the strong mixing between the Ta 5d and Se 4p derived
bands.
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6.3 Complement
In this complement the reader will find the character tables of the space group P3¯m1used in the
previous section as well as aditional informations about group theory tools. Below the three single
group character tables of the points and lines of symmetry Γ/A, ∆ and Σ are represented as they
can be build with help of ref. [23]. We recall here that the character χµ(R) of the symmetry
operation R in the representation Γµ is equal to the trace of the representative matrix of the
operation R in the same representation Γµ, χµ(R) =
∑
iD
µ
ii(R).
Γ/A E 2C3 3C2 I 2S6 3σv
Γ+1 1 1 1 1 1 1
Γ+2 1 1 -1 1 1 -1
Γ+3 2 -1 0 2 -1 0
Γ−1 1 1 1 -1 -1 -1
Γ−2 1 1 -1 -1 -1 1 z
Γ−3 2 -1 0 2 1 0 (x,y)
∆(ΓA) E 2C3 3σv
Γ1 1 1 1 z
Γ2 1 1 -1
Γ3 2 -1 0 (x,y)
Σ(ΓM) E σv
Γ1 1 1 y,z
Γ2 1 -1 x
The representations are labelled with the Γ notation introduced by Bouckaert, Smoluchowski
and Wigner [25]. We note that these tables satisfy a certain number of rules: (i) the number of
irreducible representations of a group is equal to the number of classes (number of rows = number
of columns) (ii) the sum of the square of the dimension of the irreducible representation lµ is
equal to the number of symmetry operations of the group h,
∑
µ l
2
µ =h (iii) and the characters are
orthogonal, this means that
∑
R χ
µ(R)∗χµ
′
(R) =hδµµ′ . In the last column of the tables above, we
mention only the basis functions or symmetry types related to the p-states since in the analysis of
the previous section we consider only the px, py and pz. This can be verified by the application on
these functions px, py and pz of the projection operator P
µ = (lµ/h)
∑
R χ
µ(R)∗R, which generates
basis functions. According to the first table of the point symmetry Γ/A, the orbital pz belongs
to the irreducible representation Γ−2 of dimension one whereas the orbital px and py form a basis
of the irreducible representation Γ−3 of dimension two.The evolution along the lines of symmetry
is dictated by the compatibility rule which says that the sum of the characters of the compatible
representations along the line must be equal to the character of the representation of the end point
of symmetry. This equality must hold for every class in common. For example in our case the
representations of the line of symmetry Σ compatible with the representation Γ−3 of the point of
symmetry Γ/A are the representation Γ1 and Γ2 because χ
Γ−
3 (R) = χΓ1(R) + χΓ2(R) for R= E
and σv.
As mentioned in the previous section introduction of the SOC implies that we have to deal
with the double group whose character tables are represented below for the points and lines of
symmetry Γ/A, ∆ and Σ.
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Γ /A E E¯ 2C3 2C¯3 3C2 3C¯2 I I¯ 2S6 2S¯6 3σv 3σ¯v
Γ+1 1 1 1 1 1 1 1 1 1 1 1 1
Γ+2 1 1 1 1 -1 -1 1 1 1 1 -1 -1
Γ+3 2 2 -1 -1 0 0 2 2 -1 -1 0 0
Γ+4 2 -2 1 -1 0 0 2 -2 1 -1 0 0
Γ+5 1 -1 -1 1 i -i 1 -1 -1 1 i -i
Γ+6 1 -1 -1 1 -i i 1 -1 -1 1 -i i
Γ−1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1
Γ−2 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1
Γ−3 2 2 -1 -1 0 0 -2 -2 1 1 0 0
Γ−4 2 -2 1 -1 0 0 -2 2 -1 1 0 0
Γ−5 1 -1 -1 1 i -i -1 1 1 -1 -i i
Γ−6 1 -1 -1 1 -i i -1 1 1 -1 i -i
∆(ΓA) E E¯ 2C3 2C¯3 3σv 3σ¯v
Γ1 1 1 1 1 1 1
Γ2 1 1 1 1 -1 -1
Γ3 2 2 -1 -1 0 0
Γ4 2 -2 1 -1 0 0
Γ5 1 -1 -1 1 i -i
Γ6 1 -1 -1 1 -i i
Σ(ΓM) E E¯ σv σ¯v
Γ1 1 1 1 1
Γ2 1 1 -1 -1
Γ3 1 -1 i -i
Γ4 1 -1 -i i
The rules i), ii) and iii) described above for the single group are valid for the double group as
well as the projection method to find the basis functions and the compatibility rule to deduce the
evolution along the lines of symmetry.
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Chapter 7
Conclusion
This thesis is principally devoted to the high resolution ARPES study of CDW occuring in quasi-
2D TMDCs compounds, particularly in 1T -TaS2 and 1T -TiSe2. Our main conclusion is that
the standard Peierls scenario is not sufficient to explain the CDW instability and that a renewed
glance on complex correlations is therefore needed for understanding this class of materials. The
occurence of CDW in the two samples measured during this thesis can be explained by two
different scenarios: the measured 1T -TaS2 spectra can be analyzed in the frame of electron-
phonon interaction, with the introduction of polarons, while the spectra measured for 1T -TiSe2
are compatible with the presence of excitons, which reflect the electron-hole interaction. We are
fully aware that these scenarios are maybe only part of the truth; nevertheless this study shows
that it is necessary to consider alternative scenarios to the widespread Peierls model.
After looking at these results two more general remarks are worth being made: first the ARPES
tool has now become so powerful in terms of energy and angular resolution (as well as on flexibility
thanks to the development of modern synchrotrons), that very detailed spectral information can
be obtained. However, in some cases the interpretation of the data is hampered by misunder-
stood intensity variations, illustrating the necessity for a refined theoretical investigation of the
photoemission process and notably of the influence of matrix elements. Second, the complexity
of quasi-2D systems points out once more the need for combining different methods to investigate
solid state materials. For a full understanding of the electronic structure it appears more and
more that material inhomogeneities such as structural defects or local doping have to be taken
into account. Therefore, a tool like STM appears as an essential instrument complementary to
the ARPES tool.
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