Abstract. In this paper we prove a statement about the real and pseudoreal (i.e. quaternionic) content of tensor products between real and/or quaternionic representations of compact semisimple Lie algebras (or connected compact semisimple Lie groups) that might be useful in model building when constructing unified theories of fundamental interactions. We also stress the utility of anti-involutions in the description of reality properties.
Introduction
There are several instances in theoretical physics where reality properties of group representations are relevant. They are best discussed within the framework of complex representations, where they are sorted out by the existence of an antilinear operator commuting with the representation and squaring to unity. Also of relevance are representations admitting an operator of the same kind but squaring to minus unity, so-called pseudoreal or quaternionic representations. We mention the occurrence of such objects in connection with Kramers degeneracy, time inversion, charge conjugation and Majorana spinors. Regarding the last of these and the more subtle role of reality in connection with pure spinors, we should like to point out the discussion given in [1, 2] , and we should like to dedicate this note to Andrzej Trautman on the occasion of his 8 × 8th birthday. In our opinion, it is not a minor achievement of Andrzej to have continually demonstrated to the working physicist how much clarity can be gained by the use of the more abstract versions of linear algebra.
The specific theme we address in this paper concerns the (pseudo)reality properties of irreducible constituents of tensor products between (pseudo)real irreducible group representations. Beyond well known general restrictions [3, 4] , one makes the following 'experimental' observation when looking at tables of decompositions of tensor products of irreducible representations (irreps) of compact classical Lie groups such as [5] : in the tensor product of two real or two pseudoreal irreps one does not find a pseudoreal irreducible constituent (direct summand); in the tensor product of a real and a pseudoreal irrep there is no real irreducible constituent; in the tensor product of an irrep with its complex conjugate, there is no pseudoreal constituent. One suspects a general theorem here, but such a theorem needs a proof, because naturally the tables are not exhaustive, and also because some groups do not have pseudoreal irreps at all (such as SU (3), SU (5), SO(10) and the compact version of E 6 , just to name the most popular ones), so that their absence in tensor product decompositions is no surprise.
After giving the basic definitions and general results in the next section, we prove the conjecture indicated above when the group under consideration is restricted to be a connected compact semisimple Lie group. 
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Basic definitions and general properties
Consider a complex vector space V which is going to be a representation space for a group or a Lie algebra later on. As usual, an operator A : V → V is called antilinear (or conjugate linear) if A(v + v ) = Av + Av , A(ξ v) =ξ Av for all v, v ∈ V and all ξ ∈ C (the complex number field), where ξ →ξ is complex conjugation in C. Antilinear operators A are in bijection with linear maps A : V →V via A = K • A, whereV is the complex conjugate space and K : V →V is complex conjugation, Kv =v, as described in [1] . (We are adopting the term 'antilinear' instead of 'semilinear', however, the latter term being used for linear and antilinear maps together, if used at all. Thus among semilinear operators we have the composition rules linear • linear = linear = antilinear • antilinear and linear • antilinear = antilinear = antilinear • linear.)
An antilinear operator A on V is called an anti-involution of first (resp. second ) kind iff for the linear operator A 2 we have A 2 = id V (resp. −id V ). (Note that such a distinction is inessential for linear operators since then one could pass from one case to the other by including a factor of √ −1.) The corresponding linear map A satisfiesĀA = ±id V , wherē A is the map complex conjugate to A, i.e.
One says that A defines on V a real (= virtually real [6] = potentially real [4] ) structure if of first kind, and a quaternionic (= antireal [6] = pseudoreal [3, 4] ) structure if of second kind. As explained in [1] , in the real case there is a basis in V the vectors of which are unchanged by A (a real basis); with respect to it, vectors unchanged by A (real vectors) have real components, and linear operators (anti)commuting with A have real (purely imaginary) matrices. For the quaternionic case, dim V must be even; vectors can be described by quaternionic components 1 2 dim V in number, and linear operators commuting with A by quaternionic matrices of size 1 2 dim V × 1 2 dim V -we are not going to use this possibility, however. Now let D : G → End(V ) be a representation (rep, for short) of the group G by linear operators on V ; actually, we will not need the representation property for some while, so that only the set D(G) = {D(g)|g ∈ G} of operators indexed by G will be important. Then D is said to admit an invariant real (resp. pseudoreal ) structure if there is an antiinvolution A of first (resp. second) kind on V which commutes with D (i.e. with all D(g), g ∈ G). Complex conjugation defines a set of operatorsD(g) :
(The converse of this is not true in general, i.e. ifD(g) = AD(g)A −1 for some A, the corresponding A will not be involutive, nor will it be possible to construct an anti-involution out of it: consider, for example, the direct sum of two irreps, one real, one pseudo (see below).) There is still another complication.
In general, given V and D, such a structure will not be unique (if it exists at all), and D may admit a real and a pseudoreal structure at the same time. For example, let D on V admit a pseudoreal structure given by the anti-involution A of second kind, and consider The last statement partly anticipates a classification of irreps [3, 4] enabled by the first statement: D is said to be of complex type iff D ∼D, of real type (also virtually real, potentially real) iff the A guaranteed to exist by the theorem is of first kind, and of pseudoreal type (also quaternionic, antireal) iff A is of second kind.
As for the unitary case, we first recall the adjoint of antilinear operators in general. So let A, A 1 be antilinear, D, D 1 linear. Then with respect to a scalar product , -which is going to define unitarity for us and which is linear in the second, antilinear in the first slot in our convention-adjoints are defined as follows:
The products DD 1 and AA 1 are linear, AD and DA are antilinear, and the usual rule for the adjoints of products can be verified to hold for these products as well:
We also have
Unitarity for D and antiunitarity for A are characterized by
Proof. See This says that symmetry (antisymmetry) of B is coupled to a real (pseudoreal) type in the unitary case, and that, for the real type, B is real-valued for x, y real in the sense of Ax = x, Ay = y. Since 'orthogonal' (resp. 'symplectic') refers just to the invariance of a non-degenerate symmetric (resp. antisymmetric) bilinear form, the proof is now complete.
As for reducible representations, we shall make use of the following theorem.
Theorem 2. Let D be a completely reducible rep admitting an invariant real (resp. pseudoreal) structure. Then any complex type irrep occurs in it with the same multiplicity as does its complex conjugate, and any pseudoreal (resp. real) type irrep occurs with even multiplicity.
Proof. See [4] for a proof in the physicist's conventional matrix fashion. We shall give an abstract version in the next section, as it uses tensor products.
On (pseudo)reality in tensor products
The concept of a tensor product between vector spaces and of a tensor product (or Kronecker product) between linear maps enables one to construct and analyse tensor product representations. The tensor product concept extends to semilinear maps as well with one precaution in order to remain within the class of semilinear maps. Let A 1 : V 1 → V 1 , A 2 : V 2 → V 2 be antilinear maps and B 1 , B 2 linear maps between the same spaces. Then the tensor products A 1 ⊗ A 2 , resp. B 1 ⊗ B 2 , are well defined antilinear, resp. linear, maps
, and similarly for the B i . However, the products A 1 ⊗ B 2 and B 1 ⊗ A 2 make no sense, being incompatible with (λx 1 ) ⊗ x 2 = x 1 ⊗ (λx 2 ) = λ(x 1 ⊗ x 2 )! (There is an analogous remark on direct sums.) Now consider, in particular, anti-involutions A 1 on V 1 , A 2 on V 2 ; then from A 
is again an antiinvolution, where first kind ⊗ first kind = second kind ⊗ second kind = first kind and first kind ⊗ second kind = second kind ⊗ first kind = second kind.
We now apply these observations in a few situations. (B) We are now in a position to give an abstract proof of theorem 2. We use the 'isotypic decomposition' of D, i.e. we write V = α V α , where each V α carries a multiple of some irrep D α with multiplicity m α , so that D α ∼ D β for α = β. This decomposition is well known to be unique up to ordering. The isotypic subrep in V α is equivalent to the rep
where W α carries the irrep D α . The structure of linear operators commuting with the whole rep can be analysed by Schur's lemma: they must be direct (block-diagonal) sums of operators on the various V α which are equivalent to C α ⊗ id W α , where C α is some m α × m α matrix. Also observe that if A α is an anti-involution on W α and K α is complex conjugation on C m α , then K α ⊗ A α is an anti-involution of the same kind on C m α ⊗ W α , which commutes with 1 m α ⊗ D α iff A α commutes with D α . With these preparations, the proof of theorem 3 is easy. Let A be the anti-involution characterizing the reality (resp. pseudoreality) of D. From AD = DA we deduce that AV α is again an isotypic component and by uniqueness of the isotypic decomposition, either V α ∩ AV α = {0} or AV α = V α . The first case clearly refers to D α ∼D α , showing thatD α then occurs with the same multiplicity as D α . In the second case, A defines an invariant real (resp. pseudoreal) structure on V α and thus on each 1 m α ⊗ W α . Now assuming D α to be pseudoreal (resp. real) with anti-involution A α of second (resp. first) kind, we construct the pseudoreal (resp. real) structure K α ⊗ A α on C m α ⊗ W α and compose its inverse with the anti-involution derived from A. This gives a linear operator commuting with 1 m α ⊗ D α , which must be of the form C α ⊗ id W α . It follows that the real (resp. pseudoreal) structure on Remark. The reality properties of the irreps of the compact real forms of the complex simple Lie algebras are, for example, given in [8] , theorems E and H of chapter 3.11; to get them for the other, non-compact, real forms one must, for example, refer to [6] , section 58, with its somewhat non-standard notation/terminology.
Proof of theorem 4. In the case of connected Lie groups G, reality properties of reps of the group and of its Lie algebra L exactly correspond to each other. Let D be an irrep contained in D 1 ⊗ D 2 which is of real or pseudoreal type. L being compact, we have, besides the invariant anti-involutions A 1 , A 2 , A = A 1 ⊗ A 2 assumed for D 1 , D 2 , D, also invariant scalar products , 1 , , 2 , , , since reps of compact groups are well known to be unitary and compact semisimple Lie algebras exponentiate to compact groups. From them, we can construct the invariant bilinear forms B 1 , B 2 , B as in theorem 1 with the coupling between reality, resp. pseudoreality, and symmetry (orthogonality), resp. antisymmetry (symplecticity) given there. Since our proof will be by passing to the complexification L c of L, we use these bi linear forms, since their invariance survives complexification, giving self-dual (i.e. self-contragredient) irreps of L c . For full details of the following we must refer the reader to [8] , since our proof is an application of the criterion expressed in proposition G, chapter 3.11 of that reference. One chooses a fundamental system of roots α j (j = 1, . . . , ) for L c and finds the unique element H p of the Cartan subalgebra such that α j (H p ) = 2. Then, characterizing all irreps D λ of L c by their highest weight λ, a self-dual irrep is, according to this criterion, orthogonal (resp. symplectic) iff the integer λ(H p ) is even (resp. odd). Now let D λ be an irrep contained in D 1 ⊗ D 2 and λ 1,2 = highest weight of D 1,2 ; then λ is a weight of the tensor product. All weights ρ of the tensor product are obtained as 
