Searching for sense in the library of Babel by Smith, Nick G. C.
        
University of Bath
PHD
Searching for sense in the library of Babel







Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 13. May. 2019
Searching for Sense in the Library of Babel
submitted by Nick G.C. Smith 
for the degree of PhD 
of the University of Bath 
1999
COPYRIGHT
Attention is drawn to the fact that copyright of this thesis rests with its author.
This copy of the thesis has been supplied on condition that anyone who consults it is understood to 
recognise that its copyright rests with its author and that no quotation from the thesis and no 
information derived from it may be published without the prior written consent of the author.
This thesis may be made available for consultation within th$ University Library and may be 
photocopied or lent to other libraries for the purposes of consultation.
UMI Number: U133497
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Dissertation Publishing
UMI U133497
Published by ProQuest LLC 2013. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying under Title 17, United States Code.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
UNIVERSITY OF BATH 
Lm RARY
55 - 7 FEB 2000
2Summary
The concept of genomic anatomy reduces the various relationships between nucleotide 
sequences within the genome to three fundamentals: the numbers of repeats, the levels of identity 
between repeats, and the relative positioning of repeats. In this thesis I consider whether genomic 
anatomy makes evolutionary sense, in other words is genomic anatomy the result of the 
deterministic processes of mutation and selection? To this end I have attempted to answer 
problems concerning the evolution of genomic anatomy at a number of scales. How can one 
explain variation in ploidy levels and life cycles, and hence the evolution of haplodiploidy? What 
role has polyploidisation played in vertebrate evolution? How do multiple copies of genes evolve? 
Is concerted evolution adaptive? Why are some genes arranged in homologous clusters? Given 
that most organisms are diploid why are some genes within a diploid cell expressed from only one 
copy, and how does such monoallelic expression affect the evolution of the genes involved? Why 
do genes evolve at different rates? Is selection strong enough to affect synonymous or intronic 
sites in mammals? The answers to these questions are rarely clear, and for the most part depend on 
the basic parameters of population genetics, about which we still know very little. The resolution 
of problems of genomic anatomy would appear to depend on an improved understanding of these 
fundamental genetic phenomena.
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8Chapter 1. Searching for Sense in the Library of Babel
I should perhaps start with an explanation for the rather unusual form of this thesis. Rather 
than pursuing a single goal, I have worked on a number of projects over the last three years. These 
projects have yielded ten published papers and two manuscripts accepted for publication. But the 
subjects are rather diverse, and it would be disingenuous to suggest that all the work was conceived 
as part of a grand scheme. However, I need to present some sort of coherent story in this thesis, 
and so I shall propose a paradigm for explaining the links between the different subjects I have 
tackled. Therefore my thesis consists of largely independent research papers prefaced by 
introductions which should help to place them in context.
In this the first chapter I explain the paradigm I have adopted: what is genomic anatomy, 
and how might one make evolutionary sense of genomic anatomy? In Chapters 2 and 3 I consider 
genomic anatomy at the level of the haploid genome. How can one explain variation in ploidy 
levels and life cycles, and hence the evolution of haplodiploidy? What role has polyploidisation 
played in vertebrate evolution?
In Chapters 4 to 6 I turn my attention to genomic anatomy at the scale of the gene. How do 
multiple copies of genes evolve? Is concerted evolution adaptive? Why are some genes arranged 
in homologous clusters? Given that most organisms are diploid why are some genes within a 
diploid cell expressed from only one copy, and how does such monoallelic expression affect the 
evolution of the genes involved? Why do genes evolve at different rates?
In Chapters 7 and 8 I move down to the finest level of genomic anatomy, the level of the 
nucleotide within a gene. Is selection strong enough to affect synonymous or intronic sites in 
mammals?
In the Chapter 9 I review my findings in the context of the central aim of the thesis: can we 
make evolutionary sense of genomic anatomy? It seems that the solution to this problem lies in an 
improved understanding of the fundamental evolutionary processes.
Finally, I present those research papers which do not fit into the paradigm of genomic 
anatomy. How can sequence analysis methodology affect results in molecular evolution? Can one 
predict the evolutionary dynamics of selfish elements?
Genomes and libraries
My work is concerned with the evolution of genomes. But in order to study genomes one 
needs a descriptive framework, which I shall illustrate by comparing genomes and libraries. The 
similarities between genomes and libraries derive from the fact that both structures store 
information: they are both databases. By analogy with the familiar example of the library, I hope 
to show that the organisation of information within a database can be described in three terms; (1)
identity, the classification of units of information; (2) copy number, the number of copies 
of the same (full identity) or similar (partial identity) units of information within the database; and 
(3) arrangement: the organisation of the units information relative to each other. Both the 
architecture o f a library and the anatomy o f a genome can be defined in these terms.
So let us consider the human genome and Library of Babel described by Jorge Luis Borges 
(1941). (Dennet (1995) has also used Borges’ story to explain evolution, although in a different 
way. I was unaware of Dennet’s work when I wrote the first draft of this thesis.) Both the genome 
and the library contain enormous quantities of information. The Library of Babel “is total - perfect, 
complete, and whole - and its bookshelves contain all possible combinations of the twenty-two 
orthographic symbols.” It contains about 10152 books, more than enough for each particle in our 
universe to have as many books each as there are particles in our universe. Although a genome 
does not contain all knowledge, with the human genome consisting of a mere 3 billion nucleotides, 
it does constitute the entire hereditary material of an organism, in the form of a precise nucleic acid 
sequence as well as additional epigenetic information. This is not to say that the genome contains 
all the information required to make an organism, as Lewontin (1993) and Dennet (1995) have 
stressed. Both a library and a genome need “readers” for the information to be used. In addition, 
and rather fortunately for evolutionary biologists, the genome carries information in the form of a 
record of its evolutionary history (Goldstein and Harvey 1999).
Identity in the Library of Babel can be defined at a number of levels: galleries, books, lines, 
even individual characters. Although the library is defined as possessing a single copy of every 
possible book, copy number variation can exist at lower units of organisation: “One book consisted 
of the letters M C V perversely repeated from the first line to last.” The arrangement of the library 
is strictly hierarchical: “The universe (which others call the Library) is composed of an indefinite, 
perhaps infinite number of hexagonal galleries ... Each wall of each hexagon is furnished with five 
bookshelves; each bookshelf holds thirty-two books identical in format; each book contains four 
hundred and ten pages; each page, forty lines; each line, approximately eighty black letters.”
Identity within the eukaryotic genome can be defined at a number of levels from the 
haploid genome to the individual nucleotide, with the corresponding copy number variation from 
polyploidy to microsatellites. The arrangement of the genome can similarly be described on a 
number of levels. At the cellular level the genome is divided into nuclear and cytoplasmic DNA. 
Nuclear DNA is organised into discrete linear structures called chromosomes, and consists of a 
number of copies of the haploid genome. Chromosomal organisation is exemplified by structural 
features such as centromeres and telomeres, and by chromosome banding patterns. At the regional 
level, isochores differ in nucleotide and transcriptional activity. Genes may be present in multiple 
copies, may be transcribed at different rates, and may be clustered with other genes. At the 
intragenic level, genes consist of introns and exons, and may themselves consist of repeated units. 
The notions of identity, copy number and arrangement can be used to describe the evolution of 
entire genomes (Huynen and Bork 1998).
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But description is no substitute for explanation and so the next step is to ask 
why? In Borges’ story the librarians concluded that the architecture of the library meant that there 
had to be an ultimate architect: “the universe, with its elegant appointments - its bookshelves, its 
enigmatic books, its indefatigable staircases for the traveller, and its water closets for the seated 
librarian - can only be the handiwork of a god.” However, such explanations are unfalsifiable and 
hence unscientific (Ridley 1996). This thesis is an attempt to explain the anatomy of the genome in 
evolutionary terms, and that is why the title is “Searching for Sense in the Library of Babel”. By 
evolutionary sense I mean deterministic evolutionary forces such as those of mutation or selection, 
as opposed to the stochastic evolutionary process of random drift (compare with the exclusively 
selectionist definition of Hurst 1999). This is not to say that random chance does not lead to 
discernible patterns of evolution (as in the neutral theory of Kimura 1983), rather that the products 
of random forces cannot be explained, they can only be described.
Consider, for example, patterns of base composition within a genome. Either selection or 
mutation can make sense of broad patterns of base composition such as isochores with high GC 
content. A selective explanation could be that high GC is favoured because it confers thermal 
stability to RNA structures. Alternatively, if mutation was biased towards G and C that would also 
make sense of the compositional bias. However, such high level explanations would not explain 
low level phenomena such as why a particular base is A rather than C, G, or T. At this level the 
base composition may be simply due to random chance, and hence the fact that the base happens to 
be A does not make evolutionary sense.
“Why?” questions in biology
Why is the genomic anatomy as it is? There are a number of ways of answering the 
question “why?”, and Tinbergen (1963) has described the application of four such methods to 
ethology. These methods can be applied to the study of genomic anatomy. Two of Tinbergen’s 
explanations, those of causation and development, can be combined in the context of genomic 
anatomy. These proximate answers describe how the genome is passed down cell lineages. The 
genome is the way it is because of genetic and epigenetic inheritance from the previous generation.
The selective explanation based on function, which suggests that a particular feature 
(character of genomic anatomy) is currently advantageous, is but a subset of the explanation from 
evolutionary history. The present generation possesses the feature as a necessary consequence of 
the feature being heritable and possessed by the previous generation. Thus the feature must have 
arisen at some point, then spread through the population, and then maintained until the present day. 
The primary importance of evolutionary explanations is illustrated by Dobzhansky’s famous 
maxim: “Nothing in biology makes sense except in the light of evolution.”
The approach used in this thesis is the approach from evolutionary history. Thus we can 
divide questions of existence into the two questions of origin and maintenance. Often these two 
questions have rather different answers, and there is no reason to suppose that simply because a
feature spread through the population for a certain reason then it is maintained for that 
reason. Indeed mutations may become fixed in the population as the result of genetic drift, in other 
words for no reason at all, and only later become selectively advantageous. Such a path is 
suggested by Wright’s (1931) shifting balance theory.
Definitions of adaptation
Owing to a lack of information concerning mutational processes, as well as the generally 
held belief that most mutation processes are random, I have focused on the possible effects of 
selection on genomic anatomy. The question then becomes how much genomic anatomy is due to 
selection, and how much to random processes.
What is required of a selective explanation: how can we term a particular feature of 
genomic anatomy an adaptation? The term “adaptation” has a number of different meanings (see 
Futuyma 1998; Ridley 1996; Rose and Lauder 1996). The concept of adaptation used in this thesis 
is that of Futuyma (1998): “a feature is an adaptation for some function is it has become prevalent 
or is maintained in a population (or species, or clade) because of natural selection for that 
function”. Thus a feature must have been subject to selection at some point in its evolutionary 
history, either positive selection to explain the initial evolution, or purifying selection to explain the 
maintenance of the feature. This is a very broad definition, but it is chosen in order to make 
adaptation consistent with evolutionary sense.
Futuyma’s definition of adaptation is helpful because it encompasses a number of 
alternative definitions of adaptation and related concepts. Current selection is consistent with 
Reeve and Sherman’s (1993) ahistorical definition: “An adaptation is a phenotypic variant that 
results in the highest fitness among a specified set of variants in given environment.” Past 
selection allows an historical definition, as given by Harvey and Pagel (1991): “for a character to 
be regarded as an adaptation, it must be a derived character that evolved in response to a specific 
selective agent”. Futuyama’s definition also copes with the troublesome concepts of 
preadaptations, spandrels and exaptation (Gould 1997; Gould and Lewontin 1979). Thus a 
spandrel arose as the necessary consequence of selection and is thus an adaptation.
An adaptation is a product of natural selection. So for certain features of genomic anatomy 
to be adaptations, the fundamental requirements of natural selection must be fulfilled. Heritable 
variation must be generated through mutation, and selection must discriminate between variants. 
But how can we discern adaptations? A popular approach is the argument from design.
Design arguments
The Argument From Design (AFD) has a long history, all the way back to Aristotle 
(Amundson 1996; Barrow and Tipler 1996; Lauder 1996). The AFD assumes that complex
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structures do not come about by chance, and that therefore some sort of deterministic 
process, either a creator or selection, is required.
The classical AFD supposes that the existence of a complex structure supposes an 
intelligent creator, a “final cause”. Paley’s famous mechanistic analogy is that the presence of a 
watch implies the existence of a watchmaker. Following the appearance of the Origin o f Species, 
the Darwinian advocate Thomas Huxley announced the end of such teleological reasoning: “That 
which struck the present writer most forcibly on his first perusal of the Origin of Species was the 
conviction that teleology, as commonly understood, had received its death-blow at Mr. Darwin’s 
hands.” However, far from being rejected, the AFD was incorporated as an important part of the 
Darwinian paradigm. In modem terms then, a complex design is taken to imply a selective 
function and hence an adaptation, although there is some debate as to the meanings of the key 
terms of design, function and adaptation (Lauder 1996). As formulated by Williams (1992) the 
modern AFD is that “Adaptation is demonstrated by observed conformity to a priori design 
specifications.”
The modem AFD can be attacked on the basis of philosophical considerations. Such 
problems stem from the idea that there are limitations to our reasoning about the real world. David 
Hume argued against the anthropocentric bias inherent in the AFD: “we are guilty of the grossest, 
and most narrow partiality, and make ourselves the model of the Universe ... What peculiar 
privilege has this little agitation of brain which we call thought, that we must make it the model of 
the whole universe.” It is certainly true that unthinking anthropocentricity can lead to ridiculous 
adaptive explanations, such as this gem from Bemadin de Saint-Pierre (see Barrow and Tipler 
1996): “Dogs are usually of two opposite colours, the one light and the other dark, in order that, 
wherever they may be in the house, they may be distinguished from the furniture, with the colour 
of which they might be confounded”.
The application of the modem AFD raises a number of biological problems (Lauder 1996). 
The mechanistic analogy used by Paley may not apply to biological structures: there may be little 
correlation between structure and function. Even if structure and function are linked, we may not 
understand the causal relations, in other words we may not know which design criteria are 
important a priori. Even if there are a priori reasons for supposing that genomic anatomies differ 
in function, identifying the critical design features in a structure of such vast complexity (3 billion 
nucleotides, structured at a number of levels) will be difficult. Further problems are raised if one 
attempts to discern exactly what sub-feature selection acted on: complex features cannot be broken 
up into independent sub-features. Finally, it is difficult to use the AFD to provide an explanation 
from evolutionary history, rather than an explanation based on current function.
Hypothesis testing
If we reject the argument from design, how else can we study adaptation? The approach 
adopted in this thesis is that of classical hypothesis testing, as first proposed by Galileo and
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Descartes. Descartes rejected the principle of final causation, the basis of the AFD, as 
anthropocentric and subjective, and doubted our ability to discern design: “the capacity of our mind 
is very mediocre, and not to presume too much on ourselves, as it seems we would do were we to 
persuade ourselves that it is only for our use that God has created all things, or even, indeed, if we 
pretended to be able to know by the force of our mind what are the ends for which he has created 
them.”
In his Discourse on Methods Descartes (1637) introduced an approach to natural 
philosophy based on mathematical principles, and outlined the principles of hypothesis testing:
“But I must also admit that the power of nature is so ample and so vast, and that these principles 
{causes) are so simple and so general, that I observe almost no individual effect without 
immediately knowing that it can be deduced in many different ways, and that my greatest difficulty 
is ordinarily to find in which of these ways the effect depends upon them; for to this end I know no 
other expedient but then to seek certain experiments which are such that their result not be the same 
if it is in one of these ways that the explanation lies as if it lies in another.” Descartes’ notion of 
“certain experiments” is equivalent to Galileo’s idea of the critical experiment as the ordeal to 
which we must expose our hypotheses.
So in order to study adaptation we need to construct hypotheses, and then test them by 
performing the necessary experiments. Hypotheses can take a number of forms. They can be 
qualitative verbal arguments, or quantitatively explicit mathematical models. The predictions of 
mathematical models can be obtained by analysis or by simulation on computers. Analytical 
solutions may possess the security of mathematical proof, but simulations enable us to study 
problems which are mathematically intractable. Feynman (1966) has provided an eloquent defence 
of the simulation approach: “In the face of the lack of direct mathematical demonstration one must 
be careful and thorough to make sure of the point, and one should make a perpetual attempt to 
demonstrate as much of the truth as possible. Nevertheless, a very great deal more truth can 
become known than be proven”. Hypotheses which are constructed in order to study adaptation 
need not invoke selection, indeed neutralist hypotheses are often more amenable to falsification 
than selectionist hypotheses. Kreitman (1996) has suggested that its ease of application ensures the 
importance of the neutral theory of molecular evolution, even if the theory itself is wrong.
There are three different ways of performing the “certain experiments” suggested by 
Descartes. The first method comes from the very process of formulating and modelling the 
hypothesis. Theoretical investigations act as thought experiments which determine whether a 
selective explanation could actually work. Of course, the validity of such thought experiments 
depends on the validity of the modelling they employ: is the model sufficiently close to reality, and 
are the parameter values appropriate? Often a lack of knowledge of realistic parameter values 
proves to be a stumbling block.
The second method is that of direct experimental manipulation followed by observation of 
the fitness consequences. Testing adaptation by experimental manipulation is useful for a number
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of reasons (Sinervo and Basolo 1996). For example, current selection pressures can be 
assessed directly, and reconstructions of ancestral character states and ancestral environments allow 
the evolutionary history of the trait to be investigated. However, the direct experimental 
manipulation of genomic anatomy is difficult unless one can be sure that only the feature under 
investigation has been changed. There are also the associated problems of measuring small fitness 
effects and measuring fitness in a suitable environment.
The third method applies when we have no power to intervene in the process being studied. 
The correlational approach simply relies on multiple observations, in effect supposing that nature 
has performed a number of experimental manipulations. The theoretical basis of the correlational 
approach is given by the principle of concomitant variation, John Stuart Mill’s fifth canon of 
experimental enquiry: “Whatever phenomenon varies in any manner whenever another 
phenomenon varies in some particular manner, is either a cause or an effect of that phenomenon, or 
is connected with it through some fact of causation.” However, when one tests for correlations 
between evolutionary variables there is the “third variable problem”, which can be eliminated in 
well designed artificial experiments but which cannot be eliminated from evolutionary data created 
by natural experiments (Brookfield 1997b). On this basis it has been argued that “the statistical 
significance of an observed correlation between traits is neither necessary nor sufficient for the 
inference of a causal connection between them” (Brookfield 1997b).
The correlational approach tests hypotheses which predict particular forms of concomitant 
variation between multiple observations. Tests of statistical significance assume the independence 
of multiple observations. But all living organisms are non-independent in the sense that they have 
evolved from a common ancestor. So the many species which use nucleic acid sequence as the 
hereditary material certainly do not constitute independent data. We can only conclude that one 
organism, the common ancestor of all extant species, used nucleic acids A single observation is 
certainly not significant. As Kundera (1984) points out: “Einmal ist keinmal... What happens but 
once, says the German adage, might as well not have happened at all.” We clearly need to account 
for the effects of phylogeny in order to justify the use of multiple data, and the comparative method 
(Harvey and Pagel 1991) has been developed to deal with this problem.
Comparative genomics aids our understanding of genomic anatomy in a number of ways 
(Clark 1999). The comparison of different genomes allows the identification of conserved linkage 
groups of genes and conserved functional regions within genes. The use of orthology relationships 
allows the extrapolation of results from model organisms, thus aiding the analysis of polygenic 
inheritance, the identification of novel genes and the elucidation of gene function.
The limits of selection
The notion of adaptive optimality is often ridiculed as Panglossian, after Voltaire’s 
caricature of Leibniz’s view of the harmony of nature: “All is for the best in the best of all possible 
worlds.” A weaker formulation of the ubiquity of adaptation (in the sense used here) is Maynard
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Smith’s version of Dobzhansky’s maxim: “Nothing in biology makes sense, except in 
the light of selection”. However, there are several reasons to believe that selection is not all 
powerful, and even more reasons to suggest that optimality is likely to be rare. Such arguments do 
not constitute weaknesses of the theory of evolution by natural selection, but are instead strengths, 
a point made by the Darwinian advocate Asa Gray in 1876: “Darwinian teleology has the special 
advantage of accounting for the imperfections and failures as well as for the successes”. I shall 
review the limitations to selection by dividing them into four classes: levels of selection, random 
drift, constraints, and spatial and temporal effects.
Levels o f selection
As defined by Frank (1996), “An adaptive system is a population of entities that satisfy the 
three conditions of natural selection: the entities vary, they have continuity (heritability), and they 
differ in their success”. If we consider the natural world, adaptive systems exist at a number of 
nested levels: genes, cells, individuals and groups of individuals. Selection will not necessarily act 
identically on all replicating units, which results in conflict. In Dawkins’ (1990) terminology, 
conflicts arise because replicators differ in their desiderata lists. The conditions for conflict can 
deduced using Price’s (1970) concept of fitness covariance. Negative fitness covariance between 
two replicators means that a change which leads to a gain in fitness for one replicator will diminish 
the fitness of the other replicator, and thus the two replicators are in conflict over fitness 
maximisation (Partridge and Hurst 1998).
When selection acts differently on different replicators it is impossible to say what state is 
optimal. Conflict can occur at all possible levels, though the traits under selection are always 
encoded by genes. The existence of conflict at a lower level engenders costs at a higher level, 
which means that selection (at the higher level) then favours genes which can reduce or prevent 
conflict.
Intragenomic conflicts can arise when alleles at a locus differ with respect to gene level 
fitness. An allele can spread if it has higher gene level fitness than its competitors, even if it 
reduces individual fitness. Such genetic conflict reduces individual fitness, and so a suppressor of 
conflict at another locus is then selectively favoured on the basis of individual level selection.
Thus genetic conflict exists when “the spread of one gene creates the context for the spread of 
another gene, expressed in the same individual, and having the opposite effect” (Hurst et al.
1996a). A gene which spreads despite its cost to the individual is commonly termed a selfish gene, 
although all genes are selfish in the sense that they are selected to maximise their own fitness 
(Dawkins 1976), and so the term ultraselfish might be considered preferable.
Conflict can occur between any levels of selection. For example, Hamiltonian (1967) sex 
ratios arise from selection for Fisherian (1930) sex ratios between individuals within groups and 
selection for increased female bias between groups. The resultant Hamiltonian sex ratio is optimal 
in neither regard.
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The concept of levels of selection is intimately related to that of the hierarchical 
organisation of biological entities. Maynard Smith and Szathmary (1995) have described the major 
transitions in evolution at which both biological complexity and the numbers of levels of selection 
increased. A major transition occurs when “entities that were capable of independent replication 
before the transition can replicate only as part of the larger whole after it”. These major transitions 
are (1) the origin of chromosomes, (2) the origin of eukaryotes, (3) the origin of sex, (4) the origin 
of multicellular organisms, and (5) the origin of social groups. Of direct relevance to my thesis is 
the fact that the first three transitions are represented by changes in genomic anatomy, as well as 
increased conflict: (1) groups of genes in linkage, (2) nuclear and cytoplasmic inheritance, and (3) 
sex chromosomes and sex-specific inheritance. Maynard Smith and Szathmary (1995) have 
stressed the importance of central organisation and the division of labour as benefits to hierarchical 
organisation which may have driven the major transitions. The focus here is instead on the 
evolution subsequent to and contingent upon the major transitions.
The ubiquity of levels of selection seems to imply that conflict rather than cooperation 
should be universal. Why then does conflict appear to be the exception rather than the rule? A 
number of processes serve to reduce conflict, as in the following examples: suppression of conflict 
by “parliaments” of cotransmitted replicators, evolution of the genetic system to prevent conflict, 
and “tit for tat” strategies which reduce the benefits of selfish failures to reciprocate altruism (Hurst 
e ta l  1992; Leigh 1991).
Random drift
Random genetic drift affects gene frequencies in finite populations, which means that 
changes under very weak selection are effectively neutral (Crow and Kimura 1970). Random 
genetic changes can arise from gamete sampling and from stochastic changes in selection intensity 
(Crow and Kimura 1970). Even mutations under relatively strong selection pressures stand only a 
slim chance of fixation, about twice the selective coefficient (Haldane 1927).
Another effect of finite populations is that the number of excess progeny is limited, which 
affects the number of loci upon which selection can act independently and simultaneously (Haldane 
1957). The greater the number of excess progeny, the greater the amount of selective death that 
can occur.
Hill and Robertson (1966) found that selection at one locus reduces the probability of 
fixation of advantageous mutations at a second linked locus, an effect analogous to an increase in 
random drift. This Hill-Robertson effect is caused by all linked mutations affected by selection, 
both advantageous mutations via selective sweeps (Maynard Smith and Haigh 1974) and 
deleterious mutations via background selection (Charlesworth et al. 1993).
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Constraints
The importance of constraints in evolution is a matter of considerable controversy. A 
number of different definitions are in use. In molecular evolution, a site is said to be constrained if 
stabilising selection acts upon it. In palaeontology, constrained changes are those which didn’t 
occur. A strong evolutionary definition is that constraints are absolute blocks to the efficacy of 
natural selection: if a character is constrained then directional selection favouring that character is 
not possible (Laurence Hurst, pers. comm.). Strong constraints provide an absolute block to the 
attainment of optimality, by definition. A weak evolutionary definition is that a constraint is a 
partial block to natural selection: the effectiveness of directional selection is reduced by constraints. 
If environmental changes continuously move the optimum, then the reduced rate of approach to the 
optimum caused by weak constraints may prevent attainment of optimality.
Explanations based on strong constraint are controversial because they are intellectually 
lazy. It is easy to suppose that we do not observe a character because that character quite simply 
could not evolve. It is much harder to show that the character could have evolved but did not due 
because of subtle selective effects. A belief in widespread strong constraints is a belief based on 
ignorance.
Pleiotropy may act as a weak constraint. Pleiotropy occurs when a single mutation has 
multiple phenotypic effects which have differing fitness effects, some advantageous and some 
deleterious. The mutation will only spread if the good effects outweigh the bad ones. Thus 
seemingly potential increases in fitness are never realised. However, if the optimum phenotype can 
be obtained pleiotropy may improve the efficacy of stabilising selection (Wagner 1998b; Waxman 
and Peck 1998), although the loss of variation may itself prove a stumbling block to future adaptive 
change.
The genetic phenomena of penetrance, redundancy and epistasis may all be considered as 
weak constraints. Incomplete penetrance means that the full force of selection is not realised in 
diploids. Redundancy applies to both haploids and diploids and has the same effect as incomplete 
penetrance of reducing the power of selection. Epistasis can present a severe obstacle to the 
evolution of two alleles which are deleterious on their own but advantageous when together, 
although genetic drift in small populations may be able to overcome such obstacles (Haldane 
1932).
The laws of physics and chemistry are clearly strong constraints. No mutations can enable 
organisms to escape such fundamental laws, and conversely we do not need to explain those 
characters which derive from such laws, a point missed by Dr. Pangloss: “Our legs are just long 
enough to reach the ground”. Williams (1992) has illustrated this argument by showing that we do 
not need an adaptive explanation for why a flying fish returns to the water.
The “laws” of development and genetic systems may also act as strong constraints. Such 
developmental constraints may be considered as examples of contingent irreversibility (Maynard 







independent replicating ability of the lower level units will be lost through disuse and 
mutational decay. Thus genomic imprinting, a phenomenon dependent on the existence of separate 
sexes, acts in mammals as a barrier to the ancestral parthenogenetic mode of reproduction (Moore 
and Haig 1991).
Temporal and spatial effects
The appropriate selectively favourable mutations may be theoretically possible, but 
selection is powerless until such a mutation actually appears in the population. Even when 
selectively favourable mutations have occurred their spread to fixation will take many generations 
(Crow and Kimura 1970). The continuous generation of deleterious mutations and the time lag 
before loss means that deleterious mutations are present at a selection-mutation equilibrium. The 
lag to appearance and fixation of new mutations is important if selection pressures are constantly 
changing as the abiotic and biotic environments change.
Gene flow causes a spatial averaging of selection pressures (Kirkpatrick 1996). Selection 
pressures may vary over scales smaller than the habitat of a single organism, and thus migration 
prevents local adaptation.
How powerful is selection?
The arguments presented above suggest that selection has its limits and indicate those 
factors which might affect the efficacy of selection, but the quantitative importance of selection 
remains a matter of controversy. Differences of opinion with regard to the relative importance of 
selection versus random drift underpin both the controversy between Fisher (1930) and Wright 
(1932) and the more recent debate in molecular evolution between the neutralists (Kimura 1983) 
and the selectionists (Gillespie 1991).
I can think of three reasons why one might believe that selection is not the dominant cause 
of evolution. Firstly, one might reasonably invoke the strength of those processes which limit the 
efficacy of selection.
Secondly, one might object on the grounds of the supposed deterministic and fatalist 
implications of selection, as voiced by Kundera (1984): “Chance and chance alone has a message 
for us. Everything that occurs out of necessity, everything expected, repeated day in and day out, is 
mute”. This is a philosophical rather than scientific point, but it may well lead some to believe in 
processes other than selection.
Thirdly, one might find it hard to believe that selection could possibly act on certain, 
seemingly trivial, characters. This is an argument based on our own ignorance, and is therefore to 
be mistrusted on both logical and historical grounds, as emphasised by Ridley (1996): “One 
character after another that had been written off as non-adaptive has turned out, following proper 
analysis, to be controlled by natural selection”. In the context of the evolution of genomic
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anatomy, translation selection on codon usage is now supported by a wealth of evidence, 
despite the fact that synonymous mutations were once considered prime candidates for selective 
neutrality.
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Chapter 2. The evolution of life cycles
Ploidy level variation
The ploidy level of a cell is given by the number of copies of the haploid genome. It is 
possible to imagine a large number of alternative life cycles defined by different ploidy levels. 
Hence life cycle evolution can be viewed within the framework of genomic anatomy by 
considering whether the variation in ploidy copy number makes sense.
Sexual organisms are characterised by the “alternation of generations” because the ploidy 
level is halved at meiosis and doubled at syngamy (Mable and Otto 1998; Valero et al. 1992). 
There appear to be four main sexual life cycles characterised by an alteration between haploidy and 
diploidy (as defined by Mable and Otto 1998). (1) Diplonty: somatic development in diploid phase. 
(2) Haplonty: somatic development in haploid phase. (3) Haploid-diploidy: somatic development 
in both phases. (4) Haplo-diploidy: female somatic development in diploid phase, male somatic 
development in haploid phase. Although the near ubiquity of diplonty in metazoan taxa has lead to 
a belief in the superiority of diplonty and thus a focus on the advantages of diplonty (Mable and 
Otto 1998), there exists much variation in life cycles, both between higher order taxa (Lewis 1985) 
and within lower order taxa such the algae (Klinger 1993; Lewis 1985). There is no such necessity 
for an “alteration of generations” in asexuals, although ploidy cycles have been found (Kondrashov 
1994).
I have studied the evolution of haplodiploidy, but in order to place the work in context I 
shall describe theoretical work on the relative merits of all four life cycles.
Haplonty versus diplonty
The evolution of life cycles and ploidy levels has been most thoroughly investigated with 
respect to haplonty versus diplonty. In order to illustrate the many potential differences between 
different life cycles, I shall summarise some of the major findings. There are three principle 
classes of arguments: genetic arguments concerning asexuals, genetic arguments concerning 
sexuals, and ecological arguments concerning both sexuals and asexuals.
Genetic arguments fo r asexuals
Ploidy levels affect the equilibrium genomic mutational load (Crow 1958) due to 
deleterious mutations. The mutation load due to germ line mutations can be generalised to asexual 
V-ploids, in which case the load is given by 1 - e'NU independent of epistasis, where U is the 
mutation rate per haploid genome (Kimura and Maruyama 1966; Kondrashov 1982). Thus
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haplonty minimises such load. Haplonty is also favoured by intraorganismal selection 
between cells which contribute to the germline (Otto and Orive 1995). However, diplonty may be 
favoured if somatic mutations are partially recessive and sufficiently important (Orr 1995).
If one considers advantageous mutations then heterozygote advantage provides a clear 
advantage for diplonty over haplonty, since haploids cannot enjoy the benefits of overdominance 
(Crow and Kimura 1965) and asexuals do not suffer from segregational load (Crow and Kimura 
1970). When populations are small so that favourable mutations arise rarely, diplonty allows a 
higher rate of novel adaptation than haplonty if advantageous mutations are partially dominant.
But if populations are large so that favourable mutations appear fairly often, then haplonty is 
always favoured as long as advantageous mutations are not overdominant (Orr and Otto 1994).
Genetic arguments fo r sexuals
In outbred sexuals, the deleterious mutation load of diplonts is twice that of haplonts unless 
all mutations are completely recessive (Haldane 1937; Muller 1950). Inbreeding reduces the 
advantage of haplonty (Crow and Kimura 1970). When one considers genomic mutational load in 
sexuals then epistatic interactions become important (Kimura and Maruyama 1966). Synergistic 
epistasis can reduce the advantage of haplonty (Kondrashov and Crow 1991), and truncation-like 
selection can favour diplonty if dominance is less than 14 and if the mutation rate per haploid 
genome is greater than one (Kondrashov and Crow 1991).
Contrary to the predictions of load arguments, a number of modifier analysis studies have 
shown that the transition from haplonty to diplonty can be favoured as a result of selection on 
genes outweighing selection on populations (Bengtsson 1992; Otto and Goldstein 1992; Perrot et 
al. 1991). Linkage, penetrance and the strength of selection all determine whether haplonty or 
diplonty is favoured. Haploid-diploidy is never favoured in such models. Also in contrast to load 
arguments, inbreeding favours haplonty rather than diplonty under modifier analysis (Otto and 
Marks 1996).
Intraorganismal selection can reduce the mutation load in sexuals and provide haplonts 
with the additional advantage of an effective reduction in mutation rate (Otto and Orive 1995). 
Somatic mutation can provide an advantage for diplonty, which may explain why developmentally 
complex organisms tend to be diplontic (Bell 1982; Orr 1995).
Could advantageous mutations provide an advantage to diplonty in sexual organisms? 
Heterozygote advantage may provide an advantage to diplonty, but seems unlikely to explain the 
initial evolution of diplonty (Goldstein 1992). With regard to the rate of novel adaptation, diplonty 
doubles the advantageous mutation rate but incomplete penetrance reduces the fixation rate of 




Haploid cells tend to be smaller than diploid cells and thus enjoy a lower nutrient demand 
(Lewis 1985) as well as a higher rate of nutrient transport (Cavalier-Smith 1978; Mable and Otto 
1998). Cavalier-Smith has extended such arguments to suggest that large complex organisms are 
K-selected for large cell size and hence diploidy, while simple unicellular organisms are r-selected 
for small cell size and hence haploidy (Cavalier-Smith 1978). Some unicellular organisms may be 
so large that multiple copies of the genome are required for cellular functions (Kondrashov 1994; 
Raikov 1982).
Alternative ecological arguments in favour of diplonty include the ability of diplonty to 
generate genetically diverse gametes (Bell 1997), a reduction in the mixing of vertically transmitted 
parasites (Hurst 1990), and more subtle control of development and gene regulation (Lewis 1985).
Why haploid-diploidy?
Many of the arguments given above favour haplonty under some parameter values and 
diplonty under other parameter values. But how can one explain the existence of haploid-diploid 
life cycles?
A variety of environments might favour two distinct phenotypes, with ploidy level 
providing a ready means to a heteromorphic life cycle (Mable and Otto 1998). Hurst and Nurse 
(1991) have suggested a number of arguments in favour of asexual ploidy cycles similar to those 
considered by Kondrashov (1994). High ploidy levels are favoured because large cells are better 
predators, less vulnerable prey, and more resistant to DNA damage. On the other hand, small 
haploid cells may respond better to nutrient stress, provide a greater number of survival units, and 
be able to grow faster. The logic of this hypothesis is dependent on the assumption of a constraint 
linking ploidy levels and cell size. Szathmary et al. (1990) have suggested that asexual ploidy 
cycles might be driven by temporal changes in the level of DNA damage.
Spores are reproductive propagules adapted for dispersal, while gametes are sexual 
propagules adapted for fusion. Such reproductive considerations, rather than any direct influence 
of ploidy level, appear to affect the diploid and haploid forms in brown seaweeds: microthalli are 
gametophytes while macrophalli are sporophytes (Bell 1997).
If viability rates are constant for both haploid and diploid sexual organisms, then either 
haplonty or diplonty is favoured, never haploid-diploidy. However, if viability decreases as a 
linear function of time at a constant ploidy level, then haploid-diploidy can be stably maintained. 
This result is not qualitatively affected by selection on viability loci; haploid-diploidy is possible 
both with overdominant selection and with disruptive selection (Jenkins 1993).
The evolution of haplodiploidy
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Having dealt with haplonty, diplonty and haploid-diploidy, I now turn to haplodiploidy in 
which males develop from unfertilised eggs while females develop from fertilised eggs. There are 
also some life cycles in which males develop from fertilised eggs but, just as in haplodiploidy, 
transmit only the maternal genome to the next generation. Such life cycles have been termed 
paternal genome loss, parahaploidy, and male haploidy (Bull 1979), though male genetic haploidy 
may be preferable to the latter term (Goldstein 1994). In parahaploidy, the paternal genome may 
be excluded from all cells after fertilisation, or the paternal genome may persist in the somatic 
tissue but fail to be passed on to the sperm (Bull 1979). Different forms of parahaploidy may 
represent a series of ancestral stages in an evolutionary progression towards complete eradication 
of the paternal genome (Nur 1980).
Haplodiploidy appears to have arisen from diplonty several times, although the exact 
number is disputed (at least eight times (Oliver 1971), only seven or eight times (Hartl and Brown 
1970), or at least eleven times (Borgia 1980)). Haplodiploidy is found in the monogonant rotifers, 
bees and wasps, thrips, sawflies, ticks and mites, bark beetles and scale insects. Parahaploidy is 
found in diaspidid scale insects, lecanoid scales and sciarid flies.
In comparison to thelytoky, the other major alternative to diplonty, transitions to 
haplodiploidy appear to have been rarer. However, haplodiploidy appears to be a more stable, with 
the result that haplodiploid groups comprise large taxonomic groups whereas thelytokous groups 
are often of low taxonomic rank (Borgia 1980).
Haplodiploidy versus diplonty
What are the differences between the haplodiploid and diplontic life cycles? Two 
important issues are those of sex specific copy number and parent of origin effects. In these 
respects the evolution of haplodiploidy relates to two topics I consider later in this thesis: X-linked 
genes and genomically imprinted genes.
In terms of copy number and genetic transmission the population genetics of haplodiploids 
and X-linked genes in diplonts are fundamentally similar (Hedrick and Parker 1997). One 
difference lies in the level of genomic anatomy at which the copy number variation is expressed: 
male haplodiploids have only one copy of the genome, whereas male diplonts have only one copy 
of the X chromosome (assuming males to be the heterogametic sex).
Parent of origin effects apply both to haplodiploidy and genomic imprinting in diplonts. In 
genomic imprinting the expression of an allele depends on the parent from which it was inherited, 
and both paternal and maternal silencing is found (Efstratiadis 1994). In haplodiploidy it is the 
transmission and expression of genes which is dependent on the parent of origin, with the paternal 
genome neither transmitted nor expressed.
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The population genetics of haplodiploids (also X-linked genes) differ in a 
number of ways from the population genetics of diplonts. Selection is more effective in haploids, 
and this is reflected in the differences between haplodiploids and diplonts. Assuming similar allele 
frequencies in the two sexes and no dosage effects, the response to selection is about one third 
faster in haplodiploids (Hartl 1972). Advantageous mutations spread faster, and deleterious 
mutations are eliminated more effectively. Diplonty is however favoured in the case of 
overdominance, since heterozygote advantage cannot be enjoyed by haploids.
If one allows sex specific allele frequencies the average mutational load under outbreeding 
in haplodiploids is only three quarters that of diplonts (Werren 1993). The average load of 
haplodiploids obeys the Haldane-Muller rule of insensitivity to selection pressures, but the separate 
male and female loads do vary as both selection pressures and dominance relations change (Werren 
1993). When penetrance is low and selection is strong, male load is high relative to female load 
because selection is only effective in haploids. But when penetrance is high, then selection acts 
equally in haploids and diploids, and female load is higher due to mutations appearing at twice the 
rate in males. These arguments assume no adaptive variation in the mutation rate, an assumption 
which does not appear to hold for the analogous case of X-linked genes, as discussed later.
Assuming equal numbers of males and females, the effective population size of a 
haplodiploid population is only three quarters of that of a diplont population of the same number of 
individuals. Since there is no recombination in males, the recombination rate of haplodiploids is 
two thirds that of diplonts. Both these factors combine to make random drift more important in 
haplodiploid populations. With regard to the evolution of sex and recombination, haplodiploidy 
might be thought to suffer from a loss of recombination, both in terms of the spread of 
advantageous mutations and the removal of deleterious mutations. Such arguments against 
haplodiploidy are weakened by the absence of recombination in male Drosophila, by the possibility 
of selection for higher female recombination rates, and by the idea that only a little bit of 
recombination is required for sex to be beneficial (Green and Noakes 1995).
Inbreeding and population structure affect haplodiploids and diplonts in many different 
ways: mutational load, the effectiveness of selection, sex ratio adjustment, sperm shortage, and sex 
determination are all involved. Many of these issues are intertwined, and also affect theories on the 
origins of haplodiploidy. Ignoring origins and comparative methods for the moment, it does appear 
that haplodiploids tend to be highly inbred and have female biased sex ratios (Hamilton 1967).
Inbreeding in haplodiploids differs from inbreeding in diplonts because of relatedness 
asymmetries and because haploid males cannot be inbred (Hedrick and Parker 1997). Studies of 
the mutation load shows that haplodiploids can deal with inbreeding better than diplonts (Werren
1993). Although diplonts actually do rather better from chronic inbreeding than haplodiploids in 
terms of reducing mutation load, haplodiploidy enables an easier transition from outbreeding to 
inbreeding. Under acute inbreeding, a sudden transition from outbreeding to obligatory sib-sib
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mating, diploids suffer a severe increase in load, while female haplodiploids suffer a less 
extreme increase, and male haplodiploids actually enjoy a diminution of their load.
A number of potential problems exist with this analysis. The mating structure will affect 
the nature of selection on the sexes. Under sib-mating, weakened males will be protected from 
competition from stronger males (Borgia 1980), but this advantage to the males might adversely 
affect their sisters if weak males produce inviable sperm (Bull 1979). Haplodiploidy provides an 
escape from low population densities via inbreeding: a female can produce a male and then mate 
with him (Borgia 1980; Hartl and Brown 1970). One cost of inbreeding which will affect 
haplodiploids more than diplonts is the cost of sex determination (Werren 1993). If males are 
hemizygous and females are heterozygous at the sex locus, then inbreeding will cause the 
production of inviable diploid males.
Inbreeding promotes the evolution of female biased sex ratios (Hamilton 1967), although it 
is neither necessary nor sufficient (Chamov 1982). Under the levels of selection formulation of the 
Local Mate Competition model of sex ratio selection, it is group selection which favours female 
bias. Selection on groups increases as the variance between groups increases, and so small groups 
with their greater sampling errors cause greater female bias. Inbreeding will tend to be more 
common in small groups, and so inbreeding covaries with selection for biased sex ratios.
Whatever the reason for which female bias is favoured, the adjustment of sex ratio is 
thought to be easier in haplodiploids, where the female can choose sex on the basis of fertilisation, 
than in diplonts, whose genetic systems have evolved to prevent meiotic drive (Borgia 1980; 
Chamov 1982; Hurst 1992a). The favouring of female biased sex ratios also provides an advantage 
to the sex specific mutation loads of haplodiploids, since females reap the benefit of higher load in 
males (Werren 1993). It should be noted that the Fisherian argument does work for both diplonts 
and haplodiploids under panmixia, and so female biased sex ratios are not favoured in 
haplodiploids simply because females are diploid and males are haploid (Hartl and Brown 1970). 
However, Fisherian sex ratios depend both on the mating structure and the controlling element 
(Hamilton 1995). When control is zygotic, as opposed to maternal, then the intuitively obvious two 
to one female bias is favoured (Bull 1983). The potential importance of conflict over the sex ratio 
is shown by Haig’s (1993) theory of the origin of parahaploidy which is discussed below.
Both Borgia (1980) and Brown (1964) have suggested that haplodiploidy may have 
evolved in order to prevent conflict rather than as a result of conflict. If males were initially 
heterogametic under diplonty, then the evolution of haplodiploidy would prevent meiotic drive.
The force of this argument is weakened in the presence of inbreeding, since inbreeding itself 
reduces the potential for conflict by increasing fitness covariance between replicators.
The mutation load results given above were calculated on the basis of no dosage effects. In 
other words, males suffered no specific cost as the result of being haploid rather than diploid. A 
belief that haploidy will incur some disadvantage is prevalent in the literature (Borgia 1980; Hartl 
and Brown 1970), but if haplodiploidy can overcome this initial hurdle, then sex specific dosage
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compensation would be selectively favoured (Hartl and Brown 1970). One immediate 
effect of male haploidy which might be advantageous is the consequent reduction in cell and 
organism size: Cavalier-Smith (1978) has suggested that haplodiploidy may be the result of 
selection for males to be smaller than females, which is consistent with the sexual dimorphism 
often found in haplodiploids. This argument appears weak when one considers giant fighting 
haplodiploid males (Hamilton 1979), and furthermore offers no explanation for those forms of 
parahaploidy where the paternal genome is present but silenced through heterochromatisation.
Haplodiploidy may have facilitated the evolution of eusociality (Crozier and Pamilo 1996), 
with all its attendant advantages of central control and division of labour (Maynard Smith and 
Szathmary 1995). Such an effect may well explain why haplodiploid species have done so well, 
but does not provide a satisfactory answer to the question of how haplodiploidy first evolved, 
assuming that the evolution of eusociality was subsequent to the evolution of haplodiploidy.
The origins o f haplodiploidy and parahaploidy
The question of how and why haplodiploidy first evolved has been answered in a number 
of ways. The ancestral state is assumed to be diplonty, although this has only been confirmed in 
some cases (Goldstein 1994). Leaving aside Cavalier-Smith’s (1978) cell size argument, and 
Whiting’s (1945) race hybrid model, there seem to be three main classes of explanation for the 
transition from diplonty to haplodiploidy.
The first explanation is based on deleterious mutations. Using modifier analysis, Goldstein 
(1994) has shown that the diplonty to haplodiploid transition for outbred sexuals is permitted by a 
broader range of parameter values than is the diplonty to haplonty transition. The invasion of 
haplodiploidy is more permissive than the invasion of haplonty because recombination does not 
occur in haploid males. Recombination tends to favour diplonty in this system , and so 
haplodiploidy can sometimes invade even when penetrance is too low for haplonty to invade (low 
penetrance favours diplonty).
The second explanation makes use of the relatedness asymmetries of haplodiploidy. All of 
the genes of a haplodiploid male come from his mother, whereas only half of the genes of a 
diplontic male are maternally derived. If the control of the genetic system rests with the mother 
rather than the father, then haplodiploidy can spread because it favours the transmission of 
maternal genes. Early models of this “maternal transmission” argument assumed that 
haplodiploidy gained through the ability of females to produce males from unfertilised eggs 
(Brown 1964; Hartl and Brown 1970). Hartl and Brown (1970) found that for both environmental 
and genic control haplodiploidy fully displaced diplonty if haploid male fitness was high enough 
relative to the proportion of unfertilised eggs. Bull (1979) generalised the model by noting that the 
proportion of unfertilised eggs might well be under maternal control, and found that haplodiploidy 
evolved as long as haploid male fitness was more than half diploid male fitness. Therefore the 
maternal transmission argument rests on a two fold increase in the representation of maternal genes
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in the gametes of haploid sons (Bull 1979). The maternal transmission argument is 
based on conflict, since the evolution of haplodiploidy is “driven” despite the negative fitness 
consequences at the level of the individual male.
Haig (1993) has suggested an alternative conflict based scheme which may explain the 
evolution of the different life cycles of the coccids (see Nur 1980). Males are XO and females are 
XX. The argument starts by noting that in the absence of panmixia both autosomal and X-linked 
genes “favour” female biased sex ratios although there is conflict between the X and the autosomes 
with regard to the extent of bias. The autosomes can respond to a driving X chromosome by 
suppressing drive, or they may join forces with the driver by evolving X linkage. Conflict over the 
sex ratio would then occur between individual females and the X-autosome driving maternal 
genome. The females might resolve this conflict by converting XX females to sons by inactivating 
the paternal genome. Different forms of inactivation provide explanations for the different forms 
of coccid parahaploidy and possibly even true haplodiploidy.
Haig’s “historical narrative of shifting alliances, innovations and counter-strategies” 
appears plausible, and provides an attractive conflict based view of life cycle evolution. Hamilton 
(1993) has suggested that an iterative process of chromosome loss may provide a different conflict 
based explanation for the evolution of haplodiploidy. So why is the paternal chromosome set 
retained in parahaploidy? Although heterochromatic, the paternal chromosomes do appear to 
perform a specialised role which is necessary for both male viability and male fertility (Brown and 
Nur 1964). Alternatively, sex determination may rely on the paternal set of chromosomes.
Weak constraints (as defined in Chapter 1) are thought to hinder the initial evolution of 
haplodiploidy (Borgia 1980; Bull 1979; Hartl and Brown 1970; Whiting 1945). A number of 
preconditions must be overcome if true haplodiploidy is to evolve. The developmental block to 
unfertilised eggs must be overcome. Haploid eggs must develop into males rather than females.
The haploid male must overcome the viability problems of gene dosage and the appearance of 
deleterious mutations previously masked in diploids. Finally, haploid males must be fertile, so 
spermatogenesis needs to work in haploids. Of all these weak constraints, the most severe appears 
to be the requirement that haploids are male, which places a restriction on the mechanism of sex 
determination (Bull 1979). The conflict based explanation of parahaploidy requires XO males and 
XX females, while both the deleterious mutation and maternal transmission explanations of 
haplodiploidy appear to require XX males and XO females (Borgia 1980).
The effect o f inbreeding on the evolution o f haplodiploidy
As described above, haplodiploids complete the transition to inbreeding more easily than 
diplonts, and haplodiploids may also gain under inbreeding through an improved ability to adjust 
sex ratios. But how does inbreeding affect the deleterious mutation and maternal transmission 
explanations of haplodiploidy?
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Borgia (1980) has argued strongly in favour of inbreeding providing an 
advantage to the transition to haplodiploidy. However, it should be noted that the correspondence 
between inbreeding, sex ratio bias and haplodiploidy does not necessarily imply that inbreeding 
caused haplodiploidy. Hamilton makes this point in one of his seminal papers (1967): 
“Arrhenotoky is a mode of reproduction that readily permits the production of biased sex ratios, 
with control of the sex ratio normally dependent on the phenotype of the mother. Therefore it 
seems either that male-haploid organisms have found themselves pre-adapted for life in niches of 
the sort characterised by the (Local Mate Competition) model or that the evolution of male 
haploidy has actually accompanied, in several independent lines, an evolutionary trend to occupy 
such niches”.
Inbreeding leads to a reduction in the heterozygote and gamete variability advantages of 
diplonty over haplodiploidy (Borgia 1980). The reduction of mutation load due to inbreeding 
might be expected to favour haplodiploidy under the deleterious mutation hypothesis (Goldstein
1994), in the same way that the transition from diplonty to haplonty is favoured by inbred mating 
systems (Otto and Marks 1996). The effect of inbreeding on the maternal transmission hypothesis 
is less clear. Borgia (1980) has claimed that inbreeding favours the evolution of haplodiploidy 
because weak males are sheltered from competition, but Bull (1979) has pointed out that female 
relatives of the weak males may suffer a fecundity cost of inbreeding, and also that maternal 
transmission is only favoured in heterozygotes which are rarer under inbreeding.
I have attempted to understand whether inbreeding does favour haplodiploidy by adapting 
Goldstein’s (1994) model of deleterious mutations to incorporate both maternal transmission and 
inbreeding in the form of sib matings (see Research Paper 1). Simulations reveal that inbreeding 
favours the evolution of haplodiploidy under the deleterious mutation hypothesis. Haplodiploidy 
can spread within inbred populations under lower levels of penetrance than within outbred 
populations. However, inbreeding restricts the conditions under which haplodiploidy evolves as 
the result of a maternal transmission advantage. Under outbreeding haploid fitness needs to be 
more than half diploid fitness for haplodiploidy to spread, but under complete sib mating the 
requirement is that haploids are fitter than diploids.
These simulation results confirm intuitive arguments, but in addition permit an evaluation 
of the extent to which inbreeding affects the likelihood of haplodiploidy evolving. It is not known 
which of the two effects, deleterious mutations or maternal transmission, is stronger, but the effects 
of inbreeding on both models can be compared. It appears that the effect of inbreeding is greater 
under the maternal transmission model than under the deleterious mutation model, and thus 
inbreeding probably makes the evolution of haplodiploidy less likely.
Why male haplodiploidy?
One final question is why haplodiploidy always takes the form of male haploidy. Under 
LMC group productivity is limited by females, and so the fact that males bear the brunt of the
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mutations favours male haploidy (Werren 1993). An associated point is that if female
biased sex ratios are favoured but cannot be attained by diplonts, the transition to male haploidy is
favoured by selection on the sex ratio.
Bull (1979; 1983b) has described the four theoretically possible systems of haplodiploidy. 
Two of these require paternal control, which seems unlikely, and of the remaining two forms, only 
male haploidy is sexual and hence likely to persist over evolutionary time (Bull 1979; Bull 1983; 
Harvey and Partridge 1984).
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Although haplodiploid organisms tend to be inbred, previous models of the evolution of 
haplodiploidy have assumed outbred populations. Here a model for the evolution of haplodiploidy 
is developed which incorporates sib mating, deleterious mutations generated by mutation, and 
fitness differences between haploids and diploids. Simulations of the model allow an assessment 
of the effect of inbreeding on the deleterious mutation and maternal transmission theories for the 
evolution of haplodiploidy. As expected from intuitive arguments, inbreeding favours 
haplodiploidy under the deleterious mutation hypothesis but disfavours haplodiploidy under the 
maternal transmission hypothesis. It appears that the effect of inbreeding is greater on the maternal 
transmission theory, and thus inbreeding may restrict the evolution of haplodiploidy.
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Introduction
Sexual organisms are characterised by the “alternation of generations” because the ploidy 
level is halved at meiosis and doubled at syngamy (Valero et a l , 1992; Mable & Otto, 1998). 
Alternative sexual life cycles can be characterised by the timing of alternations between haploidy 
and diploidy. In diplonty somatic development takes place in the diploid phase, while in haplonty 
somatic development occurs in the haploid phase. In haplodiploid organisms the sexes differ in the 
ploidy level at which somatic development takes place: females develop as diploids while males 
develop as haploids. Diplonty is by far the most common life cycle found in animals, although 
there are two other common life cycles. One is asexual thelytoky, the evolution of which is 
addressed by the vast literature on the evolution of sex (see Hurst & Peck, 1996). The other is 
haplodiploidy, which appears to be a more stable and successful alternative to diplonty than 
asexuality (Borgia, 1980).
Although the evolutionary consequences of haplodiploidy have attracted a good deal of 
interest, especially in the context of social evolution (e.g. see Bourke & Franks, 1995), the 
evolutionary origins of haplodiploidy are still unclear (Whiting, 1945; Brown, 1964; Hartl & 
Brown, 1970; Bull, 1979; Borgia, 1980; Haig, 1993; Goldstein, 1994). The intention of this study 
is to discriminate between two hypotheses for the evolution of haplodiploidy from diplonty with 
respect to the effect of inbreeding. Although the number of independent origins of haplodiploidy is 
uncertain, it is generally agreed that haplodiploidy arose from diplonty (Hartl & Brown, 1970; 
Oliver, 1971; Borgia, 1980).
The maternal transmission hypothesis derives from the relatedness asymmetries of 
haplodiploidy. All the genes of a haplodiploid male come from his mother whereas only half of the 
genes of a diplontic male come from his mother. Thus a haplodiploidy modifier can spread in a 
diplontic population because of its enhanced transmission through the maternal germline. 
Haplodiploidy can spread even if haploid males are less fit than diploid males, and thus the 
maternal transmission hypothesis invokes a selfish gene which spreads despite reducing population 
fitness. Haplodiploidy is predicted to evolve in outbred populations as long as haploid male fitness 
is more than half diploid male fitness (Brown, 1964; Hartl & Brown, 1970; Bull, 1979). In this
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study I shall a version of the maternal transmission hypothesis in which the modifier 
affects the transmission of the entire haploid genome, but it is possible that a similar process might 
act on a single chromosome. Indeed Hamilton (1993) has suggested that haplodiploidy might have 
evolved one chromosome at a time.
The deleterious mutation hypothesis suggests that a haplodiploidy modifier can spread in a 
diplontic population because of its indirect fitness consequences via selection on deleterious 
mutations (Goldstein, 1994). As with similar models for the transition between haplonty and 
diplonty (Otto & Goldstein, 1992), the spread of haplodiploidy is dependent on the strength of 
selection against deleterious mutations, the penetrance of deleterious mutations in diploids, and the 
level of recombination (Goldstein, 1994). Load arguments show that the mutational load in a 
haplodiploid population is lower than in a diplontic population (in outbred populations with no sex 
ratio bias the haplodiploid load is % of the diplontic load). But the situation in an evolving 
population is more complex, as shown by modifier analysis. Purifying selection against deleterious 
mutations at viability loci is more efficient in haploids than in diploids if penetrance is incomplete, 
and so selection generates a linkage disequilibrium in which the haplodiploidy modifier associates 
with higher fitness viability allele (and similarly the diplonty modifier associates with lower fitness 
viability allele). In the absence of recombination, haplodiploidy is always favoured over diplonty. 
But if there is recombination then the linkage disequilibrium is reduced, which means that the cost 
of diplonty (association with lower fitness viability allele) is reduced. If the rate of recombination 
is high enough, then diplonty can actually be favoured over haplodiploidy because of incomplete 
penetrance since a diploid is less affected by a single deleterious mutation than a haploid.
Inbreeding appears to be associated with haplodiploidy (Hamilton, 1967). Even if it is 
assumed that this association is the result of a causal relationship rather than the confounding effect 
of a third variable, and that the perceived association is robust to the demands of the comparative 
method, it is still not clear in which direction the causality lies. Haplodiploids may well complete 
the transition to inbreeding more easily than diplonts (Werren, 1993). Borgia (1980) has stressed 
the alternative view that inbreeding eases the transition from diplonty to haplodiploidy.
Intuition suggests that the reduction of mutation load relative to panmixia under inbreeding 
might be expected to favour haplodiploidy under the deleterious mutation hypothesis in two ways.
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First, inbreeding reduces the difference between diploid mutation load and haplodiploid 
mutation load: “diploid species appear to “benefit” more than haplodiploids from chronic 
inbreeding, in terms of a reduction in genetic load” (Werren, 1993). This effect reduces the cost of 
the transition from diplonty to haplodiploidy, since the cost derives from the exposure of the 
standing body of deleterious recessives present in diplonts. The second reason is based on modifier 
analysis rather than load arguments. Inbreeding reduces the effectiveness of recombination. As 
argued above, a reduction in recombination ought to favour haplodiploidy over diplonty, since 
recombination acts to favour diplonty by breaking up the association between the haplodiploidy 
modifier and the higher fitness viability allele. The effect of inbreeding has already been 
investigated for the transition from diplonty to haplonty under a variety of mating schemes, and as 
predicted inbreeding favours haplonty over diplonty (Otto & Marks, 1996).
However it also seems likely that inbreeding acts against the maternal transmission 
hypothesis for the evolution of haplodiploidy. Inbreeding reduces the proportion of heterozygotes, 
and the spread of the haplodiploidy modifier is favoured by transmission through females 
heterozygous at the ploidy modifier locus (Bull, 1979). The haplodiploidy modifier acts a selfish 
gene and can only spread by virtue of its improved transmission relative to the diplonty modifier.
In the extreme case, if inbreeding is complete, then the two ploidy modifier alleles can never meet, 
and so the haplodiploidy modifier can never spread.
The purpose of this study is to address two questions relating to the evolution of 
haplodiploidy under inbreeding. First, are the intuitive arguments correct in predicting the effect of 
inbreeding on the maternal transmission and deleterious mutation hypotheses? Secondly, can we 
predict the overall effect of inbreeding on the evolution of haplodiploidy?
The model
Goldstein’s (1994) model provides a scheme for incorporating both the maternal 
transmission and deleterious mutation hypotheses under panmixia. Using modifier analysis 
Goldstein was able to derive analytically the conditions under which a haplodiploidy modifier 
spreads in a diplont population at mutation-selection equilibrium. I have extended the model to 
include both random mating and sib mating. This change entails a considerable increase in the
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complexity of the algebra. Under panmixia, the recursions operate on a total of eight 
gamete frequencies, but under sib mating recursions have to be performed on the 90 possible adult 
mating pairs. I have used a computer program to perform simulations by calculating the recursions 
automatically.
Consider two autosomal loci, one viability locus and one ploidy modifier locus. The two 
loci recombine at the rate r per meiosis. There are two alleles A and a at the viability locus. Allele 
A is wild-type with relative viability 1 in both homozygotes and hemizygotes (AA and A). Allele a 
is deleterious with relative viability 1-5 in homozygotes and hemizygotes (aa and a) and 1- h s in 
heterozygotes (Aa). Thus the coefficient of selection against deleterious mutations is represented 
by 5, and the penetrance of deleterious mutations in diploids is given by h. Mutation is 
unidirectional, from A to a at a rate p  per gamete.
At the ploidy modifier locus there are two alleles P and p. As there are two alleles at both 
loci there is a total of four gamete types: Ap, ap, AP , and aP. There are eight gamete frequencies 
which need to be specified in the model because gamete frequencies can differ between the sexes 
under haplodiploidy. Diploids produce gametes by meiosis, and haploid males are considered to 
produce sperm by a process analogous to mitosis. Diploid females are produced by the union of 
male and female gametes. The ploidy level of males depends on the genotype of their mother’s egg 
at the ploidy locus. If the female gamete contains P then the unfertilized egg develops into a 
haploid male, but if the female gamete contains p  then the egg is fertilized and develops into a 
diploid male. In other words, P makes males out of unfertilized eggs. The control of sex 
determination is assumed to maintain a 1:1 sex ratio. The relative viability of haploid males versus 
diploid males is given by haploid fitness/  The scheme under panmixia is shown in Fig. 1.
The breeding system is quantified by the variable sib, which represents the proportion of 
exclusively sib matings as opposed to random matings. The investigation of sib mating requires 
that recursions be performed on mating-pair frequencies rather than gamete frequencies. There are 
nine different male genotypes (ApAp, Apap, ApAP, ApaP, apap, apAP, apaP, AP, aP) and 10 
different female genotypes (ApAp, Apap, ApAP, ApaP, apap, apAP, apaP, APAP, APaP, aPaP), so 
there is a total of 90 mating-pairs. For all mating-pairs the contributions of sib matings and random 
matings are combined in the proportions sib and 1 - sib respectively.
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Under the random mating scheme the proportions of the offspring types of each 
mating-pair are pooled across all mating-pairs weighted by mating-pair frequencies. It is assumed 
that each brood produces an effectively infinite number of offspring so that stochastic variation can 
be ignored. Gamete production and recombination, gamete mutation and random gamete fusion 
are invoked before the pooling of offspring types. Adults die after they have produced offspring, 
so do not contribute themselves to the next generation. Then viability selection followed by 
normalization acts on the pooled offspring. Finally, random mating pairs are calculated by the 
products of the adult frequencies. This procedure carries the assumptions that mating is at random, 
that there is an effectively infinite number of adults, and that all adults mate.
Under the sib mating scheme new mating-pairs are generated within each mating-pair. 
Again an effectively infinite number of offspring within each brood ensures that all females are 
mated and that there is no stochastic variation. All the following processes therefore take place 
within the brood of each mating-pair: gamete production and recombination, gamete mutation, 
random gamete fusion to produce brood progeny, death of parents following reproduction, viability 
selection without normalization on offspring, and mating-pairs generated by the random union of 
surviving offspring within the brood. Following pooling across all mating-pairs the new mating- 
pair frequencies generated by sib mating are normalized.
Invasion by haplodiploidy
For each simulation, values were assigned to the following parameters: //, r, h, s , f  and sib. 
The simulation began with the sole mating pair as ApAp - ApAp and was allowed to proceed until 
the diplontic population reached mutation-selection equilibrium. Thus in the case of sib > 0 
inbreeding was chronic, rather than acute (see Discussion). Then the P allele was introduced in the 
form of a small proportion (0.001) of the APAP - APAP mating pair. The frequency of the P allele 
at the ploidy modifier locus was then calculated after 1000 and 2000 further generations, with the P 
allele frequencies at such times given by PI and P2 respectively. If the P allele rose in frequency 
or had reached fixation {SP = P2 - PI > 0 or P2 = PI =1) then the haplodiploidy modifier had 





Under panmixia {sib = 0) and no selection against deleterious mutations {s = 0 or // = 0) the 
critical value o f /is  !4, as found in previous models of the maternal transmission hypothesis (Bull, 
1979; Goldstein, 1994). Above this value haplodiploidy will always invade and below this value 
haplodiploidy can never invade.
I f / is  set to I/2  then it is possible to examine the critical values for the invasion of 
haplodiploidy under the deleterious mutation hypothesis. The recombination rate r was set to 14 in 
all simulations under the assumption that a single ploidy modifier will be freely recombining with 
most loci in a genome with several chromosomes. The mutation rate fi was set to 0.0001 in all 
simulations. The critical values of h and s were in close agreement with Goldstein’s (1994) 
analytical results which were obtained by ignoring terms of the order of ft2 (see Fig. 2). High 
penetrance favours haplodiploidy because then the advantage to diplonty of the masking of 
deleterious mutations in diploids is reduced. Low recombination also favours haplodiploidy 
(results not shown but see Goldstein, 1994) because mutation load effects which favour 
haplodiploidy over diploidy then increase in magnitude. The reduced recombination in 
haplodiploidy, due to the lack of recombination in haploid males, explains why the conditions for 
the invasion of haplodiploidy are marginally less restrictive than the conditions for the invasion of 
full haplonty (Goldstein, 1994). More powerful selection against deleterious mutations also 
favours haplodiploidy (see Fig. 2) since stronger selection increases the association between the 
haplodiploidy modifier and the higher fitness viability allele.
Inbreeding
When sib mating is introduced into the model (1 > sib > 0), interpretation of results 
becomes slightly more complicated because inbreeding affects both the maternal transmission and 
deleterious mutation arguments.
The effect of inbreeding on the maternal transmission hypothesis can be easily seen by 
removing selection against deleterious mutations (s = 0 or n  = 0). As expected the critical value of
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/r ise s  as the proportion of sib matings increases (see Fig. 3). When all matings are
between sibs (sib = 1) then haploid fitness must exceed diploid fitness (f>  1) for haplodiploidy to
invade.
It is not possible to consider the deleterious mutation hypothesis in isolation, but it is 
possible to account for the effects of maternal transmission. For a certain level of inbreeding, the 
critical value of/  gives a minimal rate of haplodiploidy invasion inv (inv = SP). Although inv 
should clearly be zero at the critical point, unlimited precision cannot be achieved in simulations. 
However, the critical value of/  was estimated by trial and error to a precision of 0.001, and so the 
resulting values of inv were very small. When selection against deleterious mutations is invoked,/ 
is set to its critical value for the current value of sib and the requirement for haplodiploidy invasion 
then becomes SP > inv rather than SP >0. Thus it is possible to measure the effect of inbreeding on 
the deleterious mutation hypothesis. As expected inbreeding facilitates the invasion of 
haplodiploidy according to the deleterious mutation hypothesis. For a given selective coefficient 
inbreeding reduces the minimum level of penetrance required for haplodiploidy to invade, once the 
effect of the maternal transmission hypothesis has been taken into account by adjusting/(see Table 
1).
Discussion
The purpose of this study is to address two questions relating to the evolution of 
haplodiploidy under inbreeding. First, are intuitive arguments correct in predicting the effect of 
inbreeding on the maternal transmission and deleterious mutation hypotheses? Secondly, can we 
predict the overall effect of inbreeding on the evolution of haplodiploidy?
I have shown that intuitive arguments correctly predict the effect of inbreeding on the 
maternal transmission and deleterious mutation hypotheses for the evolution of haplodiploidy. 
Inbreeding favours the deleterious mutation argument and disfavours the maternal transmission 
argument. A more difficult question is whether such results tell us whether inbreeding makes the 
evolution of haplodiploidy more or less likely.
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With a single viability locus the selective force of the maternal transmission 
hypothesis is far greater than the selective force of the deleterious mutation hypothesis. When an 
Pp female mates with an pp  male, for example, half of the sons are P and half jop, while half of the 
daughters are Pp and half pp. Thus in terms of genetic composition of adults the frequency of P 
has jumped from 1!4 in the parents to 14 in the sons and 14 in the daughters. In contrast, P spreads 
much more slowly by the deleterious mutation hypothesis, at a rate of the order of the mutation 
rate.
This difference in rates of spread need not apply if multiple viability loci are invoked, as 
seems biologically realistic (Goldstein, 1994). If the modelling of multiple viability loci has the 
same effect on the transition from diplonty to haplodiploidy as on the transition from diplonty to 
haplonty, then the rate of spread of P becomes of the order of the per genome mutation rate U 
(Jenkins & Kirkpatrick, 1995). Unless we know the size of U it is not possible to know which of 
the two hypotheses, maternal transmission or deleterious mutations, is likely to be the stronger (see 
below).
An alternative approach is to compare the sensitivity of the two hypotheses to increasing 
inbreeding. As can be seen from Table 1, inbreeding changes the critical value of/  (maternal 
transmission theory) by considerably more than the critical value of h (deleterious mutation 
theory). Although we do not know the underlying probability distribution of either th e /o r  h 
parameters (see below), this result does suggest that inbreeding may restrict the evolution of 
haplodiploidy, in contrast to previous conclusions (Borgia, 1980).
The conclusions of this study are dependent on the distributions of the parameters U, f  and 
h. What do we know about these parameters?
The deleterious mutation rate per genome £/has been estimated to be greater than unity in 
humans (Eyre-Walker & Keightley, 1999) and around unity in Drosophila (Simmons & Crow, 
1977). These values suggest that the strength of the deleterious mutation effect may be just as 
strong as the strength of the maternal transmission effect.
Haploid males are likely to be weaker than diploid males for at least four reasons (Whiting, 
1945; Borgia, 1980), so we can predict/ <  1. First, males must develop from unfertilized eggs. 
Secondly, males may suffer from gene dosage problems. Thirdly, haploid males must be fertile, in
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other words spermatogenesis must work. Finally, haploid males will suffer from 
somatic deleterious mutations more than their diploid counterparts (Orr, 1995). From these 
considerations we might conclude that the maternal transmission hypothesis is unlikely to work if 
all matings are between sibs, because then the requirement for the invasion of haplodiploidy is />
1. Flowever, the considerations above need not apply under full inbreeding because haploid males 
would not enter into competition with diploid males and thus their weakness need not cause a 
corresponding decrease in fitness (Borgia, 1980).
Penetrance in Drosophila depends on the strength of selection (Simmons & Crow, 1977). 
Lethals are highly recessive (0.01 <h<  0.03) while mildly deleterious mutations show greater 
dominance (0.3 < h < 0.5). If genomic recombination is restricted (Goldstein, 1994) and/or if there 
is heavy inbreeding then the deleterious mutation hypothesis may favour haplodiploidy over 
diplonty.
This study has been carried out using a fairly simple model of haplodiploidy evolution. 
Several biological complexities have been ignored, the implications of which may well merit 
further study.
I have not considered the so-called parahaplodiploidy in which males develop from 
fertilized eggs but transmit only the female genome (Bull, 1979). The maternal transmission 
argument still applies to parahaplodiploidy, but the deleterious mutation theory seems unlikely to 
favour parahaplodiploidy over diplonty.
In the model studied here, I have assumed that the haplodiploidy modifier acts on the 
whole genome rather than on a single chromosome. However, the evolution of regional 
haplodiploidy on a single chromosome would probably be little different from the evolution of full 
haplodiploidy on the entire genome. Selection against deleterious mutations would be weaker for a 
single chromosome, which would reduce the deleterious mutation effect favouring haplodiploidy. 
On the other hand, recombination between loci on a single chromosome would be less than 
recombination between loci spread over the whole genome, which would favour haplodiploidy. 
There is also the possibility that chromosomes may differ in the penetrance and strength of 
selection against mutations. With regard to the maternal transmission hypothesis, the spread of a 
partial haplodiploidy would appear to be no different, in terms of population genetics, from the
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spread of full haplodiploidy. However, if only a subset of the genome is spreading 
selfishly, then perhaps there is greater scope for suppressor genes to evolve.
I have assumed that all mutations are deleterious, despite the fact that advantageous 
mutations must occur for adaptive evolution to proceed. Favourable mutations will appear at a 
higher rate in diploid males than in haploid males. If penetrance and recombination are both high 
then diplonty is favoured over haplonty (Orr & Otto, 1994), and the same conditions probably 
favour diplonty over haplodiploidy.
In some ways haplodiploidy might be thought of as a intermediate form between diplonty 
and haplonty, in which case it might not be clear why haplodiploidy is so evolutionary stable. If 
the transition from diplonty to haplodiploidy is favoured, why not the transition from haplodiploidy 
to full haplonty? In the case of the deleterious mutation hypothesis, it is true that those conditions 
which favour haplodiploidy over diplonty will usually favour full haplonty over diplonty 
(Goldstein, 1994). This conclusion probably holds under inbreeding as well as outbreeding. In the 
case of the maternal transmission hypothesis it is hard to see how selfish genes could drive the 
evolution of full haplonty, although a selfish gene process could easily exploit the two-fold cost of 
sex to spread asexuality. The maintenance of haplodiploidy could then be explained by the 
instability of asexual lineages. Another possible answer to this problem is that gene dosage 
problems might be severe. Male haploidy may well be able to evolve despite the heavy costs of 
haploidy, but the costs of female haploidy may be too high if one considers the greater dependency 
of population fitness on female rather than male fitness.
Inbreeding raises a number of issues which have been avoided in this study. First, the 
model I have used does not specify sex determination, but is consistent with XX males and XO 
females which ensures that haploids are male. Alternative haplodiploid sex determination 
mechanisms may be costly under inbreeding (Werren, 1993). Secondly, haplodiploidy enables the 
primary sex ratio adjustment which is often favoured by inbreeding (although inbreeding is neither 
necessary nor sufficient for selection to favour biased sex ratios (Chamov, 1982)). However, this 
benefit can only be enjoyed after haplodiploidy has evolved and therefore cannot be considered as 
an explanation for the evolution of haplodiploidy. Thirdly, intragenomic conflict over the sex ratio 
might itself drive the evolution of haplodiploidy (Haig, 1993). This explanation is similar to the
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maternal transmission hypothesis in that intragenomic conflict is the driving force 
behind the evolution of genetic systems. Fourthly, another potential advantage of haplodiploidy 
associated with inbreeding is that haplodiploid mothers can produce sons with which to mate if 
population density is low (Hartl & Brown, 1970; Borgia, 1980).
One final complication not addressed here is the response to acute inbreeding. In this study 
I have assumed chronic inbreeding, so that the population reaches the mutation-selection 
equilibrium under inbreeding before the ploidy modifier is introduced. Alternatively, 
haplodiploidy may be favoured as a response to acute inbreeding. If inbreeding also favours a 
female bias to the sex ratio, then haplodiploidy would be especially favoured. Haplodiploidy 
would enable female fitness, and hence population fitness, to survive the transition from 
outbreeding to inbreeding relatively unscathed. Males, being haploid, would suffer from the 
exposure of deleterious mutations far more than the diploid females. But the population would not 
suffer as long as a few males were fertile. Under this scenario the evolution of sex specific 
dispersal patterns would come about as a consequence of differences in mutation load. The weak 
males would be good for little more than inseminating their more vigorous sisters who would then 
go forth and multiply.
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Figure Legends
Figure 1: The model for the evolution of haplodiploidy under panmixia.
Figure 2: The conditions for the invasion of diplonty by haplodiploidy in terms of 
selection against deleterious mutations (s) and penetrance (h) for different levels of sib mating 
(sib). The minimum value of h at which haplodiploidy can invade is given to a precision of 0.001. 
Goldstein refers to Goldstein’s (see equation 5, 1994) analytically derived results for random 
mating (compare with sib = 0).
Figure 3: The minimum haploid fitness relative to diploids (/) required for haplodiploidy 
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Table 1. The effect of inbreeding on the deleterious mutation and maternal transmission 
hypotheses for the evolution of haplodiploidy. For different values of selection against deleterious 
mutations (j ) and sib mating (sib), the minimum values of haploid fitness relative to diploids (j) 
and the minimum values of penetrance (h) at which haplodiploidy invades is given. The 
evaluations of the minimum values of/  and h are to a precision of 0.0001 and 0.001 respectively. 
Also shown are the percentage changes in/ (%f) relative to sib = 0 as sib changes and the 
percentage changes in h (%h) relative to sib = 0 as both sib and s change.
sib s f h %f %h
0 0 0.5 - 0 -
0 0.1 0.5 0.471 0 0
0 0.5 0.5 0.383 0 0
0 0.9 0.5 0.326 0 0
0.1 0 0.5299 - 5.98 -
0.1 0.1 0.5299 0.466 5.98 -1.06
0.1 0.5 0.5299 0.372 5.98 -2.87
0.1 0.9 0.5299 0.314 5.98 -3.68
0.5 0 0.691 - 38.2 -
0.5 0.1 0.691 0.455 38.2 -3.4
0.5 0.5 0.691 0.331 38.2 -13.6
0.5 0.9 0.691 0.272 38.2 -16.6
0.9 0 0.9332 - 86.6 -
0.9 0.1 0.9332 0.423 86.6 -10.2
0.9 0.5 0.9332 0.271 86.6 -29.2
0.9 0.9 0.9332 0.225 86.6 -31.0
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Chapter 3. The evolution of polyploidy
In Chapter 2 I considered the relative merits of haplonty, diplonty, haploid-diploidy and 
haplodiploidy. In this chapter I shall consider the evolution of higher ploidy copy numbers. It 
seems reasonable to suppose that the broad conclusions of the genetic hypotheses can be extended 
from the haploid-diploid transition to the diploid-tetraploid transition: ploidy level increases are 
favoured by (i) high recombination, (ii) low penetrance of deleterious mutations, (iii) high 
penetrance of favourable mutations, and (iv) synergistic epistasis or truncation-like selection. It 
also appears that the ecological arguments given above concerning ploidy levels should apply to 
polyploids just as they do to haploids and diploids.
Polyploidy in asexual organisms
As mentioned above, polyploid asexual eukaryotes do exist (Kondrashov 1994; Raikov 
1982), for example the protozoan Giardia lamblia appears to possess 3 to 5 identical or nearly 
identical copies of its haploid genome (Fan et al. 1991). Such polyploidy might be favoured by 
environmental factors, as Kondrashov (1994) has suggested. Increases in ploidy appear to occur by 
endomitosis and decreases in ploidy by reduction (Hurst and Nurse 1991; Kondrashov 1994). The 
nature of the asexual ploidy cycle thus permits any level of ploidy, in marked contrast to the case 
for sexual organisms.
Polyploidy in sexual organisms
In unicellular organisms no distinction can be drawn between germline and somatic ploidy 
levels. In multicellular organisms, however, somatic ploidy levels need not equal germline ploidy 
levels. The following summary of somatic ploidy levels has been gleaned from the book by 
Brodsky and Uryvaeva (1985).
Somatic ploidy levels can increase by polyploidy, the doubling of chromosome number by 
endomitosis, or by polyteny, the repeated doubling of the number of chromatids in the 
chromosomes. Somatic polyploidy has been reported in mammals, insects and plants. High ploidy 
cells are often terminally differentiated, and it has been suggested that polyploidisation is a way of 
attaining differentiation. In keeping with the general relationship between ploidy and size, 
polyploidy increases both cell and nucleus size, although the consequent reduction in the surface 
area to volume ratio is often countered by various shape changes. The large size of polyploid cells 
appears to be functional in a number of cases: the epithelium of the urinary bladder, butterfly wing 
scale cells, and the ciliated cells of the starfish stomach. Polyploid cells are more resistant than 
diploid cells to both damage and mutation of DNA, although polyploid cells are also associated 
with carcinogenesis.
47
Germline polyploidy appears to be less common than somatic polyploidy. One 
restriction on polyploidy in sexual organisms is due to chromosome segregation in meiosis: odd 
levels of ploidy lead to the production of unbalanced gametes (Futuyma 1998). The mechanism of 
meiosis means that although a genome may be polyploid, it is forced to behave as though it were 
diploid. This effective diploidy explains how it is possible to claim that we humans are both 
diploids (from our life cycle) and octoploids (since the vertebrates may have evolved by two 
polyploidisation events). The fact that many duplicated genes either evolve new functions or 
undergo mutational decay (see Chapter 4) also means that polyploidy tends to decay into diploidy. 
Germline polyploidy is thought to have been important over evolutionary history, because it allows 
immediate speciation (Futuyma 1998; Haldane 1932) and may open up new developmental 
possibilities.
Polyploidy is common in plants, with about 70% of angiosperms appearing to have 
polyploidy in their ancestry (Masterson 1994). For example, the polymodal distribution of genome 
sizes in the monocotyledons suggests a series of genome duplications (Sparrow and Nauman 1976). 
Experimental results suggest that the genome multiplication per se is selectively disadvantageous, 
but that allotetraploidisation can be favoured by the increase in genetic diversity (Li 1997). 
Polyploidy is much rarer in animals (Muller 1925; Orr 1990), except for a few groups such as fish 
and the anuran amphibians (Ptacek et al. 1994). This difference is thought to be due to the fact that 
Y chromosome degeneracy is more common in animals than plants (Orr 1990). The degeneration 
of the Y chromosome leads to dosage compensation and since polyploidy destroys the balance of 
dosage compensation systems polyploidy is selectively disadvantageous in most animals. Those 
animal groups which display polyploidy appear to have weakly differentiated sex chromosomes 
(Ohno 1970).
Polyploidy in vertebrate evolution
Maynard Smith and Szathmary (1995) have considered the major transitions in evolution in 
terms of the acquisition of news levels of organisation and selection. Holland (1998) has proposed 
an alternative view of the major transitions in animal evolution by emphasising changes in 
developmental complexity. Two of the major transitions identified by Holland, the origin of the 
vertebrates and the origin of the gnathostomes, are thought to have arisen by genome duplications, 
that is by polyploidisation events. Here I focus on the role of polyploidy in vertebrate evolution, 
first proposed by Ohno (1970). It is thought that whereas single gene duplications allow only small 
changes in development, genome duplications allow “saltational increases in developmental 
complexity” (Sidow 1996).
Following the duplication event, and its spread through the population, redundancy will 
probably lead to high rates of sequence evolution in most duplicated genes (see Chapter 4). 
Mutational decay can be halted by one of the copies evolving a new function, in developmental 
terms when it is co-opted into a novel regulatory framework (Sidow 1996). Such a process may be
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aided by the existence of “junk” DNA caused by polyploidisations which increases the 
likelihood of mutations to the enhancers of master control genes (Ruddle 1997; Sidow 1996). The 
duplication of entire regulatory pathways means that new developmental processes can evolve 
more easily following polyploidisation (Holland and GarciaFemandez 1996). The metabolic costs 
of this genome expansion may have been offset to some extent by the evolution of methylation- 
based gene repression mechanisms (Bird 1995).
Spring (1997) has suggested that the vertebrate evolution may have proceeded by 
allotetraploidy rather than autotetraploidy. With allotetraploidy the initial level of redundancy in 
the tetraploid is reduced, which means that duplicated genes are more likely to be retained and 
evolve new functions. As long as the two species have not diverged so much that the initial 
tetraploid is too weak, allotetraploidy should enable more developmental possibilities to be 
explored than autotetraploidy (Spring 1997).
We know that genome duplications have occurred in evolutionary history (for evidence of 
an ancient yeast duplication see Wolfe and Shields 1997), but can genome duplications explain the 
evolution of vertebrate genomic anatomy? The most commonly held model of vertebrate evolution 
posits two separate tetraploidisation events about 500 and 430 MYA (Sharman and Holland 1996; 
Skrabanek and Wolfe 1998). Such a model is consistent with, but certainly not proved by, current 
data on gene numbers, tetralogies and homologous clusters (Skrabanek and Wolfe 1998). As 
discussed further in Research Paper 3, it is difficult to test hypotheses of ancient duplications, the 
traces of which may have been obscured by subsequent events.
The Hox genes provide evidence for the ways in which gene duplications can lead to 
increases in developmental complexity, as well as providing useful tests of the polyploid theory 
(Finnerty and Martindale 1998; Holland and GarciaFemandez 1996; Ruddle 1997). Hox genes are 
important in development because they encode positional identity along the anteroposterior body 
axis. The evolution of vertebrate developmental mechanisms can be analysed by comparative 
methods, which require Hox gene data and reliable chordate phylogenies (Finnerty and Martindale 
1998; Holland and GarciaFemandez 1996). Can Hox gene evolution provide a genetic basis for the 
possession in vertebrates of numerous morphological characters, mostly in the head region, not 
found in other chordates? It does appear that “the most extensive phase of elaboration of the 
chordate Hox clusters correlates with the most extensive phase of developmental elaboration and 
innovation, close to vertebrate origins” (Holland and GarciaFemandez 1996). However, the 
evolution of Hox clusters is turning out to be rather complex, with loss and gain of single genes, 
cluster duplications, cluster splitting and partial cluster inversions (Finnerty and Martindale 1998; 
Ruddle et al. 1994). Indeed there appears to be “no simple relationship between Hox gene 
evolution and morphological evolution” (Finnerty and Martindale 1998).
There appears to be rather more to vertebrate evolution than just two polyploidisation 
events. A comparison of the regions containing the Hox clusters in mouse and human has revealed 
that the four Hox clusters evolved by three, rather than two, block duplications (Bailey et al. 1997).
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The study also revealed evidence in favour of a “semiconservative model” of 
duplication, whereby one duplication product retains the functional attributes of the precursor (two 
clusters are involved with neural tube and somite pattern formation) while the other duplication 
product takes on new characteristics (two clusters are involved with vertebrate specific limb and 
urogenital pattern formation) (Ruddle 1997). In Chapter 4 I shall discuss the evolution of such 
homologous clusters in vertebrates and investigate whether homologous clusters are the result of 
genome duplications or single gene duplications followed by rearrangements.
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Chapter 4. The evolution of multiple gene copies
What are genes?
Before describing the evolution of genomic anatomy at the level of the gene, I should first 
define what I mean by the term gene since different groups of biologists use the same term in 
different ways.
In theoretical population genetics a gene is any heritable factor which shows concomitant 
variation with phenotype, as in “the gene for baldness”. This approach is general and can be 
applied to any system of heredity (Frank 1996). The population genetics definition of the gene has 
been narrowed by Dawkins (1976) to include only those heritable units upon which selection can 
act. In contrast, the practical approach of molecular biologists is to define a gene as a nucleotide 
sequence which encodes a product, as in “the gene for the insulin-like type II growth factor 
receptor”.
The population genetics notion of the gene is rather complicated by pleiotropy and 
epistasis. If multifunctionality and overlapping redundancies really are common then the 
population genetics definition becomes unwieldy (Wagner 1998a). Complex developmental 
systems mean that the relationship is not between genotype and phenotype, but between genotypes 
and phenotypes. It becomes impossible to name a gene on the basis of its one phenotypic effect as 
in “the gene for breast cancer”. Long ago Ernst Mayr (1955; 1963) made similar points based on 
the view that coadapted gene complexes were of great importance. The population genetics 
approach which Mayr derided as “bean bag genetics” was strongly defended by Haldane (1964), so 
we now find that “The modem view, spurred on by the rush of DNA data, is that we can profitably 
study loci in isolation” (Gillespie 1998).
There is little reason to suppose that there should be a single definition of the gene. 
Different groups of biologists use those definitions which help them. But in the context of genomic 
anatomy an explicit nucleotide sequence approach is clearly useful. I shall use the term gene to 
mean modular transcriptionally active units, such as protein-coding genes and RNA-coding genes. 
Thus the genome consists of both genic and nongenic DNA. This is the standard usage of 
molecular evolution (as in Li 1997).
Having defined what genes are, what features of the genomic anatomy of genes need to be 
explained? I shall focus one three issues. In Chapter 4 I shall consider the evolution of multiple 
copies of genes. In Chapter 5 I discuss the causes and consequences of monoallelic expression. In 
Chapter 6 I examine the issue of why different genes evolve at different rates.
The evolution of complex genomes
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How does a genome gain functional complexity? There appear to be two alternatives: 
either increase the functional complexity of existing genes or increase the number of genes.
The former strategy can be accomplished by a number of different mechanisms. Internal 
duplication of functional domains allows the gene to take up additional functions or to improve its 
current function, and many complex genes appear to have arisen by internal duplications which 
cause internal repeats (Li 1997). The presence of 15 internal repeats within the mammalian Igf2r 
gene (Morgan et a l 1987) implies that it acquired its current functional complexity by domain 
duplication. Alternative ways of increasing functional complexity without increasing gene copy 
number include alternative splicing (Smith et al. 1989), overlapping genes (Li 1997), gene sharing 
(Piatigorsky and Wistow 1989), and RNA editing (Chan 1993). The evolution of multiple 
functions is thought to have been common in the evolution of developmental control genes which 
can gain new functions by the acquisition of enhancers, as opposed to terminal genes which have to 
yield a functional protein product.
Ohno’s (1970) assertion that gene duplication is the only means of gaining new function is 
falsified by the above mechanisms, but gene duplication is widely held to be the most important 
process in the gain of new functions, as demonstrated by the existence of gene families (Li 1997).
In Chapter 3 I discussed the evolution of polyploidy by duplication of the entire genome and in this 
chapter I shall focus on processes on duplication at the level of genes or groups of genes. It seems 
likely that gene duplication events either take place by polyploidisation, in which case the dosage 
of all genes is increased together, or as gene duplications in which the dosage of only one gene is 
increased. Duplications of intermediate size such as chromosomal duplications would probably 
cause dosage compensation problems, as demonstrated by the negative fitness consequences of 
Down’s syndrome in humans and partial polysomy in Drosophila (Li 1997).
Gene duplication
The duplication of a gene generates two copies. As long as the entire gene is copied both 
duplicates should be initially functional. What then happens?
The neutralist view of gene duplications suggests that one of the duplicates either gains a 
new function or becomes a pseudogene. This argument is based on the assumption that two copies 
per haploid genome are no better than one, and thus the duplication mutant must have spread 
through the population by random drift. In Ohno’s (1973) hypothesis one of the duplicates would 
be free to evolve neutrally, usually becoming a inactive pseudogene but sometimes evolving a new 
function: “duplications enable genes to make evolutionary experiments which have been previously 
forbidden, liberating them from the incessant natural selection whose overwhelming activity is
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eliminating variants” (Kimura 1983). The neutral evolution of the duplicate might 
produce a new gene which then becomes favoured under new environmental conditions, an 
example of what Kimura (1983) termed the “Dykhuizen-Hartl effect”.
As an alternative to the classical neutral evolution model, one might imagine that selection 
might affect duplicated genes. Purifying selection does appear to act on duplicates (Hughes and 
Hughes 1993) and positive selection seems to drive the evolution of new roles (Hughes and Nei
1988). The effect of positive selection would favour the initial spread of the duplication through 
the population and favour the acquisition of new roles. Negative selection might also favour the 
preservation of duplicates which become specialists at the multiple roles performed by the original 
gene (Force et al. 1999; Hughes 1994).
The mutation rate of repeated sequences may be high because of cosuppression, the 
process of methylation and mutagenesis which acts on duplicated sequences (Garrick et al. 1998; 
Jensen et al. 1999; Kricker et al. 1992). Cosuppression only works for duplicates of high sequence 
similarity (Kricker et al. 1992), and so will only drive diversification up to a certain point. The role 
of cosuppression may be to act against the horizontal spread of selfish genes within the genome.
So unless one of the copies gains a new advantageous function the steady accumulation of 
mostly deleterious mutations will eventually lead to one copy becoming functionless (Kimura and 
King 1979). Because deleterious mutations are thought to be more likely than advantageous ones, 
theoretical studies have predicted that rates of gene loss should be at least an order of magnitude 
higher than rates of gene divergence (Wagner 1998a). Using the proposed polyploidisation events 
of vertebrate evolution (see Chapter 3), Nadeau and Sankoff (1997) have shown that the rate of 
gene divergence is about the same as the rate of gene loss. The discrepancy between theoretical 
population genetics and the empirical data may be related to the existence of multifunctional 
proteins since multifunctionality implies that the acquisition of new roles may be relatively easy 
(Wagner 1998a). For the duplicate to survive it need not devote itself entirely to a completely new 
role. Cooke et al. (1997) have suggested that a duplicate can be retain its original function if it 
acquires an extra role. Thus evolution by gene duplication is intimately related to the 
multifunctionality of genes and overlapping redundancies. Gibson and Spring (1998) have 
questioned Cooke et aV  s (1997) arguments for the adaptive evolution of redundancy and have 
instead suggested that redundancy is found because the mutational decay of multidomain duplicates 
proceeds slowly since many deleterious mutations will cause dominant negative phenotypes. There 
is an alternative way in which multifunctionality might aid the retention of duplicates: if the 
original gene is multifunctional the two copies may become single function genes specialising in 
different functions (Force etal. 1999; Hughes 1994).
The assumption that two identical functional copies are no better than one may not hold for 
a number of reasons. First, a single locus may not be able to produce gene product at a fast enough 
rate. This dosage requirement appears to explain multiple copies of genes for rRNAs and tRNAs
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(Li 1983), histones (Elgin and Weintraub 1975), and testis-specific Y-linked genes 
(Lahn and Page 1997). The effect of gene dosage may be responsible for the arms race which has 
lead to high copy number of Stellate in D. melanogaster (Hurst 1996). Secondly, multiple genes 
may protect against the effects of stochasticity at low molecular concentrations (McAdams and 
Arkin 1999). The complexity and sensitivity to stochastic noise of developmental pathways may 
mean that duplicates are more likely to be useful for development control genes than 
“housekeeping” genes. This is the developmental equivalent to the somatic mutation argument for 
diplonty over haplonty (see Chapter 2). Thirdly, multiple genes provide buffering against the effect 
of germline mutations. But as with ploidy levels, multiple gene copies should cause an eventual 
increase in load (see Chapter 2). Thus Clark (1994) found in mutation-selection-duplication model 
that duplications per se have to be beneficial to spread. However, Wagner (1999) has shown that 
natural selection can favour an increase in redundancy, though this result is probably dependent on 
his assumption of complete recessivity, the supposition that redundancy provides complete 
buffering. When deleterious mutations are completely recessive then the mutational load is the 
same in diplonts and haplonts (Crow and Kimura 1970).
Genome size
The genome size of an organism is defined by the size of its haploid genome, its 
“characteristic” size. Hence the C value paradox refers to the problem of genome size variation. 
The C value paradox is particularly intriguing for the eukaryotes which display an 80,000 fold 
range of C values. Evidence suggests that this genome size variation is not due to variation in the 
number of single copy sequences. There appears to be no relationship between variation in genome 
size and either organismal complexity (Nei 1969), evolutionary specialisation (Britten and 
Davidson 1971), or the predicted number of different genes (Cavalier-Smith 1985). Furthermore, 
the reassociation kinetics of eukaryotic DNA demonstrate that much of the genome consists of 
repetitive sequences (Lewin 1997).
So sequence copy number variation is required to explain genome size variation. What 
kinds of sequences are present in multiple copies and does such copy number variation make 
evolutionary sense? The rRNA genes are found in multiple copies in eukaryotes, and indeed copy 
number appears to correlate with genome size (Li 1997). In addition many genes belong to gene 
families and superfamilies, although such groups contain variant sequences. But such sequences 
constitute only a very small proportion of the genome, and so to answer the C value paradox it is 
necessary to consider the copy number variation of nongenic DNA and transposable elements 
(Cavalier-Smith 1985).
Transposable elements, capable of horizontal spread through the genome, constitute much 
of the moderately dispersed repeated DNA of eukaryotes (Berg and Howe 1989). Transposable 
elements are particularly common in heterochromatin, but the implications of this trend with
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respect to the evolutionary forces acting on transposable elements remain unclear 
(Dimitri and Junakovic 1999).
How can one make sense of the fact that the bulk of the genome is composed of repeated 
units? There are three classes of explanation which differ with respect to the role of selection on 
the repeated units. The functional explanation suggests that the repeated units are favoured by 
selection at the genomic level, either for genetic (Zuckerkandl 1976) or chemical (Hsu 1975; 
Vinogradov 1998) or physical properties (Cavalier-Smith 1978; Zuckerkandl and Hennig 1995). 
The junk explanation proposes that the repeated units are unaffected by selection at the genomic 
level (Ohno 1972). The conflict explanation proposes that the spread of repeated units is 
advantageous at the level of the repeat units themselves but is deleterious at the level of the genome 
(Doolittle and Sapienza 1980; Orgel and Crick 1980; Ostergren 1945).
The functional explanation suggests that multiple copy numbers make sense in terms of 
selection on individuals. Some nongenic repetitive DNA, such as telomeric sequences (Zakian
1989) and the Responder satellite sequence in D. melanogaster (Wu and Hammer 1991), appears to 
be functional, although such properties of heterochromatin may not explain the origins of their 
constituent repetitive elements (Charlesworth et al. 1994). The functional explanation is supported 
by little more than circumstantial evidence, and the predicted deleterious effects of the deletion of 
nongenic DNA have not been observed (John and Miklos 1988). Zuckerkandl (1976) has 
suggested that the noncoding bulk of the DNA helps to globally regulate gene expression, and 
Zuckerkandl and Hennig (1995) have suggested a role for repetitive elements in regulating 
chromatin structure. Both these theories are compatible with the finding that repetitive DNA 
causes changes in transcriptional activity and chromatin structure (Garrick et a l 1998), but a non­
functional view of such phenomena as an adaptive response to selfish DNA appears more likely 
(Wolffe 1998). Cavalier-Smith (1978) has suggested that genome size is selected via its effects on 
growth strategy as a result of the links between genome size, nuclear size, cell size and organism 
size. Cavalier-Smith’s theory appears to suppose no alternative way of regulating growth, which 
appears unlikely (Arendt 1997). Hsu (1975) has suggested that repetitive DNA protects the 
functional DNA from mutations, and Vinogradov (1998) has proposed that repetitive DNA acts as 
a buffer against changes in chemical solute concentrations.
The junk hypothesis suggests that much of the repetitive DNA is neutral, or nearly neutral 
(Ohno 1972), and hence that the existence of multiple copies makes sense in terms of deterministic 
patterns of mutation generating duplicates. Most nongenic tandem repeats are good candidates for 
being junk, since such elements are transient over evolutionary time (Li 1997). Although large 
amounts of repetitive DNA may engender some metabolic and mutational costs (Li 1997), selection 
in mammals may be too weak to act against tandem repeats. The greater efficacy of selection 
against genome expansion in Drosophila due to greater effective population sizes is indicated by 
the small size of Drosophila introns (Mount et al. 1992). An alternative mutational explanation is 
that Drosophila has a high rate of deletions (Petrov and Hartl 1998; Petrov et a l 1996). Support
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for the junk hypothesis has been claimed from comparative analysis of salamanders 
(Pagel and Johnstone 1992), although it has suggested that the observation of a correlation between 
genome size and developmental rate is consistent with both the junk and functional hypotheses 
(Jockusch 1997).
The conflict explanation supposes that multiple copies make sense in terms of 
intragenomic selection. Transposable elements are good candidates for the conflict hypothesis of 
genome size. The act of duplicative transposition spreads the sequences around the genome, and 
the mutations caused by transposition will usually be deleterious (Charlesworth et a l 1994). The 
possible selfishness of tandem arrays is indicated by human diseases caused by trinucleotide 
repeats. The enormous amount of repetitive DNA must entail some sort of metabolic cost, though 
methylation mediated silencing may reduce this effect (Bird 1995).
Concerted evolution
Concerted evolution acts to homogenise repeated sequences and arises as a consequence of 
the various molecular mechanisms of turnover within the genome (reviewed by Elder and Turner 
1996; term coined by Zimmer et al. 1980). The effect of concerted evolution on a gene family is 
to increase similarity within species and to decrease similarity between species. Thus concerted 
evolution makes evolutionary sense in that it occurs as a result of deterministic mutational 
processes. Concerted evolution is related to all three aspects of the genomic anatomy of genes (see 
Chapter 1): identity, copy number and arrangement. Concerted evolution acts on multiple copies, 
and the rate of concerted evolution is dependent on the levels of identity and the arrangement of 
repeats. The rate at which concerted evolution proceeds depends on the levels of identity within the 
gene family. This appears due to the fact that the various processes thought to cause concerted 
evolution -  gene conversion, unequal crossing over, and replication slippage -  depend on sequence 
similarity. Thus gene families whose members diverge rapidly to take on new roles will be less 
affected by concerted evolution than gene families such as the rRNAs whose members remain very 
similar. Concerted evolution also acts faster on gene families which are in tandem arrays.
Apart from the mutational explanation for concerted evolution there is also a mutually 
compatible selective explanation. If the process of concerted evolution is selectively advantageous, 
then selection favours those mutational forces which are responsible for concerted evolution.
What are the evolutionary implications of concerted evolution? Concerted evolution may 
increase the efficacy of selection because it enables selection to act on many genes at once 
(Amheim 1983). However, Dover (1982) has suggested that concerted evolution may override 
selection by the process of molecular drive. The rate of homogenisation within the family is so 
much greater than the rate of appearance of new mutations that there is little variation upon which
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selection can act: “the individuals might be turning into monsters, yet there would be no 
significant increase in variance in the population in the degree of monstrosity” (Dover 1982).
Multiple copies will be identical immediately following duplication, and so concerted 
evolution will act to slow the divergence of duplicates. Concerted evolution may be 
disadvantageous if it prevents the acquisition of new roles, but conversely concerted evolution may 
prevent mutational drift to non-functionality. Concerted evolution may also affect levels of genetic 
variation (see Li 1997).
I have studied the evolution of concerted evolution with respect to deleterious mutations.
If concerted evolution could always choose a wildtype copy to convert the other copies then clearly 
concerted evolution would be favoured. But if concerted evolution could only choose loci at 
random, then would homogenisation still be favourable? Ohta (1989) has shown that 
homogenisation is always favourable in terms of mutational load, since homogenisation means 
effective haploidy, and haploid load is lower than diploid load. But load arguments only apply to 
isolated populations. To discover whether homogenisation can evolve within a population I used 
modifier analysis (see Research Paper 2).
I found that homogenisation is favoured under the same conditions which favour the 
evolution of haplonty over diplonty (as in Otto and Goldstein 1992). Thus homogenisation is 
favoured when genes are dominant, in other words if fitness is strongly dosage dependent. Dosage 
dependency is also a condition which favours the initial evolution of multiple invariant copies, and 
thus concerted evolution is more likely to be favoured if multiple copies have evolved. 
Recombination acts against haploidy/homogenisation and so concerted evolution is more likely to 
be favourable for linked tandem arrays. Concerted evolution proceeds faster within tandem arrays, 
and so concerted evolution is more likely to be favoured in those cases where it acts fastest.
Finally, the strength of selection in favours of modifiers of concerted evolution is only of the order 
of the mutation rate. So unless mutation rates are very high or modifiers can affect several arrays, 
population sizes must be large for modifiers of concerted evolution to spread.
This study of homogenisation suggests that features of genomic anatomy affected by 
concerted evolution may well be adaptive. Those genes which are dosage sensitive, in other words 
with dominant mutations, will be present in homogenised linked multiple copies. Their effective 
haploid asexuality will minimise their mutational load. Those genes which are not dosage 
sensitive, which have recessive and synergistic mutations, will be present in single recombining 
copies. Such genes will be effectively diploid and sexual, the conditions under which their 
mutational load will be minimised according to the mutational deterministic theory (Kondrashov 
1988). Thus with respect to both genetic system and genomic anatomy, the genome appears to 
“have its cake and eat it”.
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Gene arrangement
What factors influence the location of genes in the genome? What chromosome should a 
gene be on? And how should it be arranged with respect to other genes? Although variation for 
gene arrangement may well be limiting (Hurst 1999), it is worth attempting to formulate some 
selective hypotheses of gene arrangement, if only to reject them.
All autosomes are transmitted in the same way from one generation to the next, but sex 
chromosomes differ in their transmission through the sexes, which means that genes which have 
sex specific fitness effects will favour a particular sex chromosome (Hastings 1994; Rice 1984). 
Sexually antagonistic genes can afford to be deleterious to the sex through which they are not 
transmitted (as demonstrated by Rice 1992). There is some evidence to suggest that some genes on 
the Y chromosome are sexually antagonistic (Schafer 1994) and many are testis-specific (Lahn and 
Page 1997). The situation on the X chromosome is less clear, but evidence is now emerging of 
differences between the X chromosome and the autosomes in gene composition. There is an 
apparent excess of sex- and reproduction-related genes on the X chromosome as one would expect 
from considerations of sexually antagonistic and sexually selected genes (Reinhold 1998; Saifi and 
Chandra 1999). Such clustering of gene types are not confined to the sex chromosomes, with 
several chromosomes significantly richer than others in both muscle (Pallavicini et al. 1997) and 
extraembryonic expressed (Ko et al. 1998) genes. The problem with an anecdotal approach is that 
“we have no good indication of the proportion of genes on each chromosomal type that are 
optimally suited to being where they are” (Hurst 1999), and therefore large scale studies are 
necessary.
How can we explain the arrangement of genes relative to each other, in other words the 
evolution of linkage and gene order? There are three classes of explanation: history and chance; 
effects of physical association; and effects of linkage disequilibrium.
History and chance: The existence of gene clusters may reflect the processes of gene 
origins (the “natal” model of Lawrence and Roth 1996) and gene rearrangements. For example, 
tandem duplications will yield a cluster of genes with related functions (Horowitz 1945). If 
subsequent gene rearrangements are selectively neutral then the end product of the shuffling of 
linkage and gene order by such processes as inversion, duplication, deletion, transposition, and 
recombination will be due to chance. Under this model the persistence of gene clusters is because 
mutation is limiting, rather than because of any selective advantage. It is important not to make the 
assumption that the presence of a feature is a demonstration of its utility, although early studies on 
bacterial operons fell into this trap: “the mere existence of such arrangements shows that they must 
be beneficial, conferring an evolutionary advantage on individuals and populations which exhibit 
them” (Demerec and Hartman 1959).
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The “natal” model appears to hold for some eukaryotic gene family clusters, but 
cannot explain the clustering of genes which are not paralogous, although such patterns could be 
the result of random shuffling. Historical remnants from bacteria do not seem to be an adequate 
explanation of gene clusters in either fungi or C. elegans, since the gene clusters in these 
eukaryotes do not seem to have prokaryotic counterparts (Blumenthal 1998; Keller and Hohn 
1997).
Random chance may well explain the clustering of genes whose functions are not 
obviously related (Huxley and Fried 1990), although this is an argument based on ignorance. The 
risks of making assumptions of non-functionality is demonstrated by the (3 globin cluster in 
mammals, which has been claimed to support the natal hypothesis (Maniatis et al. 1980).
However, it has been recently shown that the regulation of the cluster is dependent on both gene 
order and orientation (Tanimoto et al. 1999), and thus the p globin cluster in mammals now 
supports the physical association model, which I now consider.
Physical association: Gene clusters can be efficiently coregulated by control at a single 
site, as appears to explain bacterial operons (Jacob and Monod 1962), although clustering is not a 
prerequisite for coregulation (Lawrence and Roth 1996). In eukaryotes, polycistronic transcription 
is also found, with clustered genes not only functionally related but also cotranscribed from a single 
promoter (Blumenthal 1998). The best examples of eukaryotic polytranscription units come from 
C. elegans in which up to a quarter of all genes are arranged in operons (Blumenthal 1995), though 
examples have been found in both mouse (Lee 1991) and Drosophila (Brogna and Ashbumer 
1997). Fungi provide strong evidence in favour of the coregulation hypothesis, with many but not 
all dispensable metabolic functions organised into gene clusters (Keller and Hohn 1997).
The conservation of gene order, not just physical proximity, in bacterial genomes provides 
additional evidence of coregulation (Dandekar et al. 1998). In the majority of such cases the 
protein products of the linked genes have been shown to physically interact (Dandekar et al. 1998). 
The possibility of cotranslation folding provides a regulatory explanation, although coadaptation 
(see below) could also favour clustering.
An alternative argument for close physical association of genes is genomic efficiency, with 
selection favouring deletions of intervening DNA (Blumenthal 1998). Physical association is also 
favoured by the “selfish operon” model, which suggests that intermittently expressed operons exist 
so as to favour their wholesale horizontal transmission (Lawrence and Roth 1996). The advantage 
of physical linkage to horizontal transmission has also been raised in the context of fungal gene 
clusters (Blumenthal 1998).
Linkage disequilibrium: The evolutionary advantages of sex and recombination are 
equivalent to the benefits of breaking up linkage disequilibria (Hurst 1999). As described above, 
deleterious mutations cause recombination to be favoured between loci with synergistic epistasis 
(Kondrashov 1988), whereas linkage is favoured for multiple loci with antagonistic epistasis.
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If specific alleles work well together, if there is coadaptation of genes, then 
selection can favour the physical clustering of genes (Bodmer and Parsons 1962; Fisher 1930). 
Examples of coadaptation are provided by meiotic drive genes which usually consist of a toxin 
linked to an antidote (Lyttle 1991), and the supergene complexes controlling heterostyly in Primula 
and Batesian mimicry in butterflies (Korol et al. 1994).
All three explanations for gene clustering probably contain some element of truth, and so 
the problem becomes one of determining which factor is most important in each case. The greatest 
problem appears to be a lack of knowledge of mutational biases: how often do paralogs appear and 
to what extent do genes move around the genome? I have examined these questions in detail with 
regard to the evolution of homologous gene clusters (see Research Paper 3).
A set of homologous clusters is defined on the basis of each cluster containing members of 
the same gene families (Lundin 1993). How do homologous clusters evolve? There are three 
classes of explanation, related to the explanations considered above for gene clustering.
The historical explanation suggests that homologous clusters are generated by block 
duplications of an initial cluster. The random mutation explanation proposes that homologous 
clusters will occasionally be created by random gene rearrangements. Finally, the adaptive 
explanation is that homologous clusters are selectively favoured, because of the benefits of either 
physical linkage or linkage disequilibrium. One set of homologous clusters on human 
chromosomes 6, 19, 1 and 9 seems unlikely to have arisen by chance, and has been used to 
discriminate between the alternative hypotheses of block duplication and adaptive clustering (Endo 
etal. 1997; Hughes 1998; Katsanis et al. 1996).
The discrimination of these alternative hypotheses is not easy. Hughes (1998) has 
suggested one way in which the block duplication hypothesis can be tested by molecular 
phylogenetics, and has claimed that block duplication cannot explain the data. However, Hughes’ 
reasoning assumes that no gene loss has occurred and thus ignores the possibility of paralogy 
misal location. I have shown that Hughes’ data are consistent with block duplication if one allows 
the possibility of gene loss (see Research Paper 3), which has been shown to be roughly equal to 
the rate of gene divergence (Nadeau and Sankoff 1997). If ones accepts the existence of gene loss 
then it becomes difficult to discriminate between the alternative hypotheses of block duplication 
and adaptive clustering. In addition the two explanations are not mutually exclusive since the 
initial cluster may have arisen for selective reasons, then duplicated, and then the resultant 
homologous clusters may have been selectively maintained (Lars Lundin, pers. comm.). There is 
also the problem that phylogenetic reconstruction is often unreliable, especially for inferring 
ancient evolutionary events (Philippe and Laurent 1998).
The acquisition of more sequence data might provide ways round some of the problems. 
The issue of gene loss might be resolved in favour of the block duplication hypothesis by the 
existence of tandem duplicates in early diverging chordates (see Research Paper 3 for details).
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More detailed mapping information would allow the use of potentially discriminatory 
gene order information. Analysis of intronic content within genes could indicate the effects of 
retrotransposition, a means of gene rearrangement consistent with the adaptive hypothesis. The 
analysis of numbers of homologous clusters would be informative with respect to the nature of 
possible block duplications: if all homologous clusters were present in sets of four then two rounds 
of polyploidisation would be favoured. Finally and most generally, the analysis of large amounts 
of sequence and mapping data will allow the estimation of mutational biases and thus allow 
likelihood tests of different hypotheses.
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Concerted evolution is a consequence o f processes that convert copies of a gene in a multigene family into 
the same copy. Here we ask whether this homogenization may be adaptive. Analysis o f a modifier o f hom o­
genization reveals (1) that the trait is most likely to spread if interactions between deleterious mutations are 
not strongly synergistic; (2) that selection on the modifier is o f the order of the mutation rate, hence the 
modifier is most likely to be favoured by selection when the species has a large effective population size 
and/or if  the modifier affects many genes simultaneously; and (3) that linkage between the genes in the 
family, and between these genes and the modifier, makes invasion of the modifier easier, suggesting that 
selection may favour multigene families being in clustered arrays. It follows from the first conclusion that 
genes for which mutations may often be dominant or semi-dominant should undergo concerted evolution 
more com m only than others. By analysis o f the mouse knockout database, we show that mutations affecting 
growth-related genes are more com m only associated with dominant lethality than expected by chance. We 
predict then that selection w ill favour homogenization o f such genes, and possibly others that are signifi­
cantly dosage dependent, more often than it favours homogenization in other genes. The first condition is 
almost the opposite of that required for the maintenance o f sexual reproduction according to the mutation- 
deterministic theory. The analysis here therefore suggests that sexual organisms can simultaneously m ini­
m ize both the effects o f deleterious, strongly synergistically, interacting mutations and those that interact 
either weakly synergistically, multiplicatively, or antagonistically, assuming the latter class belong to a 
m ulticopy gene family. Recombination and an absence of homogenization are efficient in purging deleter­
ious mutations in the former class, homogenization and an absence o f recombination are efficient at 
m inim izing the costs imposed by the latter classes.
K e y w o r d s :  evolution of sex, evolution of ploidy, gene conversion, epistatic interactions, multigene arrays
1. INTRODUCTION
Natural selection has been evoked to explain many 
features o f the structure o f genes and genomes; what, for 
want of a term, might be called ‘evolutionary genomics’. 
For example, selectionist explanations have been provided 
to account for why some genes might be (i) in multiple 
copies and others in just a single copy (e.g. H aig 1993; 
Hurst 1992, 1996), (ii) on one chromosome rather than 
another (e.g. Hurst 1994; Rice 1992), (iii) on particular 
parts of a chromosome (e.g. Charlesworth & Hard 1978), 
and (iv) why they should be linked to certain other genes 
(e.g. Bodmer & Parsons 1962; Hutson & Law 1993; Korol 
et al. 1994; Lyttle 1991). Here we ask whether, and under 
what conditions, the ability to undergo concerted evolu­
tion might be an adaptive feature of genomes.
Many multigene families undergo various processes, such 
as gene conversion and unequal crossing over, that convert 
copies o f the gene into identical copies. Such homogenized  
families can go to fixation within a species and cause diver­
gence between species. As a consequence, all the copies 
within the species appear to be ‘coordinated’ in their evolu­
tion and hence the families are said to undergo concerted 
evolution (reviewed in Elder & Turner 1995). W hy should 
this happen?
’A uthor for correspondence  (1 . d . h u r s t @ b a t h . a c .u k ).
The population genetics o f homogenization has 
attracted considerable attention (reviewed in Weir et al. 
1985). For the most part these analyses exam ine the 
population genetic consequences o f homogenization. For 
example, Ohta (1989) considered the changes to the 
populational load that occur as a consequence of 
homogenization. She concludes that homogenization  
always reduces the load. This suggests that competition  
between reproductively isolated populations, some with 
homogenization and some without, might typically be 
won by the populations with concerted evolution. Here 
we ask a different question, namely whether homogen­
ization might be adaptive at the individual level. More 
precisely, we ask whether, when a modifier allowing  
members of a gene family to be homogenized appears in 
a population, it will spread because o f its effect on the 
gene family.
2. WHY HOMOGENIZATION MAY BE ADAPTIVE
Imagine, for simplicity, a haploid organism with a gene 
family comprising two genes. Deleterious mutations occur 
in the genes at some very low rate. Imagine then that one 
copy has mutated but the other has not. We can now ask 
what the organism should do. We shall assume that the 
organism cannot tell which is the mutated copy and 
which is the wild-type copy. If it could tell, then replacing 
the mutated with the unmutated copy w ill always be
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advantageous, assuming this to be an error-free process 
(cf. Bengtsson 1990).
The organism has a choice: either to do nothing, or to 
randomly pick one of the two copies and replace the other 
copy with the chosen copy. At an extreme, if  two copies of 
the mutated copy do you no more harm than one mutated 
copy, then one can only ever gain (in terms o f immediate 
fitness effects) by randomly selecting one o f the two copies 
and replacing the other with this copy. H alf the time 
fitness goes up, half the time fitness stays the same. At the 
other extreme, if  one copy o f the mutant does you no 
harm, but two copies are very deleterious, then it is 
better, in the short-term, not to risk the production o f an 
array with two mutant copies. W hether homogenization  
has the effect o f immediately increasing or decreasing 
fitness is therefore dependent on the nature o f the fitness 
interaction between the two copies of the gene.
More generally, we may consider that the fitness o f a 
haploid individual with two mutant versions of the gene is 
(1 — s)2 +  e, when 1 —s is the fitness of the individual with  
one mutated copy and one wild-type copy (cf. Otto & 
Feldman 1997). W hen e —0, interactions are independent, 
i.e. fitness is multiplicative. For e > 0 , there is positive epis­
tasis (alias antagonistic epistasis). If  e <  0, there is negative 
or synergistic epistasis. If e >  — s2, then we may say that 
there is weak synergistic epistasis. For the simple two- 
locus haploid case, it is trivial to show that conversion is 
immediately advantageous to the individual so long as 
€ >  — S 2 . Random homogenization o f the Aa gene pair 
will result in an individual with a fitness of 1, half the 
time, and a fitness o f (1— ij2+e, half the time. The  
average fitness then will be 1 — s +  (s2 +  e)/2 .
This fitness is higher than that associated with not doing 
anything (fitness 1 — 3 ) if  e >  —s2, i.e. interactions must be 
weakly synergistic, multiplicative or antagonistic.
A  fuller consideration requires analysis o f a modifier locus 
controlling the tendency to convert one gene into another. It 
is this analysis that we provide below. The modifier could in 
principle be almost anything: a gene necessary for gene 
conversion, one affecting recombination rates, if  recombina­
tion is necessary for homogenization, or simply a structural 
feature o f the DNA of the genes concerned.
3. THE MODEL
Consider a sexual haploid organism (perhaps like Chla- 
mydomonas). At an array with two copies of a gene in it, 
mutation and conversion can take place. We shall start by 
assuming that recombination does not occur between the 
two genes in the array. Three states exist for the array: 
wild-type (AA), one copy is mutant (Aa), both copies are 
mutant (aa). At a second locus, two alleles exist. M  is the 
modifier that allows the organism to select one o f the two 
copies and replace the other copy with the selected copy. 
The wild-type allele m is effectively a null allele. Note 
that the choice of which allele to select need not be 
random. So long as bias in selection o f which copy to use 
does not covary with the probability o f mutation, such a 
bias has no effect on the process.
(a) Step 1. Sex and recom bination
Conversion we shall assume happens just prior to zygote 
formation. We assume for simplicity that in the presence of
the modifier conversion always occurs. W hilst this is an 
unrealistic assumption, it should not greatly affect the 
qualitative conclusions. Gametes are then of five types: 
M A A  at frequency xh M aa  at frequency x2, mAA  at 
frequency x3, mAa at frequency x4 and maa at frequency x3. 
Zygotes form by random mating. After zygote formation, 
meiosis occurs, and recombination can occur between the 
modifier and the array at a rate r. Recombination can 
generate a new form o f haploid individual, i.e. one that is 
M Aa. From the frequencies xi} it is possible to calculate the 
frequencies of these haploid types. These we can label xia, 
where x&a is the frequency of M Aa. These frequencies are:
x \a =  x f x i  +  x2 +  x3 +  (1 — r) (x4 +  x5)) +  rx2x3
x2a =  x2 (xj +  x2 +  x5 +  (1 — r) (x3 +  x4) ) +  rxx x5
*6 a — r x f x x + x2)
x3a =  ^3(xj +  x3 +  x4 +  xb +  (1 — r)x2) +  rxl (x4 +  x5) 
x4a =  x4 (x3 +  x4 +  x5 +  (1 — r) (xr +  x2) )
x 5a — x 5 (x 2 +  x 3 +  *4 +  x 5 +  (1 — r ) x \ ) +  rx2 (*3 +  * 4 ) ■
(b) Step 2. Selection betw een  haploid typ es
Selection then affects the viability of the six haploid 
types. We assume that all mutations are deleterious. There 
are two ways to represent viabilities. Either, as above, to 
suppose that those that are AA  are of fitness 1, those that 
are Aa are o f fitness 1 —s, and those that are aa have 
fitness (1 — 5)2+e. Alternatively, we could consider viabil­
ities 1, 1 — Hs  and 1 —s, H  here being a parameter 
comparable to the penetrance, h, o f a mutation at one 
locus in a diploid model. Given that we wish to compare 
the results from this analysis with data on dominance in 
real genes, the latter formulation is preferable. T he m odi­
fier is associated with a cost, <p. After normalization, to 
take account o f mean populational fitness, the following 
new frequencies, xib can be found:
_  *lq(l ~  ¥>) _ X2a( 1 ~ J )
X]b w  ’ x<2b w  ’
_ *6«(1 - ¥ >) ( !  -  Hs) _ x 3l
*64 j y  , *3 i  j y ,
_  *4a(! ~ H s )  _  X b a ( \  ~ S )
*44 J y  , X bb  J y  ,
where W,  the mean fitness, is the sum of the numerators.
(c) Step 3. M utation
Mutation can occur at a rate fi. We shall assume that 
the mutation rate is so low that the probability that two 
copies o f the gene can mutate can be ignored. This being 
so, the frequency of A A  gametes is reduced by a factor 
(1 —2 n), the frequency of Aa gametes is reduced by a 
factor (1 — fi). These latter gametes also increase through 
mutation o f A A  and aa gametes increase in frequency 
due to mutation of Aa. The new haploid frequencies (xic) 
can be expressed as functions o f x ib:
XU =  *140 -  2)U), x2c =  *24 +  M*64,
x 6c = *64 (1 -  M) + 2M*14,
*3c =  *34(1 -  2M), *4c =  *44(1 -  M) +  2M*34,
*5c =  *54 +  M* 44-
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(d) Step 4. Conversion
Finally, if  the gametes bear the M  allele, conversion, by 
whatever mechanism, occurs. As noted above, we assume 
that if  the modifier exists conversion will always occur. We 
can then provide an expression for the frequency of each 
gamete type in the next generation (x/) as a function o fx ic:
. X g. . X g,
*1 = * u + y >  *2 = x 2c+  —  ,
t   /    /  ___
X3 ^ 4  X ^ c) X5 X$ c .
We therefore have an expression for the change in haploid 
type frequency as a function o f its initial value, the muta­
tion rate, the action of selection, and the presence or 
absence o f conversion.
4. MUTATION-SELECTION EQUILIBRIUM
In the absence o f the modifier (x j= x 2 =  0), the three 
array types will move to a mutation—selection equilibrium. 
Simultaneously, solving x3= x 3, x'4. =  x  ^ and x'5= x 5, under 
the condition that x3+x4+x5 =  l, we can obtain the equili­
brium frequencies, these being:
*x 3 = H s {\ -  f ) )  




X  5 =
s { H{ { 2  +  s) -  1 ) - H s ) ’
2 ijl2 ( H s -  1) 
s ( { H{ 2  +  s) -  1 ) - H s ) '
A m utation-selection equilibrium exists so long as /£ > 0  
and s > 2 /jl. The mean population fitness is 1 —2/i.
5. THE BEHAVIOUR OF THE MODIFIER
(a) The co s t-fre e  m o d if ie r
We shall start by considering the case of the neutral 
modifier (cp=0). The conditions for the invasion o f the 
modifier can be obtained from determining the solution 
of A >  1, where A is the leading eigenvalue of the linearized  
recursion equation for x\ and x'2. For our case,
A =  a +  d — ad +  be
where
d - / i ) ( x f  +  x% ( l  ) + x * (1 — r))
r(l — f i )(x* +  x*
b =
W  
1 -  Hs
W
tix% +  x%[ n  +  — ----  ^ H s ( l + n )  | + x * ^  _ rj
+ K1 -  *))
*x 3
*x 4 1 - s ( \  - r )  -
W
r( 1 — /i +  Hs(  1 +  /i))
+  x*i 1 - s )
and where W  is the mean population fitness at m utation- 
selection equilibrium. The condition resolves to:
H — H( 2 f i  — s +  fis)
r <
;i - a 0 ( 1  - H { 2 - s ) )
A graphical representation o f this is given in figure 1. Two 
special cases are noteworthy. If the modifier is in perfect 
linkage with the array being modified (r=0), then we 
obtain the condition that s >  2/i must hold. This, note, is the 
condition for the existence o f m utation-selection equili­
brium. We therefore conclude that if  a m utation-selection  
equilibrium exists, the modifier w ill always spread if  it is 
perfectly linked. Considering the other extreme of free 
recombination, where r — 0.5, we obtain the condition
1 -  3/i
H  >
2 — /i (6 +  s) +  s
W
For small values o f /i, this approximates to 1/(2 + s). For the 
case where s is small, this is equivalent to the condition, 
derived above (§§2), that H >  1/2 (i.e. e >  — s2) must hold. 
This confirms the verbal argument that homogenization is 
beneficial in the absence of strong synergistic epistasis 
between the genes. As s increases, the necessary 
m inimum  value o f H  approaches 1/3.
These results may be understood by considering that the 
modifier spreads due to linkage disequilibrium between 
itself (M ) and the advantageous A A  pair. Conversion initi­
ally forces disequilibrium. Selection against the deleterious 
allele strengthens the disequilbrium, while recombination 
weakens it. Hence, low rates of recombination and high 
values o f s, both favour homogenization. The verbal argu­
ment presented in §2 misses the alteration o f linkage 
disequilbrium due to the action of selection and recombina­
tion. Hence, the simple fitness argument is only in agreement 
with the modifier analysis when r =  0.5 and s is small.
(b) The costly  m odifier
W hen invasion is possible, simulation reveals that it is 
fastest when linkage is tight. As might then be expected, 
if  modification is costly (y?>0), tight linkage will be 
favoured (figure 2). Indeed, if  modification is costly, even 
if  linkage is perfect, the condition for the invasion of the 
modifier resolves simply to
(p <  ------ .1 - / i
So the m aximum  cost is o f the order of the mutation rate 
and is independent of both H  and s. For higher recombina­
tion rates, the maximum  cost is lower still (figure 2). Tight 
linkage between the modifier and the array will hence be 
selectively favourable. Alternatively, we might assume that 
the maximum  cost that the modifier can suffer is propor­
tional to the strength o f selection favouring an otherwise 
cost-free modifier. This being so, we might conclude that 
if  selection on the modifier is weak (when /i is low and s is 
low) and drift can thus oppose the invasion of the modifier, 
tight linkage between the modifier and the array will be 
necessary for the spread o f the modifier.
7. LINKAGE BETWEEN THE VIABILITY LOCI
So far we have assumed that the two viability loci (F] 
and V2) are perfectly linked in an array. What if
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Figure 1. The maximum value of the recombination rate 
between the modifier and the array, consistent with the inva­
sion of the neutral modifier causing conversion, as a function of 
effective penetrance (H) of the mutant version of the allele and 
the selective coefficient (s). This is for the example .5 =  0.1 and 
for yu =  0.0001. Note that as H  decreases, so the necessity for 
tight linkage becomes all the more important. Likewise, as s 
decreases, so does the necessity for linkage increase. These 
results were confirmed by simulation. The form of the curves is 
not very sensitive to variation in fi, so long as a mutation- 
selection equilibrium exists.
recombination could occur between these loci as well? 
Will this make the invasion conditions of the modifier 
more or less stringent? To investigate this problem we 
have extended the recursions to allow for recombination 
between the two viability loci (see Appendix 1).
Our simulations produce two notable conclusions 
(figure 3). If recombination between the modifier and the 
first viability locus (fr1) is free (q =0.5), then recombina­
tion ( f 2) between the two viability loci makes no 
difference to the results. The analytical solutions given 
above for r =  0.5 are therefore applicable. This is intuitively 
reasonable. If there is free recombination between M  and 
Vly then recombination between Vt and V2 cannot make 
the system even more randomized. However, if recombi­
nation between the modifier and the first viability locus is 
not free (i.e. q <0.5), then lower values o f r2 ease the inva­
sion of the modifier. Invasion is easiest when q =  r2 =  0, 
i.e. the case o f perfect linkage given above. We conclude 
that if homogenization is favoured, selection will also 
favour linkage between the genes.
8. DISCUSSION
(a) C on clusions and p re d ic tio n s
It has been shown that a cost-free modifier controlling 
the ability of an array to homogenize can spread under 
particular conditions. If one mutation has little effect, but 
the second mutation drastically reduces fitness, then a 
subtle conflict o f interests occurs: closely linked modifiers 
favour homogenization while more distant modifiers do 
not. If, however, one mutation has a large effect, propor­
tional to that o f the second, then a modifier can invade 
regardless of linkage. Invasion is most likely if the muta­
tions are of large effect. If the modifier is costly, then
Figure 2. The maximum cost of modification consistent with 
invasion of the modifier, as a function of the recombination 
rate (r), and penetrance (H).  For this example fi =  0.0001 and 
5 = 0 ,1 .
tight linkage and antagonism between mutations both 
increase the probability of invasion.
These results can be contrasted with the analysis of the 
effects of homogenization on load (Ohta 1989) which find 
that homogenization always reduces the load. In the long­
term, then, homogenization is uniformly beneficial to a 
lineage. Note that the analysis o f the perfectly linked 
modifier is essentially the same as the load argument, and 
hence both agree that homogenization is beneficial. The 
modifier analysis shows, however, that homogenization is 
beneficial in the short-term only under special conditions,
i.e. only if interactions between deleterious mutations are 
not strongly synergistic can the modifier take any linkage 
arrangement with the array.
We have not considered the effects o f homogenization 
on advantageous alleles. The condition that deleterious 
mutations must not be strongly synergistic, could alterna­
tively be stated, as regards advantageous mutations, that 
homogenization may be adaptive if most advantageous 
mutations are recessive (see, also, Slatkin 1986). We may 
therefore expect that homogenization will promote the 
spread of advantageous recessives (for a possible example, 
see Inomata & Yamazaki 1996). Given, however, that the 
analysis for a recessive advantageous gene will depend 
greatly on ploidy, we shall not discuss the problem further.
From the above conclusions we can attempt to formu­
late predictions about which organisms, and which genes 
in those organisms, are most likely to undergo homogeni­
zation. Whether the load arguments make any 
qualitatively different predictions to the modifier argu­
ment depends critically on what the modifiers are and 
how they are linked to the genes being modified.
(i) Prediction 1. Homogenization should be most frequent in genes for 
which mutations are dominant
That a freely recombining modifier of homogenization 
is favoured by selection when interactions between muta­
tions are not strongly synergistic may provide the 
strongest prediction of the model. This condition, that 
/ /  <1/2, is equivalent to the case, in the normal diploid 
condition, for a mutation to be partially or wholly domi­
nant. However, highly deleterious mutations tend to be 
recessive and slightly deleterious ones tend to be partially
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Figure 3. Critical minimum values for the rate of recombina­
tion between the modifier and the first viability locus (r,) and 
between the two viability loci (r2) for four values of the pene­
trance (//). These plots are for the condition where n =  0.0001 
and j =  0 .1. These results were obtained by simulation. The 
simulations were allowed to run to a mutation-selection equi­
librium prior to the introduction of a rare modifier. The 
modifier is introduced in linkage equilibrium.
recessive (Kacser & Burns 1981). The necessary conditions 
seem not then to apply to most deleterious mutations. 
From this we conclude either (1) that homogenization is 
not adaptive in the short-term, or (2) that the modifiers 
are usually linked, or (3) that multicopy genes that 
become homogenized are an unusual class of genes in 
which mutations may often be at least partially dominant.
It is difficult at present to arbitrate between the three 
possibilities. However, we wish to suggest that the third 
possibility may be correct. While most mutations are reces­
sive, mutagenesis studies in many organisms indicate that 
possibly as many as 10% are dominant or semidominant 
(Wilkie 1994). Haploinsufficiency is implicated in at least 
35 human disease syndromes (Fisher & Scambler 1994) 
and at least 2000 human genetic disorders are recognized 
for which the phenotypic penetrance is non-zero (see 
Online Mendelian Inheritance in Man: h t t p : / /
w w w 3 . n c b i . n l m . n i h . g o v / o m i i n ) .  Although referred to 
as dominant disorders, h is rarely, if ever, equal to unity. 
Often symptoms are apparent in heterozygotes, but not the 
full-blown symptoms as witnessed in the homozygotes. Note, 
however, that for the model the important value is the pene­
trance with respect to fitness. Heterozygotes may not have 
the full-blown disease, but in conditions of strong competi­
tion they may be liable to die or not reproduce. Their fitness 
may hence tend towards zero and h (as regards fitness) will 
thus approach unity, while /t, as regards phenotype, may be 
comparably low.
What sort of genes are likely to have high values of h 
with respect to fitness, and are multicopy genes more 
prone to such mutations? Analysing values of h perti­
nent to fitness rather than phenotype is difficult. We 
shall instead ask whether there are any generalizations 
about genes for which mutations are phenotypically 
dominant (or partially so)? We have searched the 
mouse knockout database (h t tp : / /b io m e d n e t .c o m /  
cg i-b in /m k o /m k o b r w se .p i)  to find those genes for 
which the knockout is lethal in the heterozygous condition 
(i.e. the stringent case that j= 1  and h =  1). We found only
eight (the database describes around 250 single-gene knock­
outs resulting in inviability and over 500 that are viable). 
These are: (1) core-binding factor alpha 2; (2) glutamate 
receptor, ionotropic, AMPA2 (alpha 2); (3) hepatocyte 
growth factor; (4) neural cell adhesion molecule, (5) ortho­
denticle homologue 2; (6) transforming growth factor, beta- 
15 (7) vascular endothelial growth factor; and (8) mamma­
lian achaete scute homologue 2 (Mash2). There are several 
more that have major phenotypic effects in heterozygotes, 
but which are not lethal.
All except one (core-binding factor) of the above eight 
genes affect growth in one form or another. This might not 
appear remarkable until one realizes that only about 4% of 
murine knockouts affect growth (Barlow 1995). There is 
therefore a vast excess o f growth-associated genes in the 
dominant lethal knockout class. There may be a trivial 
explanation for this finding, namely the genes may be 
imprinted (hence half the time the knockouts will be hemi- 
zygotes for the knockout). One might suspect this given that 
there are more imprinted genes affecting growth than one 
would expect by chance (Barlow 1995). However, Mash2 is 
the only one in the list known to be imprinted (Guillemot et 
al. 1995). Knockouts of this are only inviable if maternally 
inherited. We know of no similar evidence to implicate any 
of the other genes in imprinting. Importantly, too, some 
genes known not to be imprinted do have major growth 
effects in the heterozygous knockout condition (e.g. Igfl\ 
Liu et al. 1993). O f the 35 human disorders associated with 
haploinsufficiency (Fisher & Scambler 1994), none are 
known to be associated with imprinting.
If the over-abundance of growth-associated genes in the 
set of dominant lethal knockouts is not due to their being 
imprinted, why else might this result be found? It seems 
reasonable to suppose that dosage sensitivity might be 
what one would expect a priori of genes with effects in the 
heterozygous condition (Wilkie 1994). There is considerable 
evidence that many growth factors are dosage dependent. 
Incremental over-expression o f insulin-like growth factor 
II, shows a large and positively correlated response of 
embryonic size to dosage (Sun et al. 1997). Similarly, over­
expression of growth factors (and their suppressors) 
frequently results in both alterations of dimensions and leth­
ality (Hurst & McVean 1997). We might then predict that 
dosage-sensitive genes, of which growth factors would be 
one important class, should more commonly undergo 
concerted evolution than others (for discussion of which 
genes might be dose sensitive, see Fisher & Scambler 1994). 
One can make an anecdotal case that this might be true. 
Ribosomal DNA, splice factors, and ubiquitination genes 
all have been reported as undergoing homogenization (e.g. 
Hillis et al. 1991; Liao et al. 1997; Pavelitz et al. 1995; Schlot- 
terer & Tautz 1994; Zhou & Ragan 1995) and are all 
produced at very high levels.
Assuming that dosage-sensitive genes are likely to 
benefit from homogenization, we can also predict that 
concerted evolution will probably be an extremely 
common phenomenon amongst repeat genes that share 
the same function. This comes from the understanding 
that selection will favour the duplication of a gene, if  the 
effect of the gene is dosage dependent. Hence, we may 
expect, a priori, that multicopy genes are more likely to be 
those that are dose sensitive, and hence could benefit from 
homogenization.
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The above proposition is testable. Not all gene families 
need be dosage dependent. Some multicopy families do 
not have all members expressed in the same tissue. 
Instead, the numerous copies each have tissue-specific 
activity. We may then predict that gene families in which 
all (or most) copies are expressed synchronously in the 
same cell (e.g. rDNA) should have dominant mutations 
more often than those in which different members of the 
gene family have tissue-specific expression, and hence do 
not coexpress in the same cell.
(ii) Prediction 2. Homogenization should be more common when 
recombination rates are low
That invasion is always easiest when the array and the 
modifier are linked suggests that homogenization may be 
more common for arrays with low recombination rates 
and that selection may favour multigene families being in 
linked arrays. It also suggests that organisms with low 
recombination rates should have higher rates of homogeni­
zation. However, these may not be strong predictions, for 
two reasons. First, recombination may be necessary for 
homogenization to occur (unequal crossing over, for 
example, requires crossing over to occur). Second, advan­
tageous mutations have a hard time spreading in asexual 
populations or in regions of low recombination (reviewed 
in Hurst & Peck 1996). A modifier linked to an array in a 
region of low recombination might then be invisible to 
selection. These caveats aside, it is noteworthy that if one 
array has the ability to undergo homogenization, selection 
could favour the linkage of that array with others that 
would benefit from homogenization. Suggestively, this 
clumping of different arrays is a commonly evolved trait 
(Drouin & de Sa 1995).
(iii) Prediction 3. Homogenization should be most common in 
organisms with large population sizes
The maximum cost that the modifier can suffer and still 
invade is of the order of the mutation rate of each gene in 
the array. This suggests that even if interactions are strongly 
antagonistic (dominant), if selection is weak, homogeniza­
tion may not be favoured. As the efficiency of selection is 
dependent upon the population size, we may conclude that 
homogenization is more likely to be adaptive in species 
whose population size is large. Rough calculations (not 
shown) suggest that it is unlikely that mammalian popula­
tions are large enough to allow selection to favour a 
modifier affecting only one gene array. If, however, one 
modifier can affect many arrays simultaneously, then its 
spread may well be adaptive. Under this circumstance, 
however, it is unlikely that the modifier could be simulta­
neously linked to all arrays (but see Drouin & de Sa 1995). 
Hence, there may be differences between taxa in the 
linkage of genes undergoing homogenization, with those in 
small populations being unlinked more commonly.
(b) H om ogenization, sex and p lo idy
As might perhaps be expected, our results are similar to 
those for the non-invasion of a modifier of diploidy entering 
a haploid population (Otto & Goldstein 1992). Diploidy 
may be advantageous because deleterious mutations are 
masked. Conversely, haploidy and homogenization are 
favoured if masking is not adequately effective. Another 
way to read this conclusion is to suppose that a diploid
organism can treat different genes differently. Those for 
which masking is beneficial can be left unhomogenized. 
Those for which masking is deleterious can be homogenized.
The theory outlined here is important in the context of 
theories of sex. Kondrashov (1988) has shown that if inter­
actions between deleterious mutations are synergistic, then 
sex will be favoured, so long as the mutation rate is high 
enough, as it increases variance between progeny in the 
degree of genome contamination (see also Barton 1995; 
Charlesworth 1990; Kondrashov 1984). What, one might 
then ask, should an organism do if  some interactions are 
synergistic but others are not (or only weakly so)? More 
generally, what will happen if there is variance in the 
form of the e, the parameter defining the form of the 
epistatic interaction? It has been shown that such variance 
reduces the parameter space in which recombination is 
beneficial (Otto & Feldman 1997). For evidence of such 
variance see Elena & Lenski (1997).
The analysis provided here goes some way to countering 
this objection to the mutational deterministic theory. 
Assuming that the genes interacting with e >  — s2 belong 
to the same gene family, by homogenizing these alone and 
preventing recombination between the viability loci, a 
sexual organism can minimize the deleterious effects of 
any mutations. In contrast, by promoting recombination 
and preventing homogenization, a sexual organism can 
minimize the effects of mutations that interact synergisti­
cally. It is as though part of the genome was sexual (not 
homogenized and recombining), and part was asexual 
(homogenized and not recombining). It seems then that 
with respect both to haploidy/diploidy and sexual/ 
asexual, the organism can, to coin a term, ‘have its cake 
and eat it’.
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APPENDIX 1
Recursions for the three locus model. We consider a 
gene order M  F) V2 where Vx and V2 are the two viability 
loci. Recombination occurs between M  and Ij at a rate rb 
and between Vx and V2 at a rate r2.
To avoid confusion with the original model we shall 
adopt a new nomenclature incorporating the haploid 
frequencies as terms in z  rather than x. There are eight 
haploid types prior to zygote formation, these being: 
M A A  at frequency z b M Aa at frequency £21> M aA  at 
frequency £22, Maa at frequency z 3, mAA at frequency £4, 
mAa at frequency z 3\, maA at frequency z 32, and maa at 
frequency £6. As in the above model, prior to zygote 
formation there are no heterozygotes associated with the 
modifier (g2i =  2^2 — ^ )- After sex and recombination the 
new genotype frequencies become:
Zu =Z\ [Z\  + * i« s ( l  ~ r 2) +  +  £ 5 1  ((1 — ri ) ( l  - * 2 )
+ ^ 2 ) -T 5^ 2 (1 ~ r \ )  + Z 6( 1 - f i ) ( l  - r 2)]
+ Z 3Z4r l (1 — r2),
Z2\a =  z f z 3r2 + * 5 i(ri (1 — r2) +  (1 — r, >r2)
+ * e(1 ~  r\ ) r2\ +  Z3[z4crxr<l  +  z b\rx],
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Z-22a =  Z x[ z 3r2 +  Zb2r x +  z 6r {r 2] +  z ^ Z i f  ~  r x) r 2 
+ Z b2 { r x{ \  -  r2 ) +  (1 -  r x) r 2)\ ,  
Zsa =  Z x[ z 3 f  ~  r2 ) +  z 6r x{ l  ~  r2 )]  
+ Z 3[ z 3 + ^ 4 (1 “  r i ) ( !  ~  r2 ) +  ZbX( l  ~ r x)
+^52((1 - n ) ( l  ~ ri) + r xr2) +z6],
Zi a =  Z x[Zi  + Z bX( r f \  -  r2 ) +  (1 -  r x) r 2) +  z b2r x 
Z§rx ( 1 -  r 2 )]  + Z ± [ z 3 f  -  n ) ( i  -  r2) 
+ Z 4 +  ZbX + Z b 2 + Z e f  -  r2)]  +  ZbXZb2r2 , 
ZbXa =  £ ik 5 i ( (!  -  rx) { l  -  r 2) + r , r 2) +  z 6r xr2] 
+ Z 3Z ^  ~  r x) r 2 +  z 5X[ z 3 f  ~  r x) 
+£4 .  +  Ze +  ^51 H- ^52 (1 — r 2) +  Ze]> 
Zb2a =  Z x [ z b2 ( 1 -  r x) + ^ 6 ( !  -  h ) r2] + z 4 [ z 3r x r2 +  z br2]
+ Z b2[ z 3 { f  -  r x ) { l  -  r2) +  r i r f  + ^ 4
+ ^ 5 1  (1 — r2 ) + ^ 5 2  +  Zb], 
z6a =  Z3 [ z ± r x{ \  -  r2) + Z bxr x +  ^52(^1 (! “  ^2) 
+  (1 -  r x) r 2 ) + Z 6] +  ZbXZb2r2 + Z e [ z x{ l  ~  r x) 
(1 — r 2) +  z 3 +  £ 4 (1 — r2) +  z bX +  Zb2 +  Ze\-
After this the recursions are trivial adaptations of those given 
in the text and so not presented. Aa types have the same fitness 
and mutation rates as aA types, i.e. gene order does not affect 
these parameters. For results o f the simulations see figure 3.
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Vertebrate genome evolution: 
a slow shuffle or a big bang?
Nick G.C. Smith,1* Robert Knight,2 and Laurence D. Hurst1
Sum m ary
In vertebrates it is often found that if one considers a group of genes clustered on a 
certain chromosome, then the homologues of those genes often form another 
cluster on a different chromosome. There are four explanations, not necessarily 
mutually exclusive, to explain how such homologous clusters appeared. Homolo­
gous clusters are expected at a low probability even if genes are distributed at 
random. The duplication of a subset of the genome might create homologous 
clusters, as would a duplication of the entire genome. Alternatively, it may be 
adaptive for certain combinations of genes to cluster, although clearly the genes 
must have duplicated prior to rearrangement into clusters. Molecular phylogenet­
ics provides a means to examine the origins of homologous clusters, although it is 
difficult to discriminate between the different explanations using current data. 
However, with more extensive sequencing and mapping of vertebrate genomes, 
especially those of the early diverging chordates, it should soon become possible 
to resolve the origins of homologous clusters. BioEssays 21:697-703, 1999. 
© 1999 John Wiley & Sons, Inc.
In troduction
It is often found that if one considers a  cluster of genes in 
eukaryotes, then the homologs (assigned on the basis of 
sequence similarity) of those genes often form another 
cluster on a different chromosome.® The regions encompass­
ing the Hox clusters are a  well-known example.® We use the 
term “homologous clusters” to indicate such sets of clusters. 
At present, it is not known either how or why homologous 
clusters came to exist. Here we review the evidence with 
regard to a  number of hypotheses, and tentatively suggest 
directions for future research.
The most popular explanations for the origins of homolo­
gous clusters invoke block duplication, either of the entire 
genome, or of a subset of the genome.® For example, it now 
appears that the Hox clusters have arisen as the result of 
three separate duplication events.® Such explanations sug­
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2Division of Zoology, School of Animal and Microbial Sciences, Univer­
sity of Reading, Reading, UK.
‘Correspondence to: Nick Smith, School of Biological Sciences, 
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gest that homologous clusters arise in a single event (a “big 
bang”), and have not been obscured by the subsequent 
effects of mutation and selection.
An alternative hypothesis suggests that homologous clus­
ters may have arisen because of their adaptive value. A 
recent article by Hughes® on the phylogeny of genes in one 
family of clusters extends previous results® and claims to 
provide support for the adaptive theory, under which gene 
duplication and homologous cluster formation need not occur 
simultaneously. Homologous genes are generated by duplica­
tion, and then a series of genome rearrangements take place, 
which create adaptive clusters of linked genes (a “slow shuffle”). If 
selection favours similar sets of homologous genes come to­
gether, then homologous clusters are the result.
Coincidence may seem  a poor explanation of homologous 
clusters, but until we know how prevalent homologous clus­
ters are, then the effects of chance cannot be discounted. 
After all, given the huge number of genes in the vertebrate 
genome, and the existence of many families of homologous 
genes, the existence of a few homologous clusters is only to 
be expected.
A ltern ative  m o d e ls  a p p lied  to  a  s p e c if ic  c a s e
We shall consider alternative explanations for the homolo­
gous clusters recently investigated by Hughes.® The clusters
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in question are found on chromosomes 6 (6q21.3), 9 (9q33- 
34), and 1(1p21-25 1 p13) in humans, which are homologous 
with those on mouse chromosome 17, 2, and 1 respec­
tively. (7-8) The regions on human chromosome 6 and mouse 
chromosome 17 are both near the major histocompatibility 
complex (MHC). There is some evidence for a fourth cluster 
in humans on chromosome 19.(7’8) These homologous clus­
ters contain sequenced genes from nine families: Retinoid X 
Receptor (RXR) genes, Collagen (COL) genes, ATP-binding 
C assette Transporter (ABC) genes, Proteasome Component 
(3 (PSMB) genes, Notch (NOTCH) genes, Pre-B-cell Leuke­
mia Transcription Factor (PBX) genes, Tenascin (TEN) genes, 
C3/C4/C5 Complement Component (C3/C4/C5) genes, and 
Heat Shock Protein 70 (HSP70) genes (gene family abbrevia­
tions in parentheses as given by Hughes(5)). Coincidence 
i seem s unlikely to explain the existence of four homologous 
clusters, although we cannot rule out this possibility by 
| considering a single case.
Such a pattern of homologous clusters can be explained 
| by two or three independent duplication events, depending on 
whether the duplications were of the entire genome or a 
subset of the genome (see Fig. 1A). An initial duplication 
event affecting a single chromosomal region (D1) yielded two 
duplicated regions in different parts of the genome. Duplica­
tions of both of these regions then produced the homologous 
clusters now found on human chromosomes 1, 9, 6, and 19. 
The second stage of duplications could have been a  single 
polyploidisation event (D2 and D3 simultaneous) with two duplica­
tions required overall, or two separate block duplications (D2 and 
D3 separate) with three duplications required overall.
Hughes reasoned that if block duplication explains the 
patterns, then a phylogeny of the genes should reflect this.<5) 
For simplicity we shall call the genes from the nine gene 
families A to /, with a suffix being used to indicate the human 
chromosome (i.e., A 6 is the A gene on human chromosome
6). If block duplication explains the pattern then a phyloge­
netic analysis should reveal the sam e time to common 
ancestor for A6  and A9(\.e., time back to initial duplication 
event), as would be found from a phylogenetic reconstruction 
of the time of common ancestry of B6and B9, C 6and C9, and 
so on. Further if the block duplication were the result of 
tetraploidization at the base of the vertebrates, as often 
conjectured/3) there should be no non-vertebrate genes 
appearing in the phylogeny within the groupings defined by 
branches for the genes on chromosomes 6 ,19 ,9 , and 1 (see 
Fig. 1B). All the invertebrate genes should appear as a  mass 
sister grouping to the vertebrate copies.
\ If, alternatively, A6  and A9  diverged at the origin of the 
| eukaryotes (for example) and independently came into a 
cluster with £?genes, C genes etc., then human /45might well 
be more closely related to the Drosophila homolog of A6\han 
to human A 9 (see Fig. 1C). At the sam e time, B6and H9could 
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Figure 1. A scheme for the origin of duplicated regions on 
human chromosomes 6, 19, 1, and 9 is given in A. Three 
duplication events are given by D1, D2, and D3. The ancestral 
chromosome duplicated to give two chromosomes, both of 
which then duplicated to give the four present day chromo­
somes. B illustrates the fact that if related gene clusters have 
arisen in the vertebrate lineage, then the divergence times of 
such regions in vertebrates should be after the origin of the 
vertebrates. The split of the vertebrates and invertebrates is 
represented by #, and block duplications are given by *. C 
shows that if gene duplications occurred before the origin of 
the vertebrates, then invertebrate genes could cluster with 
vertebrate genes. D demonstrates how gene loss can lead to 
misleading estimates of divergence time. If the two remaining 
copies of gene A in the vertebrates are Aa9 and A{36, then their 
time of divergence will be prior to the time of the vertebrate- 
invertebrate split, despite block duplications involving A occur­
ring in the vertebrate lineage. An ancient tandem duplication is 
given by &, and X portrays gene loss.
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What patterns of molecular phylogeny did Hughes find for 
the gene families in the homologous clusters? For three to 
five of the genes, early vertebrate duplication (prior to the 
divergence of jawed and jawless vertebrates) is found, as 
expected of block duplication and/or early vertebrate poly- 
ploidization. But the remaining four showed wide ranging 
patterns, with divergences all before the origin of the verte­
brates, some going back to the common ancestor of animals 
and fungi and one even going back as far as the eukaryote- 
eubacterial common ancestor.
This, Hughes argues, “decisively rejects” the hypothesis 
of block duplication. However the null hypothesis that he 
rejects supposes that no gene loss follows a block duplica­
tion. Imagine instead that gene A in the ancestral vertebrate 
genome existed in two tandem copies, rather than one. 
These we can call Aa and Ap (see Fig. 1D). The tandem 
duplication event might have occurred any time prior to the 
vertebrate expansion: at the origin of eukaryotes, at the 
origins of animals, whenever. We consider a tandem duplica­
tion event because the two duplicates would remain closely 
linked. Now imagine that after the block duplication Aa is lost 
from the pre-chromosome 6, but that on the pre-chromosome 
9 Ap is lost. Under the methodology employed by Hughes 
such a pattern of events will lead to rejection of the hypothesis 
of early vertebrate block duplication. This is because when 
we do a  phylogeny of the A genes, the one left on chromo­
some 6 (/4(3) has a most recent common ancestor with that on 
chromosome 9 (Aa) sometime well before the vertebrates, at the 
time of the duplication of the original A gene into Aa and Ap.
Such pre-vertebrate tandem duplication events followed 
by reciprocal loss (Aa on one and Ap on the other) yield a 
model consistent with vertebrate block duplication (see Fig. 
2Aand B).*7-®) The block duplication model also requires that 
the clusters on 1 and 9 have a recent common ancestry and 
that the loss events occurred before this duplication. The 
phylogenetic evidence is consistent with this (note similar 
patterns of gene loss on chromosomes 1 and 9 in Fig. 2B).
A similar argument invoking gene loss has been used to 
account for the inconsistent phylogenetic data of related 
clusters of insulin group genes and aromatic amino acid 
hydroxylase genes.*9) Duplication dates of some of these 
genes prior to the origin of the vertebrates would seem, at 
first, to invalidate the hypothesis of block duplication at the 
base of the vertebrates. When gene loss and gene conver­
sion are taken into account, however, the results are consis­
tent with block duplication.
D iscrim in atin g  b e tw e e n  a lte r n a tiv e  m o d e ls  
in th e  s p e c if ic  c a s e
From the analysis above it appears that a  model of block 
duplication that incorporates gene loss cannot be rejected, 
even if a  model without gene loss can be rejected. Which 
model is the most consistent with existing data? Hughes
rightly complains that advocates of block duplication often 
come up with rather elaborate post-hoc hypotheses to argue 
their way out of tight corners. It is certainly awkward to have to 
propose the existence of presently unidentified duplications. 
But then how parsimonious is it to suppose that three to five of 
the clustered genes duplicated at the sam e time, but that 
there was no block duplication?
The assumption of no gene loss following gene duplication 
seem s unreasonably prohibitive. The generation of identical 
duplicate genes implies that the loss of one of the two copies 
is unlikely to have deleterious effects. From the distributions 
of the number of genes in human gene families Nadeau and 
Sankoff have estimated that the rate of gene loss is about the 
sam e as the rate of functional retention and divergence.*10) In 
other words about 50% of duplicates are driven to non­
functionality by mutation. There are two possible routes for 
functional duplicates to be retained. New functions may 
evolve, especially if many genes are multifunctional.*11) Alter­
natively, the duplicates may be retained as a  buffer against 
developmental error.*12-13) However, these routes are unlikely 
to be available to all genes, which means that a  certain 
proportion of duplicates will be lost. Further evidence of gene 
loss comes from Hox cluster genes: different paralogs have 
been lost in the different clusters, and furthermore patterns of 
gene loss differ between lineages (e.g., man and puffer- 
fish*14)). In light of the scheme we presented above to suggest 
how gene loss can lead to the misallocation of paralogy (Fig. 
1D), the fact that gene loss does occur highlights the need for 
caution in assigning paralogy without adequate phylogenetic 
evidence. By adequate phylogenetic evidence we mean that 
one should include groups of organisms that enable the 
reliability of paralogy assignments to be tested (such as early 
chordates, see below).
In favour of the block duplication hypothesis, the timings of 
the gene duplication and gene loss events proposed in Figure 
2B seem reasonable. If ancient tandem duplications have 
been maintained for many millions of years, we expect many 
of the tandem duplicates to have evolved different functions. 
Only when further duplications occur can gene loss be 
expected. The reciprocal nature of gene loss, whereby one a  
copy and one p copy is lost, also seem s reasonable given the 
different functions of the a  and p copies.
Additionally, if the criterion in model discrimination is 
parsimony, it should be noted that Hughes’ alternative model 
seem s even more ornately baroque than the block duplication 
model, and gene loss. One must suppose that five of the 
genes (say A, B, C, D, and E) underwent duplication at the 
same time (in a  block or separately) but that the others (F, G, 
H, and t) had duplicated earlier. If the first five were block 
duplicated then one must suggest that one copy of Fgoes to 
each of the four homologous clusters. If there was no block 
duplication one must suggest that all nine gene families
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Figure 2. A model for the origin of the homologous clusters seen in humans at 1 p13, q21-25, 9q33-34, 6p21.3, and 19p13.3, involving 
chromosomal duplications (A), tandem gene duplications (A), and gene loss (B). Early tandem duplications which occur prior to the 
vertebrates can be estimated from the topology of the gene trees. An initial duplication of the ancestral cluster in the vertebrate ancestor 
would generate the precursors for homologous clusters 6/19 and 1/9, and a second round of duplications at a later point generated the 
homologous clusters at 1, 9, 6, and 19 (see A). After each chromosomal duplication, extensive gene loss creates the pattern observed 
today (see B). Crosses indicate that either the gene has been lost or not yet found (in particular, many genes may be undiscovered within 
homologous cluster 19). The gene family abbreviations are given in the text.
independently came together with at least one member of 
each gene family in each homologous cluster.
There is one issue on which block duplication and adap­
tive models of homologous cluster formation are agreed: a 
cluster of genes must have formed at some point. The 
question then becomes whether the cluster came together
once (block duplication hypothesis) or several times (adap­
tive hypothesis). Hybrid models, in which the block duplica­
tion and adaptive hypotheses are combined, are also pos­
sible. The original cluster might have come together for 
adaptive reasons, and then block duplications might have 
created the homologous clusters. Alternatively, block duplica­
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tions might have created many homologous clusters, of which 
only those favoured by selection now remain (L. Lundin, 
personal communication).
Why might the original cluster have formed, or why might 
homologous clusters be maintained? It might be selectively 
advantageous for genes whose products interact to be linked, 
perhaps in order to enable better regulation. Such an interac­
tion of genes within an homologous cluster appears to apply 
to the present case. The Proteasome Component (3 gene 
family contains the two genes LMP2and LMP7. These combine 
to make the LMP+ proteasome that breakdown proteins into 
peptides that are presented by MHC class I molecules. The 
peptides are transported across the endoplasmic reticulum (ER) 
membrane by a dimeric transporter Tap. The 7apgene belongs to 
the ATP-binding Cassette Transporter gene family. Of course it 
may be that this relationship between members of the 
homologous clusters may be just a  coincidence.
However, the combination of functional interaction and 
physical linkage is by no means unique (for a review see 
Reference 15). For example, in Caenorhabditi&16) two different 
enzymes are needed for trimerizing collagen and these are 
encoded within one operon. The best data for selection on linkage 
come from meiotic drive genes(17) and supergene complexes.(18) 
The problem with such examples is that we are aware of no 
work that reliably predicts the regularity of such coincidences.
As for the evolutionary history of the homologous clusters 
studied by Hughes, we seem  to be left with two models, one 
of block duplication and one of selection, both of which are 
really quite complicated. How can we discriminate between 
the two alternatives? One potentially informative piece of 
evidence concerns the form of the ancestral vertebrate 
clusters. Under the block duplication and gene loss model 
tandem duplications prior to the origin of the vertebrates are 
required for four gene families (Fig. 2A and B). Tandem 
duplications lead to close linkage of duplicates, which makes 
the misallocation of paralogy more likely (Fig. 1D). But the 
alternative model of ancient duplications followed by gene 
shuffling makes no specific prediction of tandem duplicates 
within the gene clusters.
Hence, if one examines the ancestral cluster in an early 
diverging chordate such as amphioxus or a  tunicate and finds 
tandem duplications within the cluster, then that is good 
evidence in favour of the block duplication and gene loss 
model. Furthermore if one assum es that gene conversion has 
not taken place, then the time of common ancestry of such 
tandem duplicates and, say, human genes should be the time 
of the divergence of the early chordates. On the other hand, 
the absence of tandem duplicates in early chordates might be 
due to gene loss, and does not necessarily favour the 
adaptive hypothesis. Tandems duplicates may well have 
been maintained for many millions of years (from the ancient 
duplication event until the divergence of the early chordates), 
and then lost in early diverging chordates due to changing
selective pressures, if the biotic environment was rapidly 
evolving at the time of the vertebrate radiation.
General explanations for the  evolution 
of homologous clusters
In the specific case described earlier, our basis for discriminat­
ing between the alternative models of homologous cluster 
evolution was how well the models fitted the predicted 
molecular phylogenies. The problem with this general method 
lies in the assumption that our predicted molecular phylog­
enies are correct. We have already shown how the correct 
identification of paralogs is complicated if gene duplication is 
followed by random gene loss. In addition, tree reconstruction 
is sensitive to differences in evolutionary rates. Long branch 
attraction, whereby the longest branches are inferred as 
outgroups irrespective of the true phylogeny, can be the result 
of variation in evolutionary ra te s/19) Furthermore, the detec­
tion of fast evolving sequences is hampered by mutational 
saturation/20) Differences in rates of evolution between genes 
within a homologous cluster could be the result of differences 
in mutation or selection. Given that one of the ways in which 
newly formed duplicates survive is through the acquisition of 
new roles, directional selection is likely to have affected many 
of the genes in the homologous clusters. Even homeobox 
genes, commonly thought to be highly conserved and subject 
to only purifying selection, have been affected by positive 
selection/21)
Putting aside problems of tree reconstruction, is there any 
way we can decide between the different hypotheses for the 
general phenomenon of homologous clusters? Until we 
attempt to address general explanations for the evolution of 
homologous clusters our understanding is restricted to the 
level of anecdote. In principle, it might be possible to evaluate 
the likelihoods of evolutionary histories such as that pre­
sented in Figure 2B, if one had sufficient information on 
mutational biases. It should be possible to determine the 
relative frequencies of gene loss, different sorts of transloca­
tions, and different sorts of duplications. For example, com­
parative mapping data have been used to estimate distribu­
tions of rearrangement breakpoints/22) From such mutational 
data, it should be possible to predict the null (coincidence) 
expectation for the frequency of homologous clusters. Only if 
the null expectation is significantly less than the observed 
frequency need we consider any further explanations.
However, the mutational processes involved in the evolu­
tion of homologous clusters are unlikely to occur evenly 
across entire genomes, and will almost certainly be subject to 
local effects, which will complicate matters. As an illustration 
of the problems inherent in determining mutational biases, 
consider gene loss. Developmental genes are thought to be 
unusual in that relatively simple mutations, either in the gene 
itself or in cis-regulatory elements, can provide new functions 
for otherwise redundant duplicated genes. Many developmen­
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tal proteins have a modular structure, which allows temporal 
or spatial expression patterns to be altered by relatively small 
mutational changes, while the evolutionarily conserved core 
functions are retained.*23* In contrast, metabolic genes have 
very limited possibilities of gaining a new function prior to loss 
by mutational drift due to their rigid functional requirements. 
Thus the relative likelihood of gene loss following duplication 
will depend on the class of the duplicated gene, as well as 
other factors such as the extent to which there is the potential 
and the need for further adaptation of the gene in question.
Could the use of gene order data help us to understand the 
evolution of homologous clusters? If gene order is conserved 
between homologous clusters then the probability that the 
homologous clusters arose by chance becomes even more 
remote. Such an approach has been used by Pebusque et 
al.*24* to infer a  quadruplicated region on human chromo­
somes 4, 5, 8, and 10. They started from a region on 
chromosome 8 for which they possessed detailed mapping 
information, then searched for paralogs, and finally deduced 
duplication events from mapping and phylogenetic data. 
Such a  study suggests that duplicated regions may be 
common in mammalian genomes, and support reports of 
extensive regional duplications (see Reference 25), although 
the criteria commonly used to infer paralogy are perhaps too 
broad.*26*
T he a d a p tiv e  h y p o th e s is  v s . th e  b lo ck  d u p lica tion  
h y p o th e s e s
Can gene order help to decide between the adaptive and 
block duplication hypotheses? It appears not, since the two 
hypotheses cannot be readily discriminated on the basis of 
linkage patterns of related clusters. Local gene shuffling by 
inversions can upset the initially conserved gene order of 
block duplicated clusters (as in yeast*27*), and it is not clear 
whether adaptive gene clustering is likely to imply adaptive 
gene ordering. In the case of the homologous clusters 
described above, gene order appears to be weakly con­
served between the clusters on human chromosomes 6 
and 9.*6*
The preponderance of homologous clusters may well 
affect the likelihood of the alternative hypotheses. The exis­
tence in yeast of 55 duplicated regions extending across half 
the genome*27* strongly suggests that a block duplication 
event is responsible. Two problems suggest that the adaptive 
hypothesis is unlikely to explain so many duplicated regions. 
First, it may be reasonable to suppose that selection might 
favour physical linkage of some genes, but is such selection 
likely for a  high proportion of all genes? Second, has enough 
time elapsed for sufficient mutational events to have caused a 
thorough reshuffling of the entire genome?
Further suggestive evidence might be obtained from 
consideration of the intronic content of genes within related 
clusters. If the multiple copies of a gene have arisen by block
duplication, then one would expect similar intronic contents. 
However, if multiple copies have been spread around the 
genome by retrotransposition, as is consistent with the 
adaptive hypothesis, then one copy might contain introns 
whereas the other copies are intronless. Therefore, a  prepon­
derance of intronless genes would provide suggestive evi­
dence in favour of the adaptive hypothesis, unless it could be 
demonstrated that the original, later to be duplicated, cluster 
contained intronless genes, in which case all copies should 
be intronless. This proposed test is unlikely to be conclusive 
because retrotransposition is not the only mode of gene 
movement, and because subsequent intron evolution may 
well have obscured any intron patterns, which might have 
been generated during homologous cluster evolution.
P o ly p lo id isa tio n  or lo c a l b lo ck  d u p lica tio n s?
If the block duplication hypothesis for the evolution of homolo­
gous clusters is favoured over the adaptive hypothesis there 
remains the question of whether the block duplications were 
small and independent, or whether they involved the entire 
genome. One approach would be to consider the estimated 
time of duplication for a number of homologous clusters. The 
timing of a  duplication could be estimated from the shape of 
the tree, by comparing the duplication event with the appear­
ance of various groups. This method is dependent on the 
accuracy of tree reconstruction.
In the case of yeast, Wolfe and Shields*27* provided two 
reasons to believe that a polyploidisation event, rather than 
many independent and small block duplications, was respon­
sible for the large number of duplicated regions. First, the 
orientation of both homologous clusters with respect to the 
centromere was the sam e in a  significantly high proportion of 
cases. This suggests that the duplications were not indepen­
dent. Second, no triplicated regions were found, which 
argues against a  series of duplications spread over time.
C o n c lu sio n s
Until we have the complete genomes of a  number of verte­
brates, and in particular those of the early chordates, it will be 
difficult to evaluate general hypotheses for the evolution of 
homologous clusters. When we possess such information, 
we shall be able to address a  number of questions. How 
common are homologous clusters within different genomes? 
Are there more homologous clusters than we would have 
expected by chance? What sort of genes does one find within 
the homologous clusters? Is gene order, and also orientation 
with respect to the centromere, conserved between homolo­
gous clusters? And finally, did these homologous clusters all 
arise at the same time, at some ancestral vertebrate polyploidi­
sation event?
In the meantime (until about 2005 for the human ge­
nome*28*), we are restricted to the level of anecdote, and we 
should not infer from a few case studies assumptions about
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the entire genom e. O ne way in which c a s e  stud ies may prove 
profitable is in exam ining the hypothesis that hom ologous 
clusters m ay be adaptive. A fuller understanding of the 
regulation of g e n e s  within clusters might show  how regulation 
is dependen t on physical proximity, or perhaps even  the 
relative position and  orientations of a  num ber of g en es. The 
regulation of transgen ic  rearranged  hom ologous clusters 
would then  be different from the wild type, and a  transgenic 
phenotype would provide concre te  evidence that selection 
not only c a re s  about the  seq u en ce  of a  g ene  but also  its 
context with respec t to o ther genes.
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chromosomes is inactivated in female soma, thus in the individual cells of both male and 
female mammals only one X chromosome is expressed. However, not all X-linked genes are 
inactivated (Lahn and Page 1997), and these genes often have functional Y homologs (Ellis 1998).
Genomic imprinting
Genomic imprinting arises as a combination of epigenetic inheritance and parent-of-origin 
effects, and is manifested by the expression of a particular gene in a particular cell limited to the 
allele derived from a particular parent (Efstratiadis 1994). Imprinting has been well documented in 
mammals but has also been demonstrated in a variety of other eukaryotes: maize, zebra fish, 
dipterans and Drosophila melanogaster (Lloyd et al. 1999). In many of these organisms gene 
silencing is associated with heterochromatisation but not necessarily methylation status (Lloyd et 
al. 1999). It is unclear whether the known examples of genomic imprinting represent one ancient 
and conserved process or a number of similar independently evolved mechanisms (Lloyd et al. 
1999), although the diversity of mechanisms appears to suggest the latter (Brannan and Bartolomei 
1999).
Usually genes are unidirectionally imprinted, but GNAS1 is bidirectionally imprinted in 
that it encodes maternally, paternally and biallelically expressed products (Hayward 1998). The 
evolution of imprinting presents a paradox from the point of view of ploidy level evolution. 
Imprinting is a hybrid between haploidy and diploidy, but appears to incur the costs of both ploidy 
levels without enjoying the benefits of either: “in some ways imprinting is the worst of both ploidy 
worlds” (Spencer and Williams 1997). How can we explain this contradiction of Panglossian 
thinking?
We need to explain numerous phenomena associated with genomic imprinting (for a 
review see Hurst 1997), and we can use either evolutionary or mechanistic arguments. It is 
important to note that evolutionary and mechanistic theories of imprinting are not in competition. 
However, some mechanistic features might give us clues about the evolutionary origins of 
imprinting. For instance, the epigenetic inheritance of imprinting is thought to be controlled by 
methylation patterns which induce changes in histone acetylation patterns, chromatin structure, and 
transcriptional activity (Bestor 1998; Constancia et al. 1998; Jones 1999; Kass etal. 1997; Wutz et 
al. 1997). Furthermore, imprinted genes are often found to contain repeated units (Neumann et al. 
1995; Shibata et al. 1998). When put together with the phenomenon of cosuppression of repeated 
elements (Garrick et al. 1998; Jensen et al. 1999; Kricker et al. 1992), these findings offer a 
mechanistic explanation for the origins of imprinting (Barlow 1993).
There exist a number of evolutionary explanations for imprinting, which can be divided 
into three general classes (see Hurst 1997). The first class of explanation is that imprinting is 
maintained as a side product of alternative processes (as suggested above for the origins of
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imprinting). Secondly, imprinting may be adaptive for the organism. Imprinting may 
provide a defence mechanism against parthenogenesis, ovarian trophoblast disease, invasive 
placentas, chromosome loss or gain, or dominant deleterious somatic mutations; alternatively 
imprinting may improve gene regulation by minimising expression variance, controlling cellular 
differentiation, or allowing temporal control.
The third theory is the conflict theory of imprinting (Moore and Haig 1991), which is an 
extension of the classical theory of parent-offspring conflict (Trivers 1974). As originally 
conceived (Moore and Haig 1991), imprinting derives from multiple paternity. All offspring 
within a brood are equally related via maternal inheritance, but may be unrelated via paternal 
inheritance. Hence maternally derived genes will favour a more equitable allocation of resources 
than paternally derived genes. Genomic imprinting allows parent-of-origin specific effects, with 
paternally expressed genes enhancing growth and maternally expressed genes suppressing growth.
Haig (1997) has broadened the scope of the conflict theory to suggest that all interactions 
among relatives can potentially lead to imprinting. Under Haig’s ESS formulation genomic 
imprinting is favoured for genes with parentally antagonistic effects which are “associated with an 
inclusive fitness benefit when derived from one parent but an inclusive fitness cost when derived 
from the other” (Haig 1997). Burt and Trivers (1998) have pointed out that conflicts also exist 
between the different genetic components of imprinting as well as between individuals.
Although there exist differences between the various explicit models of imprinting (Hurst 
and McVean 1998; Spencer et al. 1999), some versions of the conflict theory provide testable 
predictions. The conflict theory correctly predicts that imprinted genes should affect growth, but 
this is not a discriminating prediction. More explicitly, the conflict theory suggests that maternal 
imprints should suppress growth while paternal imprints should enhance growth, a prediction 
which holds in the case of Igf2 and Igf2r (Haig and Graham 1991). However, neither the mouse 
knockout data (Hurst and McVean 1998) nor the uniparental disomy data (Hurst and McVean 
1997) provide conclusive support for the ability of the conflict hypothesis to predict the covariance 
of the direction and effect of an imprinted gene. However, Haig (1997) has claimed that the 
knockout data do not necessarily contradict the conflict hypothesis, and post hoc arguments might 
explain the uniparental disomy data (Hurst and McVean 1998). It is not clear whether the conflict 
hypothesis predicts that all genes affecting growth should be imprinted: for example, should Igfl be 
imprinted? Haig (1997) has suggested that imprinting is not expected if genes are insufficiently 
parentally antagonistic, perhaps if gene dosage sensitivity is low. An alternative explanation 
proposes that some genes may not be imprinted because of the effects of deleterious mutations 
(Mochizuki et al. 1996).
The prediction of the conflict hypothesis that imprinting should not persist into adulthood 
is broadly supported, although exceptions to the rule are accumulating (Hurst and McVean 1998). 
Although not all models of genomic imprinting suggest that multiple paternity is strictly necessary
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for imprinting to evolve, it is agreed that imprinting is favoured by multiple paternity 
(Hurst and McVean 1998). The finding that some monogamous rodents display imprinting is thus 
not predicted by the conflict theory, although monogamy may have evolved only recently (Hurst 
1998; Vrana et al. 1998).
Conflict is thought to lead to antagonistic coevolution, also known as arms races, which 
should cause rapid evolution at interacting sites (McVean and Hurst 1997b). The prediction of 
conflict leading to high rates of evolution appears to hold for host-parasite and maternal-foetal 
interactions, but imprinted genes do not appear to be rapidly evolving (McVean and Hurst 1997b). 
The prediction that interacting regions should be particularly rapidly evolving was tested by 
examining the molecular evolution of Igf2 and Igf2r in mammals. The two genes are imprinted in 
the directions predicted by the conflict theory. The protein Igf2 is a paternally expressed growth 
factor, and the protein Igf2r is a maternally expressed multifunctional receptor protein which binds 
Igf2 and transports it to the lysosomes to be destroyed. If ongoing conflict is occurring within the 
regions of interaction between Igf2 and Igf2r, then the presence of positive selection should be 
indicated by elevated rates of molecular evolution within such regions. In a sliding window 
comparison between mouse and rat, Igf2r is evolving slowly at the site of interaction with Igf2 
(McVean and Hurst 1997b). Furthermore in comparisons of nine mammalian Igf2 sequences no 
nonsynonymous substitutions were found to affect the site of binding to Igf2r (McVean and Hurst 
1997b).
It was not clear from this initial study of Igf2r whether the observed result of a low rate of 
molecular evolution at the Igf2 binding site was simply due to chance. To test whether the patterns 
across the gene were due to stochastic processes I compared the intragenic Igf2r sliding window 
plots of the mouse versus rat comparison against the human versus cow comparison (see Research 
Paper 4 for details). For both comparisons the Igf2 binding site was slowly evolving, and 
furthermore the evolutionary rate plots of the two independent pairwise species comparisons were 
found to be significantly similar, from which it could be inferred that deterministic rather than 
stochastic processes were influencing rates of evolution. These results can be taken as evidence 
against the conflict theory prediction of antagonistic coevolution (as in Burt and Trivers 1998), 
although it has been suggested that imprinting may lead to a stable ESS (Haig 1997).
Although I found no evidence for antagonistic coevolution at the Igf2 binding site, there 
were a couple of regions within the gene which were evolving rapidly. The use of PAM matrices 
to classify the amino acid changes indicated that chemically different amino acids were being 
substituted within one of these regions, the signal sequence which is involved in determining the 
intracellular location of the protein. The signal sequence of Igf2r was also shown to be evolving 
faster than a small sample of signal sequences from other genes. This evidence is consistent with 
positive selection acting on the Igf2r signal sequence, which suggested that antagonistic conflict 
might be occurring, but at the signal sequence rather than the Igf2 binding site. Perhaps by 
changing its signal sequence the cellular location of Igf2r is altered so as to better sequester Igf2.
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The unusual signal sequence evolution of Igf2r has provided the first evidence of 
unusual molecular evolution in imprinted genes.
Another issue that is pertinent to the evolution of imprinting is the question of whether 
imprinted genes are functional. If the imprinted gene is non-functional, then one would not expect 
the potentially costly process of imprinting to be maintained, and one would also expect the gene to 
undergo mutational decay. In mammals H19 is genomically imprinted and appears to be a RNA- 
coding gene (Bartolomei 1997), although whether the spliced transcript has a function is uncertain.
I have shown that the spliced transcript of H19 has been maintained by stabilising selection. When 
the mouse and rat sequences are compared the introns of H I9 have evolved at 2.5 times the rate of 
the exons, which indicates strong stabilising selection on the exons since this ratio is significantly 
higher than the ratios of a reference set of 41 mouse-rat orthologous protein-coding genes. The 
difference between intronic and exonic rates does not appear to be due to within gene variation in 
the mutation rate since all four introns evolve faster than the surrounding exons (see Research 
Paper 5 for further details).
The tendency of imprinted genes to cluster (Reik and Maher 1997) is clearly pertinent to 
my thesis of genomic anatomy. A number of explanations have been proposed for this linkage 
effect. Burt and Trivers (1998) suggest that clustering may come about as a response to conflict 
between different genes affecting the imprinting process. Alternatively, Haig (1997) has suggested 
a mutational constraint, and Mochizuki et a l (1996) have proposed that clusters of imprinted genes 
are favoured because the imprinting process is costly.
X-linked imprinting
The two monoallelic expression mechanisms of X linkage and genomic imprinting come 
together in the phenomenon of X-linked imprinting. Although the conflict hypothesis remains the 
most attractive hypothesis for autosomal genomic imprinting (Hurst and McVean 1998), it appears 
that cooperation rather than conflict may underpin X-linked imprinting (Pagel 1999). Under the 
cooperation hypothesis, mothers and fathers agree about the inheritance of sex specific traits which 
favour their offspring, and one way of solving the problems of sex chromosome dosage 
compensation and sex limited traits is through X-linked imprinting (Iwasa 1998). The transmission 
of traits beneficial to females is enabled by the epigenetic inheritance of the paternal X 
chromosome only. The paternal X is always inherited by daughters, and was passed down from a 
mother in the previous generation. The maternal X chromosomes are inherited by both sons and 
daughters, and may have been passed down from either a mother or a father in the previous 
generation. The cooperation theory explains why mice lacking the paternal X chromosome are 
larger than mice lacking the maternal X chromosome (Thornhill and Burgoyne 1993), a result 
contrary to the predictions of the conflict hypothesis (Hurst 1997).
The evolutionary consequences of hemizygous expression
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Imprinted genes are monoallelically expressed but biallelically transmitted. Similarly, X- 
linked genes are monoallelically expressed in males but biallelically transmitted through females.
So both X-linked and imprinted genes combine haploidy and diploidy. What are the consequences 
of hemizygous expression?
X-linked genes undergo haploid selection in males and diploid selection in females 
(assuming random X chromosome inactivation in females). Thus the mutation load of X-linked 
genes is the same as that of all genes in haplodiploids, that is L ~ 3p/2 (Hedrick and Parker 1997). 
When in heterozygotes, imprinted genes are hemizygously selected as the wildtype allele half the 
time and as the mutant allele the other half of the time. This means that imprinted genes are subject 
to the same selection as biallelically expressed genes in a diploid with no dominance (h= 1/2). 
Indeed, the phenomenon of imprinting has been considered from the view of dominance 
modification (Spencer et al. 1999). Since the result of L ~ 2p in diploids is highly insensitive to the 
level of dominance (Crow and Kimura 1970), the mutational load of imprinted genes in diploids is 
the same as that of biallelically expressed genes in diploids.
Charlesworth et al. (1987) have analysed how substitution rates might differ between X- 
linked and autosomal genes. When sex ratios are unbiased then the X chromosome has a higher 
substitution rate of both recessive advantageous and dominant deleterious mutations. When the 
operational sex ratio is female biased then the higher substitution rate remains for recessive 
advantageous mutations remains but disappears for dominant deleterious mutations (McVean 
1997). As for imprinted genes, their rate of substitution relative to biallelically expressed 
autosomal genes would appear to depend on the dominance of the mutations in autosomal genes. If 
h>M2 then advantageous genes substitute faster and deleterious genes slower on the autosomes, 
and if h<M2 then deleterious genes substitute faster and advantageous genes slower on the 
autosomes.
The evolution of mutation rates
What factors explain the evolution of mutation rates? The argument from constraints notes 
that mutation rates are very low and perhaps cannot be further reduced (Sturtevant 1937). But the 
fact that different species possess widely different mutation rates (Drake 1991) argues against the 
suggestion that mutation rates are as low as they can possibly be (Dawson 1998). More 
conclusively, Nothel (1987) has demonstrated the evolutionary adjustment of mutation rates in 
Drosophila.
Two hypotheses involving trade-offs are thought to account for adaptive mutation rates 
(Dawson 1998; Sniegowski 1997). The “minimal” (sensu Maynard Smith 1978) mutation rate
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argument supposes that reducing the mutation rate imposes costs just as having a high 
mutation rate imposes costs from deleterious mutations. Alternatively, the “optimal” (sensu 
Maynard Smith 1978) mutation rate comes from considerations of long term adaptation, a balance 
between the deleterious mutation load and the ability to adapt by advantageous mutations (Kimura 
1967; Leigh 1970; Leigh 1973).
In an asexual population the “optimal” mutation rate is greater than zero because the 
lineage containing the modifier of zero mutation rate is doomed to extinction (as originally argued 
by Fisher 1930). The production of enough advantageous mutations to compensate for the majority 
of mutations being deleterious is what allows “mutator strains” of bacteria to spread (Chao and 
Cox 1983; Sniegowski et al. 1997). In a sexual population the “optimal” mutation rate is zero 
because the modifier can recombine into organisms with advantageous mutations. The effect of a 
“minimal” mutation rate explains why a zero mutation rate would not be adaptive in sexual 
organisms (Leigh 1970).
McVean and Hurst (1997a) have extended Leigh’s (1970) model to account for unlinked 
modifiers of both X-linked and autosomal mutation rates in a diploid sexual population (for details 
see McVean 1997). Under a simple analytical model invoking only deleterious mutations, and 
ignoring sex biases in the mutation rate, the relative advantage of an X-linked modifier versus an 
autosomal modifier can be calculated in terms of the mutation rate, the strength of selection against 
mutations, and the dominance. This analytical model suggests that modifiers of the X-linked 
mutation rate are more strongly favoured than autosomal mutation rate modifiers when dominance 
is low {h< 1/2), a qualitative conclusion which is reinforced by more realistic simulation models 
(McVean 1997).
It appears that this result can be extended to the case of imprinted genes simply by 
inspection of the appropriate equations ( see Page 136 in McVean 1997; see Box 1 in McVean and 
Hurst 1997a). As argued above, the evolution of imprinted genes is the same as that of biallelically 
expressed genes with no dominance (/*= 1/2). Since the advantage to an autosomal modifier is 
proportional to the level of dominance, then as long as h<M2 for biallelically expressed autosomal 
genes then the modifier of imprinted mutation rate is more favoured.
The above analysis is complicated by sex biases in the mutation rate and biases in the sex 
ratio. McVean and Hurst (1997a) showed that, as long as the male to female mutation rate bias was 
no greater than about 5, then the modifiers of mutation rate should still be more favoured on the X 
chromosome. A male bias in mutation rates effectively reduces the X-linked mutation rate versus 
the autosomal mutation rate since X chromosomes spend 1/3 of their time in males and autosomes 
spend 1/2 of their time in males (assuming an unbiased sex ratio). This means that the relative 
advantage of a reduction in the mutation rate of the X chromosome is reduced.
McVean and Hurst (1997a) tested their prediction that the mutation rate of the X 
chromosome should be lower than the mutation rate of the autosomes by sequence comparison of
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mouse and rat sequences. Their finding of X-linked K$ significantly lower than
autosomal Ks can be taken in favour of the notion that mutation rates are adaptive (McVean and
Hurst 1997a).
I have extended the analysis of Hurst and McVean (1997a) to consider imprinted genes as 
well as X-linked and autosomal genes (see Research Paper 6 for details). The finding that both 
imprinted and X-linked genes have significantly lower Ks than autosomal genes suggests that their 
mutation rates are adaptive.
Moreover, this analysis hints at a possible limit to the efficacy of selection on the mutation 
rate, which is relevant to my thesis since the limitations of selection mean that not all genomic 
anatomy need make sense. The greater the number of genes under modification the greater the 
strength of selection on the modifier. The mutation rate appears to be modified on a chromosomal 
basis, as shown by the X chromosome, and on a regional basis, as shown by the fact that imprinted 
genes tend to cluster. But those imprinted genes which are not found in clusters do not have low 
mutation rates, which suggests that selection on modifiers of the mutation rate reaches its limit at 
the single gene. This limit to selection appears to concur with Wright’s (1934) arguments against 
Fisher’s (1928) theory of dominance modification. A modifier of the mutation rate of a single gene 
can only evolve at a rate of the order of the mutation rate of a single gene. Furthermore a costless 
modifier may not be possible, and the modifier might suffer mutation pressures itself.
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ABSTRACT
The repeatability of patterns of variation in IQ/K and K  is expected if such patterns are the result of 
deterministic forces. We have contrasted the molecular evolution of the mammalian insulin-like growth 
factor type II receptor (Igf2r) in the mouse-rat comparison with that in the human-cow comparison. In 
so doing, we investigate explanations for both the evolution of genomic imprinting and for K  variation 
(and hence putatively for mutation rate evolution). Previous analysis of Igf2r, in the mouse-rat comparison, 
found K /K  patterns that were suggested to be contrary to those expected under the conflict theory of 
imprinting. We find that K JK  variation is repeatable and hence confirm these patterns. However, we 
also find that the molecular evolution of Igf2r signal sequences suggests that positive selection, and hence 
conflict, may be affecting this region. The variation in K  across Igf2r is also repeatable. To the best of 
our knowledge this is the first demonstration of such repeatability. We consider three explanations for 
the variation in K  across the gene: (1) that it is the result o f mutational biases, (2) that it is the result of 
selection on the mutation rate, and (3) that it is the product of selection on codon usage. Explanations 
2 and 3 predict a Ka-K  correlation, which is not found. Explanation 3 also predicts a negative correlation 
between codon bias and IQ, which is also not found. However, in support of explanation 1 we do find 
that in rodents the rate of silent C => T mutations at CpG sites does covary with Ks, suggesting that 
methylation-induced mutational patterns can explain some of the variation in Ks. We find evidence to 
suggest that this CpG effect is due to both variation in CpG density, and to variation in the frequency 
with which CpGs mutate. Interestingly, however, a GC4 analysis shows no covariance with K, suggesting 
that to eliminate methyl-associated effects CpG rates themselves must be analyzed. These results suggest 
that, in contrast to previous studies of intragenic variation, K  patterns are not simply caused by the same 
forces responsible for IQ/K correlations.
IN m am m als there exists m uch variation in synony­m ous substitution rates (Ks) and the ratio o f  nonsyn- 
onym ous to  synonym ous substitution rates {KJK s) , both  
within ( A l v a r e z - V a l i n  etal. 1998) and betw een ( W o l f e  
and S h a r p  1993) genes. T here are two alternative expla­
nations for such  variation: that it is simply a con sequ en ce  
o f  ch an ce {e.g., som e genes, or parts o f  them , m ight 
just h appen  to m utate faster than others) or that it 
is d ue to determ inistic effects. Possible determ inistic  
forces in clu d e se lection  and repeatable m utational bi­
ases. Analysis o f  the repeatability o f  patterns o f  m olecu ­
lar evolution  in  in d ep en d en t com parisons is o n e  m eans 
to distinguish  betw een  stochastic and determ inistic ex ­
planations ( M o u c h i r o u d  et al. 1995). H ere we ask 
about the repeatability o f  patterns o f  intragene variation  
in KJ1Q and IQ. T o the best o f  our know ledge this 
is the first exam p le w here repeatability o f  intragene  
variation in b oth  o f  these param eters has b een  exam-
Corresponding author: Nick Smith, Centre for Mathematical Biology, 
School o f Biology and Biochemistry, University o f Bath, Claverton 
Down, Bath BA2 7AY, UK. E-mail: n.smith@ bath.ac.uk
ined. T he g en e  that we exam ine, th e insulin-like growth  
factor type II receptor (Igf2r), is o f  interest as it is on e  
o f a small class o f  m am m alian gen es that are im printed. 
It has also recently b een  im plicated  in the determ ination  
o f  IQ ( C h o r n e y  et al. 1998).
G enom ically im printed  g en es are those for which ex ­
pression is d ep en d en t u p on  th e sex o f  th e parent from  
which they are derived ( E f s t r a t i a d i s  1994). Well- 
described exam ples in clu d e m urine insulin-like growth  
factor II (Igf2), a growth factor expressed from  the  
paternally derived gen o m e in  fetuses, and the m urine 
insulin-like growth factor type II receptor (Igf2r) ex ­
pressed from  the m aternally derived gen om e. In euthe- 
rians and marsupials, but n ot in  birds ( Z h o u  etal. 1995), 
the protein  product o f  this g en e  binds to Igf2 and takes 
it to the lysosom e for d igestion . T h e g en e  is also known  
as th e cation -ind ep en dent m annose-6-phosphate (M6P) 
receptor as it is also known to b ind  M6P ( K o r n f e l d  
1992). T h e latent com p lex  o f  transform ing growth fac­
tor beta (TGFp) also binds to the Igf2r protein  via the 
M6P b ind ing dom ains ( D e n n is  and R if k in  1991). Addi­
tionally the Igf2r protein  has the ability to bind retinoic  
acid (K a n g  et al. 1998). T h e b ind ing activities o f  Igf2
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and M 6P are known to occur at d ifferent sites within  
the Igf2r protein . In rats Igf2r is known to b e im printed  
in the liver ( M i l l s  et al. 1998) and in  hum ans IGF2R 
appears to  be im printed in som e but n ot all individuals 
( O g a w a  et al. 1993; X u  et al. 1993). W e are unaware o f  
data pertin en t to  the im printing status o f  the g en e  in  
cow. H owever, from  our know ledge that th e m ouse, rat, 
and hum an IGF2R gen es are now im printed, we can be 
sure that som e o f  the changes revealed by hum an-cow  
and m ouse-rat com parisons o f  Igf2r will have occurred  
in an im printed  gene.
Aside from  allow ing us to ask w hether patterns o f  K J  
IQ and o f  IQ w ithin gen es are repeatable and h en ce  
determ inistically based, the patterns o f  m olecular evolu­
tion  in this g en e  are o f  interest for two reasons. First, 
the pattern o f  variation in IQ across th e g en e  may shed  
light on  the evolution  o f  m utation  rates or o f  cod on  
usage patterns. Second, the variation in  K J  IQ is p oten ­
tially inform ative as to th e evolution  o f  im printing. O ne  
theory for the evolution  o f  im printing w ould find dis­
crim inating support from  evidence for antagonistic co ­
evolution  betw een  im printed g en es (see M c V e a n  and  
H u r s t  1997b; T r i v e r s  and B u r t  1998; but see also 
H a ig  1997).
Ks variation, m utation rate evolution , and im printed  
genes: W e consider four hypotheses to exp la in  variation  
in IQ across Igf2r.
Hypothesis 1: IQ variation may be caused  by stochastic 
forces, in w hich case IQ will n ot be repeatable. T he  
j rem aining three hypotheses suppose that IQ variation  
| is the result o f  determ inistic forces that w ould cause IQ 
| repeatability.
j Hypothesis 2: If silent sites are con sid ered  neutral then  
( IQ is an unbiased estimator o f  the m utation rate (K im u ra  
i 1983), and so IQ variation may be th e result o f  determ in- 
; istic m utational processes, with m utational biases d ep en ­
d en t o n  perhaps seq u en ce com p osition  or regional ef­
fects. T he two final hypotheses, (3) and (4), b oth  suggest 
that IQ variation is m olded  by selection , but differ with 
respect to the character that se lection  is acting upon.
Hypothesis 3: D ecreasing m utation  rates is expensive  
both  in  tim e and  energy, while the ben efits o f  a lower 
m utation rate d ep en d  o n  the functional im portance  
and m utational sensitivity o f  the reg ion  con cern ed . Such  
reasoning has b een  used  to exp la in  the constant per 
- g en o m e m utation  rate across m any unicellu lar organ- 
; isms ( D r a k e  1 9 9 1 ) .  If this trade-off theory o f  m utation  
| rate evolution  is correct, and if se lection  is strong  
I en ou gh , o n e  m ight im agine that se lection  would favor 
I im printed gen es to have low m utation  rates. This predic- 
; tion  derives from  im printed gen es having haploid  ex ­
pression and h en ce  recessive m utations in  im printed  
gen es being unm asked. H en ce  it may be optim al for an  
organism  to invest m ore in to  redu cing  the m utation  
rate o f  im printed gen es below  th e m utation  rate o f  
com parable n on im printed  ones. It should , however, be
n oted  that se lection  o n  the m odifier is likely to be very 
weak.
From the sam e logic, o n e  m ight exp ect that the m ost 
im portant parts o f  an im printed g en e  should  be pro­
vided with especially low m utation rates. Thus if silent 
sites in the m am m alian Igf2r g en e  are neutral, then  the  
variation in IQ (and h en ce  m utation  rate) across the 
gen e may be the result o f  se lection  acting to optim ize  
m utation rates. We term  this exp lanation  o f  IQ variation 
the “selected  m utation rate” hypothesis.
Hypothesis 4: A l v a r e z - V a r in  etal. (1998) have found  
intragenic correlations betw een  synonym ous and non- 
synonym ous substitution rates in m am m alian genes. 
They con clu d e that these correlations m ight well be due  
to com m on  selective constraints, such  as se lection  for 
translational accuracy, betw een synonym ous and non- 
synonym ous sites. This argum ent suggests that IQ in  
m am m als is n ot the m utation rate (as o ften  assu m ed), 
but instead reflects the local strength o f  selection . We 
term  this exp lanation  o f  IQ variation the “com m on  con ­
straints” hypothesis.
Just as for the se lected  m utation rate argum ent, the  
com m on  constraints hypothesis w ould predict that im ­
printed gen es, d ue to their haploid  expression, would  
be under greater selective pressures, and thus should  
have lower IQ values than n onim prin ted  genes. T he  
em pirical data on  this poin t are equivocal. Previous anal­
yses have foun d  Igf2  to have o n e  o f  the lowest IQ values 
in the rodent gen o m e (M c V e a n  and H u r s t  1997b). 
Im printed gen es as a class have a IQ (IQ = 19.87, N  =
7) betw een that o f  autosom es (IQ =  22.9, N =  238) and  
X-linked g en es (IQ = 14.63, N =  33; M c V e a n  and H u r s t  
1997a,b). However, o n  nonparam etric analysis th e im ­
printed g en es are foun d  to be n ot significantly different 
from  autosom al genes. Given sam ple size lim itations, 
however, the issue can n ot be con sid ered  fully resolved.
K^/IQ variation and the evolution  o f  genom ic im ­
printing: N um erous theories have b een  proposed  for 
the evolution  o f  gen om ic im printing (for a review see  
H u r s t  1997). T h e "conflict” hypothesis ( M o o r e  and  
H a ig  1991) proposes that im printing is an intraindivid­
ual m anifestation o f  classic parent-offspring conflict 
( T r iv e r s  1974). A ccording to this m odel, paternally 
derived gen es are under selection  to extract resources 
from  m others whereas m aternally expressed gen es are 
under selection  to op p ose this (for m odels see M o c h i -  
z u k i  et al. 1996; S p e n c e r  et al. 1998). This hypothesis 
m akes predictions about the growth effects o f  paternally 
and m aternally expressed g en es and it is presently un­
clear w hether these predictions are borne out ( H u r s t  
and M c V e a n  1997).
Given that m aternal and paternal gen es have antago­
nistic interests, the conflict theory is unique in  pre­
d icting that an arms race may develop  betw een m ater­
nally and paternally derived g en es for the control o f  
fetal growth dem ands. Such antagonistic coevolution  
may be m ediated  through  changes in  the structure o f
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th e proteins con cern ed . W ere o n e  to find evidence for 
rapid evolution  o f  im printed gen es (i.e., a h igh  K JK S 
ratio) this, it has b een  argued, cou ld  th en  reasonably  
be taken as evidence favoring the conflict hypothesis 
( M c V e a n  and H u r s t  1997b; see also T r i v e r s  and B u r t  
1998). U nfortunately this is n ot a falsifying prediction  
as th e  fin d in g  o f  slow evolution  n eed  n ot be considered  
ev id en ce against the hypothesis ( H a ig  1997; M c V e a n  
and H u r s t  1997b) for a variety o f  reasons.
C om parable m aternal-fetal conflict is a good  candi­
date exp lan ation  for the rapid evolution  o f  num erous  
gen es, such  as the placental lactogens ( W a l l i s  1993), 
prolactin  ( W a l l i s  1981), the h om eob ox  g en e  Pem ( S u t ­
t o n  and W i l k i n s o n  1997), growth h orm ones ( W a l l i s  
1994), the pregnancy-associated glycoproteins ( X ie  etal. 
1997), and num erous others (see M c V e a n  and H u r s t  
1997b). A ntagonistic coevolu tion  is similarly the m ost 
likely exp lanation  for the rapid changes seen  in anti­
gen ic  com p on en ts o f  parasites and antigen  recogn ition  
com p on en ts o f  im m u n e systems (for exam ple see  
H u g h e s  et al. 1994), and may be invoked to explain  
rapid ch an ges in  a g en e  putatively involved in  sexual 
conflict ( T s a u r  and W u 1997).
Perhaps surprisingly then, an analysis o f  the m olecular  
evolution  o f  seven im printed gen es revealed th em  to 
be n o  faster evolving at the protein  level (controlling  
for Ks, and h en ce  possibly for m utation rate, variation) 
than ordinary receptors and significantly slower evolving  
than im m u n e system gen es (M c V e a n  and H u r s t  
1997b). In the sam e study, an analysis o f  m olecular  
evolution  w ithin Igf2r, com pared betw een  m ouse and  
rat, show ed that w here Igf2r binds to Igf2 a low K JK s 
ratio is foun d  [indicating, contrary to initial expecta­
tions (M c V e a n  and H u r s t  1997b), stabilizing rather 
than disruptive se lec tio n ]. This analysis also shows two 
high peaks in  K JK S that were n ot com m en ted  on . O n e  
o f  these was at the signal sequ en ce and o n e  at the posi­
tion at w hich Igf2r binds M6P.
N either o f  these peaks in the pattern o f  protein  evolu­
tion rates are exp ected . Signal sequ en ces direct protein  
transport w ithin the cell, and possess the conserved  
structure o f  a hydrophobic core flanked by a polar basic 
region  and a hydrophilic region  ( K e n d r e w  1994). Since  
artificial signal seq u en ce constructs lacking such  fea­
tures fail to perform  their norm al functions ( I z a r d  et 
al. 1996), o n e  w ould exp ect strong am ino acid conserva­
tion at signal sequ en ces and h en ce low K JK , values. 
Igf2r assists the transport o f  acid hydrolases to the lyso- 
som es by b ind in g  the enzym es at their phosphom an- 
nosyl residues using the M6P b ind ing site ( K o r n f e l d  
1992). Because the phosphom annosyl residues are high- 
affinity ligands there should  be high  seq u en ce specificity  
at the M6P b ind in g  site, and h en ce  strong am ino acid 
conservation and low K JK s values.
H ere we ask w hether the peaks and troughs in  the  
KJKs pattern across the g en e  revealed in the m ouse- 
rat com parison are also observed in  the hum an-cow
com parison or w hether they are statistical artifacts and  
h en ce  not worth further investigation. That the m ouse- 
rat patterns m ight be artifacts is possible since the sliding  
window used  was small and h en ce  the exp ected  error 
in  estim ates o f  K JK S per window is high.
MATERIALS AND METHODS
Extraction and analysis o f  genes: NCBI Entrez (http:// 
www.ncbi.nlm.nih.gov/Entrez/) was used to search for com­
plete coding mammalian Igf2rsequences. Four were obtained: 
human, cow, mouse, and rat (accession numbers J03528, 
J03527, U04710, and U59809, respectively). The orthologies 
of these sequences were confirmed using BLASTN ( A l t s c h u l  
etal. 1990) and the HOVERGEN database (D u r e t  etal. 1994).
Sequence manipulation and alignment was performed us­
ing programs in the Wisconsin package (G e n e t ic s  C o m p u ter  
G ro u p  1994). All four mammalian Igf2r protein-coding DNA 
sequences were aligned using the default DNA alignment pa­
rameters of the program PILEUP. The program GAPFRAME 
was used to move gaps to codon boundaries, and the resultant 
alignment was very similar to the protein alignment obtained 
using the default protein alignment parameters of PILEUP. 
All four gapped sequences were then cut into 24 orthologous 
nonoverlapping sections each of 300 bp, or 74 orthologous 
overlapping sections (300 bp every 100 bp). Synonymous and 
nonsynonymous nucleotide substitution rates (K, and IQ were 
estimated for all mouse-rat and human-cow orthologous pairs 
using the program KESTIM (C o m ero n  1995) with K im ura’s 
(1980) two-parameter model for multiple hits correction. The 
mouse-rat and human-cow species pairs, which share no evolu­
tionary history, were chosen to ensure independence and thus 
a valid test of repeatability.
A nonparametric statistical test of repeatability was used 
to avoid assumptions about possible distributions of rates of 
molecular evolution. For both comparisons each window was 
ranked across the gene. Then the two patterns of ranks across 
the gene were compared using a rank correlation test. Thus 
a statistic was obtained (Prank) to describe the probability of 
the ranking patterns being so similar through chance alone.
Analysis o f  similarity: For all of the nonsynonymous substitu­
tions in the two comparisons, we characterized the extent 
to which these changes were conservative. This provides an 
indication as to whether it is likely that the replacements seen 
might be owing to weak stabilizing selection (in which case 
conservative changes are likely) or due to positive selection 
(in which case nonconservative changes are more likely; cf. 
T u c k e r  and L u n d r ig a n  1995). To characterize changes as 
being conservative or not we employed PAM matrices. Such 
matrices use data on the difference between the expected 
number of replacements of one amino acid with another 
(from knowledge of relative positions in the genetic code), 
and data on the actual rate at which such substitutions occur. 
The difference in the two rates is thought to indicate some 
measure of physicochemical similarity between the two amino 
acids under consideration such that similar amino acids are 
more likely to be interchangeable.
Different PAM matrices are appropriate for genes of differ­
ent levels of divergence. We obtained appropriate matrices from 
the Amino Acid Index Database (http://www.cbi.pku.edu.cn/ 
srs5bin/cgi-bin/wgetz?-fun+Pagelibinfo-(-info-l-AAINDEX/). 
As the mouse-rat protein comparison shows 93% identity, we 
employed the BENS940101 PAM6-8 matrix (B e n n e r  et al. 
1994). The human-cow protein comparison shows 81% iden­
tity, so we used the BENS940102 PAM22-29 matrix (B e n n e r  
et al. 1994). For each segment in the gene each amino acid
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difference was assigned the relevant value from the appro­
priate PAM matrix. The mean value per amino acid change 
per segment could then be calculated. We can then compare 
the regions of interest with the evolution in the rest of the gene.
Signal sequence evolution: To ask whether the signal se­
quence of Igf2r has an unusual mode of evolution we com­
pared its evolution with that of comparable signal sequences 
in other genes. We used NCBI Entrez (http://www.ncbi.nlm. 
nih.gov/Entrez/) and the HOVERGEN database ( D u r e t  et al. 
1994) to find nine other genes for which signal sequence infor­
mation was available for mouse and rat orthologues. Alignments 
were prepared using the Wisconsin package ( G e n e t i c s  C o m ­
p u t e r  G r o u p  1994). DNA alignments were prepared for both 
signal sequences and entire protein-coding sequences using 
the default settings of PILEUP. The program GAPFRAME 
was used to move all gaps to codon boundaries. Nucleotide 
substitution rates were estimated with the Moriyama package 
( M o r i y a m a  and P o w e l l  1997), using the synonymous/non­
synonymous method of Li (1993) and the multiple substitu­
tion correction method of T a m u r a  and N e i  (1993).
The genes (accession numbers in brackets, mouse then rat) 
were as follows: interleukin 4 receptor (M29854, X69903), low 
density lipoprotein receptor (X64414, X13722), tumor necrosis 
factor receptor 1 (M60468, M63122), calreticulin (XI4926, 
X53363), cholesterol esterase (U33169, X16054), glutamate 
dehydrogenase (X57024, XI4223), procathepsin E (X97399, 
D38104), immunoglobulin light chain V-X-l (J00590, M17092), 
and oxytocin-neurophysin I (M88355, K01701).
RESULTS
Repeatability o f  K^/K,: With the 24 nonoverlapping  
sections, KJK, patterns across Igf2r are significantly re­
peatable (Prank <  0.01, see Figure 1). It appears that the 
large-scale fluctuations in K J K  rather than the small- 
scale fluctuations are responsible for the observed re­
peatability (our unpublished results). K JK s is an indica­
tor o f both the intensity and type o f selection. Stronger 
stabilizing selection reduces K JK ,  while both weaker 
stabilizing selection and stronger positive selection in­
crease K J  Ks. A K J  K  ratio significantly above on e is the 
strict requirem ent for evidence o f positive selection, 
but K JK % ratios less than on e do not preclude positive 
selection because different sites within the same seg­
ment m ight be under different selection pressures. The  
repeatability o f patterns o f selection across Igf2r m eans 
that selection is able to respond differently to various 
small subdom ains across the Igf2r protein. This result 
is consistent with the conservation o f the various func­
tions o f the different parts o f the Igf2r m olecule across 
the cow, hum an, m ouse, and rat species.
The significant repeatability o f Ka/ /£ across the Igf2r 
gene m eans that the unexpected  K J K  patterns are not 
artifacts, but are representative o f Igf2r’s m olecular evo­
lution. We therefore need  to explain the low rate of 
protein evolution at the Igf2 binding site, and the high  
rates o f protein evolution both at the signal sequence  
and at on e o f  the M6P binding sites.
Similarity of amino acid substitutions: To exam ine the 
selection pressures acting on the fast-evolving signal se­
quence and M6P binding site, we com pared the am ino
F i g u r e  1.—K J  Ks patterns are repeatable across Igf2r. The 
nonsynonymous over synonymous substitution rates (KJIQ 
across the Igf2r gene are shown for both the mouse-rat and 
human-cow comparisons. The data are for the 74 overlapping 
windows. Note the repeated peaks at the signal sequence and 
the first M6P binding site, and the repeated troughs at the 
Igf2 binding site.
acids that had changed in each nonoverlapping window  
to ask how conservative the changes were, using data 
from the appropriate PAM matrices to ascribe similarity.
In the human-cow com parison the changes in the 
signal sequence were on average exceptionally n on con ­
servative (see Figure 2). Indeed, none o f the windows 
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F i g u r e  2.—Mean PAM distances per amino acid change 
for different regions of Igf2r. Data are presented for both 
the human-cow (h-c) and mouse-rat (m-r) comparisons. The 
human-cow and mouse-rat data were obtained using the 
PAM22-29 and PAM6-8 matrices, respectively (see m a t e r i a l s  
a n d  m e t h o d s  for references). Signal, the window containing 
the signal sequence; M6P, the two windows containing the 
rapidly evolving mannose-6-phosphate binding site; and Rest, 
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F ig u re  3 .—K / K  of signal sequences vs. K JK.  of entire 
genes. A comparison is shown of the mouse-rat K,J/£ values 
of the signal sequence and of the entire protein coding sequence 
for ten genes (full gene names and accession numbers in m a ­
t e r i a l s  a n d  m e t h o d s )  . Both Igf2r and the immunoglobin gene 
show higher signal sequence K /^K, values than the other genes.
o f similarity in the gen e as a whole is significantly higher 
(P =  0.0017, two-tailed Mann-Whitney U-test). This sug­
gests that positive selection m ight be acting on  this 
sequence. In the mouse-rat com parison the picture is 
not so clear. T he signal sequence does show a low simi­
larity but three other windows have lower values. Com ­
pared with the rest o f the gen e the signal sequence  
does have a lower value (P =  0.0387, two-tailed Mann- 
Whitney [/-test).
At the M6P binding site there appears to be nothing  
unusual about the am ino acids being replaced in both  
mouse-rat and human-cow, suggesting that this region  
is under weak stabilizing selection (two-tailed Mann- 
Whitney [/-tests between the M6P site and the rest o f 
the gene give P =  0.6248 and P = 0.6829 for the human- 
cow and mouse-rat com parisons, respectively).
The signal sequence of Igf2r is unusually fast evolving: 
O ne would expect signal sequences to be generally slow 
evolving (see Introduction), but is this actually true; i.e., 
Is the signal sequence o f Igf2r unusually fast evolving? 
W hen signal sequence K J K ,  is plotted against the entire 
coding sequence K J K % for the n ine genes and for Igf2r 
it becom es clear that Igf2Ts signal sequence is evolving 
unusually fast (see Figure 3). T he only gen e with a 
comparable signal sequence rate is im m unoglobulin  
light chain V-X.-1. However, the rate o f signal sequence  
evolution in this gen e is com parable to the rate o f  evolu­
tion in the rest o f the gene. Igf2r is hence unusual in 
that the signal sequence shows an unusually high ratio 
of K J K ,  given the rate o f evolution o f the rest o f the 
sequence. Compared with a large sam ple o f genes (un­
published data) the K J K ,  ratio o f the majority o f Igf2r 
is not unusual. The value in the signal sequence is high  
in these terms. H ence the discrepancy between the sig­
nal sequence and the rest o f the gen e is better under­
stood as unusually fast evolution o f the signal sequence  
rather than unusually slow evolution o f the majority o f  
the gene.
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F i g u r e  4.—Hydrophobicity plots across Igf2r for four spe­
cies. Sliding window plots of hydrophobicity values [as pro­
duced by S t a d e n ’s (1996) package] across the signal se­
quences of the Igf2rgene in mouse, rat, cow, and human are 
shown. The signal sequence of cow is the only one that does 
not show the prototypical pattern of a central peak. The num­
bers give the lengths of the different signal sequences in amino 
acids (showing that the plots are not aligned).
the Igf2r signal sequence at the expense o f its function­
ality? We exam ined the hydrophobicity plots o f the 
four species’ signal sequences using the Staden package 
( S t a d e n  1996). T he conserved signal sequence struc­
ture (see Introduction) predicts a central hydrophobic 
peak. The signal sequences o f hum an, rat, and m ouse 
fulfilled this prediction but the signal sequence o f cow 
showed no such feature (Figure 4). This observation 
could explain the high divergence in the human-cow  
com parison, but offers no clues as to why both the 
human-cow and mouse-rat signal sequence divergences 
are so high.
Repeatability o f  K,: With the 24 nonoverlapping sec­
tions, /£ variation is significantly repeatable ( P ^  =  0.05; 
see Figure 5). With the rank o f size change between  
neighboring overlapping sections as a potentially m ore 
powerful test, /£ patterns rem ained significantly repeat- 
able (PT3nk <  0 .05). T he repeatability o f  K, across the 
Igf2r gen e thus im plies that the variation in K, within 
the gene is being shaped by determ inistic forces. We 
have perform ed several tests to attempt to distinguish  
between the potential determ inistic forces described  
above (see In troduction). First, however, we ask whether 
the repeatability m ight be an artifact.
Ks repeatability is probably not a methodological artifact: 
Unless m ultiple substitution correction m ethods take 
account o f variation in sequence com position, n ucleo­
tide substitution rate estim ates can be biased (Pes o le  et 
al. 1995). Furthermore, the use o f different substitution 
rate estim ation m ethods can lead to different conclu­
sions using the same dataset ( S m i t h  and H u r s t  1998). 
Could this effect be responsible for our observation o f 
K, repeatability, since K i m u r a ’s  (1980) two parameter
828 N. G. C. Smith and L. D. Hurst
K,
3.5










b in d in g
signal
seq u en ce
0 Entire protein coding sequence o f Igfii
F i g u r e  5.—ATS patterns are repeatable across 
Igf2r. The mouse-rat and human-cow synonymous 
substitution rates (K) across the IGF2R gene are 
shown in the upper plot. The data are of the 
74 overlapping windows. The actual human-cow 
values are used, but the mouse-rat values are 
scaled up so that the means of both sets of IQ 
values are the same, to allow easier comparison. 
The lower plot shows the correlation between the 
mouse-rat and human-cow orthologous overlap­












m odel does not take account o f  variation in sequence  
com position? U nder this hypothesis our finding o f IQ 
repeatability would be an artifact caused by com posi­
tional repeatability leading to repeatable bias in IQ 
estimates. To test this idea, we reanalyzed the section  
alignm ents with Moriyama’s package ( M o r i y a m a  and 
P o w e l l  1997) using the synonym ous/nonsynonym ous 
m ethod o f Li (1993) and the m ultiple substitution cor­
rection m ethod o f  T a m u r a  and N ei (1993; that uses all 
four nucleotide frequencies, as well as a transversion 
substitution rate and two transition substitution rates). 
A significant IQ repeatability was observed (Prank <  0.05), 
and thus the repeatability o f Ks is probably not a m ethod­
ological artifact.
Ks repeatability is not due to the majority of Igf2r consisting 
of repeated units: T he large extracellular dom ain o f IGF2R 
consists almost entirely o f  15 conserved repeat units, 
between which there is roughly 20% am ino acid identity 
in the hum an g en e ( M o r g a n  et al. 1987). If com posi­
tional features affect Ks values, on e m ight expect to 
see each repeat giving similar IQ patterns. U sing the 
W isconsin package ( G e n e t i c s  C o m p u t e r  G r o u p  1994), 
alignm ents o f  the repeats were prepared using the same 
alignm ent gaps as for the preparation o f overlapping  
and nonoverlapping sections. For each repeat, and for 
both species pairs, three alignm ents were prepared: one  
o f the 5' three-fifths o f the repeat (section 1), on e o f  
the m iddle three-fifths (section 2), and one o f  the 3'
0.1 0.2 0.3 0.4 0.5 0.6 0.7
Human-cow K ,
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three-fifths (section 3). Overlapping sections were used  
because o f the small size o f the repeats ( ~ 1 50 b p ). IQ was 
then  estim ated for each alignm ent using Moriyama’s 
package ( M o r i y a m a  and P o w e l l  1997).
It was then  determ ined for each repeat in both species 
com parisons which o f the three sections in each repeat 
(first, second, or third) had the highest IQ. T he null 
hypothesis that there is no link between repeats and  
m utation rates predicts that in any given repeat all three 
thirds o f  the sequence are equally likely to have the 
fastest rate o f  evolution. The alternative hypothesis that 
the repeat structure does influence IQ would suppose 
that repeatably on e o f the three sections will have the  
highest IQ. Thus for both species com parisons the null 
expectation  was that o f the 15 repeats, five sections 
should have the first third having the highest Ks, five 
should have the second with highest IQ, etc. T he human- 
cow com parison gave (6, 5, 4) while the mouse-rat com ­
parison gave (7, 3, 5). N either result was significantly 
different from the null expectation (the chi-squared 
test gave P > 0.5 for both com parisons). Thus the null 
hypothesis o f no link between repeats and IQ patterns 
cannot be rejected, and so we conclude that the repeat­
ability o f  IQ patterns is probably not due to the repeat­
ability o f  m olecular evolution in repeats. We note, how­
ever, that this is a relatively weak test.
Having established that the repeatability in is prob­
ably not an artifact, we now turn to the question o f why 
this repeatability is found. We consider three hypotheses 
(see Introduction for details): either (1) the variation 
is due to differences in com position along the gene  
allied with som e form o f m utational bias, or (2) the 
variation is due to selection favoring important sites to 
have low m utation rates (selected m utation rate hypoth­
esis) , or (3) Ks variation is the result o f varying selection  
on codon  usage (com m on constraints hypothesis). 
H ypotheses 1 and 2 assume that silent site mutations 
are neutral. Hypotheses 2 and 3 propose that the repeat­
ability is selection-driven rather than mutation-driven. 
We shall start with these.
Adaptive explanations for IQ repeatability: Here we 
evaluate the extent to which adaptive explanations for 
Ks variability and repeatability can explain the data. The  
com m on constraints argum ent predicts that codon  bias 
should be negatively correlated with IQ [because both  
depend on the strength o f selection, for Drosophila and 
bacterial data see Li (1997)], and that there should  
be a correlation between Ka and IQ (because both are 
influenced by similar selective pressures). T he selected  
m utation rate argum ent predicts that regions o f the 
gen e under strong stabilizing selection (low Ka) should  
have low m utation rates (low IQ), and conversely regions 
under weak stabilizing selection or even positive selec­
tion (high Ka) should  have high m utation rates (high  
/Q . For both adaptive hypotheses, IQ repeatability fol­
lows from selection patterns being conserved across all 
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F i g u r e  6 .—No intragenic correlation between IQ and IQ. 
The Ka value of each nonoverlapping section is plotted against 
the corresponding IQ value for both the mouse-rat and the 
human-cow comparisons. The linear regression lines for both 
comparisons indicate no significant positive correlation be­
tween Ka and IQ.
agrees with the com m on constraints argum ent in pre­
dicting IQ repeatability and a correlation between Ka 
and IQ, but differs in predicting no negative correlation  
between codon  bias and IQ.
Evidence from codon bias data: To differentiate between  
the selected m utation rate and com m on constraints 
hypotheses, we looked for a relationship between codon  
bias and IQ within the Igf2rgene. We used the Moriyama 
package ( M o r i y a m a  and P o w e l l  1 9 9 7 )  to determ ine 
effective num bers o f  codons (ENC; W r i g h t  1 9 9 0 )  for 
the sections. For both species com parisons the ENC data 
of the two species were averaged. There was no correla­
tion between mouse-rat ENC and IQ ( - P r a n k  ^  0 . 1 ) ,  but 
the human-cow com parison showed a negative correla­
tion on  the edge o f significance (Prank =  0 . 0 5 ) . A negative 
correlation between ENC and K  is equivalent to a posi­
tive correlation between cod on  bias and IQ (the lower 
the effective num ber o f codons the stronger the codon  
bias), and so both species com parisons rejected the pre­
diction o f the com m on constraints hypothesis. The co­
don bias data show us that silent sites do not appear to 
be affected by selection, and thus IQ can be taken as an 
indicator o f  m utation rate.
No correlation between Ks and Ka: Both selective explana­
tions o f  Ks repeatability predict a positive correlation  
between IQ and Ka. However, neither the mouse-rat nor 
the human-cow com parison give a significant positive 
correlation (Prank >  0 . 5  for both; see Figure 6). This 
result provides evidence against both adaptive explana­
tions o f IQ repeatability. We note additionally, that pres­
en ce o f a significant positive correlation between Ka and
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could not have been  taken as conclusive evidence in 
favor o f  the selected  m utation rate argument because 
there are several other possible explanations for such  
a correlation (see Li 1997).
No correlation between Ks and functional importance: We 
separated the gen e into sections according to predicted  
functional im portance, and then exam ined whether re­
gions likely a priori to be important (such as binding  
sites) showed a systematically lower fQ than the rest o f  
the gene. Both the com m on constraints and selected  
m utation rate hypotheses would predict lower Ks values 
for m ore important sections o f the gene because in such  
regions selection is likely to be m ore powerful. However, 
both the mouse-rat and human-cow com parisons gave 
a higher m ean K JK s for the extracellular ligand-binding  
regions than the extracellular regions not associated  
with ligand binding (0.27 vs. 0.17 and 0.20 vs. 0.11, 
respectively). This result contradicts the prediction o f  
greater functional im portance o f binding sites (with 
stabilizing selection, the stronger the selection the lower 
the KJK, values), and thus renders this test inapplicable. 
However, the observation that the /£  at the Igf2 binding  
site is not low despite the K JK s being unusually low (see 
Figures 1 and 5) provides further, albeit circumstantial, 
evidence against both the com m on constraints and se­
lected m utation rate hypotheses.
Mutational explanations for K, repeatability: H ere we 
consider two possible com positional correlates to /£ vari­
ation. First we ask whether GC com position m ight ex ­
plain the patterns. Second we ask more particularly 
whether m ethylation at CpG sites m ight explain som e 
of the variance.
GC composition: If local base com position influences  
m utation rates (and h en ce K J  then the repeatability 
of /^between highly related (and hence com positionally  
similar) sequences follows. For exam ple, a correlation  
between GC content and /£ has been  proposed ( W o l f e  
et al. 1989). However, we found no significant correla­
tion between fourfold site GC content and K, for either 
the mouse-rat (Prank >  0.1) or human-cow (Prank >  0.1) 
comparisons. W o l f e  et al. (1989) is now discredited due  
to (1) a small sam ple size effect ( W o l f e  and S h a r p  
1993) and (2) a biased estim ating protocol ( B e r n a r d i  
et al. 1997). Correction for both finds no correlation  
between chrom osom al site (defined by GC content) and  
mutation rate given by /C ( B e r n a r d i  et al. 1997), as we 
have also found ( S m i t h  and H u r s t  1998). The finding  
that the repeats within the Igf2r gene do not show sim i­
lar K, plots (see above) also suggests that com position  
might not explain the patterns o f Ks variation.
The influence of methylation: Even though local GC con ­
tent seem s not to in fluence local Ks, m ore com plicated  
com positional characters may well in fluence local /£  
(for example, see M o r t o n  et al. 1997), and thus the above 
result does not falsify the compositional hypothesis. O ne 
compositional feature that might well influence K, pat­
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Human-cow silent Cpg => TpG changes
F i g u r e  7 .— S ilen t C pG  => T p G  c h a n g e s  corre la te  w ith  Ks. 
For b o th  co m p a r iso n s o f  m ouse-rat an d  hu m an -cow , an d  for  
ea ch  n o n o v e r la p p in g  w indow , K  is p lo tte d  aga inst th e  n u m b er  
o f  s ilen t C pG  => T pG  ch a n g es . T h e  co rre la tio n s sh ow  that 
su ch  m eth y la tio n -in d u ced  m u ta tio n s p ro v id e  a p o ss ib le  ex p la ­
n atio n  for rep ea ta b le  K  patterns.
the compositional hypothesis, is the methylation pattern. 
Methylation is known to affect mutation rates with a m eth­
ylated cytosine in a CpG pair 10 to 20 times more mutable 
than an unm odified cytosine (K e n d r e w  1994).
To test this possibility we exam ined the frequency o f  
CpG => TpG mutations. For each segm ent we found  
the num ber o f times a CpG was found in on e o f the 
two sequences and TpG was found in the other, where 
the C existed at a third site. This protocol gives all 
possible synonymous CpG => TpG changes (we assume 
all m utational changes to be in this d irection ). We find 
that the variation in /£ between segm ents is correlated  
to the frequency o f  such m utations (see Figure 7). The 
mouse-rat com parison shows a significant correlation  
(^ rank =  0.02), while the human-cow com parison shows 
a tendency in the sam e direction (0. 1 >  jPrank >  0.05). 
We also find that this class o f m utations accounts for a 
reasonable proportion o f all mutations (15% in the 
human-cow com parison, and 21 % in the mouse-rat com ­
parison) . We conclude that m ethyl-induced mutations 
can account for som e of the repeatability that we observe.
Two hypotheses m ight be considered to account for 
this pattern. At on e extrem e, all segm ents m ight have 
an equal num ber o f CpG sites that m ight change, but 
these segm ents differ in the density o f  methylation. Al­
ternatively, the segm ents m ight have the sam e density 
of methylation per CpG, but differ in the total num ber 
of CpG sites.
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W e find that variation in  total num ber o f  m utable  
CpGs partially explains the pattern in Ks. We calculated  
th e n um ber o f  tim es CpG was found in  both  sequences  
(i.e., the C pG /C pG  frequency) again with the C at the  
third site. A dding the C pG /C pG  figure to the C p G / 
TpG  figure we arrive at a figure for the total num ber  
o f m utable or m utated silent CpG sites. This total corre­
lates well with IQ (PTank <  0.05 for the m ouse-rat com pari­
son , th ou gh  Prank > 0 .1  for the hum an-cow com p arison ), 
ind icating that th e variance in  IQ exp lained  by m ethyla­
tion  is to som e exten t a result o f  d ifferences between  
segm ents in CpG content.
Conversely, we can ask w hether segm ents also differ 
in their propensity to m ethylate CpG sites. T h e m ethyla­
tion  o f  Hpall sites o f  the m ouse E l 5 em bryo Igf2r gen e  
has b een  shown to vary from  50% to 90% throughout 
th e locus (St o g e r  et al. 1993), which at least suggests 
that there m ight be en ou gh  variation in m ethylation  
patterns to account for the highly variable m utation  
rate patterns (Figure 5 ). Asking w hether segm ents differ 
significantly in  the proportion  o f  CpGs that b ecom e  
TpGs we find h eterogen eity  betw een  segm ents (chi- 
squared test for h eterogen eity  gives P < 0 .05 for the  
m ouse-rat com parison, and 0.5 >  P > 0.1 for the hu­
m an-cow com p arison ). This supports the view that the  
observed variation in  CpG >  TpG changes (and h en ce  
IQ  is at least partially d ue to differences in  th e m ethyla­
tion  density o f  potentially m ethylated sites.
This finding contrasts with hum an polym orphism  
data. T h e M 6P/IG F2R  Inform ation Core (http://w w w . 
rad on c.d u k e .ed u /~ jir tle /h om ep age .h tm l) provides a 
hum an m utation database for IGF2R. Six substitutional 
m utations resulting in  disease sym ptom s are described, 
with n o  C to T m utations. However, this small dataset 
suffers from  an ascertainm ent bias, in that n ot all substi­
tutional m utations are equally likely to cause disease 
symptoms.
DISCUSSION
T h e m am m alian Igf2r g en e  is m ultifunctional, and 
plays an im portant role in  glycoprotein  transport via 
M6P bind ing (K o r n f e l d  1992) and growth and devel­
op m en t via IGF2 and RA b ind ing (Ka n g  et al. 1998), 
and also tum or suppression (D e s o u z a  et al. 1997). In 
k eep in g  with this functional com plexity m am m alian  
Igf2r displays com p lex  patterns o f  m olecular evolution. 
T he significant repeatability o f  both  K J  IQ and IQ m eans 
that these patterns are driven by determ inistic forces, 
and we have tested a num ber o f  hypotheses con cern in g  
the nature o f  these forces.
IQ/JQ variation and the conflict theory o f  imprinting: 
A sim ple prediction  o f  the conflict theory o f  im printing  
is that the Igf2 b ind in g  site should  exh ib it a h igh  rate 
o f  m olecular evolution  driven by positive se lection  
(M c V e a n  and H u r s t  1997b; T r iv e r s  and B u r t  1998). 
Instead we find evidence from  K J  IQ patterns for strong
stabilizing selection  at the Igf2 b ind in g  site in  b oth  the  
m ouse-rat and hum an-cow com parisons. This finding  
cannot th en  b e dism issed as a statistical artifact. Fast 
evolution  at this site m ight have provided g o o d  evidence  
supporting th e con flict hypothesis (M c V e a n  and H u r s t  
1997b; T r iv e r s  and B u r t  1998). W e have looked  for 
positive se lection  in o ther parts o f  the gen e, and have 
foun d  evidence from  PAM m atrix data that the signal 
sequ en ce m ight be u nd er positive selection. W e have 
shown that signal seq u en ce evolution  in  Igf2r is excep ­
tional w hen com pared to other exam ples o f  signal se­
q uence evolution . This is the first ev idence for any form  
o f  m olecular evolution  (sensu stricto) in  an im printed  
gen e that is d ifferent from  the form  o f  m olecular evolu­
tion  in  m ost n on im m u n e system /n onp lacen ta l gen es  
[note, however, that im printed  g en es have a few other  
unusual properties, such  as intronic d im ensions (H u r s t  
et al. 1996), sex  specific recom bination  rates (P a l d i  et 
al. 1995), and repeat structures (N e u m a n n  et al. 1995) ].
T h e evolution  o f  Igf2r s signal seq u en ce m ight be a 
result o f  antagonistic coevolu tion , in  w hich case we can  
speculate that the signal seq u en ce m ight be coevolving  
with the g en e  product o f  an im printed g en e  (or genes) 
expressed  from  the paternally derived gen om e. T he  
antagonism  m ight con cern  the location  o f  Igf2r. T he  
putative paternally derived product could , in theory, 
attem pt to rem ove the protein  to a cellu lar location  
where its effects o n  Igf2 levels are m inim al. It w ould be 
interesting to see  the effect o f  site-directed m utagenesis  
o f  the signal seq u en ce on  the cellu lar location  o f  Igf2r 
(no m utations in  the IGF2R signal seq u en ce causing  
hum an disease are listed at the M 6P/IGF2R Information  
Core at http://ww w.radonc.duke.edu/~jirtle/ hom epage. 
html). Alternatively, th e unusual evolution  at this site 
m ight be a property o f  Igf2r in d ep en d en t o f  im printing. 
It w ould th en  be inform ative to analyze the m olecular  
evolution  o f  Igf2r in birds for exam ple, assum ing that 
avian Igf2r is n ot im printed (as yet, ch icken  is the only 
bird for which the Igf2r g en e  has b een  seq u en ced ).
Both this study and a previous analysis o f  the K J  IQ 
values o f  im printed gen es (M c V e a n  and H u r s t  1997b) 
assum e that the con flict theory o f  im printing predicts 
rapid protein  evolution  at th e sites o f  functional antago­
nism . This assum ption is in  k eep in g  with the results o f  
studies o f  classic parent-offspring con flict (see Introduc­
tion) , thou gh  such fast rates o f  evolution  m ight be due  
to  the acquisition o f  new  roles. However, H a ig  (1997) 
has suggested an alternative prediction, that the m utual 
d ep en d en ce  o f  the roles o f  Igf2r and Igf2 leads to an 
ESS rather than a con tin u in g  arms race. H aig suggests 
that the a priori exp ectation  is unclear. This failure to 
provide a testable p red iction  o f  the rates o f  evolution  
at sites o f  functional antagonism  m ight be considered  
a weakness o f  the current m odels o f  th e conflict theory  
o f  im printing.
IQ variation and the evolution  o f  m utation rates: T he  
result o f  IQ repeatability in m am m alian Igf2r, a long with
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evidence from  cod on  bias data that the silent sites ap­
pear to be neutral, ex ten d s our understanding o f  m uta­
tion rate variation: to q uote C a s a n e  et al. (1997) “it is 
still n ot clear w hether the m utation pattern is constant 
over the entire gen o m e o f  an organism  or is variable 
am ong regions o f  th e g en o m e.” Large scale variation  
in m am m alian m utational patterns has b een  previously  
dem onstrated  on  two levels: betw een different ch rom o­
som es [Ks used  as a m easure o f  m utation rate in  M c V e a n  
and H u r s t  (1997a)] and betw een p seu d ogen es in­
serted in to  d ifferent gen om ic regions (C a s a n e  et al. 
1997). T h e repeatability o f  K  patterns within Igf2r pro­
vides strong ev idence that there is determ inistic varia­
tion  in m utation rates at a fine scale, betw een different 
regions within the sam e gen e.
We have tested various hypotheses to explain  the Ks 
repeatability. S ince the Ks repeatability d oes n ot appear 
to be a m ethod ologica l artifact, the rem aining hypothe­
ses can be divided in to  two groups, m utational and  
adaptive explanations. T h e selected  m utation rate argu­
m en t holds that local m utation rates, given by Ks, are 
the results o f  con flictin g  selection  pressures governing  
m utation rates (see Introduction). Alternatively, the  
com m on  constraints argum ent proposes that silent sites 
may be u nd er selection , and so K, is n ot the m utation  
rate but instead d ep en d s o n  selective constraints (see 
Introduction). T h e lack o f  a negative correlation b e­
tween cod on  bias and K  provides evidence against the  
com m on  constraints hypothesis, and the lack o f  a corre­
lation betw een K  and Ka provides evidence against both  
adaptive explanations. T he com parison o f  local m uta­
tion rates and local functional im portance provided fur­
ther, but circum stantial, evidence against both  adaptive 
hypotheses.
Repeatable com p osition  o f  repeats does n ot cause the  
repeatable K> patterns. W e did, however, find that silent 
C => T m utations at CpG sites do covary with Ks, sug­
gesting that the variation in  Ks is som ehow  con n ected  
with m ethylation-induced m utational patterns. T h e vari­
ation in silent C => T m utations at CpG sites appears 
to be the result o f  variation both  in  the num ber o f  
m utable sites, and in  th e density o f  m ethylation.
It has previously b een  reported that, at least for GC- 
rich genes, the variation in  Ks does covary with the varia­
tion  in Ka (A l v a r e z -V a l in  et al. 1998). This was inter­
preted as evidence for se lection  differentially affecting  
cod on  usage across th e gen e. W ere this the only force  
affecting Ks variation, th en  o n e  w ould n ot have pre­
dicted Ks repeatability in  a gen e, such as Igf2r, in  which  
Ka and K  d o  not covary. We h en ce  con clu d e that there  
must be som e other forces determ in ing variation in K. 
Variation in silent CpG m utation  appears in  our case 
to be an im portant variable and it is noteworthy that 
analysis o f  GC con ten t a lon e did n ot detect this.
We thank Etsuko Moriyama and Josep Comeron for providing us 
with their programs for evolutionary analysis, Gil McVean for sugges­
tions concerning methodology, David Haig for discussions on im­
printing, Denise Barlow for advice on methylation data, and two 
anonymous referees for suggesting many improvements.
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A few mammalian genes are known to have expression dependent upon the sex of the parent from which they 
were inherited1. While most of these imprinted genes 
described in human and mouse code for proteins, a few 
[H19  (Ref. 2), Xist  (Ref. 3) and IPW  (Ref. 4)] code only 
for RNA. Here we investigate the molecular evolution of 
one of these, HI  9, so as to determine whether the spliced 
RNA might have function.
The prevailing view5 is that the cytoplasmic H19  tran­
script does not have any function, although the situation is 
by no means resolved. The murine knockout has a growth 
phenotype6 but it is uncertain whether this is related to the 
activity of the transcript, given that over-expression of the 
gene has no growth phenotype7. Furthermore, while it was 
speculated that the RNA may function in regulating Igf2 
imprinting2, the replacement of the HI 9 structural gene with 
a protein-coding gene shows this not to be so8. Similarly, a 
tumour suppressing role has been claimed9, but these 
results could not be reproduced10. Most recently5, it has been 
shown that the HI 9 transcript is associated with polysomes 
and may be an antagonist of lgf2 expressivity in trans. 
Here we show that molecular evolutionary comparison 
of the mouse and rat versions of the gene indicate that 
the RNA is under stabilizing selection and hence is most 
likely functional.
To show that a protein coding region is functional and 
under stabilizing selection, one would typically show that 
the rate at which the protein evolves is very much lower
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|  Non-overlapping windows
The exonic p a rts  of th e  gene are  split into non-overlapping windows 100 bp 
long (num bered 1 to  22). The introns are  analysed whole and num bered 
in order. We used C lustalW 15 to  align th e  intronic and  exonic sequences of 
HI9 reported for ra t  (X59864) and mice (AF049091). The Y axis is th e  
ra te  of substitu tio n  (K) using T am ura9216 a s  the  method of ad ju sting  for 
m ultiple h its . Note th a t  all introns have higher substitu tio n  ra te s  th an  their 
flank ing exons.
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than the rate of evolution of the DNA at degenerate sites, 
that is, those sites where changes do not affect the pro­
tein. For noncoding RNAs this analysis is not possible. 
Instead we have performed two tests. First, we have com­
pared the rate of evolution per base pair within the exons 
of H19  with the rate of evolution at fourfold degenerate 
sites (i.e. those where all four nucleotides at the third site 
specify the same amino acid) in a large number of ortholo­
gous mouse-rat genes (orthology has been ensured through 
checking in Hovergen11). Assuming that the substitution 
rate at fourfold degenerate sites is a measure of the rate of 
evolution on exon sites that are free from selection, we can 
then ask whether the rate of evolution in HI 9 is what one 
would expect were the sequence randomly selected from a 
sample of neutrally evolving genes. From a sample of 432 
orthologous genes, we find that only three have a lower 
fourfold site substitution rate than H19  has across all the 
bases in its exons (P = 0.007). Some of the variance in the 
distribution of fourfold site evolution is the result of dif­
ferences in the sizes of the genes concerned (inclusion of 
small genes increases the variance). Restricting our analy­
sis to the half of our data set with the longest complete 
coding sequence, we find now that no genes have lower 
rates of evolution (P <0.005). The mean total exonic size 
in this large set is comparable to that in HI 9 (although 
note that in coding sequences less than a third of all sites 
are fourfold degenerate ones, whereas we examine all sites 
in the exons of HI 9) (Fig. 1).
The above result may either be because H19  is under 
stronger stabilizing selection than fourfold degenerate sites 
or has a low mutation rate. The latter may be quite reason­
able given that, as a class, imprinted genes tend to have 
low synonymous substitution rates12. Indeed, 2 of 15 
imprinted genes have lower fourfold degenerate site sub­
stitution rates than HI 9 (Igf2 and Neuronatin),  but both 
of these are very small sequences so the significance of this 
is unclear. More importantly, analysis of the evolution in 
the introns indicates that a low mutation rate across the 
gene does not alone explain why HI 9 has such a very low 
substitution rate. We find that the introns of HI 9 on the 
average evolve at 2.5 times the rate of the exons (Kcxon = 0.06 
per site, Kintron = 0.15) and that every intron has a higher 
substitution rate than both of its flanking exons (Fig. 1). 
Compared with a sample of 41 mouse-rat orthologous 
genes for which intronic data is available15 only two have 
a higher ratio of intronic to exonic fourfold site rate 
(P <0.05). Both of these have small total exonic content. 
This evidence, along with suggestive evidence of secondary 
structure conservation14, is indicative of stabilizing selec­
tion acting on the exons. This in turn is consistent with 
HI 9 mRNA having a function.
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An ethical collaboration
Ethics in Human Procreation, Genetic Diagnosis and Therapy, Sheffield, UK, 7 -10  January 1999
The European Network for Biomedical 
Ethics convened earlier this year for the 
final symposium in a series of three, 
concerned with fundamental ethical 
questions and the social implications 
of human genetics and assisted repro­
duction. The symposium, organized 
by Deryck Beyleveld and Hille Haker, 
marked a collaboration between the 
Center for Ethics in the Sciences 
and Humanities, Tubingen, Germany 
(ZEW), and Sheffield Institute for 
Biotechnological Law and Ethics, UK 
(SIBLE). It brought together some 80 
scientists and academics.
The symposium was opened at din­
ner on Thursday evening by Richard 
Cabourn MP (Sheffield Central, UK). 
He indicated that the British Govern­
ment was considering setting up a 
committee to take direct action to re­
view and revise the structure of advi­
sory committees in the field of biotech­
nology. After dinner, Dietmar Mieth 
(ZEW), spoke, outlining the very real 
need for bringing social and ethical 
debate into the realm of science.
The symposium dealt with such 
varied subjects as procreation and 
parenthood; the moral protection of 
the human embryo and fetus; auton­
omy and recognition; the social im­
plications of the new technologies; 
moral reasoning in applied ethics; and
SIBLE
ZEW
the legal regulations of assisted pro­
creation, genetic diagnosis and therapy. 
In addition to the usual practice of in­
viting audience response to the papers, 
experts distinguished in their fields had 
been asked to prepare more detailed 
critiques of the main presentations, 
with a view to ensuring the highest 
quality of comment and criticism.
All of the papers given were fasci­
nating and insightful, but the contri­
butions generating the most debate 
were those of Deryck Beyleveld 
(SIBLE); Marcus Diiwell (ZEW); and 
the collaboration of Shaun Pattinson 
(SIBLE), and Deryck Beyleveld. 
Beyleveld, employing the rights the­
ory of Alan Gewirth, attempted to 
clarify the nature and extent of rights 
had by the embryo/fetus, giving them 
as unassailable and concrete a basis 
as possible. Gewirth is unique among 
modern philosophers, although akin 
to Kant, in that he claims that right 
answers to moral questions are poss­
ible: rationality requires that a moral 
point of view be adopted, and ra­
tionality dictates the determinate 
content of moral behaviour, and the 
identity of moral beings. Beyleveld, 
although agreeing that the fundamen­
tal principle of Gewirth’s theory is 
sound, has substantially modified the 
application of the theory. A claim to
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ABSTRACT
Miyata etal. have suggested that the male-to-female mutation rate ratio (a) can be estimated by comparing 
the neutral substitution rates of X-linked (X), Y-linked (Y), and autosomal (A) genes. Rodent silent site 
X /A  comparisons provide very different estimates from X/Y comparisons. We examine three explanations 
for this discrepancy: (1) statistical biases and artifacts, (2) nonneutral evolution, and (3) differences in 
mutation rate per germline replication. By estimating errors and using a variety of methodologies, we 
tentatively reject explanation 1. Our analyses of patterns of codon usage, synonymous rates, and nonsynony- 
mous rates suggest that silent sites in rodents are evolving neutrally, and we can therefore reject explanation 
2. We find both base composition and methylation differences between the different sets of chromosomes, 
a result consistent with explanation 3, but these differences do not appear to explain the observed 
discrepancies in estimates of a. Our finding of significantly low synonymous substitution rates in genomically 
imprinted genes suggests a link between hemizygous expression and an adaptive reduction in the mutation 
rate, which is consistent with explanation 3. Therefore our results provide circumstantial evidence in favor 
of the hypothesis that the discrepancies in estimates of a  are due to differences in the mutation rate per 
germline replication between different parts of the genome. This explanation violates a critical assumption 
of the method of Miyata et al., and hence we suggest that estimates of a, obtained using this method, 
need to be treated with caution.
I T has lon g  b een  thou ght that, at least in  hum ans, m ost 
m utations originate in  m ales, ever since H a l d a n e  
(1947) n oted  that m ost m utations causing H em ophilia  
A are paternally derived. T he extent o f  any putative 
m ale m utation bias im pacts on  several areas includ ing  
gen etic  counseling, understanding m utational pro­
cesses, and m any aspects o f  evolutionary b iology (see 
H u r s t  and E l l e g r e n  1998). M i y a t a  et al. (1987) pro­
posed  to estim ate the m ale-to-fem ale m utation rate (a) 
by com paring n u cleotid e substitution rates in Y-linked, 
X-linked, and autosom al (A) genes. If the substitutions 
considered  are selectively neutral (K i m u r a  1983) and  
if m ultip le substitutions can  be properly accounted  for, 
then  substitution rates can provide unbiased estim ates 
o f th e m utation rate.
Previous com parisons o f  synonym ous substitution  
rates on  th e X  ch rom osom e and the autosom es o f  
m ouse and rat have yielded  estim ates o f  rodent a  =  <» 
(W o l f e  and S h a r p  1993; M c V e a n  and H u r s t  1997). 
In contrast, com parisons o f  substitution rates on  the X  
and Y ch rom osom es have provided very different values 
for rodent a: about two w hen  both  synonym ous and  
intronic substitution rates are used (C h a n g  et al. 1994; 
C h a n g  and Li 1995). A com parison o f  autosom al and
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Y-linked substitution rates in  rodents has led  to an esti­
m ate o f  a  close to o n e  (M c V e a n  and H u r s t  1997). 
W hat causes these d ifferences, and what d o  such differ­
en ces tell us about the applicability o f  M i y a t a  et al.’s 
(1987) m ethod? We d efin e three classes o f  explanations 
for the discrepancies betw een  the X /A , Y/A, and X /Y  
estim ates o f  a: statistical biases and artifacts, nonneutral 
evolution, and d ifferences in m utation rate per germ ­
lin e replication.
Statistical biases and artifacts: T h e “errors” explana­
tion  supposes that there may be large standard errors 
in  substitution rate estim ates (S h i m m i n  etal. 1993), and  
thus a  values o f  two and °° may n ot be significantly  
different. An alternative “m eth od olog ica l” explanation  
suggests that the discrepancy betw een  estim ates o f  a  
may be d u e to d ifferent distance estim ation m ethods 
yielding d ifferent substitution rates, as has b een  ob ­
served with other data sets (S m i t h  and H u r s t  1998b).
Nonneutral evolution: If synonym ous substitutions in  
rodents are n ot selectively neutral, then  different se lec­
tive pressures on  the d ifferent g en e  classes (X-linked, 
Y-linked, and autosom al) could  lead to d ifferences in  
Ks and thereby to d iscrepancies in  estim ates o f  a. For 
exam ple, stronger se lection  cou ld  reduce synonym ous 
substitution rates o n  the X -linked gen es relative to the 
autosom al g en es (S h i m m i n  et al. 1993) because the X  
ch rom osom e is exp osed  in  m ales. Such exposure m ight 
strengthen  selection  against slightly deleterious synony­
m ous m utations o n  the X  ch rom osom e relative to the
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autosom es, thereby reducing X-linked synonym ous sub­
stitution  rates. In contrast, synonym ous substitution  
rates are less likely to be reduced  on  the Y ch rom osom e  
d esp ite the continual hem izygous expression  o f  Y-linked 
gen es. Y-linked g en es are weakly expressed and m uta­
tions on  m ost Y-linked gen es m ight well be m asked by 
their X-linked paralogs (H u r s t  and E l l e g r e n  1998). 
B oth  reasons suggest that se lection  o n  the Y ch rom o­
som e against slightly deleterious m utations n eed  be no  
stronger than on  the autosom es.
T his problem  o f  nonneutrality m ight be circum vented  
by using intronic, rather than synonym ous, substitution  
rates. If in tronic substitutions are neutral in  m amm als, 
as is generally thought, then  estim ates o f  a  based on  
intronic substitution rates should  be safer than estim ates 
based o n  synonym ous substitution rates (S h i m m i n  et 
al. 1993). But a lignm ent difficulties m ake the intronic  
substitution rate estim ation difficult (S m i t h  and H u r s t  
1998b), and selection  seem s to affect introns as well as 
silen t sites in D rosophila (B a u e r  and A q u a d r o  1997).
Differences in mutation rate per germline replication: 
T h e X /A  and Y /A  estim ates o f  a  are based on  nonho- 
m ologous com parisons while the Y /X  estim ates have 
b een  based on  h om ologou s com parisons, w hich are pre­
sumably m ore reliable. T he “com p ositional” explana­
tion  proposes that base com p osition  effects o n  substitu­
tion  rates cou ld  exp lain  the discrepancy betw een  X /A  
and Y /X  estim ates o f  a  (S h i m m in  et al. 1993), because  
base frequency d ifferences can lead to d ifferent m uta­
tional biases (M o r t o n  and C l e g g  1995; M o r t o n  et al. 
1997).
DNA m ethylation status is known to affect m utation  
rates strongly, with m ethylated CpG ’s m utating to T pG ’s 
at 10-20 tim es th e rate o f  unm ethylated CpG ’s (Ke n - 
d r e w  1994). If X -linked gen es are m ethylated less than  
autosom al or Y-linked genes, then  a low m utation rate 
on  the X  w ould be expected . This “m ethylation” exp la­
nation differs from  the com positional exp lanation  in  
that the m utation rate dep en ds on  base m odifications 
rather than the bases them selves.
T he “m utation rate se lection ” exp lanation  proposes 
that selection  m ight favor different optim al m utation  
rates for the d ifferent g en e  classes. T h e m utation rate on  
the X  ch rom osom e may be selectively low ered relative to 
that on  the autosom es due to the exposure o f  highly  
d eleterious m utations in  m ales (M c V e a n  and H u r s t  
1997). Selection  to reduce the m utation rate on  the Y 
chrom osom e is exp ected  to be weak because there are 
few gen es o n  th e Y chrom osom e, o f  w hich m any are 
weakly expressed a n d /o r  m asked by X -linked paralogs 
(H u r s t  and E l l e g r e n  1998). A reduction  o f  substitu­
tion  rates on  the X  ch rom osom e w ould lead to discrep­
ancies betw een X /A , Y/A, and X /Y  estim ates o f  a  for 
both  intronic and synonym ous substitution rates. N ote  
that a m odifier o f  m utation rate cou ld  act via m ethyla­
tion levels or com position . Thus the three explanations  
in the “differences in  m utation rate per germ line repli­
cation ” class (m ethylation, com position , and m utation  
rate selection) are n ot necessarily in  com petition.
T he “nonneutral evo lu tion ” and d ifferences in m uta­
tion rate per germ line replication  classes o f  explanation  
both  predict that hem izygously expressed  gen es should  
have a lower substitution rate than d iploid  expressed  
genes. W e test this hypothesis by asking w hether im ­
printed g en es have low Ks values. G enom ically im ­
printed gen es are those for w hich expression  is d ep en ­
d en t u p on  the sex o f  the parent from  w hich they are 
derived (E f s t r a t i a d i s  1994). W hen reasoning similar 
to that em ployed  for X -linked gen es is used, both  the  
nonneutral evolution  and m utation  rate se lection  argu­
m ents are consistent with reduced  Ks values for im ­
printed gen es relative to  autosom al genes. However, 
X-linked g en es and im printed gen es are n ot exp ected  
to yield identical substitution rates because there are 
several d ifferences betw een  the two classes o f  genes: the  
proportion o f  tim e hem izygously expressed, the effec­
tive population  size, and potential expression  level, com ­
position, m ethylation, and recom bination  rate differ­
ences.
MATERIALS AND METHODS
Selection o f  protein coding sequences: A list of 470 m ouse/ 
rat mRNA pairs, with HOVERGEN 19 used to confirm or- 
thology ( D u r e t  et al. 1994), was obtained from M a k a l o w s k i  
and B o g u s k i  (1998). Mouse chromosome locations and gene 
names were obtained from the Mouse Genome Database 
(MGD; http://mgd.hgmp.mrc.ac.uk/). A total of 297 pairs of 
autosomal mouse-rat orthologs were determined. MGD was 
used to obtain a list of X-linked mouse mRNA sequences 
excluding those in the pseudoautosomal region. Gapped 
BLAST ( A l t s c h u l  et al. 1997) at the NCBI (http://www. 
ncbi.nlm.nih.gov/) was used to determine rat X-linked or­
thologs. A total of 37 pairs of X-linked mouse-rat orthologs 
were determined.
Fifteen mouse/rat imprinted orthologs were determined, 
with all mouse genes given in the Mammalian Genetics Unit 
Database (http://www.mgu.har.mrc.ac.uk/), with the excep­
tions of Gabrb3 and Mas (see below). Gapped BLAST was used 
to find rat orthologs and MGD to provide gene names. A total 
of 15 pairs of imprinted mouse-rat orthologs were determined. 
The imprinted status of Gabrb3 has yet to be fully demon­
strated: however, the evidence in favor is now fairly compelling 
( S a i t o h  et al. 1994; C u l i a t  et al. 1995; O d a n o  et al. 1996; 
D e l o r e y  et al. 1998; M e g u r o  et al. 1997). The status of Mas 
is ambiguous, with two reports supporting imprinting ( V i l l a r  
and P e d e r s e n  1994; M i l l e r  et al. 1997) and two failing to 
find evidence of imprinting ( R i e s e w i j k  etal. 1996; S c h w e i f e r  
et al. 1997). Given that the likelihood of a false positive is 
probably less than that of a false negative, we consider that 
the balance of evidence is adequate to allow its incorporation.
Selection o f  intron sequences: A list of intronic and exonic 
mouse/rat pairs of confirmed orthology was obtained from 
H u g h e s  and Y e a g e r  (1997). MGD was used to determine 
gene names and chromosomal location, which yielded 20 com­
plete coding sequences and 70 introns. The X-linked m ouse/ 
rat pairs described above were searched for intron sequences, 
which gave three exon and five intron X-linked pairs.
Selection o f  sequences for Y/X comparison: Alignments 
used in the Y/X comparisons were obtained from a previous
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s tu d y  (M c V e a n  a n d  H u r s t  1997), w ith  b o th  p r o t e in  c o d in g  
a n d  in t r o n  a l ig n m e n ts  a v a ila b le  f o r  Sry, Zfy, a n d  Ubely (n a m e s  
a s  a t  MGD).
Sequence alignment: Alignments were performed using the 
GCG ( G e n e t i c s  C o m p u t e r  G r o u p  1994) and EGCG (R ic e  
1997) sequence manipulation packages at HGMP (http:// 
www.homepage.mrc.ac.uk/). FETCH was used to extract se­
quences from databases. GENETRANS was used to extract 
and combine exons automatically, while SEQED was used to 
extract introns manually. End-weighted PILEUP with the de­
fault gap penalties was used to perform exonic and intronic 
alignments. Exonic alignments were (if necessary) corrected 
by GAPFRAME to avoid frameshifts. In some cases, GAP- 
FRAME could not correct the alignments. Then default 
PILEUP was used to produce protein alignments, and the 
program MRTRANS was used to recreate the DNA alignments 
from the protein alignments and the original DNA sequences 
(written by B. Pearson and available at HGMP). End-weighted 
CLUSTALW with the default gap penalties was also used to 
produce intronic alignments ( T h o m p s o n  etal. 1994), because 
it has been shown that different alignment packages with 
different default gap penalties produce significantly different 
intronic alignments ( S m i th  and H u r s t  1998b), and because 
there is no procedure for optimizing gap penalties ( A l t s c h u l  
1997).
Distance estimation: Several distance estimation methods 
were used. The default (and hopefully optimum) algorithmic 
estimation protocol used methods developed by M o r i y a m a  
and P o w e l l  (1997) with T a m u r a ’s (1992) multiple hits cor­
rection method combined with Li’s (1993) method for K$ and 
Kb estimation. Alternatively, K i m u r a ’s (1980) correction for 
multiple substitutions was applied to reduce the estimation 
error. Four different types of substitution rate were estimated: 
the synonymous rate (K$), the nonsynonymous rate (Kb) , the 
synonymous rate at fourfold degenerate sites (K4) , and the 
intronic rate (K\). Estimates of K  are less sensitive to methodol­
ogy than estimates of Ks (Li 1993).
The methods of Li et al. (1985) with K i m u r a ’s (1980) two 
parameter method for multiple substitution correction were 
also used to calculate K$ values. This enabled a more direct 
comparison with previous analyses that used such methods 
( W o l f e  and S h a r p  1993; M c V e a n  and H u r s t  1997). Note 
that the method of Li etal. (1985) overestimates Ks by ^30%  
(Li 1993).
The maximum-likelihood package PAML (Y a n g  1997) was 
used to estimate substitution rates under a number of different 
assumptions. The program CODEML was used to estimate Xa 
and Ks under three settings: (1) “constant,” a single rate for 
all sites: (2) “variable,” a gamma distribution for variable substi­
tution rates across sites; and (3) “correlated,” a gamma distri­
bution for variable substitution rates across sites and correla­
tion of rates at adjacent codons. It should be noted, however, 
that the results obtained using the “variable” and “corre­
lated’ ’ settings should be treated with caution since the gamma 
distribution may not apply to codon rates (Z. Y a n g , personal 
communication).
Calculating error limits o f  a. estimates: The autosomal and 
X-linked synonymous and intronic substitution rates were 
compared to provide an estimate of a  in a three-step proce­
dure. First, substitution rate means and standard errors were 
calculated. Second, the X-to-autosome ratio of mean rates was 
calculated, and confidence limits for the ratio were calculated 
by adjusting both numerator and denominator by one stan­
dard error. Finally, M i y a t a  et a / ’s (1987) equation of K*/ 
Kb = (2/3) (2 +  a ) / ( l  + a) was used to calculate both a  and 
its confidence limits.
Codon usage bias: One measure of the codon usage bias 
of a gene is given by the effective number of codons (ENC;
W r i g h t  1990). This statistic can vary from 20, with one codon 
used exclusively for each amino acid (high codon bias), to 
61, with all synonymous codons used equally (low codon bias). 
Thus ENC is negatively correlated with codon usage bias.
We considered the possibility that ENC might be affected 
by both gene length and compositional bias. Random effects 
on smaller codon genes might reduce ENC, although it ap­
pears that ENC is highly robust to changes in gene length 
( C o m e r o n  and A g u a d e  1998; M o r i y a m a  and P o w e l l  1998). 
Compositional bias makes codon usage less even, thereby re­
ducing ENC ( W r i g h t  1990). To account for these effects, a 
simulated ENC value was calculated for each gene. The codon 
position-specific base frequencies (e.g., frequency of C at the 
first codon position) of the gene were used to create 1000 
simulated gene sequences of the same length as the original 
gene. Mean ENC was calculated for each set of simulated 
sequence, then the simulated ENC was divided by the real 
ENC to give the statistic CUBRE (codon usage bias relative 
to expected). This way of treating the data allows the CUBRE 
values to positively correlate with codon usage bias. Both ENC 
and CUBRE were used because the two statistics provide alter­
native null hypotheses of codon usage. ENC assumes no muta­
tional biases between bases and hence equal use of all codons. 
CUBRE assumes that compositional biases are solely the result 
of mutational biases rather than selection on base composi­
tion.
Codon usage heterogeneity: A test of codon usage bias that 
accounts for mutational biases that might be caused by adja­
cent bases has been developed by E y r e - W a l k e r  (1991). Four 
nonoverlapping sets of codons are specified such that, within 
each set, all codons have the same base at the second codon 
position. For each set of codons, codon numbers are adjusted 
for fourth position base composition (i.e., composition at the 
first base of the next codon). Then a chi-square test of hetero­
geneity is applied to determine whether the different amino 
acids within each set of codons show different codon usage 
patterns. Scaled chi-square values (similar to the codon usage 
statistic of S h i e l d s  et al. 1988) are obtained by dividing chi- 
square values by the number of codons within each set (after 
adjustment for fourth-position base composition).
Using Eyre-Walker’s notation, the four sets of codons are 
C (alanine, threonine, proline, and fourfold codons of serine; 
all codons have C at the second position), AGA (glutamic 
acid, lysine, and glutamine; all codons have A at the second 
position and either G or A at the third position), ATC (tyro­
sine, histidine, aspartic acid and asparagine; all codons have 
A at the second position and either T or C at the third posi­
tion) , and GTC (cysteine and the twofold degenerate codons 
of serine; all codons have G at the second position and T or 
C at the third position). The unsealed and scaled chi-square 
values for the AGA test, for example, are denoted x 2aca a n d  
s c x 2aca. respectively.
If genes are too short, then codon numbers are too small, 
and the values obtained from the tests will not be chi-square 
distributed. Thus only suitably long genes were analyzed, with 
the adjusted number of codons required to be greater than 
the number of different codons multiplied by five. Too few 
X-linked and imprinted genes were long enough, so only the 
results obtained from autosomal genes are considered. Of 
the mouse autosomal genes, the numbers of genes used in 
the different tests were as follows: C test, 118; AGA test, 177; 
ATC test, 91; and GTC test, 85. Of the rat autosomal genes, 
the numbers were as follows: C test, 128; AGA test, 184; ATC 
test, 97; and GTC test, 84.
For these tests to be capable of detecting selection for opti­
mal codon usage, it is required that amino acids within the 
same set of codons differ with respect to third position base 
of the optimal codon or at least with respect to the degree to
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coding strand 5'
"true" codon position 
non-coding strand 3'







F i g u r e  1.—Different se­
quences used in the analysis 
of codon usage heterogene­
ity (see MATERIALS AND
m e t h o d s ) .  Both the 123 
and 312 strands are read 5' 
to 3' on the coding strand. 
G 3 ' The 123 sequence starts at
3 position 1 of the first codon,
C 5 ' while the 312 sequence
starts at the third position 
of the first codon. The com­
plementary strand is read 5' 
to 3' on the noncoding 
strand from the second po­
sition of the first codon.
which the optimal codon is favored. The data from Drosophila, 
with most amino acids having the same optimal third-position 
base (see A k a s h i  1994), suggest that Eyre-Walker’s test may 
be weak.
E y r e - W a l k e r  (1991) details how comparisons of the codon 
usage heterogeneities of different reading frames can provide 
information on the nature of selection acting to cause such 
heterogeneities. He defines the 123 sequence as the complete 
original sequence, the 312 sequence as the original sequence 
read 5' to 3' from the third base, and the complementary 
sequence as the complementary strand read 5' to 3' from the 
second base (see Figure 1). Selection for optimal codon usage 
should give bias on the 123 frame only, while selection on 
RNA structure should give bias on the 123 and 312 reading 
frames, and selection for DNA structure should give bias on 
both reading frames and the complementary sequence.
Compositional analysis: A number of compositional charac­
ters were measured: all four base frequencies at fourfold de­
generate sites and overall CpG frequency. Predicted CpG fre­
quencies were calculated using gene length and C and G 
overall base frequencies. In addition, CpG/TpG and CpG/ 
CpG orthologous pairs where the C /T  change is silent (i.e., 
C/T at third codon position) were counted. From this analysis, 
silent CpG mutability, defined as the ratio of mutated (CpG/ 
TpG) to unmutated (CpG/CpG), could be calculated. Methyl­
ated CpG dinucleotides are known to mutate to TpG at high 
rates ( K e n d r e w  1994), and thus the silent CpG mutability 
provides a measure of germline methylation density.
Statistical methods: We performed nonparametric tests of 
statistical significance. The Mann-Whitney U-test was used to 
compare sets of data (such as the substitution rates of X-linked 
and autosomal genes). Rank correlation statistics followed 
by the z* transformation suggested by Hotelling ( S o k a l  and 
R o h l f  1995), were used to examine the relationships between 
different gene characters. The Wilcoxon test was used to com­
pare samples to expected values. As described above, we used 
chi-square tests to examine codon usage heterogeneity.
RESULTS 
Statistical biases and artifacts
A num ber o f  d ifferent synonym ous rate m easures 
were used to provide estim ates o f  a  (Table 1). T he  
finding that synonym ous substitution rates are signifi­
cantly lower for X -linked than autosom al g en es holds 
for all m easures (PAML correlated, P  =  0.032; all other  
m easures, P <  0 .0001) and appears robust to the effects
o f  outliers (data n ot sh ow n ). T h e eight d ifferent synony­
m ous m easures o f  a  range from  eight to °°. In contrast 
with previous results (M iy a t a  et al. 1987; W o l f e  and  
Sh a r p  1993; M c V e a n  and H u r s t  1997), our dataset 
estim ates a  to be less than (but n ot significantly different 
from) for six out o f  the e igh t m easures. D ifferences  
in m ethod ology  do n ot appear to lead to qualitative 
differences in  a  estim ation. T h e upper con fid en ce limits 
for a  are very h igh  (°° for six out o f  eight m easures), 
while the lower con fid en ce lim its range betw een three 
and seven.
Four intronic m easures o f  a  were obtained  (Table
1). As for the synonym ous data, X -linked rates are lower 
than those on  the autosom es, a lthough  n ot significantly  
so. T h e m ultip le substitutions correction  m ethod  ap­
peared to m ake little d ifference, but th e two different 
alignm ent protocols gave rather d ifferent estim ates o f  
a. PILEUP estim ated a  to be ~ 1 7 and gave a m inim um  
a  estim ate o f  1.7, w hich is c lose to the values obtained  
from  X /Y  com parisons. CLUSTALW yielded  an a  esti­
m ate o f  and a lower lim it o f  4.4, results that are 
m ore in keep ing with the synonym ous m easures. T hese 
intronic results sh ould  be treated with caution  because 
o f the sm all sam ple size (N =  5 on  the X  ch ro m o so m e).
Imprinted genes do have low IQ values
If the d iscrepancies in a  estim ates are solely due to 
statistical biases and artifacts and the other explanations  
are incorrect, th en  hem izygously expressed gen es  
should  have the sam e synonym ous substitution rates as 
diploid-expressed genes. However, we find that a low  
Ks may be a general feature o f  haploid-expressed genes, 
both  X-linked and im printed: im printed gen es have 
both  a significantly lower m ean  Ks (P =  0.0046) and a 
significantly lower m ean  K\ (P  =  0.0179) w hen com ­
pared with autosom al gen es w hen  the default algorith­
m ic estim ation m eth od  is used (see Figure 2). W hen  
m axim um -likelihood m ethod s are used, autosom al Ks 
is h igher than im printed K$ (constant P  =  0.0034, vari­
able P  =  0.0017, and correlated  P  =  0.033; see Figure
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TABLE 1
A num ber o f  d ifferent m ethodologies are used for derivations o f  a  estim ates with X /A  com parisons
Rate Method X mean A mean X/A Mean a Min. a Max. a
As PBL T 0.125 0.178 0.7 18.5 5.9 OO
As PBL K 0.124 0.175 0.708 15.2 5.4 OO
As LWL K 0.158 0.223 0.708 15.1 5.4 oo
a4 T 0.132 0.18 0.735 8.7 3.9 119
K K 0.132 0.178 0.741 7.95 3.7 60
Ks PAML constant 0.125 0.183 0.686 33.2 7 oo
Ks PAML variable 0.149 0.321 0.464 CO oo oo
Ks PAML correlated 0.437 0.832 0.526 oo oo oo
Ai PILEUP T 0.156 0.221 0.703 17.5 1.7 oo
Ai PILEUP K 0.155 0.221 0.704 16.7 1.7 oo
Ai CLUSTALW T 0.137 0.233 0.587 oo 4.4 oo
AJ CLUSTRALW K 0.137 0.232 0.589 oo 4.3 oo
The rows show the steps in calculating a and its confidence limits (see also r e s u l t s  section). The X 
chromosome and autosomal means are used to calculate the ratio of means (X /A ). Then the ratio (and its 
upper and lower limits) is used to estimate a (and its lower and upper limits). The columns give different 
methodologies. Ks, A4, and K\ are substitution rates at synonymous, fourfold degenerate, and intronic sites, 
respectively. The different methods are abbreviated as follows: PBL, Li (1993); LWL, Li etal. (1985); K , K i m u r a  
(1980); T, T a m u r a  (1992). See m a t e r i a l s  a n d  m e t h o d s  for details of the different PAML methods. The 
alignment program (PILEUP or CLUSTALW) is given fir the K\ data to demonstrate the strong effect of 
alignment protocol.
3). Similarly, autosomal Ks is higher than X-linked Ks 
when such m ethods are used (constant P  <  0.0001, 
variable P <  0.0001, and correlated P  =  0.031; see Figure 
3). Both the nonneutral evolution and m utation rate 
selection argum ents predict both X-linked and im ­
printed gen es to have lower As rates than autosomal 
genes (see Introduction).
Nonneutral evolution o f  silent sites is not supported
We exam ine two issues concerning the proposition  
that nonneutral evolution o f  third-site m utations can
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F i g u r e  2.—Autosomal, X-linked, and imprinted genes com­
pared with respect to synonymous substitution rate (Ks), non- 
synonymous substitution rate (Aa) , and fourfold substitution 
rate (IQ.  The error bars give standard errors. The methods 
of T a m u r a  (1992) and Li (1993) were used to calculate substi­
tution rates, “meth” refers to rates estimated by excluding 
from consideration CpG <=> TpG substitutions at silent sites.
account for the low Ks values seen  in X-linked and im­
printed genes. First we provide codon usage analyses to 
ask whether there is any evidence that selection has 
affected codon  usage in rodents. Second, we ask 
whether, in principle, nonneutral evolution is adequate 
as a possible explanation.
Codon usage data: Although there exists a wealth of 
evidence to suggest that codon  usage is selectively driven 
in Drosophila and bacteria (see Li 1997), several lines 
of evidence suggest that in mammals silent sites are 
neutral (see M c V e a n  and H u r s t  1997). T he “silent 
site se lection ” explanation belongs to the nonneutral 
evolution class o f theories (see Introduction) and re­
quires silent sites to be selectively constrained. We per­
form ed two sets o f tests on rodent sequences to ask 
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F i g u r e  3.—Autosomal, X-linked, and imprinted genes com­
pared with respect to synonymous substitution rates (Ks) ob­
tained when different settings of the maximum-likelihood pro­
gram PAML were used (see m a t e r i a l s  a n d  m e t h o d s ) .
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Figure 4.— Autosom al, X-linked, and im printed genes com ­
pared with respect to CUBRE (codon  usage bias relative to 
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Figure 5.— Autosom al, X-linked, and im printed genes com ­
pared with respect to ENC (effective num ber o f  codons; see  
MATERIALS AND M ETH O D S).
fected by selection  and whether codon  usage bias can 
explain  the variation that we see in Ks.
CUBRE and ENC analysis: If synonymous codon usage 
were selectively driven, then on e would expect to see a 
correlation between K$ and CUBRE and between Ks and 
ENC. If the synonym ous codon  usage o f a gene is under 
strong selection, then CUBRE will be high and ENC 
low (high cod on  bias) because only optimal codons will 
be used, and Ks will be low because synonymous changes 
(from an optim al codon to a nonoptim al codon) will 
be highly constrained. Conversely, if the synonymous 
codon  usage o f a gen e is under weak selection, then  
CUBRE will be low and ENC high (low codon bias) and 
Ks high. Such correlations have provided evidence for 
selection on  cod on  bias in Drosophila ( S h a r p  and Li 
1989).
T he predicted relationships between CUBRE and 
ENC values and Ks were tested in two different ways. 
First, if m ean Ks is significantly higher for autosomal 
genes than for X-linked genes, do m ean CUBRE and 
m ean ENC show the expected relationships (signifi­
cantly higher and lower, respectively, on  the X chrom o­
som e)? Second, is there a significant correlation be­
tween Ks and CUBRE and between Ks and ENC am ong  
either autosom al or X-linked genes?
Both Ks and KA are significantly higher for autosomal 
than X-linked genes under the default algorithm ic esti­
m ation m ethod (P <  0.0001 in both cases, see Figure
2). Ks is also significantly higher for autosom al than 
X-linked genes under m axim um -likelihood estim ation  
(constant P <  0.0001, variable P < 0.0001, and corre­
lated P =  0.03).
In conflict with the predictions o f  the silent site selec­
tion argum ent, m ean CUBRE is lower (P =  0.99; see 
Figure 4) and m ean ENC is higher (P =  0.09; see Figure 
5) on  the X-linked genes. N o significant correlations 
were found between Ks and CUBRE (autosomal and 
X-linked, P > 0.1 and P > 0.1) or Ks and ENC (P > 
0.1 and P > 0.05).
C onsidering im printed genes allows a further test o f  
the silent site selection argument. Given that imprinted
genes have significantly lower synonymous substitution  
rates than autosom al genes (see ab ove), the silent site 
selection argum ent predicts that im printed genes 
should show greater codon  usage bias; i.e., imprinted  
genes should have a higher m ean CUBRE and lower 
m ean ENC than autosom es. T hese predictions hold for 
both CUBRE (P = 0.35) and ENC (P=  0.09), although  
the results are not significant.
Codon usage heterogeneity: A lthough the results o f the 
codon  bias analysis presented above provide no evi­
dence that silent sites in rodents are under selection, 
CUBRE is significantly greater than unity in each o f  
the three classes o f  autosom al, X-linked, and imprinted 
genes (P < 0.001 in all three cases). This result means 
that either silent sites are subject to selective pressures 
(and for som e reason our previous tests did not have 
the power to dem onstrate selection) or the schem e used 
to produce the expected  ENC values is incorrect. The 
latter explanation seem s plausible because simulated  
ENC values were calculated using only position-specific 
base frequencies and gen e length. It is known that 
neighboring bases can affect m utation rates ( B u l m e r
1986), and thus simply com bining position-specific base 
frequencies is unlikely to give reliable codon frequency 
estimates.
To control for m utational biases caused by adjacent 
bases, the codon  usage heterogeneity tests developed by 
E y r e - W a l k e r  (1991) were applied to those autosomal 
genes that fulfilled the gen e length criteria (see m a t e r i ­
a l s  a n d  m e t h o d s )  . Restricting our analysis to autoso­
mal genes, we aim ed to determ ine whether the result 
of m ean CUBRE greater than one is a m ethodological 
artifact.
For each o f the four different tests ( x 2g tc .  X2c. X2aga. 
and x 2a tc )  . two statistics were calculated: the proportion  
of genes showing significant heterogeneity at the 5% 
level and the overall x2 for all the genes. For both m ouse 
and rat, only on e o f the overall x 2 tests, overall x 2aga. 
showed significant heterogeneity (P  <  0.001 in both 
sp ecies). Only the rat x 2aga test gave significantly m ore 
genes with significant bias than expected by chance (P<
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0.025 w ith Yates’ continuity correction), th ou gh  the  
m ou se x Zag a  test show ed a similar tendency (P < 0 . 1 ) .
T h ose g en es that show ed significant h eterogeneity  in  
any o f  th e  four tests in e ith er m ouse or rat were classed  
as th e h igh  x 2 group, w hile the rem aining gen es with 
n onsign ificant h eterogen eities in both m ouse and rat 
for all four tests form ed  the low x 2 group. If the silent 
site se lection  argum ent is correct, then  the h igh  x 2 
grou p  (m ore co d o n  bias) sh ould  have lower Ks (silent 
sites m ore constrained) than  the low x 2 group. In co n ­
flict with this pred iction , th e h igh  x z group had a higher  
m ean  Ks than the lower \ 2 group, though  the two m eans 
were n o t significantly d ifferen t (P  =  0 .21).
T h e x 2aga  test was repeated  with analysis o f  th e 123, 
312, and com plem entary sequ en ces (see m a t e r i a l s  
a n d  m e t h o d s )  . All autosom al gen es that fulfilled  the  
X2ag a  test length  criteria for th e 123, 312, and com p le­
m entary sequ en ces w ere included , thereby increasing  
th e sam ple size. For b oth  m ouse and rat, overall x 2aga 
was significant for the 123 seq u en ce (P<  0.001 for both  
species) and com plem entary sequ en ce (P  <  0.001 for 
b oth  species) but n ot for the 312 sequ en ce (P > 0.25  
for b oth  sp ec ies).
As exp la in ed  above, th e silen t site se lection  argum ent 
predicts a negative correlation  betw een cod on  bias and  
Ks. T h e  four tests o f  heterogen eity  were used to test this 
prediction, with scaled values used to control for gen e  
length  (see m a t e r i a l s  a n d  m e t h o d s ) .  N on e o f  the  
four scaled  h eterogen eities correlated significantly with 
Ks (P >  0.1 in all four ca ses).
Nonneutral evolution, the problem o f  advantageous 
recessives, and the K^-K, correlation: O ne assum ption  
o f the n otion  that a low Ks in  im printed and X-linked  
gen es m ight be the result o f  nonneutral evolution  is 
that advantageous recessive silent m utations are rare. If 
advantageous recessives w ere com m on, then  the exp o­
sure o f  X -linked and autosom al gen es cou ld  lead to  
them  having h igher substitution rates than autosom al 
gen es ( C h a r l e s w o r t h  et al. 1987), a result that would  
conflict with the low Ks values reported here.
We cannot test the frequency o f  advantageous reces­
sive m utations directly. However, we can ask w hether  
nonsynonym ous substitutions show any evidence for the  
presence o f  advantageous recessive m utations. If purify­
ing selection  had acted  o n  synonym ous m utations to  
reduce X -linked Ks, o n e  w ould  exp ect an even  greater  
reduction  in  X -linked KA if  nonsynonym ous m utations  
were also u nd er purifying selection , because nonsynony­
m ous m utations are likely to be affected by stronger  
selection  than  synonym ous ones.
Ka is significantly h igh er o n  th e autosom es than on  
the X  ch rom osom e (P  =  0.003; see  Figure 2). A lthough  
the relationship  is n ot significant, Kk is h igher o n  autoso­
mal g en es than im printed  g en es (P=  0.52; see Figure 2). 
T hese KA relationships cannot, however, be considered  
in depend en tly  o f  the Ks relationships because o f  the  
well-known KA-K$ correlation  (e.g., M o u c h i r o u d  et al.
1995). Therefore, following M cV e a n  and H u r s t  (1997), 
we ask if X -linked KA values are lower than o n e  m ight 
exp ect given the low Ks values o n  the X  chrom osom e. 
If the d om inant m ode o f  se lection  o n  the X  were stabiliz­
ing selection  th en  X-linked gen es should  have low KA 
values given their Ks values. If instead directional se lec­
tion  o n  advantageous recessives were com m on  then  
both  m ight have KA values h igher than or com parable  
with autosom al g en es with com parable Ks values.
W e com pared  two rank orders, o n e  for Ks and on e  
for Ka, both  o f  w hich gave the ranks o f  X-linked genes  
am ong autosom al genes. T h e KA ranks were h igher than  
the Ks ranks but n ot significantly so (P = 0 .14). Thus 
we can reject the n otion  that X-linked KA values are 
lower than exp ected  on  the basis o f Ks values, which  
is a result that provides ev idence against nonneutral 
evolution  reducing the Ks o n  the X  chrom osom e.
A similar analysis was applied  to the im printed genes. 
As for the X -linked genes, if  th e dom inant m ode o f  
selection  affecting im printed g en es is stabilizing selec­
tion  then  im printed  g en es sh ould  have low KA values 
given their Ks values. For im printed gen es am ong au­
tosom al gen es there is a ten dency  toward h igher KA 
ranks (P =  0 .08). C onsistent with the similarly high  
Ka ranks o f  both  X-linked and im printed genes, the  
com parison o f  im printed and X-linked gen es suggests 
n o d ifference betw een  the two classes (P =  0.69 for 
X-linked am ong im printed and P  =  0.56 for im printed  
am ong X -link ed ). This result is consistent with elevated  
Ka ranks b ein g  an effect o f  hem izygous expression. If 
the hem izygously expressed  g en es are pooled , th en  the  
Ka ranks am ong the autosom al g en es are significantly  
higher than the Ks ranks (P =  0 .041).
The X and autosomes differ in sequence composition
T h e com p osition  and m ethylation explanations for 
the discrepancies betw een  X /Y , Y/A, and X /A  estim ates 
o f  a  both  invoke d ifferences in the m utation rate per 
germ line replication, w hich are the result o f  sequ en ce  
differences. We tested  the idea that the observed differ­
en ces betw een  X-linked, im printed, and autosom al syn­
onym ous substitution rates m ight be due to sequ en ce  
differences.
Most o f  the com positional features considered  differ 
significantly betw een  the autosom al g en es and the  
X-linked gen es (see Table 2). Most notably the m ean  
GC4% on  th e X  ch rom osom e was only 53% com pared  
with 61% on  autosom es. This effect cannot account for 
all the variation in Ks, because im printed genes, which  
also have a low Ks, have a GC4% o f  65%, w hich is h igher  
than that o f  the autosom al genes. N o com positional 
feature differs significantly betw een the autosom al and  
im printed g en es (Table 2). We d o  find, however, that 
im printed g en es ten d  to be m ore GC rich than autoso­
mal gen es (P =  0 .053). T h e fact that the d ifference is 
close to sign ificance m ay h elp  to exp lain  the different
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TABLE 2
Compositional statistics for autosomal (A), X-linked (X), and imprinted (I) genes
Autosomal X-linked Imprinted P (A = X) P (A = I)
A4 0.184 0.204 0.164 0.06 0.2
C4 0.345 0.307 0.359 0.006 0.43
G4 0.267 0.221 0.289 <0.0001 0.22
T4 0.204 0.268 0.187 <0.0001 0.28
GC4 0.612 0.529 0.649 0.0001 0.053
TpG/CpG 1.184 1.502 0.688 0.52 0.075
CpG O /E 0.462 0.404 0.485 0.0037 0.92
Means are given, along with the Mann-Whitney P values for the AX and AI comparisons. A4, C4, G4, T4, 
and GC4 are the base frequencies at fourfold degenerate sites. TpG/CpG gives the ratio of silent Cpg <=> TpG 
substitutions to conserved silent CpG sites (see m a t e r i a l s  a n d  m e t h o d s ) .  CpG O /E  is the observed-over- 
expected ratio of CpG sites (equation for calculating expected values given in m a t e r i a l s  a n d  m e t  h o d s )  .
results o b ta in e d  by p rev iou s c o m p o s itio n a l com p a riso n s  
o f  im p r in ted  g e n e s  an d  au to so m a l g e n e s  (N eu m a n n  et 
al. 1995; M cV ea n  etal. 1996).
In addition  to com positional d ifferences, we have 
found  evidence o f  m ethylation d ifferences (see m a t e r i ­
a l s  a n d  m e t h o d s ) .  O n  the X  ch rom osom e n ot only  
are C’s and G ’s rare, but also th e frequency o f  C pG ’s 
(with C at a silent site), w hen con trolled  for GC%, is 
lower than  that fou n d  on  the autosom es (P  =  0.037; 
see Table 3 ). But is there evidence that such d ifferences 
lead to synonym ous substitution rate differences?
Autosom al gen es were used to exam in e correlations 
betw een seq u en ce characters and synonym ous substitu­
tion  rates. N o  significant correlations were observed  
betw een IQ and any o f  the fourfold  base frequencies  
(P > 0.5 in  all four cases). T h e num ber o f  silent
CpG <=> TpG substitutions correlates positively with K$ 
(P < 0 .001), w hich is n ot surprising given that such  
changes contribute directly to  the num ber o f  synony­
m ous substitutions. However, the ratio o f  silent CpG <=> 
TpG changes to the n um ber o f  conserved silent CpG 
sites, w hich gives an indication  o f  the m utability o f  silent 
CpG sites (see m a t e r i a l s  a n d  m e t h o d s )  , also corre­
lates strongly with Ks (P < 0 .001). In  other words, the 
synonym ous substitution rate at a class o f  site known to 
be strongly in flu en ced  by m ethylation status correlates 
strongly with the w hole g en e  synonym ous substitution  
rate. Such an effect has already b een  shown to explain  
at least som e o f  the K$ variation w ithin Igf2r, o n e  o f  
the im printed gen es in  this study ( S m i t h  and H u r s t  
1998a). T h e ratio o f  observed to exp ected  CpG (see 
m a t e r i a l s  a n d  m e t h o d s )  also shows a positive correla­
TABLE 3
Estimates o f  oi obtained using a variety o f  methodologies that use all three comparisons
o f  X/A, Y/A, and X/Y







X mean 0.125 0.111 0.132 0.137 0.125 0.149 0.4377
A mean 0.178 0.152 0.18 0.233 0.182 0.321 0.8327
Y mean 0.183 0.171 0.238 0.194 0.182 0.238 0.1997
Zfx 0.0833 0.0785 0.0867 0.144 0.0771 0.0771 0.335
Xfy 0.208 0.208 0.232 0.231 0.205 0.246 0.354
Ubelx 0.0861 0.0784 0.0796 0.167 0.085 0.0876 0.0335
Ubely 0.138 0.119 0.223 0.175 0.121 0.13 0.125
a  X /A 18.5 9.59 8.69 OO 33.2 OO OO
a X/Y 1.93 2.12 2.99 1.79 1.88 2.28 0.358
a  Y/A 1.07 1.29 1.95 0.711 0.994 0.588 0.136
a  Zfx/Zfy 9.96 15.2 16.7 2.31 15.6 OO 1.09
a  Ubelx/Ubely 2.31 2.06 28.8 1.07 1.82 1.95 OO
Substitution rates (Ks, synonymous; K4, fourfold degenerate; and Kh intronic) were estimated either by 
maximum likelihood using the program PAML (see m a t e r i a l s  a n d  m e t h o d s  for the settings used) or by the 
algorithmic methods of t a m u r a  (1992) and Li (1993). The “Ks meth” data were obtained by excluding CpG <=> 
TpG substitutions at silent sites from consideration. The default settings of the CLUSTALW were used to 
prepare intronic alignments. Values of a  for the X/A, X/Y, and Y/A comparisons were calculated according 
to M i y a t a  et al.'s (1987) equations.
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tion  with Ks (P  <  0 .02). This positive correlation is 
surprising, given  that heavily m ethylated g en es m ight 
be exp ected  to have b oth  h igh  rates o f  silent substitution  
and low ratios o f  observed over exp ected  CpG (both  
d ue to th e m ethylation-induced m utation o f  CpG dinu­
cleotides) . It m ight be that m ethylated gen es are under  
particularly strong stabilizing selection  for som e reason.
C ould th ese  links betw een m ethylation and Ks provide 
an exp lan ation  for the variation in Ks betw een genes?  
Silent site m ethylation-induced mutability is h igher on  
the X  ch rom osom e than o n  the autosom es, w hich is 
the w rong d irection  for exp lain ing the low K$ o f  
X -linked genes. T o test the m ethylation explanation  
m ore rigorously, Ks and K4 values were calculated for all 
g en e pairs with all silen t CpG <=> TpG changes ignored. 
A utosom al Ks rem ained significandy h igher than both  
X -linked Ks (P <  0 .0001) and im printed Ks (P <  0 .01). 
A utosom al KA was significantly h igher than X -linked X4 
(P <  0 .0001) but was n ot significantly h igher than im ­
printed IQ (P=  0 .058). Furtherm ore, the discrepancies 
betw een X /A  and X /Y  estim ates o f  a  rem ain even  after 
removal o f  such  m ethylation-induced changes (see b e­
low and T able 3).
X/Y and Y/A estimates o f  a
T o reject an exp lanation  for the discrepancies b e­
tween estim ates o f  a  it is n ot en ou gh  to sim ply show  
that the exp lanation  is unable to yield X /A  a  estim ates 
close to the values o f  about two given by X /Y  com pari­
sons. It m ust also be dem onstrated  that the explanation  
is unable to raise the a  estim ates provided by X /Y  and  
Y/A com parisons. T h erefore we have used  Y-linked se­
q uences to  give X /Y  and Y /A  estim ates o f  a . T h e m eth­
od ologica l exp lanation  can be tested by observing the  
im pact o f  changes in  m ethod ology  on  th e relative a  
estim ates o f  the X /A , X /Y , and Y /A  com parisons.
U sing m ean  chrom osom al class substitution rates, the  
relative values o f a  estim ates are conserved across m eth­
od o log ies (see Table 3), w hich suggests a rejection o f  
the m ethod ology  explanation. For both  algorithm ic esti­
m ates o f  Ks, IQ, and K\ rates and for m axim um -likelihood  
estim ates o f  Ks, the X /A  com parisons give m uch higher  
estim ates o f  a  than the X /Y  and Y /A  com parisons. H ow­
ever, th e h om ologou s X /Y  com parisons o f  Zfx/Zfy  and  
Ubelx/ Ubely do yield  som e a  estim ates greater than 2 
(Table 3). T h e Ks Zfx/Zfy  com parison gives an a  esti­
m ate o f  10. A previous study found  a  =  °° in this com par­
ison ( S h i m m i n  et al. 1994), and although we concur  
with the result o f  a h igh  a  estim ate, we disagree with 
the con clu sion  o f  the authors o f  that study that such a 
result was d ue to silent site constraints affecting Zfx 
being relaxed  on  Zfy. Zfx shows n o  evidence o f  co ­
d on  usage bias [CUBRE =  1.017; c.f., m ean X-linked  
CUBRE =  1.0958; furtherm ore, n o n e  o f  E y r e - W a l k e r ’s 
(1991) co d o n  usage tests showed significant h eteroge­
neity] , and therefore silent sites o n  Zfx are unlikely to
be under selective constraints. U sing KA rates, both  the  
Zfx/Zfy  and Ubelx/ Ubely com parisons give h igh  a  esti­
mates. This appears to be d ue to X4 b eing greater than  
Ks on  the Y ch rom osom e, presum ably due to a low rate 
at twofold d egen erate sites.
T h e m ethylation exp lanation  predicts that differ­
en ces betw een  ch rom osom es in  m ethylation density  
cou ld  lead to d ifferences betw een  chrom osom es in  
rates. A lthough this exp lanation  d oes n ot appear to be 
able to reduce the X /A  estim ate o f  a  to about two, m ight 
it be able to increase the X /Y  and Y /A  a  estimates? 
T o test this hypothesis we recalculated Ks values while 
ignoring CpG <=> TpG changes at silent sites (see Table
3). T h e X /A  estim ate decreased  and th e X /Y  and Y/A  
estim ates increased, but there rem ained large discrep­
ancies betw een a  estim ates. T h e Ubelx/ Ubely com pari­
son  gave a lower a  estim ate o n  the rem oval o f  m ethyla­
tion-induced changes, but the Zfx/Zfy  a  estim ate 
increased to a value actually above the X /A  estim ate.
Even if se lection  does act to reduce m utation rates 
on  the X  ch rom osom e, it d oes n ot th en  autom atically  
follow  that m utation rates should  also be selectively re­
duced  on  the Y ch rom osom e (see In troduction). In 
keep in g  with this analysis Ks, IQ, and K\ are n ot nearly 
as low o n  the Y chrom osom e as they are o n  the X  
chrom osom e, although  the sam ple size is very low (see
MATERIALS AND M E T H O D S).
DISCUSSION
We considered  three explanations for the discrepan­
cies betw een X /A , Y /A , and Y /X  estim ates o f  a  (see 
In trod u ction ).
Statistical biases and artifacts: Are the errors in esti­
m ates o f  a  so large that values o f  2 and °° are not 
significantly different? Or was it the use o f  biased dis­
tance estim ation m easures in  previous analyses that led  
to the discrepancy in a  estim ates? U sing b oth  synony­
m ous and intronic substitutions and a variety o f  m eth od ­
ologies, we used  the X /A  com parison  to obtain  esti­
m ates o f  a  (see Table 1). T h e intronic and synonym ous 
estim ates differ with respect to exp ected  value o f  a  (fi­
n ite but large for synonym ous, in finite for intronic), 
but the large errors m ean that b oth  estim ates provide 
95% con fid en ce intervals for a  betw een 0 .5 -7  and °° 
w hen a range o f  d ifferent m ethod s is used. T h ese lower 
limits approach (and for th e PILEUP intronic estim ate 
fall below) estim ates o f  a  o f  ~ 2  obtained  from  Y /X  
com parisons (intronic and synonym ous rates show sim i­
lar results). However, we d o  n ot feel it is appropriate 
to calculate a statistic for the d ifference betw een  the  
X /A  and Y /X  estim ates o f  a , because the con fidence  
lim its previously obtained  for Y /X  estim ates ( C h a n g  et 
al. 1994; C h a n g  and Li 1995) are o f  a d ifferent nature 
than the con fid en ce lim its we have obtained.
T he con fid en ce lim its provided in this study are based  
on  the variation observed in  synonym ous substitution
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rates betw een  m any gen es (37 X-linked and 297 autoso­
m al g en es ), w hich thereby reduce any bias caused by 
substitution  rate variation (S h im m in  etal. 1993). In co n ­
trast, stud ies that use Y /X  com parisons to estim ate a  
have ign ored  variation in substitution rates betw een  
gen es, and have instead used the errors in herent in  
estim ating substitution rates (C h a n g  etal. 1994; C h a n g  
and  Li 1995). This m ethod  m ight be d efen d ed  on  the  
basis that h om ologou s gen es should  show little variation  
in substitution rates, but an assum ption o f absolutely  
n o variation in  rates betw een h om ologou s gen es (other  
than that caused by rate estim ation) seem s unlikely to 
be correct. Thus we regard the Y /X  95% con fidence  
intervals o f  1 .0-3 .2  (C h a n g  et al. 1994) and 1 .0-3 .9  
(C h a n g  and Li 1995) as perhaps too narrow.
B ecause h igh  estim ates o f  a  are obtained  w hen both  
biased and unbiased m ethods o f  K$ and K\ estim ation  
are used, th e m ethod ologica l explanation  can be re­
jected . But unless X /A , Y/A, and X /Y  estim ates o f  a  
can be statistically com pared, it is im possible to d iscount 
fully the errors argum ent. That only o n e  o f  n ine X /A  
a  estim ates has a 95% con fid en ce lim it under two (and  
that estim ate was based on  the sm allest sam ple) does  
suggest rejection  o f  the errors hypothesis. Furtherm ore, 
estim ates o f  a  that use the X /A , X /Y , and Y/A com pari­
sons with th e three distance m easures o f  Ks, IQ, and Al 
all y ie lded  the sam e result o f  a X/A greater than a x/Y and  
oty/A* w hich  supports rejection o f  b oth  the errors and  
m ethod ologica l argum ents.
It sh ou ld  be n oted  that the relatively small expansion  
in dataset size from  M cV ea n  and H u r s t ’s (1997 ) study 
to the present o n e  appears to have caused a consider­
able increase in the Ks estim ate o f  X /A . M cVean and  
Hurst obtained  an X /A  ratio o f  0.62 . Even w hen the  
sam e m ethod s as M cVean and H urst’s are used, the  
dataset used  h ere still gives an X /A  ratio o f  0 .7 0 8 . If 
further expansions in  dataset size lead to sim ilar in­
creases in  the X /A  ratio, the X /A  and Y /X  estim ates 
o f  a  may converge further. Further evidence for larger 
datasets yield ing h igher X /A  ratios com es from  th e hu­
m an and rod en t com parison. W ith 35 autosom al and  
only 4 X -linked genes, M iy a t a  et al. (1987 ) obtained  
an X /A  ratio o f  0 .60 , while a recent study o f  559  autoso­
mal and 71 X -linked gen es (T e r a d a  et al. 1997) gave 
an X /A  ratio o f  0.78 .
Nonneutral evolution: T h e discrepancies betw een  
synonym ous X /A , Y /X , and Y /A  estim ates o f  a  may be 
d ue to  stronger se lection  against silent m utations o n  the  
X ch rom osom e (for further details see In trodu ction ). If 
this is a necessary and sufficient explanation  o f  a  esti­
m ate discrepancies, th en  two requirem ents m ust be ful­
filled. T h e first requirem ent is that there be n o  a  esti­
m ate discrepancy w hen intronic data are used. T he  
secon d  requirem ent is that silent substitutions m ust be 
selectively constrained.
T he initial requirem ent seem s to  be contravened  by 
the intronic X /A , X /Y , and Y /A  estim ates o f  a. X /A
gave a  =  oo, while X /Y  and Y /A  b oth  gave a  less than  
three (Table 3). However, it is n ot possible to determ ine  
w hether the discrepancies in  a  estim ates are significant.
C oncerning the secon d  requirem ent, our cod on  us­
age analyses provide n o  support for the hypothesis that 
silent substitutions in rodents are selectively con ­
strained. N either X -linked nor im printed  CUBRE is sig­
nificantly h igher than autosom al CUBRE, despite  
X-linked and im printed  Xj> b ein g  significantly lower than  
autosom al Ks. Furtherm ore, n either autosom al nor 
X-linked gen es dem onstrate significant negative correla­
tions betw een  Ks and CUBRE.
Analysis o f  cod on  usage h eterogen eities for autoso­
m al gen es reveals that only o n e  o f  the four cod on  sets 
(Aga) shows significant levels o f  heterogeneity. Com pari­
sons o f  Aga tests for d ifferent reading fram es provide 
evidence that the significant heterogen eity  for the 123 
sequ en ces is n ot the result o f  selection , because signifi­
cant h eterogen eity  is foun d  for the 123 and com p lem en ­
tary sequ en ces but n ot for the 312 sequences. Such  
results are sim ilar to those o f  E y r e -W a lk e r  (1991, p. 
447), and we concur with this au th or’s appraisal that 
“It is difficult to think of any form of selection that would lead 
to significant bias appearing on the complementary strand and 
in other reading frames, but which is attenuated in the 312 
reading frame.”
S election  for optim al cod on  usage should  give bias 
on  the 123 fram e only, while se lection  on  RNA structure 
should  give bias o n  th e 123 and 312 reading frames, 
and selection  for DNA structure sh ou ld  give bias on  
both  reading fram es and the com plem entary sequence. 
O n e possible exp lanation  for the attenuation  o f  bias in 
the 312 reading fram e is the interaction  o f  n eighboring  
base m utational biases and lon ger range m utational bi­
ases (E y r e -W a lk e r  1991). T h e latter class o f biases can  
act at distances o f  several bases (B u lm e r  1990), and are 
thus not accounted  for by the m ethod  o f  second- and  
fourth-codon-position correction  em ployed  here. T he  
base position  exam in ed  for cod on  usage bias for both  
the 123 reading fram e and the com plem entary se­
quence is the “tru e” third p osition  (see Figure 1). Be­
cause the neigh borin g  nucleotid es (true first and sec­
on d  positions) are constrained, m utational biases will 
be able, over tim e, to generate significant h eterogen ei­
ties at third positions. But the base position  exam ined  
for cod on  usage bias for the 312 seq u en ce is the true 
secon d  position, w hich has the true first and third posi­
tions for neighbors. B ecause the th ird-codon position  
is only weakly constrained  and thus rapidly evolving, 
m utational biases may b e unable to build  up sufficiently  
before the third site, and thus the d irection  o f  bias, 
changes.
T h e lack o f  significant h eterogen eity  in  three tests out 
o f four, the dem onstration  that the Aga bias is unlikely to  
be the result o f  se lection  for co d o n  usage, and the fact 
that so few o f  the g en es showed significant bias when  
considered  individually all argue against the nonneutral
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evolution  theory. Furtherm ore, n o negative correlation  
betw een  co d o n  bias and Ks was observed, and the “high  
bias” grou p  o f  gen es did  n ot have a significantly lower 
Ks than  the “low bias” group o f  genes.
Furtherm ore, it is unclear w hether nonneutral evolu­
tion  at third sites can explain  the low Ks values that we 
observe. If the silent site se lection  explanation  is correct, 
and if nonsynonym ous m utations are as likely to be 
deleterious as synonym ous ones, then  the XA values for 
the X-linked and im printed  g en es should  b e lower rela­
tive to th e autosom al gen es than their Ks values. In fact, 
for both  X -linked and im printed genes, K^ values are 
higher than  w ould b e exp ected  o n  the basis o f  their Ks 
values but n ot to a significant extent.
D ifferen ces in m utation rate per germ line replication: 
Composition and methylation explanations: If the com posi­
tion or m ethylation argum ents are to explain  low Ks on  
the X  ch rom osom e, there m ust exist significant se­
quence d ifferences betw een the X  chrom osom e and  
the autosom es, and those com positional characters that 
differ significantly m ust be shown to correlate (and in  
the required d irection) with Ks. T he form er require­
m ent is fulfilled  by m ost o f  the com positional characters 
investigated (overall and fourfold  base frequencies and  
CpG statistics): but only on e seq u en ce character was 
observed to correlate significantly with Ks or K\. This 
was silen t CpG mutability, w hich can be interpreted as 
a m easure o f m ethylation density.
M ethylation at CpG sites appears to have a large effect 
on  m utation  rates. CpG <=> TpG substitutions constitute  
a reasonably large proportion  o f  silent substitutions (the  
autosom al, X-linked, and im printed estim ates o f  Ks fell 
by 15, 11, and 12%, respectively, w hen such substitutions 
were ig n o re d ), and m ethylation levels can alter m utabil­
ity w ithout affecting th e protein-coding seq u en ce o f  
a gen e. U nfortunately for the m ethylation theory, 
X-linked gen es actually showed greater silent CpG  
m utability than autosom al genes, and the rem oval o f  
CpG <=> TpG substitutions from  estim ates o f  Ks had little 
effect on  the significant d ifference betw een  X-linked  
and autosom al Ks m eans. Such adjusted Ks values pro­
vide a lower X /A  estim ate o f  m ean  a  than the unad­
justed Ks values, although  X /Y  and Y /A  estim ates o f  a  
rem ain m uch low er than the X /A  estim ate.
It is surprising that CpG m utability is h igher for 
X-linked gen es than for autosom al genes, w hen on e  
considers that m ale germ line DNA is far m ore heavily 
m ethylated than fem ale germ line DNA (M o n k  et al.
1987). For exam ple, K e t t e r l i n g  et al. (1993) foun d  a 
m ale-to-fem ale m utation bias o f  11 w hen  considering  
CpG d inu cleotides in  the factor IX gen e. T he reduction  
in the X /A  estim ate o f  a  u p on  rem oval o f  silent CpG <=> 
TpG substitutions d oes fit in with a h igher m ale bias for 
such m utations than for other sorts o f  point m utations.
M ethylation status appears to be a crucial m echanism  
in gen om ic im printing, and the fact that m any im ­
printed gen es possess CpG-rich regions im plies that im ­
printed g en es are relatively unm ethylated in  the germ ­
line ( C o n s t a n c ia  et al. 1998). Such a m ethylation  
profile is consistent with low Ks values for im printed  
genes. Indeed , a lthough  the d ifferences are n ot signifi­
cant, the im printed  gen es show a lower silent CpG m uta­
bility and a h igher observed-over-expected CpG ratio 
(indicative o f  lower overall CpG mutability) w hen com ­
pared to the autosom al genes. However, after the re­
moval o f  CpG <=> TpG substitutions im printed gen es  
still have a significantly lower Ks than autosom al gen es  
(Figure 2), and so such  substitutions cannot provide a 
com p lete exp lanation  o f  the low Ks o f  im printed genes.
It is im possible to  refute conclusively either the com ­
position  or m ethylation explanations because in  princi­
ple alm ost any seq u en ce character cou ld  affect m utation  
rates, and o n e  cannot exam in e every possibility.
Mutation rate selection explanation: T he m utation rate 
selection  exp lanation  is supported  by som e circum stan­
tial evidence. B oth intronic and synonym ous estim ates 
o f a  appear to show  d iscrepancies betw een th e X /A  
and Y /X  com parisons. Im printed gen es show the low  
Ks predicted  on  the basis o f  their hem izygous expres­
sion. T h e find in g  that Ks o n  the Y is h igher than on  the  
X is hardly supportive, but at least the result is consistent 
with selection  on  m utation rates.
D etailed  analysis o f  im printed  gen es provides further 
suggestive evidence in  favor o f  the ex istence o f  m odifiers 
o f  m utation  rates. If im printed gen es have low Ks b e­
cause o f  m odifiers, th en  clusters o f  im printed gen es  
should  have lower Ks than im printed gen es o n  their 
own, because the selective pressure favoring m odifiers 
o f  m utation rate sh ould  increase with the num ber o f  
gen es affected by the m odifier. So the m ore im printed  
gen es there are in  a cluster, the better the chance o f  a 
m odifier o f  the m utation rate b ecom in g  fixed. All o f  
the im printed gen es in th e dataset exist in clusters ex ­
cept for Htr2a (Y an g  et al. 1992), Insl ( W e n t w o r t h  et 
al. 1986), and Rasgrfl ( P la s s  etal. 1996). N onclustered  
im printed g en es have h igher Ks than clustered im ­
printed genes, and a lthou gh  the d ifference is n ot sig­
nificant (P  =  0.22) this may well be a result o f  lim ited  
sam ple size. W e feel this result is suggestive and worthy 
o f further analysis.
T h e status o f  Miyata’s m ethod  for assessing a : How  
do the above results relate to  the validity o f  M iy a t a  et 
al.’s (1987) proposal that th e m ale-to-fem ale m utation  
rate ratio (a) can be estim ated by com paring the substi­
tution  rates o f  X-linked, Y-linked, and autosom al genes?  
Their m ethod  (hereafter Miyata’s m ethod) d ep en ds on  
two assum ptions. T he first assum ption is that m utation  
rates are, at least in  principle, m easurable. For m olecu ­
lar evolutionary m ethods this requires the presence o f  
neutral sites and the use o f  appropriate m ultip le substi­
tution  correction  m ethods. T h e secon d  assum ption is 
that all o f  the d ifferences betw een  the m utation rates 
o f  gen es are because o f  the am ount o f  tim e spent in  
the two germ lines.
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T h e statistical biases and artifacts explanation  does  
n ot affect the logic u nd erp in n ing  Miyata’s m ethod  but 
is certainly unsatisfying and probably incorrect. T he  
n on n eu tra l evolution  hypothesis im pinges on  the first 
assum ption  that m utation rates are m easurable. T he  
ev id en ce we have presented  against this hypothesis 
lends cred en ce to th e first assum ption o f  Miyata’s 
m ethod .
T h e d ifferences in m utation rate per germ line replica­
tion  exp lan ations suggest violations o f  th e secon d  as­
su m p tion  o f  M iyata’s m ethod . D ifferent m utation rates 
on  d ifferen t chrom osom es m ight be the result o f  differ­
en t patterns o f  base com p osition  or m ethylation or 
hem izygosity rather than the result o f  the am ount o f  
tim e sp en t in  the two germ lines. N either the com posi­
tion  nor m ethylation  explanations can be rejected (but 
given that b oth  theories appear unfalsifiable, n oth ing  
can be read in to  th is) , and th e evidence in  favor o f  the 
m utation  rate se lection  argum ent is only circum stantial. 
However, we consider the find ing o f a con n ection  be­
tw een low Ks and hem izygosity to be best interpreted  
as a v iolation  o f  the secon d  assum ption o f  Miyata’s 
m ethod . T herefore we feel that caution  should  be exer­
cised  w hen  interpreting estim ates o f a  obtained  w hen  
M iyata’s m eth od  is used.
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Chapter 6. Why do genes evolve at different rates?
Evolutionary rates fit into the paradigm o f genomic anatomy because the rate o f evolution 
is a measure of the speed at which a gene’s identity changes, and identity is one o f the three factors 
o f genomic anatomy (see Chapter 1). So why do genes evolve at different rates (as shown by 
Wolfe and Sharp 1993)? The answer is that the processes o f mutation, selection and random drift 
must also vary between genes: mutation need not be constant across the genome, fitness is unlikely 
to affected equally by mutations at all sites, and the strength o f random drift will vary across the 
genome as a result o f recombination rate variation and Hill-Robertson (1966) effects. Later on I 
shall describe a test o f one explanation for variation in rates o f protein evolution, but first I shall 
describe some o f the underlying theory.
The relative strengths o f the major evolutionary processes will depend on the type o f site at 
which evolution is measured. If mutations at freely recombining synonymous sites in mammals are 
neutral, that is unaffected by selection, then Ks will reflect the underlying mutation rate (Kimura 
1983). Then the ratio of KA/KS enables a measure o f protein evolution controlling for variation in 
the mutation rate. Thus KA/KS should provide an indication o f the nature o f selection: if mutations 
are deleterious then KA/KS decreases below one and if mutations are advantageous then KA/KS 
increases above one.
The interplay between selection and random drift depends on the product o f the coefficient 
o f selection (s ) and the effective population size (Ne). When selection is strong (N^s »  1) then 
deleterious mutations are substituted at a very low rate relative to neutral mutations, and 
advantageous mutations are substituted at a very high rate relative to neutral mutations. When 
selection is weak (NgS < 1) then the substitution rate differences with respect to neutral mutations 
are less extreme for both advantageous and deleterious mutations. These effects are illustrated in 
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Alternative theories of molecular evolution differ with respect to the influence 
of selection on substitution rates. Under the neutral theory only neutral mutations contribute to 
substitution rates, since advantageous mutations are very rare and selection against deleterious 
mutations is strong. Under the nearly neutral theory both neutral and slightly deleterious mutations 
contribute to the substitution rate. Under selectionist theories substitution rates are determined by 
slightly deleterious, effectively neutral and advantageous mutations. So in order to explain 
variation in molecular evolutionary rates we need to determine the variation in two factors: (1) the 
sensitivity of organismal fitness to gene mutation and (2) the ratio of effectively deleterious to 
effectively advantageous mutations.
The sensitivity of organismal fitness to gene mutation is dependent on the two parameters 
identified by Wilson et al. (1977): P is the sensitivity of gene function to mutations and Q is the 
sensitivity of organismal fitness to gene function. The concept of P underpins two of Kimura and 
Ohta’s principles of molecular evolution (as given in Kimura 1983): “Functionally less important 
molecules or parts of molecules evolve (in terms of mutant substitutions) faster than more 
important ones” and “Those mutant substitutions that are less disruptive to the existing structure 
and function of a molecule (conservative substitutions) occur more frequently in evolution than 
more disruptive ones”.
P is likely to depend on a number of factors (see section 9.5 in Kimura 1983). A smaller 
proportion of neutral sites is expected in multimers versus monomers owing to their intersubunit 
interactions. The larger the molecule the greater the proportion of amino acids performing the 
weakly selected function of space filling. A lower proportion of neutral mutations is expected for 
substrate specific genes.
Q is also likely to vary between genes. Ubiquitous housekeeping genes may be subjected 
to different selection pressures from those affecting tissue specific genes. Highly abundant 
insoluble proteins are likely to be subject to stronger selection than less abundant soluble enzymes, 
hence fewer mutations will be neutral.
If there are multiple gene copies per haploid genome, or if gene functions are to some 
extent redundant, or if the mutations are recessive then changes to gene function are more likely to 
be neutral. However, this logic may not apply for the same reason that diploidy leads to a higher 
mutation load than haploidy: if selection is weak then mutations will accumulate in the population 
and so gene function may be affected by multiple mutations. The effect of additional mutations is 
then indicated by epistasis and dominance effects. A further complication is that effective copy 
number itself might be under selection, for example duplications of particularly important 
developmental genes might be selectively favoured as a guard against failures in the control of 
gene expression.
One difficulty with testing the prediction that P and Q should affect rates of evolution is in 
obtaining reliable measures of these parameters (Wilson et a l 1977). However, knockout
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phenotype appears to provide a direct measure of Q, the dispensability of a protein (see 
Research Paper 7).
The ratio of effectively deleterious to effectively advantageous mutations seems harder to 
predict. Note that the problem here is different to the usual form of the neutralist-selectionist 
debate. The question is not whether advantageous mutations exist, but whether genes vary in their 
relative proportions of advantageous and deleterious mutations. Although this ratio could hardly 
vary if there were no advantageous mutations, the neutralist position is that advantageous mutations 
do occur, but so rarely that such mutations have little effect on substitution rates. Even if 
advantageous mutations are rare in most genes, they may be common in some genes. One factor 
that will clearly influence the proportion of advantageous mutations is the degree to which the 
required function of the gene will change over time. For example, the required function of a gene 
which codes for an unspecific DNA binding protein will not change since the structure of DNA 
will not change, but the required function of a parasite antigen receptor will swiftly change as the 
parasite evolves new antigens. Such reasoning may well explain why histones have such a low 
KaIKs ratio and immunoglobulins such a high KA!KS ratio.
One can predict that ongoing evolutionary races are likely to generate high ratios of 
advantageous to deleterious mutations. The problem comes in predicting whether evolutionary 
races will persist or be resolved. For example, it is unclear whether the conflict theory of 
imprinting predicts ongoing conflict or an ESS (see Chapter 5).
How can we test explanations for varying substitution rates? As mentioned above, the 
knockout phenotype provides a direct measure of Q. So under the nearly neutralist theory 
(mutations are strongly deleterious, slightly deleterious or neutral) we obtain the prediction that 
genes with extreme knockout phenotypes should have lower KA/KS ratios than genes with mild 
knockout phenotypes.
I have tested this prediction using a set of mouse-rat orthologs, divided into two groups on 
the basis of knockout phenotype (see Research Paper 7) .The results of sequence analysis initially 
appear to support the hypothesis: KA/KS is significantly higher for the non-essential genes.
However the two groups of genes may not be equal with respect to those other factors, 
discussed above, which may also affect evolutionary rates. In particular the non-essential genes 
contain a much higher proportion of immune system genes than the essential genes. The 
assumption of no advantageous mutations (in nearly neutral theory) is particularly unlikely to apply 
to immune system genes (Hughes and Nei 1988), and thus immune system genes would be 
expected to show high KAIKS ratios, as this analysis confirms. If immune system genes are 
excluded from the analysis, then essential and non-essential genes do not evolve at different rates. 
The differences between essential and non-essential genes can also be examined using neuronal 
genes as a control for tissue specificity which may affect evolutionary rates. Neuronal essential 
genes do not differ evolve at different rates from neuronal non-essential genes. Thus knockout 
phenotype does not explain variation in molecular evolutionary rates.
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The effect of tissue specificity can be further examined by comparing neuronal 
genes with reproductive genes. Neuronal genes have low KaIKs ratios but reproductive genes do 
not. One factor which might complicate the interpretation of these comparisons is the possibility 
that reproductive genes may be involved in ongoing evolutionary races due to conflict between 
mother and offspring (Wallis 1981; Wallis 1993) or sexual conflict (Tsaur and Wu 1997). Thus 
reproductive genes may be affected by a higher proportion of advantageous mutations than 
neuronal genes, and so differences in evolutionary rates between these two classes of genes may 
not be solely due to the strength of selection on deleterious mutations.
Why does knockout phenotype fail to covary with evolutionary rates? One explanation is 
that knockout phenotype, in the absence of wildtype environments, tells us little about the effect of 
a knockout in the wild. Another explanation is that the effect of knockouts may not reflect the 
effect of substitutional changes. Although Gillespie (1991) has argued that you can hardly get a 
greater selective effect than from a null mutation, some substitutional mutations might cause gains 
of function which could not appear with knockouts. A final explanation is that perhaps selection is 
very powerful. Thus a difference in the selective coefficient makes little difference to substitution 
rates if selection is strong (Nes » l ) .  This is equivalent to noting that the slope of substitution rate 
against NgS is nearly flat when N^s is large and negative (see Figure above).
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Do e sse n tia l g e n e s  evo lve  slow ly?
Laurence D. Hurst and Nick G.C. Smith
Approximately two thirds of all knockouts of individual 
mouse genes give rise to viable fertile mice. These 
genes have thus been termed ‘non-essential’ in contrast 
to ‘essential’ genes, the knockouts of which result in 
death or infertility. Although non-essential genes are 
likely to be under selection that favours sequence 
conservation [1], it is predicted that they are less subject 
to such stabilising selection than essential genes, and 
hence evolve faster [2]. We have addressed this issue by 
analysing the molecular evolution of 10S non-essential 
and 67 essential genes that have been sequenced in 
both mouse and rat. On preliminary analysis, the 
non-essential genes appeared to be faster evolving than 
the essential ones. We found, however, that the 
non-essential class contains a disproportionate number 
of immune-system genes that may be under directional 
selection (that is, selection favouring change) because 
of host-parasite coevolution. After correction for this 
bias, we found that the rate at which genes evolve does 
not correlate with the severity of the knockout 
phenotype. This was corroborated by the finding that, 
whereas neuron-specific genes have significantly lower 
rates of change than other genes, essential and 
non-essential neuronal genes have comparable rates of 
evolution. Our findings most probably reflect strong 
selection acting against even very subtle deleterious 
phenotypes, and indicate that the putative involvement 
of directional selection in host-parasite coevolution and 
gene expression within the nervous system explains 
much more of the variance in rates of gene evolution 
than does the knockout phenotype.
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Results and discussion
Wilson et al. [2] proposed in 1977 that two proteins subject 
to the same level of functional constraint, but differing in 
their dispensability, will evolve at different rates. They 
argued that this may, in part, result from the fact that muta­
tions in redundant genes may be masked. Thus, essential 
genes (knockouts of which are lethal or infertile) should 
evolve slower than non-essential genes (knockouts of
which are viable and fertile) — this is the ‘knockout-rate’ 
prediction. From the adaptive theory of mutation rates, it 
might similarly be predicted that the mutation rates of 
essential genes should be lower than those of non-essential 
genes [3-5]. We have examined these issues using 
sequence comparison of mouse and rat genes with cross- 
reference to knockout data (see Materials and methods for 
details). For any aligned pair of orthologous genes we can 
calculate KA, the rate of DNA substitutions affecting the 
amino-acid composition of the gene product (non-synony- 
mous substitutions), and A s>, the rate of DNA substitutions 
that are silent at the amino-acid level (synonymous substi­
tutions). If synonymous mutations in mammals are neutral, 
as may be the case [4], then K$ is a measure of the muta­
tion rate [6] and KA/KS is a measure of the rate of protein 
evolution after controlling for mutation rate.
Rates of evolution and the knockout phenotype
Essential genes (n = 67 in our sample) had significantly 
lower Ka/Ks  ratios than non-essential genes (// = 108) 
(Mann-Whitney U-test, p  = 0.0009, Figure 1; all results 
and statistics are given in Table 1). Essential genes also 
tended to have lower Ks  values than non-essential genes 
(p = 0.04 in a one-tailed test).
Rates of evolution after controlling for ‘tissue of activity’
The above results are potentially confounded by differ­
ences between essential and non-essential genes in the 
types of tissues that they act in. Notably, the non-essential 
class contained many more genes specific to the immune 
system than did the essential class (34/108 versus 3/67, 
p  < 10-5 using Fisher’s exact test). Genes of the immune 
system tend to have high KAIK$ ratios [7,8] and high A v 
values [7]. We confirmed these results: KA/KS ratios of 
immune-system genes (n = 37) were on average more than 
double those of non-immune genes (n = 138, p  = 0.0028) 
and immune-system genes also had higher Ks  values 
(p = 0.02) (Table 1). T he high KA/KS ratios can be 
accounted for by arguing that immune-system genes are, 
at least along part of their sequence, likely to be under 
directional selection (and/or overdominance) driven by 
host-parasite coevolution (see for example [9-11]).
We then asked whether the non-essential non-immune 
genes (// = 74) had higher KA/K$ and higher K s values than 
essential non-immune genes (n = 64). When we did this 
comparison we found no significant differences (p = 0.24 
and p  = 0.45, respectively; Table 1).
The effect of tissue specificity on rates of gene evolution 
can also be controlled for by examining genes expressed 
specifically in neurons. Neither the KA/KA ratios nor the















Essential Non- Non- Non-
essential essential essential 
immune non-immune
The Ka/Ks  ratios (± SEM) for various classes of gene. The left-hand 
two columns give the values for essential genes (n = 67) and non- 
essential genes (n= 108), respectively. These are significantly different 
(p< 0.001). The right-hand two columns show the data for the non- 
essential genes broken down into those with immune function (n =  34) 
and those without (n= 74). Note that the major difference between the 
essential and non-essential genes is largely due to the excess of 
immune-related genes in the latter class.
Ks  values for non-essential neuronal genes (n =18) were 
significantly different from those of the essential neuronal 
genes {n = 16; p  = 0.63 and p  = 0.36, respectively). The  
comparison between all neuronal genes (n = 34) and non- 
immune non-neuronal genes (n = 104) revealed that 
KA/K$ values for neuronal genes were less than half those 
of the others (p = 0.0001). The two classes had similar 
values (/> = 0.51).
Is this low rate of evolution a peculiarity of neuronal genes 
or a general property of tissue-specific genes? This is hard 
to evaluate, but the fact that genes specifically involved in 
reproduction (n = 18) had higher KAIKS ratios than neuronal 
genes (n = 3 4 , p  = 0.013) suggests that the low rate is pecu­
liar to neuronal genes. This was further corroborated by the 
finding that reproductive genes had similar KAIKS ratios 
and K$ values to those of the ‘normal’ class of non-immune 
non-neuronal genes {p = 0.91 and p  = 0.31, respectively).
The effect of tandem  substitutions
In the mouse-rat comparison there is a strong correlation 
between KA and Ks  (see for example [12,13]). It seems that 
this correlation is in large part due to an excess of tandem 
(adjacent) substitutions, which may be the result of selec­
tion (N.G.C.S. and L.D.H., unpublished observations). If 
selection acting on synonymous mutations is responsible 
for the excess of tandem substitutions, then Ks  is not an 
unbiased measure of the mutation rate. We therefore re­
analysed our sequences ignoring tandem substitutions.
Our results concerning stabilizing selection were not 
affected when tandem substitutions were ignored. The  
non-essential genes had a significantly higher KA/KS ratio
than the essential genes (p = 0.0007). This result was again 
attributable to the excess of immune-system genes within 
the non-essential class, as the KA/KS ratios are similar for 
non-immune essential and non-immune non-essential 
genes (p = 0.288). Immune-system genes had high KA/KS 
ratios compared with all non-immune genes (p < 0.0001). 
Neuronal genes had especially low KA/KS ratios compared 
with non-immune non-neuronal genes (p < 0.0001). In 
contrast, our results as regards K$ were altered when 
tandem substitutions were ignored. The essential genes 
had mutation rates no lower than those of non-essential 
genes (p = 0.25) and the immune genes had K$ values no 
higher than non-immune genes (p = 0.44). Thus, the varia­
tion in ‘raw’ Ks  values might partly have been due to 
selection on synonymous mutations. With the effects of 
such selection removed, we found no evidence of adaptive 
variation in mutation rates. Hence, we need only seek to 
explain the variation in KA/KS ratios.
Why is there no correlation between knockout phenotype 
and rates of evolution?
Our results suggest that knockout phenotype does not cor­
relate with the KaIKs  ratio once we have accounted for 
tissue-specific effects. To explain this result it is worth 
clarifying the logic underlying the knockout-rate predic­
tion. The knockout phenotype indicates the magnitude of 
the selective difference between the presence and 
absence of the gene: the more severe the knockout phe­
notype, the greater the strength of selection on the entire 
gene. The knockout-rate prediction requires not only that 
the strength of selection on the entire gene should co-vary 
with the average strength of selection on non-synonymous 
mutations within the gene (although each mutation is 
likely to be under weaker selection than the null muta­
tion) but, crucially, that the strength of selection (j) on 
these individual mutations (the magnitude of their effects 
on fitness) is within certain bounds.
Imagine that non-synonymous mutations in non-essential 
genes tend to have, on average, a smaller effect on fitness 
than do mutations in essential genes. This will not lead to 
differences in the rate of fixation of mutations if the muta­
tions are highly deleterious: in a reasonably sized popula­
tion a mutation reducing fitness by 10% will be no more 
likely to reach fixation than one that reduces fitness by 
20%. But for very low s in a finite population, however, 
deleterious mutations can reach fixation (become a substi­
tution) by random drift. In this case, the size of s affects 
the fixation probability and hence the substitution rate. So 
one way of arriving at the knockout-rate prediction is to 
suppose that non-essential genes have more non-synony­
mous mutations with s values that are compatible with fix­
ation. Our failure to find any differences in rates of 
evolution between essential and non-essential genes 
might then be due to the fact that most non-synonymous 
mutations in the two types of genes are highly deleterious
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Table 1
The p values from two-tailed Mann-Whitney U-tests in pairwise comparisons of various gene classes.
Class NE E l-NE I Nl-E NI-NE NR NNR-NI NR-E NR-NE Nl R
n
Ka!Ks



















































































0.2676 0.2781 0.0009 0.0028 0.2882 0.8982 0.0130 0.9138 0.0329 0.0354 0.5371
In the lower left half of the table are the p  values for each of the 
pairwise KA/KS comparisons between all of the gene classes and in 
the upper right half are the p  values for the Ks  comparisons. The 
sample size (r ) and the mean KA/KS and Ks  values (± SEM) for each 
gene class are given. Significant p values are shown in bold. Those 
shown in italics are comparisons in which there is overlap between
data sets. The genes in this analysis have not had tandem substitutions 
removed. A significant statistic indicates that the set of genes in one 
class is significantly greater or smaller in the parameter in question 
than the other set of genes. To establish which is the greater, it is 
necessary to consult the absolute mean values for KA/KS or Ks  given 
in column 3 and row 2, respectively.
(that is, selection is very strong), and that the proportion of 
slightly deleterious or effectively neutral mutations in the 
two is about the same.
T here may, however, be other explanations. First, there 
may be methodological problems. T h e knockout pheno­
type may be a poor indicator o f the fitness effect o f a 
knockout in nature, owing to the artificiality of the labora­
tory environment. Alternatively, the mouse-rat data may 
be misleading. Mutational saturation of sites is a potential 
problem in any analysis o f this sort. A sizeable majority of 
silent sites in the m ouse-rat comparison have not 
changed, however, indicating that saturation is unlikely. 
Second, som e o f the knockout-rate prediction’s other 
assumptions may be invalid. T h e prediction also requires,
for example, that advantageous mutations are rare. Analy­
sis o f non-synonymous evolution in im mune-system  genes 
and in hem izygously expressed genes [4,5] indicates that 
this may be unrealistic. How this might affect the predic­
tions is unclear.
Why is there a correlation between tissue specificity and 
rates of evolution?
W e have found that the rate o f evolution as measured by 
the K a/Ks  ratio is strongly affected by tissue specificity: 
immune-system  genes evolve rapidly, neuronal genes 
evolve slowly and reproductive genes evolve at an inter­
mediate rate. There are a number of possible explanations 
for an effect o f tissue specificity on KA/KS values. Genes in 
different tissues might by affected by different proportions
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of advantageous and deleterious mutations. A high propor­
tion of advantageous mutations would seem to explain the 
high rates o f evolution of im mune-system  genes. Tissues 
may also differ in their influence on an organism’s fitness, 
although this is, as yet, mere speculation. But we can be 
sure that the putative involvem ent in host-parasite coevo­
lution and specific expression within the nervous system  
explain the variance in the rate of protein evolution much 
better than do knockout phenotypes.
Materials and methods
Database assembly
The gene knockout database (gkd: www.bioscience.org/knockout/kno- 
chome.htm) annotates the phenotypes of over 300 single-gene knock­
outs in mice. We also used four genes annotated in Tbase 
(tbase.jax.org/) but not present in gkd. Knockouts reported as infertile 
or inviable were incorporated into the class of essential genes. Genes 
whose knockout had sex-specific infertility or high, but not complete, 
levels of inviability were also included within this class. Where some 
phenotype was observed (in 97% of cases) the genes are classified in 
the gkd by the tissue principally disrupted. Some are classed as multi­
tissue if no one organ or system is predominantly affected. We 
checked all genes against the relevant Tbase entries or original papers 
to confirm the designation of the ‘tissue of activity' and the viability/fer­
tility. Internet links to the genome database (gdbwww.gdb.org/gdb/), 
mouse genome informatics (mgd.hgmp.mrc.ac.uk/), Online Mendelian 
Inheritance in Man (www3.ncbi.nlm.nih.gov/omim/) or to the original 
paper, were followed to obtain links to the GenBank citation for the 
gene concerned.
For each gene the HOVERGEN database of vertebrate homologous 
genes [14] was searched using the GenBank entry name. From obser­
vation of the phylogeny of each gene family, we assembled a list of 
accession numbers for the mouse and rat orthologues corresponding to 
known gene knockouts. The accession numbers of the 108 non-essen­
tial and 69 essential genes are provided in the Supplementary material.
Preparation of alignments
FETCH was used to extract sequences from databases and GENE- 
TRANS was used to extract and combine exons automatically. Protein 
alignments were performed using CLUSTALW [15]. The DNA align­
ments were re-created from the protein alignments and the original 
DNA sequences using the program MRTRANS (written by W. Pearson, 
and available at HGMP (www.hgmp.mrc.ac.uk/)). Alignments were per­
formed using the GCG [16] and EGCG [1 7] packages at HGMP. On 
close inspection two of the essential genes were found to have 
dubious alignments and were eliminated, reducing the sample size to 
67. For these and the 108 non-essential genes we calculated the 
number of gaps in the alignments, in order to ask whether the align­
ment protocol might be affecting our rate estimates. Using both the 
total number of gaps and the number of gaps per informative site, we 
found not even a weak correspondence with any of the rate parame­
ters. Alignment artefacts are probably not producing systematically 
biased rate estimates.
Algorithmic rate estimation
Substitution rates were estimated from alignments using methods 
developed by Moriyama and Powell [18]. Tamura and Nei's [19] multi­
ple hits correction method was used to account for variation in base 
composition, and Li's [20] method was used to calculate the non-syn­
onymous rate per site {KA) and the synonymous rate per site (Ks).
Supplementary material
Supplementary material including a complete list of the genes analysed 
is available at http://current-biology.com/supmat/supmatin.htm.
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Chapter 7. Evolution at synonymous sites
Synonymous mutations in protein-coding genes affect DNA and mRNA sequences but not 
amino acid sequences, and occur as a consequence of the redundancy of the genetic code. Since 
the phenotype is primarily determined at the protein level, it might be thought that synonymous 
mutations which are silent at the protein level should be unaffected by selection. When the neutral 
theory of molecular evolution was first proposed (Kimura 1968a; King and Jukes 1969), the 
neutrality of synonymous mutations was one of its most important tenets (Powell and Moriyama 
1997), and was consistent with what was known at the time: “As far as is known, synonymous 
mutations are truly neutral with respect to natural selection” (King and Jukes 1969). However, the 
neutral theory does not suggest that all mutations are neutral (Kimura 1983), and Kimura (1968b), 
rather presciently, did not suppose that all synonymous changes would be neutral: “It is important 
to note that probably not all synonymous mutations are neutral, even if most of them are nearly so”.
In the thirty years since the neutral theory was first proposed, it has become clear that 
selection does act on synonymous mutations, at least in some organisms (Akashi and Eyre-Walker 
1998; Hey 1999). Critical attention is now focused on determining how selection affects silent 
sites and the minimum effective population size required for such selection pressures to affect 
molecular evolution.
In the context of genomic anatomy, selection at synonymous sites provides a way to make 
sense of identity at the smallest possible scale of genomic anatomy, at the level of the individual 
nucleotide. If selection really does act on synonymous mutations, then the patterns of nucleotide 
identity at silent sites can make sense. I shall briefly consider some general tests of selection on 
silent sites, before describing more detailed tests of the nature of selection on synonymous sites. 
Then I shall explain why the question of whether selection acts on silent sites in mammals is an 
interesting issue, and then describe some of the tests I have performed to examine this question.
Tests of selection on silent sites
Comparisons of substitution rates can help to indicate the processes underlying nucleotide 
substitution (Li 1997). If one assumes strict neutrality and that mutation rates are uniform within 
genes, then variation in substitution rates for different classes of site within a gene corresponds to 
variation in levels of functional constraint (Kimura and Ohta 1974). Under these assumptions the 
finding that fourfold degenerate sites evolve faster than twofold degenerate sites which in turn 
evolve faster than nondegenerate sites implies that functional constraints decrease as degeneracy 
increases (Li and Graur 1991). However, it cannot be deduced that synonymous sites are devoid of 
any functional constraints. Synonymous rates vary across the genome, although nonsynonymous 
rates vary to a much greater extent (Wolfe and Sharp 1993). However, in the absence of reliable
80
data on mutation rate variation across the genome, it is unclear whether such 
synonymous rate variation is due to selection or mutation.
The existence of a molecular clock, a constant rate of evolution in all evolutionary lineages 
for a given macromolecule, was first suggested by Zuckerkandl and Pauling (1965). If one 
assumes a molecular clock and that mutation is a Poisson process then the index of dispersion of 
substitution rates should be unity (Zuckerkandl and Pauling 1965). The index of dispersion for 
synonymous substitutions as well as nonsynonymous substitutions is often found to be greater than 
one (Gillespie 1991; Li 1997), and the existence of any sort of predictive molecular clock has been 
questioned (Gibbs et al. 1998). The overdispersion of synonymous substitutions can be explained 
by all three classes of molecular evolution theories. Under strict neutrality, the overdispersion can 
be explained by lineage specific mutation rates, generation time effects (Ohta 1993), or non­
independence of mutation events. Under the nearly neutral theory, effective population size 
changes can explain variation in substitution rates (Ohta 1972). Under selectionist models, changes 
in selection pressures may cause the variation in rates. This plethora of arguments against a clock 
may mean that the only reason for an approximate clock comes from the expected convergence of 
large numbers (Ayala 1999).
Polymorphism data can also be used to test for the presence of selection. The tests of 
Tajima (1989) and Fu and Li (1993) examine the proposition that all mutations in a DNA region 
are selectively neutral (Li 1997), and so cannot be applied exclusively to synonymous sites which 
are interspersed with nonsynonymous sites. The HKA test (Hudson et a l 1987) uses the neutral 
theory prediction of a positive correlation between intra- and inter- population DNA variation, but 
observations of high silent site within-species polymorphism at the Adh locus in Drosophila 
melanogaster (Kreitman and Hudson 1991) could well be due to selection on nonsynonymous 
rather than synonymous sites. The McDonald-Kreitman test (McDonald and Kreitman 1991) 
compares the ratio of fixed and polymorphic differences between different classes of sites. 
Comparisons of nonsynonymous and synonymous substitutions reveal an excess of synonymous 
polymorphisms which is consistent with selection affecting nonsynonymous sites more than 
synonymous sites. However the McDonald-Kreitman test can be applied to classes of sites other 
than synonymous and nonsynonymous (e.g. Jenkins et a l 1995), and indeed Akashi (1995) has 
applied the McDonald-Kreitman test to compare preferred (to the major codon, see below) and 
unpreferred (from the major codon) synonymous substitutions, thereby inferring weak selection on 
silent sites in Drosophila.
Major codon preference and translational selection
To find conclusive evidence of selection we have to consider in detail both the patterns of 
silent site identity and the biochemical bases of selection.
Specific patterns of silent site identity have been quantified as codon usage bias, the 
unequal usage of codons encoding the same amino acid. Codon usage bias can be measured in a
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number of ways (Powell and Moriyama 1997; Sharp et al. 1986; Shields et al. 1988;
Wright 1990), and although the alternative measures do differ with respect to the effect of gene 
length (Comeron and Aguade 1998; Moriyama and Powell 1998), most measures of codon bias are 
highly correlated (Powell 1997).
Selection is thought to act on silent sites to enhance protein synthesis (Sharp et al. 1993). 
Silent site identity is biased towards “major” codons, which are recognised by abundant tRNAs and 
which show perfect Watson-Crick pairing with the tRNA anticodon. Such relationships between 
tRNAs and codon usage have been found in E. coli (Ikemura 1985), S. cerevisiae (Ikemura 1985), 
and D. melanogaster (Moriyama and Powell 1997). Codon usage bias tends to be higher in highly 
expressed genes on which selection is thought to be relatively strong, both in yeast and E. coli 
(Ikemura 1985).
The selection-mutation-drift theory of synonymous codon usage suggests that “codon 
usage patterns result from the balance in a finite population between selection favouring an optimal 
codon for each amino acid and mutation together with drift allowing the persistence of nonoptimal 
codons” (Bulmer 1991). Since linkage restricts the efficacy of selection (Barton 1995), codon 
usage bias should correlate positively with recombination rates, as has been found in D. 
melanogaster (Kliman and Hey 1993). As described above, levels of divergence and 
polymorphism also indicate selection favouring major codons (Akashi 1995). Silent site 
divergence has been found to be negatively correlated with codon usage bias in E. coli (Sharp and 
Li 1987) and D. melanogaster (Sharp and Li 1989), although such relationships may be partially 
due to the relationship between silent site divergence and expression levels (Akashi and Eyre- 
Walker 1998).
The biochemical basis of major codon preference is thought to stem from either improved 
speed or accuracy of translation. The relationship between tRNA pools and codon use is consistent 
with selection for translation elongation rates (Berg and Kurland 1997). Higher codon usage in 
amino acid conserved positions in D. melanogaster is consistent with selection for translational 
accuracy (Akashi 1994), although such a relationship is not found in E. coli (Hartl et al. 1994), and 
may be a consequence of the correlation between silent and replacement divergence (Akashi and 
Eyre-Walker 1998) which has many alternative explanations (see Li 1997). Selection for 
translational accuracy is consistent with the correlation between codon bias and gene length found 
in E. coli (Eyre-Walker 1996) and yeast (Moriyama and Powell 1998), although the relationship 
between codon bias and gene length is complicated by correlated gene expression and linkage 
effects (Akashi and Eyre-Walker 1998).
Translational selection need not always act to maximise translational speed. Programmed 
frameshift events in E. coli depend on the use of minor codons (Schwartz and Curran 1997), and 
proper protein folding may depend on translational pauses (Purvis et al. 1987).
Alternative forms of selection are suggested by the reduced codon biases and silent 
divergence rates found at the start of E. coli (Eyre-Walker and Bulmer 1993) and D. melanogaster
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(Kliman and Eyre-Walker 1998) genes. Minor codons are also found in the middle of 
genes from a wide variety of enteric bacteria, and do not appear to be the result of site specific 
mutation biases (Maynard Smith and Smith 1996). Minor codon preference may reflect constraints 
on RNA structure via ribosomal binding (Eyre-Walker and Bulmer 1993), or perhaps DNA 
sequence structure (see below for more details of non-translational selection on codon usage).
Mammalian silent site evolution
The best data on silent site selection comes from unicellular organisms such as E. coli and 
small multicellular organisms such as D. melanogaster (see above). But there are numerous 
reasons to study mammals. First, we are mammals ourselves, and as Alexander Pope pointed out 
“The proper study of mankind is man.” Second, there is an enormous, and ever increasing, 
quantity of mammalian DNA sequence data. Third, the divergence times for mammals are not so 
great that silent sites reach saturation. Fourth, and of most pertinence to the aims of this thesis, 
mammals are a good place to look for the limits to selection because large mammals are likely to 
have small population sizes. From this consideration of population size silent site selection is 
likely to be weaker in mammals than in enteric bacteria or yeast. Finally, the issue of silent site 
neutrality is important because the measurement of mutation rates by sequence comparison rests on 
the assumption of neutrality (Kimura 1983). If mammalian silent sites are not neutral then the use 
of silent site divergence to estimate mutation rates (as in McVean and Hurst 1997a) is 
compromised. The measurement of mutation rates is of crucial importance to several problems in 
evolutionary theory: tests of selection versus mutation, adaptive mutation rate variation across the 
genome, sex biases in the mutation rate, and the evolution of sex.
Genes across the mammalian genome show great variation in Ks (a 19-fold range over 363 
genes was found by Wolfe and Sharp 1993). The comparison of orthologous genes indicates that 
this variation is gene specific or region specific (Mouchiroud et al. 1995). It has been suggested 
that Ks variation is due to regional mutation biases (Wolfe et al. 1989) but later studies showed that 
the predicted correlation between GC content and Ks does not exist (Bemardi et al. 1997; Wolfe 
and Sharp 1993). However, the use of a “better” maximum likelihood method for substitution rate 
estimation may have resurrected the finding of a correlation between composition and synonymous 
substitution rates (see Research Paper 8).
If mutation is not responsible for Ks variation, then selection must be acting on silent sites. 
Further evidence in favour of weak selection acting on silent sites comes from the overdispersion 
of the synonymous clock in mammals (Ohta 1995) The fact that the generation time effect is 
greater for synonymous substitutions implies that nonsynonymous substitutions are subject to 
stronger selection, and hence that selection on silent sites is weak (Ohta 1993). That the KA-KS 
correlation is stronger than might be expected on the basis of strict neutrality (Ohta and Ina 1995) 
also suggests selection on silent sites (but see Research Paper 8).
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The finding that synonymous substitution rates are similar to rates of divergence 
in pseudogenes (Wolfe et al. 1989) and the non-coding majority of the genome (Wolfe and Sharp 
1993) implies that selection on silent sites in mammals is no stronger than selection on non-coding 
DNA (McVean and Hurst 1997a) (but see Research Papers 9 and 11 for a potential problem in 
measuring divergence at non-coding sites). Eyre-Walker (1991) has argued that codon usage in 
mammals is better explained by local mutational biases rather than selection. Circumstantial 
evidence against silent site selection in mammals comes from the estimate that the selection 
coefficient against nonoptimal codons multiplied by effective population size is about 0.5 in enteric 
bacteria (Hartl et al. 1994). If the effective population size of mammals is, say, 1000 times smaller 
than that of E. coli, then silent site selection in mammals will be effectively neutral.
Mammalian genes often show a bias towards codons ending in G or C, but it is hard to 
know whether such codon bias is the result of selection or mutational bias (Li 1997). Selection is 
implied by stronger codon bias than expected on the basis of background composition (Aota and 
Ikemura 1986). Even if codon bias was no different from that expected on the basis of 
compositional variation, that would not rule out selection on silent sites since the compositional 
patterns in mammals may themselves be due to selection (Bemardi 1995). The finding that 
compositional patterns differ between sites at different levels of conservation implies that selection 
does act on DNA base composition (Zoubak et al. 1995).
Karlin and Mrazek (1996) have suggested that there are five major processes affecting 
codon choice in humans. These include selection on translational processes, as well as selection 
for DNA structure, selection for RNA transcription and stability, mutational biases, and amino acid 
requirements.
Selection for DNA structure may reflect a need for certain stacking energies, curvatures or 
superhelicities for stability, or perhaps DNA structure may affect replication and repair processes 
(Karlin and Mrazek 1996). DNA dinucleotide periodicities of 10-11 bp have been observed in 
eukaryotic genomes, and have been used to infer selection on DNA structure, since the periodicity 
is close to the average helical repeat length for DNA in a nucleosome (Widom 1996). However, it 
appears that the 10-11 bp periodicities are at least partially due to correlations in protein structure 
(Herzel et al. 1998). Karlin and Mrazek (1996) concluded that codon choice in humans is mostly 
the product of selection on amino acids (for example, GA dinucleotides code for acidic amino 
acids) and selection for DNA replication and repair. The influence of amino acid constraints and 
protein structure in mammalian codon usage has also been suggested by Adzhubei et al. (1996).
RNA molecules can form complex secondary and tertiary structures strongly related to 
biological function, and this higher order structure is directed by lower level nucleotide sequence 
(Conn and Draper 1998; Klaff et al. 1996). There is strong evidence for selection on RNA 
structure in mammalian RNA-coding genes, with structural requirements leading to substitutional 
correlations between sites which are paired in the RNA secondary structures (P.Higgs, pers. 
comm.), and rates of nucleotide substitution lower in stems than in loops (Springer et al. 1995).
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Selection on RNA structure might be thought to proceed by selection for complementary 
oligonucleotides in close proximity to ensure greater stability at high temperatures, but in 
prokaryotes such selection is only found for RNA-coding genes and not for genomic base 
composition (Galtier and Lobry 1997). However, it is unclear whether selection on RNA structure 
applies to the majority of genes which code for proteins, since mRNA stability in eubacteria and 
eukaryotes is regulated by RNA structures at the ends of the molecule (Carpousis et al. 1999).
The general aim is to understand whether mammalian silent sites in general are affected by 
selection. Thus cases of selection on silent sites in specific genes (as in Debry and Marzluff 1994) 
do not resolve the issue and neither would the demonstration that a few silent sites per gene are 
subject to functional constraints (as suggested by Britten 1993).
Here I give an overview of my findings pertinent to evolution at mammalian silent sites. In 
Chapter 8 which deals with evolution within introns I describe work on comparing synonymous 
and intronic substitution rates, the results of which also bear on silent site neutrality.
Repeatable molecular evolution within Igf2r
There is much variation in synonymous substitution rates (Ks) both within (Alvarez-Valin 
et al. 1998) and between (Wolfe and Sharp 1993) mammalian genes. This variation could be the 
result of stochastic processes (since mutations are rare chance events), or the result of deterministic 
mutation or selection processes (hence the patterns of synonymous substitution rates make sense). 
The analysis of the repeatability of patterns of molecular evolution in independent comparisons 
allows stochastic and deterministic processes to be distinguished (Mouchiroud et al. 1995). I 
investigated the repeatability of molecular evolution for a single large gene Ig/2r, using the 
independent pairwise species comparisons of mouse-rat and human-cow (see Research Paper 4 for 
further details).
Analysis of nonoverlapping windows enabled Ks variation across the gene to be measured 
for both pairwise comparisons. Using nonparametric statistics the two Ks patterns were 
significantly similar, and thus Ks across Igf2r is repeatable. I believe this result to be the first 
demonstration of Ks repeatability at such a fine scale (although KS repeatability is suggested by the 
findings of Comeron and Aguade 1996). The repeatability is not due to methodological artefacts or 
to the fact that Ig/2r appears to be a multimeric gene and so I concluded that Ks variation across 
Igf2r is the result of deterministic forces, either mutation or selection.
Two selective explanations of Ks repeatability were considered: mutation rate selection and 
common constraints. The mutation rate selection hypothesis supposed that silent sites were neutral 
but that mutation rates could be adaptively reduced in regions of selective importance. The 
common constraints argument suggested that silent sites might be under translational selection for 
accuracy and so synonymous divergence would covary with nonsynonymous divergence which is 
related to selective constraints. The absence of a significant correlation between codon usage bias 
and Ks went against the common constraints argument, while the absence of a significant
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correlations between Ks and either KA or functional importance was inconsistent with 
both selection based hypotheses.
The mutational explanation for Ks repeatability suggested that compositional effects might 
in some way affect mutation rates: the high sequence similarity between the Igf2r sequences in the 
four species would then generate Ks repeatability. Although Ks did not correlate with the crude 
measure of GC composition, methylation induced CpG => TpG mutations did appear to explain 
some of the Ks variation. Thus the variation in ^appeared  due to variation in mutable site (CpG) 
density and the mutability (methylation density) at such sites. The effect of methylation on the 
molecular evolution of Igf2r may be related to the fact that Igf2r is genomically imprinted 
(Neumann et al. 1997).
Under the assumption that mammalian silent sites are neutral, as suggested by the tests 
performed in this study, the repeatability of Ks across Igf2r demonstrates mutation rate variation at 
the intragenic scale. This result changes our view of substitution mutation rate variation, which 
had previously been demonstrated only at the regional (Casane et al. 1997) and chromosomal 
(McVean and Hurst 1997a) scales.
Tests o f codon usage selection on rodent genes
According to the hypothesis of Miyata et al. (1987) differences in the mutation rates of 
genes on different chromosomes are solely due to the proportion of time spent in the male rather 
than female germline. Hence the comparison of the mutation rates of different chromosomes 
permits an estimation of the sex bias in the mutation process, thought to be due to the greater 
number of replications per generation in the male germline ( but see Hurst and Ellergren 1998; Li 
1997). However synonymous rate comparisons of X chromosomes and autosomes generate 
different estimates of sex bias from comparisons of X and Y chromosomes. In Chapter 5 and 
Research Paper 6 I discussed the possibility that this discrepancy is due to different adaptive 
mutation rates on different chromosomes. Here I review my investigation of the hypothesis that the 
discrepancy is due to non-neutral evolution, that X-linked genes have reduced Ks due to the greater 
efficiency of hemizygous selection against recessive deleterious mutations (see Research Paper 6).
I measured substitution rates and codon bias for a set of 297 autosomal and 37 X-linked 
pairs of confirmed mouse-rat orthologs, and then examined the evidence for codon usage selection 
in a number of ways, using two different classes of codon usage bias measures. The Effective 
Number of Codons (ENC) (Wright 1990) can vary from 20 with one codon for each amino acid to 
61 with all synonymous codons used equally, and hence negatively correlates with codon bias. In 
order to account for compositional effects I adapted the ENC method to generate an alternative 
measure called CUBRE, Codon Usage Bias Relative to Expected. Neither the ENC nor the 
CUBRE data supported either of two predictions of codon usage selection on silent sites: (1) 
synonymous substitution rates should correlate negatively with codon bias, and (2) since Ks is 
lower on the X chromosome than on autosomes the codon bias should be greater on the X
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chromosome. However, the CUBRE data did show more codon usage bias than 
expected on the basis of compositional bias.
Given that mutational biases might have generated such an excess of codon bias, I used 
Eyre-Walker’s (1991) X2 tests of heterogeneity which account for the potential mutational biases of 
neighbouring nucleotides (Bulmer 1986). Codon usage heterogeneity was weak with only one of 
the four groups of codons (the AGA group) showing significantly more biased genes than expected 
by chance. Those genes which showed significant heterogeneity in codon usage did not have lower 
synonymous substitution rates, as expected on the basis of selection on codon usage. The 
heterogeneity of the AGA group was further examined by measuring the heterogeneity in different 
reading frames, with the results favouring long range mutational biases (Bulmer 1990) rather than 
selection. Codon usage heterogeneity did not show the negative correlation with synonymous 
substitution rates expected on the basis of selection for codon usage.
An alternative test examined the basis of the argument that Ks is lower on the X 
chromosome because of selection on silent sites and hemizygous expression. Such an explanation 
assumes that the majority of mutations are deleterious since advantageous recessive mutations 
would probably spread faster on the X chromosome (Charlesworth et al. 1987). If most mutations 
are deleterious, and if the fitness distribution of mutations is the same for synonymous and 
nonsynonymous mutations, then the X chromosome should have an even lower KA than expected 
on the basis of its low Ks. Such a pattern was not found and so this test suggested that not all 
mutations are deleterious, which destroys the basis for suggesting that the low Ks on the X 
chromosome is the result of selection on synonymous mutations.
In this study I found no clear evidence of selection on synonymous sites in rodents. Codon 
bias did not show the predicted correlation with Ks, and the comparison of the Ks and KA data 
indicates that the low Ks on the X chromosome actually constitutes an argument against selection 
on silent sites. The only evidence in favour of codon usage selection was the finding that some 
measures of codon usage bias were higher than expected, but this could well have been due to 
mutational biases. That most of the excessive bias disappears when neighbouring bases are 
controlled for is consistent with this belief.
Substitution patterns indicate selection on silent sites
Selection on silent sites provides a potential explanation for the finding that the KA-KS 
correlation in mammals is stronger than expected on the basis of the neutral theory and silent site 
neutrality (as shown by Ohta and Ina 1995). I have investigated the KA-KS correlation in rodents 
and have found evidence that the strength of the correlation may be partly due to selection on silent 
sites which causes an excess of tandem substitutions (see Research Paper 8).
The strength of the KA-KS correlation is consistent with silent site neutrality and the neutral 
theory if one uses maximum likelihood methods to estimate substitution rates (but not if uses
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algorithmic methods). However, tandem substitutions account for much of the strength 
of the correlation irrespective of rate estimation method, and so one would like to explain why 
there are so many tandem substitutions.
There is an excess of tandem substitutions over the null expectation based on independent 
substitutions. This excess of tandem substitutions can be explained in one of two ways: either 
doublet mutations or correlated selection pressures affecting adjacent bases. I investigated these 
alternatives by the analysis of substitution patterns (see Research Paper 8 for details of the method). 
These patterns indicated that doublet mutations could not be responsible and so, by elimination of 
the alternatives, selection on silent sites must be responsible.
Given that I had some evidence of selection on silent sites in rodents I attempted to 
discover the nature of that selection. Employing a test based on substitution patterns, I found no 
evidence for selection on codon usage. The use of maximum likelihood (but not algorithmic) 
methods revealed correlations between Ks and base composition parameters, consistent with but 
certainly not strong evidence for selection affecting base composition. I also found Ks to be 
reduced at the start of genes, a result which has also been found in E. coli and interpreted in that 
case as evidence for selection on RNA structure. This study represents the first evidence of 
selection acting on silent sites in many mammalian genes.
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ABSTRACT
Nonsynonymous substitutions in DNA cause amino acid substitutions while synonymous substitutions 
in DNA leave amino acids unchanged. The cause of the correlation between the substitution rates at 
nonsynonymous (Aa) and synonymous (As) sites in mammals is a contentious issue, and one that impacts 
on many aspects of molecular evolution. Here we use a large set of orthologous mammalian genes to 
investigate the causes of the Aa-As correlation in rodents. The strength of the Aa-As correlation exceeds 
the neutral theory expectation when substitution rates are estimated using algorithmic methods, but 
not when substitution rates are estimated by maximum likelihood. Irrespective of this methodological 
uncertainty the strength of the Aa-As correlation appears mostly due to tandem substitutions, an excess 
of which is generated by substitutional nonindependence. Doublet mutations cannot explain the excess 
of tandem synonymous-nonsynonymous substitutions, and substitution patterns indicate that selection on 
silent sites is the likely cause. We find no evidence for selection on codon usage. The nature of the 
relationship between synonymous divergence and base composition is unclear because we find a significant 
correlation if we use maximum-likelihood methods but not if we use algorithmic methods. Finally, we 
find that Ks is reduced at the start of genes, which suggests that selection for RNA structure may affect 
silent sites in mammalian protein-coding genes.
TH E nature o f  the relationship betw een nonsynony­m ous and synonym ous substitution rates pertains 
to m any aspects o f  m olecular evolution  in m amm als 
( I n a  1996b). A link betw een the processes o f  evolution  
at synonym ous and nonsynonym ous sites may b e due 
to se lection  o n  synonym ous sites (see b elow ). Selection  
on  silent sites w ould affect the selectionist-neutralist d e­
bate, for exam ple, providing a potential exp lanation  for 
the overdispersion o f  synonym ous substitution rates (as 
show n by O h t a  1995), and w ould call into question  the  
practice o f  using silent site com parison to study the 
evolution  o f  m utation rates (as in  M c V e a n  and H u r s t  
1997a).
Several studies have reported a highly significant posi­
tive correlation betw een the synonym ous substitution  
rates (Ks) and th e nonsynonym ous substitution rates 
(Kk) o f  m am m alian gen es ( W o l f e  and S h a r p  1993; 
M o u c h i r o u d  et al. 1995; M a k a l o w s k i  and B o g u s k i  
1998b). T h e K^-Ks correlation also appears to hold  
w ithin som e m am m alian gen es ( A l v a r e z - V a l i n  et al. 
1998).
In this article we investigate a variety o f explanations 
for the in tergen ic Kk-K$ correlation  in m amm als, spe­
cifically in the com parison  betw een m ouse and rat. A
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num ber o f  hypotheses for the Aa-As correlation exist 
(for exam ple see Li 1997). An attractive null hypothesis 
for the Aa-As correlation is the neutral theory explana­
tion, w hich supposes that g en es differ in  m utation  rates, 
that all synonym ous changes are neutral, and that a 
variable proportion  o f  nonsynonym ous changes are 
neutral ( O h t a  and I n a  1995). This null hypothesis can  
explain  the ex istence o f  a Aa-As correlation in m am m als 
but appears unable to exp la in  why the correlation is so  
strong ( O h t a  and I n a  1995). W e confirm  this result 
u sing an im proved data set and algorithm ic rate estim a­
tion  m ethods, but we also show that the Aa-As correlation  
is consistent with the neutral prediction  if o n e  uses 
m axim um  lik elihood  (ML) to  estim ate substitution rates 
(see r e s u l t s )  . Thus m ethod ologica l bias may have led  
to previous overestim ates o f  the strength o f  the Aa-As 
correlation.
D espite the fact that th e strength o f  the Aa-As correla­
tion  may be consistent with silen t site neutrality, patterns 
o f substitutions indicate that se lection  may well be acting  
on  silent sites. In particular, the strength o f  the Aa-As 
correlation appears in  large part to be d ue to an excess 
o f tandem  substitutions caused  by substitutional n on in ­
d ep en d en ce.
Synergy betw een  synonym ous and nonsynonym ous 
substitutions, such that o n e  type o f  substitution in ­
creases the lik elihood  o f  the other, w ould increase the  
Aa-As correlation. Such substitutional n o n in d ep en ­
d en ce cou ld  be the result o f  eith er se lection  or m uta­
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tion. Purifying selection  m ight act on  b oth  nonsynony­
m ous and synonym ous sites (In a  1996a), or nonsyn­
onym ous substitutions m ight cause positive se lection  
on  subsequent synonym ous substitutions (L ipm an  and  
W ilb u r  1985). Alternatively, a single m utational event 
m ight affect b oth  synonym ous and nonsynonym ous sites 
sim ultaneously as with d oub let m utations ( W o l f e  and  
S h a r p  1993). (N ote o n  term inology: we use “d ou b let” to 
refer to a su pp osed  m utational event affecting adjacent 
bases and “tan d em ” to apply to observed adjacent substi­
tutions.)
It is also possible to envisage a hybrid selection-m uta- 
tion  m odel in  w hich a correlation betw een th e m utation  
rate and nonsynonym ous constraints causes an increase 
in the Aa-As correlation  (In a  1996a). Such a hybrid 
explanation  is supported  by theoretical (K o n d r a s h o v  
1995) and em pirical (M cV ea n  and H u r s t  1997b; 
S m ith  and H u r s t  1999) studies o f  the evolution  o f  
m utation rates.
MATERIALS AND METHODS
S e le c t io n  o f  p r o t e i n  c o d in g  s e q u e n c e s :  A list of 470 genes 
in mouse, rat, and human, with orthology confirmed using 
HOVERGEN 19 ( D u r e t  etal. 1994), was obtained from M a k a -  
l o w s k i  and B o g u s k i  (1998a). Only genes with complete pro­
tein-coding sequence available in a single GenBank/EMBL 
record were used, leaving 432 three-species comparisons.
P r e p a r a t io n  o f  a l ig n m e n ts :  Alignments were performed us­
ing the GCG (1994) and EGCG ( R ic e  1997) packages at 
HGMP (http://www.hgmp.mrc.ac.uk/). FETCH was used to 
extract sequences from databases, and GENETRANS was used 
to extract and combine exons automatically. Protein align­
ments were performed using CLUSTALW ( T h o m p s o n  et al. 
1994). Then the DNA alignments were recreated from the 
protein alignments and the original DNA sequences using the 
program MRTRANS (written by W. Pearson and available at 
HGMP).
ML a n a ly s is : The ML package PAML (Y a n g  1997) was used 
to reconstruct ancestral sequences and to estimate substitution 
rates. We used the program BASEML to reconstruct ancestral 
sites, with the gene tree defined as [(mouse, rat), human], 
with no rate variation between sites, and with the REV model 
of evolution. Ancestral sequence reconstruction was carried 
out by ML, rather then parsimony, for two reasons: ML allows 
the reconstruction of all sites, and parsimony is biased when 
base composition is skewed ( E y r e - W a l k e r  1998).
The program CODEML, under a codon-based model of 
evolution ( G o l d m a n  and Y a n g  1994), was used to estimate 
Kk and As. Using PAML version 2.0 the following parame­
ter settings were used: seqtype = 1, codon-based model; 
runmode = — 2, estimate Kk and K$ rates; CodonFreq = 3, 
codon frequencies used as free parameters; additionally, no 
rate variation was allowed.
Algorithmic rate estimation: Substitution rates were also 
estimated from sequence alignments using algorithmic meth­
ods developed by M o r i y a m a  and P o w e l l  (1997). T a m u r a ’s
(1992) multiple hits correction method was used in conjunc­
tion with Li’s (1993) method to calculate Kk and As. The 
substitution rates at fourfold synonymous sites, Kit were also 
estimated using the algorithmic method of T a m u r a  and N e i
(1993). Estimates of A4 are expected to be more reliable than
estimates of Ks, which have to combine the rates of sites of 
different degeneracies.
With regard to the differences between the algorithmic and 
PAML rate estimation methods, the algorithmic methods gave 
similar results to PAML using CodonFreq = 1, codon frequen­
cies calculated from average nucleotide frequencies. But with 
PAML using CodonFreq = 2, codon frequencies calculated 
from average nucleotide frequencies at the three codon posi­
tions, and PAML using CodonFreq = 3, codon frequencies as 
free parameters, the PAML and algorithmic estimates differed 
with regard to the strengths of the Kk-Ks and the As-composi- 
tion correlations (data not shown, but see r e s u l t s  for a com­
parison of the algorithmic estimates and PAML estimates using 
CodonFreq = 3).
Measurement o f  substitutional nonindependence: To ana­
lyze lineage-specific substitution patterns, we used mouse, rat, 
and human orthologs to reconstruct ancestral sequences (see 
above) and compared present-day sequences to their most 
recent ancestral node. The mouse and rat lineage-specific 
substitution patterns were combined.
The measurement of substitution patterns proceeded as 
follows. Substitutions between two sequences were designated 
as either fully synonymous (syn) or fully nonsynonymous (non- 
syn) or mixed (part syn and part nonsyn), following the 
method of Li et al. (1985). All substitutions within 100 bp of 
every other substitution were investigated, and the totals of 
all substitution pairs a certain distance apart were noted (if one 
or both of the substitutions was mixed the necessary weightings 
were applied, and indels were ignored). Three classes of substi­
tution pairs were investigated: syn-syn, syn-nonsyn, and non- 
syn-nonsyn.
Simulated substitution sequences were generated under the 
assumption of independent substitutions. Simulated se­
quences were the same length as the real sequences and were 
generated according to the codon position-specific synony­
mous and nonsynonymous substitution rates of the real se­
quences so that the substitution rates of the simulations were 
the same as those of the real sequences. The same substitution 
pattern analysis was performed on the simulated sequences 
as on the real sequences. For each sequence considered the 
substitution patterns of the real sequence were compared 
against those of 500 simulated sequences.
Statistics describing the difference between the real and 
simulated substitution patterns were calculated for all three 
substitution pair classes. The greater the difference between 
the real and simulated substitution patterns the greater the 
nonindependence between real substitutions, and thus we 
term our statistic substitutional nonindependence (SNI). The 
numbers of real cases (r) were summed for till N  sequences, 
and for each simulation run the numbers of simulated occur­
rences (5) were summed for all sequences. SNI is given by the 
number of simulation runs for which the real total was greater 
than the simulated total, so for 500 simulations per sequence 
we have the formula
500/ N N \
SNI =  2  5 > ,>  2 4
7 =  1 \ i=  I 1=1 '
Under the null assumption of no difference between real 
and simulated substitution patterns, the expected value of SNI 
is 250. Using the normal distribution as an approximation to 
the binomial, we find the one-tailed 95% upper confidence 
limit to be 268. If we apply the Bonferroni correction for 
considering 100 different substitution pair distances (as de­
scribed on page 240 in S o k a l  and R o h l f  1995), the upper 
confidence limit is 286.
As an aid to visualization of substitutional nonindepen­
dence, we have also provided plots of substitution pair class 
separation against the statistic real over simulated (ROS),
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Figure 1.—A\ plotted against As for 432 mouse-rat genes. 
Substitution rates were estimated using maximum-likelihood 
methods. The linear regression line is shown.
which increases from unity upward as substitutional noninde­
pendence increases, and which is defined as
( l /A Q S * ,r ,
( 1 /5 0 0 TV) I
RESULTS
The Aa-As correlation is consistent with neutral theory:
Using ML rate estim ation and a large set o f orthologous  
mouse-rat gen es (see m a t e r i a l s  a n d  m e t h o d s  and Fig­
ure 1), we estim ated the Aa-As correlation coefficient 
by rank correlation followed by the /-transformation  
( S o k a l  and R o h l f  1995). Contrary to the suggestion  
that a significant Aa-As correlation results from the inclu­
sion o f paralogs ( H u g h e s  and Y e a g e r  1997), and in 
agreem ent with previous findings ( M o u c h ir o u d  et al. 
1995; M a k a lo w s k i  and B o g u s k i  1998b), we find a 
highly significant positive correlation between Aa and  
K$ (P  <  0.0001) using both algorithm ic and ML rate 
estim ation m ethods.
In addition we calculated the Aa-As correlation coeffi­
cients predicted by the neutral theory explanation as 
given by O h t a  and I n a  (1995). In agreem ent with their 
results, we find that the neutral theory is unable to 
explain the strength o f the observed Aa-As correlation  
if algorithmic rate estim ation m ethods are used, with 
the observed correlation coefficient R  greater than the 
expected correlation coefficient p (R  =  0.411 and p =  
0.270). Statistical testing is difficult because the variance 
o f p is not theoretically tractable ( O h t a  and I n a  1995), 
but sim ulations have shown that findings o f  R  >  p can  
be explained by pure chance ( I n a  1996a).
However, in contrast to the results o f  O h t a  and I n a  
(1995), we find that the neutral theory is consistent with 
the strength o f  the observed Aa-As correlation if ML rate 
estim ation m ethods are used, with A less than but similar 
to p (R =  0.275 and p =  0.343). T he evolutionary m odel 
specified in PAML is m ore general than that o f the
algorithm ic m ethod, which m ight lead on e to conclude  
that the PAML rate estim ates are probably m ore reliable. 
However, the PAML rate estim ates should not be consid­
ered perfect: standard errors, required to predict p, 
are estim ated using the normal approxim ation to the 
likelihood curve; and the m odel o f  evolution makes no  
allowance for rate variation between sites. There is also 
the question o f whether pairwise sequence comparisons 
provide en ou gh  data for the ML approach to provide 
unbiased estimates. We conclude that it is unclear which  
of the algorithm ic or ML approaches is m ore reliable 
and thus can only note the m ethodological sensitivity 
o f the strength o f  the Aa-As correlation relative to the  
neutral theory prediction.
The im portance o f  tandem  substitutions: T he influ­
ence o f tandem  substitutions was investigated using ML 
rate estim ation (similar results were obtained using algo­
rithmic m eth od s). If tandem  substitutions were ignored, 
the expected correlation coefficient considerably ex ­
ceeded  the observed correlation coefficient (R  =  0 . 0 4 6  
and p = 0 . 3 4 9 ) ;  thus tandem  substitutions appear to 
make a large contribution to the strength o f the Aa-As 
correlation. U pon  removal o f tandem  substitutions the 
ratio o f the expected  correlation coefficient to the ob­
served correlation coefficient changes from 1 . 2 5  to 7 . 5 9 ,  
a sixfold increase.
If only those genes with no tandem  substitutions were 
considered (N  =  6 7 ) , the Aa-As correlation was zero, 
considerably below the neutral expectation (R  =  0  and 
p  =  0 . 3 4 4 ) . This result suggests that the Aa-As correlation  
is generated almost exclusively by tandem  substitutions, 
although this interpretation should be treated with cau­
tion as the genes with no tandem  substitutions were 
atypically short and slowly evolving (data not show n).
Substitutional nonindependence mainly affects adja 
cent bases: The Aa-As correlation is strengthened if there 
is substitutional n on in depend en ce between synony­
m ous and nonsynonym ous sites (see In troduction). The 
effect o f  tandem  substitutions on the Aa-As correlation  
implies n on in depend en ce between adjacent substitu­
tions; but does substitutional non in depend en ce occur 
at other distances? We measured the n onin depend en ce  
between syn-nonsyn pairs o f substitutions at all pair sepa­
ration distances from 1 to 1 0 0  bases (see m a t e r i a l s  
a n d  m e t h o d s )  . If all substitutions are considered, then  
substitutional n on in depend en ce appears to operate at 
a variety o f  distances: 8 0  o f the 1 0 0  syn-nonsyn pairs have 
highly significant SNI values (P  <  0 . 0 5  with Bonferroni 
correction). T he ROS plot (Figure 2 )  shows high levels 
o f substitutional n on in depend en ce for the syn-nonsyn 
pairs, with ROS values tending to decrease as the dis­
tance between the two substitutions increases (note that 
tandem  syn-nonsyn substitutions give the highest ROS 
value).
To check whether substitutional n onin depend en ce  
really exists beyond effects between adjacent bases, we 
investigated the effect o f  the removal o f tandem  substitu­
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Figure 2.—The ROS 
plots of substitutional non­
independence for the ro­
dent lineages. Values are 
given for all three classes of 
substitution and for all pair 
separation distances from 1 
to 100 bp (see materials
A N D  M E T H O D S ) .
pair separation distances (bp)
tions on  substitution patterns. T he resultant change in 
patterns o f substitutional non in depend en ce is striking 
(com pare Figures 2 and 3). N ot a single syn-nonsyn pair 
yielded a significantly high SNI value (P  >  0.05 without 
Bonferroni correction ). These results imply that what­
ever process (selection or mutation) is responsible for 
the n on in depend en ce o f  syn-nonsyn substitutions, then  
that process is mainly acting on adjacent bases and caus­
ing an excess o f  tandem  substitutions.
The excess o f  tandem  substitutions is not due to dou­
blet mutations: If mutational processes are sufficient 
to explain the excess o f tandem  substitutions without 
recourse to selection, then synonym ous changes are 
neutral and doublet m utations are responsible for the 
excess o f tandem  substitutions. From these assumptions 
we can predict an excess o f neighboring syn-syn pairs. 
But the SNI value for neighboring syn-syn pairs is 143, 
which is lower than the null expectation o f 250. This 
means that either doublet m utations do not occur or 
that synonymous doublet m utations are subject to puri­
fying selection. Either way, we can conclude that muta­
tion alone is unable to explain the excess o f tandem  
substitutions. H ence by elim ination we are left with a 
selective explanation for the excess o f tandem  substitu­
tions.
Selection on silent sites is dem onstrated by patterns 
o f  substitutional nonindependence: We have shown that 
synonym ous-nonsynonym ous substitutional n oninde­
pendence does not appear to exist beyond the interac­
tions o f adjacent bases. Given that we have also provided 
evidence against doublet mutations, we have no reason  
to believe in any form o f m utational nonindependence. 
If we make the assum ption that m utation does not differ­
entiate between synonym ous and nonsynonym ous sites, 
then we can conclude that any differences in substitu­
tional n on in depend en ce between the three classes o f  
substitution pairs (syn-syn, syn-nonsyn, and nonsyn-non­
syn) must be due to selection.
The different types o f substitution pairs do indeed  
show significantly different levels o f substitutional n on­
independence. For each class o f pairs, 100 different 
measures o f  SNI were obtained, corresponding to all 
the pair separation distances from  1 to 100 bp. Out o f  
a possible m aximum  o f 100, 96 o f the nonsyn-nonsyn  
pair classes, 80 o f  the syn-nonsyn pair classes, and 69 of 
the syn-syn pair classes have highly significant SNI values 
(P  <  0.05 with Bonferroni correction ). The ROS plots 
(Figure 2) show the sam e pattern o f substitutional n on ­
independence decreasing in the order o f  nonsyn-non­
syn, syn-nonsyn, and syn-syn. Both the nonsyn-nonsyn
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Figure 3.—The ROS 
plots of substitutional non­
independence for the ro­
dent lineages after removal 
of tandem substitutions. 
Compare with Figure 2.
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F i g u r e  4 .— The ROS measures of substitutional noninde­
pendence for six classes of syn-nonsyn pairs as defined by the 
codon positions of the substitutions. If selection acts on codon 
usage, then those pairs contained within a single codon (1-2,
2-3, and 1-3) should have higher ROS values than the other 
pairs (3-1, 2-1, and 3-2).
(M ann-W hitney Latest, P <  0.0001) and syn-nonsyn  
(M ann-W hitney U-test, P =  0.04) pair classes show sig­
nificantly greater substitutional n o n in d ep en d en ce  than  
the syn-syn pair class.
T h ese results d o n ot appear to be the result o f  unrelia­
b le ancestral seq u en ce reconstruction, because qualita­
tively identical results are obtained  from  the m ouse- 
rat interspecies com parison  as from  the lineage-specific 
com parisons (data n ot sh ow n ). T herefore se lection  ap­
pears to be operating on  silent sites, though  we accept 
that our con clu sion  is based on  an assum ption con cern ­
ing the nature o f  the m utational process. We now at­
tem pt to d iscern the precise nature o f  the se lection  on  
silent sites.
Selection for major codon usage: If se lection  acts to 
favor major co d o n  usage ( A k a s h i  and E y r e - W a lk e r  
1998), then  substitutional n on in d ep en d en ce  sh ould  be  
greater for pairs o f  substitutions within cod on s than  
pairs o f  substitutions betw een  codons.
T h e syn-nonsyn substitution pairs at distances o f  1 
and 2 bp were b oth  divided into three classes according  
to the cod on  positions o f  the substitutions. T h e pairs 1 
bp apart were classified as 1-2, 2-3, and 3-1. Both 1-2 
and 2-3 represent a pair o f  substitutions within a cod on , 
w hile 3-1 invokes substitutions in adjacent codons. Sim i­
larly, the pairs 2 bp apart were classified as 1-3, 2-1, and
3-2. In this case only 1-3 com prises substitutions within  
a cod on , w hile b o th  2-1 and 3-2 involve substitutions in  
adjacent codons.
All six substitution pair classes show highly significant 
SNI values {P <  0.05 with B onferroni correction ), and  
thus the SNI data are equivocal o n  the issue o f  se lection  
for cod on  usage. T h e ROS data are contrary to predic­
tions based o n  selection  for cod on  usage: ROS is greater  
in th e 3-1 class than in  the 1-2 and 2-3 classes, and ROS 
in the 1-3 class is in term ediate betw een that in the 2-1 
and 3-2 classes (see Figure 4). O ur finding o f  n o  evi­
d en ce in favor o f  se lection  for major cod on  usage in  
m am m als supports previous studies ( E y r e - W a lk e r  
1991; S m it h  and H u r s t  1999).
Selection  for base com position: T he relationships b e­
tween synonym ous substitution rates and a num ber o f  
com positional characters were exam in ed  to test predic­
tions o f  specific selective pressures. S ignificant correla­
tions w ould be consistent with se lection  acting directly  
on  base com p osition  or a link betw een selection  and  
other characters that correlate with com p osition  (such  
as recom bination; E y r e - W a l k e r  1993). However, this 
test is n ot capable o f  providing strong evidence in  favor 
o f  selection, because A^-composition correlations could  
be the result o f  m utation  rather than selection.
As with the Kk-Ks correlation, the alternative m ethods  
o f  rate estim ation yield  d ifferent results. W ith the algo­
rithm ic m ethod  Ks d oes n ot correlate strongly with e i­
ther GC4 (G plus C con ten t at fourfold  degen erate sites; 
R  =  0.008) , A 4 { R =  - 0 .0 3 )  , C 4 ( R =  -0 .0 2 5 )  , G 4 ( R  =  
0.071), or T4 (R  =  —0.007). U sing the m ore reliable 
algorithm ic m easure o f  we also find n o  correlation  
betw een  synonym ous d ivergence and base com position  
{GC4  and K \^ R  =  0.002; see Figure 5). However, with 
PAML we find significant correlations ( P <  0.0001) for 
all com positional parameters: GC4 (R  =  0.258; see Fig­
ure 5), A 4  (R  =  - 0 .2 6 4 ) ,  C4 (R  =  0 .187), G4 (R  =  
0.247), and T4 (R  =  - 0 .2 0 6 ) .
T hese d ifferences betw een  the m ethods are all the  
m ore surprising w hen o n e  considers that, as o n e  would  
expect, the alternative m easures o f  synonym ous diver­
gen ce are highly significantly correlated (R  ~  0 .9). 
Given that we are unable to ch oose  betw een algorithm ic 
and ML m ethod s (see ab ove), these data are equivocal 
on  the issue o f  se lection  on  silent sites (for evidence o f  
selection  o n  th e base com p osition  o f  m am m alian silent 
sites, see E y r e - W a l k e r  1999). However, our results are 
pertinent to the debate as to  w hether there is a relation­
ship betw een Ks and base com position . T h e existence  
o f  a significant correlation  was originally suggested by 
W o l f e  et al. (1989) on  the basis o f  a fairly sm all sam ple. 
B e r n a r d i  et al. (1997) subsequently showed that the  
inverted V d istribution obtained  by W o l f e  et al. (1989) 
was at least partially d ue to rate estim ate biases (see  
P e s o l e  et al. 1995). However, our ML results suggest a 
linear relationship  betw een  GC4 and K$ (see Figure 5), 
which cannot be so easily exp la in ed  by m ethodological 
biases.
Selection  for  RNA structure: S election  o n  RNA struc­
ture has b een  proposed  as an exp lanation  for the re­
duced  Ks at the start o f  protein -coding enterobacterial 
genes, with an o p en  structure thou ght to favor ribosom e  
bind ing ( E y r e - W a lk e r  and B u lm e r  1993). We have 
foun d  a sim ilar pattern in  our set o f  m am m alian gen es  
(see Figure 6). For all 354 g en es with mouse-rat align­
m ents longer than 600 bp, Ks was estim ated using algo­
rithm ic m ethods for five regions o f  the gene: the w hole  
g en e and the first four nonoverlapping sections o f 50
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F i g u r e  5.—Base composition at 
fourfold degenerate sites (GC4) plot­
ted against synonymous divergence 
for 432 mouse-rat genes. Two mea­
sures of synonymous divergence are 
shown: PAML As is a maximum-likeli- 
hood estimate while is an algorith­
mic estimate (see m a t e r i a l s  a n d  
m e t h o d s ) .  The linear regression 
lines show a significant relationship 
between PAML As and GC4 but not 
between A| and GC4.
codons. T he first 50 codons at the start o f the gene have 
a significantly low K$ in com parison to both the whole 
gene (Mann-Whitney U-test, P <  0.0001) and three sub­
sequent 50-codon blocks (Mann-Whitney U-tests, P  — 
0.0019, P — 0.0081, P — 0 .0047). These findings provide 
us with suggestive, although by no m eans conclusive, 
evidence that silent sites in mammals are affected by 
selection.
It is thought that longer mRNAs have a lower density 
of longer stem  loops, and so selection on RNA structure 
is predicted to decrease with increasing gene length  
(C o m e r o n  and A g u a d e  1996). We find no correlation  
between gen e length and As for either rate estim ation  
method, though we note that this appears to be a weak 
test o f selection.
0.14  -
0.13
w hole region 1 region 2 region 3 region 4
gene
F i g u r e  6 .—The first 50 codons of a gene (region 1) have 
a low As relative to the whole gene and the three subsequent 
50-codon nonoverlapping sections (regions 2 to 4). The error 
bars indicate the SEs of the means. Rates were estimated using 
algorithmic methods.
DISCUSSION
With a ML approach to rate estim ation, the rodent 
Aa-As correlation coefficient is consistent with the neu­
tral theory, but using an algorithm ic approach the corre­
lation is stronger than expected . Despite such m ethod­
ological uncertainty we have found strong evidence to 
suggest that the excess o f  tandem  substitutions gener­
ated by substitutional n on in depend en ce contributes to 
the strength o f the rodent Aa-As correlation coefficient. 
The removal o f tandem  substitutions reduces the Aa-As 
correlation coefficient by a factor o f six, and there exists 
no Aa-As correlation for those genes that do not contain  
tandem  substitutions. Substitutional n onin depend en ce  
between adjacent bases, the process that generates the 
excess o f tandem  substitutions, appears to be the dom i­
nant form o f substitutional n on in dependence.
What causes the excess o f tandem  substitutions that 
contribute to the Aa-As correlation? Is it selection or 
mutation? We dem onstrate that the mutational explana­
tion fails due to a lack of evidence for doublet mutations, 
which m eans that selection must be responsible for the 
excess o f synonym ous-nonsynonym ous tandem  substitu­
tions. Our analysis o f the substitution patterns o f the 
different pair classes also supports the notion o f  silent 
site selection, and encourages us to investigate the form  
o f selection acting on  silent sites. It m ight be argued 
that our finding o f  substitutional n onin depend en ce  
caused by selection is inconsistent with our finding using 
ML m ethods that the Aa-As correlation is consistent with 
neutrality, but the neutral prediction should remain 
reasonably accurate as long as the proportion o f silent 
sites affected by selection  is low. Although tandem  sub­
stitutions are contributing greatly to the Aa-As correla­
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tion, se lection  may generate a relatively sm all excess o f  
tandem s above those predicted  on  the basis o f  n eu ­
trality.
By exam in in g  substitution patterns we have provided  
evidence against se lection  acting on  cod on  usage. We 
have foun d  that the ex istence o f  correlations betw een  
Ks and base com p osition  d ep en ds on  rate estim ation  
m ethod ology  and offers n o  clue as to w hether se lection  
via base com p osition  acts o n  silent sites. T here is n o  
correlation b etw een  Ks and g en e  length, but selection  
o n  RNA structure is consistent with our find ing that Ks 
is reduced  at the start o f  m am m alian genes. A lthough  
further work is clearly required to exam ine this supposi­
tion, we suggest that se lection  o n  RNA structure is a 
possible exp lanation  for the strong syn-syn substitu­
tional n o n in d ep en d en ce  at distances o f  71 and 91 bp 
(see Figure 2).
What are the im plications o f  our results with respect 
to  m am m alian m olecular evolution? We have found  
three reasons to  believe that silen t sites in m am m als are 
subject to  selection: (i) m utation cannot exp lain  the  
excess o f  syn-nonsyn tandem  substitutions, therefore  
selection  is responsible by elim ination; (ii) a com pari­
son  o f  the levels o f  substitutional n on in d ep en d en ce  o f  
the syn-syn, syn-nonsyn, and nonsyn-nonsyn classes o f  
substitution pairs appears to indicate the effects o f  se lec­
tion; and (iii) low Ks at the start o f  gen es is consistent 
with selection  o n  RNA structure. A lthough argum ents 
(ii) and (iii) are by n o  m eans certain, we consider reason  
(i) to provide strong evidence for silent site selection.
Selection  o n  silent sites can exp lain  the overdisper­
sion  o f  silent sites in  m am m als (as in  O h t a  1995). But 
d oes silent site se lection  necessarily invalidate those  
studies o f  the evolution  o f  the m utation rate in m am ­
mals, w hich assum e that silent sites are neutral and  
h en ce that Ks can  be used as an unbiased estim ator o f  
th e m utation rate (as in M c V e a n  and H u r s t  1997a)? 
A lthough we have found  evidence o f  se lection  o n  silent 
sites we still believe that Ks provides the best available 
estim ate o f  the m utation rate. First, Ks values before  
and after the rem oval o f  tandem  substitutions are highly  
significantly correlated (using PAML, R  =  0.927 and  
P  <  0 .00001). Second , tests o f  adaptive m utation rates 
hold  both  before and after the rem oval o f  tandem  substi­
tutions ( S m it h  and H u r s t  1999). Third, there is a prac­
tical argum ent in  favor o f  using Ks, which is that the 
alternative way to  estim ate m utation rates is to use n o n ­
cod in g  DNA seq u en ce data, th e alignm ent o f  w hich is 
problem atic ( S m i t h  and H u r s t  1998).
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Chapter 8. Evolution within introns
Eukaryotic protein-coding genes are divided into a number of compartments on the basis of 
transcription and translation. Flanking sequences surround the central portion of the gene sequence 
which is divided into exons which are translated and introns which are excised from the pre-mRNA 
before translation. In the terms of my thesis (see Chapter 1) does such gene anatomy make sense? 
The 5 ’ flanking region contains the promoter region, the exons code for the gene product, the 3 ’ 
flanking region contains signals for transcription termination and mRNA polyadenylation, but how 
does the presence of introns make evolutionary sense? I shall consider the problems of the 
genomic anatomy of introns at two levels: the level of the gene and the level of the nucleotide.
At the level of the gene we observe the repeated alternation of introns and exons, so the 
problem is one of intron copy number. The question of why eukaryotic genes contain introns at all 
has been hotly debated for many years (reviewed by Logsdon 1998). The introns-early (IE) 
hypothesis suggests that the earliest genes possessed introns, while the introns-late (IL) hypothesis 
proposes that genes originally arose as uninterrupted sequences of protein coding DNA into which 
introns subsequently inserted.
How do the alternative theories compare in terms of the roles of selection and mutation in 
creating current patterns of gene organisation? The IL theory suggests that introns may be present 
because selection is too weak to counteract their mutational spread. Introns may well be costly: 
speed of transcription, RNA splicing, nutrient requirements, and replication speed are all likely to 
be affected (Gentles and Karlin 1999; Hurst et al. 1996b). But if effective population sizes are too 
small then selection will be unable to halt the spread of introns throughout the genome. Under such 
a theory then, the presence of introns only make sense in terms of selection for selfish DNA: the 
higher the rate of horizontal transmission the better.
In contrast the IE theory proposes a possible selective benefit to introns at the level of the 
organism. It is argued that the presence of introns was necessary during the early evolution of 
protein coding genes, with groups of modular intron-exon units coming together to form genes. 
Because the IE theory supposes ancient introns, it implies that current patterns of introns are due to 
subsequent selection. Prokaryotes no longer have introns because the selection against introns is 
highly effective in simple organisms which consequently possess economical genomes.
Eukaryotes possess introns for one of three reasons: either mutation is limiting, or introns are costly 
but selection is too weak, or introns may actually be selectively advantageous.
Why might introns be selectively advantageous? Conserved features may indicate 
stabilising selection and one clearly conserved feature of introns is the GT-AG rule of splicing 
junctions,. If splicing goes wrong then the protein will probably be non-functional. The need for 
correct splicing may lie behind the presence of compensatory selection to maintain intronic pre- 
mRNA structure (Kirby et al. 1995). However such selective arguments only explain why certain
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mutations would be deleterious rather than why introns themselves are advantageous.
Alternatively, the presence of introns may aid the control of alternative splicing which allows 
increased flexibility of expression, and which may necessitate selectively maintained pre-mRNA 
structures (Leicht et al. 1995). The existence of dsRNA editing provides a mechanism whereby 
intronic evolution can enable phenotypic evolution (Herbert and Rich 1999). Another possible 
benefit of introns may lie in error checking: if a frameshift mutation is encountered before the final 
exon then the mRNA will not be translated (Culbertson 1999; Nagy and Maquat 1998). Introns 
may act as binding sites for transcription factors (Alakokko et al. 1995). Finally, introns may 
present an advantage in the process of gene diversification. Since the cosuppression (directed 
mutagenesis) of repeated units is dependent on sequence similarity and requires a certain minimum 
homology size, the presence of introns within a duplicated protein allow for the mutagenic effects 
of cosuppression to be halted by rapid evolution of the introns of a gene (Kricker et al. 1992).
Thus the presence of introns enable the maintenance of gene families which have strong protein- 
coding sequence homology.
So much for intron evolution at the level of the gene, but the genomic anatomy of introns 
can also be viewed at the level of the nucleotide. The issue now becomes one of nucleotide copy 
number: how does one explain intron length variation? Intron lengths are much more variable than 
exon lengths, which presumably means that selection on introns is weaker than selection on introns, 
but that does not mean that introns are completely unaffected by selection. Introns of different 
lengths may well carry different costs and benefits. This question if related to the C value paradox, 
although the fact that genes constitute such a small proportion of the eukaryotic genome means that 
intron length variation is unlikely to explain much genome size variation.
I have looked at intronic evolution in two ways. Firstly, I have considered the use of 
intronic substitution rates to infer selection. Secondly I have attempted to understand the forces 
responsible for the evolution of intron length in vertebrates. As with silent sites, selection on 
introns in mammals is likely to be weak and so mammalian intron evolution is a good place to look 
for the limits of selection.
Comparing intronic and synonymous substitution rates
Under neutrality both introns and synonymous sites evolve at the mutation rate, which we 
shall assume to be the same for two classes of site. However the equality of silent and intronic 
rates need not imply neutrality since the two classes of site may be under similar selective 
pressures. However the null hypothesis of equal rates is useful because the class of sites evolving 
slower is probably subject to selection, assuming that most mutations are deleterious and that 
mutation rates do not differ for exons and introns.
Previous comparisons of synonymous and intronic rates have indicated similar values (Li 
et al. 1985b; McVean and Hurst 1997a). I found a similar result using a much larger dataset (see 
Research Paper 9), and so was unable to falsify the hypothesis that both synonymous and intronic
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sites are evolving neutrally in mammals. However, I did find a worrying sensitivity on 
intronic rate estimation to alignment procedure, which would appear to invalidate comparisons 
involving non-coding DNA rate estimation, as was confirmed by a subsequent methodological 
study (see Chapter 10 and Research Paper 11).
Intron size and base composition
The evolution of intron size and the evolution of base composition appear to be related: in 
humans genes in GC rich isochores tend to have short introns (Duret et al. 1995), and intron base 
composition correlates well with isochore base composition (Donofrio et al. 1991). Given the 
correlation between base composition and recombination in some mammals (Eyre-Walker 1993), 
two hypotheses can explain the correlation of intron length and base composition. Either 
recombination may induce a mutational bias towards deletions (Duret et al. 1995), or selection for 
shorter introns may be more effective in regions of high recombination (Charlesworth 1994). The 
discrimination of these two hypotheses is equivalent to finding whether it is mutation or selection 
which makes evolutionary sense of the correlation between base composition and intron size. I 
have analysed the relationships between intron size, base composition and recombination rates in a 
number o f organisms (see Research Paper 10) but the discrimination of the two alternatives is not 
possible.
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Research Paper 9. Silent sites evolve at the same rate as introns 
in rodents
Nick Smith and Laurence Hurst (1997)
Unpublished
Introduction
Are synonymous mutations in mammalian coding DNA neutral? The answer will 
provide an idea of the limits of selection in shaping genomic characters: just how finely can 
selection ‘tune’ the mammalian genome? Further, if silent sites are evolving neutrally then Ks (the 
synonymous substitution rate) is equal to the mutation rate (Ohta 1992). Easily aligned exonic 
sequence data could then be used to estimate the mutation rate and variation in Ks within the 
genome can be used to infer variation in mutation rate (such a rationale is adopted in McVean and 
Hurst 1997). The precise value of the mutation rate is in turn important for some theories of the 
evolution of sex (Kondrashov 1988). Furthermore if silent sites do evolve neutrally they should 
evolve at a constant rate, as long as mutation rate and generation times are constant.
There are several lines of evidence which suggest that most synonymous sites in 
mammals are effectively neutral. (1) The generation time effect is expected for neutrally evolving 
sites if most mutations occur in the course of gamete production, and the effect does appear to be 
more pronounced for synonymous than nonsynonymous sites (Li et al. 1996; Ohta 1995). (2) 
Codon usage patterns in mammals appear to be better explained by mutation patterns than selection 
for codon bias (Eyre-Walker 1991). (3) If synonymous mutations were selectively constrained then 
one would expect such deleterious mutations to reach fixation more often in regions of low 
recombination due to the effects of background selection and hitchhiking (Charlesworth 1994).
But in rodents Y-linked genes show similar silent substitution rates to autosomal genes (McVean 
and Hurst 1997). (4) Processed pseudogenes which are almost certain to evolve neutrally from the 
time of their creation (Li et al. 1981) show similar substitution rates to silent sites in the few genes 
tested (Wolfe et al. 1989).
A similar method to (4) is to compare the substitution rates of intronic and silent sites. 
Studies based on limited sample sizes indicate that the rates are similar (Li et al. 1985; McVean 
and Hurst 1997). If introns are evolving neutrally, as commonly thought (see below), then this 
result implies neutral synonymous evolution. Here we perform a similar analysis using a large 
number of orthologous mouse and rat genes. In addition we investigate the sensitivity of 
evolutionary distance estimates to alignment procedures. The measure of divergence used is the 
proportion of sites at which substitutions have become fixed, given by Kj and K s for introns and
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synonymous sites respectively. Hence the null hypothesis is that the mean of K j/K s for a 
large number of rodent genes does not differ significantly from one. By taking the ratio of K; to K s, 




Testing the null hypothesis requires the reliable estimation of evolutionary 
distances. The program used was Kestim provided by Comeron who reports it to compare 
favourably to other modem distance estimation methods (Comeron 1995). Kestim uses a method 
which based on Li’s (1993) method but with a putative source of bias removed. As with Li’s 
(1993) method the Kimura two-parameter (K2P) model (Kimura 1980) is used to correct for 
multiple substitutions for both coding and non-coding DNA sequence data. This method is not the 
best for providing reliable estimates in the face of GC% variation but the inaccuracy is not 
anticipated to be large (see Pesole et al. 1995). To check the reliability of the method under GC% 
variation, 12 pairs of mouse-rat aligned coding sequences were analysed for Ks using both Kestim 
with K2P and the method of Ina (1995) which accounts for differences in GC%. The 12 genes 
were chosen for a wide spread of GC%, with the G+C content at four-fold degenerate sites ranging 
from 42% to 79%. The two methods gave very similar Ks values irrespective of GC% (a difference 
of less than 3% for 10 genes out of 12).
There appears no need to correct distance estimates for local GC% (as might be required if 
GC% influenced the local mutation rate). Silent site GC% is known to be well correlated with 
intron GC% and the difference between intron and silent site GC% in mammalian genes does not 
seem to be large (Donofrio et al. 1991). Furthermore rodents show a narrower isochore GC% 
distribution than other mammals (Mouchiroud et al. 1988). As a check we have obtained the 
relationship between four-fold degenerate site GC% and intron GC% for our data (see Results). 
Local GC% is no longer considered to influence mutation rates and hence Ks (for example Bernardi 
et al. 1997). In the absence of variance estimates we assume that the greater the number of 
compared sites in coding regions or introns the more accurate the distance estimate, hence the 
weighted mean of K/Ks will be a more reliable estimate than the unweighted mean.
Data Acquisition
A large number of data points are required in view of the high variation in Ks for rodent 
genes (Wolfe and Sharp 1993). Three sources were used to generate the data set considered here. 
The list of mouse-rat gene names in Wolfe and Sharp (1993) was scanned using NCBI Entrez to 
find the mouse-rat gene pairs with intronic data. The accession numbers of mouse-rat complete 
gene pairs were obtained from Duret et. <z/.(1995) and Ogata et. al.{ 1996). BLASTN searches
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(Altschul et al. 1990) and intron-exon structure comparisons (using the graphical output 
of Entrez) were carried out to check orthologies. Orthology rather than paralogy was confirmed by 
looking at gene trees in HOVERGEN (Duret et a l  1994). The final dataset consisted of 43 gene 
pairs which contained a total of 136 intron pairs (see Table 3 for a list of gene names and GenBank 
accession numbers, further data can be obtained by emailing the corresponding author at 
bspns@bath.ac.uk).
Alignments
Before the evolutionary distances between orthologous sequences can be calculated the 
sequences must be aligned with gaps introduced to account for insertions and deletions that have 
occurred in the two sequences since the time of their common ancestor (page 54 in Li and Graur 
1991). Generally alignment algorithms seek to find the alignment which minimises the 
dissimilarity or maximises the similarity between the sequences (pages 57-58 in Li and Graur 
1991). This is equivalent to searching for the alignment which accounts for the minimum amount 
of evolution. So the process of alignment, a procedure which is required before evolutionaiy 
distances can be measured, itself makes assumptions about molecular evolution. In addition for an 
alignment to be scored various parameters must be set which reflect the expected frequency of 
matches, mismatches, and gaps. The quality of alignments will depend on the values of these 
parameters, for example the best mismatch scores to use will depend upon whether one is seeking 
relatively diverged or closely related sequences (Altschul 1997). There exists no general theory to 
guide the selection of biologically relevant gap scores (Altschul 1997).
Despite the fundamental problems of alignment outlined above, the alignment of 
exons in this study was robustly insensitive to scoring parameters. In uncertain cases the alignment 
was repeated using protein data. Furthermore alignments could be adjusted by hand to remove 
gaps of lengths not multiples of three (equivalent to assuming that frameshifts never reach 
fixation). Hence only one set of Ks values was obtained.
The problems of alignment became more pronounced when analysing the intronic data. 
Orthologous introns often had very different lengths and were highly diverged which meant that the 
alignment program had a much greater number of possible alignments to choose between. 
Significant sensitivity to scoring parameters was observed. The alignment program used in this 
study was the PILEUP program of the Wisconsin Package provided by the Genetics Computer 
Group (GCG ) which offers two gap penalty values to be altered by the user: gap creation penalty 
and gap extension penalty. These settings are important to the present study because different 
alignments give different distance estimates. Altering the gap penalty parameters means that a 
different alignment is optimal. If gap penalties are low, then the evolutionary distance estimate 
will also be low (in the extreme if there are no gap penalties then the alignment will consist of 
many gaps which separate runs of near-perfect matches).
Scoring Alternative Alignments
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We have attempted five different methods to score alternative parameter 
settings. These methods should allow us to say which parameter setting of those test is the ‘best’ 
(being the truest representation of evolutionary history).
Method 1: comparing alignments at the conserved ends of introns
The ends of introns have conserved sequences, including six nucleotides at the 5’ end and 
three nucleotides at the 3’ end (page 914 in Lewin 1994) (these sequences were removed from 
intron alignments before distance estimation, just as stop and start are ignored in the calculation of 
Ks). One would expect any gaps that appear in these strongly conserved regions to be more 
selectively constrained than gaps appearing elsewhere. Furthermore a ‘good’ alignment should 
match the conserved ends of introns because we can be sure that these ends should be aligned.
With PILEUP it was possible to use these predictions since terminal gaps are allowed. The introns 
were aligned using different gap scores. One set of alignments used the default penalty values of 
5.0 gap creation and 0.3 gap extension {default set), while for a second the default values were 
halved {easy set), and for a third both gap values were set to zero {zero set). These penalty values 
are relative to the match and mismatch penalty scores of 0 and 1 respectively (PILEUP seeks the 
alignment with the lowest penalty score). The three sets of alignments were scored with one mark 
for each intron end alignment without gaps, and no mark if a gap was present. A ‘better’ set of 
alignments might be predicted to have a higher score than a ‘worse’ one, but the ‘best’ alignment 
would not be expected to score full marks.
The default set scored 75.0%, the easy set 84.3%, and the zero set 85.7%. Despite the zero 
set having the highest score, several of its alignments appeared clearly incorrect since enormous 
numbers of gaps were introduced when the two sequences to be aligned differed considerably in 
length (rather than just one or two large gaps which would seem a more biologically valid 
interpretation). Since the zero penalty protocol produced more gaps (see method 2 below) it is 
perhaps surprising that the zero set had fewer gaps in the conserved ends. But the zero set penalty 
scores mean that matches are strongly favoured. Since the ends of introns are well conserved 
(indeed this is the basis of the test) it is not surprising that an alignment which maximises matches 
causes the ends to be aligned without gaps. Therefore one would not necessarily expect the highest 
score for the alignment best reflecting evolutionary history, and hence the test is likely to be 
flawed.
Method 2: comparing alignments to a mismatches:gaps reference
Ogata et. al. (1996) took orthologous primate non-coding sequences and using a three 
species strategy produced over 6 knt. of alignments which were insensitive to the scoring 
parameters of the multiple alignment programs CLUSTAL-V. These alignments contained 3.8% 
mismatches (indicating substitutions if the alignments were correct) and 2.5% gaps, a ratio of 
-1.5:1 mismatches:gaps. If one takes this ratio as an indication of mammalian molecular 
evolution processes, then it is possible to use it as a benchmark against which to test the three 
different mouse-rat alignment sets.
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This method makes a fair number of unjustified assumptions. There may be 
differences between rodent and primate mutational patterns, and between introns and other non­
coding sequences. Also the larger population sizes of rodents may cause differences in relative 
strengths of selection and drift in the two groups. One indication of primate-rodent differences is 
the statistically significant tendency of human introns to be larger than those of rodents (Duret, 
Mouchiroud and Gautier 1995; Ogata, Fujibuchi and Kanehisa 1996). Another is the fact that 
deletions in processed pseudogenes accumulate faster in rodents than in humans (Graur et al.
1989). Finally, the total amount of gaps and mismatches may differ between the two groups, in 
which case the group with the larger total might have been exposed to more selection.
The three alignment sets described in method 1 were analysed for total alignment length, 
%mismatches, %gaps, and the ratio of mismatches:gaps (see Table 1). Since the largest gap 
recorded in the Ogata group’s data was 16 nt. (Ogata, Fujibuchi and Kanehisa 1996), all long gaps 
(>50 nt) were removed from consideration as were those introns which returned a similarity score 
of >200 (following a protocol set out in Ogata, Fujibuchi and Kanehisa 1996) when checked 
against a repetitive element database using BLASTN (Altschul et al. 1990). As the gap penalties 
decrease the proportion of mismatches decreases, the proportion of gaps increases, and the total 
alignment length increases. All these changes are in the directions expected from a consideration 
of alignment algorithms, and lead to the ratio of mismatchesigaps decreasing as the gap penalties 
decrease.
The reference ratio turns out to be intermediate between the default and zero values, and 
close to that of the easy alignment protocol. Therefore this test would rate the easy alignment 
protocol over both the default and zero protocols.
Method 3: comparing alignments to an average gap length reference
Gu and Li (1995) have worked out the size distribution of 78 human processed 
pseudogenes for insertions, deletions, and indels. Checking the size distribution of indels for 
various gap score settings against this benchmark allows the relative gap creation and extension 
penalty sizes to be evaluated. To simplify the analysis Gu and Li’s indel distribution data was used 
to calculate an average gap length of 3.53 nt. One problem with this analysis is that while 
processed pseudogenes are very likely to evolve neutrally, such an assumption clearly cannot be 
extended to introns in a study which investigates how introns evolve. In addition the same 
problems discussed in method 2 with regard to possible primate-rodent differences will apply, 
though the frequencies of a single nucleotide gap are similar for human and rodent processed 
pseudogenes (Gu and Li 1995). If introns are constrained selectively then would one expect the 
average gap length to be less than or greater than the processed pseudogene value? There seems 
little reason to advocate either an increase or decrease in gap length. Deletions are more common 
than insertions in sequence evolution (Gu and Li 1995), but that still leaves the problem of whether 
large or small deletions would be more heavily constrained.
97
Analysis of the alignment sets produced the following results: the default set had 
an average gap length of 5.81, while the easy set gave 5.46, and the zero set 1.80. These data 
suggest that the easy protocol is better than the default one, while this test cannot discriminate 
between the easy and zero protocols.
Method 4: comparing multiple and pairwise alignments
A multiple alignment using more than two orthologous sequences should be more 
reliable (less penalty gap sensitive) than a pairwise alignment. Using multiple sequences of 
common ancestry means that there is more information revealing evolutionary history, but on the 
other hand multiple alignment programs need to be more complex and make more assumptions 
than pairwise alignment programs. Ogata et.al. (1996) report extreme scoring parameter 
insensitivity in their multiple alignments, while Gu and Li (1995) had to remove “some 
pseudogenes” from their analysis due to gap penalty sensitivity. Multiple alignments could not 
have been used as the core of this study because the number of genes would have been greatly 
reduced.
A search was undertaken for mammalian intron-containing orthologues to the rat- 
mouse genes, using NCBI Entrez and BLAST (Altschul et al. 1990) searches. Many human 
orthologues were found but, considering that human introns are significantly larger than rodent 
ones (Ogata, Fujibuchi and Kanehisa 1996), only multiple alignments with mouse, rat, and at least 
one non-human other mammal were considered. This gave 7 genes with a total of 15 introns. The 
multiple alignments were carried out using PILEUP with the same three parameter sets as for the 
pairwise alignments. The sensitivities of the pairwise and multiple alignments to penalty gap 
settings were compared by summing for all introns the square of divergences from the average Kj 
of the three parameter settings. This revealed that the multiple alignments were more variable than 
the pairwise alignments as the penalty gap scores changed. This method is hence uninformative.
Method 5: partitioning the data according to penalty gap sensitivity
All the pairwise alignments were compared, and the genes were ranked according 
to penalty gap sensitivity (again measured using the sum of the squares of divergences from the 
average). On this basis, the genes were divided into two groups: the 21 least sensitive genes and 
the 22 most sensitive genes. These two groups are compared in the results section below.
Results
Comparing Intron And Synonymous Rates
The three sets of intronic alignments were analysed for Kj and Lj (the number of intronic 
sites compared), and the one set of exonic alignments was analysed for K s and L s (the number of 
synonymous sites compared). Each gene was weighted according to the formula (L s.L j)/(L s+L j) in 
order to produce a weighted K j/K s mean. For the three sets of alignments a plot of K j/K s (y-axis)
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against weight (x-axis) for all 43  genes showed that, as expected, the variation in K j/K s 
decreased as gene length increased. The linear regression plots had gradients not significantly 
different from zero  in all three cases, which implies that Ki/Ks does not vary systematically with 
weighting.
For each alignment protocol we calculated the weighted means and weighted standard 
errors o f  K j/K s. The default set gave a weighted K /K s o f  1.34 +/- 0.15 (mean +/- S.E.), for the easy 
set K j/K s was 1.07 +/- 0.08, and for the zero  set 0.63 +/- 0.05 (see Table 2). The normal 
distribution was used to determine the 95% confidence intervals (although neither K s nor Ki can be 
assumed to distributed normally ratios do tend to be normally distributed). The null hypothesis 
predicts a K j/K s o f 1, and so both the default and zero  data sets reject the null hypothesis while the 
easy  data set fails to reject (see Figure 1).
The Methods section details the results o f  three ways o f  evaluating the alignment 
sets. The test o f  aligned conserved sequences (though likely to be flawed) gave easy better than 
default. The test o f mismatches:gaps gave easy  as better than both default and zero. The test o f  
average gap length gave easy  better than default. So assuming that the tests are reasonable, we 
have good evidence for easy  being better than default, but weaker evidence for easy being better 
than zero. In a similar study to ours Li et al. (1985) obtained nucleotide substitution rates o f  3.70 
and 4.65 (both values in units o f  10"9 substitutions per site per year) for introns and synonymous 
sites respectively, from an analysis o f  more than ten mammalian genes. This result result fits in 
with our finding that it is easier to reject introns evolving faster than silent sites than to reject silent 
sites evolving faster than introns. As a final test, the genes were divided into two groups according 
to the sensitivity o f  Kj to penalty gap changes (in effect the same test as performed by Gu and Li 
(1995) to remove dubious multiple alignments). Again the weighted means and S.E.s were 
calculated.
This method assumes that those alignments which are less sensitive to penalty gap 
parameters are more reliable indicators o f  K,. If the 21 least sensitive genes are considered then the 
weighted K j/K s means become more bunched although the differences between the alignment 
protocols remain significant, and would appear to be converging towards the easy value o f  around 
one. Furthermore the 22 most sensitive genes give more wide-ranging weighted K j/K s means. In 
terms o f which alignment protocols now reject the null hypothesis, the division o f  the data causes 
very little change. That the most variable genes show no qualitative difference from the least 
variable suggests this method might be unsatisfactory, but with smaller numbers o f data points the 
errors are bound to increase.
That the K j/K s means o f  the genes which show low penaly gap sensitivity exhibit 
low sensitivity to penalty gap values themselves comes as no surprise. But the K j/K s value that the 
different protocols approach when the more reliable genes are tested does suggest a weighted K ,/K s 
mean close to 1. Hence this test fails to reject the null hypothesis.
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Evidence For Gene-Specific Mutation Rates
Assuming that both Kf and Ks are unbiased measures o f the mutation rate then we can ask 
whether there occur systematic differences in the mutation rates between genes. If there were no 
gene-specific differences in the mutation rate then Kj and Ks should not covary. The highest 
correlation was 0.577 (p « 0 .0 1 )  for the easy set, followed by 0.479 (p<0.01) and 0.201 (p>0.05) 
for the default and zero  sets respectively. Since we consider the easy alignment protocol to be the 
‘best’, this we consider to be strong evidence for gene-specific differences and consistent with 
previous reports (Ogata, Fujibuchi and Kanehisa 1996). Variation in GC content does not explain 
variation in weighted K, and hence the similar compositions o f  silent sites and introns (see below) 
do not cause the K j-K s correlation.
It has been established that X-linked genes have lower K s values than autosomal 
genes (McVean and Hurst 1997). To what extent does this effect account for the result above? If 
only those genes which are known to be located on autosomes are considered, the K j-K s correlation 
for the easy alignment protocol remains significant (0.545, p<0.01). Hence the observed 
correlation provides evidence that there are gene-specific differences in mutational rates between 
autosomal genes.
GC Content In Introns And Silent Sites
If mutational pressures alone determine both silent site and intronic composition, then G C4 
(G +C  content at four-fold degenerate silent sites) and GCjntron ( intronic G +C  content) will be equal 
if  the mutation patterns o f neighbouring silent sites and introns are the same (as seems likely). 
However we found that G C 4 is significantly higher than GCjntroiv The GC4%s o f  mouse and rat 
were not significantly different (Wilcoxon 1-sample median and 95% confidence limits o f  mouse- 
rat were -0.5 and -3.0 to 1.2) and so mouse-rat mean values were used. A Wilcoxon 1-sample test 
o f GC4-GCjntron gave a median value o f 14% and 95% confidence limits o f  12 and 17%. In only 
one gene out o f  43 was GCintr0n >  G C 4. A linear regression plot o f  G C 4 against G C jn,r0n (Figure 2) 
shows that G C4 values start about 10% higher than GCjntron and this difference becomes greater as 
GC content increases. These findings fit in with previous comparisons such as GC3 (G +C  content 
at third codon positions) versus GCintr0n in humans (Clay et al. 1996).
Discussion
Ks and K, are similar
We have shown (1) that estimates o f  intronic substitution rates are significantly 
sensitive to alterations o f  alignment protocol, (2) that the alignment protocol we consider best
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indicates that Kj is not significantly different from Ks, (3) that under the same protocol 
there is strong evidence for systematic differences between genes in their mutation rates (not 
explicable by compositional variation) and (4) that GC content o f  four-fold degenerate sites is 
significantly higher than that o f  neighbouring introns.
At first sight findings (2) and (4) appear contradictory. Ks equal to K, is consistent 
with neutral evolution, yet the difference in GC content between introns and silent sites suggests 
that selection operates differently in the two classes o f  sequence. How can we unity these two 
findings? One possibility is that selection does not act on individual mutations in silent sites or 
introns but instead acts on modifiers o f  GC composition. Since a modifier can affect many sites 
the selection on a modifier can be strong enough to overcome drift even when selection at 
individual silent sites is too weak to cause compositional changes. Hence the systematic 
compositional difference does not constitute firm evidence for selection on individual silent sites.
An alternative explanation would be that selection operates on both classes o f site to a 
similar extent (hence causing similar slow-downs o f  the evolutionary rate) but that selection acts on 
composition in different ways. The question then is whether both introns and silent evolve 
neutrally.
Do both introns and silent sites evolve neutrally?
Our failure to refute the null hypothesis cannot on its own be interpreted as evidence for 
the neutral theory since the null hypothesis would also follow from introns and synonymous sites 
undergoing similar levels o f  selection. Is it likely that selection would favour point substitutions in 
either class o f site?
It is unreasonable to assume that in an infinity large population selection will be unable to 
influence the composition o f  silent sites. Indeed there exists abundant evidence that silent sites are 
affected by selection in groups other than mammals. Numerous selective mechanisms can be 
hypothesised: RNA and DNA structural demands, protein folding (Adzhubei et al. 1996), selection 
for G+C content (Bemardi 1995), and translational accuracy and speed (see Akashi 1994). There 
exist correlations between codon usage patterns, tRNA abundances and binding preferences, gene 
expression levels, synonymous substitution rates, and gene functional importance in organisms as 
diverse as E.coli, Saccharomyces cerevisiae, and Drosophila melanogaster (references in Sharp 
1989). This apparent co-adaptation provides strong evidence o f  selection.
Similarly selection could affect intronic substitutions. Although the evolution o f  
introns has generally been assumed to be neutral (e.g. intronic substitution rate used as estimate o f  
mutation rate in Li et al. 1996), a variety o f  selective mechanisms on introns appear plausible 
(minimum size, regulatory elements and high free energy proposed in Leicht et al. 1995). To the 
best o f  our knowledge selection on point mutations in introns has not been demonstrated in any 
group o f  organisms let alone mammals.
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The explanation for the effects o f  selection being weaker in mammals is the 
difference in population sizes (Li 1987). In general if  the selective coefficient o f  an allele is less 
than the reciprocal o f  the long-term evolutionary effective population size, then the behaviour o f  
that allele will be no different to that o f  a neutral allele (Kimura 1983). Mammalian species are 
thought to have much lower effective population sizes than for example Drosophila  species, which 
will make drift and mutation more potent mediators o f  codon usage change relative to selection.
For example, effective population sizes in rodents are likely to be one or two orders o f  magnitude 
smaller than those o f  most Drosophila populations (Nei and Graur 1984).
In this study selection will only be revealed if  it affects the majority o f  either intronic or 
silent sites, and even then only if  the stabilising selection is strong enough to cause a significant 
reduction in Ks or K;. Whilst the first requirement may be fulfilled, the second is unlikely to be 
owing to the relatively small population sizes o f mammals. It should be noted however that there is 
evidence for selective constraints on silent substitutions in calmodulin (Britten 1993) and for 
conserved introns in procollagen (Alakokko et al. 1995). Such examples are probably exceptional 
and should not affect our results.
An estimate o f  the mutation rate
Since Kj and Ks are similar we can conclude that silent site substitution rates will provide 
as (in)accurate an estimate o f  the mutation rate as intronic substitution rates. Given that exonic 
alignment is considerably less susceptible to gap penalty settings, this conclusion has practical 
benefits. For the reasons given above (Discussion B) this may be assumed to be a reasonable 
estimate o f  the mutation rate.
The mean weighted K is 0.186, 30% higher than previously reported on the basis o f limited 
intronic data (Li et al. 1996). The Li et al. study (Li et al. 1996) used a slightly different distance 
estimation method from that used here, but such differences would not be expected to cause such a 
large change (Comeron 1995). Estimates o f  the time o f  the mouse-rat divergence vary from 10 to 
over 30 million years (discussed in Li et a l  1996). These yield mutation rates o f  between 9.3 and 
3.1 x 1 O'9 per base pair per year.
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Figures
Figure 1: The means and 95% confidence intervals o f  the weighted ratio o f  intronic 
substitution rate to synonymous substitution rate (Ki/Ks), with data for different intron alignment 
protocols (from default to zero gap penalties are reduced) and for different data subsets (classified 
on the basis o f  substitution rate sensitivity to intron alignment protocol).
Figure 2: A linear regression plot o f  the GC content o f  four-fold degenerate sites (G C 4) 
against the GC content o f  introns (GCjntron)* For comparison a line o f  slope 1 and intercept at the 
origin (G C 4 =  GCjntron) is also shown.
Table 1: Results for alignment comparison method 2: the default, easy and zero intron 
alignment protocols (gap penalties reduced from default to zero) are compared against reference 
values (from Ogata et al. 1996) o f  proportion o f  alignment consisting o f  mismatches, proportion o f  
alignment consisting o f  gaps, ratio o f  mismatches to gaps, and total alignment length.
Table 2: Statistics for the weighted ratio o f intronic substitution rate to synonymous 
substitution rate (Ki/Ks), with data for different intron alignment protocols (from default to zero 
gap penalties are reduced) and for different data subsets (classified on the basis o f substitution rate 
sensitivity to intron alignment protocol).
Table 3: Details o f the 43 genes used in this study, giving gene name and GenBank 
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Table 1
alignment %m %g m/g length (nt)
default 16.1 8.8 1.84 13494
easy 14.6 9.8 1.5 13535
zero 8.8 17.5 0.5 13754
Ogata et. al. 3.8 2.5 1.52 >6000
Table 2
alignment group of genes Ki/Ks mean S.E. 95% intervals
all 43 1.34 0.15 0.29
default least sensitive 21 1.29 0.13 0.25
most sensitive 22 1.38 0.16 0.31
all 43 1.07 0.08 0.16
easy least sensitive 21 1.12 0.1 0.2
most sensitive 22 1.02 0.06 0.12
all 43 0.63 0.05 0.1
zero least sensitive 21 0.73 0.05 0.1
most sensitive 22 0.55 0.04 0.08
Table 3
gene name mouse rat
alpha-1-acid glycoprotein ml7376 ml0614
skeletal alpha-actin ml 2347 j00692
adenine phosphoribosyltransferase ml 1310 104970
alpha-lactalbumin m87863 x00461
anti-mullerian hormone x63240 S98336
apo lipoprotein A-I x64263 j02597
apo lipoprotein A-IV ml3966 ml3508
apo lipoprotein E d00466 j02582
osteocalcin 124429 m23637
c-myc proto-oncogene j00374 y00396
creatine kinase B m74149 ml 8668
alpha-B -crystallin m73741 u04320
gamma-A-crystallin k02587 ml 9359
gamma-E-crystallin x57855 ml 9359
cystatin beta u59807 dl0607
elastase II x04576 j00731
gonadotrophin-releasing hormone ml4872 m31670
insulin 2 x04724 v01243
immediate-early serum-responsive je ml 9681 xl7053
mGK-1 kallikrein v00829 m l9647
lutenising hormone beta u25145 j00749
metallothionein 2 k02236 ml 1794
myogenic differentiation 1 x61655 m84176
atrial natriuretic polypeptide k02781 k02062
type B natriuretic peptide S58667 m60731
n-myc proto-oncogene x03919 x63281
Table3 continued
oxytoxin-neurophysin m88355 k01701
cytochrome P450c(l) ml0021 m26129
cytochrome P450d(3) ml 0022 k03241
reg III beta d63360 107127
peripherin x59840 m26232
phenylethanolamine N-methylase 112687 x75333
ornithine decarboxylase x06572 j04792
regenerating protein 1 dl4010 d26164
secretin u07568 m64033
preprosomatostatin x51468 j00787
surfactant protein SP-C m38314 u07796
thy-1 antigen x03151 x03152
thymidine kinase m68489 x54173
tnf alpha y00467 d00475
tnf beta lymphotoxin y00137 100981
trypsin Ta x04577 j00778
thyrotropin beta-subunit m22739 ml 4499
uncoupling protein u63418 xl2925
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Research Paper 10. Small introns tend to occur in GC rich 
regions in some but not all vertebrates
Laurence Hurst, Clair Brunton and Nick Smith (1999)
Trends Genet. 15 437-439.
There exists considerable variation in the size o f  introns both within and between species. It 
has been reported that, for some mammals and birds, genes in GC rich isochores may be both shorter 
(total intron size + total exon size) and more compact (total intron size/total exon size) than genes in 
isochores o f  lower GC content1. Does this mean that the introns are shorter in GC rich regions and is 
this generally true within the vertebrates? To address these issues w e have analysed the covariance o f  
intron size and local GC composition in a mammal, a bird, a fish and an amphibian.
A covariance o f  intron size with GC composition would be potentially informative o f  some o f  
the forces affecting intronic dimensions as GC% and recombination rate are known to covary within 
mammals2. Indeed, it has been hypothesized that if  recombination induces deletions introns might be 
smaller in GC rich regions owing to a mutational bias1. However, an alternative selectionist model 
can also be imagined. If longer introns are slightly deleterious then, as selection is more efficient 
when the local recombination rate is high3, small deletions and insertions are more likely to be "seen" 
by selection in GC rich regions. Here we additionally investigate this putative link between 
recombination rates and GC content/intron sizes.
Accession numbers were obtained from the FTP site as indicated in Duret et a l.1 and 
from Hovergen4. Extraction o f  data from each database entry was automated using information in 
the Genbank accession files. This allowed us to calculate the size o f  each intron. Partial intron 
sequences were not included. The complete exons for each gene were also extracted and a GC3 
percentage calculated. The raw data on intron sizes is skewed with a tail towards larger intronic 
dimensions. This was corrected by Log transformation.
Within humans we find a significant negative correlation between GC content and 
intron size (Log (Intron size)=-0.49 GC3 + 2.93; P value on slope >0.0001, N = 1211 introns; see Fig. 
1). This is consistent with the hypothesis that introns are smaller where the recombination rate is 
highest. Analysis o f  mouse (Duret pers. comm.) and rat data (P<0.002) indicate the same tendency. 
Sample size limitations prevent firm conclusions being drawn in other mammals (see below).
I l l
However, it must be noted that, while the statistics are very highly significant, there is
also very considerable residual variance in intron size that is not explained by GC content (see Fig 1).
Data from outside o f the mammals is suggestive o f  a potential difference between 
cold and warm blooded species, as there might be as regards isochores5. Chickens, like mammals, 
have significantly larger introns in AT rich isochores, (Log (Intron size)= -0.67 GC3% +2.88; P value 
on slope >0.0001, N = 313 introns). In Xenopus there is a significant positive correlation o f GC3 
percentage and intron size, indicating the opposite pattern (Log (Intron size)= 2.28 GC3% +1.51; P 
value on slope >0.0001, N=83 introns). In Fugu the correlation is also positive and near significance 
(Log (Intron size)=0.5 GC3% +1.93; P value on slope =0.09, N=260 introns).
The possible warm blooded/cold blooded dichotomy needs further elucidation, most 
especially as the sample size for Xenopus is considerably lower than that for Fugu, but it is the former 
that provides a significant statistic. It must also be noted that the investigation o f  comparative introns 
sizes is heavily influenced by ascertainment biases, as small introns tend to be fully sequenced earlier 
and more often than large ones. So, for example, in nine species o f  mammals that we have examined, 
the best predictor o f  mean intron size in a species is the number o f  introns sequenced (Spearman Rank 
correlation o f mean intron size per species versus number o f  introns sampled per species, P O .O l). 
Likewise, our analysis (data not shown) o f  orthologous mouse-rat introns, finds the mean size o f  these 
to be around two thirds that o f an order o f magnitude larger non-orthologous set. This is to be 
expected if  small introns are sequenced first, as the probability that the same intron has been 
sequenced in two species is approximately a function o f  the square o f the probability that it has been 
sequenced in one. Given the possibility o f  ascertainment problems, we are cautious about the 
Xenopus result, but given that the same pattern is seen in Fugu, we consider the finding worth 
reporting.
Considering these difficulties and given that the GC content o f  Xenopus and human genes are 
correlated5, it is then worthwhile asking whether the size o f  orthologous introns in Xenopus and 
humans are also correlated and how this might relate to the above result. We examined Hovergen to 
identify orthologous Xenopus human genes and found a total o f  33 orthologous introns.
Unfortunately this sample size is too limited to make many firm conclusions. Importantly, in this 
sample, GC3% and Log intron size o f  the Xenopus genes do not correlate, so the sample may not be 
representative. We can, however, report that, while on average human and Xenopus introns are no
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different in size (mean o f  Human intron IXenopus intron = 1.04), there is very 
considerable variation (standard deviation o f Human intron /Xenopus intron = 1.21). Some Xenopus 
introns are over ten times larger than the human ortholog while some human ones are nearly five 
times larger than the Xenopus ortholog. There is, at best, only a weak tendency for the intron sizes to 
correlate (Log (Human intron size)= l.46+0.378 Log (Xenopus intron size), P=0.1). We do not find 
any significant relationship between the GC3 content o f  the flanking exons in Xenopus and the size 
ratio o f  the orthogs. The only strong conclusion is that with the amount o f  variation in size between 
the orthogs, there clearly has been plenty o f  size evolution o f  the introns.
Given the diversity o f  GC3% versus intron size results, one might suspect that intron size, 
GC3% and recombination rate are not generally causally related. Indeed, whilst three way alignment 
o f  orthologous mammalian introns indicates a mutational bias in favour o f deletions, no covariance o f  
GC content and size difference between introns could be found, although intronic size difference and 
local mutation rate do covary6.
An alternative possibility is that recombination, GC% and intron size do covary, but 
not in the same way in all vertebrates. It might be that in chickens and mammals there is more 
recombination in GC rich regions, but in the cold-blooded species the opposite pattern is found. We 
are unaware o f  pertinent data to test the prediction as regards Xenopus and Fugu (or indeed any other 
cold-blooded vertebrate). However, we can provide a test o f  the hypothesis as regards chickens. If 
GC% and recombination rate were related in the above manner, then the Z chromosome should have 
a GC content lower than that o f autosomal genes, as the former recombines in males alone (except in 
the pseudoautosomal region). The W chromosome should have an even lower figure as it never 
recombines.
Chickmap (www.ri.bbsrc.ac.uk/chickmap/) provides information on map position o f  
chicken genes. From here we have derived a list o f  genes whose full cDNA was known and that were 
also known to be either Z-linked (N=7) or autosomal (N=23). We find that the Z-linked genes have a 
mean GC3% o f 41% compared to 67% for autosomal sequences. These figures are highly 
significantly different (Mann-Whitney U test, P=0.0006). Our figures appear to be consistent with 
analysis o f  all 1454 chicken coding sequences described in GenBank. The mean GC3% for these is 
60.4% (from www.dna.afffc.go.jp/~nakamura/CUTG.html). It is to be expected that our autosomal 
figure should be above this as some (unknown) percentage o f  the 1454 genes are Z-linked.
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Only four sequences with putative open reading frames have been 
described on the chicken W-chromosome. With a mean GC3% o f 34.7%, these have, as expected, a 
mean GC3 content lower than both Z-linked and autosomal genes. Whilst, however, this figure is 
significantly lower than the autosomal figure (Mann-Whitney U test, P=0.0009), it is not significantly 
different from the sequences on the Z-chromosome (Mann-Whitney U test, /M 1.149), although with a 
total sample size o f  only 11, this should not be taken as a strong rejection.
We conclude that, at least in some warm blooded vertebrate species, there is a 
significant tendency for introns to be smaller in GC rich regions. We have failed to reject the 
hypothesis that in these species the recombination rate also positively covaries with GC content. We 
cannot hence reject the hypothesis that recombination explains some (but possibly not much) o f  the 
intron size variation, but we cannot know whether this is the result o f  stronger selection associated 
with recombination or a mutational bias. Analysis o f  the recombination pattern in cold blooded 
species will provide a further test o f  the proposed link between recombination and intron size.
Acknowledgements: We thanks two anonymous referees for their comments and Laurent 
Duret for access to unpublished data.
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Figure 1. Regression o f  the gene GC3% content against log o f  intron size for 1211 Homo 
sapiens introns. GC3% negatively  correlates with intron size  / >< 0 .0 0 0 1. To som e extent this result is 
influenced by an abundance o f  especially  small introns at especially  high GC3 levels. H owever, 
restricting analysis to those with GC3% less than 70% stills reports a significant correlation albeit one 
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Chapter 9. Does genomic anatomy make sense?
This thesis is entitled “Searching for Sense in the Library o f  Babel”. In Chapter 1 I used 
the analogy o f  a library to illustrate how to define genomic anatomy in the terms o f  copy number, 
arrangement, and identity. I also explained that by “sense” I meant “an explanation in terms o f  
evolutionary history”, which requires deterministic evolutionary forces such as selection or 
mutation. Having set out the terms o f  the thesis, I then searched for sense in genomic anatomy 
from the scale o f  the genome down to the scale o f  the individual nucleotide. In this chapter I shall 
review my findings and discuss to what extent we know whether genomic anatomy makes sense.
Do ploidy levels make sense?
At the level o f  the genome the principle question o f  genomic anatomy is one o f copy 
number: why do ploidy levels vary? Multiple copies o f  the haploid genome are unlinked 
(arrangement) and very similar to one another (identity). A number o f  ecological arguments have 
been put forward to explain ploidy levels, but the proposed processes are hard to evaluate (for 
experimental difficulties see Mable and Otto 1998). The more quantitative arguments employ 
evolutionary genetics. For asexual organisms haplonty is favoured by deleterious mutations, 
although diplonty is favoured if  advantageous mutations are at least partially dominant.
For sexual organisms, the situation is more complex. Load arguments suggest that 
deleterious mutations favour haplonty unless truncation like selection operates. However, modifier 
analysis shows that deleterious mutations favour diplonty when penetrance is low, when selection 
is weak, when recombination is high, and when somatic mutations are important. Haplonty is 
favoured by inbreeding, which reduces recombination, and intraorganismal selection, which 
reduces the haploid mutation rate. Advantageous mutations favour diplonty when penetrance is 
high and when recombination is high.
Most theories concerning ploidy levels favour either haploidy or diploidy, rather than 
haploid-diploid life cycles. Several theories o f disruptive selection have been suggested to explain 
haploid-diploidy, and the theory o f  disruptive reproductive selection appears to be supported by 
comparative data, but as with ecological arguments such theories are difficult to test.
Polyploidy is found in both asexual and sexual organisms. The greater prevalence o f  
somatic, as opposed to germline, polyploidy is consistent with selection against deleterious 
mutations in the soma. In sexual organisms, polyploidy is not stable and seems to decay back 
down to diplonty. The evolutionary advantage o f  polyploidisation appears to derive from the 
increase in genetic variability which allows adaptive evolution and the acquisition o f  novel traits. 
The evolution o f  vertebrate development supports this explanation, since a number o f  
tetraploidisations appear to have driven the great adaptive radiation o f  the vertebrates.
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Haplodiploidy represents sex-specific ploidy level variation. A number o f  
theories have attempted to explain the origins o f  haplodiploidy: conflict over the sex ratio, maternal 
genome drive, and deleterious mutations. I have shown how the latter two arguments are both 
affected by the level o f  inbreeding (Research Paper 1).
Does the evolution of genes make sense?
I have addressed the genomic anatomy o f genes by considering two ways in which gene 
copy number can change. Copy number can increase and thus multiple gene copies can evolve. 
Alternatively, effective copy number can decrease, as happens in the evolution o f  monoallelic 
expression.
Increases in gene number are thought to be the main mechanism for increasing 
developmental complexity. The consequences o f  gene duplication are dependent on dosage 
sensitivity and the fitness effects o f  mutations. The C value paradox resolves to the issue o f  the 
fitness effects o f  replicates on individual organisms: if replicates are advantageous then genome 
size is adaptive, if  replicates are neutral then genome size differences are due to junk DNA, and if  
the replicates are disadvantageous then genome size differences are due to the spread o f  selfish 
DNA.
Given the presence o f  multiple copies, how are they arranged and how similar are they? 
The process o f concerted evolution increases similarity between multiple copies. Concerted 
evolution makes sense from a mutational viewpoint, but I have shown that concerted evolution can 
also be adaptive under certain conditions (Research Paper 2). These conditions are the same as 
those which favour haplonty over diplonty and depend on dosage sensitivity, strength o f selection, 
and linkage.
It is not clear whether the current arrangement o f  genes within the genome is the result o f  
selection, o f  neutral mutations and genetic drift, or a lack o f  mutation reflecting historical effects. 
There is some evidence for positive selection on gene arrangement, but the generality o f  such 
selection is unclear. I have attempted to discriminate various theories for the evolution o f  
homologous clusters (Research Paper 3). In the absence o f  sufficient knowledge o f  the 
fundamental factors - mutation processes, selection processes, and the prevalence o f  homologous 
clusters - hypothesis testing is difficult.
I have examined two cases o f  monoallelic expression: X-linked genes and autosomal 
imprinted genes. The monoallelic expression o f X-linked genes appears to be the consequence o f  a 
complex evolutionary history dominated by selection. There are also several selective explanations 
o f  imprinting. I have tested the conflict theory o f  imprinting by looking for signs o f  arms races in 
sequence comparisons (Research Paper 4), and have demonstrated that stabilising selection has 
affected H I9 (Research Paper 5).
Evolutionary explanations can be divided into those which invoke selection as the driving 
force o f  evolution and those which invoke mutation. The theory o f  adaptive mutation rates
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suggests that selection and mutation explanations are not mutually exclusive since 
selection can adjust mutation rates. The theory suggests that both X-linked genes and imprinted 
genes should enjoy lower mutation rates than biallelically expressed autosomal genes as a result o f  
their hemizygous expression. I have confirmed this prediction by sequence analysis (Research 
Paper 6). My analysis has also suggested the existence o f  a limit to selection on the mutation rate 
in mammals: the mutation rates o f  whole chromosomes or clusters o f  genes can be adaptively 
adjusted, but selection appears too weak to affect the mutation rate o f  a single gene.
Knockout phenotype provides a direct measure o f  dispensability, Q, the probability that an 
organism can survive and reproduce without a certain protein, and thus enables a test o f  Wilson et 
a l.’s (1977) prediction that the rate o f  protein evolution depends on Q. However I have shown that 
the analysis o f  protein evolution, as assayed by KAIKSi reveals that knockout phenotype does not 
covary with evolutionary rates once the effects o f  tissue specificity are removed (Research Paper 
7). It is unclear why this is the case, since a number o f potential explanations can be envisaged.
Does the evolution of nucleotides make sense?
It often appears impossible to make evolutionaiy sense o f individual nucleotides -  why is 
there an A in the second intron o f  the human Igf2r gene 132 base pairs downstream o f  the intron- 
exon boundary? - although some clear examples do exist. The GT-AG rule o f  intron boundaries 
reflects a selective explanation o f  nucleotide identity. The presence o f  a TpG dinucleotide pair 
where the ancestral sequence is CpG suggests a methylation-induced mutational explanation.
The fact that the genetic code is degenerate means that nucleotides at synonymous sites 
within a protein coding sequence cannot be explained by selection on amino acid sequence. How 
then can we make sense o f  the nucleotide identity o f  such sites? If the mutation-selection-drift 
theory o f  synonymous codon usage is true, we cannot explain nucleotide identity at individual sites, 
but we can explain general patterns o f  nucleotide identity. Therefore the search for sense becomes 
an examination o f the relative strengths o f selection and mutation in the evolution o f synonymous 
sites.
In E. coli and Drosophila  selection at silent sites is powerful enough to bias codon usage 
away from the mutational expectation. But in mammals selection is unlikely to be as powerful due 
to smaller effective population sizes. I have described a number o f  studies which address the 
question o f  whether silent sites in mammals are effectively neutral (Research Papers 4, 6 and 8). I 
have found no evidence for selection on codon usage, but I have obtained preliminary indications 
that silent sites at the start o f  mammalian genes are subject to functional constraints, perhaps 
because o f  selection on RNA structure (Research Paper 8).
The evolutionary origins o f introns are still unclear, although the IL (introns late) theory 
appears to be in the ascendancy. Under this hypothesis, introns have spread relatively recently as 
the result o f  selfish horizontal transmission through the genome and the weakness o f selection 
against introns. The hypothesis that introns are not subject to purifying selection can be tested by a
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comparison o f  intronic and synonymous substitution rates (Research Paper 9).
Unfortunately such tests assume that substitution rates can be reliably estimated, but this does not 
appear to be the case for diverged non-coding sequences owing to problems o f  alignment (Research 
Paper 11).
Intron length appears to covary with base composition in mammals. This relationship can 
be explained by recourse to explanations invoking either mutation or selection, although the 
discrimination o f  the two alternatives does not yet appear to be possible (Research Paper 10).
Fundamental evolutionary factors
In many cases it is possible to make theoretical predictions o f  evolutionary sense, but for 
such models to be useful we need to understand more about the fundamental simplifying 
parameters o f population genetics. I shall briefly review what is known about these fundamental 
evolutionary factors.
Mutations provide the raw material o f  evolution. Advantageous mutations are required for 
adaptive evolution, but deleterious mutations also have important evolutionary consequences 
(Charlesworth and Charlesworth 1998; Kondrashov 1998). According to Kimura (1983), it was 
H.J.Muller who first established the principle that most mutations are probably deleterious. Fisher 
(1930) used the analogy o f  adjustments to a microscope to suggest that most mutations o f large 
effect would be deleterious whereas for mutations o f  very small effect the proportions o f  
deleterious and advantageous mutations would be roughly equal. However, the process o f  adaptive 
mutagenesis in bacteria which generates mostly advantageous mutations suggests that mutations 
need not be blind to their potential effects (Hall 1998).
The true distribution o f fitness effects o f  mutations is not known (Elena et al. 1998; 
Keightley 1994), and provides the cornerstone o f  the ongoing neutralist-selectionist debate. There 
are many examples o f  adaptive evolution at the molecular level (Gillespie 1991; Golding and Dean 
1998), but such anecdotal evidence only serves to show that advantageous mutations do sometimes 
occur, a rather unsurprising finding given that life has managed to survive on this planet for over a 
billion years.
The measurement o f mutation rates is difficult because they are so low, thus sequence 
comparison rather than direct observation is often used (as in Eyre-Walker and Keightley 1999). 
The experimental measurement o f  the selective effects o f  mutations is very difficult for mutations 
o f  small effect ( but see Brookfield 1997a; Elena et al. 1998), so the use o f  sequence analysis 
(Akashi 1999) may be helpful. Mutation rates vary across the genome: on a regional basis (Casane 
et al. 1997), according to local effects (Bulmer 1986), and even dependent on methylation status 
(Kendrew 1994). Some o f  this variation may be adaptive, as in the low mutation rate o f  the X 
chromosome in mammals (McVean and Hurst 1997a). Another complication is that mutation rates 
may differ between the sexes. Although differences in the number o f  germline replications do 
seem to cause sex biases in mutation rates, this explanation does not explain all o f  the sex bias data
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(Hurst and Ellergren 1998). Finally there are many different sorts o f mutational 
processes, which will probably differ in their rates and effects.
The concepts o f  dominance, epistasis, and pleiotropy are all related to the effect o f  gene 
copy number on fitness, and so are o f  obvious importance to the evolution o f  genomic anatomy.
The quantification o f  these terms is complicated by the fact that dominance is defined by 
phenotype rather than gene (Porteous 1996).
The relative phenotypes o f  heterozygotes and homozygotes are described by dominance 
relations, with the penetrance defined as the ratio o f  the effect o f  a heterozygous mutation to the 
effect o f  a homozygous mutation. Penetrance in Drosophila  depends on the strength o f  selection 
(Simmons and Crow 1977). Lethals are highly recessive (0.01</K0.03) while mildly deleterious 
mutations show greater dominance (0.3</z<0.5). How can this tendency to recessivity be 
explained?
Fisher (1928) and Haldane (1930) suggested that selection could favour modifiers o f  
dominance which would ensure that most mutations were recessive. Wright (1934) doubted 
whether selection would be powerful enough to affect dominance relations, and suggested the 
answer to the problem might lie in the physiology o f  gene action. By elegant experiments Orr 
(1991) showed that mutations in haploids tend to recessivity just as much as mutations in diploids, 
hence supporting Wright over Fisher and Haldane.
Kacser and Bums (1981) agreed with Wright in considering dominance as a biochemical 
problem: the tendency to recessivity comes from the small flux control coefficients for single steps 
in a metabolic network (see Porteous 1996). It is possible, however, that selection might act on 
dominance via alterations to the structure o f  a metabolic network. Or perhaps flux control 
coefficients are not necessarily small, but it is small flux control coefficients which are 
preferentially measured (Mazat et al. 1996). Although the biochemical explanation o f  recessivity 
appears to work for deleterious mutations affecting enzymatic pathways, it is not clear whether the 
results can be extrapolated to other situations (Bourguet and Raymond 1998).
The phenomenon o f  overdominance or heterozygote advantage provides a selective 
explanation for high levels o f  polymorphism. The neutral theory proposes an alternative 
mutational explanation and in The Neutral Theory o f  Molecular Evolution (1983) Kimura marshals 
an impressive body o f  evidence against overdominance and concludes “Evidence against the 
overdominance hypothesis o f  protein polymorphism has accumulated so much now that only blind 
faith can maintain it”. The phenomenon o f  heterosis can be attributed to either overdominance or 
inbreeding depression (Parsons and Bodmer 1961), although discriminating the alternative 
hypotheses is difficult (David 1997). The nature o f  the correlation between recombination and 
neutral variation suggests that dominance rather than overdominance is the major genomic mode in 
mice and humans (Deng et al. 1998).
Epistasis describes how genes work together to affect organismal fitness, and has profound 
implications for evolutionary biology (e.g. Kondrashov 1988). Elena and Lenski (1997) have
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shown that in E. coli epistasis is widespread with interactions between half o f  all pairs 
o f  mutations, results which are consistent with evidence in other organisms (Otto 1997). As with 
dominance, the nature o f epistasis can be considered to derive from metabolic control (Kacser and 
Bums 1981; Szathmary 1993).
Pleiotropy measures the extent to which mutations in one gene can have multiple effects, 
and is dependent on the nature o f  metabolic pathways (Kacser and Bums 1981). Antagonistic 
pleiotropy is considered important in evolutionary ecology, although it seems a weak force for the 
maintenance o f  genetic polymorphisms (Hedrick 1999).
Recombination plays a central role in theoretical evolutionary genetics, but little is known 
o f  the patterns o f  recombination across the eukaryotic genome (Comeron et al. 1999; Nachman and 
Churchill 1996). The evolution o f  breeding systems and hence levels o f  inbreeding has been well 
studied, especially with regard to the effects o f  deleterious mutations (Charlesworth and 
Charlesworth 1998). It is possible to measure absolute population sizes with reasonable accuracy, 
but the measurement o f  the theoretically more important effective population size is considerably 
more difficult, being dependent on additional factors such as sex ratio bias, variable offspring 
production, temporal variation in absolute population size, overlapping generations and population 
sub-structure (Kimura 1983).
Conclusions
If we want to know whether genomic anatomy makes sense, we should test simple models 
which assume that the appropriate mutations can occur (in other words, assume no strong 
constraints). For example, in my model o f  the evolution o f  haplodiploidy I assumed a perfectly 
functional and costless haplodiploidy modifier (see Research Paper 1). Using such an approach the 
results are dependent on the underlying parameters o f  population genetics. Many o f  the 
conclusions reached in this thesis are subject to assumptions concerning the fundamental factors 
reviewed above: mutation rates and fitness distributions, dominance, epistasis, pleiotropy, 
recombination, breeding systems and population size. These factors represent simplifications o f  
the real world, but they do represent ubiquitous evolutionary forces rather than the specific 
biological details invoked by constraints.
So in order to find out whether genomic anatomy makes sense, and to discover whether 
mutation or selection is responsible, we need to find out more about the real distributions o f  the 
parameters we use in our necessarily simplified models o f  the evolution o f  the genome. I conclude 
with a quotation from Kimura (1983): “Among students o f  evolutionary biology, there has been a 
strong tendency to claim that these population genetical parameters will never be known accurately 
and therefore theories which contain such parameters are o f  little use. I take the opposite view; 
these parameters have to be investigated and measured if  we really want to understand the 
mechanism o f  evolution at the molecular level”.
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Chapter 10. Hypothesis testing in molecular evolution
The general approach o f hypothesis testing in molecular evolution relies on statistical 
inference. For hypothesis testing to be valid, a number o f  requirements must be satisfied. Firstly, 
the sequences to be analysed must constitute independent evolutionary experiments. Secondly, the 
sequence data must be analysed correctly to yield unbiased quantitative data. Finally, the a priori 
predictions o f  the hypothesis must be tested using the appropriate statistical methods (under 
probabilistic, rather than likelihood based, inference).
My interest in the importance o f  methodology in evolutionary inference was first prompted 
when I attempted to test silent site neutrality by comparing rates o f  evolution at synonymous and 
intronic sites. There seemed to be no reliable way to choose between different intronic alignments 
produced by different settings o f  the same alignment program, despite my efforts to develop 
suitable methods (see Research Paper 9). Could such problems o f  methodology apply to other 
aspects o f  sequence analysis? I investigated this problem by examining the sensitivity o f  the 
results o f  a single paper (Hughes and Yeager 1997) to alterations in methodology (see Research 
Paper 11). In this chapter I shall consider some o f  the many ways in which methodology can affect 
evolutionary inference in molecular evolution.
Independence
Statistical methods assume the independence o f  data and so non-independence o f  
sequences can lead to biased P value estimates. There are two principle causes o f  non­
independence: ascertainment biases and shared evolutionary history.
The presence o f ascertainment bias can be demonstrated by significant correlations 
between details o f  dataset assembly, such as sample size, and sequence analysis details o f  the 
dataset, such as mean intron size. The comparative method (Harvey and Pagel 1991) takes account 
o f shared evolutionary history when analysing species specific characters. The problem o f  shared 
evolutionary history also applies to molecular evolution studies which involve large numbers o f  
pairwise comparisons, especially if  all pairwise comparisons are assumed to be independent (as in 
Wolfe and Sharp 1993). This assumption o f independence may be flawed for a number o f  reasons.
The need to compare orthologs rather than paralogs is ensured by checking phylogenetic 
trees in homology databases (Duret et al. 1994; Makalowski et al. 1996), although such methods 
assume correct tree reconstruction and complete sequence data. Another problem affecting gene 
families is concerted evolution, which is demonstrated by greater divergence for between species 
comparisons than for within species comparisons (as for the (3 globin genes in Research Paper 11). 
The existence o f  multimeric genes like Igf2r (see Research Paper 4) can lead to concerted evolution 
within a gene.
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The possibility o f shared evolutionary history also applies within genes.
Should the exons and introns o f  a single gene be considered as separate data, or should they be 
combined into a single datum? It is sometimes necessaiy to separate exons and introns (as in the 
analysis o f  H19 in Research Paper 5) but otherwise the introns and exons o f  a single gene which 
have been subjected to very similar evolutionary forces should probably be combined.
The problem o f  independence leads on to issues o f  weighting. Should data points be 
weighted by gene length? Longer sequences may give more reliably estimated data, but 
confounding factors might correlate with gene length and shorter genes may be more important 
than long genes.
Sequence alignment
The need for sequence alignment arises when one wishes to compare homologous sites in 
two sequences: one has to first account for the insertion and deletion events which have taken place 
since the two sequences diverged (Li and Graur 1991). Most alignment algorithms take a 
parsimony approach: either the similarity between the two sequences is maximised or the distance 
between the two sequences is minimised by dynamic programming (Li 1997). Which alignment is 
best is determined by the parameter settings. Typically parameters determine the scores for 
matches, mismatches, indel creation, and indel extension. The problem o f  alignment lies in the fact 
that we have no reliable way o f  determining which alignment parameters are best (Altschul 
1997)(see Research Paper 9).
The choice o f  parameters holds clear consequences for the estimation o f  substitution rates, 
since the parameters determine the relative frequencies o f matches and mismatches. Two popular 
alignment programs yielded significantly different estimates o f  intronic substitution rates when the 
default parameter settings were used (Research Paper 11). In contrast, the exonic alignments were 
nearly identical. Exonic alignments are easier to perform because exons evolve more slowly than 
non-coding DNA, and because protein and DNA alignments can be combined.
Sequence alignment also affects the accuracy o f  tree reconstruction (Goldman 1998). One 
possible solution to these problems is a combined alignment, rate estimation and tree reconstruction 
approach based on maximum likelihood, but the computational demands are likely to be 
formidable.
Substitution rates
There exists a wide variety o f  methods for estimating substitution rates from DNA  
sequence alignments (see Chapter 4 in Li 1997). These methods differ in the complexity o f  their 
models o f  nucleotide substitution. There are two main classes o f method: multiple substitution 
correction applies to both protein coding and noncoding DNA sequences, while the calculation o f  
synonymous and nonsynonymous substitution rates applies to protein coding sequences only.
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In general, the more complicated the model o f  nucleotide substitution, the 
greater the number o f  free parameters, the better the estimates o f  substitution rates. But Zharkikh’s 
(1994) simulation study pointed out that all methods are unreliable when divergences are high 
(£> 1) and that more complicated methods are often inapplicable for short sequences. More 
information is required to estimate more parameters, and so the estimates o f  better methods are 
likely to be more variable.
Multiple substitution correction methods differ in how they account for variation in base 
composition. If equal base frequencies are assumed substitution rates will be underestimated when 
composition is biased (Pesole et a l  1995). For example, the demonstration o f  a correlation 
between GC and Ks (W olfe et a l  1989) was thought to be an artefact o f  such biased substitution 
rate estimation (Bemardi et al. 1997). However, the finding o f  a correlation between GC and Ks 
using the maximum likelihood program PAML complicates the issue (see Research Paper 8).
Some o f  the older methods o f  synonymous and nonsynonymous rate estimation (such as 
that o f  Li et a l  1985a) fail to account for different rates o f  transition and transversion, which leads 
to an overestimation o f  Ks by about 30% (Li 1993). Clearly, the use o f  different methods can lead 
to very different results when synonymous substitution rates are compared to other substitution 
rates, as shown by my comparison o f  K s and K { using alternative methodologies (see Research 
Paper 11).
Simple methods assume that all sites within a gene evolve at the same rate, apart from sites 
o f different degeneracy. However, there is ample evidence that rates vary within genes (Yang 
1996), for example there is deterministic variation in both synonymous and nonsynonymous rates 
across the Igf2r gene (see Research Paper 6). Current methods use the gamma distribution (or a 
discrete approximation) to model rate variation. The problem o f  choosing the shape o f the gamma 
distribution is circumvented by maximum likelihood techniques, in which the likelihood o f  
observing the data given the model parameters is maximised. Although the maximum likelihood 
approach can be used to generate synonymous and nonsynonymous rates, at present it does not 
appear possible to incorporate rate variation into such estimates (Z.Yang, pers. comm.). The 
gamma distribution does not seem suitable for a codon based model, and there is also the problem 
that specifying a codon as fast evolving automatically generates an intragenic KA-KS correlation 
which may not be justified (Z.Yang, pers. comm.).
Statistical methods
The concomitant variation o f  observations is tested using the statistical techniques o f  
correlation and regression, although care must be used in the interpretation o f  parametric statistics 
whose assumption o f a particular underlying distribution may not be justified. For example, in 
Research Paper 11 I describe attempts to quantify the strength o f  the relationship between the base 
composition o f mouse and rat genes at different codon positions. Although it was clear on 
observing plots o f  the data that the relationship was much tighter for GC at the first and second
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codon positions than for GC at the third codon positions, the parametric linear 
regression P values appeared to show the converse. However when the residuals o f  the linear 
regression were compared by the nonparametric Mann-Whitney U test it was shown that the 
residuals were higher for the third codon position, which confirmed the visual analysis. The 
discrepancy seems to be due to the fact that linear regression is sensitive to outliers. A couple o f  
outliers in the GC3 data appeared to generate an artificially strong regression slope.
The confounding effects o f  outliers was shown even more strikingly in the same study by 
measurements o f  the KA-KS correlation. Using parametric linear regression Hughes and Yeager 
(1997) found no significant KA-KS correlation, in contrast to a number o f  previous studies (such as 
Wolfe and Sharp 1993). I found that the removal o f  one outlier out o f  41 genes caused a 80 fold 
drop in the P value measured by linear regression: the correlation became highly significant. The 
relative insensitivity o f  nonparametric methods to outliers was confirmed by the use o f  rank 
correlation which revealed a significant correlation both in the presence and the absence o f  the 
outlier.
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Abstract. Employing a set o f 43 othologous mouse 
and rat genes, Hughes and Yeager (J. Mol. Evol. 45:125- 
130, 1997) reported (1) no correlation between synony­
mous and nonsynonymous rates o f nucleotide substitu­
tion, (2) a positive correlation between intronic GC 
contents (GC{) and intronic substitution rates (Kj), (3) 
that the average K{ value was very similar to the average 
Ks value, and (4) that the compositional correlation be­
tween the rat and the mouse genes is stronger at the third 
codon position (GC3) than at the first and second codon 
positions (GC12). We have examined the robustness of 
these results to alterations in substitution rate estimation 
protocol, alignment protocol, and statistical procedure. 
We find that a significant correlation between Ka and Ks 
is observed either if a rank correlation statistic is used 
instead o f regression analysis, if  one outlier is excluded 
from the analysis, or if a regression weighted by gene 
size is employed. The correlation between and GC{ we 
find to be sensitive to changes in alignment protocol and 
disappears on the use of weighted means. The finding 
that Ks and K{ are approximately the same is dependent 
on the method for estimating Ks values. Finally, the vari­
ance around the regression line of rat GC3 versus mouse 
GC3 we find to be significantly higher than that in GC12. 
The source o f the discrepancy between this and Hughes 
and Yeager’s result is unclear. The variance around the 
line for GC4 is higher still, as might be expected. Using
C o rre sp o n d e n c e  to: N .G .C . Sm ith; e -m a il:  n .sm ith@ bath .ac.uk
a methodology that may be considered preferable to that 
of Hughes and Yeager, we find that all four of their 
results are contradicted. More importantly this analysis 
reinforces the need for caution in assembling and ana­
lyzing data sets, as the degree of sensitivity to what many 
might consider minor methodological alterations is un­
expected.
Key words: Substitution rate estimation —  Intron
evolution —  Synonymous and nonsynonymous correla­
tion —  GC composition
Introduction
Hughes and Yeager (1997) (HY97) have assembled a set 
of 42 othologous mouse and rat genes for which both 
intronic and exonic sequence data are available. As their 
method for assigning orthology is especially stringent, 
this data set provides a potentially valuable tool for the 
analysis of patterns of molecular evolution of introns and 
exons, as any resulting patterns can, possibly for the first 
time, be guaranteed not to be the result o f contamination 
of the data set with paralogous genes.
Among other results, the pair reports four important 
findings, namely, (1) no correlation between synony­
mous and nonsynonymous rates of nucleotide substitu­
tion (Ks and Ka, respectively), (2) a positive correlation 
between intronic GC contents (GCj) and intronic substi­
tution rates (K{), (3) that the average K{ value was very
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similar to the average Ks value, and (4) that the correla­
tion of the third codon position composition (GC3) be­
tween the rat and the mouse genes is significantly stron­
ger than the correlation of the first and second position 
composition (GC]2).
The first result is surprising given that several previ­
ous studies found a significant correlation between Ka 
and Ks (for references see HY97). HY97 suggested that 
previous results may be misleading, either because o f the 
presence of paralogues or because of biased substitution 
rate estimation procedures. Were the latter true, then dif­
ferent substitution rate estimation protocols should find a 
significant correlation between Ka and Ks in the HY97 
data set. We examine this issue here.
In addition, there are at least two other components of 
the methodology that might affect the results, namely, 
alignment method and statistical analysis. We hence ex­
amined the robustness o f Hughes and Yeager’s results 
not only to alterations in the substitution rate estimation 
protocol, but also to changes in the alignment protocol 
and statistical procedure. Perhaps surprisingly, we find 
that three o f H Y97’s results are sensitive to methodologi­
cal alteration, which illustrates the need for caution when 
choosing methodology.
M ethods
W e used the G C G  (G enetics C om puter G roup 1994) and E G C G  (R ice 
19XX) sequence analysis packages to  p repare  our alignm ents. FE TC H  
w as used  to obtain the D N A  sequences w ith the accession  num bers for 
the 42 genes provided by H Y 97. D ue to a m ino r typographical error, 
one gene in H Y 97 has the w rong accession  num ber. W e confirm ed with 
the  authors that w e w ere using  the correct one.
Introns w ere m anually  extracted  using  SE Q ED . G E N E T R A N S was 
used  to extract the protein  coding  sequences, and w e checked all se­
quences fo r appropria te  start and stop codons. This m ethod is slightly  
m ore stringen t than that o f  H Y 97 in that w e use only  independen t data 
on  ex o n -in tro n  boundaries to determ ine the coding  sequence. T h is led 
to the exclusion  o f  the  kallikrein binding  protein gene from  our data  set 
since no such inform ation  was availab le  fo r the ra t gene. T h is otherw ise 
is the only  difference in the source data  used  betw een our and H Y 97’s 
analysis.
B oth  in tronic and exonic alignm ents w ere prepared  using  PIL E U P 
and C LU ST A L W . Both p rog ram s’ defau lt settings w ere used  fo r one 
set o f  alignm ents, and a further set o f  alignm ents w as obtained fo r both 
program s by penalizing  term inal gaps (w hich are not penalized  by 
default). Exonic a lignm ents w ere corrected fo r possib le  fram esh ifts by 
G A PFR A M E . This autom ated  procedure  was used  ra ther than “ cor­
rection by ey e”  to avoid possib le  bias. A lignm ents o f all the introns 
w ere p roduced using the  default settings o f  the G A P  p rogram  and were 
exam ined so tha t all in trons show ing large indels could  be  discarded 
from  the  analysis. A  sim ilar approach w as used by  H Y 97 since a lign­
m ents con tain ing  large indels are unreliable. T hus four alignm ents were 
obtained  for 41 exonic and 120 in tronic  sequences.
T here  are m any d istance estim ation  pro toco ls  fo r both  pro tein- 
coding  and  noncoding sequences (see Li 1997, C hap. 4). M ethods for 
bo th  pro te in -cod ing  and noncoding sequences d iffer in term s o f  ac­
counting  fo r variable sequence com position  and, thus, p roduce d iffer­
en t d istance estim ates w hen sequence com position  is  b iased  (Pesole et 
al. 1995). Som e o f the  m ethods fo r p ro te in -cod ing  sequences fail to 
take in to  account the transition/transversion  bias and  the fac t tha t m ost
transitional m utations at tw ofold  degenerate  sites are synonym ous, 
w hich leads to a system atic overestim ate  o f  K s (Li 1993). W e used 14 
m ethods fo r analyzing  pro te in -cod ing  sequences and 9 m ethods fo r 
noncoding sequences. T hese 9, and 13 o f  the 14 m ethods, w ere as 
im plem ented  in the M olecu lar E volu tionary  A nalysis package obtained 
from  M oriyam a (M oriyam a and P ow ell 1997) (see Table  1). The sam e 
package w as used to assess GC content. In addition, w e used In a ’s 
(1995) package as the fourteen th  m ethod for analyzing  protein-coding  
sequences.
A ll gene-specific m easures (Xa, K s, K v and G C ,)  o f  H Y 97 are 
unw eighted  m eans, i.e., they calcu lated  m eans by using each intron and 
exon as a single data point, m aking no allow ance fo r relative sizes. In 
contrast, w e use w eighted  m eans fo r all gene param eters, i.e., exons and 
introns are scored  according to the ir size. T he K s and K a values w e 
obtained  w ere autom atically  w eighted m eans for exonic size, since all 
the pro te in -cod ing  exons w ere com bined during  sequence extraction. 
T he ATj values w ere in itia lly  obtained  for indiv idual introns. T he ind i­
vidual introns o f  each gene w ere w eighted  by  length (num ber o f bases 
com pared) and a w eighted  m ean K , w as calcu lated  fo r each gene.
The Correlation Between Ka and Ks
Many previous analyses have found a correlation be­
tween Ka and Ks and many reasons have been given to 
explain such a result (see Li 1997). It was thus surprising 
to find that an analysis with such strong controls on 
paralogy should not find the effect. If linear regression 
analysis is performed on the corrected Ka and Ks values 
from HY97 and if  the kallikrein-binding protein gene is 
excluded from the analysis, no significant correlation is 
found (P =  0.186). We have examined the robustness of 
this result to changes in alignment protocol, distance es­
timation, and statistical method.
The Effect o f Alignment Method. The four alternative 
alignment protocols produced very similar sets o f exonic 
alignments, which yielded correspondingly similar dis­
tance estimates. Using L i’s (1993) method with Tamura 
and N ei’s (1993) (TN93) correlation for multiple substi­
tutions, all four alignment protocols showed no signifi­
cant Ka/Ks correlation with weighted regression analysis 
(P values ranged from 0.132 to 0.142). Thus H Y97’s 
result o f no K JK & correlation seem s insensitive to 
changes in alignment protocol.
The Effect o f Distance Method. Using the default 
PILEUP exonic alignments, the Ka and Ks values of 14 
distance estimation methods were tested using linear re­
gression analysis. Only 4 of the 14 methods supported a 
Ka/Ks correlation at the 5% level, and the mean regres­
sion P value was 0.08 (see Table 1). So distance estima­
tion methodology can have some effect, but HY97’s re­
sult is in agreement with the majority o f  distance 
estimation methods.
The Effect o f Statistical Method. The same set o f val­
ues (default PILEUP alignment and 14 distance estima­
tion methods) were analyzed using the nonparametric 
statistical method of rank correlation. Under this statis­
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Table 1. P  values for the K J K S correlation, using different distance estimation methods, different statistical tests, and different sets o f data®
D istance
method
Statistical method and data set
P, all-unwt P, all-wt NP, all-unwt P, sub-unwt P, sub-wt NP, sub-unwt
N G 86 Unc 0.052 0.002 <0.02 <0.001 <0.001 0.001
N G 86 JC69 0.056 0.001 <0.02 <0.001 <0.001 0.001
N G 86 K 80 0 .064 0.002 0.01 0.001 <0.001 0.001
N G 86 T N 84 0.096 0.004 >0.05 0.001 <0.001 0.01
N G 86 T92 0.086 0.003 <0.05 0.001 <0.001 0.01
N G 86 TN 93 0.1 0.004 <0.05 0.002 <0.001 0.01
Com 95 K 80 0.002 <0.001 <0.001 <0.001 <0.001 <0.001
Li93 K 80 0.099 0.002 <0.05 <0.001 <0.001 0.005
LW L85 K 80 0.048 0.001 0.01 <0.001 <0.001 0.001
C om 95 T 92 0.087 0.002 0.02 <0.001 <0.001 0.005
Li93 T92 0.115 0.002 <0.05 0.001 <0.001 <0.01
Com 95 TN 93 0.11 0.001 0.02 0.001 <0.001 0.005
Li93 TN93 0.131 0.003 <0.05 0.001 0.001 0.01
Ina95 K 80 0.031 <0.001 <0.005 <0.001 <0.001 <0.001
Mean 0.08 0.002 -0 .0 0 4 -0 .0 0 1 -0 .001 -0 .0 0 4
a In the “ distance m ethod”  column, the protein-coding sequence dis­
tance method is given first, follow ed by the multiple substitution cor­
rection method. N G 86, Nei and Gojobori (1986); Com 95, Comeron 
(1995); L i93, Li (1993) and Pam ilo and Bianchi (1993); LW L85, Li et 
al. (1985); Ina95, Ina (1995); Unc, no multiple substitution correction 
was used; JC69, Jukes and Cantor (1969); K80, Kimura (1980); TN84, 
Tajima and N ei (1984); T92, Tamura (1992); TN 93, Tamura and Nei 
(1993). Under “ statistical method and data set,”  P stands for the para­
metric method o f  linear regression, and N P for the nonparametric 
method o f rank correlation, “ sub” means the exclusion o f  Interleukin 
3  from the analysis, whereas “ all”  means it was included, “ w t” means 
the regression w as weighted by gene size, whereas ‘ ‘unwt’ ’ means that 
although each gen e’s values are w eighted by exon size, in the regres­
sion gene size was not a weighting parameter. W e did not perform non­
parametric analysis with weighting by gene size. H ence for each o f the 
14 methods w e did four parametric and two nonparametric analyses.
tical analysis 13 of the 14 distance estimation meth­
ods supported a KJKS correlation at the 5% level, and 
the mean correlation coefficient was 0.38 (P < 0.025) 
(Table 1).
One difference between the parametric regression 
analysis and the nonparametric rank correlation is the 
former’s greater sensitivity to outliers. In the plot of Ka 
against Ks for all the genes an extreme outlier is Inter­
leukin 3, which has a Ka/Ks ratio significantly greater 
than 1. If just this one gene is excluded from the data set 
and the regression analysis is repeated, then all 14 dis­
tance estimation methods show a highly significant Ka/Ks 
correlation, with a mean regression P value of 0.001 
(Table 1). Thus the removal o f just 1 gene of 41 leads to 
an 80-fold reduction in the regression P value, which 
shows that the failure of HY97 to find a significant KJKS 
correlation was the unfortunate result o f one extreme 
outlier and a statistical method sensitive to outliers. Non­
parametric analysis o f the dataset with Interleukin 3 re­
moved was also highly significant for all 14 methods 
(Table 1).
Our results on the sensitivity of H Y 97’s Ka/Ks find­
ings are in agreement with those o f Makalowski and 
Boguski (1998). Using a large data set o f 470 mouse and 
rat genes o f confirmed orthology, and using estimation 
method o f Ina (1995), they confirmed previous results of 
a significant positive Ka/Ks correlation (P < 0.0005). In 
addition, they, like us, identified a number of mistakes in 
the distance estimates of the original HY97 paper (an 
erratum is in press, and we have used the corrected data)
and point out that Interleukin 3 is an extreme outlier to 
the data set.
The Correlation Between K{ and GQ
There has been a lengthy debate as to whether GC con­
tent and substitution rate are in any way related (see 
Bemardi et al. 1997). The debate is o f importance, as it 
is central to determining whether isochores might be the 
result o f mutational biases. While the best data sets sug­
gest no correlation between GC content and silent sub­
stitution rate (Bernardi et al. 1997), in HY97 linear re­
gression o f G Q  and K{ suggested that such a covariance 
does exist (P =  0.038). We examined whether different 
methodologies would lead to nonsignificant linear re­
gression P values.
The method used in HY97 has two obvious potential 
sources o f error. First, the intron distance estimates were 
obtained using Jukes and Cantor’s (1969) (JC69) mul­
tiple substitution correction method, which assumes 
equal use o f all four nucleotides. Second, the GQ values 
given by HY97 for each gene are the unweighted means 
of each gene’s introns. Finally, HY97 use only one align­
ment method and it is informative to ask whether their 
choice of protocol might have affected their results.
We have hence examined the effect o f (1) employing 
different alignm ents (default PILEUP and default 
CLUSTALW); (2) using a better multiple substitution 
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Fig. 1. Regression trend line plots for G C{ (intronic GC content) 
versus K, (intronic substitution rate) for two alternative alignments 
protocols. Note that while PILEUP yields a linear regression line with 
a nearly significant positive slope, CLUSTALW gives an almost-flat 
linear regression plot. Filled circles  and dashed line are for PILEUP, 
and open circles  and solid  line for CLUSTALW.
nucleotide frequencies, as well as a transversion substi­
tution rate and two transition substitution rates); and (3) 
calculated the GC, values for each gene as weighted 
means (weighted by number of bases compared), which 
seems more appropriate than unweighted means.
The Effect o f  Alignment Methods. When weighted K, 
means were calculated and the TN93 multiple substitu­
tion correction method was used; PILEUP gave a P  value 
of 0.055, while CLUSTALW gave a P value of 0.639 
(see Fig. 1). The HY97 result of a significant correlation 
between GC, and K, is thus highly sensitive to changes in 
alignment protocol.
The Effect o f  D istance Method. The P  value did not 
appear to be very sensitive to the multiple substitution 
correction method. For example, that of JC69 gave a P  
value of 0.059 with PILEUP, as opposed to 0.055, with 
that of TN93.
The Effect o f  Using W eighted Means. HY97’s use of 
unweighted means appears to also have had a major ef­
fect on their findings. When unweighted K, means were 
used, CLUSTALW gave a P  value of 0.083 (as opposed 
to 0.639 with weighted K, means). Therefore the HY97 
result of a significant correlation between GC, and K, 
possibly should be disregarded owing to their use of 
unweighted means.
Is Ks Equal to K,?
The relative size of K s and K, is important in determining 
whether silent sites might be evolving neutrally. HY97
reported that the two were more or less the same, sup­
porting neutrality for one if neutrality for the other can be 
assumed or demonstrated.
HY97 estimated K s and K, using Nei and Gojobori's 
(1986) (NG86) method with JC69’s correction for mul­
tiple hits. The / test indicated no significant difference 
between HY97’s K s and HY97’s K, values (P >  0.75). 
However, NG86’s method systematically underestimates 
the number of synonymous sites, and hence overesti­
mates because it fails to account for the transition/ 
transversion bias. We find that K s estimates using 
NG86’s method with TN93’s correction for multiple hits 
are, on average, over 30% higher than K s estimates ob­
tained using Li’s (1993) (Li93) method with TN93’s cor­
rection for multiple hits. The same bias will not affect 
intronic distance estimates since the bias appears only 
when protein-coding sites are divided into synonymous 
and nonsynonymous sites. It is, then, possible that HY97 
failed to detect a difference between Ks and K, because 
they systematically overestimated K s.
We have used two alternative statistical methods to 
test for differences between sets of K s and K, data ob­
tained using different methodologies. The parametric t 
test examined whether the mean difference between K s 
and K, was significantly different from zero, and the 
nonparametric test used the binomial distribution to see 
if the number of genes for which Ks exceeded K, was 
significantly different from the null expectation of half 
the genes.
The Effect o f  D istance Method. With alignment and 
multiple correction methods constant (PILEUP default 
and TN93, respectively), K s was estimated using the 
methods of both NG86 and Li93. With NG86 both the 
binomial and the t tests showed no significant difference 
between A"s and K, (P =  0.53 and P =  0.25, respec­
tively). Yet with Li93 both the binomial and the t tests 
showed a significant difference (P  =  0.0015 and P =  
0.0021, respectively), with K, greater than K s. Thus 
HY97’s result of no significant difference between Ks 
and K, appears to be a consequence of their distance 
estimation methodology.
The Effect o f  Alignment Method. While alternative 
alignment protocols give near-identical results for pro­
tein-coding sequences, a significant difference between 
the default intronic alignments of CLUSTALW and 
PILEUP was observed. For both sets of alignments, dis­
tances were estimated by the method of TN93. The t test 
failed to show a significant difference between the two 
sets of A'j values (P  =  0.47), but the binomial test 
showed a significant difference, with PILEUP giving the 
larger K, values for 28 of the 41 genes (P  =  0.028).
Despite the difference between the alignment proto­
cols, both CLUSTALW and PILEUP produce the same 
answer (and a different answer from HY97’s) to the
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Table 2a. Adjusted values for r2 from the regression o f GC content 
in the m ouse—rat comparison for measures o f five GC parameters o f  
genesa
Regression Regression o f  ranks
GC, 0.933 0.922
g c 2 0.968 0.905
g c 12 0.908 0.852
g c 3 0.931 0.927
g c 4 0.896 0.843
a Data for both a regression on the GC content and a regression on the 
ranking o f GC content are shown. For analysis o f differences in fit to 
the regression line see Table 2b.
question o f whether Ks is the same as K{ when Li93 
rather than NG 8 6  is used. Using the t test and the dis­
tance estim ation m ethods o f TN93 and Li93, both 
PILEUP and CLUSTALW reject the null hypothesis of 
Ks equal to (P — 0.0021 and P =  0.0047, respec­
tively). Alternatively, if  NG 8 6  is used instead of Li93 
(use of t test and TN93 held constant), then both PILEUP 
and CLUSTALW agree with H Y 97’s result o f a failure 
to reject the null hypothesis o f Ks equal to K{ (P =  0.25 
and P — 0.29, respectively). Thus the relationship be­
tween Ks and is dependent on the distance methodol­
ogy and not on the alignment protocol, although the latter 
does introduce detectable systematic differences.
The Correlation Between Mouse and Rat Values of 
GC3 and GC12
It might be expected not only that evolution at silent sites 
should be less constrained than evolution at the first and 
second sites, but also that, as a consequence, the GC 
content at third sites might show more variation between 
species (and hence a weaker correlation) than that at the 
first and second sites. However, HY97 report the oppo­
site result, namely, that the correlation o f GC3 between 
mouse and rat is significantly stronger than that of GC12.
Given that this result is not obviously that one might 
expect, we decided to reinvestigate this issue. In their 
original report, as we discovered, HY97 had wrongly 
excised some exons, so inducing frame shift mutations in 
the sequences that they analyzed. This will give mislead­
ing values for GC content at each site. Further, they used 
gene values unweighted by the relative sizes of exons. 
Could either of these have contributed to their finding? 
HY97 also restricted their analysis to GC3, while the null 
expectation of unconstrained evolution at third sites ap­
plies more strictly to fourfold degenerate sites. We hence 
analyze GC4  as well. Further, GC 1 2  is a composite mea­
sure of what is happening at the first two sites. We also 
look at each site independently.
W e find that the value o f the correlation coefficient 
for the comparison o f GC3 in mouse and rat is, as 
claimed, higher than for GC ] 2  (Table 2a). In contrast, the
Table 2b. Analysis o f  the residuals o f  the regression analysis3
P  value
g c 2 g c 12 g c 3 g c 4
GC, 0.68 0.6 0.09 0.0014***
g c 2 — 0.67 0.057 0.0002***
g c 12 — 0.03* 0.0002***
g c 3 — 0.12
3 For each regression analysis (e.g., m ouse GC, versus rat G C ,), the 
residual values for each data point were squared. A  M ann-W hitney U  
test was then performed to compare the distributions o f  the squared 
residuals so as to ask whether the distributions were the same. The null 
expectation if  the fit to the line is no different is that the distribution o f  
residuals should be no different. W e find that GC4 is consistently more 
variable around the regression line than G C ,, GC2, and G C 12. GC3 is 
significantly more variable than G C 12.
correlation of GC4  (composition at fourfold degenerate 
sites) is less than the correlation of GC ] 2  (Table 2a). 
More importantly, however, when we ask about the 
variation around the regression line, we find a result 
opposite to that reported by HY97. Namely, we find that 
variation around the regression line is higher for GC3  
than for GC 12  (P = 0.05) (Table 2b, Fig. 2). The vari­
ance around the regression line in GC4  is highly signifi­
cantly greater than that at the first two sites (see Table 
2b). HY97 do not report what statistic they used to claim  
that the correlation in GC3 was significantly greater than 
that in GC12, so we do not know whether we have rep­
licated their procedure. However, we can confirm that 
the variance around the regression line is as would be 
expected, i.e., higher at silent sites (see Fig. 2).
Conclusion
We have shown that all o f HY97’s results given above 
are sensitive to changes in methodology. To summarize, 
we find the following. (1) A significant correlation be­
tween Ka and Ks is observed either if a rank correlation 
statistic is used instead o f regression analysis or if  the 
extreme outlier Interleukin 3 is excluded from the analy­
sis. (2) The proposed correlation between K{ and GC{ is 
sensitive to changes in alignment protocol and disap­
pears on the use of weighted means. (3) Alignment pro­
tocol has a significant effect on K{ estimates, but the 
finding that K{ and Ks were roughly the same is very 
much more sensitive to the method for estimating Ks. (4) 
Variation around the regression line o f mouse GC3 
against rat GC3 is greater than in GC12.
Additionally we identify a few weaknesses in the data 
set itself. Not only has one o f the genes not had its 
intronic structure defined; but also it is not especially 
large and also contains many incomplete genes (while 
the complete sequences are available). Further, the set
4 9 8
25 35 45 55 65 75 85
Mouse Mouse
25 ■■■■ i ■ ■ ■ ■ i ■ ■ ■ ■ i ■ ■ ■■i ■■■ ■ i ■ ■ ■ ■ i 
25 35 45 55 65 75 85
Mouse
contains both (3 major- and (3 minor-globin and treats 
them as though their evolution were independent. How­
ever, the distances between (3 major and (3 minor in both 
species are less than the distances for both genes between 
species, indicating concerted evolution and nonindepen­
dence (e.g., Ks mouse minor-major =  0.054, K s rat 
minor-major =  0.083, Ks minor rat-mouse =  0.194, 
K % major rat-mouse =  0.171; distances obtained using 
DIVERGE in GCG).
Our intention is not to insist that the results of HY97 
should be ignored. They should, however, be treated with 
appropriate caution. More generally, however, we wish 
to bring attention to the fact that even from a data set 
with such tight controls on the exclusion of paralogy, a 
wide range of results can be obtained by application of a 
particular combination of methodologies. The relevance 
of this finding should not, however, be overstated, as 
some of the problems are specific to the data set (e.g., an 
outlier in the K J K S distribution), rather than a problem 
with the methodology. Further, the issue is not whether 
we can find various results but, rather, whether some 
methods provide more reliable results. What, then, are 
the preferable methodologies, and what results are ob­
tained if the “ best” methodology is used? Here we make 
a few tentative recommendations.
(1) M ultiple substitution correction: It is probably ad­
visable to use a multiple correction method such as 
TN93, which takes account of variation in sequence 
composition, despite such methods giving large standard 
errors.
(2) Protein-coding sequence analysis: One should use 
an unbiased estimator of synonymous and nonsynony­
mous sites such as that of Li93 or latter developments 
thereof.
Fig. 2. The regression o f GC3, G C12, and GC4 in the 
mouse-rat comparison. Note the higher variance away 
from the regression line for GC, and GC4 compared to 
GC12.
(3) Statistical methods: Since parametric statistical 
methods are more sensitive to outliers than nonparamet­
ric methods, reanalysis of subsets of the data might help 
to avoid methodological artifacts when using parametric 
statistics.
(4) Alignment methods: Unfortunately there is no easy 
way of deciding between alternative alignments proto­
cols, since there is no theory for the selection of biologi­
cally valid alignment parameters (Altschul 1997). Al­
though the exonic alignments of the different protocols 
were very similar, the different sets of intronic align­
ments gave significantly different results. This result 
casts doubt on the general method of comparing distance 
estimates for noncoding sequences with other distance 
estimates.
(5) Calculating means: The case in favor of gene 
values weighted by the relative sizes of exons and introns 
seems clear. However, in the above analyses we do not 
weight by gene size when comparing between genes. Not 
weighting for gene size is defensible if one argues that 
important parameters covary with gene size. For ex­
ample, longer introns and longer genes exist in AT-rich 
isochores (Duret et al. 1995). When comparing between 
genes, then, weighting for gene size may inadvertently 
introduce systematic biases in that one is, by proxy, 
weighting for AT bias. This is not desirable when, for 
example, analyzing correlates of GC content or anything 
else that covaries with GC content. However, the same 
defense for weighting for exon size can be given for 
weighting for gene size, i.e., it is not desirable to inflate 
the relevance of data points that result from small 
samples.
On this issue, then, we remain largely agnostic. How­
ever, we do wish to note that the use of full weightings
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Table 3. The set o f results obtained using our designated “ best” 
m ethodologya,b
G ene Ka G C ;
a -A c tin 0 0.10696 0.2167 62.2
a-(3  2-C rys ta llin 0.00826 0.1608 0.1994 45.4
a.-Lactalbum in 0.16809 0.31324 0.2276 54.5
a -L a c t id  g lycopro tein 0 .08445 0.31905 0.2277 45.6
A nti-m iillerian  horm one 0.05829 0.21805 0 .1814 60.2
A po lipopro tein  a-i 0.1809 0.27599 0 .1624 53.4
A polipopro tein  a -iv 0 .09965 0.20892 0.196 51.6
A tria l natriuretic  fa c to r 0.03851 0.15021 0.1805 50.8
(3 M inor-globin 0 .07433 0.20574 0.3274 38.5
(3 M ajor-globin 0 .04755 0.17306 0.1839 39.9
C -ras-h-1 0.00697 0.08095 0.2044 56
C reatine kinase b 0.00526 0.21853 0.2123 63.2
C ytochrom e c 0 0.08433 0.1665 45.9
C ytochrom e P - l-4 5 0 0.04266 0.16839 0.3845 48.2
G add45  protein 0.01797 0.25509 0.1518 50.8
y —C -C rysta lline 0.02256 0.15991 0.2179 36.4
G onadotropin  releasing  
horm one 0.04949 0.13566 0.1424 42.2
Im m unoglobulin light 
chain c-k 0.11148 0.16542 0.176 41.2
Im m unoglobulin ligh t chain 
v-l-1 0.11225 0.1309 0.1984 45.8
Insulin ii 0.02701 0.16001 0.1699 52.8
Interleukin 6 0.07185 0.13814 0.1646 41.9
Je 0.09832 0.09906 0.1727 44
Lym photoxin 0.02382 0.23399 0.3578 58
M ast cell p ro tease  i 0.14817 0.24816 0.3188 46.1
M etallothionein ii 0.01257 0.19024 0.2222 56.4
M yo d l 0.03577 0.10626 0.1982 54
N atriuretic 0.11933 0.15117 0.2103 54.2
N ucleolin 0 0.10577 0.246 43.3
Ornithine decarboxylase 0.01356 0.19883 0.2671 42.8
Oxytoxin-neurophysin i 0.01269 0.22051 0.1544 63.5
Peripherin 0.00559 0.14326 0.1944 54.8
Preprosom atosta tin 0 0.09443 0.1519 47.4
Protam ine 2 0 .03588 0.09355 0.2407 60.6
Pulm onary surfactant 
pro tein  sp-c 0.0432 0.20218 0.2138 48.4
Renin 0.09466 0.28986 0.2115 52.3
T-cell recep tor v-b 0.0866 0.19231 0.1205 33.3
Thy-1 antigen 0.1072 0.18019 0.2495 51.4
Tnf recep tor 0.02817 0.16922 0.2071 53.4
U b e lx 0 0.08754 0.1508 44
Vasopressin-neurophysin
ii 0.0323 0.21009 0.1989 56
Interleukin 3 0.31367 0.08833 0.1925 47.5
a If all genes are considered using rank correlation, or if  linear re­
gression is used with Interleukin 3 rem oved, a significant positive  
correlation is found between K a and K s (P  < 0.05 and P  =  0.001, 
respectively). N o significant correlation is found between and GC, 
(P =  0.639). A  one-sam ple t  test on the difference between K, and K s 
reveals a significant difference (P  =  0 .0047), with K, higher. 
b K a is the nonsynonym ous exonic substitution rate, Ks is the synony­
mous exonic substitution rate, K, is the intronic substitution rate, and 
GC, is the intronic GC content. For accession numbers see HY97  
(except for the M yoD  rat gene, w hich should be M 84176 rather than 
M 84186). A ll values are means weighted by exon and intron size. 
Alignm ents were performed using the default settings o f CLUSTALW . 
Tamura and N e i’s (1993) multiple substitution correction method was 
used for all three K  values, w hile L i’s (1993) method was used to 
calculate K a and K s.
can make a difference. If, for example, we take the para­
metric analyses of the KJKS covariation using the 14 
alternative distance protocols, we can analyze the regres­
sion weighting each gene by its size. Doing so, we find 
that all correlations are now highly significant (Table 1), 
where previously only 4 of 14 were significant. One 
reason for this is that Interleukin 3 being small is now 
less important as a data point. Comparing, then, the 
“ weighted by gene” regressions with those unweighted 
for the data set minus the one outlier, we now find that 
both analyses agree that a highly significant correlation 
exists (Table 1).
Table 3 gives the K&, Ks, Kv and GQ values for each 
gene using our recommended methods (with default 
CLUSTALW as the alignment protocol). These data, in 
combination with those for GC compositional correla­
tions, contradict all four o f H Y 97’s findings.
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Chapter 11. Sex and conflict
Conflict between the levels o f  selection confounds the notion o f  adaptive optimality (see 
Chapter 1). Sexual reproduction increases the scope for conflict by enabling differences between 
replicators in transmission from one generation to the next, which promotes negative fitness 
covariance (Partridge and Hurst 1998).
Conflict is thought to have played an important role in the evolution o f  genetic systems 
(Hurst et al. 1992; Partridge and Hurst 1998). Conflict based explanations have been provided for 
syngamy (Hickey 1993; Hurst 1991b), mating strains and sexes (Hoekstra 1987; Hurst and 
Hamilton 1992), anisogamy and uniparental inheritance o f  cytoplasmic genes (Hastings 1992), and 
sex chromosomes and genomic imprinting (see Chapter 5). O f more relevance to the central theme 
o f  this thesis is the fact that conflict can affect genomic anatomy.
Copy number can be affected by conflict. The multicopy genes Stellate and Suppressor o f  
Stellate on the X and Y chromosomes o f  D. melanogaster appear to be due to an ongoing conflict- 
based arms race (Hurst 1992b). Sex-specific copy number differences between sex chromosomes 
may result from conflict between the sexes (see Chapter 5). Similarly the sex-specific ploidy levels 
in haplodiploidy may be due to conflict between the maternal and paternal genomes (see Chapter 
2). Effective copy number is reduced in a parent-of-origin specific manner in genomic imprinting, 
which may be due to conflict between mother and offspring (see Chapter 5). The enormous copy 
number o f  the Alu element within the human genome may be due to its selfish spread manifesting 
conflict within the nuclear genome (see Chapter 4).
The arrangement o f  replicators has important implications with regard to conflict. In the 
case o f  Stellate and Suppressor o f  Stellate the multiple copies are tightly linked. A number o f  
selfish genes such as meiotic drive genes (Hurst 1999) and the M edea gene (see below and 
Research Paper 12) consist o f two tightly linked elements: one coding for a toxin and one for the 
antidote. The transmission advantage o f  the selfish gene is dependent on tight linkage: the antidote 
is not advantageous unless toxin has been produced, and the toxin without the antidote is clearly 
disadvantageous.
In the rest o f  this chapter I shall not consider genomic anatomy, but rather the question o f  
whether one can predict the consequences o f conflict: is conflict ongoing or is it resolved in some 
way? It appears that the consequences o f  conflict are hard to predict (Hurst et al. 1996a). The 
evolution o f  genetic systems often appears to have set up “evolved constraints” which prevent one 
form o f  conflict, only for conflict to reappear in a new form (Hurst et al. 1996a). For example, the 
evolution o f  uniparental inheritance prevents the spread o f fast replicating selfish cytoplasmic 
elements, but creates the grounds for cytoplasmic sex ratio distortion (Hurst 1993). The 
consequences o f  conflict are likely to be more extreme when the conflict is ongoing, which will be 
when power is shared evenly between the protagonists (Hurst 1993). When one side is much
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stronger than the other, cooperation rather than conflict is predicted to prevail (Leigh
1991), as appears to be the case for meiotic drive genes which either go to fixation or are 
suppressed (Crow 1991). The balance o f  power will be dependent on sheer numbers and also 
biological details. In order to know whether a particular conflict is likely to lead to extreme 
consequences, we need to know whether the conflict is limited or unlimited. I have considered two 
cases o f  conflict, and have found that one selfish element appears to be self-limited, while another 
appears to be partially limited by suppression.
Reversible evolution in Medea
Werren et al. (1988) gave four reasons why selfish genes should be rare, in other words 
why conflict should be limited: negative frequency-dependent selection, counterbalancing negative 
effects upon individual fitness, evolution o f  suppressors and insensitives, and group selection 
against the selfish element. Hurst and McVean (1996) have suggested a special case which 
combines negative fitness effects and the evolution o f  insensitives, which is termed reversible 
evolution.
Reversible evolution can affect those selfish genes for which there are three alternative 
forms: killer (X), insensitive (1) and wildtype ( W). X  spreads when W is at high frequency as long 
as X  is above a certain critical frequency, then /  spreads when X  is at high frequency, and finally W 
can reappear and spread to fixation when I  is at high frequency. This set o f intransitive allele 
relations is rather like the children’s game o f  “rock”, “scissors” and “paper”. Scissors beats paper, 
then rock beats scissors, then rock loses to paper. The process o f  reversible evolution is rich in 
metaphorical implications: the selfish gene is hoist by its own petard, or, more biblically, it sows 
the seeds o f  its own destruction. In the context o f the outcomes o f  conflict, reversible evolution 
ensures that conflict is self-limiting.
M edea  is an acronym for Matemal-Effect Dominant Embryonic Arrest (Beeman et al.
1992). Mothers carrying M edea  kill all their offspring who do not carry copies o f  M edea (Beeman 
et al. 1992). M edea spreads in a wildtype population as a result o f  the “fitness compensation” 
gained by the surviving members o f  the brood as the result o f  the death o f  their siblings. The X  
allele is the equivalent o f  M edea and is thought to express both a toxin and its antidote (tightly 
linked), the production o f  both o f  which is costly to individual fitness. The W  allele is the wildtype 
which expresses neither toxin nor antidote, and the /  allele expresses the antitoxin only. Medea 
genes appear to fulfil all the requirements o f  reversible evolution detailed above. X  spreads in a W 
population due to offspring death and fitness compensation, but only when initially present above a 
certain threshold frequency. /  can spread in a X  population because it does not entail the cost o f  
toxin production. Finally W can spread in a /  population because it does not entail the cost o f  
antitoxin production.
I examined the proposition that Medea is susceptible to reversible evolution by population 
genetics modelling (see Research Paper 12). I found that the intuitive explanation given above
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does indeed hold, and that reversible evolution can occur subsequent to the invasion o f  
a population by Medea. However, reversible evolution does not occur for all parameter values, and 
K  can be maintained with the population reaching a stable equilibrium or a limit cycle. I concluded 
that the likelihood o f  reversible evolution is most strongly affected by the level o f  fitness 
compensation, because the costs o f toxin and antitoxin production are likely to be low as the result 
o f selection both on M edea and suppressors. High fitness compensation makes reversible evolution 
less likely because then the threshold frequency o f  K  is then very low, which means that the 
population is unlikely to dip below the threshold.
The analysis o f  a more realistic model o f  M edea , in which the killing o f  offspring without 
M edea  is incomplete, revealed an alternative reason for Medea to be self-limiting. With 
incomplete killing, M edea can become fixed even if  there is a cost to producing toxin and antidote. 
Conflict comes to an end when Medea becomes fixed within a population, and can only reappear in 
a hybrid context, which is how the very first example o f M edea  was actually discovered.
Therefore M edea  is self-limited in two ways: fixation within the population and reversible 
evolution. The self-limiting nature o f  Medea means that conflict is probably transient, and so in 
this case conflict is unlikely to have extreme consequences.
The evolution of early male-killers
Cytoplasmic factors tend to be inherited exclusively from mothers, and thus a cytoplasmic 
factor has zero fitness in a male (Hurst et al. 1997). Conflict arises because the optimal sex ratio 
for cytoplasmic genes (Cosmides and Tooby 1981) is more female biased than the optimal sex ratio 
for autosomal genes (Fisher 1930). A variety o f  cytoplasmic sex ratio distorting strategies are 
possible: parthenogenesis, feminisation and male-killing (see Hurst 1993). I have considered the 
evolutionary dynamics o f  those male-killers classified as “early” (sensu Hurst 1991a) (see Research 
Paper 13).
Early male-killers are bacteria which cause sex-specific pathogenesis to their insect hosts. 
The bacteria belong to a number o f  genera, most notably Wolbachia, Rickettsia and Spiroplasma 
(Werren et al. 1994; Werren et al. 1995; Williamson and Poulson 1979), and male-killing has been 
reported in a wide variety o f  insect taxa (Hurst et al. 1997; Hurst 1993). Early male-killing is 
thought to have evolved in male-killing bacteria as a consequence o f  the almost exclusively vertical 
{i.e. egg to brood) means o f  bacterial transmission between hosts (Hurst 1991a). Bacteria in male 
hosts are at an evolutionary dead-end, so male killing has a fitness cost o f  zero (from the bacterial 
point o f  view). But the death o f  males can augment the fitness o f  all remaining brood members, 
including female hosts carrying clonal relatives o f  the bacteria which killed males.
The option o f  early male-killing is not the only strategy remaining to a vertically 
transmitted bacterium . If vertical transmission is inescapable, then mutually beneficial symbiosis, 
cooperation rather than conflict, may provide an evolutionary solution for the bacterium (Douglas 
1989). On the other hand, if  the bacterium can evolve horizontal transmission then it may become
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more like a conventional pathogen by seeking to maximise its rate o f  spread through 
the population (Hurst et al. 1997).
This positive effect o f  male-killing on surviving brood members is termed fitness 
compensation, and can occur for a number o f  reasons: reduced intra-brood competition, reduced 
inbreeding or direct benefits from egg cannibalism (for references see Hurst et al. 1997). As with 
M edea , it is fitness compensation which allows male-killers to spread in a host population, despite 
infected male hosts being killed and infected female hosts bearing a fitness cost (Hurst 1991a).
It is a property, and indeed a definition, o f  all selfish elements that their spread creates the 
context for the spread o f  suppressor genes (Hurst et al. 1996a). I considered the evolutionary 
dynamics o f  a population containing two different male killers as well as hosts which could evolve 
resistance against one o f  the male-killers. The original focus o f  the research was to see if  host 
resistance could explain the male-killer polymorphisms observed in nature (Hurst et al. 1999), 
since such empirical findings appeared to be at odds with simple models o f  male-killing which 
invoke no host resistance. I confirmed that host resistance provides a potential explanation for 
male-killer polymorphism and the maintenance o f  conflict, but I also found reasons why conflict 
between male-killers and their host is likely to be transient.
Competition between two strains o f male-killers within a population is determined by the 
Basic Rate o f  Increase (BRI), which is a function o f  fitness compensation, the vertical transmission 
rate, and cost to the host o f male-killer possession independent o f  male-killing. The male-killer 
with the highest BRI always wins, which means that in the absence o f  host resistance the 
population will possess a single male-killer. This male-killer will have a high vertical transmission 
rate, will incur low costs on its hosts independent o f  male-killing, and will be present at a high 
frequency. This situation reveals an important difference between meiotic drive genes and male- 
killers. When meiotic drivers are at high frequencies there is little conflict, and the cost to the 
population is minimal. But when male-killers are at a high frequency, almost all the males in the 
population are killed, and consequently the population suffers a high cost. If a male-killer with 
complete killing ever reached fixation (this requires perfect vertical transmission), no males would 
be produced and the population would go extinct.
Without host resistance one expects a ratchet-like mechanism, whereby the BRI o f  male- 
killers increases over time, which means that the equilibrium frequency o f  male-killers, and the 
level o f  male-killing, also tends to increase. The ratchet may be restricted to some extent by a 
positive correlation between male-killer costs and transmission rates, but the existence o f  very high 
frequencies o f  male-killers in some populations (Majerus et al. 1998) indicates that such limitations 
are probably weak. In contrast, it appears that the evolution o f  host resistance can counter the 
ratchet in two ways. Firstly, the spread o f  a costless or highly effective resistance gene can drive 
the male-killer from the population. Thus the ratchet can be reset. Secondly, the evolution o f host 
resistance to an incumbent high BRI male-killer allows a lower BRI male-killer unaffected by host 
resistance to displace the higher BRI male-killer. Thus the ratchet can be reversed. The alternative
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result following the invasion o f  a lower BRI male-killer unaffected by host resistance is 
a multiple male-killer polymorphism, which does not counteract the ratchet. However multiple 
male-killer polymorphism is unlikely unless the viability cost o f  host resistance is greater than 
about 1%.
Thus the conflict between male-killers and their hosts is partially limited by the evolution 
o f host resistance. However the conflict does seem to be ongoing even if  the level o f  conflict does 
not necessarily tend to increase over time. So it seems likely that this conflict could lead to further 
consequences. Arms races might take place between host resistance genes and counter-resistance 
bacterial genes, perhaps promoting the evolution o f  multiple copy numbers to increase dosage and 
linkage between the multiple copies to allow control o f  expression.
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Maternal-effect selfish genes such as Medea or Scat act to kill progeny that do not bear a copy of the 
selfish gene present in the mother. Previous models of this system allowed for two types of allele, the 
selfish (killer) type and the sensitive (susceptible) wild-type. These models predict that the invasion 
conditions of the selfish allele are quite broad and that if invasion is possible a high frequency 
equilibrium is to be expected. The selfish element is therefore predicted to persist. Here a hypothetical 
third allele that neither kills nor is killed (i.e. insensitive) is considered. Such an allele could enter a 
population by recombination, mutation or migration. The incorporation of this third allele profoundly 
affects the dynamics of the system and, under some parameter values, it is possible for the spread of 
the insensitive allele to lead, eventually, to the fixation o f the wild-type allele (reversible evolution). This 
is most likely if the death of progeny provides no direct benefit to the surviving sibs (i.e. in the absence 
of fitness compensation), as in insects without gregarious broods. Under these circumstances the selfish 
element cannot spread when infinitely rare, only after having risen to some finite frequency. A fitness 
cost to bearing the killer allele then causes its loss. However, if fitness compensation is found (e.g. in 
placental mammals) the invasion of the selfish element from an infinitely low level is possible for a wide 
range o f costs and both stable coexistences of all three alleles and limit cycles o f all three are then found. 
It is therefore to be expected that in mammals selfish maternal-effect genes are more likely both to spread 
and to persist than in insects, due to their different levels of fitness compensation.
©  1998 Academic Press Limited
1. Introduction
Selfish genetic elements (SGEs) enhance their own 
transmission relative to the rest of the genome of the 
individual in which they appear and as a consequence 
they may spread deterministically in a population 
even if either neutral or detrimental to the organism 
as a whole (Hurst & McVean, 1996; Werren et al., 
1988). Given that they often have relatively broad 
invasion conditions, it is perhaps curious that selfish 
elements are not more common (but see Jaenike, 
1996). It is then pertinent to ask under what 
circumstances selfish elements will not be held in 
polymorphism. Several possibilities have been 
suggested (for mechanisms limiting the spread of 
SGEs see Werren et al., 1988). In some instances, the 
element may go to fixation, either sending the 
population extinct or effectively disappearing (only to 
potentially reappear in hybrids which was how
maternal-effect selfish genes were first discovered 
(Beeman et al., 1992)). Alternatively unlinked 
suppressors may evolve that eliminate the element 
from the population. Both mechanisms have been 
suggested as means by which Mendelian segregation 
is maintained (Crow, 1991).
Recent analysis of the dynamics of cytoplasmic 
incompatibility suggests a further possibility in which, 
in the absence of unlinked suppressors, a population 
may cyclically evolve from fixation o f wild-type back 
to fixation of wild-type after invasion of a selfish 
element (Hurst & McVean, 1996). These authors 
consider a system with three cytotypes: killers, 
insensitives and wild-types. The invasion of distorting 
killer elements allows for the spread of insensitive 
elements which have no distorting effect themselves 
but which confer immunity to the action o f the 
distorter. Once insensitives are common the original 
wild-type sensitive allele can spread to fixation. The
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trajectory, starting from fixation o f wild-type and 
eventually decaying back to fixation o f  wild-type is 
described as “reversible evolution” . Reversible evol­
ution is not a general property o f all systems o f selfish 
elements with three alleles (“killer” , insensitive and 
sensitive) (see e.g. Charlesworth & Hartl, 1978; Nauta 
& Hoekstra, 1993).
The fundamental difference between meiotic drive 
and cytoplasmic incompatibility which allows revers­
ible evolution in the latter but not the former lies in 
their differing abilities to spread from infinitely low 
levels despite being costly to individuals bearing them. 
Meiotic drive SGEs spread by over-representation in 
the gametes passed on to the next generation, and can 
hence spread from infinitely rare as long as the 
destruction o f 50% o f a heterozygote male’s sperm 
causes a fertility reduction o f  less than 50%. In 
contrast cytoplasmic incompatibility SGEs spread by 
reducing the progeny o f those crosses which would 
yield uninfected offspring, and if the element is 
infinitely rare then infinitely few crosses give reduced 
progeny and the relative advantage to the element is 
correspondingly small, which means that cytoplasmic 
elements can only spread above a critical frequency if 
they are costly (Hurst & McVean, 1996). If a SGE can 
spread from infinitely low levels then reversible 
evolution is not possible but if the distorter can only 
spread above a certain level then if  its frequency drops 
below this level due to successive spreads o f  
insensitives and wild-types it will be unable to recover 
and will be lost to the population (see Fig. 1).
Hurst & McVean (1996) suggest that, due to 
maternal-effect selfish elements and cytoplasmic
incompatibility both spreading by the death o f  
relatives who do not share a copy o f the selfish gene, 
maternal-effect SGEs might also undergo reversible 
evolution. Here the theoretical population dynamics 
o f  maternal-effect selfish elements are examined to 
determine whether reversible evolution is possible for 
such elements and, if so, under what conditions.
2. Maternal-effect Selfish Genes
Mothers carrying maternal-effect selfish genes kill 
all their offspring who do not carry copies o f these 
genes. The selfish gene enhances its transmission 
relative to its competitors by causing the death o f  
individuals bearing sensitive alleles. The killing clearly 
lowers the mother’s fitness as the number o f offspring 
produced falls.
Three examples, supported by segregation data, 
have been described. The Medea gene in the flour 
beetle Tribolium castaneum was the first maternal- 
effect selfish gene to be described (Beeman et al., 
1992). Its presence was inferred from reciprocal 
hybrid female semi-sterility between geographically 
diverse strains. The means o f inheritance o f murine 
severe combined anaemia and thrombocytopenia 
(Scat) was demonstrate by Peters & Barker (1993), 
and the equivalence o f Scat and Medea was pointed 
out by Hurst (1993). Another case o f maternal-effect 
selfish genes in mice was recently demonstrated by 
Weichenhan et al. (1996). One high copy long-range 
repeat cluster Mut is found on chromosome 1. 
Preferential recovery o f maternal Mut in female 
M utj+  and male + / +  crosses was shown to be due,
C y to p la sm ic
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F ig . 1. The reason for reversible evolution affecting cytoplasm ic incom patibility but not m eiotic drive is illustrated graphically in allele 
space show ing the frequencies o f  the w ild-type, distorter, and insensitive alleles. The m eiotic drive distorter allele is able to spread from  
infinitely rare, hence the line o f  distorter' =  distorter intersects the w ild-type axis at 0. But the cytoplasm ic incom patibility distorter allele 
is only able to spread above a critical frequency which is the wild-type axis intercept with the distorter' =  distorter line. For both types 
o f  element the effect o f  the sequential spread o f  distorter then insensitive then wild-type is shown. W hile the m eiotic drive distorter allele 
can always spread however c lose the population gets to wild-type fixation, the cytoplasm ic incom patibility wild-type allele can reach fixation  
without crossing the distorter' =  distorter line.
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at least in part, to lethality of post-implantation +  / +  
embryos. Mut differs from Scat in genomic location 
(chromosome 1 as opposed to 8) and in being found 
in wild populations of Mus musculus domesticus, 
rather than laboratory strains of mice.
3. The Model
Wade & Beeman (1994) have analysed the 
population genetics of Medea considering only a 
sensitive and a killer gene, and predicted fixation of 
killers unless killers had associated costs in which case 
a stable killer/sensitive polymorphism would result. 
Here it is asked what would happen were a third allele 
to be introduced, namely an insensitive, which does 
not kill progeny and which is not affected by the killer 
allele?
In the case of maternal effect selfish elements, such 
an allele remains hypothetical. However, assuming 
that like other selfish elements, such as meiotic drive 
genes (e.g. Segregation distorter of Drosophila 
melanogaster or t-complex of mice) the selfish allele is 
actually two very tightly linked alleles, one producing 
a toxin and one the antitoxin, the possibility of an 
insensitive allele/chromosome (cf. Sd+Rsp‘ of 
Drosophila) seems quite plausible and its dynamics 
worth investigating. That Scat might be two loci has 
been suggested (Hurst, 1993) as two locus distorters 
typically are found near centromeres (due to the need 
for reduced recombination) and Scat is very close to 
the centromere on mouse chromosome 8. Similarly 
Mut is contained in a region of low recombination 
and two types o f allele have been inferred in this 
instance (see Agulnik et al., 1993).
Consider then an infinite population of diploid 
sexual organisms. There is a single autosomal locus 
for the selfish gene, and three alleles m, w, and i. The 
alleles can be considered as differing in production of 
toxin and antitoxin (see above). The m allele codes for 
both toxin and antitoxin (from a two-allele viewpoint 
the distorter and insensitive alleles are linked), i for 
antitoxin only (non-distorter and sensitive alleles 
linked in a two-allele view), and w is the wild-type null 
allele (neither toxin nor anti-toxin is produced, in 
two-allele terms non-distorter and sensitive alleles are 
linked).
Maternal-effect killing occurs if a toxin-producing 
mother has progeny without a copy of the 
antitoxin-coding allele (of either maternal or paternal 
descent). One copy of an antitoxin-bearing allele is all 
that is required for complete rescue from maternal- 
effect killing. There is a single father per brood. All 
sensitive progeny die. The three alleles incur different 
viability costs due to production of toxin and
antitoxin, Ut and Uat, respectively. Random mating is 
assumed, but population substructure can lead to 
fitness compensation: the remaining offspring within 
a brood gain an advantage when some of their sibs 
have been killed. The fitness advantage to each 
remaining brood member is G\ when one-quarter of 
the brood have been killed, and G2 when one-half 
have been killed. Since those families in which 
maternal-effect killing takes place will not be fitter 
than families with no maternal-effect deaths, then the 
upper bounds of G\ and G2 are 0.33 and 1.0, 
respectively. These “gain” values will decrease as 
local density regulation decreases either because the 
mother does not supply the same resources to fewer 
offspring, or analogously because broods are not fully 
separated so non-family members also benefit. This 
model thus incorporates what is termed “family-level 
soft selection” by Wade (1985). Wade & Beeman 
(1994) showed that while intra-family selection always 
favours selfish maternal-effect elements, inter-family 
selection always acts against maternal-effect SGEs. 
The greater the reduction of the gain values below 
their upper bounds the stronger the inter-family 
selection relative to intra-family selection.
For the one locus model considered here to be 
formally analagous to a two locus two allele model 
the remaining fourth possible allele must be 
considered. This allele codes for toxin but not 
antitoxin and is similar to a meiotic drive “suicide” 
chromosome. Heterozygotes with one suicide allele 
can survive but suicide homozygotes are always killed 
(the mother produces toxin and the offspring possess 
no antitoxin). Simulations of the four allele one locus 
model were carried out (using a mutation model, see 
Section 4.2), and gave results qualitatively identical to 
those of the three allele one locus model (for the same 
parameters both models predicted the same outcome). 
The suicide allele never rose above very low levels. 
Hence only the simpler three allele one locus model 
is discussed.
From the model a set of recursive equations is 
obtained (see the Appendix: d  and k are parameters 
for incomplete rescue and incomplete killing, 
respectively, and for the model described above take 
values of 0 and 1, respectively). The invasion 
conditions for the two allele systems are tractable to 
algebraic analysis. But problems such as initial levels 
required for non-deterministic spread, two allele 
stability analysis, and any analysis of the three allele 
system are all too complex to solve fully by analysis. 
This is because the maternal-effect killing violates 
Hardy-Weinberg and so the recursions are for 
genotype rather than allele frequencies. So to study 
the dynamics of the model here computer simulations
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have been used. Visualising the simulation results 
requires a simplification o f 6 -D  genotype space to 3-D  
allele space, which can be presented in a 2-D plot 
since the allele frequencies sum to 1. It is important 
to remember when viewing plots o f allele space that 
each point conceals an infinity o f possible genotype 
distributions.
4. Results
4 .1 . INVASION OF THE SELFISH GENE
The invasion o f w by m has to be the first part o f  
any putative cycle, and this part o f the investigation 
mirrors Wade & Beeman’s (1994) look at the 
population dynamics o f  Medea. The conditions for 
the deterministic invasion o f w by m from infinitely 
low levels are given by the solutions to Smw'/Smw >  1
at m =  0 and w = 1. These are that
(1 — t/al)( 1 — C/,)(l +  Gjj2) >  1. This result agrees
with that o f Wade & Beeman (1994).
To ease the investigation o f the behaviour o f the 
system it is helpful to make the parameter 
simplifications o f U — Ux — UM and G =  G2 =  2 Gi, 
and so the requirement for invasion becomes 
(1 -  U)2 > 1/(1 +  G\2).
Spread o f maternal-effect lethals in populations is 
possible outside o f this parameter range. A similar 
result has been described for cytoplasmic incompati­
bility (Hurst & McVean, 1996). For both cytoplasmic 
incompatibility and maternal-effect killing the rate o f  
spread o f the selfish gene is dependent on its 
frequency: initially the more o f them there are the 
greater the probability that wild-types will die. Hence, 
in both systems, if the costs are too high for 
deterministic invasion when infinitely rare then the 
selfish allele can nonetheless still invade, provided its 
initial level is high enough. Stochastic effects, small 
population sizes and structured populations are likely 
to provide the necessary conditions (Bull et al., 1992). 
The required level o f initial m increases quite sharply 
into the region o f several percent once the costs o f  
producing toxin and antitoxin are only about 0 . 0 1  (in 
terms o f selective coefficients) above those which 
allow deterministic invasion (see Fig. 2).
Given that conditions for the spread o f m are 
broad, we can now ask about possible equilibria 
positions. The conditions for the deterministic 
invasion o f w into a population o f  m are given by the 
solutions to dmw'/dmw >  1 at w = 0 and m =  1. With 
the parameter simplifications this resolves to 
(1 — U)2 < 1, which holds for U > 0. Thus if m can 
invade a m/w equilibrium will result unless both (/, 
and UM are zero in which case m will become fixed. 
The equilibrium proportion o f w increases as £/,, UM
F ig . 2. The initial frequency o f  the m  allele required for 
non-determ inistic spread is plotted against simplified parameter 
space (G: =  2 Gi and Ut =  {/„»). Determ inistic spread is given a 
default level o f  0.00001. The plot show s that beyond deterministic 
spread the initial required level o f  m  increases sharply.
and G\ increase (U{ and £/al because then mm suffers 
more relative to mw, and G\ because mw progeny of 
mw/mw crosses are more favoured). These results 
again support those of Wade & Beeman (1994).
4 .2 . SPREAD OF THE INSENSITIVE ALLELE
To investigate the hypothetical three allele system, 
i must be introduced. There are three ways to 
introduce i which are expected to give very similar 
results: migration (invasion model), mutation (mu­
tation model) and recombination (two-allele two- 
locus model). A recombination model was not 
developed, partly because such segregation distorters 
tend to be found in regions where recombination is 
suppressed, for example, Mut incorporates a paracen­
tric inversion (Weichenhan et al., 1996) and Scat is 
linked to the centromere.
The invasion model allowed the population to 
reach m/w equilibrium and then a variable proportion 
of i was added to the population, in the form of ii 
individuals. The recursive equations would then 
operate for all six genotypes once Hardy-Weinberg 
reassortment had spread i evenly through the 
genotypes before the next generation.
The mutation model envisaged i alleles produced by 
a null mutation to the toxin part of the m allele (at 
rate toxm). Similarly the antitoxin part of the / allele 
could mutate to give a w allele (at rate atoxm). The 
generation of a “suicide” allele by the mutation of the 
antitoxin part of m was ignored, as were back 
mutations.
For both the invasion and mutation models spread 
of i was trivially dependent on U{ > 0. This result is 
the solution to dmi'/dmi > 1 at m = 1 and i =  0. The 
system kinetics of the two models at the same U and
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G values were very similar, which agreed with Nauta 
& Hoekstra’s (1993) assertion that the method o f  
resistant introduction did not matter, and augured 
well for conclusions that did not depend on the 
method o f  i  introduction.
4.3 . THREE ALLELE DYNAMICS
From the above we may conclude that m can reach 
equilibrium with w from low initial levels, and then, 
under broad realistic conditions, i  can spread from 
low levels. What will then happen?
For both the invasion and mutation parameter 
scans, four different outcomes were observed (see 
Fig. 3 for a visualisation o f how the results change 
over G-U parameter space for a run o f the mutation 
model). First, m could fail to spread initially. Second, 
reversible evolution could occur, i.e. m spreads only 
to be replaced by i  then w  becomes fixed. Third, a 
stable limit cycle could be entered. Finally, the system 
could come to rest at an internal equilibrium (for 
plots o f the three possible outcomes once m invades 
see Fig. 4). When costs are low, the system moves 
slowly and internal equilibria may be mis-classified as 
limit cycles. But investigations have shown the 
presence o f stable limit cycles at certain parameter 
values. Again the invasion and mutation models give
n
G2 -  2 Gj
Fig. 3. The different outcom es o f  the m utational model 
(m(0) =  0.1, atoxm  =  toxm  =  10-7 and lim it cycle/internal equi­
librium decision made after 100000 generations) across simplified 
parameter space (Gi =  2 G\ and U, =  UM). A s gains increase from  
low  levels with costs held steady the outcom es change as follows: 
failure o f  the m  allele to spread, population returns to w =  1; 
reversible evolution with w =  1 as the end result; a limit cycle with 
all six genotype frequencies continuously changing; and finally a 
stationary equilibrium o f  all six genotype frequencies. If the initial 
level o f  m  is reduced then the width o f  the reversible evolution band 
decreases.
nearly identical results (one difference being that the 
invasion model could give m =  1 as a stable solution, 
but m could never become fixed with the mutation 
model). Simulations show that the outcome o f a run 
depends mainly on the G and U values, but also 
slightly on model parameters such as the amount o f  
ii introduced in the invasion model and the mutation 
rates in the mutation model. Hence I shall provide a 
fairly qualitative description o f  the dynamics o f  the 
model.
So why do the outcomes change as G-U parameter 
space is traversed?
(i) Reversible evolution or limit cycle?
Reversible evolution requires that m can only
spread from finite levels (see Introduction). But if the 
finite level required is low a limit cycle rather than 
reversible evolution occurs (since the value o f m may 
never fall low enough for m to be unable to spread). 
With limit cycles the system goes close to boundaries, 
and elimination o f  some alleles by chance may be 
likely (cf. Charlesworth & Hartl, 1978). However 
elimination o f rare alleles failed to make reversible 
evolution more likely because i was usually lost before 
m.
(ii) Limit cycle or internal equilibrium?
Internal equilibria result when G is well in excess o f  
the level needed for deterministic spread o f m in a 
population o f w. If the gains are much greater than 
the costs, then w cannot ever spread to high levels and 
provide the conditions for m to spread again. Hence 
the system finds an equilibrium. Limit cycles are 
restricted to a fairly narrow band o f gains above the 
critical costs.
4 .4 . RELAXING THE COST AN D  GAIN PARAMETER 
ASSUMPTIONS
If the assumptions o f G2 = 2 G\ and Ut =  UM are 
relaxed, the proportions o f parameter space leading 
to the various possible outcomes change significantly,
(a) G2 not equal to 2 G\
It seems a reasonable assumption that the benefit 
to the remaining sibs is doubled when the proportion 
killed is doubled. The relative increases in the 
proportion o f total resources (for G\ from * to 5 , and 
for G2 from * to 5 ) suggest G2> 2 G\, while 
diminishing returns suggest that G\ should be larger 
relative to G2. An increase in G\ relative to G2 makes 
limit cycles become more likely relative to reversible 
evolution, and internal equilibria more likely relative 
to limit cycles. G2 helps m only (see the Appendix, G2 
only appears in crosses between ww males and mw 
females) but G\ helps both m and i, and thus high 
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Fig. 4. Three different outcom es o f  the m utation model at different cost and gain parameter values (U  =  Ut =  Uu and G =  Gi =  2 Gi) 
are plotted on simplified genotype space (only allele frequencies shown and hence an infinite number o f  genotype distributions contained  
within each point; m  and w can be directly read o ff axes while i is a function o f  the perpendicular distance from the line between w =  1 
and m =  1). The reversible evolution  plot starts at finite m  (0.1) since deterministic spread is not possible under such parameter values 
( U  =  0.1, G  =  0.4) while both the limit cycle (U  =  0.1, G  =  0.5) and internal equilibrium (t/ =  0.07, G =  0.5) plots start at very low  m  
(0.001). A ll three plots m ove in a clockw ise direction since m spreads in w, i spreads in m , and w spreads in The internal equilibrium  
plot gets stuck at a high i and low  m  and w position. Both the limit cycle and reversible evolution plots approach w =  1. W hile the limit 
cycle parameters enable deterministic spread o f  m  in a w population and allow  m  to  increase and start the cycle again, the reversible evolution  
parameters make w =  1 a stable attractor if  m  falls below a certain threshold (in this case about 0.04). The reversible evolution plot falls 
below this threshold and thus w is fixed. Key: limit cycle; reversible evolution; internal equilibrium.
(b) Ui not equal to UM
There is no reason for the cost o f  producing a toxin 
to equal the cost o f  producing the respective 
antitoxin, and no basis for such an assumption given 
that no mechanism o f maternal lethality is known. 
So t /,/t /a, was varied for a constant C (C =  
( 1  — L/,)(l — C/at)) which, as G2 =  2  G, varied, would 
go through parameter sets that had given failure to 
spread, reversible evolution, limit cycle and internal 
equilibrium with C/, =  C/at.
When C/at»  C/, the only possible solutions are failure 
to spread and internal equilibrium, and as C/at/C/, 
decreases until C/,»C/at both reversible evolution and 
limit cycles become more likely. Both i and m suffer 
from the cost o f C/at and the difference in costs is 
determined by C/,. Thus if m can invade initially when 
C/at»  C/„ then i is unable to spread to a high level since 
its advantage relative to m is slight. So w cannot reach 
a high level by outcompeting i. Hence the population 
can never be sucked into the domain where fixation 
o f w acts as an attractor. On the other hand, if Ut is 
high and C/at low then i enjoys a huge advantage over 
m and takes over the population to a large extent, 
leaving itself vulnerable to being ousted by w. Since 
m is reduced to a very low level by the spread of i it 
will be unable to spread in a population o f w.
These results show that C/,»C/at favours reversible 
evolution, and so any estimations o f reversible 
evolution probability ought to state the assumed 
relationship.
5. Discussion
The results in Section 4.1 agree with the work o f  
Wade & Beeman (1994) in showing that the invasion 
o f maternal-effect selfish elements is possible under a 
broad range o f  parameter values and that the m and 
w alleles achieve equilibrium over a wide range o f  
parameters. So to what extent is reversible evolution  
a convincing explanation for why only three cases o f  
maternal-effect selfish element polymorphisms are 
known?
How different levels o f gains and costs affect the 
likelihood o f reversible evolution is shown by Fig. 3. 
If costs are low and gains are high then reversible 
evolution is not to be expected with limit cycles and 
internal equilibria being more likely outcomes. But if 
costs are high relative to gains, then if m can spread 
initially, reversible evolution is the probable outcome.
A parallel can be drawn here with the dynamics o f  
‘male killers’ (Hurst, 1991). Fitness compensation is 
required for the spread and maintenance o f male
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killers, just as high fitness compensation predisposes 
maternal-effect selfish elements to be maintained in 
a population rather than suffer from reversible 
evolution.
Relaxing some of the simplifying assumptions 
causes important qualitative changes in the dynamics 
of the system. If G\ is higher than G2/2 reversible 
evolution is less likely (relative to Fig. 3), and 
conversely, if it is lower then reversible evolution is 
more likely. Ut not equal to UM and unequal toxin 
costs in the sexes (expected on the basis that only 
mothers kill) both cause similar changes. If UM >  Ut 
(equivalent to males bearing smaller toxin costs) 
reversible evolution is less likely, and if Ut >  Uat then 
reversible evolution is more likely.
Given these findings what do the data from 
different organisms suggest as to the chances of 
reversible evolution for maternal-effect SGEs? 
Consider the basic parameters o f cost (of producing 
toxin and/or antitoxin) and gain (fitness compen­
sation) because it is these parameters which most 
affect the outcome of m invasion. Costs appear to be 
low (Beeman et al., 1992), though this is hard to 
determine in Scat since almost all organisms not 
bearing selfish genes suffer from maternal-effect 
lethality. A lack of a molecular understanding o f the 
processes involved makes predicting costs impossible, 
and indeed some mechanisms would incur no costs at 
all (for some possibilities see Weichenhan et al., 
1996). Whatever the mechanism it is probably fair to 
argue that costs are likely to have been minimised by 
selection on selfish genes themselves or else on 
modifiers, and hence the level of gains is the 
more useful indicator of the chances of reversible 
evolution.
In general the level of gains is dependent on 
population sub-structure, the timing of offspring 
killing, and parental resource control. In flour beetles 
the killing occurs at a fairly late stage (Beeman et al.,
1992), hence low fitness compensation is expected. 
McCauley & Wade (1980) have shown that under 
controlled laboratory conditions T. castaneum strains 
do show local density regulation within families. Thus 
fitness compensation is expected to be fairly low in 
insects. Extended parental care means that gains are 
likely to be high in mammals. With Mut the recovery 
ratios are distorted after implantation, which 
would make gains large unless the mother decreases 
parental investment as a response to embryo 
reabsorption.
So insects are predicted to have low fitness 
compensation gains and thus reversible evolution 
appears likely. However, for mammals with their high 
gains reversible evolution does not appear to offer a
viable solution to the problem of the paucity of 
maternal-effect selfish elements.
How then is it possible to explain the lack of such 
elements in mammals? The difficulties of large 
breeding experiments with mammals mean that 
studies sufficiently large to show maternal-lethality 
effects must be rare, even if experimenters are 
looking for them. Perhaps maternal-effect selfish 
elements only get created occasionally (especially 
likely if simultaneous production of a toxin and an 
antitoxin is required), and thus the rarity of 
maternal-effect elements would be simply due to the 
low rate of creation rather than difficulty of 
maintenance.
The main model presented here carries several 
simplifying assumptions, including complete killing 
and complete rescue. In Scat not all Scat I Scat (ww) 
offspring of Scat I +  (mw) mothers are killed, around 
7.5% entering an extended remission period during 
which some can produce young (Peters & Barker,
1993). Thus killing is not always complete (the 
surviving proportion is considered to be 1 — k in the 
table of crosses in the Appendix). Incomplete rescue 
(e.g. in flour beetles, see Beeman et al., 1992) is 
asymmetric with regard to sex of parents and will 
therefore have a more complex effect than simply 
increasing the cost of bearing a toxin allele. In the 
Appendix the proportion of offspring killed is d  times 
the number of maternal copies of toxin divided by the 
number of offspring copies of antitoxin. Analysis 
shows that incomplete rescue can lead to the fixation 
of m due to mw suffering more from incomplete rescue 
than mm due to fewer antitoxin copies (solving 
Smw'/Smw >  1 for m =  1 and w =  0 gives (1 — Ut) 
(1 — C/at) <  (1 — 3d/2)/(\ — d) as the requirement for 
w spread in m, and clearly for 2/3 >  d  >  0 there will 
always be some value of 1 >  Ut =  UM >  0 below 
which m will be fixed). This result of a more realistic 
model provides an alternative explanation to revers­
ible evolution for why maternal-effect elements are 
not more commonly found in polymorphism. For 
mammals this explanation is appealing because the 
expected high levels of fitness compensation make 
fixation possible even for low levels of incomplete 
rescue. Furthermore simulation results suggest that 
both incomplete rescue and complete rescue increase 
the proportion of parameter space which yields 
reversible evolution, as long as the selfish element is 
able to spread initially.
For advice, support and encouragement thanks 
to Laurence Hurst, Steve Freeland, Mike Mogie, 
and the Centre for Mathematical Biology at Bath 
University.
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APPENDIX
Father Mother mm mi mw ii iw ww
mm mm 1(1 - d )
mi mm 0.5(1 - d ) 0.5(1 - d )
mw mm 0.5(1 - d ) 0.5 (1 -  2d)
ii mm 1(1 - d )
iw mm 0.5(1 - d ) 0.5 (1 -  2d)
ww mm 1 (1 -  2d)
mm mi 0.5 (1 -  d/2) 0.5(1 -  d/2)
mi mi 0.25 (1 -  d/2) 0.5 (1 -  d/2) 0.25 (1 -  d/2)
mw mi 0.25 (1 -  d/2) 0.25 (1 -  d/2) 0.25( 1 -  d) 0.25(1 -  d)
ii mi 0.5 (1 -  d/2) 0.5 (1 -  d/2)
iw mi 0.25(1 -  d/2) 0.25 (1 - d ) 0.25 (1 -  d/2) 0.25 (1 -  d)
ww mi 0.5(1 — d) 0.5(1 - d )
mm mw 0.5 (1 -  d/2) 0.5 (1 - d )





0.25(1 +  Gt.k) 
(1 -  d/2)
0.5 (1 -  d/2)
0.5(1 +  G\.k) 
(1 ~ d )
0.5(1 - d )
0.25(1 -  k)
iw mw 0.25(1 + G i.k ) 
( l - r f / 2 )
0.25(1 -l-G.Jfc) 
(1 - d )
0.25(1 +  Gi .k) 
(1 - d )
0.25(1 -  k)
ww mw 0.5 (1 +  Gi.k) 
(1 ~ d )
0.5(1 -  k)
mm ii 1
mi ii 0.5 0.5
mw ii 0.5 0.5
ii ii 1
iw ii 0.5 0.5
ww ii 1
mm iw 0.5 0.5
mi iw 0.25 0.25 0.25 0.25
mw iw 0.25 0.25 0.25 0.25
ii iw 0.5 0.5
iw iw 0.25 0.5 0.25
ww iw 0.5 0.5
mm ww 1
mi ww 0.5 0.5
mw ww 0.5 0.5
ii ww 1
iw ww 0.5 0.5
ww ww 1
The relative proportions of offspring genotypes from all 36 possible male x female crosses before the population is normalised. Fitness 
compensation is represented by the parameters Gi and Gi, while d  and k  are parameters for incomplete rescue and incomplete killing 
respectively (taking values 0 and 1, respectively, for the simple model outlined in Section 3). Viability effects due to the costs of producing 
toxin and antitoxin are not shown since their effect is to reduce the numbers of all offspring of the same genotype by the same factor, 
e.g. all mm offspring amounts are scaled by a factor of (1 — t/f)2(l — t/..)2 before normalisation.
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Research Paper 13. The evolutionary dynamics of male-killers 
and their hosts
James Randerson, Nick Smith and Laurence Hurst (1999)
Heredity, in press.
Summary
Male-killing bacteria are cytoplasmic sex ratio distorters that are transmitted vertically 
from female hosts to their offspring. The killing o f  male hosts by their bacteria is thought to be 
adaptive because it augments the fitness o f  female hosts carrying clonal relatives o f  those bacteria. 
Here we attempt to explain observations o f  multiple male-killers in natural host populations. First 
we show that such male-killer polymorphism cannot be explained by a classical model o f  male- 
killing. We then show that more complicated models incorporating the evolution o f  resistance in 
hosts can explain male-killer polymorphism. However, this is only likely if  resistance genes are 
very costly. We also consider the long-term evolutionary dynamics o f  male-killers, and show that 
evolution towards progressively more “efficient” male-killers can be thwarted by the appearance o f  
host resistance. The presence o f a resistance gene can allow a less efficient male-killer to out- 
compete its rival and hence reverse the trend towards more efficient transmission and reduced 
metabolic load on the host.
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Introduction
Male-killing bacteria belong to the class o f  cytoplasmic elements which spread by 
manipulating the sex-ratio o f  their hosts (Hurst, et al., 1997; Hurst, 1993). Male-killers have been 
found in a number o f  bacterial genera, most notably Wolbachia, Rickettsia and Spiroplasma (Hurst 
e ta l., 1999a; Werren, e ta l., 1994; Williamson & Poulson, 1979), and male-killing has been 
reported in a wide variety o f  insect taxa (Hurst, et al., 1997; Hurst, 1993). In the case o f  “early 
male-killing” (sensu Hurst, 1991) sex-specific pathogenesis is thought to have evolved in male- 
killing bacteria as a consequence o f  their almost exclusively vertical {i.e. egg to brood) means o f  
transmission between hosts (Hurst, 1991). Bacteria in male hosts are at an evolutionary dead-end, 
so male killing has a fitness cost o f  zero (from the bacterial point o f  view). But the death o f  males 
can augment the fitness o f  all remaining brood members, including female hosts carrying clonal 
relatives o f  the bacteria which killed males.
This positive effect o f  male-killing is termed fitness compensation, and can occur for a 
number o f  reasons: reduced intra-brood competition, reduced inbreeding or direct benefits from 
egg cannibalism (Hurst, 1997; and references therein). It is fitness compensation which allows 
male-killers to spread in a host population, despite infected male hosts being killed and infected 
female hosts bearing a fitness cost (Hurst, 1991).
Classical models o f  male-killers (Hurst, et al., 1997; Hurst, 1991) have considered a 
number o f  parameters such as the vertical transmission efficiency, cost borne by infected females, 
and the level o f  fitness compensation. We consider a host population that possesses two strains o f  
male-killers. We find that male-killer polymorphism {sensu Ford, 1971) is not a stable solution.
As long as both male-killers are able to deterministically invade a host population free o f  male- 
killers, then only one male-killer will be maintained in the host population. The male-killer with the 
higher Basic Rate o f  Increase or BRI (defined later) will always out-compete the other. BRI is a 
function o f  the three parameters mentioned above.
This theoretical result o f  no male-killer polymorphism appears to be contradicted by the 
empirical data o f  a number o f  field studies (Hurst, et al., 1999a; Majerus et al. Submitted). In an 
extreme case, four different male-killer strains were isolated from individuals o f  the hosXAdalia 
bipunctata found on a single street in Moscow (Majerus and Schulenburg pers. com.). How can we 
reconcile the theoretical and empirical data?
It is by definition, a property o f  all selfish elements, that their spread creates the context for 
the spread o f host resistance genes. We ask whether the evolution o f  host resistance could provide 
conditions for male-killer polymorphism. The evolution o f  resistance to cytoplasmic sex-ratio 
distorters has received some theoretical consideration (Uyenoyama & Feldman, 1978), although 
not in the context o f polymorphism.
Here we ask what would happen if  a “weaker” male-killer were introduced into a host 
population which had evolved resistance to a “stronger” male-killer?
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One Male Killer
We specify a model o f  male-killing similar to those o f  previous studies (Hurst, 1991; 
Hurst, et al., 1997; Freeland & McCabe, 1997). We assume that the male-killer, MK, is 
transmitted to a proportion a  o f  a female’s brood. Transmission is exclusively vertical (no 
horizontal transmission). All infected males die, while infected females suffer a viability fitness 
cost U. Empirical evidence for such a cost has been found for Rickettsia infection o f  Adalia  
Bipunctata (Hurst, e ta l., 1994). Fitness compensation benefits all surviving members o f  the brood, 
and is a function o f  the amount o f  male killing, which is in turn a function o f  a. Fitness 
compensation is maximised when brood fitness is unaffected by male death, so the fitness o f  dead 
males is perfectly re-distributed amongst the surviving brood. We assume fitness compensation to 
be a proportion 0  o f  this theoretical maximum, so the compensation received by survivors as a 
consequence o f  male death is given by
(p = 1 + 1 ,1 , .  <t>a- 1  = l  +  - z — . (1)
\ - a l l  )  2 - a
We assume an infinite panmictic outbred population with discrete generations. Recursion 
equations can be expressed in terms o f  infected and uninfected females since all breeding males are 
uninfected. The proportion o f  adult females infected by MK is p , the proportion o f  uninfected adult 
females is q, and W is the sum o f  the right hand sides.
W p ’ = p a (l-U )cp  (2)
W q ’ = p (l-a)cp  + q (3)
The invasion conditions for MK are found when:
d p ' 
dp
> 1 ,
p  =  0
is satisfied, i.e. when the “Basic Rate o f Increase” (BRI) is positive, where
BRI= a  (1-U) (p - 7. (4)
Note that W does not feature in this equation because as p —>0, W —>1.
This formula gives an impression o f the “strength” o f  a male-killer, and shows that if  a 
male-killer is to spread, then the fitness compensation (</> > 1) must be high enough to account for 
viability effects (U >  0) and imperfect transmission (1 > a >  0).
The equilibrium value o f  MK (p* is found by solving for p ,= p , which gives
1 -  (pa + (pUa
p *  =  —  -------------- . (5)
\ - (p + (pUa
As reported previously (Hurst, 1991), perfect transmission o f  a male-killer theoretically 
leads to fixation o f  the male-killer (p* = 1 when a  = 1), otherwise p  and q  are maintained in 
polymorphism (p * < 1 when a <  1). Fixation o f  a male-killer would lead to population extinction 
due to the severe shortage o f  males.
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Two Male Killers
We now define a second male-killer, MK2. All male-killer parameters are defined 
separately for MKiand MK2, except for the fitness compensation parameter 0  (sub-scripts denote 
the male-killer to which each parameter applies). One could imagine a situation in which 0  
differed between male-killers, for example if  killing occurred at a different time during 
development. However, for the sake o f  simplicity we assume that 0  applies equally to both male- 
killers. The two male-killers are never found in the same host because there is no horizontal 
transmission, so the recursions are a simple extension o f  those for a single male-killer.
W p,* = pi (BRI, -1) (6) '
W p2’ = p2 (BRI2 -1) (7)
W q ’ = Pi(l-a,) <p, + p2( l - a 2) cp2+ q (8 )**
The condition for MK2 to invade a population already containing MKi at equilibrium is 
given by the solution to
3p ' 2
dp ,
which is given by
> 1
Px =Px *
BRI2 >B R I, (9)
So MK2 can invade in the presence o f  MK] if  its BRI is higher. Note that this result stands 
even if  we were to assume that 0  applies differently to the two male-killers, as 0  is a component o f  
each male-killer’s BRI.
To determine whether a stable polymorphism o f  male-killers is possible, we need to find 
the intersection o fp i = p i  and p f = P 2• We find that
p, * BRI,
atp i ’=Pi, P , = P , *  ~Pi - p .  —  (10)
Z / i v i  2
„  BRI, p .*  BRI. 
and at p 2’= p 2, p , = p , *  — —  P 2 ~ — —  • (• 1)
It is clear by inspection that these lines are parallel, with gradientp\*BRI\IBRI2. Therefore, 
a neutral equilibrium is only possible if  the lines have the same intercept, i.e. if  BRI]=BRI2. Hence 
for stable polymorphism both male-killers must have the same BRI. These equations are illustrated 
graphically in Figure 1. Note that the direction o f  the vectors makes it impossible that a stable limit 
cycle will result.
This means that a contest between two male-killers is decided solely on which o f  the two 
has the highest BRI. This makes intuitive sense because in a three-allele haploid system with no
* equivalent to equation (2).
** equivalent to equation (3) when p 2 = 0.
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frequency dependence, one would expect the most fit allele to simply out-compete the 
others. The reason that in this case the “best” male-killer does not remove the uninfected “allele” is 
that uninfected individuals are created each generation. The system mimics a mutation-selection 
equilibrium in which the uninfected “allele” is maintained by a high “mutation” rate, i.e. by 
imperfect transmission o f  the male-killer.
Note that it is not necessarily the case that the male-killer with the highest BRI will also 
have the highest equilibrium value, although the general trend is for BRI to increase with 
equilibrium frequency.
Resistance Genes
We considered two alternative resistance genes: a matemal-effect gene and a filial-effect 
gene. Both resistance genes act in the diploid host to reduce male-killing, and are inherited in an 
autosomal fashion. The resistance genes differ in their sex-dependent effects, with the matemal- 
effect gene acting to reduce vertical transmission and the filial-effect gene acting to cure males o f  
the male-killer. Qualitatively similar results were obtained for the two models o f resistance, so we 
present only the filial-effect resistance gene here. Details o f  the matemal-effect resistance can be 
found at URL1.
The filial-effect resistance gene (R) acts in a dominant fashion in the male host to 
completely eliminate male-killers from a proportion 1 -g (where 0 < g  < 1) o f  infected male 
embryos, so that the proportion o f  males killed is g a  rather than a. We assume that R imposes a 
cost c on males, and that this cost acts multiplicatively so that the fitness o f  males homozygous for 
R is (1 - c f .  This combination o f  a dominant gene with mutiplicative costs assumes that the R gene 
codes for an antibiotic whose effectiveness does not increase above a certain dosage, but whose 
production cost varies with the copy number o f  the R gene. The recursion equations o f  the model 
are shown in Appendix 2.
The Spread o f  a  Resistance Gene
The conditions for R to invade a population containing a male-killer at equilibrium were 
obtained by modifier analysis (see URL1) and confirmed by simulation. The resistance gene can 
always invade if  it is not costly (c = 0) so long as p* >  0. Furthermore, R can invade even if  the 
cost o f  resistance is considerable, especially if  the transmission advantage o f  the male-killer is 
particularly high and if  the resistance gene is highly effective (g  low). The invasion conditions for a 
costly resistance gene are plotted in Figure 2.
Simulation shows that a costly resistance gene, if  it can invade, will always reach a stable 
equilibrium within the population and reduce the equilibrium level o f the male killer. However, 
this result is dependent on the population being infinitely large. If the resistance gene is highly 
effective (g  low) then the male-killer can be reduced to such low frequencies that it would almost
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certainly be lost from a finite population. We therefore incorporated into our 
simulations a cut-off threshold, with frequencies falling below this threshold put to zero. The 
results in this paper were obtained using a cut-off o f  10'7, but qualitatively identical results were 
obtained with a cut-off o f  10'13.
M ale-killer Polymorphism With Resistance Genes
The proposed scheme for the evolution o f  male-killer polymorphism with resistance genes 
involves two steps. First, the spread o f  a costly resistance gene should “weaken” the resident male- 
killer. The results above confirm that this can happen, although sometimes both the male-killer and 
the resistance gene will be lost from the population. The second step is for a second male-killer, 
unaffected by the resistance gene, to spread at the expense o f  the “stronger” male-killer. The 
“stronger” male-killer then declines in frequency, thereby causing a decrease in the frequency o f  
the resistance gene, and hence reducing the degree to which the “stronger” male-killer is affected 
by host resistance. Such frequency-dependent selection, if  sufficiently damped, should allow the 
stable maintenance o f  a male-killer polymorphism. Owing to the complexity o f  the recursions and 
because o f  a need to incorporate cut-offs, we have used simulations to investigate whether this 
intuitive argument is correct.
The ability o f  the second male-killer to invade is not determined simply by its BRI.
Instead, we define a General Rate o f Increase (GRI) such that
GRI= a  (1-U) cp - Wf, (12)
where Wf is the mean female fitness, and where GRI has to be positive for a male-killer to 
invade. With no male-killers or resistance genes, Wf= 1 and so GRI=BRI. However with a male- 
killer and resistance gene in polymorphism, WfW\W be lower due to reduced male-killing (the 
resistance genes spread because o f  their effects on mean male fitness). When a male-killer (say 
MKi) is at equilibrium within the population
Wf =cc, (1-U,)(p,. (13)
This means that for MK2 to invade when MKi is at equilibrium, GRI2> 0 simplifies to BRI2
> BRIi, as obtained above (see Two Male Killers).
These considerations o f  GRI mean that MK2 will always invade and eliminate MKj if  BRI2
> BRIi, and that MK2 is unlikely to invade unless BRI2>0. This leaves an intermediate region o f  
BRI] > BRI2> 0 in which male-killer polymorphism might occur. Simulations indicate that MK2 
can invade and eliminate MKj even if  BRI] > BRI2, and that male-killer polymorphism does occur 
within the bounds described. This polymorphic zone is shown in Figure 3. These figures represent 
the outcomes o f  a series o f  simulations in which cq and a 2 were varied while U] and U2 were 
constant and equal.
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To characterise parameter space more rigorously, we carried out parameter 
scans similar to those represented in Figure 3 for varying resistance gene and male-killer cost 
parameter values. An example o f such a parameter scan is shown in Figure 4.
The two models o f  host resistance yield similar likelihoods o f  male-killer polymorphism. 
As suggested by the intuitive argument presented above, both the resistance gene’s cost and its 
effectiveness affect the likelihood o f  male-killer polymorphism. As the cost o f  resistance c is 
reduced, the zone o f  polymorphism diminishes. A high cost is required for sufficient frequency- 
dependent damping. When c is high, then as resistance gene effectiveness is increased (g  lowered), 
the likelihood o f  male-killer polymorphism is also increased. This is because a less effective 




We have shown that stable co-existence o f  two male-killer strains within a single 
population is impossible if  no host resistance is permitted. The male-killer with the higher BRI will 
always out-compete the other and spread to its equilibrium value. In contrast, we have shown that 
stable male-killer polymorphism is possible if  the host can evolve resistance to a male-killer. 
Parameter scans indicate that male-killer polymorphism is only likely if  the resistance gene is 
costly (roughly speaking, above 1%). Such costs may seem unrealistically high, but such is the 
deleterious effect o f  the male-killer on its hosts that resistance genes many times more costly can 
spread.
There are alternative explanations for the observations o f  male-killer polymorphism. (1) 
Such observations may include individuals from different populations: if  different male-killers are 
present in different populations then male-killer polymorphism may be incorrectly inferred. 
Proximity o f  individuals need not imply inter-breeding. (2) Population sub-structure might enable 
male-killer polymorphism, with immigration o f “weaker” {i.e. lower BRI) male-killers balancing 
selection in favour o f  the “stronger” male-killers {i.e. higher BRI). (3) The observation o f  male- 
killer polymorphism does not necessarily imply a stable polymorphism: if  new strains o f  male- 
killers are continuously arising then a mutation-selection balance will maintain transient 
polymorphisms. In the same way that we cannot assess the likelihood o f  the resistance gene 
explanation until we know about the critical parameters (such as resistance cost), these alternative 
models cannot be evaluated without explicit models and the necessary parameter information (such 
as migration and de novo appearance o f  male-killers).
Long-term dynamics o f  male-killers and their hosts
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What effect would one expect host resistance to have on the long-term dynamics o f  a 
host/male-killer system? Will it evolve towards a particular evolutionarily stable state? In the 
absence o f  host resistance, new male-killers can oust the incumbent male-killer i f  they have a 
higher BRI. This means that BRI has to increase over time, with an associated tendency (but not 
strict requirement) for male-killer equilibrium frequency to increase also. Like a ratchet 
mechanism, evolution can proceed stepwise in one direction, but is prevented from going in 
reverse. One would therefore expect male-killers in extant populations to have high transmission 
efficiency and impose a modest cost on their hosts.
The evolution o f  host resistance breaks the ratchet. If the resistance gene is costless, then 
the male-killer can be deterministically driven from the population. Even if  the resistance gene is 
costly, then as long as it is highly effective then it can “cure” the population o f  a male-killer by 
reducing the male-killer down to an absorbing lower boundary.
Even if  the spread o f  the resistance gene does not automatically eliminate the male-killer, 
host resistance can still cause the ratchet to click backwards. If the second male-killer is unaffected 
by the resistance gene, then it can eliminate the first male-killer even if  it has a lower BRI. In many 
cases this second male-killer will oust the first from the population completely, which in turn will 
lead to the extinction o f  the resistance gene if  costly. Host resistance can therefore cause the ratchet 
to click back in the opposite direction.
Empirical studies have indicated that the vertical transmission frequency o f  male-killers is 
typically in the region o f  80-90% (Hurst, et a l., 1997; Hurst, et al., 1992), although values in excess 
o f 99% have been reported (Majerus, et al., 1998). A number o f  ideas have been put forward to 
explain why transmission efficiency rarely exceeds 90% (Hurst, et al., 1997).
One suggestion is that the observed transmission efficiency is the maximum the male-killer 
is capable of, given the constraints imposed by the host (Hurst, et al., 1996). The observed 
transmission value may therefore be the outcome o f  an arms race between the bacteria and its host. 
A second possibility is that higher transmission efficiency is possible, but that male-killers reaching 
such high values o f a  will send their host population extinct due to the severe shortage o f males. 
Clade selection may impose a higher order filter on evolution to very high vertical transmission 
efficiencies. A third suggestion is that transmission efficiency may trade o ff against the cost 
imposed on the host. This could plausibly arise if  both cost and transmission are dependent on 
bacterial density in the host cells. From our analysis, we have shown that BRI depends on both U  
and a. Hence, if  there is a trade o ff between a  and U  then one could imagine a point at which 
further increases in transmission efficiency actually lead to a reduction in BRI, and would be 
selectively disfavoured (Hurst, et al., 1997). There is some recent evidence for a link between 
bacterial load and Cl level for Wolbachia in Nasonia vitripennis (e.g. Perrot-Minnot & Werren, 
1999).
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Our results suggest three further possibilities. Firstly, in the absence o f  
resistance, we show that one male-killer can eliminate another male-killer by having a higher BRI, 
despite having a lower transmission efficiency. Secondly, the spread o f host resistance can lead to 
complete elimination o f  a male-killer. Thirdly, we show that if  host resistance has evolved to a 
resident male-killer, a second male-killer can eliminate the resident male-killer even with a lower 
BRI and lower transmission efficiency.
The evolution o f  host resistance
We have shown that the evolution o f  host resistance affects both the likelihood o f  the male- 
killer polymorphism and the long-term dynamics o f  male-killers and their hosts. To what extent 
are our results dependent on our specific models o f  host resistance, and is their any evidence o f  
resistance genes in nature?
Although conclusive evidence o f host resistance to male-killers is lacking, a number o f  
studies have suggested that the effectiveness o f  a male-killer varies with host genotype (Cavalcanti, 
e ta l ., 1957; Malagolowkin & Poulson, 1957).
A huge variety o f  alternative resistance genes are imaginable. We have chosen two models 
o f resistance, which we consider to represent the middle ground, in that it is possible to imagine 
both resistance genes that will spread more easily, and resistance genes that will spread less easily.
Why might the evolution o f host resistance be harder than suggested by our models? Hurst 
et al. (1997) consider the consequences o f  a resistance gene causing increased longevity in males.
If resistance gene increases male life span by only a small time, it may actually be selectively 
disfavoured. This is because a male that dies as a larva is still incapable o f  passing on his genes, 
and furthermore contributes less fitness compensation to the surviving members o f  the brood. In 
order to spread, a resistance gene must allow some males to reach maturity. We have neglected 
this problem, since the fitness compensation parameter is unaffected by the resistance genes. In 
effect, we consider that our resistance genes enable a complete transition from infected to 
uninfected, without any intermediate classes.
On the other hand, neither o f our resistance genes affect the cost o f  male-killers on females 
( U). If a resistance gene could reduce U  as well as the transmission o f  male-killers, then its spread 
would be more strongly favoured.
There is a pressing need for empirical data to back up the theoretical approach adopted in 
this paper. We need to know if  resistance genes exist, and if  so, we need to know how the 
resistance genes act. It seems reasonable to suppose that the qualitative results reached in this 
paper (male-killer polymorphism with resistance genes is possible) are probably independent o f the 
exact form o f  a resistance gene. Any quantitative results however (resistance gene cost must be o f  
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Appendix 1 - List of Parameters and abbreviations.
MKp male-killer one.
MK2- male-killer two.
P \ -  frequency o f  MK].
p 2- frequency o f  MK2. 
q- frequency o f uninfected individuals. 
a-  transmission efficiency o f  the MK.
U- cost imposed on infected females.
0 -  proportion o f  the theoretical maximum fitness compensation received by surviving brood
members.
(p- fitness compensation to surviving brood due to male death. 
p*-  equilibrium frequency o f  a particular bacterial strain in a non-resistant host population.
BRI- Basic Rate o f  Increase o f a particular male killer.
R- filial-effect resistance gene. 
c- cost imposed by a resistance gene on the sex in which it acts. 
g  -  reduction in bacterial action in infected males with the R gene. 
d -  reduction in bacterial transmission from mother to eggs due to maternal resistance (see URL1).
142
Appendix 2 -  Details of the Filial-Resistance Model
The genotype frequencies are represented as follows:






No R gene yu x \ X4 x7
Heterozygous for T2 ,* 2 x5 Xs
R gene
Homozygous for R T3,*3 x6 *9
gene
Recursion equations for the dynamics of a two male-killer system with the filial-effect
resistance gene:
y \ y i ^3
1
y\ +x \ y O i  + y 2 + X] + x2) T2+^2
l O l  +T2 + X \  + y,/4 + y 2 /2 +  y 3 /4 + jc,/4 y(>2 + >>3+*2 +
2 x2) + x2H + JC3/4 *3)
y 2 + x2 y(>2 +T3 + * 2 + * 3) y 3 + x 3
3
y i ( l -a , )  + x4a, + y O i ( l -a i )+ T 2 ( l - g « i )  + y 2 (1-ga,) + x5a, +
4 * , ( l -a ,) jc4a, + x 5a ,+  jc,(l-a,) + jc2( l -a , ) ) x2( l -a , )
y O i O - a O + M l - j ( y i ( l - a , )  + 2y2 ( l -g a ,) T O2 (1-gcxi) +>^ 3
5 ga,)  + x4ai + x 5a, + jc,(1- + y 3 (1-ga,) + x4ai + 2x5a, + x6cq (1-ga,) + x5a, + x 6a, +
a ,)  + x2( l -a i)) + x , ( l -a ,)  + 2x2( l -a , )  + x 3( l -a , ) ) x2( l -a i )  + x3(l -a i) )
y 2 ( l -g a , )  + x5ai + I O 2 (1-goci) + y 3 ( l -g a ,) y 3 ( l - g a , ) + x 6a, +
6 x2( l -a , ) + x5ai + x 6a, + x 2( l - a i ) +  x3( l -
a 1))
x3( l -a , )
y , ( l - a 2) + x7a 2 + ^ (y ,( l - a 2) + y 2 ( l - a 2) + y 2 ( l - a 2) + x8a 2 +
7 x , ( l - a 2) x7a 2 +  x8a 2 + x , ( l -a 2) + x2( l - a 2)) x2( l - a 2)
^ O i ( l - a 2) + y 2 ( l - | ( y , ( l - a 2) + 2y2 ( l - a 2) + j  (y2 ( \ - a 2) + y 3
8 a 2) + x7a 2 +  x8a 2 + x , ( l -a 2) y 3 ( l - a 2) + x7a 2 + lx%a2 + x9a 2 + a 2) + x8a 2 + Jt9a 2 + x2( 1 -a2)
+ x2( l - a 2)) x , ( l -a 2) + 2x2( l - a 2) + x3( l - a 2)) + x3( l - a 2))
y 2 ( l - a 2) + xsa2 + T  O2 ( l - « 2> +3^ 3 ( l - « 2> + y 3 ( l - a 2) + x9a 2 +
9 x2(\  -a2) jt8a 2 + x9a 2 + x2( 1 -a2) +  x 3(  1 -a 2) *3(1 - 0C2)
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Male death occurs in broods from mothers x4 -  x9, and the number of males 




y ,x  4 i +  f a
2  - a ,
yi x6, y 2 *6, y3 x4, 1 ,
ys x5, y3 x6 2  - g a x
y2 x 5 j | (0.75ga, + 0.25a,
2 -  (0.75ga, + 0.25a,)
yi x5, y 2 x4, n  (0.5ga, +0.5a,)^ 
2-(0.5ga, +0.5a,)
All matings 1 , fai
involving x7, xg and X9 2 - a 2
Females in the next generation then suffer viability costs dependent on their genotype. In 
females it is the cost imposed by the male-killer, while males suffer the viability cost of R.
Genotype Viabilit
y  costs
X , X2 X3 >^/ -
( 1  -c)
y j ( 1  -c f
x4 x5 x6 (l-t/,)
x7 Xg x9 (1 -U2)
The invasion conditions for the R gene may be obtained by modifier analysis. The resulting 
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Figure 1. Illustration that stable male-killer polymorphism is impossible in a panmictic, non- 
resistant population. The graph shows plots of p\ (the frequency of MKi) against p 2 (the frequency 
of MK2) forp \ = p \  and p 2 =p2• The only stable points for the system are atp\= 0 andp 2= p 2* or 
P \ = P \ *  and p 2= 0, unless BRI\—BRI2. So, a neutral equilibrium is only possible if the BRI of the 
two MK’s is the same. However, this doesn’t necessarily mean that a  and U must be the same.
Figure 2. Invasion conditions for the resistance gene in the presence of a male-killer at 
equilibrium ( 0  = 0.5 and Uj = 0.01). For invasion, the cost of the resistance gene must lie beneath 
the sheet. Note that as the transmission efficiency of MKi increases, the invasion conditions 
become less stringent. This is because transmission of the gene through saved males becomes 
increasingly significant as the population becomes more female biased. The transmission reduction 
parameter g  has little effect on the cost tolerated by the invasion conditions except when g  
approaches unity. Invasion cannot occur at g  = 1 because this represents zero transmission 
reduction.
Figure 3. Plot illustrating the parameter space in which we observe male-killer polymorphism.
It is a representation of a series of simulation runs for both resistance genes (filial-effect and 
matemal-effect) at different combinations of at] and a2. For all simulations 0  = 0.5 and U/= U2 = 
0.01. Also, the characteristics of the two resistance genes are held constant (g = d=  0.5, c = 0.01). 
For the parameter values specified, a male-killer cannot invade if a  < 0.769 because its BRI will be 
less than zero. Polymorphism is therefore impossible if MK2 has a transmission efficiency of less 
than 0.769. Polymorphism is also impossible above the line a\= a 2 because if MK2 has the higher 
i?i?/then it will always oust MK] from the population regardless of host resistance. The presence of 
the resistance gene allows MK2 to completely out-compete MK] in some circumstances, even if it 
has a lower BRI. However, near the lower boundary of the region in which MK2 can invade, it is 
unable to oust MK] from the population. This results in stable maintenance of the two male-killers. 
The region enclosed by the open dotted lines represents parameter space in which polymorphism 
results for the filial-effect model (that described in the text). The equivalent region for the 
matemal-effect model is enclosed by the closed dotted lines (see URL1).
Figure 4. Out-come of a more extensive scan of parameter space. Each point on the graph 
represents the area of the polymorphic zone in individual scans such as Figure 3. These individual 
scans were undertaken for quantitatively different resistance genes so g, d  and c were varied. For 
each scan there are 2784 different combinations of parameter values that could theoretically allow 
polymorphism. These lie between the lowest a  value that will allow invasion and the line et] = a2.
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The parameter space area on the y-axis is therefore the number o f these parameter 
combinations that resulted in polymorphism. The closed symbols represent results for the maternal- 
effect gene and the open symbols represent results for the filial-effect gene. The different shaped 
symbols represent different values o f g  and d: circle = 0.2, triangle = 0.5 and square = 0.8. The 
major trends visible in the scan are that polymorphism is less likely for a low cost resistance gene, 
and polymorphism is more likely for a more effective resistance gene (i.e. one which reduces 
transmission or action by a lot). It is evident that neither class o f resistance gene is substantially 
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