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ABSTRACT 
Network Intrusion Detection System (IDS) is an automated system that can 
detect a malicious traffic and it plays a critical role in a network.  In recent years, 
machine learning algorithms have been developed and used to detect network 
intrusion.  Most standard machine learning algorithms often give high overall 
accuracy.  However, they favor on majority class when dealing with imbalanced data.  
Unfortunately, IDS deals with highly imbalanced data distribution and most machine 
learning algorithms have poor detection on R2L and U2R classes, which include 
malicious attacks.  Therefore, it requires a resampling technique to balance the data. 
The purpose of this study is to investigate performance of three machine learning 
algorithms which are Support Vector Machine (SVM), Decision Tree (DT) and Fuzzy 
Classifier (FC) for imbalanced data in IDS and after the rebalanced the data which was 
achieved using Synthetic Minority Over-sampling TEchnique (SOMTE).  The 
performance of the three machine learning algorithms was evaluated with the new 
rebalanced data.  The benchmark DARPA KDDCup 1999 IDS dataset was used. 
SMOTE was implemented with two imbalance ratio, one is 1:4 another one is 1:1.  
After analysis the results of before and after resampling showed that FC performs 
better with imbalance ratio of 1:1.  The accuracy of FC with balanced data was Normal 
traffic (99.19%), Denial of Service attacks (99.35%), Probe attacks (99.51%), Remote 
to Local attacks (99.67%) and User to Root attacks (99.41%).  In addition, the data 
with imbalance ratio of 1:1 get the better results on all classes with these three machine 
learning algorithms. 
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  ABSTRAK 
Intrusion Detection System (IDS) Rangkaian adalah sistem automatik yang boleh 
mengesan trafik yang berniat jahat dan ia memainkan peranan penting dalam rangkaian. Pada 
tahun-tahun kebelakangan ini, algoritma pembelajaran mesin telah dibangunkan dan 
digunakan untuk mengesan pencerobohan rangkaian. Kebanyakkan algoritma pembelajaran 
mesin yang piawai sering memberi ketepatan keseluruhan yang tinggi. Namun, mereka 
seriang memihak kepada kelas majoriti apabila berurusan dengan data yang tidak seimbang. 
Malangnya, IDS menawarkan pengagihan data yang sangat tidak seimbang dan kebanyakkan 
algoritma pembelajaran mesin memberikan pengesanan yang rendah untuk kelas R2L dan 
U2R, termasuk serangan berbahaya. Oleh itu, ia memerlukan teknik persempelan semula 
untuk mengimbangi data tersebut. Tujuan kajian ini adalah untuk menyelidik prestasi tiga 
algoritma pembelajaran mesin iaitu  Support Vector Machine (SVM), Decision Tree 
(DT) dan Fuzzy Classifier (FC) untuk ketidakseimbangan data dalam IDS dan data yang 
telah diseimbangkan yang dapat dicapai melalui Synthetic Minority Over-sampling TEchnique 
(SOMTE). Prestasi ketiga-tiga algoritma pembelajaran mesin kemudian dinilai dengan data 
baru yang telah diseimbangkan. Penanda aras set data DARPA KDDCup 1999 IDS telah 
digunakan. SMOTE telah dilaksanakan dengan dua nisbah ketidakseimbangan, iaitu 1:4 dan 
1:1. Setelah menganalisis keputusan sebelum dan selepas pengsempelan semula, ia 
menunjukkan bahawa FC menunjukkan keputusan yang lebih baik dengan nisbah 
ketidakseimbangan 1:1. Ketepatan FC dengan data seimbang untuk trafik Normal adalah 
(99.19%), serangan Denial of Service (99,35%), serangan Probe (99,51%), serangan 
Remote to Local (99.67%) dan serangan User to Root (99.41%). Di samping itu, data 
dengan nisbah ketidakseimbangan 1:1 mencapai keputusan terbaik untuk ketiga-tiga kelas 
algoritma pembelajaran mesin. 
