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Abstract--This paper develops a general theory of the Reduced Space Additive Correction 
method (RSAC), which can also be viewed as a two grid method. In particular, we show that the 
restarted conjugate gradient method is a two-grid method consisted of a Richardson presmoothing 
phase followed by a projection or error correction step in a pseudo-residual space. 
Keywords - -Add i t ive  correction, Conjugate gradient, Krylov spaces, Pseudo-residual, Reduced 
subspaces. 
1. INTRODUCTION 
Let Hn be a real n-dimensional Hilbert space equipped with inner product (., .) and induced 
norm I1" II. If X and Y are linear spaces, we denote the class of bounded linear operators from 0X 
into Y by L(X, Y). When X = Y, we use the abbreviated notation L(X). 
An operator B e L(Hn) is Self-Adjoint Positive Definite (SPD) if (Bx, x) > 0, for all nonzero x
and B = B*, where B* E L(Hn) is the adjoint of B. Consider the problem of determining u E Hn 
such that 
Au = f, (1.1) 
where A is invertible and f is a given element of Hn. 
Certain popular iterative methods for the solution of (1.1), such as Generalized Conjugated 
Gradient (GCG) methods ([1, p. 339; 2,3]) and multigrid methods (see [4,5]) incorporate into 
their overall solution strategies an additive correction algorithm of the following type: given an 
approximation w of u and an m-dimensional subspace Sm c Hn: 
1. compute the residual 
r = f - Aw; (1.2) 
2. observe that the error e -= u - w satisfies the residual equation 
Ae = r; (1.3) 
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3. utilize (1.3) to determine an approximation ~ E Sm of e; 
4. obtain a corrected approximation of u: 
x = w + ~. (1.4) 
Of course, this is not a practical procedure until a method is given for the computation of ~ in 
Step 3. Furthermore, the efficacy of the procedure is greatly dependent on the choice of Sin, 
termed the reduced space. In [6,7], several examples of the reduced space and a general conver- 
gence theory are given when Sm contains the residual vector r in (1.2). 
In many instances (for example, GCG methods), ~ is determined by an orthogonal projection 
of e onto Sin, with respect o a suitably defined inner product. Let F • L(Hn) be a given SPD 
operator and we define the inner product 
(., .)F = (., F.) ,  (1.5) 
with induced norm I[" [IF, then 
= Hs"e,  (1.6) 
where Hs~ is the orthogonal projector of Hn onto Sm with respect o (., ")f. 
To obtain a more concrete representation of 1-Is,,, we assume with no loss of generality 
that Sm = R(S), the range of some injection operator S E L(Rm,Hn), where R m denotes 
m-dimensional Euclidean space (endowed with the usual dot product) and let S* E L(Hn, R m) 
be the adjoint operator of S such that (S'z,  ~) = (z, S(), for all z • Hn, ~ • R m. Then it can 
be easily verified that 
[Is, " = P =_ S (S*FS) -1 S'F,  (1.7) 
since P2 = P and (Pz, Y)F -~ (z, PY)F for z, y • Hn. Hence by (1.6) and (1.3), 
= S (S*FS) -1 S*FA- l r .  (1.8) 
Obviously, this way of defining ~ is practical only if 
F = EA, (1.9) 
for some E q L(Hn). If A is SPD, then an obvious and common choice for E is the identity I 
(i.e., F = A). 
Let v = w + s be an arbitrary element in the coset w + Sin, then 
llv - " i l~  = IIw + 8 - ull~ 
= il'~ + ~ - (~ - s)  - '~ll~ 
= li(z - u )  - (e  - s)li~ 
= nix- uJl~ + I1~- sll~, 
where we have used x - u = ( I -  [ira), (u - w) is perpendicular to Sm with respect o the F-inner 
product. Hence, for the elements u and x, equation (1.6) is equivalent to the condition 
IIx - ullF ~ Ilv - uliF, (1 .1o)  
for any element v of the coset w+Sm. Again, i fA is SPD and F = A, then x is also the minimizer 
over w +Sm of the quadratic functional 
¢(v) = (v, Av) - 2(v, f). (1.11) 
Restarted CG Method 131 
This is the usual condition required of the classical conjugate gradient iterates (see, for example, 
[8, p. 362]), while the condition (1.10) is used in the more general case (see [1, p. 342]). A study 
of (1.10) can be found in [6,7]. If we determine w in Step 1 from a known approximate uk to u 
by applying a basic iterative method v times, we obtain the following Reduced Space Additive 
Correction (RSAC) method. 
One Sweep of RSAC Method 
Given uk. 
Initialization: 
w0 = uk. (1.12) 
Presmoothing Phase: generate the sequence wl, . . .  , wv by 
w# = Cw3_l  + Q- l  f ,  j = 1 , . . . ,  v, (1.13) 
where G = I - Q -1A and Q is the nonsingular splitting operator. 
Residual Computat ion:  
r -- f - Aw~ = A(u  - w~,) - A~. (1.14) 
Addit ive Correction Phase. 
1. Select a reduced subspace Sm= R(S)  for some injection S E L(R 'n, Ha) and solve 
S*FSz  = S*FA- I r  (1.15) 
(recall that F = EA for some easily constructed matrix E). 
2. Set 
er = Sz.  (1.16) 
. 
Uk+l ---- Wv + er. (1.17) 
Thus, a RSAC method is determined by four factors: the presmoother iteration matrix G, the 
reduced space Sin, the number of presmoothings v, and the inner product defining SPD opera- 
tor F. When we want to emphasize this we write RSAC as RSAC (G, S,n, u, F). The organization 
of this paper is as follows. Section 2 is devoted to the convergence analysis of the RSAC method 
without specifying S,n. In Section 3, we take STn = span {wl-uk, w2-uk , . . . ,  wv-uk} and show 
in Lemma 3.1 that the same space can be characterized asa Krylov space. A Chebyshev-type 
of estimation for the contraction umber is demonstrated in Theorem 3.2 provided that I - G 
is symmetrizable, i.e., there exists a nonsingular operator W such that W(I  - G)W -1 is SPD. 
Using Theorem 3.3, we show that the RSAC method with such a Krylov space structure isclosely 
related to the restarted conjugate gradient and preconditioned conjugate gradient methods. (The 
concept of symmetrizable it ration matrix is introduced in [1].) Hence, in the symmetrizable case, 
the computational work involved is compatible with that of a typical restarted scheme mentioned 
above. 
2. CONVERGENCE 
In this section, we derive some fundamental convergence r sults without explicitly specifying 
the reduced space Sin. Define 
ek - u - uk, (2.1) 
and observe that 
II . HF = I F1/2. [ , 
IIHIIF = F1 /2HF-1 /2[  , H e L(Hn) .  
With this in mind, we have the following majorization theorem. 
(2.2) 
(2.3) 
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THEOREM 2.1. Given a RSAC ( G, Sin, v, F) method assodated with the system (1.1), we -have 
Ilek+lllF < IlVll~llekllF. (2.4) 
PROOF. Since 
and 
we have 
Also 
It follows that 
and hence, 
u = Gu + Q- l /  
wj = Gwj-1 + Q- l  f, j = 1, . . . ,v ,  
= U --  Wt, =- Gvek  • 
ek+l  ~- ~- -?~k+l  --~ U- -Wv - -  ~r ~-~ {~- -~r .  
(2.s) 
(2.6) 
(2.z) 
(2.s) 
F1/2ek+ 1 = F1 /2e  _ F1 /2er  
= F1/2e - F1/2S (S*FS) -1 S*Fe 
__ Fl/2 ( i -  s (s ,  Fs)-' s'F) C~e~ 
: F'/2 ( i -  s i s ,  Fs)-' s'F) F-'/~FI/~C~e~, 
< I ['- 
= 1. IIG~ekllF 
< IICIl~llekllF, 
where in the last equality we have used III- I~I IF  = 1, since I - I Im is an orthogonal projection 
with respect o the inner product (., ')F. This completes the proof. II 
The proof of the following corollary is straightforward. 
COROLLARY 2.2. If JIG[If < 1, then ek -* O, ask --* co. In particular, ff Hn = R n, F = A, and Q 
is symmetric, then this condition becomes pi G) < 1, where p(.) denotes the spectral radius. 
REMARK. Of Course, p(G) < 1 is not necessary for convergence (cf. Theorem 3.2). 
We next prove the following estimation theorem. 
THEOREM 2.3. Given a RSAC (G, Sin, v, F) method appfied to (1.1). Then 
Ilek+zllF --< I IG% - wllF, £or all ~ e S~.  (2.9) 
PROOF. Observe that 
This completes the proof. 
REMARKS. 
I. 
2. 
< lie - Wl]F, for all w E Sra, 
= IIG% - ~11~. 
The above results do not depend on the choice of Sin. 
Estimation theorem suggests relating Sm to the vectors {GJek}. 
(2.10) 
(2.11) 
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3. REDUCED BAS IS  
In this section, we present a reduced subspace that is spanned by vectors based at the current 
iterate uk. Define the reduced subspace Sm such that 
Sm= span {61,52,... ,5 ,},  (3.1) 
where 
5j = wj - uk, j = 1 . . . .  ,u. (3.2) 
Naturally, m < v since m is the dimension of Sin. Let KV(x, B) denote the Krylov space spanned 
by v vectors, i.e., 
gV(x ,B)  = span {x, Sx , . . . ,BV- lx} ,  x • R n, B • R '~×n. (3.3) 
LEMMA 3.1. Define the pseudoresidual 
5k - Guk + Q- i f  _ uk, (3.4) 
which is the difference between the first two iterates in the presmoothing phase. Then 
s~ = span {~1,~2,. . . ,~} 
= KV(Sk, G) = KV(Sk, I - G). (3.5) 
PROOF. By (3.2) and (2.7), 
~j =wj - -uTu- -uk  
= --GJek + ek 
= (I - G j) ek. 
Also, we have the relation between the pseudoresidual and true error: 
5k = Guk + Q- I f  _ uk 
= Guk + Q-1Au - uk 
= (~ - C)ek .  
Hence, 
(3.o) 
~ = ( I -  a~) ( I -  a)-I6k 
= ( I  -- a )  (Z -'~-''' -~- G j - l )  ( I  - G) - I~k  (3.7) 
= (I + g +. . .  + a ~-1) ~k, 
where we used the commutativity. From the last inequality, we also have 
aJ6k = ~j÷l - ~,, (3.8) 
which implies 
K~(5~,G) C span {51,5~,... ,Sv}. 
The opposite inclusion follows from (3.7). Thus, the middle two spaces in (3.5) are the same. It 
is trivial that 
g v (6k, I - G) C g v (6k, G). 
The opposite inclusion can be proved by induction on j using the relation 
GJ&k = - ( I  - G)GJ-15k + GJ-t&k. 
This completes the proof. | 
From now on we shall call a RSAC method whose reduced space is chosen by (3.1) a pseu- 
doresidual based RSAC method and shall denote it by PR-RSAC (G, Sin, u, F). A basic iterative 
method with an iteration matrix G = I - Q -1A is said to be symmetrizable if there exists a 
nonsingular W such that W(I -  G)W -1 is SPD. Further, the matrix W is called a symmetrizer. 
Note that a symmetrizer needs not be SPD. The next theorem says that every symmetrizable 
presmoother generates a PR-RSAC method whose error estimate is of a Chebyshev polynomial 
type. 
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THEOREM 3.2. 
able presmoother whose iteration matrix G = I -  Q-1A has the symmetrizer F l l  2. Then 
(a) G has tea/eigenvalues {#j}, j = 1 ,2 , . . . ,n ,  which may be ordered as 
~tl _<~t2 _< ""  ~/,~n < 1; 
(b) 
where 
Given a pseudoresidual based PR-RSA C ( G, Sin, u, F) method with a symmetriz- 
Ilek+i IIF < 17(l,')llek IIF, 
27u/2 
n(v)  = ~ < 1, (1 + ~,,,) 
(1 -  
=' = (1 + 
(,, ,  - ,~) 
0"= 
(2 - , , ,  - l ,~)" 
(3.9) 
(3.10) 
= HP(G)ekIiF, (p, a polynomial of degree < v and p(1) = 1) 
<-IFll2p(G)F-ilil Ile~llF 
=p(p(F i l2GF- i l2 ) ) [ lek I [F  
= p (p(G))Ile~llF. 
I[ek+XiiF < min max IP(A)I IlekllF. (3.12) 
deg p_<u,p(1)--1 ~i_<A_<~. 
~(~) - n~n max Ip(~)l. (3.13) degp<_u,p(1)=l i~l <~<_l~,~ 
The conclusion of the theorem now follows from the well-known Chebyshev minimax theorem 
( see  [1, p.  48] ) .  I 
REMARK. In order to use this theorem in practice, the SPD operator F has to be equal to EA 
for some easily constructed E (see equation (1.15)). If the operators A and Q are both SPD, then 
we can take F = A in the above theorem. In particular, when the presmoother is taken to be 
the Richardson method for which G = I - A (Q = I), we obtain the familiar convergence factor 
for the t~ steps of conjugate gradient method (see [1, p. 144]). In this case, the a of equation 
(3.10) equals [t~(A) - 1]/[tc(A) + 1], where ~(A) denotes the condition number of A. For an ill- 
conditioned SPD system the contraction umber T/(v) in equation (3.10) is close to 1, and hence, 
one may also consider the concept of preconditioning for PR-RSAC methods. 
We now give a theorem that characterizes U~+l knowing uk. This theorem will enable us to 
relate the PR-RSAC method to restarted preconditioned conjugate gradient methods. 
Define 
Hence, 
PROOF. Statement Ca) follows from the fact that F 1/2 is a symmetrizer: 
F1/2(I - G)F -1/2 = I - F1/2GF -1/2 > 0, (3.11) 
where the order is that of symmetric operators. Statement (b) can be proved as follows. By 
Theorem 2.3 and Lemma 3.1, 
Hek+lliF <_ GUek -- ~-~ oejGJ~k 
j r0 ]IF 
j r0  F 
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THEOREM 3.3. Given a pseudoresidual based PR-RSAC (G, Sin, v, F) method. Let uk be the 
current iterate. Then uk+l m/airaizes the quadratic functional q(w) - ][w - UH2F over the//near 
manifold uk + Sin. That is, 
Iluk+~ - UllF < IIw - ullF, Vw E uk + KV(~fk, I - a) .  (3.14) 
PROOF. By Theorem 2.3 and (2.7), 
Ile~+lll~" = rain [la~'ek- ZllF 
z~S,~ 
= min l ie -  ZHF 
zE S,,~ 
= min Ilu - w~, - Z[IF 
zES,~ 
= min I Iw-uHF. 
wEwv+S,~ 
The theorem will be proved if we can show that 
w~ +Sm = uk + Sin. (3.15) 
Now 
W v 
v 
~(w,  - wj-1) + ~o 
3ffil 
v 
; ~ (a,,,~_~ + Q-~S-  ~-~)  +,~ 
j--1 
v 
= ~( I  - a)(,~ - w,_~) + u~ 
j--1 
v 
= Z( I  - G)a i - lek  + uk 
j-=l 
v 
= Z( I  - G)GJ - I ( I  - G)-l~fk + u~ 
jffil 
v 
= Z GJ-l~fk + uk, 
j= l  
where we used (3.6). Hence wv - uk E Sin. This completes the proof. | 
REMARK. For a general RSAC method, the generation of the reduced space Sm needs the 
QR-algorithm to stabilize the computation, since it is preferable to use orthogonal bases. How- 
ever, in the case of a symmetrizable presmoother, the QR-aigorithm needs not be used at all due 
to the above theorem. We explain how that can be done below. 
Given an SPD system on Hn: 
Au = f, (3.16) 
one can characterize the conjugate gradient method as follows: starting with v0, find vk, k = 
1,2 , . . . ,n  by 
[I~)k--UI[A ~[IW--UHA , Vwevo+Kk( f  -Avo ,A) .  (3.17) 
This characterization can be used to generate the usual conjugated iterates in the familiar conju- 
gate gradient algorithm (see [1, p. 341]). In the case of (3.16), we can multiply it by a precondi- 
tioner B to obtain a preconditioned system BAu = Bf .  Since BA is SPD with respect o ( A., .), 
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we can apply the conjugate gradient method to this new system on/:/n endowed with the new 
inner product ( A., .). On the other hand, if we are given a more general system (1.1) such that 
Q-1A is SPD for some Hn, we can still use (3.14) with F = Q- IA ,  and with equation (3.6) 
in mind to generate conjugated iterates regardless whether A is SPD. This is the meaning of 
Theorem 3.3. We end the section with an example. When we use the Richardson method as the 
presmoother in the case of A being SPD, the pseudoresidual based RSAC method turns out to 
be closely related to the restarted conjugate gradient method. 
EXAMPLE. Let A of (1.1) be SPD. One sweep of the PR-RSAC (G, Srn, u, F = A) method starting 
at uk with G -- I -A  is equivalent to u steps of conjugate gradient method with initial iterate uk. 
PROOF. Note that 
Srn = span {$k, ( I  -- a )$k , . . . ,  ( I  -- G)~-l~k} 
= span {~k,A~k, . . . ,Au - l~k}  
---- span {rk, Ark , . . . ,AV- l rk} ,  rk = f - -Auk ,  
where we used (3.6). By (3.14), 
Iluk+  - u l lA < IIw - u l lA ,  Vw E u~ + K~(rk, A), (3.18) 
which says uk+l can be obtained by applying u conjugate-gradient steps. 
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