Abstract. We consider absolutely continuous stochastic processes that converge to multifractional Brownian motion in Besov-type spaces. We prove that solutions of stochastic differential equations with these processes converge to the solution of the equation with multifractional Brownian motion.
Introduction
Fractional Brownian motion is a popular model of randomness in studies of various phenomena in nature, computer nets, financial markets, etc. Fractional Brownian motion is defined as a Gaussian process B Since increments of fractional Brownian motion are homogeneous, the area of its possible applications is rather restricted. In particular, stochastic processes whose path regularity and "memory depth" evolve in time do not fit the model of fractional Brownian motion. Thus several authors recently provided different generalizations of fractional Brownian motion by assuming that the Hurst parameter H depends on the time t (see [2, 3, 4, 8, 9] ).
We consider the problem of approximation of multifractional Brownian motion by absolutely continuous stochastic processes. We construct approximations and prove that they converge to fractional Brownian motion. We also prove the convergence of solutions of the corresponding stochastic differential equations.
The paper is organized as follows. We recall necessary definitions and results in Section 2. We also discuss several generalizations of multifractional Brownian motion. In Section 3, we introduce certain approximations of multifractional Brownian motion by absolutely continuous processes and prove that they converge. In Section 4, we consider stochastic differential equations with multifractional Brownian motion. For such equations, we prove the existence, uniqueness, and integrability of a solution. We also construct approximations for the solution based on the approximations considered in Section 3. We also prove the convergence of these approximations.
Definitions
Let
We also consider the norm
and α > 0. The left and right sided fractional Riemann-Liouville integrals of order α are defined for a function f almost surely and for almost all x ∈ (a, b) by the following equalities:
respectively (see Definition 2.1 in [10] ), where (−1) −α = e −iπα and where 
or, respectively,
are defined for almost all x ∈ (a, b). If the limits f (a+) and g(b−) exist and are finite, then we put
Let (Ω, F, P) be a complete probability space. 
There are several generalizations of fractional Brownian motion to the case where the Hurst index H is varying with time.
Example 1.
Multifractional Brownian motion is introduced in [8] . The definition in [8] is based on the Mandelbrot-Van Ness representation for multifractional Brownian motion (see, for example, [6, Chapter 1.3] ). According to [8] , fractional Brownian motion is defined by 
Example 3. Consider another generalization, called the harmonizable multifractional Brownian motion (see, for example, [2, 4] ). Let W (·) be a complex random measure on R such that 1) for all A, B ∈ B(R),
, where λ is the Lebesgue measure; 2) for an arbitrary sequence
We define the multifractional Brownian motion in this case by
In what follows we consider one more generalization of the fractional Brownian motion defined by
where
) and where C 2 (δ) is a constant. All the above conditions are satisfied, for instance, by every one of the generalizations described in Examples 1-3, since conditions (i) and (ii) hold for representations (2.2)-(2.4) (see [4, 8, 9] ).
In what follows δ is fixed and equal to max min
We denote C 2 = C 2 (δ) and
Remark. Conditions (i) and (ii) imply that the trajectories of the process Y t = B 
Note that it is sufficient to show that the process Y t is continuous on every interval
Hence we can assume |t − s| < 1 without loss of generality. Then
Since Y t is a Gaussian process, the latter bound implies that, given an arbitrary r > 0, there exists C > 0 such that
By the Kolmogorov criterion, this means that the process Y t is continuous almost surely.
An approximation of multifractional Brownian motion
Consider the following approximation:
for the fractional Brownian motion, where
2) for all t, s ∈ [0, T ] and for all ε > 0,
Here C 3 is a constant that does not depend on ε. One can take, for example, φ t (ε) = ψ t · ε, where ψ t is bounded away from zero and satisfies the Hölder condition with index H min . 
Now we show that
where the function g ε is such that g ε → 0 as ε → 0+. Further, we rewrite the difference (ΔY ε t − ΔY ε s ) in the following form:
Consider the term I 1 . By the Cauchy-Bunyakovskiȋ inequality,
Considering relations (2.6) and (3.2) we get
for all ε ∈ (0, ε 0 ). This allows us to consider only the case of φ t (ε) ≤ 1. Then the integrand in (3.4) is estimated as follows:
Finally we get
The term I 2 is estimated similarly:
The expression under the integral sign is estimated by
Taking into account bound (3.2) we prove that
Now we estimate the term I 3 :
by the Cauchy-Bunyakovskiȋ inequality. Further we consider two possible cases. 
Using the estimate
and similar bounds for |t − s| 2H t and |t − s| 2γ , we get
where g 
Since the random variable (ΔY
Fix δ ∈ (β, (H min +β)/2) and consider p = 4/(H min +β−2δ) and α = (H min +β+2δ)/4. Using estimate (3.5) we obtain
ε .
Thus we deduce from (3.6) that
The latter bound means that, given an arbitrary κ ∈ (0, 1), there exists a constant C κ such that the probability of the random event
is not less than 1 − κ.
On the random event A ε , we have
Then, for an arbitrary a > 0,
and this completes the proof.
Note that the case of H t = H = const corresponds to the usual fractional Brownian motion. 
where C 3 is a constant that does not depend on ε.
Then the approximations
for all β ∈ (0, H).
Approximation of solutions of stochastic differential equations
Consider the following stochastic differential equation with multifractional Brownian motion:
It is natural to construct an approximation for a solution of this equation as a solution of the equation
where the processes B H s ,ε s , ε > 0, are defined by equality (3.1). First we find conditions for the existence and uniqueness of a solution of equation (4.1). 4.1. Existence, uniqueness, and integrability. In general, the existence and uniqueness of a solution follow from the results of [7] .
Assume that the coefficients b(t, x) and σ(t, x) satisfy almost surely the following conditions (the constants L N and M N that will appear below as well as the function b 0 may depend on ω):
I. The function σ(t, x) is differentiable with respect to x; there exist constants
and, for all N > 0, there is M N > 0 such that (i) for all x ∈ R and t ∈ [0, T ],
(ii) for all |x|, |y| ≤ N and t ∈ [0, T ], 
for all x ∈ R and t ∈ [0, T ]. Also let α ∈ 1 − H min , min α 0 , 
Using condition (4.3) and [7, Proposition 5 .1], we prove that 
