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Abstract
In this thesis, we explore the phase behavior of discotic molecules in various circum-
stances. We first study the thermodynamics of disk-coil molecules. The system shows
rich phase behavior as a function of the relative attractive strength of coils (A), the
stacking interaction strength of disks (p), the number of coarse-grained monomers
of the coil (Nc), and the reduced temperature (T*). At high T*, a disordered phase
is dominant. At intermediate T*, lamellar, perforated lamellar, and cylinder phases
appear as y and Nc are increased. At low T*, disks crystallize into ordered lamellar,
ordered perforated lamellar, and ordered cylinder phases. We find that the confine-
ment imposed on the disks by the attached coils strongly contributes to the ordered
stacking of the disks. In particular, the ordered cylinder phase contains highly ordered
disks stacked in parallel due to the cylindrical confinement of the coils that restricts
the system to a single degree of freedom associated with the director vector of the
disks. Our results are important for understanding the self-assembly of supramolecu-
lar structures of disk-coil molecules that are ubiquitous in nature, such as chlorophyll
molecules.
Having established the importance of confinement on the phase behavior of dis-
cotic molecules, we next study blends of discotic molecules and block copolymers
(BCPs) using self-consistent field theoretic simulations. In particular we explore sys-
tems containing a single sphere, rod, or discotic molecule confined within a BCP
defect and systems containing multiple discotic molecules confined within BCP cylin-
ders. In the former case, the sphere, rod, and discotic molecules are all trapped in
the defect center where the cylinders of the surrounding BCPs make a junction. The
director vector of the rod molecule aligns with the axial direction of one of the cylin-
ders, while the director vector of the discotic molecule aligns perpendicular to the
axes of all the cylinders. This preferential orientation is induced by the minimized
stretching energy of the BCPs for these configurations. For the system with multiple
discotic molecules confined within the BCP cylinders, all director vectors are aligned
with the axial direction of the cylinder when the density of disks is high to minimize
both the stretching energy of the BCPs and the polymer-mediated potential between
3
the disks. These results provide design principles for next generation optoelectronic
devices based on blends of discotic molecules and BCPs.
Thesis Supervisor: Alfredo Alexander-Katz
Title: Assistant Professor
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Chapter 1
Introduction
1.1 Discotic molecules
The behavior of planar molecules has been widely studied due to the use of such
molecules in various technological applications such as organic transistors and pho-
toactive devices. Specifically, discotic liquid crystals (DLCs) are considered as promis-
ing organic semiconducting materials for electric and optoelectronic devices [1, 2, 3].
Discotic molecules are driven to self-assemble due to 7r - 7r orbital overlap which con-
sequently allows for high electron and charge carrier mobility. For example, it has
been shown that molecules which form hexagonally arranged columnar stacks can
yield high charge carrier mobility [1, 4].
To study the assembly of these systems and capture the planar discotic structure,
several simulation models have been previously proposed. The cut-sphere model
[5, 6, 7] was introduced by Veerman and Frenkel to construct the phase diagram of
discotic molecules for the first time. The model simply cut the hard sphere (repulsive
part of Lennard-Jones potential) to obtain a discotic shape. However, the assembled
columnar structure predicted by the cut-sphere model is very unstable at low pres-
sure due to the absence of any attractive force between two discotic molecules. An
alternative model, the Gay-Berne potential [8, 9, 10], was proposed by modifying the
Lennard-Jones potential to have an anisoptropic potential as a function of molecular
angle and distance. However, the elliptical nature of Gay-Berne discotic molecule
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does not describe the real molecule correctly. Features of the columnar structure of
the cut-sphere and Gay-Berne potential models are described in Fig. 1-1 [6, 10].
a) b)
Figure 1-1: Columnar structures of a) cut-sphere model and b) Gay-Barne potential
model. A very high pressure is needed to retain the columnar shape for the cut-sphere
model. The elliptical shape of the discotic molecules in the Gay-Berne potential model
does not describe the real molecule exactly. These figures are from [6, 10].
To obtain a stable self-assembled structure without using a Gay-Berne potential
at low pressure, a flexible tail structure (e.g. an alkyl chain in most experiments)
is required to stabilize the system. Extensive studies of discotic molecules with coil
structures have been performed theoretically and experimentally. One such case is
the study of nanosized polycyclic aromatic hydrocarbons (PAHs) [4, 11, 12, 13, 14].
In these molecules, a high quality columnar phase is facilitated by the presence of
an "isotropic corona" of alkyl chains grafted to the discotic nucleus. The number of
tails per molecule in these studies was either three or six, and their presence brings
an extra ingredient into the assembly which causes the system to phase separate
in a similar fashion as block copolymer dendrons [15, 16, 17]. As result, a one-
dimensional structure surrounded by soft alkyl chain is obtained as shown in Fig. 1-2
[11]. However, one would intuitively be interested in having a system as dense as
possible that possesses a high ordering of the planar molecules. Therefore, it would
be interesting if one could retain the long-range order present in the multiple tail
system with fewer tails, and in particular a single tail: we call this single tail case a
disk-coil molecule.
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a) b) c
Figure 1-2: a) Discotic molecules with six coils aggregate to form b) one-dimensional
structure by ?r - 7r interactions, and c) supramolecular organization is achieved by
phase separation of the disk and coil portions of the molecules. These figures are
from [11].
1.2 Disk-coil molecules
A single coil structure also helps during the self-assembly process because the system
is "funneled" into ordered structures since all the metastable states appearing in
the pure disk phase are removed [66]. Disk-coil molecules can also be recreated in
synthetic systems such as ionic self-assembled systems of ionized PAHs with a single
alkyl tail [18, 19], and they constitute an important addition to the well-studied field of
flexible diblock copolymers [20, 21, 22] and rod-coil block copolymers [23, 24, 25, 26].
Self-assembled diblock copolymers exhibit a rich phase diagram as a function of the
relative volume fraction and chemical mismatch between the two dissimilar blocks.
Disk-coil copolymers, however, highlight the interplay between the chemical mismatch
between two dissimilar blocks and the nematic director field due to steric interactions
between the disks. This is somewhat different from rod-coil copolymers since the
director field of disk-coil molecules is normal to the disk and lies parallel to the disk-
coil interface, while in the case of rod-coil copolymers that form lamellar structures it
typically lies near the perpendicular direction with respect to the interface. This slight
difference is important in determining the order of the planar molecules, particularly
under mesophase-induced confinement. In this respect, the theoretical study of disk
molecules with a single coil is required.
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Interestingly, disk-coil molecules represent a common motif in photosynthetic bi-
ological systems. Nature uses a disk-coil molecule, Chlorophyll, composed of a planar
porphyrin head functionalized with one long chain (or tail) covalently bonded to it
for all photosynthetic apparatuses. Although in higher organisms this molecule is
templated by specialized proteins to form light-harvesting complexes, green sulfur
bacteria rely on the self-assembly of bacteriochlorophyll (Bchl) by itself to create
light-harvesting antennas called chlorosomes. Bchl molecules self-assemble into con-
centric lamellar nanostructures within chlorosomes and are the largest and most ef-
ficient light-harvesting antennae structures found in nature [27, 28, 30]. Chlorobium
tepidum has been investigated as the model organism of choice for the green sulfur bac-
teria because it is naturally transformable [31] and its gcnome has been completely
sequenced [32]. Transmission electron microscope (TEM) pictures of chlorosomes
within the Chlorobium tepidum are shown in Fig. 1-3 [33, 34].
a) b)
0 nm 20n
Figure 1-3: TEM picture of a) a thin-section of a Chlorobium tepidum cell showng the
chlorosomes as large white bodies attached to the cytoplasmic membrane, b) isolated
chlorosomes from Chlorobium tepidum. These figures are from [33, 34].
However, different experimental methods [28, 29, 35, 36, 37, 38, 39, 40] yield
different supramolecular self-assembled structures, and therefore the actual assembled
structure of Bchl molecules is still a topic of debate. In Fig 1-4. we demonstrate
the two models with pictures from a cryo-TEM investigation [35, 37]. Clearly, a
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better and deeper understanding of the important parameters leading to the complex
structures seen in this system can provide design principles for more efficient artificial
supramolecular solar cells [41, 42]. Therefore, a theoretical study of the assembly of
disk-coil molecules can aid in designing novel self-assembling systems with improved
electronic properties important in a wide range of applications that include light
harvesting and organic electronics. In Chapter 2, we study the bulk thermodynamics
of disk-coil molecules. In Chapters 3 and 4, we extend our study to the cases where the
disk-coil molecules have different nematic interactions and coil lengths respectively.
a) y
lamnellar BChl c/
aggregates
chlorosome
envelope
BChl a containing
baseplate
b)
Figure 1-4: Cryo-TEM picture and proposed model of the BChl aggregates of chloro-
some in the Chlorobium tepidum. a) Undulating lamellar structure. b) Multi-layered
tubules. These figures are from [35, 37].
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1.3 Discotic molecules in a confined geometry
To improve the parallel-stacking behavior of discotic molecules, several studies have
looked into the effects of physical confinement on the columnar phase. For example,
a study has examined the phase transition from an isotropic to columnar phase un-
der slab geometry confinement using the Gay-Berne potential and the particle-slab
interaction potential [43]. Also, an experimental study using a glass substrate in-
vestigated how the chemical nature of the discotic molecules and the confinement
surface affects the orientation of the molecules near the surface. The study found
that the molecules, depending on the given conditions, can align in two different ori-
entations, either anchored to the surface face-on (homeotropic alignment) or edge-on
(homogenous alignment) [44]. In addition to slab geometry confinement, cylindrical
geometry confinement has also been studied extensively. For instance, a study assem-
bled discotic 2-adamantanoyl-3,6,7,10,11-penta(1-butoxy) tripenylene (Ada-PBT) on
an ordered porous alumina template and also performed MD simulations using the
Gay-Berne potential model in cylindrical geometry confinement [45]. However, typi-
cal confinement sizes for these studies were more than one order of magnitude greater
than the characteristic size of the discotic molecules. If the confinement size instead
approaches the size of the discotic molecules, the impact of the confinement on the
phase behavior of the discotic molecules would be increased.
Besides discotic molecules, the patterning of small molecules on different length
scales is achievable by tuning the supramolecular assembly of block copolymers and
small molecule blends. Nanoparticle/block copolymer composites exhibit a rich phase
behavior by confining nanoparticles in phase separated regions of surrounding block
copolymers [46, 47] and these results are well described by simulation studies [48, 49].
Similar concepts have been applied to other small fluorescent and organometallic
compound molecules which have been confined within block copolymers to fabricate
ordered arrays of these molecules within the block copolymer pattern [50]. However,
to date the detailed molecular assembly of these fluorescent and organometallic com-
pounds have not been studied. While the addition of small molecules affects the phase
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behavior of the surrounding block copolymers, it is also important to recognize that
confinement due to the surrounding block copolymer matrix can itself lead to order-
ing of the small molecules. To understand this ordering, we studied the alignment of
small molecules (discotic molecules in this study) in nano-size confinement mimicking
the lamellar or cylinder phases of block copolymers. In Chapter 4, we study the effect
of nano-sized confinement on the phase behavior of discotic molecules.
1.4 Discotic molecules within block copolymers
The confinement effect of the block copolymer matrix on the nano-sized particles
mainly comes from the stretching energy of block copolymers. Therefore, the phase
behavior of nanoparticle/block copolymer blends can be tuned by engineering proper-
ties of the block copolymer chains. For example, coil-comb copolymers, which contain
a "comb" block with a high effective spring constant, successfully trap nanoparticles
[51, 52] and nanorods [53] within the stiffer block in lamellar or cylinder block copoly-
mer phases. Blends of flexible block copolymers and nanoparticles in the presence of
defects in the block copolymer matrix is another example where preferential trapping
can occur. In this case, the conformational entropy loss associated with chain stretch-
ing is minimized when nanoparticles are located within the core of the defect [54, 55],
leading nanoparticles to be trapped at the defect center. In this respect, if one can
engineer an arbitrary defect structure within otherwise ordered block copolymers, it
would be possible to control the localization of added nanoparticles. In Chapter 6, we
study the behavior of nanoparticles within the defect structure of block copolymers.
With the help of a periodic array of surface-coated HSQ nano-posts and e-beam
patterning, the large-scale formation of block copolymer patterns without defects has
been achieved [56] and explicitly studied with simulations [57]. Carefully spaced and
shaped posts created by e-beam patterning have also enabled the design of complex
patterns of block copolymer cylinders [58]. Examples of some complex structures
created in this study are listed in Fig. 1-5 [58]. More recently, researchers in this area
investigated the formation of complex three-dimensional self-assembled structures in
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bilayer block copolymer films [59] and the rectangular symmetry of the perforated
lamellar phase in thin films [60].
a) b)
Figure 1-5: Complex self-assembled structures of block copolymer thin films using
sparse commensurate templates with locally varying motifs. a) nested-elbow struc-
tures. b) meander structures with sharp bends. These figures are from [58]
By using this "templated self-assembly" of block copolymer thin films, we can
both control the precise formation of desired defects in the block copolymer ma-
trix and guide the formation of block copolymer cylinders. By using defects and
guided cylindrical-morphology of block copolymer as templates, we can design a well-
ordered structure of discotic or disk-coil molecules confined within a block copolymer
matrix. Such a structure can be used to manufacture a very cost-effective and large-
scale organic optoelectronic device. In Chapter 7, we study the behavior of rod and
discotic molecules trapped within block copolymer defects obtained from templated
self-assembly. Finally in Chapter 8, we study the phase behavior of discotic molecules
within the guided block copolymer cylinders.
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Chapter 2
Bulk thermodynamics of disk-coil
molecules
2.1 Introduction
To study the self-assembly of discotic molecules, Veerman and Frenkel [5, 6] first intro-
duced cut-sphere models to obtain the phase diagram of discotic molecules. However,
because these models only include repulsive interactions, extremely high pressures are
needed to obtain the experimentally observed hexatic columnar phase. To address
this issue, other simulation studies have instead used the Gay-Berne potential which
is an anisotropic form of the Lennard-Jones potential to obtain the columnar phase of
discotic molecules [8, 9, 10]. For a given specific anisotropic factor of the Gay-Berne
potential, it has been found that the columnar phase appears at low pressure [10].
However, real discotic molecules do not behave as ideal ellipsoids.
To obtain stable self-assembled structures without using Gay-Berne potential at
low pressure, coil structure(alkyl chain in most experiments) is required. One such
case is polycyclic aromatic hydrocarbons surrounded by coil structures at periphery.
These molecules have been well studied both experimentally [4, 11, 12] and theoret-
ically [13, 14]. However the number of coil structures per single discotic molecule
is three, six, or even more to have symmetric structure of coils attached to discotic
molecules. An interesting problem then is how these molecules would arrange if one
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allowed for the formation of two-dimensional or three dimensional structures. To do
this, it is necessary to break the symmetry of the molecule. One such non-symmetric
molecule would be a disk-coil molecule with a single tail.
In this chapter, we investigate the self-assembly of symmetric disk-coil molecules
using Monte Carlo simulations in the NPT ensemble. By using simple bead spring
model without extra interactions, we could study the bulk thermodynamics of disk-
coil systems. In particular, we focus on the role of coil part to the phase behavior of
the system.
2.2 Molecular model and computational details
2.2.1 Molecular model
We study the self-assembly of molecules consisting of disk covalently bonded to a
coil. Each molecule is discretized into 12 "monomers", as shown in Fig. 2-1. Nearest-
neighbor beads are connected by a spring with equilibrium length ro and spring
constant kb. In order to prevent bending or folding of the disk part, we include a set
of extra springs of equilibrium length 2ro with spring constant keb= 2kb between the
following pairs of beads: (1,4), (2,5), (3,6) (see Fig. 2-1). For comparison purposes,
we also simulate disk-only such that shown in Fig. 2-1.
The potential energy of disk-coil and disk-only molecules is written respectively:
Udisk-coil = 4c
disk-disk
or [ d 12
+ 4,E
disk-coil 7d
Udisk-only =
12 )6 + 4A 12 6
Sr(dd J rdd coil-coil rcc cc
- + kb(r - ro)2 + ( keb(r - 2o)2
..d bonds extra bonds
0 , ) 1 2 0 , ) 6 ~r )S 4E ) + ( k(r -r)2
disk-disk [rdd -r J bonds b
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a) b)
Figure 2-1: Model for a) a disk-coil molecule and b) a disk-only molecule. Blue beads
represent the disk portion and silver beads represent the coil portion. The central
bead of the disk portion is highlighted in green.
The first and second terms of Udiskcojj are interactions between the similar type of
beads (disk-disk or coil-coil). In particular, we are interested in amphiphilic molecules
where the interaction between any two beads of the same type (disk-disk or coil-coil)
should be attracted to each other, while the cross interaction can be considered to be
purely repulsive. In this respect, we cut-off the third term in Uds 8kcoil above rdc > o-
and add e. This is also referred to as the Weeks-Chandler-Andersen potential [61].
In the Lennard-Jones potential, E describes the depth of potential; hence, we control
the relative attraction of the disks with respect to the coils by changing A. The bond
length ro is chosen to be 2"u, where Lennard-Jones potential between two atoms
shows a minimum. The fourth term of Udisk.coil and the second term of Udi'k-o0 lq
are harmonic potentials that express the bonding characteristic of molecules. Finally,
the last term of Udisk-coil and of Udis8konly are the additional harmonic potentials
necessary to maintain the planar character of the disks.
2.2.2 Computational details
128 disk-coil molecules and disk-only molecules were studied by Monte Carlo simu-
lations. Verlet neighbor-list algorithm with a cut-off radius of 3ro was applied for
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computational efficiency. A constant pressure and constant temperature ensemble
(N P T) is used with the variable cell shape method suggested by Parrinello and
Rahman [62, 63], to minimize free energy and remove internal stresses of the system.
Periodic boundary conditions in the variable cell shape method are also applied.
For each set of conditions (i.e. temperature, A, and pressure), we run 107 Monte
Carlo steps to allow the molecules to self-assemble from random initial configurations.
One Monte Carlo step in our case corresponds to a full update of the positions of
the molecules, i.e. it corresponds to 128 x 12 = 1536 accepted moves for disk-coil
molecules and to 128 x 7 = 896 accepted moves for disk-only molecules. At points
near phase transitions, where the time to reach equilibrium increases, we run 5 x 106
additional steps. The acceptance ratio of Monte Carlo simulation is adjusted to
0.25 by automatically changing maximum movement trial distance. The adjusted
maximum movement is also checked to be big enough for substantial movement of
molecules. Averages are taking over the final 5 x 106 MC steps.
From Udisk-cil, the dimensionless parameter A represents the relative attractive
force between coil portions relative to the disk portions (i.e. the coil-coil interaction
is proportional to A x E). Thus, we control the role of the coil to be of enthalpic
character (high A value) or pure entropic character (low A value) by adjusting A.
Reduced variables are used in this simulation; temperature T* = T x (kB/e),
distance r* = r x (1/u), volume V* = V x (1/o3 ), pressure P* = P x (U3 /E), enthalpy
H* = H x (1/E), volume density p* = p, and spring constant k* = k x (o2 /E). The
simulations are performed for a set of reduced temperatures T* that range from 0.8
to 2.0, and we explicitly study 6 different A values (0.1, 0.25, 0.4, 0.5,0.75, 1.0). To
prevent the simulation cell to expand infinitely in the disordered phase, we imposed
a small but finite value of pressure P* = 0.1. We set the spring constant of the
harmonic potential k* to 2000 and the extra bond spring constant k* to 4000.
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2.3 Results and discussion
2.3.1 Phase diagram
Disk-coil molecules which started from random initial configurations self-assemble into
four different phases as a function of T* and A: a the disordered (D), lamellar (L),
perforated lamellar (PL), and crystal phase (C). Typical side views of these phases
are shown in Fig 2-2. Snapshot of the "time" evolution of the self-assembly process
for the L case is shown in Fig 2-3. All three phases: L, PL and C have similar side
views and it is difficult to distinguish them. To show how they are arrange along the
plane we show top views of these phases in Fig. 2-4. In the disordered phase, disk-coil
molecules are oriented randomly in the box displaying Brownian-like random motion.
In the lamellar phase, the disk and coil portions order into alternating layers of disk
and coil regions, similar to the case of a bilayer. In the perforated lamellar phase,
circular holes arranged in a hexagonal pattern appear in the disk-rich layer. Finally,
the crystal phase shows a highly ordered structure of disks with 6-fold symmetry.
a) b)
Figure 2-2: Side view snapshots of the different self-assembled phases of disk-coil
molecules. Blue regions represent the disk portion, and silver regions represent the
coil portion. a) A disorder phase. b) Lamellar, perforated lamellar, and crystal
phases. Clearly, it is hard to distinguish liquid lamellar, perforated lamellar, and
crystal phases from this side view.
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a) 5 x 10A5 MC steps
c) 1.5 x 10A6 MC steps
b) 10A6 MC steps
d) 2 x 10A6 MC steps
Figure 2-3: "Time" evolution of disk-coil molecules form a random initial configura-
tion to self-assembled lamellar phase with different Monte Carlo(MC) steps at point
A = 1.0, T* = 1.3. a) 5 x 105 MC steps. b) 106 MC steps. c) 1.5 x 106 MC steps. d)
2 x 106 MC steps.
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a)
4
c) d)
Figure 2-4: Top view of one layer of different phases of disk-coil molecules assembled
structures. a) A lamellar phase, b) a perforated lamellar phase, and c) a crystal
phase. d) The close-packed nature of a crystal phase. Coil structures are removed
from this figure for visual purposes.
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The enthalpy H* and density p* vs. temperature T* of our system is presented
in Fig. 2-5 for three different values of A. At A = 1.0, where attraction between the
tails is as prominent as that for the disks, we observe a C - L and L --+ D transitions
upon increasing T*. Both transitions involve large (discontinuous) changes in the
enthalpy H* and the density p* at the transition points T* = 1.205 (C -+ L) and
T* = 1.78 (L - D). This implies that both transitions are first order. In the opposite
case where the entropic contribution of the tails dominates (A = 0.1) we observe that
the lamellar phase disappears and a perforated lamellar phase appears instead (see
Fig 2-5c). The transition points are T* = 1.0625 (C - PL) and T* = 1.275 (PL -±
D). The fact that a PL phase appears at low values of A can be understood as follows:
the free energy of the system in this case will have an enthalpic contribution mainly
from the disks, while the tails will contribute only into the entropic part. The latter
depends mostly on the conformations that the coils can acquire, and this depends on
the overall volume occupied by the coils. By "opening" holes in the lamellar phase
to form the PL phase, the system increases the overall volume occupied by the coils
which inceases proportional to the area of the holes. The penalty for forming holes,
on the other hand, scales with the radius of the apperture. Minmization of the free
energy leads to predicting the size of the holes. At intermediate values of A we observe
a succession of transitions from C -± L - PL -M D, as shown in Fig. 2-6, where we
present a phase diagram based on the relative interaction strengths and temperature
based on a series of curves such as those presented in Fig. 2-5, as well as in visual
inspection.
In particular, the general trend we find is that when the temperature is high
( T* > 1.8), regardless of the value of A, the system is in the disordered phase.
When T* is decreased, the system experiences a phase transition to the lamellar
phase or perforated lamellar phase, and ultimately reaches the crystal phase. When
the interaction between coils is mostly entropic (small A value), the system proceeds
through the disordered, perforated lamellar, and finally crystal phase as T* decreases.
A lamellar phase is not observed in this case. On the other hand, with a relatively large
attraction between coils (large values of A), the phase transition from the disorder to
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Figure 2-5: H* and p* of the system as a function of T* for different values of A. Red
line represents H* and blue line represents p*. a) A - 1.0 b) A - 0.4 c) A - 0.1. The
dashed vertical lines represent the transition points.
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Figure 2-6: Phase diagram (in the T* vs A plane) of disk-coil molecules. Lines are
guidelines for the eye only.
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lamellar phase occurs without a disordered-perforated lamellar phase transition. As
explained before, the entropic coils try to occupy a large volume at small A values,
and the system favors the perforated lamellar phase by making holes to increase
the overall volume occupied by the tails. In the same manner, strongly attracting
coils are driven to align such that they exist in the lamellar phase rather than the
perforated lamellar phase at large A values. We can clearly discern these features
at points where A = 0.1, 0.5, 0.75, and 1.0 (Fig. 2-6). At points between A = 0.25
and 0.5, all four phases appear at different values of T*. Fig. 2-6 also demonstrates
weak A-dependent transition from the lamellar phase or the perforated lamellar phase
to the crystal phase. This implies that the driving force to transform to the crystal
phase is mostly due to disk-disk attraction forces. Triple points of the disordered,
lamellar, and perforated lamellar occur somewhere around T* = 1.45, A = 0.5, and
the triple point of the lamellar, perforated lamellar, and crystal phase occurs around
T* = 1.105, A = 0.25.
2.3.2 Correlations within the crystal phase
Condensed crystal phases are common to both the assembled structure of chlorophyll
molecules and the structure needed for many device applications. Therefore, we
will now focus on the crystal phase of our system. The crystal phase of our disk-
coil molecules demonstrates a high level of ordering within the disk-rich layer of the
lamellar phase at low values of T*, where atoms in the disk portion of the molecule
try to form a close-packed system (see Fig 2-4d). This results in an ordering within
the disk portion of the bilayer which is composed of two layers of disks that form the
crystal phase.
To study the ordering or packing of the disks, we define a director vector that lies
normal to the plane of the disk as J. If we order disk shaped molecules consisting of
7 close-packed atoms like those shown in Fig. 1 within a single confined monolayer,
it is clear that any angle between Vi and vj of molecules i and j is a multiples of 60
degrees (0, 60, 120, 180, 240, 300 degree correlation). This is a well known result of
hexatic order, which has 6-fold symmetry. Also, if two layers of this structure wold
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be arranged in a close-packed manner to form one bilayer, then any angle between V
and v'j of molecules i and j in the bilayer should have 6-fold symmetry. This feature
is visually demonstrated in Fig. 2-4c.
To examine the vector-vector correlation of disk-coil molecules in the crystal phase,
we define a meaningful correlation function for our simulation. In particular we define
v from our simulation data by averaging the vectors normal to the plane consisting of
atoms (1,3,5) from Fig. 2-1 and the plane consisting of atoms (2,4,6) also from Fig.
2-1. We define the angle between Vi and ' of molecules i and j to be %ij. If two disks
are correlated by multiples of 60 degrees, the angle Gij will be appear as multiples of
60 degrees. Defining the factor Q = cos(60i), the value of Q for any pair of disks i
and j that are within the same bilayer structure will be close to 1 if there is a highly
ordered crystal phase. On the other hand, when no correlation exists, Q factor should
lie randomly from -1 to 1, and the average expected value is approximately -0.03
(obtained as follow).
/27r 7rQ(O 3)dQij j J cos(60%j) sin(Gig d6 d@jj
Qexpectation 27r j7r
dGi 0f sin(G0g jd~jjd$j
27r cos(60 3 ) sin(jj)djj
4r 35
To obtain the radial vector correlation function of our system we define a revised
radial distribution function g'(r*) that includes information from the factor Q. First,
we examine a typical radial distribution function g(r*) of the central atom of the
disk, and we revise the original g(r*) to obtain g'(r*). The typical radial distribution
function g(r*) is the probability of finding the central atoms of two separate molecules
at a distance r* and the revised g'(r*) includes the correlation information of the disk
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stacking. These functions are defined as,
N N * 11
2L( f(r* -dr* < r* < r* + -dr*)
2 2
g(r*) ) = 4N7r(r*)2dr*p*
N N *-1 1
2 Y: ES cos(601j)f (r* dr* < r* < r* + - dr*)2 ij2
9 W ~ j i4Nr(r*) 2dr*p*
where,
1 1I if (r* - dr* < r* < r* + 1 dr*)f W - -dr* < r* < r* + -dr*1) if 2 2 0 2 0 otherwise
where N is the total number disks, equivalent to the number of molecules in our
system, and p* is reduced the number density of molecules in our system which
describes the number of molecules in the reduced volume of our simulation box.
Because Q is included in g'(r*), we expect g'(r*) and g(r*) to be almost the same if
the disk portions are highly ordered. Plots of g(r*) and g'(r*) for the four different
phases are illustrated in Fig. 2-7.
From comparing g(r*) and g'(r*) we can conclude that there exists strong ori-
entational correlations between the disks only in the crystal phase. From Fig 2-7d,
the first peak in both g(r*) and g'(r*) correspond to direct disk-on-disk stacking
and show a high degree of overlapping. At distances larger than 2ro, g(r*) and g'(r*)
show similar trends. We therefore conclude that the crystal phase displays long-range
correlation. However, there are several reasons for the observed deviations between
both functions. First, the finite values for the spring constant prevent the disks from
being perfectly flat and second, the presence of defects causes a slight change in the
ordering of the system. As shown in Fig 2-7b, the lamellar phase shows short range
correlation (the first peak), but no long-range ordering is observed. In the perforated
lamellar phase (from Fig 2-7c), g(r*) and g'(r*) look very similar to the lamellar case,
but peak heights are slightly different due to pore formation. The disordered phase
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Figure 2-7: Plot of the radial distribution function g(r*) (blue line) and the revised
radial distribution function g'(r*) (red line) for the different phases: a) a disordered
phase, b) a lamellar phase, c) a perforated lamellar phase, and d) a crystal phase.
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(Fig 2-7a) demonstrates no structural correlation. The value of g'(r*) converges to
a negative value for the lamellar, perforated lamellar, and disordered phases when
the distance is large. This is related to the expected value of the correlation factor
Qexpectation for uncorrelated disks.
To proceed analyzing the correlations, it will be useful to define another factor
which describes the degree of correlation for this system. Given in equation below,
we define an intensity factor I which is the ratio of the areas of the g(r*) - r* and
g'(r*) -r* graphs. This gives a quantitative measure of the degree of correlation of the
disk-coil molecules. If I is close to 1, we can conclude that the structure of the disk
layer is highly correlated. On the other hand, if no correlation exists, I approaches
QIexpectation
f g(r*)dr*
The intensity factor for different T* and A values are illustrated in Fig. 2-8. From this
graph it is clear that, at the crystal phase transition, I strongly increases to around
0.52 as one decreases T*. Because of defects and finite spring constant values, I is
less than 1. There is still however a strong correlation of disks, despite a very sharp
periodic function of Q = cos(6ij). For non-correlated systems, we find that I is a
small, negative value which is close to Qexpectation at large values of T* (see Fig. 2-8).
2.3.3 Comparison to disk-only molecules
For comparison purposes, we have also studied a system composed of disk-only
molecules. The simulation of disk-only molecules shows only three different phases;
a disordered, a liquid, and a crystal phase. Progression through these phases occurs
upon decreasing the value of T*. The phases were discerned by changes in the den-
sity (as in the case of disk-coil molecules), and are illustrated in Fig 2-9. Of these
phases, the crystal phase shows the largest difference when compared to the disk-coil
molecule system. While the lowest energy state is the perfectly closed packed hexag-
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Figure 2-8: Plot of the intensity factor I defined in Eq. 5 for different values of T*
and A in the case of disk-coil molecules.
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onal arrangement, the disk-only system does not evolve into this state since it gets
trapped in metastable states that lack long-range order, but that are highly compact
(see Fig. 2-9d). In fact, the number of ways in which this system can arrange and
have a compact structure is much higher than in the two dimensional case, which
leads to a lower degree of order. If we compare Fig. 2-4c and Fig. 2-9c, we can
clearly discern this feature. For disk-coil molecules, the coil portion of the molecules
helps to separate the disk and coil portions in an ordered fashion to form a bilayer
system. The optimal way to pack the disk regions of each monolayer is by adopting
a 6-fold symmetry. Without the constraint imposed by the mesophase confinement,
the disk-only molecules can be close-packed in many more orientations. This results
in groups of molecules that do not demonstrate any specific ordering structure.
To be more quantitative, we examine g(r*), g'(r*), and I. These are illustrated
in Fig. 2-10. In Fig. 2-10a and Fig. 2-10b, there is almost no correlation for the
disordered and liquid phases, much like the disk-coil molecules. In the crystal phase,
however, short-range correlation is very similar to the disk-coil molecules, but the
long-range correlation is suppressed. For the crystal phase of disk-only molecules,
I ~_ 0.25; therefore we can conclude that this phase does not show good overall order.
Even though disk-only molecules show only high short-range directional correla-
tion, we also consider g(r*) to quantify the translational ordering properties. If the
distance between two central atoms of disk portion of the molecules is 26 a (the bind-
ing length of Lennard jones particles), the disk molecules must be parallel packed
(director fields are parallel to two disks). This packing will have almost perfect cor-
relation of disks regardless of the molecule type. In Fig. 2-7d, the first peak of g(r*)
is remarkably higher than any other peak (g(r*) ~_ 7.0), which indicates that it is
extremely probable to find the adjacent disk at a distance of 26 a. Alternatively,
disk-only molecules have a much less prominent first peak (g(r*) < 1.5). It is thus
clear that confinement markedly enhances the probability of finding parallel-stacks of
disks.
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a) b)
c) d
Figure 2-9: Snapshots of the three different phases assembled using disk-only
molecules. a) a disordered phase. b) a liquid phase, and c) a crystal phase. In d) we
show the closed-packed nature of the crystal phase using the bead representation.
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Figure 2-10: Plot of the radial the distribution function g(r*) (blue line) and the
revised radial distribution function g'(r*) (red line) of the different phases of disk-
only molecules: a) a disordered phase, b) a liquid phase, and c) a crystal phase. In
d), we plot the intensity factor for disk-only molecules at different values of T*.
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2.4 Conclusions
We investigated the phase behavior of amphiphilic disk-coil molecules using Monte
Carlo simulations and found that several phases depending on the temperature and
the relative strength of interaction between different parts of the molecule. We further
compared our results to disk-only molecules to elucidate the effect of the coil portion
on molecular self-assembly and ordering of the planar disks. For disk-coil molecules
we found a high temperature disordered phase that does not exhibit any orientational
correlation. Upon decreasing T* to between 1.2 and 1.8, the system assembles into a
perforated lamellar (for small values of A), or into a lamellar phase (with large values of
A). Both of these phases can be understood by looking at the competition between the
entropic and enthalpic contributions of the tails. As one decreases the temperature
further, the system transitions into a crystal phase in a somewhat A independent
manner. The amphiphilic nature of the disk and coil portions of these molecules
induce microphase separation of the different domains much like in block copolymer
systems. Disk-only molecules, on the other side, only exhibited a disordered, liquid,
and crystal phases depending on the value of temperature, and the behavior of this
system resembles a Lennard-Jones fluid.
To further analyze the ordering of the disk-rich phase, we introduced the correla-
tion function g'(r*), which is a revised form of the typical radial distribution function
g(r*) used to investigate the correlation between disk portions of the molecules. The
revised correlation function includes a correlation factor Q to quantitatively compare
the different correlation between disk portions of the molecules which have an inher-
ent 6-fold symmetry. From our results we demonstrated long-range correlation in the
crystal phase of disk-coil molecules. However, disk-only molecules exhibit relatively
low long range correlation in the crystal phase. Furthermore, even if both disk-coil
and disk-only molecules show high short range correlation, the probability for two
adjacent disk portions to be stacked parallel to each other is almost 4 times higher
for disk-coil molecules than for disk-only molecules. These results imply that the coil
structure of the molecules helps maintain long range ordering, and that confinement
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of the disk-coil molecules enhances the ability to induce organization of the planar
molecules in a given direction. Finally, the higher g(r*) value of the disk-coil molecules
as compared to the disk-only molecules at a distance of r* = 26 suggests that the coil
portion of the structure is a necessary design parameter to obtain a parallel stacking
of disk-shaped molecules. This structural feature is desired in the assembly of liquid
crystals for many applications. Also, these results give insight into various assemblies
found in nature, such as chlorophyll molecules which contain a similar disk-coil motif.
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Chapter 3
Phase behavior of symmetric
disk-coil molecules with stacking
interactions
3.1 Introduction
From the previous chapter, we investigated bulk thermodynamics of disk-coil molecules
to study the phase behavior of these molecule function of temperature and relative
interaction strength of coil structure. We showed that lamellar (L), perforated lamel-
lar (PL), and crystal phases are possible[64]. The appearance of a perforated phases
is determined by the entropic contribution of the coils measured by the parameter A,
and has been observed also in rod-coil systems[66]. In the crystal phase, the disks
are closed packed within a lamellae and the director field vectors are correlated by
60-degrees due to the one dimensional confinement of disks. However, columnar stack-
ing, which is desired in many applications such as organic transistors and photoactive
devices does not appear in this system. The model we studied previously is the sim-
plest realization of such a disk-coil macromolecule, and a more realistic description
would include further interactions that somehow prefer face-to-face stacking. The
central part of the disk would then prefer to stack strongly with the other central
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disk monomers.
Theoretical modeling of discotic system having preferential stacking interaction
has been useful to identify the properties that determine the phases that are possi-
ble and also the temperatures at which these molecules undergo the order-disorder
transition. In addition to the cut-sphere model[5] and the Gay-Berne potential[8, 9]
explained in previous chapter, researchers have added dipole-dipole interactions to
address chemical modifications in the core that produce redistribution of the charges.
The dipoles have been placed at the center of the molecules and the periphery. The
qualitative features of the phase diagrams have remained the same, but the quan-
titative aspects have changed[67]. As mentioned above, this is not the case in the
disk-coil system as we observe new phases appear as well as ordering of only the disk
portion of the macromolecules preceding the fully crystalized phase.
In this chapter, we study the symmetric disk-coil system with additional stacking
interaction using a NPT ensemble with the variable cell-shape method[62, 63]. We
focus on the effect of additional stacking interaction mimicking r-7r interaction to the
phase behavior of symmetric disk-coil moleulces. In particular, we find ordered lamel-
lar, ordered perforated lamellar, cylinder, and ordered cylinder phases as function of
attractive force of central monomers of disks. The ordered cylinder phase shows very
high degree of parallel packing of disks compared to other phases. Presumably, it can
be possible to design synthetic molecules with the architectures we present here and
observe the predicted phases.
3.2 Molecular model and computational details
3.2.1 Molecular model
We study the self-assembly of nearly symmetric disk-coil molecules with additional
interaction between the central monomers of the disks. The disk-coil model we use
is explained in detail in previous chapter, and here we briefly describe it. The disk
portion of the molecule consists of 7 monomers which are numbered by 1-7 from
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Fig. 3-1. Nearest-neighbor monomers are connected by stiff springs, and additional
springs are connected between the following pairs of monomers: (2,5), (3,6), (4,7)
to prevent bending or folding of disk. The coil part of the molecule consists of 5
monomers (numbered 8-12), and every monomer is connected by a spring to the
nearest-neighbor monomers. The potential energy of these springs is harmonic with
an equilibrium distance of req - 21/60- where o- is the Lennard-Jones parameter. For
the springs between the pairs of monomers (2,5), (3,6), (4,7), we use an equilibrium
distance of 2 req.
8
9
10
11
12
Figure 3-1: Model for a disk-coil molecule. Blue monomers(1-7) represent the
disk portion and silver monomers(8-12) represent the coil portion. The central
monomer(1) of the disk portion is highlighted in green.
The intermolecular potential energy of disk-coil molecules is described by a typical
Lennard-Jones potential given by
Uinteratomic 12xN (j)12 _ (U)6]
j>i
i and j represent the monomer index and the total number of monomers is 12 x N
where N is the number of disk-coil molecules. Different parts of the molecule have
different potential well depths which is described by e x Xi3 . The different Xij values
as a function of index i and j are listed on Table 3.1.
For monomers conforming the disks interacting with other disk beads we put x
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monomer i monomer I Xij monomer i monomer j Xi)
1-7 1-7 1 8-12 8-12 A
1-7 8-12 0 1 1 y
Table 3.1: Xij between different type of monomers
for 1. Similarly, between two monomers from the coil portion, X value is set to A.
In other words, any two monomers of the same type (disk-disk or coil coil) should
be attracted to each other with potential well depth of E and EA respectively. To
allow steric repulsion between disk and coil portions of the molecules, but retain the
amphiphilic nature of molecules, we employ an additional Weeks-Chandler-Andersen
potential[61]. Finally, when considering the interactions between central monomers
in the disks (monomer 1), we set x equal to p which produces an additional attractive
potential that prefers parallel stacking of disks.
3.2.2 Computational details
Self-assembly of 128 disk-coil molecules was studied by Metropolis Monte Carlo al-
gorithm. We used a Verlet neighbor-list algorithm with a cut-off radius of 3c- for
computational efficiency. A constant pressure and constant temperature ensemble
(N P T) is used with the Parrinello and Rahman box shape method[62, 63] to min-
imize the free energy and remove internal stresses in the system. Periodic boundary
conditions in the box shape method are also applied.
For each set of conditions (i.e. temperature, A and p), we run 10' Monte Carlo
movement steps to allow the molecules to self-assemble from random initial config-
urations. Each Monte Carlo step corresponds to a full update of the positions of
the molecules, i.e. it corresponds to 128 x 12 = 1536 accepted moves of monomers.
At points near phase transitions, where the time to reach equilibrium increases, we
run 10' additional steps to equilibrate the system. The acceptance ratio of Monte
Carlo simulation is adjusted to 0.25 by automatically changing maximum movement
distance. The adjusted maximum movement is also checked to be big enough for sub-
stantial movement of molecules for higher chances to escape form metastable states.
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Averages are taking over the final 5 x 106 MC steps to study thermodynamic prop-
erties.
The dimensionless parameter A represents the relative attractive force between
coil portions relative to the disk portions (i.e. the coil-coil potential well depth is EA
and the disk-disk potential well depth is E). Thus, by adjusting A we control the role
of the coil to be enthalpic (high A value) or entropic (low A value) . Also, by adjusting
the additional attractive potential y between central monomers of disks we control
the relative role of disk stacking with respect to the tails.
Reduced variables are used in this simulation; temperature T* = T x (kB/C),
distance r* = r x (1/u), volume V* = V x (1/a 3), pressure P* = P x (ors/e), enthalpy
H* = H x (1/c), volume density p* = p, and spring constant k* = k x ( 2 /c). The
simulations are performed for a set of reduced temperatures T* that range from 1.2 to
1.6, and we explicitly study different A values ranging from 0.1 to 1.0. We also change
the y value from 1.0 to 6.0. We limit the value of p to 6, because when y exceed
6.0 the system freezes at metastable states due to strong attractions between center
monomers. Also, to prevent the simulation cell to expand infinitely in the high T*
phases, we imposed a small but finite value of hydrostatic pressure P* = 0.1. We set
the spring constant of the harmonic potentials k* to 2000 and the extra bond spring
constant 2k* to 4000.
3.3 Results and discussion
3.3.1 Ordered phases
At y = 1.0, disk-coil molecules without additional central monomer interaction self-
assemble into four different phases from random initial configurations depending on
T* and A: disordered (D), lamellar (L), perforated lamellar (PL), and crystal phase
(C)[64]. Because of the enthalpic contribution of disks, disk-coil molecules form a
crystal phase at low T* regardless of the role of the coil(A). However, we expect a
different temperature of the crystalization of disks when t is higher than 1 because
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of the additional central monomer interaction. We also expect that ordering in the
crystal phase at higher y to be somehow different to the case of P = 1 because
attractive forces between central monomers of disks will cause preferred face-to-face
packing of disks. From now on, we name crystalized phases at higher p as "ordered
phases".
From our simulation results we obtain four additional phases compared to the
= 1 case: ordered lamellar (LO), ordered perforated lamellar (PLO), cylinder
(Cy), and ordered cylinder (CyO) phases. Typical side views of these phases are
shown in Fig. 3-2. LO and PLO have similar side views, so it is hard to distinguish
them. Similarly, it is hard to distinguish between Cy and CyO. To show how disks
are arranged in the disk-rich region of these phases, we display top views of LO and
PLO phases, and one cylinder views of Cy and CyO phases without showing the
coils in Fig. 3-3. In the ordered lamellar phase, 4-6 parallel stacked disk rods are
closed packed in random directions in lamellar phase like grains of parallel stacked disk
layers. The ordered perforated lamellar phase is somewhat similar to the arrangement
of disks in the ordered lamellar phase except that the disk-rich region is perforated.
Notice also the faceting of the pores. The cylinder phase is a hexagonally closed
packed disk-rich phase similar to that appearing in block copolymers. The ordered
cylinder phase has super-parallel stacked disks within the cylinder phase as can be
seen in Fig. 3-3d.
Like the L - C or PL - C phase transitions from earlier paper, transitions to
ordered phases are also first order. Fig. 3-4 represents the enthalpy H* and density
p* versus temperature T* in some y and A conditions near ordering transition points.
Clear discontinuities of H* and p* by decreasing T* near all ordering transition points
tell that L -+ L_0, PL -± PL_0, and Cy -+ Cy-O transitions are first order phase
transitions. Based on these, we construct phase diagrams as a function of A and T*
for 6 different y values in Fig. 3-5. We explain the details about these phase diagrams
in the next section.
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Figure 3-2: Side view snapshots of the different self-assembled phases of disk-coil
molecules. Blue regions represent the disk portion, and grey regions represent the
coil portion. a) Ordered lamellar and ordered perforated lamellar phases. b) Cylinder
and ordered cylinder phases.
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Figure 3-3: Top views of one layer of a) ordered lamellar phase and b) ordered
perforated lamellar phase. One cylinder views of c) cylinder phase and d) ordered
cylinder phase. We removed coil portion of disk-coil molecule to see arrangement of
disks more clearly.
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Figure 3-4: H* and p* of the system as a function of T* for different values of P and
A at points near ordering phase transitions. Red line represents H* and blue line
represents p*. a) y = 4.0 A = 1.0 b) p = 5.0 A = 0.25 c) y 6.0 A = 0.1. The dashed
vertical lines represent the transition points.
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values of p
Phase diagrams (in the T* vs A plane) of disk-coil molecules with different
a) y = 1.0 b) y= 2.0 c) p = 3.0 d) y = 4.0 e) y = 5.0 f) p = 6.0. Lines
are guidelines for the eye only.
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3.3.2 Phase diagram
Fig. 3-5 shows phase diagrams in T* and A plane for six different y values. At
intermediate temperature, where T* is not low enough to crystalize disks at y = 1.0,
(enthalpic) coils (high A) prefer to phase separate in a similar fashion to lamellar
phase of block copolymers. However, in the case of low A, where the entropy of the
coils dominates, the system opens up holes in the disk rich region to increase entropy
of the coils by increasing their overall available volume. The increase in entropy from
opening holes in the disk-rich bilayer compensates and even exceeds the enthalpic
loss of disks to minimize the total free energy; therefore, the system forms a stable
PL phase[64]. By increasing the yi value, the disordered D region decreases and the
region of L and PL phases increases. Also, the system crystalizes (experience phase
transition to ordered phase) at a higher T* as we increase the P value due to the
added enthalpic contribution of disks. One can clearly observe these features if one
compares the two phase diagrams: p = 1.0 and p = 2.0. At y = 2.0, the L phase
tranforms into the LO phase at high A and T < 1.25. If we increase P to 3.0, the
regions of L and PL phases increases a little more and ordered phase boundaries
start to cover the L and PL phases. In other words, the system experiences phase
transitions from L and PL phases to L_0 and PLO phases, respectively, at higher
T*. A similar trend is observed for p = 4.0 except that a new Cy phase appears
between the PL and D phases at low A. The Cy phase can be explained as follows:
if one increases p considerably, the overall enthalpy of stacking disks increases, but
the entropic role of coils remains the same. As a result, phase separation occurs
at higher T* (we can see this from the fact that the D phase region decreases with
increasing p). Therefore, we can think that if p is increased, A is effectively decreased
at elevated T*. In this respect, at p = 4.0 with low A, coils effectively need more
space than in the PL phase to increase free energy. The enlarged holes eventually
connected together, and the cylinder phase is stabilized. As a result, at high p and
low A, the system experiences D - Cy -+ PL phase transitions as we decrease T*.
Another way of stating the previous train of thought is that the final structure to be
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formed depends on the interplay between the enthalpy and entropy of the system.
In the large y regime, the lateral disk interactions are not as important because the
dominant enthalpic interaction is given by the central monomers. On the other hand,
the entropy of the coils is increased if the curvature of the structure is larger. Thus,
in the low A and high p regime one expects a cylindrical phase instead of a lamellar
one. At y = 5.0, regions of PL and Cy phases increase and Cy-O phase appear which
shows a high degree of parallel packing compared to other ordered phases. Similarly,
at p = 6.0, PL and Cy phase regions increase, as well as the ordered phase boundary.
At this value of p, it is hard to find the D phase except if one considers the region
with high T* and low A. In summary, phase behavior of disk-coil molecules with
additional attractive interaction between central monomers of disks follows several
rules listed below.
1. As A decreases, entropic role of coil increases.
2. As y increases, we can think that A effectively decreases.
3. As the entropic role of coil increases, L - PL - Cy transformations occurs.
But Cy phase appears only above a certain At value.
4. As T* decreases, ordered phase boundaries start to appear, and these bound-
aries move to higher T* as y increases, as expected.
In the next section, we will analyze the various ordered phases in a more quanti-
tative fashion.
3.3.3 Parallel packing of ordered phases
Columnar structures with parallel stacked disks are common in discotic liquid crys-
tals and understanding how to control their ordering is important for many device
applications. Due to the additional central monomer attractive force, regional parallel
stacking (4-6 disks are stacked in parallel) is obtained from LO and PLO phases,
and long-ranged parallel stacking is reached at CyO phase as can be seen from Fig.
3-3. To study the parallel stacking of ordered phases, we define the integration of the
radial distribution function as a correlation function to calculate the probability of
parallel stacking of the disks. This function is defined in equation below.
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Pparauiei J.rq g(r* )4rr*2dr*
where, g(r*) is the radial distribution function of the central monomers of disks,
and r* = 21/6 in reduced equilibrium distance a unit of c-. When we integrate
g(r*) with respect to certain volume, we can count how many central monomers exist
within the integrated volume in average. Clearly, if we integrate over the simulation
box, the result is N - 1 = 127. Therefore, Parallel is a function that counts the
number of central monomers which is equal to the number of disks within the sphere
of radius 1.5 r*. Fig. 3-6 represents the sphere with radius 1.5r* which has same
center coordinate to the central monomer of disk. Pareale counts the average number
of neighboring disks whose central monomers stay within this sphere. We can clearly
see that when molecules are perfectly parallel packed, Pparaiiei reaches 2, otherwise,
Pparallel cannot exceed 2.
Figure 3-6: Representation of disk-coil molecule with semi-transparent sphere of ra-
dius 1.5req. Pparaiiei represents the number of neighboring central monomers of disks
within that sphere.
Pparallel values of non-ordered phases (D, PL, L, and Cy phases) are below 1.2.
Because attractive force of disks are not that strong for these phases, it is not likely
to be packed parallel, therefore Parauiei values are low. However, Paraliel values of
ordered phases (PLO, L-0, and CyO phases) are mostly above 1.4 because disks
prefer to stack on top of each other due to the strong attractive force between central
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monomers. Fig. 3-7 shows plots of Pparaei values as a function of A at three different
p and T* conditions for ordered phases. Paraiiel values stay in the range fro 1.4 to
1.65 for PLO and LO phase, but when A is very low with a high value of p, the
system reaches CyO phase, and Pparaiiei values jump to near 1.8. Based on Pparaiiei
we can also calculate the average number of stacked disks in a row from a rough
calculation shown below.
Pparaiei -2(Narallei - 2) + 2
Nparauiel
2
Nparauiei = -2 -- Pparallel
For PLO and LO phases, based on this calculation, average number of parallel
stacked disks in a row is between 3.33 and 5.71. After we consider the presence
of a defect, in average 4-6 disks are stacked in parallel without termination. These
features are well represented in Fig. 3-3a and Fig. 3-3b. 4-6 parallel stacked disks
compose a nanorod, and these nanorods are stacked to have lamellar or perforated
lamellar morphology in any direction like grains in typical materials. On the other
hand, average number of stacked disks in parallel is around 10.0 for CyO phase. If
we count some defects as you can see in Fig. 3-3d, 12-15 disks should be stacked in
parallel for one nanorod. From Fig. 3-3d super-aligned disks in parallel form long
nanorods, and these nanorods of disks are stacked also in parallel to form cylinder
which is similar to columnar structure. The difference of these phases that determine
the average number of stacked disks in parallel is entropic coil of the molecule.
The coil portion of the molecule is very important to make disks stacked in par-
allel. To minimize surface energy, the director field vector (in our case, the vector
perpendicular to the disk plane) should direct along the boundary of coil and disk
regions. If the director field vector is perpendicular to that boundary, all 7 monomers
should be exposed toward to the coil region, and this brings additional surface energy
to the system. Director field vectors in LO and PLO phases are parallel to the coil
rich region, but they still have two degrees of freedom within the lamellar plane. This
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implies that the director field vectors have two dimensional degree of freedom, and
the only way disks can be packed is in a hexagonally arrangement. This causes 60
degrees correlation of the director field vector [64]. However, In CyO phase, entropic
coils encapsulate the disk-rich region to form cylinders which provide essentially two
dimensional confinement. To minimized surface energy, all director field vectors must
be aligned in one direction because they have only one degree of freedom. Therefore,
with high p and low A, entropic coils enforce disks to be confined in a lower dimension,
and this clearly enhances the probability of finding long parallel stacks of disks. This
said, confinement due to the coils has a strong effect in the final arrangement of the
disks.
3.4 Conclusions
In this chapter we have investigated the phase behavior of disk-molecules with stack-
ing interactions using Monte Carlo simulations. We found several phases depending
on the temperature T*, the relative strength of disk and coil portions A, and the mag-
nitude of the aforementioned stacking forces characterized by the parameter P. In ad-
dition to D, L, PL, and C phases found in the simplest case of disk-coil molecules[64],
we found a LO, PL_0, Cy, and CyO at elevated values of p. Disk rich layers of the
ordered phases (L_0, PLO, and Cy_0) are composed of parallel stacks of disks with
a varying degree of aligment. We have constructed the phase diagrams as function
of A and T* with six different At values. At low p and intermediate T*, L -+ PL
transition occurs with decreasing A. At high At and intermediate T*, L -+ PL -+ Cy
transitions occur when we decrease A. We could understand these phase transitions
by looking at the competition between entropic and enthalpic contributions of the
coils. Ordered phase boundaries move to higher T* when increasing the stacking
parameter p because the enthalpic contribution of the disks increases, as expected.
To study the quality of the parallel stacking in the ordered phases, we introduced
P,araiie, which is the average number of neighboring disks within short range distance.
Based on this, we could calculate Nparaei, the average number of stacked disks in
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parallel in a row. For LO and PLO phases, only 4-6 disks are stacked in parallel
in one nanorod. However, 12-15 disks are stacked in parallel in one nanorod in the
CyO phase which provide very high degree of alignment. The difference between
these three phases is only due to the entropic role of the coils. This high probability
of parallel stacking is desired in the assembly of discotic liquid crystals, and our
results may provide new design strategies for planar molecules that could be used in
optoelectronic devices.
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Chapter 4
Phase behavior of asymmetric
disk-coil molecules
4.1 Introduction
Until recently the single coil problem had not been treated for the discotic molecules,
despite the wider range of structures that are possible [64, 65]. Interestingly, a re-
lated system, rod-coil molecules, has received wide attention [24]. Theory in this case
has been developed and solved numerically, and it has found good agreement with
experiments [25, 26]. Furthermore, it was realized in these works that the relative
volume fraction of one block to the overall polymer was not the best descriptor, but
rather the contour length fractions gave a more intuitive understanding of the un-
derlying physics. This is to be contrasted with the case of coil-coil block copolymers
where the volume fraction of one of the blocks is sufficient to describe the system.
In this chapter, we present an exhaustive study of the phase behavior of disk-coil
molecules with different coil lengths and different values for the stacking interactions.
We construct the phase diagrams for all the different conditions and show that, as
in the case of rod-coils, the coil length fraction to the diameter of the disk is a good
descriptor. For this system we find a variety of phases depending on the temperature
of the system. In particular, we find a disordered phase at high T, and a lamellar,
perforated lamellar, and cylinder phases with liquid-like correlations at intermediate
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T depending on the relative strength of the stacking interaction and the length of
the coil portion of the molecules. At low temperatures, the disk-rich regions sponta-
neously order and we find ordered lamellar, ordered perforated lamellar, and ordered
cylinder phases. The appearance of perforated phases is determined by the entropic
contribution of the coils that was previously measured by the parameter A [64, 65],
and has been observed also in rod-coil systems [66]. In this article we are interested
in the experimental regime in which A << 1, and for the rest of this paper we set it to
A = 0.05. This corresponds to the relative strength of interaction between alkyl-alkyl
groups compared to 7r - 7r stacking interactions.
In this chapter, we explore the self-assembly of asymmetric disk-coil molecules
using Monte Carlo simulations in the NPT ensemble. We focuse on the role that coil
length compared to the size of the disk has on the phase behavior of the system, as
well as the effect of added stacking interactions between the disks
4.2 Molecular model and computational details
4.2.1 Molecular model
We study the self-assembly of disk-coil molecules having various coil lengths with
additional attractive interactions between the central monomers of the disks. These
added stacking interactions mimic the extra bonding potential that planar molecules
may exhibit in reality. The disk portion of the molecule consists of 7 monomers
arranged as a filled and rigid hexagon (numbered 1 to 7), and the coil portion of the
molecule consists of Nc monomers (numbered 8 to 7+Nc) (see Fig. 4-1 for a sketch
of the molecule). Nearest-neighbor monomers including both coil and disk portions
are connected by stiff harmonic springs,
1
U(r) = -k(r - req) 22
where req = 21/6o- is the equilibrium distance of a Lennard-Jones potential used as
the intermolecular potential as explained below and k is a harmonic spring constant.
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Also, we include additional springs between the following pairs of monomers: (2,5),
(3,6), (4,7) to prevent bending or folding of disk. For the springs between the pairs
of monomers (2,5), (3,6), (4,7), we use an equilibrium distance of 2req and a spring
constant of 2k.
Figure 4-1: Model of a disk-coil molecule. Blue monomers (2 to 7) represent the disk
periphery and silver monomers(8 to 7+Nc) represent the coil portion, where Nc is the
number of coil monomers in one disk-coil molecule. The central monomer (1) of the
disk portion is highlighted in green.
The intermolecular potential energy between two monomer types i and j on the
molecules is described by a typical Lennard-Jones potential with cut-off radius r3 for
lower computational cost. The general expression for all interactions can be written
as
ULJ(rij) =
12 (r)6 (J)12 () 6
4eX if rij < r
rij ij rc rc
0 otherwise
where as before, i and j represent the monomer type. In this particular study
we have three different types: i) a coil monomer, ii) a periphery disk monomer, and
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iii) a central disk monomer. The interaction depth eXij and the cut-off radius rZJ
depend on the combination of i and j. Table 4.1 presents the parameters used in this
simulations. Notice that c is the same for all the interactions, and we only vary Xij.
monomer i monomer j xij r_
2-7 1-7 1 3.09
8-N 8-Nc 0.05(A) 3.0a
1-7 8-Nc 1 21/6-
1 1 p 3.0c
Table 4.1: Xij and rcj between different type of monomers i and j
An overview of the interactions is described here. For monomers in the disk
periphery (2-7) interacting with other disk beads (1-7) we put Xij = 1. When consid-
ering the interactions between central monomers of the disks (monomer type 1), we
set Xij equal to p which can be tuned to induce an additional attractive interaction
that prefers parallel stacking of disks. p = 1 would render all the beads in the disk
indistinguishable. The interaction between two monomers in the coil portion, Xij, is
set to 0.05 In this study, the relative attractive potential between coil portions is 20
times weaker than that of disk portions to mimic the real system where the weak
attraction between the alkyl chains is substantially lower compared to that from the
conjugated parts, as experimental studies have shown [11]. Finally, to allow steric
repulsion between disk and coil portions of the molecules, but retain the amphiphilic
nature of molecules, we employ an Weeks-Chandler-Andersen (WCA) potential [61]
rather than typical Lennard-Jones potential. By using 21/ 607 as the cutoff radius, the
WCA potential only contains the repulsive part of typical Lennard-Jones potential.
4.2.2 Computational details
Self-assembly of 128 disk-coil molecules was studied by means of a Metropolis Monte
Carlo algorithm. A constant pressure and constant temperature ensemble (N P T)
is used with the Parrinello and Rahman box shape method [62, 63] to minimize the
free energy and remove internal stresses in the system. Apart from representing the
76
natural conditions of the self-assembly process, this method allows the relaxation of
any strain in the system due to the imposed periodic boundary conditions. The sim-
ulation box in this method is not fixed, and thus, it relaxes to the natural symmetry
of the phase to be assembled. For example, in the case of cylinder phase, the box
naturally takes a hexagonal unit cell. Recent work using this method has shown that
it is extremely efficient at computing the phase diagram of crystals [68] and block
copolymers [69], and we have found it very useful while studying symmetric disk-coil
molecules [64, 65]. Periodic boundary conditions in the box shape method are also
applied.
For each set of conditions (i.e. temperature, yt and Nc), we run 10' Monte Carlo
movement steps to allow the molecules to self-assemble from random initial config-
urations. Each Monte Carlo step corresponds to a full update of the positions of
the molecules, i.e. it corresponds to 128 x (7 + Nc) accepted moves of monomers.
At points near phase transitions, where the time to reach equilibrium increases, we
run 107 additional steps to equilibrate the system. The acceptance ratio of Monte
Carlo simulation is adjusted to 0.25 by automatically changing maximum movement
distance. The adjusted maximum movement distance is also checked to ensure a high
probability to escape form metastable states. Averages are taken over the final 5 x 106
MC steps to study thermodynamic properties.
In this simulation, the role of the coil portion is assumed to be mostly entropic due
to the low value of the potential well depth between two monomers in the coil portion
(0.05e). Therefore, by increasing the number of monomers in the coil Nc, we can
increase the entropic role of the coil. In contrast, the disk portion contributes mostly
in an enthalpic way compared to the coil portion because the potential well between
disks is 20 times deeper than that of coils. Also, by adjusting the additional attractive
potential p between central monomers of disks we control the relative enthalpic role
of disks.
Reduced variables are used in this simulation; temperature T* = T x (kB/E),
distance r* = r x (1/u), volume V* = V x (1/u 3 ), pressure P* = P x ( 3 /E), enthalpy
H* = H x (1/c), volume density p* = p, and spring constant k* = k x (u2 /c). The
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simulations are performed for a set of reduced temperatures T* that range from 1.2 to
1.6, and we explicitly study a different set of Nc: 3,4, 5,6, and 8. We also change the
p value from 1.0 to 6.0. Also, to prevent the simulation cell from expanding infinitely
in the high T* phases, we imposed a small but finite value of hydrostatic pressure
P* = 0.1. We set the spring constant of the harmonic potentials k* to 2000 and the
extra bond spring constant 2k* to 4000.
4.3 Self-assembled structures and phase diagram
of disk-coil molecules
The overall phase diagram of disk-coil macromolecules is shown in Fig. 4-2 as a
function of the three relevant parameters, namely the number of monomers in the
coil structure Nc, the reduced temperature T*, and the central monomer interaction
parameter p. In what follows we discuss in detail the different phases obtained.
4.3.1 Disordered phase (D)
At high temperature, when entropy dominates, disk-coil molecules do not display any
particular preferred phase, and simply do random brownian motion. We define this
phase as a disordered phase (D) similar to the disordered state in the block copolymer
case when the XN parameter is not high enough to allow the system to phase separate.
A snapshot of the disordered phase is shown in Fig. 4-3. From the phase diagram in
Fig. 4-2, it is also evident that the phase separation temperature from the disordered
phase into an ordered state in the disk-coil system is largely controlled by P. This
feature is determined from the fact that the phase transition temperature from D
to L, PL, or Cy increases approximately linearly with p (see Fig. 4-2b, 4-2c, and
4-2d). This is due to the enthalpic contribution of the disks that grows with the
central monomer attractive parameter p. If the enthalpic part of the free energy of
the system from the aggregation of disks exceeds the entropic part of the free energy
from fluctuations of the coils and mixing of molecules, the system will phase separate
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Figure 4-2: (a) Phase diagram of disk-coil molecules in the T*, y-, and Nc space. We
also present the phase diagrams for fixed Ncas a function of T* and p for (b) Nc = 8, (c)
Nc = 5, and (d) Nc = 3. D, L, PL, Cy, LO, PLO, and CyO correspond to disordered,
lamellar, perforated lamellar, cylinder, ordered lamellar, ordered perforated lamellar,
and ordered cylinder respectively (see text for explanations). Lines are guidelines for
the eye only. The red arrow indicates the direction in which Nc increases, showing
the transition path L -4 PL -+ Cy. The blue arrow indicates the direction in which
p increases, showing the transition from PL -+ Cy
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a)
to a lamellar (L), a perforated lamellar (PL), and a cylinder (Cy) phase depending
on the coil length Nc, as clearly shown in Fig. 4-2a. Interestingly, we point out that
the coil length does not have a large role in determining the order-disorder transition
temperature. A large change in Nc from 3 to 8 only yields a minor difference in TODT.
Figure 4-3: Snapshot of the disordered phase (D) of disk-coil molecules in the wire
representation described by lines that connect nearest neighbor. Blue regions repre-
sent the disk portion, and grey regions represent the coil portion.
4.3.2 Lamellar (L), Perforated Lamellar (PL), and Cylinder
(Cy) phases
Decreasing the temperature from the disordered phase allows the system to phase
separate to a lamellar (L), perforated lamellar (PL), and cylinder (Cy) phases. In
the lamellar phase, the disk and coil portion order into alternating layers of disk and
coil regions, similar to the case of a lipid bilayer. In the perforated lamellar phase,
hexagonally close-packed holes exist in the disk rich region, and these holes are filled
with the coils. Finally the cylinder phase shows hexagonally close-packed disk rich
cylinders surrounded by coils. These features are shown in Fig. 4-4, 4-5, and 4-6 for
L, PL, and Cy phases respectively. A discontinuity of the enthalpy H* and volume
density p* as a function of T* from Fig. 4-7 implies that the phase transition from
the disordered state to L, PL, and Cy are all first order transitions.
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Figure 4-4: (a) Snapshot of the lamellar (L) phase of disk-coil molecules by using the
wire representation. Blue regions represent the disk portion, and grey regions repre-
sent the coil portion. In (b) we show only the disks by making the coils transparent,
from which one can clearly see the lamellar ordering.
a)b
Figure 4-5: (a) Snapshot of the perforated lamellar phase (PL) of disk-coil molecules
by using the wire representation. Blue regions represent the disk portion, and grey
regions represent the coil portion. (b) Single disk-rich region picture with transparent
coils exhibits a hexagonally close-packed hole array, indicating a perforated lamellar
phase.
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Figure 4-6: (a) Snapshot of cylinder phase (Cy) of disk-coil molecules by using the wire
representation. Blue regions represent the disk portion, and grey regions represent the
coil portion. (b) By making the coils transparent, the hexagonally packed cylinders
are evident.
The number of monomers in the coil structure of disk-coil molecules plays an
important role in determining the phase of the system among the three cases, namely
L, PL, and Cy. From Fig. 4-2a, the short coil length Nc = 3 of disk-coil molecules
drives the system into a L phase which has a relatively lower entropic contribution
from the coil compared to the PL and Cy phases. When we increase Nc, the entropy of
the coils increases if the volume per single coil is increased since this avoids stretching
the chains strongly. Thus we expect to find other phases by increasing the length
of the coil. This is the case, and we find a PL or Cy phase depending on the value
of Nc. It is important to note that we observe direct entrance to all of these phases
from the disordered phase by changing the length of the coil depending on the value
of p. Furthermore, there are also transitions between the aforementioned phases that
depend on the value of p, and these can be understood in the same way by noting
that increasing the value of p effectively increases the enthalpic role of the disks.
There are several ways we can navigate through the phase diagram. First we will
consider what happens as we increase the length of the coil Nc, as represented by the
vertical transparent red arrow in Fig. 4-2a. At small sizes the L phase is preferred.
However, when we increase the length of the coils, the entropy of the coils will drive
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Figure 4-7: Enthalpy H* and densityp* of the system as a function of the temperature
T* for different values of [ and Nc. The red line represents H* and the blue line
represents p*. (a) y = 2.0 Nc = 3 (b) y = 2.0 Nc = 4 (c) y 2.0 Nc = 8. The
dashed vertical lines represent the transition points.
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them to occupy a larger volume by opening holes in the disk rich region, i.e the PL
phase. As the increase in entropy by opening a hole exceeds the enthalpic loss from
the disk rich region, the free energy of the PL phase becomes lower than the free
energy of L phase and this results in a stable PL phase. If we further increase Nc,
enlarged holes are connected, and the disk region become cylinders surrounded by
coils which is the Cy phase. Also, these cylinders are hexagonally close-packed in a
coil rich matrix to minimize the free energy of the system.
Even though the sequence L -± PL -± Cy transition can be observed by increasing
N, we can also control the relative entropic role of the coils by changing p, as stated
before. Using this variable instead, we can move in the phase diagram by following the
transparent blue arrow in Fig. 4-2c. Higher p values increase the effective enthalpic
role of the disks, while the entropy contribution of the coils remains the same. Thus,
in relative fashion, at larger y the coils are more "entropic" in the high p region. This
explains why one goes from a PL -± Cy phase. We can clearly see this feature in Fig.
4-2c.
4.3.3 Ordered Lamellar (L_0), Ordered Perforated Lamellar
(PLO), and Ordered Cylinder (CyO) phases
From the L, PL, and Cy phases, if we further decrease the temperature or increase the
p, the system crystalizes to an ordered lamellar (L-0), ordered perforated lamellar
(PLO), and ordered cylinder (CyO) phases. These phase transitions are also first
order from the discontinuity of H* and p* as a function of T*, as shown in Fig. 4-
11. Snapshots of LO, PL_0, and CyO phases are shown in Fig. 4-8, 4-9, and 4-10
respectively. LO, PL_0, and CyO phases have the same large scale structure as
their fluid couterparts L, PL, and Cy phases respectively, but the disks are ordered
in specific ways in the ordered phases. In the LO phase, trains of disks composed of
3-5 stacked disks in parallel are close-packed to form a disk-rich region with lamellar
symmetry. Similarly, the PL-0 phase contains similar trains of disks forming the disk
rich region, except for the fact that there exist also holes in the disk rich region. In
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the CyO phase, most disks are stacked in parallel, and three or four of these long
trains aggregate to form a columnar structure similar to that appearing in discotic
liquid crystals.
a) b)
Figure 4-8: (a) Snapshot of the ordered lamellar phase (L-0) of disk-coil molecules
in the wire representation. Blue regions represent the disk portion, and grey regions
represent the coil portion. In (b) we present a single layer of disks to examine order-
ing/stacking of them. The coils have been removed in this figure for visual purposes.
To study the parallel stacking of disks quantitatively, we define an order parameter
that integrates the short range part of the radial distribution function of the central
monomers in the disks, mathematically written as
Pparauiei j l.5rqg(r*)47rr*
2dr*
where g(r*) is the radial distribution function of the central bead of disks, namely
monomer 1. This order parameter is the average number of stacked disks in parallel,
and can vary from 0 to 2. The latter value is obtained when every disk is stacked in
parallel in an idealized fashion. Pparaiiei values for LO, PLO and CyO phases under
all sets of conditions (T*, p, Nc) were calculated and are listed on Table 4.2.
Table 4-2 shows that Pparauiie values stay in the range from 1.35 to 1.5 for PLO
and L-O phases, but jump to values around 1.8 at the CyO phase, clearly indicating
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a) b
Figure 4-9: (a) Snapshot of the ordered perforated lamellar phase (PL-0) of disk-coil
molecules in the wire representation. Blue regions represent the disk portion, and
grey regions represent the coil portion. In (b) we present a single layer of disks to
examine ordering/stacking. Notice the appearance of a hexagonally aray of faceted
holes. The coil portion is removed in this figure for visual purposes.
a) b)
Figure 4-10: (a) Snapshot of the ordered cylinder phase (CyO) of disk-coil molecules
in the wire representation. Blue regions represent the disk portion, and grey regions
represent the coil portion. In (b) a single disk rich cylinder is presented to exhibit
the high degree of order appearing n the system. The coil portion is removed in this
figure for visual purposes.
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Figure 4-11: Enthalpy H* and density p* of the system as a function of the temper-
ature T* for different values of p and Nc. The red line represents H* and the blue
line represents p*. a) p = 6.0 Nc = 3 b) yj = 6.0 Nc = 4 c) p = 5.0 Nc = 8. The
dashed vertical lines represent the transition points.
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0 44
p*
0.4
0.38
0.36
0.34
0.32
0.32
0.3
0.26
T*, pI, N phase Pparauei T*, y, Ne phase ParaueI T*, p, Ne phase Pparauiei
1.2,3.0,3 LO 1.463 1.2, 4.0,3 LO 1.451 1.2, 5.0,3 LO 1.396
1.2,6.0,3 LO 1.480 1.3,6.0,3 LO 1.472 1.225, 6.0, 3 L-O 1.455
1.25,6.0,3 L-O 1.486 1.275, 6.0,3 LO 1.383 1.2,3.0,4 PLO 1.406
1.2,4.0, 4 PLO 1.463 1.2,5.0,4 PLO 1.465 1.2,6.0,4 PLO 1.473
1.3,6.0,4 PLO 1.479 1.225, 6.0,4 PLO 1.433 1.25,6.0,4 PLO 1.425
1.275, 6.0 4 PL_0 1.476 1.2, 3.0,5 PLO 1.439 1.2, 4.0,5 PLO 1.370
1.2,5.0,5 CyO 1.798 1.2,6.0,5 CyO 1.779 1.3,6.0,5 CyO 1.802
1.2,3.0,6 CyO 1.815 1.2,4.0,6 CyO 1.782 1.2,5.0,6 CyO 1.833
1.2,6.0,6 CyO 1.870 1.3,5.0,6 CyO 1.801 1.3,6.0,6 CyO 1.797
1.2,3.0,8 CyO 1.798 1.2,4.0,8 Cy-O 1.833 1.2,5.0,8 CyO 1.784
1.2,6.0,8 CyO 1.827 1.3,5.0,8 CyO 1.816 1.3,6.0,8 CyO 1.795
1.325,5.0,8 CyO 1.855 1.4,6.0,8 Cy_0 1.826 1.225, 5.0,8 CyO 1.799
1.25,5.0,8 CyO 1.817 1.275,5.0,8 CyO 1.832
Table 4.2: Paraliei values for different simulation conditions
to LO, PLO or PLO phases
(T*, y, Nc) corresponding
the prefered alignment in this microstructure. Another useful function to quantify
the ordering of disks is the average number of stacked disks in a row Nparaiei that can
be calculated roughly from Pparaie as follows
Calculated Nar 11ei values for LO and PLO phases range from 3.08 to 4.0 which
are similar in range to what is observed directly by visual inspection. From Fig.
4-8b and Fig. 4-9b, we can clearly see that trains composed of 3-5 stacked disks in
parallel are close-packed to form disk rich layers. However, for the CyO phase, the
calculated Nparaiei value reaches 10.0 which means disks are highly ordered. After
counting some defects, 12-15 disks stacked in parallel should be observable, and this
is clearly seen in Fig. 4-10.
Nparallel = 2 - Pparaiel
This equation is obtained by noting that the average number of parallel stacked
neighbors in a given ordered train of Nparaiei molecules can be written as pparaiie =
2Nparael2. This equation is intuitive, since the total number of parallel stacked
Nparallel
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neighbors is 2 Nparaiie - 2, where the last subtraction accounts for the ends. Finally,
to obtain the average we need to divide by the total number of molecules in the train
Nparauiei.
From our quantitative studies on the parallel stacking of disks, we can conclude
that the coil structure in the disk-coil molecule plays a critical role in the ordering
of disks. Increasing the number of monomers Nc increases the entropy of the system
and allows it to transform from LO phase to PLO phase. A further increment of Nc
drives the system to reach a CyO phase from a PLO phase, which is accompanied
with an enhanced parallel order of the disks. We can explain this enhancement in
the order by analyzing the director field under confinement. The director vector is
defined as the unit vector normal to the plane of a disk as described in Fig. 4-12a.
For a two dimensional periodic structure such as the LO or the PLO phases, the
director vector has two degrees of freedom as shown in Fig. 4-12b and 4-12c. In these
crystalline phases (low T*), the only way to stack disks in a close-packed manner
is a 6-fold degenerate hexagonal arrangement [641. However, when we include the
stacking interactions the degeneracy is lifted, and the LO and PLO phases contain
close-packed short trains composed of 3-5 disks stacked in parallel (see Fig. 4-12d).
We note, however, that the number of parallel stacked molecules is not very high
because a single stacked "column" is unstable to the appearance of "excited" states
that correspond to defects in the stacking profile, where a defect is a disk with a
director vector misaligned with the train. Although there is an energetic cost for
introducing these defects, it is sufficiently small that thermal fluctuations give rise to
these defects. The major energetic cost is not in the lateral interactions because the
periphery disk beads do not interact differently between themselves and the central
monomers, and hence emerges only from the misalignment of the director vector and
corresponding loss of favorable stacking interactions. Thus what we have in reality
is an one dimensional problem that corresponds essentially to an 1D Ising model,
where the two "spins" correspond to director vectors that are either aligned with the
stack or misaligned with the stack. It is well-known that an ID Ising model of this
type is unstable, giving rise to short stacks. This remains true for the cylinder case,
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but the difference in the defect energies is greatly enlarged in the Cy phase for the
following reason: in the CyO phase inserting a "defect" across a cylinder implies
that one has to bring into contact coil molecules with disk monomers, and this is
highly energetically unfavorable. As a result, in the CyO phase, the director field is
confined to one dimension, and thus, the disks stack in parallel (see Fig. 4-13a and
4-13b). This enhances the long range parallel ordering of disks in the CyO phase
as described in Fig. 4-13c. In summary, confinement of the disks due to microphase
separation that can be controlled by the length of the coils has a huge effect in the
final arrangement of the disks in assemblies of disk-coil molecules.
a) b) c)
d)
paes aths to egees o reo o ietrvcoa hw n() d
Hexagonal arrangement of the director is achieved when disks are close-packed in the
disk rich layer.
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c)
Figure 4-13: (a) Cylinder structure induced by long polymer tails compared to disk
size. (b) In this case (CyO phase) only one degree of freedom exists for director
vector. (c) Parallel alignment of the director is achieved when disks are close-packed
and stacked on top of each other in disk rich cylinder.
4.4 Conclusions
In this chapter we explored the phase behavior of disk coil molecules lengths us-
ing Monte Carlo simulations. We constructed a comprehensive phase diagram as
a function of temperature T*, as well as two tunable properties that depend on the
chemistry, namely the stacking interaction parameter y, and the number of monomers
in the coil Nc. At intermediate temperatures ranging from T* = 1.3 to T* = 1.5, L,
PL, and Cy phases appear depending on T* and Nc. Increasing p helps the system
to phase separate at higher temperature due to the large enthalpic contribution of
the disks. Also, by increasing Nc, the system phase transforms from L phase to PL
phase, and further increasing Nc drives the system to transform to Cy phase. The
PL -+ Cy transformation can also be achieved by increasing p. Further decreasing
T* or increasing p yields crystalline disk phases denoted as L_0, PL_0, and CyO.
These ordered phases contain disks stacked in parallel with a variable degree of or-
dering. To study the parallel stacking in a quantitative fashion, we used the average
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a) b)
number of parallel stacked disks per molecule Paraiiei. From this quantity we could
calculate Nparaiuei, the average number of stacked disks in a row. Based on Nparaiiei,
3-5 stacked disks are close-packed in the lamellar or perforated lamellar phases. How-
ever, Nparalei - 12 - 15 in the CyO phase. We can explain this difference based
on the different degree of a confinement in each structure. In conclusion, our results
reveal the phase behavior of disk-coil macromolecules, and provide new design strate-
gies to control the order of planar macromolecules. Compared to previous studies
of disk-coil molecules that just considered a single coil length [64], the present work
shows two different routes to achieve a particular morphology. This can be done by
either modifying the chemistry of the disk part to increase or decrease the stacking
interaction parameter, or by changing the length of the coil. In previous studies the
latter had been held fixed, but as shown here, it is very important in determining
the final morphology. This is something that is well accepted in the self-assembly of
block copolymer phases, but is not so widely appreciated in the field of supramolec-
ular chemistry. A particular example of this is the two longest coils studied here
(Nc = 6,8), where the system, even without added stacking interactions (P = 1),
self-assembles into a cylinder phase. This had not been observed in previous stud-
ies [64]. Finally, the thermodynamics of disk-coil macromolecules provide important
insight into the self-assembly of chlorophyll molecules which have a planar disk and
single coil structure. In particular, by controlling the coil length one can induce two
dimensional or one dimensional confined disks, which in turns strongly dictates the
degree of stacking.
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Chapter 5
Alignment of discotic molecules
under nano-size confinement
5.1 Introduction
Previous chapters have shown that phase separation of disk-coil molecules provides
extra confinement to discotic molecules [64, 65]. These studies show that the reduced
degree of freedom of discotic molecules within the ordered cylinder phase produces
high probability of parallel stacking. In this particular study, the characteristic length
of the confinement of discotic molecules is about the width of 3-4 disks, considered
nano-size confinement in real system. In this study, however, we aim to study the
behavior of only the disk molecules in nano-size confinement. The lack of the coil
portion of the disk-coil molecules allows us to examine the pure effect of confinement
to the disk molecules. Thus, in this chapter we concentrate on studying the behavior
of very simple discotic molecules within nano-size confinement, to study the effect of
confinement on the ordering of the molecules.
This chapter is organized as follows: chapter 5.2 describes the molecular model we
used in this simulation and computational details. We define order parameters used
to characterize the ordering of discotic molecules and analyze the phases we obtained
in section 5.3. We conclude our results in section 5.4.
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5.2 Molecular model and computational details
5.2.1 Molecular model
We study a simpler model that describes a system of discotic molecules under nano-
size confinement conditions. By assuming that the system is in a thin film state, we
can simplify the system by representing discotic molecules as "rod" molecules in two
dimensional space. The model studied is 200 rod molecules confined in a thin area
with a constant width. The rod molecules are composed of two types of monomers
as shown in Figure 5-1. The two monomers at each end of the molecule are of type
A, and the center monomer is of type B. In a single rod molecule, three harmonic
springs are used to connect the three monomers.
Figure 5-1: Depiction of a rod molecule, consisting of a central monomer and two end
monomers.
As depicted in Fig. 5-1, two of the springs are used to connect the two end
monomers (type A) to the central monomer (type B). A third spring is used to
connect the two end monomers (type A) to prevent bending of the rod molecule. The
potential energy of the springs can be expressed as,
U(r) = -k(r -r)2
2
where k is the harmonic spring constant, r is the distance between the molecules,
and req = 21/o- is the equilibrium distance between the molecules described by the
Lennard-Jones potential. For the longer spring between the two end molecules, the
spring constant k and the equilibrium distance req are doubled.
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As mentioned, the Lennard-Jones potential is used to describe the intermolecular
interactions between molecules. A cut-off radius 3.0a is used for a lower computational
cost, neglecting the potentials between molecules that are further than 3.0u apart.
Thus, the Lennard-Jones potential between two monomers i and j can be generally
described as,
' 12 , 6 _ (, 12 + , 6~
4eX( + - if ri < 3u
ULJ(rij) r y rij 3 3
0 otherwise
where a and c are Lennard-Jones parameters, rij is the distance between the molecules,
and Xij is a parameter describing the strength of interaction. A larger value of Xij
indicates stronger attraction between the molecules. For this particular study, we set
XAB and XAA equal to 1 and XBB equal to p. The parameter p is varied to study the
effect of attractive interactions between central monomers (type B) on the behavior
of the molecules. This interaction between central monomers (type B) mimics the
stacking interactions that may be found between real planar molecules.
The confinement of molecules in width d is established by using a quadratic po-
tential expressed as,
Ax 2  if x < 0
Uconfinement(x ) = A(x - d)2 if x > d
0 otherwise
where x is the x-coordinate of the molecule, d is the confinement width, and A is the
confinement quadratic potential constant. The potential for the confinement should
be large enough such that movement of the molecules outside of the confinement is
sufficiently rejected in Monte Carlo simulation steps.
Confinement is applied in x-axis (see Fig. 5-2) and periodic boundary condition
is applied to the y-axis. Box length of y-axis is changed to remove y-component of
internal stress and minimize free energy of the system.
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Figure 5-2: Depiction of the system with confinement d
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5.2.2 Computational details
The 200 rod molecules were self-assembled using Monte Carlo simulations. Each
simulation can be described as an (N d Py T) ensemble with its number of molecules,
x-axis confinement length, y-component of pressure, and temperature held constant.
In each simulation, the molecule positions are randomized and the confinement width
is initially set to do = 20cr. Every 106 Monte Carlo steps, confinement length is
reduced by 0.002a until it reaches the desired value d. After the desired width is
reached, the simulation continues such that the entirety of each simulation reaches
8 - 1010 Monte Carlo steps. The acceptance ratio is adjusted to 0.25 by varying the
maximum trial movement distance of the molecules.
Reduced dimensionless variables were used to study this system (see Table 5.1).
temperature T* T (kB /)
distance r* r- (1/ca)
confinement length d* d- (1/a)
volume V* V- (1/a 3 )
pressure P* P (o 3 /E)
enthalpy H* H - (1/c)
spring constant k* k- (a 2/c)
confinement potential constant A* A- (r 2 /)
Table 5.1: Reduced variables used in calculations
The parameters manipulated in studying the behavior of these rod molecules are
i) the width of the confinement d*, ii) the temperature of the system T*, iii) and the
strength of attractive interactions between the central monomers P. The confinement
width d* is varied from 7 to 20, the temperature T* is varied from 0.65 to 0.85, and
the parameter p is varied from 1.0 to 5.0. Depending on y, the minimum value of T*
used varied due to the fact that the system was trapped in meta-stable states at low
temperatures. The spring constant k* is set to 1000 for the shorter spring between
type A monomers and type B monomers, and 2000 for the longer spring between type
a monomers. Confinement potential constant A* is set to 200 and y component of
pressure P* is set to 0.1.
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5.3 Evaluation of order parameters
5.3.1 Parallel-stacking Order Parameter
The parameter $1 indicates the degree of parallel stacking of rod molecules, and can
be mathematically expressed as,
j1.5reqg(r)dr
where g(r) represents the radial distribution function of central monomers. The
parameter is calculated for every central monomer, and an overall average of the
system is calculated. If the molecules are orderly stacked, the maximum value of 41
will be 2.0 as 41 effectively represents the average number of central monomers within
a distance of 1.5req. Fig. 5-3 shows a red circle with a radius of 1.5req, which includes
the whole rod molecule.
Figure 5-3: The red circle depicts a circle with a radius of 1.5req. b1 represents the
number of neighboring central monomers within 1.5reg.
Fig. 5-4 is a color representation of $1', shown as a function of temperature T*,
confinement d, and the p parameter. The data points are indicated by the black dots,
and values for 7p1 are interpolated by using a cubic function. From these results, we
observe a general positive correlation between $1 and p, and between $1 and T*.
Positive correlation between b1 and p can be identified by looking at the change of
the overall color of the graphs. The color of $1 values approach a more "red" color as
p increases from 1.0 to 5.0. Positive correlation between $1> and T* can be identified
at lower p values. At p values of 1.0, 2.0 and 3.0, Fig. 5-4 graphs show a general
decrease in 01 at fixed d and increasing T*.
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Figure 5-4: A color representation of the parallel-stacking order parameter, $1 as a
function of T*, d, and p. $1 varies from 0.0 to 2.0. Black dots represent data points.
The parameter values were interpolated from these data points using a cubic function.
5.3.2 Orientation order parameter
Parameter 02 indicates the orientation of the parallel stacking relative to the y-axis
of the system, and can be mathematically expressed as,
b2_ =cos(36)
Parameter V2 is calculated for every molecule and an overall average of the system is
calculated. $2 will vary from -1.0 to 1.0, and will equal 0.0 when the molecules are
stacked parallel to the y-axis. Fig. 5-5 depicts the angle 6 used to calculate $ 2.
Fig. 5-6 is a color representation of the 02 values that have resulted from the
simulations. The black dots represent data points, and all other values were inter-
polated using a cubic function. At lower y values, no clear correlation is observed.
All 2 values are approximately equal to zero, indicating near random orientation of
the molecules. Slightly higher 42 values are observed at lower confinement d lengths
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d0
Figure 5-5: Depiction of the angle 0 used to calculate 02
when y - 3.0. Especially around d = 7.0 and d =10.0, #b2 values indicate slight par-
allel stacking of the molecules in the y-direction. Parallel stacking in the y-direction
is clearly observed when p increases. 0 2 drastically increases when the y parameter
jumps from 3.0 to 4.0 and 5.0, as shown by the red areas in Fig 5-6.
In general, 7P2 is proportional to y and inversely proportional to T* and d from
Fig. 5-6. However, despite of higher value of p, the system exhibits low #2 values at
d < 7 and 7 < d < 10. If the confinement length d is commensurate to the length of
the molecule 3 r* = 3 x 21/6, the system shows parallel stacking of the molecules in the
y-direction. Fig. 5-7a and Fig. 5-7c show the good parallel stacking of the molecules
when the confinement length d is twice of the molecule length (d = 7 a 2 x 3 x 21/6) or
three times of the molecule length (d = 10 - 3 x 3 x 21/6). However, if the confinement
length is not commensurate to the length of the molecule, the molecules tilt to retain
the center-center packing and closed packed nature. This feature is represented in
Fig. 5-7b when d = 9. Therefore, for those points where the molecules tilt themselves,
the system shows high degree of parallel packing (41), but relatively low degree of
y-axis alignment (7P2). Hence, the combined order parameter 03 = 01 -@2will be very
useful to describe the degree of columnar packing of the molecules.
100
Confinement (d)
Temperature (T*)
P__________M~d20umwmmm p = 2.0
20
15
10
15
10
5
p = 3.020
15
10
5
5 5 
.
0.8 0.70 0.'75 0.60 0.85
20
15
10
5
u = 5.0
0.775 0.80 0.825 0.85
Figure 5-6: A color representation of the orientation order parameter, 02 as a function
of T*, d, and p. V) 2 varies from -1.0 to 1.0. Black dots represent data points. The
parameter values were interpolated from these data points using a cubic function.
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Figure 5-7: A snapshot of the system with a) d = 7.0, b) d = 9.0, and c) d = 10.0.
While snapshots a) and c) show ordered phases with 6 near 0.0, snapshot b) shows a
tilted ordered phase.
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5.3.3 Combined order parameter
An additional parameterV)3 = $1 - 02 is used to describe the system. The combined
order parameter 73 represents the degree of parallel packing and the degree of y-axis
alignment. As $1i ranges from 0.0 to 2.0 and 0 2 ranges from -1.0 to 1.0, $3 will range
from -2.0 to 2.0. Fig. 5-8 is a color representation of the b3 values that have resulted
from the simulations. The black dots represent data points, and all other values were
interpolated using a cubic function. At low y values (p = 1 and 2), the system shows
no correlation. At intermediate y value (p = 3), the system starts to show little
correlation at low T* when the confinement length is commensurate to the length of
the molecules (thin yellow line near d = 7 and d = 10). At high p values (p = 4
and 5), the system shows high correlation for most points of T* and d. Among those
points, V)3 show the highest values when the confinement length is commensurate
with the length of the molecule. Otherwise, incommensurate confinement lengths
give lower values of 3 by tilting the molecules.
20 .0202.
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Figure 5-8: A color representation of the combined order parameter, 0 3 as a function
of T*, d, and p. 03 varies from -2.0 to 2.0. Black dots represent data points. The
parameter values were interpolated from these data points using a cubic function.
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5.4 Conclusions
In this chapter, we investigated the stacking properties of discotic molecules (2 dimen-
sional rod) under the nano-size confinement condition. By changing central monomer
interaction parameter p, the confinement length d, and temperature T*, we plotted
three order parameters to study the stacking properties of the molecules. First order
parameter 0 1 is related to the parallel stacking of the molecules. #b1 is proportional to
y, but inversely proportional to d and T*. Next order parameter '02 represents orien-
tational ordering of the molecules. 0 2 shows similar trends to the V)1 case, except the
region d < 7 and 7 < d < 10 where the confinement length is not commensurate with
the length of the molecule. At those regions, molecules tilt about 30 degrees from
parallel position to minimize the energy of the system and match the confinement
geometry. 03 is combination of V)1 and $2 and have characteristics of both ordering
properties. By plotting '0 3 in the y, d, and T* space, the confinement length is key
property to obtain the desired profile of stacks of the discotic molecules. This result
will provide better understand of effect of confinement to the nano-size molecules
assembly, and design principles of columnar stacks of discotic molecules.
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Chapter 6
Positioning nanoparticle with
various block copolymer defect
patterns
6.1 Introduction
In the previous chapter, we studied the stacking properties of two-dimensional discotic
molecules subjected to nano-scale confinement. We found that it is very important
to match the confinement length to the characteristic length of the molecules to
obtain the desired columnar stacks. In the case of blends of nanoparticles and block
copolymers, the confinement of nanoparticles is achieved by compressing or stretching
block copolymer chains. By increasing the chain stiffness of the block copolymers,
nanoparticles were successfully assembled within the stiffer block as achieved recently
[51, 52]. Another method to engineer the strain energy of a chain is to create a defect
in the block copolymer matrix. Previous studies have shown that the conformational
entropy loss associated with chain stretching is minimized when nanoparticles are
located within the core of such a defect [54, 55]. In this respect, by creating an
artificial defect in ordered block copolymers, one can confine a nanoparticle at a
desired position within the block copolymer matrix.
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In this chapter, we study blends of nanoparticles and block copolymers using
self-consistent field theory simulations. In particular, we study the behavior of a
nanoparticle confined within a defect of a block copolymer matrix induced using
templated self-assembly, which successfully generates the complex block copolymer
morphologies studied here [59, 60]. We focus on computing the energy landscape of
the nanoparticle and block copolymer blends as a function of nanoparticle size and
the geometry of the block copolymer defect.
6.2 Computation details
In this work, we simulate block copolymers (BCPs) and nanoparticles using a hy-
brid particle-field simulation methodology originally developed by Fredrickson and
co-workers [48] to study two-dimensional block copolymer - nanoparticle mixtures.
This hybrid method combines self-consistent field theory (SCFT), used previously
to describe diblock copolymers, with a "cavity" function describing the nanoparticle
by excluding polymer density where the function is defined. In the previous work
by Fredrickson and co-workers, the equilibrium nanoparticle positions were found by
updating the centers of the cavity functions using Brownian dynamic motion with
appropriate polymer relaxation steps included between updates. In this work, we ex-
pand this hybrid SCFT (HSCFT) method to a three-dimensional system and simulate
one nanoparticle per simulation box. We assign the nanoparticle a fixed position and
iteratively move it to obtain a careful calculation of the free energy of the system.
The SCFT of BCPs is based on an approximation of the full partition function
Z = f DQ exp (Hv) (i.e. an integration over all possible configuration of the fields
Q) as a single partition function at the mean field (saddle point) configuration of the
fields Q* which is described by Z ~ exp (f$Q,]). This approximation allows the use
of an effective Hamiltonian H[Q*] as the Helmholtz free energy F.
To calculate the full partition function Z f DQ exp ('),we start our deriva-
tion from the configurational partition function of the AB block copolymer system
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with a total number of monomers N = NA + NB
Z =J DRexp [- (Ho + H)]
where Ho is the elastic contribution of the effective Hamiltonian which can described
by,
3
Ho 2b2
f N
dRa 2ds asc
H, is the non-bonding interactions with identical monomer lengths for both blocks
of the BCP.
H1 VAA drpA(r)2 + VBB drB (r)2 +VAB
where the polymer density distribution functions are described by the delta function
as
n JNA
A~r 
= 0
ds6(r - Ra(s))
n N
pB(r) = fN ds6(r - R,(s))
a NA
If we assume that the volume of each monomer is the same as v, then vij = VXij,
where Xij is an effective dimensionless interaction parameter between the monomer i
and j. For simplicity, XAA = XBB x' and XAB = x" and the effective non-bonding
interaction Hamiltonian is
dr Xp A(r)2 + -B(r)2
[2 2
+ X') A (r) + pB (r) )2 (
- X"PA(r)1B(r)]
"- X') 0A(r) 
-
We set x" + x' = Xo and x" - X= XAB - (XAA + XBB)/2 = x, where x is the Flory
interaction parameter between A and B monomers. If we set new order parameters
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jdr A rDB~r)
H1 - v
v dr1 (x" B(r))2]
p+ and p_ by using two density distributions,
P+ (r) =$A(r) ± 1B(r)
p_(r) =PA(r) - PB(r)
we can rewrite the non-bonding interaction Hamiltonian as
H 1 =v dr xop+(r)2 -- xp. (r)2]
With the incompressible melt condition 6[po - p+(r)]F[po] = F(p+(r)), we can
Fourier transform the delta function within the partition function to work instead
with the pressure field w+
- (H o + vxoPoV) o[po - 1 + (r)]exp I+v dr1 x_(r)'4 1
DRexp I - HoI jDw+(r)exp i drw+ (r) [po - p+(r)] + v
= A Dw+(r) DRexp - (Ho SiJ drw+(r) [po - p+(r)] - 4jdry_ (r)2
The next step is decoupling the term related to p_ (r) 2 as in the following equation
to work with the exchange potential field w_
exp [) drp_(r) 2 = JDp. (r)6[p_(r) - p_ (r)]exp [X drp_ (r)2
= Dp_(r) Dw (r)exp i drw_(r)[p (r) - p_(r)] vx+ jdrp- r) 2
Using the Hubbard-Stratonovich transformation and mathematical tricks (p_ (r)
ip_(r) and w_(r) - iw_(r)), we can rewrite the equation as
I Dp (r) JDw_(r)exp [i I drw_(r)[p_(r) - p_(r)]+ drp_(r)
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Z = I DRexp
= A J I dr 4X_ (r) I
= B Dw_(r)exp drw (r),_ (r) Dp (r)exp [-J dr [±ip_(r)2 +iw_(r)p_(r)
=C Dw (r)exp drw_(r)p_ (r) - drw_ (r)]
Thus the final form of the partition function for the block copolymer system is
Z = A Dw (r) J Dw+(r)exp - H[w+(r), w_ (r)]
H[w+(r),w _(r)] = -nlnQ[w+(r),w_(r)] - ipo Jdrw+(r) + X drw (r)2
Including the cavity function pet and the external field west for the hybrid scheme
of particles and block copolymers, we can rewrite the effective Hamiltonian as
H [w+ -,xt] = -nnQ[w+, w-, wext] - ipo f drw+ 1 - Pext+ PO drw2
J PO) X J
Rescaling all the spatial lengths by the ideal radius of gyration Rg, the contour
length by N, and the fields by Q = Nw, we can derive the final form of effective
Hamiltonian for block copolymers with a cavity function pext
H[Q+, Q-,{Qext}] = -CV In Q[Q+, {et}]-iC drQ+ ( 1 - + C fdrQ2
where C = poR'/N corresponds to the dimensionless concentration, po is the monomer
concentration, N is the degree of polymerization, and R9 is the ideal radius of gyration
of the copolymer. Q+ is interpreted as a fluctuating pressure field which enforces the
incompressibility condition for local polymer density (p+ + Pext = PA+ PB + Pext PO),
and Q_ is interpreted as an exchange potential field coupled to local density differ-
ences between the two blocks (p_ = PA - PB). The set of fields {Qext} corresponds
to the set of external fields imposed on the system by the nanoparticle. The cavity
function pext describes the density of the nanoparticle within the polymer matrix. In
this work, we used an isotropic Gaussian function centered at the center of mass of
the nanoparticle, ro, with the nanoparticle radius R defined as the standard deviation
of the Gaussian, written as
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r-ro|2
Pext (r) = po exp(- 2R2
Q[Q+, Q-, {ext}] is the single polymer partition function and can be calculated as
(note that Q is the set of fields [Q+, Q-, (tex}] and depends on both position and
time variables),
Q[0] drq(r, 1, Q)
where q(r, s, Q), called the propagator, satisfies a diffusion-like equation given by,
q(r, s, Q) V 2q(r, s, Q) - Q(r, s)q(r, s, Q)
having initial condition q(r, 0, Q) = 1. The time variable in the diffusion-like equation
s corresponds to the position of a polymer segment (s = 0 and s = 1 correspond to
both ends of a single polymer). The set of fields Q(r, s) is described as,
Q(r, s) = iQ+(r) - Q_(r) - -yApext(r)/po, 0 < s < f
iQ+(r) + Q_(r) - 'YBpext(r)/pO, f < s < 1
where f is the volume fraction of the A block in the block copolymer. ya and 7 yare
the effective affinities of the nanoparticle for each block A and B. A positive value of
the effective affinity induces an attractive force with the corresponding block of the
BCP.
To find the mean field solution for Q* and Q* that satisfy the minimization of
the effective Hamiltonian condition H/OQ+,-| = 0, a Langevin dynamic scheme
is used to update Q* and Q*. The computational procedure to find the mean field
solution is executed as described below. First, we update the Q_ field with Gaussian
real noise to escape from a metastable state, then calculate local polymer densities
#A and #B. Next, we update the Q+ field until the system satisfies the local incom-
pressibility condition at every grid point. We repeat these two steps until the system
reaches the equilibrium where the effective Hamiltonian is stabilized (we run 5 x 106
iterations per simulation point in this work). We use a Lattice Boltzman method
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recently developed to solve the diffusion-like equation for the propagator q(r, s, Q),
and the program has optimized for the GPU parallel programming. We will explain
this method in detail in the next chapter.
We set XN to 20 with f = 0.7 where the minority block (B-block) forms hexago-
nally closed-packed cylinders in a bulk system. The insertion of an A-block attractive
hard wall at both ends of the z axis lets the BCPs self-assemble into thin film with
an array of B-block cylinders in the x - y plane (see Fig. 6-1a). Each desired defect
is designed by using the same concept as the templated-assembly of BCPs. By fixing
the Q_ field at desired locations, we can model the preferential wetting of one block
of the BCP at certain grid points [57]. After aligning a proper post array to obtain
the desired defect pattern, we optimized the system dimensions L2, Ly, L2 to mini-
mize the free energy of the system with a defect shape having high localized polymer
strain. Using this method, we simulated X, T, and Y shape defects; for example, see
Fig. 6-1b for images of the Y-shape defect. We designedthe nanoparticle to be highly
attractive to the A-block but repulsive to the B-block by setting 'YA to -40 and 'yB
to +40. Simulations were performed for several nanoparticle sizes, with the radius R
set to O.4 Rg, 0.5Rg, O.6Rg, and 0.7 R9.
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Figure 6-1: Simulation picture of the self-assembled structure of the cylinder phase of
BCPs in a thin film. Transparent color contours indicate a constant volume density of
the minority component with <B = 0.3 (blue), 0.4 (red), 0.5 (yellow), and 0.6 (green).
a) Three cylinders are well aligned when Lx = 3Lo, where Lo is the periodicity of
cylinders in a bulk hexagonal cylinder phase. b) A Y-shape defect is introduced in a
thin film of cylinders of BCPs by template-assisted self-assembly modelling.
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6.3 Results and discussion
6.3.1 Case of normal cylinder without defect
Before we study the free energy landscape of a nanoparticle confined within a BCP
defect, we first simulated a system with a nanoparticle confined within the minority
block region of a defect-free cylinder phase of BCPs. We moved the nanoparticle from
the center of the cylinder to establish how the free energy changes with the deviation
of the nanoparticle position from the cylinder center. We define x' and y' as new
axes with the cylinder center as the origin (see Fig. 6-2a) and plot the reduced free
energy H/CV (effective Hamiltonian divided by dimensionless parameter multiplied
by volume) as a function of x' and y' in Figure. 2-b. As expected, the free energy
does not change as a result of nanoparticle movement in the y' direction. However,
the free energy shows harmonic-like behavior when the nanoparticle is moved in the
x' direction. When the nanoparticle approaches the intermaterial dividing surface
(IMDS), the interface between the two blocks, the polymers between the nanoparticle
and the closest IMDS are compressed while polymers between the nanoparticle and
the counterpart IMDS are stretched. This results in an increase of thhe free energy
of the system, agreeing with similar simulation studies within the lamellar phase as
reported by others [70, 71].
6.3.2 X-shape defect
We next studied the energy landscape of a nanoparticle within an X-shape defect
structure of BCPs. From the defect center (defined as the junction where four cylin-
ders meet), we moved the nanoparticle within the black square region in the x' and
y' plane as depicted in Fig. 6-3a. The reduced free energy H/CV is plotted as a
function of nanoparticle position from the defect center in the x' and y' plane. As
shown in Fig. 6-3b, a symmetric harmonic-like free energy plot is obtained in both
the x' and y' directions, a different result than the defect-free cylinder case. As four
cylinders make a junction at a single point for the X-defect, a curved IMDS is cre-
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Figure 6-2: a) Simulation picture of self-assembled cylinder phase of BCPs with a
nanoparticle confined within the minority phase. Transparent color contours indicate
a constant volume density of the minority component with <pB = 0.3 (blue), 0.4 (red),
0.5 (yellow), and 0.6 (green). The black contour is the boundary of the nanoparticle
and block copolymer where Pext po exp(- I) = poe-0 5 . The size of the nanoparti-
cle is fixed as R = 0.4R9 for the defect-free cylinder case. From the center of cylinder,
we moved nanoparticle in the x' and y' directions to plot the free energy as a function
of the deviation of the nanoparticle position from the center of cylinder. b) Plot of
reduced free energy H/CV as a function of x' and y' for the cylinder phase of BCPs
and nanoparticle mixture. The free energy curve shows harmonic-like behavior in the
x' direction.
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ated between the cylinders. This results in the increase of interfacial area and chain
stretching around the defect center. As we insert the nanoparticle within this region,
we can reduce the free energy by minimizing chain stretching of the minority block.
As the nanoparticle moves in the x' or y' direction away from the defect center, corre-
sponding regions in the -x' and -y' regions restore the stretched nature of the curved
IMDS. This results in the increase of the free energy of the system when moving the
nanoparticle away from the defect center and explains the symmetric harmonic-like
behavior of the H/CV curve in both the x' and y' directions.
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Figure 6-3: a) Simulation picture of the self-assembled structure of a X-shape BCP
defect with a nanoparticle confined near the defect center of the minority phase.
Transparent color contours indicate constant volume density of the minority compo-
nent with <B = 0.3 (blue), 0.4 (red), 0.5 (yellow), and 0.6 (green). Black contour is
boundary of nanoparticle and block copolymer where pext = po exp(- ) = poe-0.
From the center of the X-shape defect, we moved nanoparticle in the x' and y' direc-
tions to plot the free energy as a function of the deviation of the nanoparticle position
from the defect center. b) Plot of reduced free energy H/CV as a function of x' and
y' for a nanoparticle of radius R = 0.7 R9.
Fig. 6-4 shows the H/CV curve as a function of x' at fixed values of y' (0 and 5
in this figure) for different nanoparticle sizes. We set the minimum point of the free
energy to 0 for each size. Because of the symmetry of the X-shape defect, the free
energy minimum point is fixed at x' = 0 for different values of y' and nanoparticle
sizes as shown in Fig. 6-4. As the nanoparticle size increased, the stiffness of the free
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energy curve is increased. This can be explained as follows. When the nanoparticle
size is increased, the nanoparticle occupies more volume in the stretched polymer
region of the BCPs. Therefore, when a bigger nanoparticle is moved from the defect
center, a larger volume of the stretched region must be restored, and this result in a
stiffer free energy curve for the system.
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Figure 6-4: Plot of reduced free energy H/CV as a function of x' with different sizes
of nanoparticles having radius R for O.4Rg (blue), 0.5Rg (light blue), 0.6Rg (yellow),
and 0. 7Rg (red) at fixed values of y' = 0 (filled circle and solid line) and y' = 5 (empty
circle and dotted line) for an X-shape defect.
6.3.3 T-shape defect
In this section, we study the free energy landscape of BCPs containing a T-shape
defect with a nanoparticle near the defect center. The defect center is defined as
a junction where three cylinders meet. The nanoparticle is moved from the defect
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center within the black square region in the x' and y' plane as shown in Fig. 6-5a.
The reduced free energy curve is plotted as a function of x' and y' in Fig. 6-5b.
In contrast to the X-shape defect case, here the free energy curve shows anisotropic
stiffness. When the nanoparticle moves in the y' or -y' direction (white arrows in Fig.
6-5a and 6-5b), the stiffness of the free energy curve is positive but not significant.
However, when the nanoparticle moves in the -x' direction (red arrow in Figure 5-a
and 5-b), the stiffness of the free energy is higher than that of the y' or -y' direc-
tion. This result is also explained by the curvature of IMDS near the nanoparticle.
When the nanoparticle is moved in the y' and -y' directions, one curved IMDS is com-
pressed and the corresponding IMDS restores the stretched nature. However, when
the nanoparticle is moved in the -x' direction, two curved IMDSs are compressed and
a flat counterpart IMDS is stretched significantly. This results in a larger increment
of the free energy when moving the nanoparticle in the -x' direction than in the y'
or -y' direction. In general, we conclude that the stiffness of the free energy curve
increases in the direction of higher curvature of the IMDS. This explanation is very
useful for the Y-shape defect described in the next section as well.
Fig. 6-6 shows the free energy curve as a function of x' at fixed values of y' (0
and 5 in this figure) for different nanoparticle sizes. We set the minimum point of
the free energy to 0 for each nanoparticle size. Compared to the X-shape defect case,
here the energy minimum is slightly changed as a function of y' and nanoparticle size.
When we increase y', the energy minimum shifts in the +x' direction (compare the
solid curve for y' = 0 and dotted curve for y' = 5 in Fig. 6-6). Near the defect center
(y'=0), the nanoparticle is located slightly closer to the curved IDMS (x' = -1 to
x' = 0 depending on nanoparticle size), but the nanoparticle position is fixed to the
cylinder center (x' = 1) when we increase y' (y'=5). The stiffness of the free energy
curve is also an incremental function of nanoparticle size. This is also explained by
the increase in the amount of stretched and compressed polymer by moving bigger
nanoparticles near the defect center.
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Figure 6-5: a) Simulation picture of the self-assembled structure of a T-shape defect
of BCPs with a nanoparticle confined near the defect center in the minority phase.
Transparent color contours indicate a constant volume density of the minority com-
ponent with #B 0.3 (blue), 0.4 (red), 0.5 (yellow), and 0.6 (green). The black
contour is the boundary of the nanoparticle and surrounding block copolymers where
Pext =Po exp(- __2) = poe- 05 . From the center of the T-shape defect, we moved the
nanoparticle in the x' and y' directions to plot the free energy as a function of the
deviation of the nanoparticle position from the defect center. b) Plot of the reduced
free energy H/CV as a function of x' and y' for a nanoparticle radius R = 0. 7 Rg.
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Figure 6-6: Plot of reduced free energy H/CV as a function of x' with different sizes
of nanoparticles having radius R for O.4Rg (blue), 0.5 R. (light blue), 0.6 Rg (yellow),
and 0. 7 R. (red) at a fixed values of y' = 0 (filled circle and solid line) and y' = 5
(empty circle and dotted line) for a T-shape defect.
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6.3.4 Y-shape defect
Our last studied defect structure is the Y-shape. Similar to the other defect struc-
tures, we define the defect center as the junction where three cylinders meet. The
nanoparticle is again moved in the x' and y' directions within the black square region
in Fig. 6-7a. Fig. 6-7b is the reduced free energy curve as a function of x' and y'. The
free energy curve for the nanoparticle within the Y-shape defect shows anisotropic
features in the x' and y' directions. The stiffness of the free energy curve is higher in
the diagonal direction between the +/-x' and -y' direction (red arrows in Fig. 6-7a
and 6-7b) compared to the y' direction (white arrow in Fig. 6-7a and 6-7b). This
is explained by the curvature of the adjacent IMDS as described previously. Since a
nanoparticle moved toward the red arrow faces a higher curvature of IMDS than a
nanoparticle moved toward white arrow, the free energy shows a higher energy barrier
in the red arrow direction.
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Figure 6-7: a) Simulation picture of the self-assembled structure of a Y-shape defect
of BCPs with a nanoparticle confined near the defect center in the minority phase.
Transparent color contours indicate a constant volume density of the minority com-
ponent with #3B 0.3 (blue), 0.4 (red), 0.5 (yellow), and 0.6 (green). The black
contour is the boundary of nanoparticle and surrounding block copolymers where
Pext =Po exp(- 20) =Poe 0 '5. From the center of Y-shape defect, we moved the
nanoparticle in the x' and y' directions to plot the free energy as a function of the
deviation of the nanoparticle position from the defect center. b) Plot of the reduced
free energy H/CV as a function of x' and y' for nanoparticle radius R =O.7 Rg.
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Fig. 6-8 shows the free energy curve as a function of y' at fixed values of x' (0 and
6 in this figure) for different nanoparticle sizes. We set the minimum point of the free
energy to 0 for each nanoparticle size. Due to the anisotropic nature of the Y-shape
defect, the energy minimum is changed as a function of x' and nanoparticle size. At
x' = 0, the nanoparticle stays near the defect center (y' = 0 to y' = 1 depending on
nanoparticle size), but when we increase x', the energy minimum follows the position
where the cylinder center exists (the energy minimum is shifted to the -y' direction
at x' = 6). The stiffness of the free energy curve is higher for the larger nanoparticle
due to the increased volume involved in stretching and compressing the BCPs near
the defect.
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Figure 6-8: Plot of the reduced free energy H/CV as a function of y' for different sizes
of nanoparticles having radius R for O.4Rg (blue), 0.5 R, (light blue), 0.6 R. (yellow),
and 0. 7 Rg (red) at fixed values of x' = 0 (filled circle and solid line) and 6 (empty
circle and dotted line) for a Y-shape defect.
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6.4 Conclusions
In this chapter, we studied blends of nanoparticles and block copolymers using hybrid
SCFT simulation methods. Template-assisted self-assembly helps the block copoly-
mers self-assemble into the desired defect structures, within which nanoparticles were
confined. The free energy of the system plotted as a function of the spatial deviation
of the nanoparticle from the defect center shows that a clear energy minimum exists
at the defect center. This minimum exists because nanoparticle insertion acts as a
"filler" at the defect center that alleviates the strain energy coming from the confor-
mational entropy of the block copolymers. Therefore, the stiffness of the free energy
around the defect center is an incremental function of the nanoparticle size and the
curvature of the block copolymer defect. These results yield design principles for a
nanoparticle-based device by showing how to position particles at desired locations
using artificially created block copolymer defects.
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Chapter 7
Positioning rod and discotic
molecules with various block
copolymer defect patterns
7.1 Introduction
In the previous chapter, we simulated a blend of nanoparticle and block copolymers
with the SCFT method. By creating artificial defects, nanoparticles were trapped at
the defect centers. However, molecules with complex, anisotropic structures would
feel a different free energy landscape as a function of position and the director vector
of the molecule than the isotropic spheres studied previously. For example, a rod-like
molecule would align parallel to the cylinder axis to occupy the most volume at the
polymer ends and to minimize the chain stretching.
To simulate such complex molecules, an extremely refined grid is required to
describe the molecule correctly. Since the computational cost for a SCFT simulations
directly scales with the size of the chosen grid, grid refinement of the entire simulation
box is not an ideal solution. Instead, local grid refinement is required where the
complex molecule exists to obtain better calculation accuracy and faster simulation
execution. Such refinement is not possible for the traditional pseudo-spectral (PS)
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method for the diffusion-like equation solver because the simulation box has to be
periodic. To solve this problem, we recently adapted the Lattice Boltzmann method
(LBM) to solve the diffusion-like equation used in SCFT simulations [72]. LBM is
a perfect candidate since it has been successfully optimized for local grid refinement
[73, 74] to solve the reaction-diffusion type of equation [75, 76].
In this chapter, we study rod and discotic molecules confined within a block
copolymer matrix. In particular, similar to the previous chapter, we create artifi-
cial defects using templated self-assembly to position the rod and discotic molecules
at desired locations. The application of LBM to SCFT and the methodology for
local grid refinement is explained in detail in the computation method section. We
then test our simulation method by plotting the free energy of the rod and discotic
molecules within a defect-free cylinder matrix. Finally, we simulate the rod and
discotic molecules within a block copolymer defect structure by using Monte Carlo
sampling to control the movements of each molecule.
7.2 Computational details
In this work, we simulated block copolymer and complex molecules (rod and discotic
molecule in this study) using hybrid particle-field simulations originally developed
by Fredrickson and co-workers [48]. In this work, we expand this hybrid SCFT
(HSCFT) method to a three-dimensional system. We also adapted the LBM to solve
the diffusion-like equation and to apply a local grid refinement method near the
complex molecule.
As described in Chapter 6 but repeated here for simplicity, the effective Hamilto-
nian used in this work with a particle cavity function pext is described as,
H[ , {Qext}] = -CV In Q[Q+, Q-, (et}]-iC J drQ+ I- Pext +C drQ2
where C = poR'/N corresponds to the dimensionless concentration, po is the monomer
concentration, N is the degree of polymerization, and R9 is radius of gyration of an
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ideal copolymer. Q+ is interpreted as a fluctuating pressure field which enforces the in-
compressibility condition for the local polymer density (P++Pext = PA+PB+Pext = PO),
and Q_ is interpreted as an exchange potential field that couples with local density
differences between the two blocks (p_ = PA - PB). The set of field {next} corre-
sponds to the set of the external field imposed on the system by the rod or discotic
molecule. The cavity function pext describes the density of the rod or discotic molecule
within the polymer matrix, modified here to account for the anistropy of the complex
molecules in comparison to the isotropic cavity function previously described. For
the rod molecule, Pext-rod is a Gaussian function defined along the axis of the rod of
length L - D and standard deviation 0.5D.
pext-rod(r) po exp(- 2o.5D)2)
where ro is the closest point along the finite rod axis to r. In this way, we generate
a soft rod molecule of length L and diameter D. For the discotic molecule, Pext-dis
is a Gaussian function defined in plane of a disc of diameter D - T with standard
deviation 0.5T.
r -rol2
Pext-dis(r) = po exp(- 2(o.5T)2
where ro is the closest point in the disk plane to r. In this way, we can generate a
soft discotic molecule with diameter D and thickness T.
Again as described in Chapter 6, Q[Q+, Q-, {Qext}] is the single polymer partition
function, and can be calculated as (note that Q is the set of fields [Q+, Q-, (Qet}]
and depends on both position and time variables),
Q[Q] =Jdrq(r, 1, Q)
where q(r, s, Q), called the propagator, satisfies a diffusion-like equation given by,
q(r, s, Q) V 2q(r, s, Q) - Q(r, s)q(r, s, Q)
ds
having initial condition q&, 0, Q) =1. The time variable in the diffusion-like equation
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s corresponds to the position of a polymer segment (s = 0 and s =1 correspond to
both ends of a single polymer). The set of fields Q(r, s) is described as,
Q(r,s) =( iQ+(r) - _ (r) - lApext(r)/po, 0 < s < f
iQ+(r) + Q(r) - 'yBPext(r)pO, f < s < 1
where f is the volume fraction of the A block in the block copolymer. YA and YB
are the effective affinities of the nanoparticle for each block A and B. A positive
value of the effective affinity yields an attractive force with the corresponding block
of the BCPs. The local polymer densities #A and #B are calculated by integrating
the proper propagators obtained from the diffusion-like equation. The traditional
way to solve the diffusion-like equation is the pseudo-spectral (PS) method. In this
work, we implemented the Lattice Boltzmann Method (LBM) to solve the diffusion-
like equation. I will explain both methods and the local grid refinement method with
LBM in the rest of this section.
7.2.1 Pseudo-spectral method
The pseudo-spectral method has been recognized as an accurate and efficient way
[77, 78], which we will briefly describe below. The basic idea is that the diffusion-like
equation can be formally solved as,
q(r, s + As, Q(r)) = exp[AsV 2 - AsQ(r)]q(r, s, Q(r))
where the value of the function at the contour location s + As is constructed from
knowledge of the function at the previous contour value q(r, s, Q(r)). In this way, the
solution to the diffusion-like equation can be constructed by propagating the initial
condition q(r, s = 0, Q(r)) = 1 up to q(r, s = 1, Q(r)) through successive applications
of the operator C = exp[AsV 2 - AsQ(r)]. In principle this can be done, but the
structure of L is complicated because the Laplacian operator V 2 and the field Q(r)
do not commute. However, by use of Baker-Hausdorff identity, the operator L can be
conveniently approximated to yield an update scheme that is accurate to third order
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in As. This results in the following approximate update formula for the diffusion:
As As
q(r, s + As, Q(r)) ~ exp[- Q(r)]exp[AsV 2 ]exp[- Q(r)]q(r, s, Q(r))
2 2
The basic procedure is as follows: First, the operator e-(As/ 2 )Q(r) is applied at the
lattice collocation points in real space. The resulting discretely sampled function is
transformed to reciprocal space by a fast-Fourier transform (FFT) and the operator
e-Ask 2 , corresponding to the discrete Fourier transform of eASV 2 , is applied. An
inverse FFT then restores the real space representation and the operator e-(As/2)Q(r)
is finally applied at the lattice collocation points. The solution is then propagated
forward by successive applications of the procedure just outlined.
7.2.2 Lattice Boltzmann method
The mathematical form of the diffusion-like equation is exactly the same as the so-
called reaction-diffusion equation, which has been successfully and effectively solved
by the LBM [75, 76]. The LBM was originally developed as a mesoscopic particle-
based numerical approach for solving fluid dynamical equations [79]. Here, we de-
scribe the LBM within the context of polymer field theory. The particle function
propagator q(r, s) at each lattice site is accounted for by a one-particle probability
distribution fi(r, s), where r is the lattice site, s is curvilinear displacement, and the
subscript i represents one of the finite spatial vectors ei at each lattice node. The
number and direction of the spatial vectors are chosen such that the resulting lattice
is symmetric so as to easily reproduce the isotropy of the system. The propagator at
each site are calculated as
q(r, s) Z fi(r, s)
i=O
where n is the total number of the spatial vectors.
During each contour step ds, distributions fi stream along the vectors ei to the
corresponding neighboring lattice sites and collide locally. The most widely used vari-
ant of LBM is the lattice Bhatnagar-Gross-Krook (BGK) model, which approximates
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the collision step by a single time relaxation toward a local equilibrium distribution
fie. The complete lattice BGK model is now written as
fi(r + ejAx, s + As) - fi(r, ) = f,(r, s) - f(r, s) - wjAsQ(r)q(r, s)
T
Equilibrium distributions f7q satisfy jq = wiq(r, s) and the weights wi depend
on the dimension and the type of lattice used. In this study, we use the nineteen
direction model (D3Q19) for three dimensional simulation which gives the weights as
1/3, eo = (0, 0, 0)
Wi = 1/18, ei- 6  (±1,0,0), (0, 1,0), (0,0, i1)
1/36, e 7 18 (±1i, 1, 0), (±1i, 0,1 1), (0,1 1,1 1)
7.2.3 Local grid refinement
Under certain conditions, it would be more efficient to use locally refined patches of
grid points, enabling a high-resolution only where needed. The local grid refinement
algorithm in the LBM has been developed extensively [73, 74]. In this work, we adapt
the original method by Filippova and Hanel [73] to the reaction-diffusion equation
case for field theoretic simulations. Grid refinement is performed by dividing the
space between lattice points by a refinement factor m. The spacing and the contour
steps on the fine grids are then given by
Af-Axe
m
and
Af=Asc
m
where the superscripts f and c represent the fine and coarse grids, respectively. In
order to have a constant diffusion coefficient across the coarse and fine grids, the
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relaxation constant in the fine grids has to be redefined by [73]
f + m(2T' - 1)
2
Since the coarse and fine grid share an interface, we have to derive the relation
between the distribution functions of the coarse and fine grids at the interface of the
two domains. The distribution function has the non-equilibrium part related to the
deviatoric stresses
ft = feq + fneq
1 1
fPost = (1 - -)fi + -ff" - wiAsQq
T T
where the superscript post represents the post-collision state. The coarse and fine
distribution functions after the collision looks like the equation below
fPos' - f"''+ Tt'f"neq -1As q
e f + T-1 As
f ost'f - Tf' +- Trf mn
From the identity of the equilibrium values f'c, q = ff,' the consistent viscosity
condition Tf = 1+"(2"rc1) and the continuity of deviatoric stresses,2
18 1
- = T(1- )Z f (ee - e y)
we obtain the relation between non-equilibrium distribution functions
ff'eq f 'neq
The final form of the relation between the distribution functions of the coarse and
fine grid at the interface is
ost =7c _1 Pot
f-1 
7f _7Tc
fDq - -wiAs~q
- -1
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fOsm t I - 1 rc - C -Tf Asfi e - Y (fPqt) fC - w, QqJe mTc -I1i 7Ceq T-1 I m
The numerical realization is the following. The whole computational domain is
covered with the coarse grid and patches of fine grids are defined in certain regions.
At a given step so, values of the distributions on the coarse grid which come from
regions of finer patches are calculated on the nodes common to both grids according
to
fP"('o' ) = ff (sm) T s(o) -f ,(so)) - - wjAsQ(r)q(r, so)r -1 
r/-(Y - 1
where ffost" and f""'o's are the post-collision (but before the streaming step) distri-
bution on the fine and coarse grids, respectively. At the step si = so + Asc (after one
"stream-collision" step on the coarse grid), the new values of fost"(si) are known on
the boundary of the fine patch. With the time and space interpolation of f'ost'c ( 0 )
and fp"'t"(si), one can calculate the values of fostf(s) from the interpolated value
of ff"'C(s) according to
1Tf-1 TCT-f As
fiPo'S) = - (S) + -- (?""' (s) - fle,(s)) - w, Q(r)q(r, s)
m TC - 1 Tc - 1 m
at steps s = so, so + Ass, ... , so + Asf(m - 1)
7.3 Results and discussion
7.3.1 Case of normal cylinder without defect
With the help of the local grid refinement method, we could successfully simulate
the rod and discotic molecule within a block copolymer matrix. For this study, the
local grid region is defined as a three dimensional box having the molecule center
as the center of the box. The size of the box is defined as 2 .ORg x 2 .ORg x 2.ORg
to contain all field information of pext which represents the rod or discotic molecule.
Refinement of the fine grid is four times higher than coarse grid (m = 4) to reduce
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energy fluctuations of the molecule resulting from 3d rotations to the order of 10-6.
Before we study the mixture of rod or discotic molecules with BCPs containing
defects, we first simulated the system having a rod or discotic molecule within the
minority block region of the defect-free cylinder phase of BCPs. First, we simulated
the rod molecule with length L an diameter D (See Fig 7-1a). The red arrow repre-
sents the director vector of the rod molecule which is rotated by an angle 6 from the
axis perpendicular to the cylinder axis (See Fig. 7-1b). In Fig. 7-2, we plot the free
energy of the system as a function of 0, L, and D.
a) b)
70
70
20
50D
2020
30 40Z40
30 3 ' 30200
1010
200
30 100
40 40
X 50 6050 y
70 70 60 50 40 30 20
Y
Figure 7-1: a) Simulation picture of a self-assembled cylinder phase of BCPs contain-
ing a rod molecule within the minority phase. Transparent yellow contour indicates
region of constant volume density of BCPs with #B = #A = 0.5. The red arrow
represents the director vector of the rod molecule. L and D represent the length and
diameter of the rod respectively. b) We rotate the rod with angle 0 with respect to
the axis perpendicular to the cylinder axis to plot the free energy.
t
From Fig. 7-2, the rod molecule has the highest free energy when the director
vector is perpendicular to the cylinder axis (6 = 00). If the rod molecule is aligned
perpendicular to the cylinder axis, the interface between the majority and minority
blocks should be curved toward the director vector. This results in an increase of
both the stretching energy and interfacial energy. However, if the rod molecule is
aligned parallel to the cylinder axis (6 = 900), the occupation of the rod component
in the vicinity of the polymer ends is maximized. This results in the minimization
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Figure 7-2: Plot of the reduced free energy H/CV as a function of the rotation angle
O with different lengths L and diameter D of the rod molecule : a) D = O.4Rg b)
D = 0.5R9 c) D = 0. 6 Rg. Different colors represent different lengths of the rod
: L = .ORg (black), L = 1.1Rg (red), L = 1.2 Rg (purple), L = 1.3 Rg (blue),
L = 1.4R (light blue), and L = 1.5 Rg (light green).
of both the stretching energy and the interfacial energy of the block copolymer, and
the free energy shows a corresponding minimum for every value of L and D of the
rod molecule at 0 = 90'. Also, this minimization of the free energy is amplified if we
increase the rod length L and diameter D because more rod volume will occupy the
cylinder axis. We can clearly see this feature in Fig. 7-2. When we increase L and
D, the free energy has a lower minimum at 0 = 900.
A discotic molecule having D as diameter and T as thickness was also simulated
within the defect-free cylinder matrix (See Fig 7-3). The red arrow represents the
director vector of the disk which is rotated by an angle 0 with respect to the axis
perpendicular to the cylinder axis (See Fig. 7-3b). In Fig. 7-4, we plot the free energy
of the system as a function of 0, D, and T.
In contrast to the rod case, the free energy minimum is achieved when the director
vector of the disk is perpendicular to the cylinder axis (6 = 0'). This configuration
of the discotic molecule maximizes the occupation of the disk at the axis of the
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Figure 7-3: a) Simulation picture of a self-assembled cylinder phase of BCPs con-
taining a discotic molecule within the minority phase. Transparent yellow contour
indicates region of constant volume density of BCPs with #B = #A = 0.5. The red
arrow represents the director vector of the discotic molecule and D represents its
diameter. The disc thickness T is described in Fig. 7-3b. b) We rotate the disc with
angle 0 with respect to the axis perpendicular to the axis of the cylinder to plot the
free energy.
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Figure 7-4: Plot of the reduced free energy H/CV as a function of the rotation angle 0
with different diameters D and thicknesses T of the discotic molecule : a) T = 0.4Rg
b) T = 0.5Rg c) T = 0. 6 Rg. Different colors represent different thicknesses of the disk
: L = 1.2Rg (black), L = 1.3Rg (red), L = 1.4Rg (purple), and L = 1.5Rg (blue).
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cylinder where the polymer ends exist, minimizing the stretching energy of the block
copolymer. Intuitively, we also can derive that the larger and thicker disk decreases
the free energy more by reducing 0 to 00. We can clearly see this feature in Fig. 7-4.
When we increase D and T, the free energy has a lower minimum at 0 0'.
7.3.2 X-shape defect
From the defect-free cylinder case, we established that a free energy minimum is
realized when most of the volume of the molecule occupies the cylinder axis where
the ends of BCPs exist. However, when a defect is introduced in the system, the
free energy well is constructed at the defect center. The stiffness of the free energy
is different when we move the external particle in different directions from the defect
center. Therefore, the anisotropic features of the rod and discotic molecules will
have preferred orientations of their director vectors near the defect center. In this
subsection, we study the configuration of rod and discotic molecules confined within
BCP defects using Monte Carlo sampling.
Since the rod and discotic molecules have additional degrees of freedom related to
rotation of the director vector, it is not efficient to plot the free energy as a function
of all possible configurations of the molecule as was performed in Chapter 6 with
spherical particles. Instead, we sample configurations of the molecule by using Monte
Carlo steps to find the free energy minimum of the system. Each attempted move
both translates the position (Ax, Ay, Az) of the molecule center and rotates the angle
(AO, A#) of the director vector. The system accept the molecular movement with the
probability of e-AH . Each attempted movement of the molecule requires the full
relaxation of both fields Q+ and Q_. As was explained in the previous chapter,
the BCP defect was designed using the templated self-assembly. In this study, we
attempt 300 Monte Carlo steps per molecule for each of the defect structures described
previously.
The first case considered is the rod and discotic molecules within the X-shape
defect. Fig 7-5 is the time evolution of the rod configuration as a function of the
number of attempted Monte Carlo movement steps. The initial configuration contains
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a rod at the defect center with the director vector oriented perpendicular to the defect
plane (See Fig. 7-5a). As Monte Carlo steps are performed, the director vector of the
rod starts to align parallel to the defect plane, and is finally aligned to one of the two
cylinder axes (See Fig. 7-5d). From the previous chapter, we determined that as the
molecule moves away from the defect center, the stiffness of the free energy is lower
in either the tx or ±y direction than in a diagonal direction. This allows the rod to
align to one of the two cylinder axis to minimize the free energy of the system. After
60 Monte Carlo steps, the rod is trapped and shows little fluctuation from this fixed
configuration.
Fig 7-6 shows the configuration of the discotic molecule as a function of the number
of attempted Monte Carlo movement steps. The discotic molecule is located parallel
to the defect plane (i.e. the director vector is perpendicular to the defect plane) at
the initial configuration. However, the molecule is trapped in this configuration since
the discotic molecule maximizes the occupation of disk along both axes of the two
cylinders. Further MC steps did not change the configuration of the discotic molecule
located at the defect center.
7.3.3 T-shape defect
The T-shape defect of BCPs is also simulated with the rod and discotic molecule. Fig
7-7 shows snapshots of the rod molecule after various Monte Carlo steps within the T-
shape defect of BCPs. The director vector of the rod is initially aligned perpendicular
to the defect plane. As Monte Carlo steps are performed, the director vector starts
to rotate toward the axial direction of the cylinder aligned along the y axis (See Fig.
7-7b, 7-7c, and 7-7d). For the X-shape defect, the rod can maximize the volume
occupied along the cylinder axis by aligning with either the x or y axis. However,
for the T-shape defect, if the rod is aligned toward the axial direction of the cylinder
aligned along the x axis, the rod molecule will experience more curved interface. This
results in an extra increment of the free energy from the extra stretching of the BCPs
as explained in the last chapter. Therefore, the director vector prefers to be aligned
with the y axis at the defect center in a more energetically favorable configuration.
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Figure 7-5: Simulation picture of a self-assembled structure X-shape defect in a BCP
matrix with a rod molecule confined within the minority phase. Transparent yellow
contour indicates region of constant volume density of BCPs with #B = OA= 0.5. The
red arrow represents the director vector of the rod molecule. a) Initial configuration
b) After 20 Monte Carlo steps c) After 40 Monte Carlo steps d) After 60 Monte Carlo
steps. Further MC steps reproduce a similar image to d) since the rod has been
trapped at this configuration.
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Figure 7-6: Simulation picture of a self-assembled structure X-shape defect in a BCP
matrix with a discotic molecule confined within the minority phase. Transparent
yellow contour indicates region of constant volume density of BCPs with #B -- #A
= 0.5. Red arrow represent the director vector of the discotic molecule. a) Initial
configuration b) After 20 Monte Carlo steps. Further MC steps reproduce a similar
image to d) since the disk has been trapped at this configuration.
After the system reaches the free energy minimum, the rod molecule is trapped at
the defect center, and system starts to reject most of Monte Carlo trial movements.
Snapshots of the discotic molecule within the T-shape defect are described in Fig.
7-8. Similar to the X-shape defect, the director vector is stabilized at the vertical
alignment of the defect plane at the defect center. From Fig. 7-8a and 7-8b, we
can clearly see that additional Monte Carlo steps do not change the position or
configuration of the discotic molecule. This configuration of the discotic molecule
occupies the most volume along both axes of the two cylinders near the defect center
to minimize chain stretching of the BCPs.
7.3.4 Y-shape defect
Finally, we simulate the rod and discotic molecules with Y-shape defects. Fig 7-9
is the time evolution of the rod configuration within a Y-shape defect as a function
of the number of attempted Monte Carlo steps. At the initial point, the director
vector of the rod molecule is aligned vertically to the defect plane (See. Fig. 7-9a).
Further MC steps let the director vector rotate toward the axial direction of one of
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Figure 7-7: Simulation picture of a self-assembled structure T-shape defect in a BCP
matrix with a rod molecule confined within the minority phase. Transparent yellow
contour indicates region of constant volume density of BCPs with #B = OA= 0.5.
Red arrow represent the director vector of the rod molecule. a) Initial configuration
b) After 20 Monte Carlo steps c) After 50 Monte Carlo steps d) After 80 Monte Carlo
steps. Further MC steps reproduce a similar image to d) since the rod has been
trapped at this configuration.
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Figure 7-8: Simulation picture of a self-assembled structure T-shape defect in a BCP
matrix with a discotic molecule confined within the minority phase. Transparent
yellow contour indicates region of constant volume density of BCPs with #B A
= 0.5. Red arrow represent the director vector of the discotic molecule. a) Initial
configuration b) After 20 Monte Carlo steps. Further MC steps reproduce a similar
image to d) since the disk has been trapped at this configuration.
three cylinders to minimize the chain stretching of the block copolymer. After 80 MC
steps, the director vector of the rod is fixed along the axial direction of the cylinder
aligned to the y axis (See Fig. 7-d). Similar to the T-shape defect case, the other
two cylinders (aligned to the (+y, +x) direction and (+y, -x) direction) provide a
highly curved interface of two blocks. The extra stretching energy from this interface
with high curvature prohibits the rod from aligning with those axial directions. After
the rod is aligned to the y axis near the defect center, the system shows very little
fluctuation of the molecular configuration with further MC steps.
The discotic molecule within the Y-shape defect is also simulated in the same way.
At the initial stage of the simulation, the discotic molecule is placed at the defect
center with the director vector perpendicular to the defect plane. This configuration
minimizes the free energy which comes from the stretching of the BCPs. Therefore,
the discotic molecule is trapped in this state with the lowest free energy and does not
move with further MC steps.
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Figure 7-9: Simulation picture of a self-assembled structure Y-shape defect in a BCP
matrix with a rod molecule confined within the minority phase. Transparent yellow
contour indicates region of constant volume density of BCPs with #B = #A= 0.5.
Red arrow represent the director vector of the rod molecule. a) Initial configuration
b) After 20 Monte Carlo steps c) After 50 Monte Carlo steps d) After 80 Monte Carlo
steps. Further MC steps reproduce a similar image to d) since the rod has been
trapped at this configuration.
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Figure 7-10: Simulation picture of a self-assembled structure Y-shape defect in a BCP
matrix with a discotic molecule confined within the minority phase. Transparent
yellow contour indicates region of constant volume density of BCPs with #B = #A
= 0.5. Red arrow represent the director vector of the discotic molecule. a) Initial
configuration b) After 20 Monte Carlo steps. Further MC steps reproduce a similar
image to d) since the disk has been trapped at this configuration.
7.4 Conclusions
In this chapter, we studied the behavior of rod and discotic molecule under the con-
finement of various defect structures within a BCP matrix. Hybrid self-consistent field
theory (HSCFT) simulations were used to describe the rod and discotic molecule as
an extra field excluding the surrounding polymer density. By solving the diffusion
equation with the Lattice Boltzmann Method (LBM), we could use the local grid re-
finement to simulate the rod and discotic molecule with higher accuracy than possible
with the pseudo-spectral method.
We plotted the free energy of the rod and discotic molecule as a function of rotation
angle within a defect-free cylinder phase of the BCPs. For the rod molecule, the free
energy minimum is achieved when the director vector is aligned with the cylinder
axis. In this configuration, the rod molecule maximizes the volume occupancy of the
cylinder axis where the polymer ends exist to minimize the stretching energy of the
BCPs. This is also applied to the discotic molecule case, where the director vector of
the discotic molecule should be perpendicular to the cylinder axis for the maximum
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volume occupancy of the cylinder axis. For this configuration, the system reaches the
free energy minimum.
We also simulated the rod and discotic molecule confined within the X, T, and
Y-shape defects of the BCPs. Unlike the defect-free cylinder case, here the curved
interface of the BCPs add an extra stretching energy to the system. As a result, a
higher energy barrier exists near the defect center when the molecule approaches the
highly curved interfaces. This determines the specific configuration of the director
vector of the rod and discotic molecule within the defect structure of the BCPs. For
the X-shape defect case, the director vector of the rod is aligned with one of two
cylinders at the cylinder junction due to the symmetry of the X-shape defect. The
director vector of the rod in both the T-shape and Y-shape defect is aligned with
the y axis as shown in Fig 7-7d and 7-9d to minimize extra chain stretching from the
curved interface. For the discotic molecule, the director vector is perpendicular to the
defect plane near the defect center for all three defect structures. In this configuration,
the discotic molecule can occupy all cylinder axes equally to maximize the volume
coverage by the disk itself. These results give a better understudying of the effect of
confinement on the preferred configuration of complex, anisotropics molecule blended
with BCPs.
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Chapter 8
Phase behavior of discotic
molecules within the cylinder
phase of ordered block copolymers
8.1 Introduction
In the previous chapter, we studied a single discotic molecule within various block
copolymer defect structures. Graphoepitaxy of cylinder-forming block copolymers
(BCPs) let the BCPs self-assemble into the desired defect structure by connecting
cylinders to a single junction point (i.e. the defect center). Regardless of defect
structure, it was found that at the free energy minimum the director vector of the
discotic molecule is perpendicular to the defect plane. In this configuration, the
probability of BCP chain stretching is minimized when the external particle field oc-
cupies a maximum density of the cylinder axis where the polymer ends exist. We also
showed that this principle is very useful in explaining the equilibrated configuration
of a nanoparticle and nanorod within the various defect structures explored in the
last two chapters.
We also carefully investigated the free energy of the discotic molecule within the
defect-free BCP cylinder by rotating the discotic molecule. A free energy minimum
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is achieved when the director vector of the discotic molecule is aligned with the
cylinder axis regardless of disc diameter or thickness. This is purely an effect of the
elastic energy from the chain stretching of the system. However, when we increase
the number of discotic molecules, we have to take account any possible "polymer-
mediated potential" between the discotic molecules. The competition between the
minimization of chain stretching, which drives the director vector perpendicular to
the cylinder axis, and the polymer-mediated potential between the disks, which drives
two director vectors to attract and prefer a certain distance with the same direction,
will determine the equilibrated assembly of discs within the BCP cylinder.
In this chapter, we study the phase behavior of discotic molecules within the
cylinder phase of block copolymers by using hybrid self-consistent field theoretic sim-
ulations (HSCFT). The Lattice Boltzmann Method (LBM) is used with the grid
refinement method introduced in the previous chapter to solve the diffusion-like equa-
tion of the system. Monte Carlo sampling is used with random changes in molecular
configurations to find the equilibrated state of the system.
8.2 Computational details
In this work, we simulate block copolymers and discotic molecules using hybrid
particle-field simulations. The HSCFT method we used in this chapter is explained
in detail in chapter 7. In this section, we will explain the details of the simulation
dimensions and Monte Carlo method used for modeling multiple discs.
As in the previous chapters, we set xN to 20 with f = 0.7 where the minority block
(B-block) forms hexagonally close-packed cylinders in a bulk system. The insertion of
A-block attractive hard walls at both ends of the z axis and y axis let the BCPs self-
assemble into a thin film containing an array of B-block cylinders through the x-axis
(see Fig. 8-la). The dimension of the simulation box is Lx x 4 .ORg x 4.ORg where
4
.ORg is the equilibrium distance between two cylinders. The refinement of the fine
grid is four times higher than the coarse grid with the dimension of Lx x 2 .ORg x 2.ORg
which nearly covers the whole cylinder (see Fig. 8-1b). We change the length of Lx
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to obtain different densities of discotic molecules in this study. The discotic molecule
is designed to be highly attractive to A-blocks but repulsive to B-blocks by setting
7YA to -40 and 7B to +40. The diameter D and thickness T for the discotic molecules
are 1.2 R9 and O.4 Rg respectively.
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Figure 8-1: Simulation picture of the self-assembled structure cylinder phase of BCPs
in a thin film. Transparent yellow contour indicates region of constant volume density
of BCPs with #B = OA = 0.5. a) A cylinder of length L, through the x-axis is
introduced with the simulation box dimension (Lx x 4.ORg x 4.ORg). b) The fine grid
region (Lx x 2.0R9 x 2.ORg) covers most of the cylinder volume.
Each Monte Carlo trial movement both translates the position (Ax, Ay, Az) of
the molecule center and rotates the angle (AO, A#) of the director vector. All discotic
molecules are moved at the same time for each Monte Carlo step. The system accept
the molecular movement with the probability e-AH. The CV parameter governing
the free energy is adjusted to set the acceptance ratio to 0.3. Using this method,
discs could escape from any metastable state easily to reach the desired free energy
minimum. For each attempted movement of the molecule, both fields Q+ and Q_
are fully relaxed, with previous field configurations saved and restored if the move is
rejected. In this study, we simulated two (Ni,8 = 2) and three (Ndask = 3) discotic
molecules with different cylinder lengths Lx with 400 Monte Carlo steps per data
point.
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8.3 Results and Discussion
Random movements of molecular configurations using the Monte Carlo methodology
lets the system reaches the free energy minimum, with the energy fluctuation related
to the CV parameter. Since the CV parameter has been adjusted to obtain a certain
acceptance ratio, the configurational entropy of the disks is not sampled at a fixed
temperature. However, the adjusted CV parameter helps the system escape from the
metastable state to reach the free energy minimum of the block copolymers. Fig. 8-2
is one example of a free energy plot as a function of the number of attempted Monte
Carlo steps.
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Figure 8-2: Reduced free energy plot as a function of the number of attempted Monte
Carlo steps. The system contains two disks within the cylindrical phase of BCPs with
LX = 2.8R9.
At the initial stage of the Monte Carlo simulation, the director vectors of the
molecules are aligned with the axial direction of the block copolymer cylinder. How-
ever, the director vectors start to rotate toward the direction perpendicular to the
cylinder axis (See Fig 8-3b, 8-3c, and 8-3d). As shown from single discotic molecule
simulations in the last chapter, this configuration minimizes the stretching energy
of the block copolymers. From Fig. 8-2, we can clearly see that the free energy is
stabilized after approximately 150 MC steps.
However, when we decrease Lx to obtain a higher density of discotic molecule
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Figure 8-3: Snapshots of a block copolymer cylinder containing two discotic molecules
within the minority phase with Lx = 2.8R9 . Transparent yellow contour indicates
region of constant volume density of BCPs with #B -- #$ = 0.5. Red arrows represent
the director vectors of the discotic molecules. a) Initial configuration b) After 40
Monte Carlo steps c) After 80 Monte Carlo steps d) After 120 MC steps
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within the cylinder, the polymer-mediated force and excluded volume interactions
between the discs play a significant role in determining the behavior of the discotic
molecules. In general, columnar stacking of the disks (with all director vectors aligned
along axial direction of the cylinder) minimizes the polymer-mediated potential and
excluded volume interaction but maximize the polymer stretching energy. By increas-
ing the density of disks, however, the system can minimize both energy contributions.
As a result, high disc densities stabilize the columnar phase of discotic molecules. This
feature is represented in Fig. 8-4.
a) Initial configuration b) 50 MC steps c) 100 MC steps
Figure 8-4: Snapshots of block copolymer cylinder with two discotic molecules con-
fined within the minority phase with L. = 1.2R9. Transparent yellow contour indi-
cates region of constant volume density of BCPs with #B = #A = 0.5. Red arrows
represent the director vectors of the discotic molecules. a) Initial configuration b)
After 50 Monte Carlo steps c) After 100 Monte Carlo steps
For the quantitative study of disc ordering, we define the order parameter,
1 Nisk 3ex Vi12 _ I
P = ENdisk= 2
where ex is unit vector in the axial direction of the cylinder and vi is the director
vector of the i'th disk. This order parameter approaches 1 if all molecules are stacked
in parallel to the cylinder axis and approaches -0.5 if the director vectors are aligned
perpendicular to the cylinder axis. Plots of the order parameter P as a function of the
number of attempted Monte Carlo steps for different cylinder lengths Lx are shown
148
in Fig. 8-5.
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Figure 8-5: Order parameter P as a function of the number of attempted Monte Carlo
steps. The system contains two disks within the cylindrical phase of BCPs. Different
colors represent different lengths of the cylinder L2 = 1.2 Rg (red), 1.6 Rg (purple),
2.0Rg (blue), 2 .4 Rg (sky-blue), and 2.8Rg (light green).
For a long cylinder length (L, = 2.8Rg), the order parameter is stabilized near
-0.5 after 150 MC steps. The system shows a low value of P at large L_ because all
the director vectors are aligned perpendicular to the cylinder axis (See Fig. 8-3d). For
a short cylinder length (L. = 1.2Rg and 1.6Rg), the order parameter approaches 1
corresponding to a columnar stack of disks (See Fig. 8-4c). At intermediate values, the
order parameter ranges from -0.2 to 0.4 because the system reaches a metastable state
due to finite size effects, as the finite size periodicity of the system extremely reduces
the number of possible configurations of the disks. This results in the stabilization
of tilted discs as shown in Fig. 8-6. However, we expect that a larger system would
alleviate this effect on the phase behavior of discotic molecules. Figure. 8-7 shows the
behavior of three discotic molecules with the same densities as in the two discs case.
Although the configurations of the director vectors are confined due to the excluded
volume effect and the polymer stretching energy, no ordering between the discotic
molecules is found due to the increased degeneracy of the molecular configurations
for the three disks case.
Figure 8-8 shows the average value of the order parameter < P > after 150 MC
149
a) Lx = 2.ORg
x z 14 Fz
Figure 8-6: Snapshots of the metastable tilted phase for two discotic molecules con-
fined within a block copolymer cylinder at intermediate cylinder lengths. Transparent
yellow contour indicates region of constant volume density of BCPs with #B -# =
0.5. Red arrows represent the director vectors of the discotic molecules. a) L. = 2.ORg
b) Lx = 2.R
a) Lx = 3.ORg
x*
b) Lx = 3.6Rg
*
Figure 8-7: Snapshots of three discotic molecules within a block copolymer cylinder at
intermediate cylinder lengths. Transparent yellow contour indicates region of constant
volume density of BCPs with #B = A 0.5. Red arrows represent the director
vectors of the discotic molecules. a) L., = 3 .ORg b) L. = 3.6Rg
150
b) Lx = 2.4Rg
steps. For a cylinder length per single disc L_/Ndask less than 0.8R9 , the system shows
a highly ordered columnar phase with < P >~ 1. When we increase LX/NiSk until it
reaches 1.4 Rg, < P > decreases continuously due to the confined random movements
of the director vectors at high disc densities. For the two discs case, the tilted phase
results from the confined random movements of the discs due to the huge finite size
effect. < P > values are a little bit different for the three discs case. After L/Ndik
reaches 1.4R, < P > converges to near -0.5, which means that all director vectors
are perpendicular to the cylinder axis.
<P>
0.8 -
0.6 -
0.4 -
0.2
0
-0.2
-0.4
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Figure 8-8: Average value of the order parameter < P
length per single disc Lx/Ndask for two disks (red line)
> as a function of the cylinder
and three disks (blue line).
8.4 Conclusions
In this chapter, we studied the phase behavior of discotic molecules within the cylinder
phase of BCPs. We used HSCFT simulations to model blends of discotic molecules
and BCPs. The LBM method is used to solve the diffusion-like equation required in
the HSCFT method. A local grid refinement method is used to provide an accurate
description of the system. Monte Carlo sampling with random changes in molecular
configurations is used to simulate the phase behavior of discotic molecules within the
block copolymer cylinder.
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We found that the polymer-mediated potential and excluded volume interactions
between the discs are important when the length of the cylinder per disc, Lx/Nisk,
is short. Columnar stacking of the discotic molecules minimizes not only the stretch-
ing of BCPs near the cylinder center, but also the polymer-mediated potential be-
tween the disks at these short cylinder lengths. Therefore, in the regime where
Lx/Ndisk < 0. 8 Rg, the columnar phase is stable. However, for long cylinder lengths,
the relative effect of the polymer-mediated potential and the excluded volume effect
are both lowered. Since the conformational entropy contribution to the free energy
of the system dominates for long cylinder lengths, all the director vectors are aligned
perpendicular to the cylinder axis for Lx/Nisk > 1.4R9. We also defined the order
parameter P which describes the degree of alignment of director vectors towards the
axial direction of the block copolymer cylinder. The average value of the order pa-
rameter < P > is nearly 1 for Lx/Nisk < 0.8R9. A further increase of Lx/Ndisk
reduces < P > until Lx/Nisk 1.4Rg, where < P > reaches -0.5. At this point,
all director vectors of the discs are perpendicular to the cylinder axis. This study
provides fundamental insight into the behavior of discotic molecules confined within
block copolymer cylinders. On the basis of this work, we provide design principles
for blends of discotic molecules and block copolymers that will be critical for the
development of the next generation of optoelectronic devices.
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Chapter 9
Conclusions and future work
9.1 Conclusions
In this thesis, we investigated the phase behavior of discotic molecules at various con-
ditions. We first studied the bulk thermodynamics of disk-coil molecules in Chapter
2 using coarse-grained Monte Carlo simulations. We found that the disk-coil system
phase-separated into a disordered, lamellar, perforated lamellar, or a crystal phase
as a function of the relative interaction parameter between the coils (A) and reduced
temperature (T*). All phase transitions were first order, and we constructed a phase
diagram based on the phase transitions points. In the crystal phase, the disk-coil
molecules showed better ordering of the disks than disk-only molecules lacking the
flexible coil due to the microphase separation between the disks and grafted coils. In
Chapters 3 and 4, we next studied the phase behavior of modified disk-coil molecules
with different degrees of stacking interactions between the disks (P) and different
coil lengths (Nc). In addition to four phases the mentioned earlier, we also found
a cylinder, ordered lamellar, ordered perforated lamellar, and an ordered cylinder
phase. We again constructed the full phase diagram as a function of T*, y, and A in
Chapter 3. In Chapter 4, the phase diagram was constructed as a a function of T*,
p, and Nc. We found that a highly ordered column stacking arrangement of disks
was realized when the system was crystallized from the cylinder phase to an ordered
cylinder phase. This is because the matrix of coils around the disk cylinders acts as
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a to effectively confine the disks in one dimension. Inspired by the observed ordering
effect of confinement, we studied the effect of pure confinement on the phase behavior
of discotic molecules in Chapter 5. At high p and low T* values, columnar and tilted
phases appeared as a function of the confinement length d. In this study, it was found
that setting the confinement length commensurate with the diameter (length in 2D)
of the disks was the key property necessary to obtain the desired stacking properties.
These results provide insight into the self-assembly of chlorophyll molecules and pro-
vide new design strategies for directing the assembly of planar molecules using the
confinement effects.
Since the confinement was shown to be an important parameter in the phase be-
havior of discotic molecules, we next studied blends of discotic molecules and block
copolymers (BCPs). BCPs are great candidates to act as confinement matrices be-
cause templated self-assembly enables BCPs to self-assemble into complex structures.
As a result, we could study the behavior of nano-sized particles within various shapes
of a surrounding confinement matrix composed of BCPs ordered by templated self-
assembly. Before we moved on to discotic molecules, we first studied blends of spheri-
cal nanoparticle and BCPs containing various defect structures in Chapter 6. Hybrid
particle field theoretic simulations were used to describe both the nanoparticles and
BCPs. X, T, and Y shaped defects were obtained using the templated self-assembly
of a cylinder phase of the BCPs. For all X, T, and Y defects shapes, the nanoparticle
was trapped at the defect center where the block copolymer cylinders made a junction.
However, the free energy curves showed higher stiffness when the nanoparticle was
moved toward the interface of two blocks with higher interface curvature, leading to
anisotropic free energy landscapes for the T and Y defects. In Chapter 7, we expanded
our studies to rod and discotic molecules confined within block copolymer defects.
From the study of rod and discotic molecules within defect-free cylinder, we found
that the director vector of the rod preferentially aligned with the axial direction of the
block copolymer cylinder while the director vector of the disk preferentially aligned
perpendicular direction to the axis of the cylinder. Within the defect structures, the
director vector of the rod molecule aligned with the block copolymer cylinder that
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had the lowest interface curvature at the defect center. However, the director vector
of the discotic molecule was aligned perpendicular to all axes of the cylinders at the
defect center for all defect shapes. From these studies, the stretching of the block
copolymers was identified as the biggest contributor to the system free energy for a
single discotic molecule within a block copolymer cylinder. However, when we in-
creased the number of discotic molecules, the polymer-mediated force and excluded
volume effect between the disks started to affect the free energy. In Chapter 8, we
studied the phase behavior of multiple discotic molecules within the block copolymer
cylinder. We found that when the cylinder length was long, the director vectors of
the disks all aligned perpendicular to the axial direction of the BCP cylinder because
this configuration of the director vectors minimized the polymer stretching energy.
However, when the cylinder length was short, strong polymer-mediated interactions
and excluded volume effects between the disks caused the disks to be stacked in paral-
lel. As result, all director vectors were aligned with the axial direction of the cylinder
to form a columnar phase. These results give insight into design principles for the
next generation of optoelectronic devices composed of nano-sized molecules confined
within a block copolymers matrix.
9.2 Future work
9.2.1 Multiple nanoparticles within various defects of block
copolymers
We learned from Chapter 6 that a single nanoparticle will be trapped at the defect
center within various types of block copolymer defects. However, when we increase
the number of smaller nanoparticles embedded in the block copolymers, polymer-
mediated forces between the nanoparticles may let them become closed-packed (See
Fig. 9-1). The competition between the polymer mediated forces between nanopar-
ticles and the stretching of the surrounding block copolymers will affect the total
distribution of multiple nanoparticles within block copolymer defects. In previous
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chapters, we also had no interest in the deviation of the nanoparticle position in the
z direction (perpendicular to the defect plane), because it is clear that the system
free energy is increased when the nanoparticle approaches the interface of two blocks.
From this, we regarded the system as effectively a two dimensional problem. How-
ever, after multiple nanoparticles occupy all cylinder axes near the defect center, the
next free energy minimum for the additional of further nanoparticles may be off the
z axis from the defect center. From these considerations, it would be very interesting
to study the distribution of nanoparticles within various defects as a function of the
number of nanoparticles and the size of each nanoparticle.
a) Initial configuration b) 50 MC steps
0z
y y
Figure 9-1: Simulation picture of a self-assembled structure X-shape defect in a BCP
matrix with four nano spheres confined within the minority phase. Transparent yellow
contour indicates region of constant volume density of BCPs with #B - #A 0.5. Red
arrow represent the director vector of the discotic molecule. a) Initial configuration
b) After 50 Monte Carlo steps.
9.2.2 Phase behavior of rod molecules within the cylinder
phase of ordered block copolymers
In Chapter 7, we studied both rod and discotic molecules within block copolymer
defects. We found that the director vector of the rod molecule strongly aligned
with the axial direction of the block copolymer cylinder. However, similar to the
case of multiple discotic molecules, the polymer-mediated force between the rods
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starts to contribute to the free energy of the system when multiple molecules are
added. We expect that when the rod density is low, rod molecules will align with
the axial direction of a cylinder. However, increasing the rod density will allow rods
to self-assemble into a "helical" structure which minimize both the stretching of the
block copolymers and polymer-mediated forces between the rods. Recent experiments
strongly support this explanation [53], and this system is worth further studying using
the simulation techniques described here.
9.2.3 Designing novel optoelectronic devices based on blends
of chlorophyll-like molecules and block copolymers
In previous chapters, we studied disk-coil molecules with different coil lengths and
stacking interactions. One of the primary inspirations for the study of disk-coil
molecule is the chlorophyll molecule which contains a similar disk-coil motif. Al-
though our coarse-grained molecules do not capture the atomistic details of real
chlorophyll molecules, our fundamental studies of disk-coil molecules provided general
ideas that describe how chlorophyll molecules self-assemble into chlorosomes. Based
on these principles, we can design "artificial chlorosomes" through the self-assembly of
chlorophyll molecules and block copolymers which mimic the aggregated chlorophyll
antenna covered by lipid bilayers in physical systems. The templated self-assembly of
block copolymers with e-beam lithography will guide the formation of block copoly-
mer cylinders containing these self-assembled chlorophyll antenna. This approach is
featured in Fig. 9-2.
For the modeling part, our simulation method needs to be improved. Because the
self-assembly of block copolymers and chlorophyll molecules occur on different time
and length scales, the simulation results should be reliable in both regimes. With
careful modeling, we eventually will be able to design a novel optoelectronic device
based on the blend of chlorophyll molecules and block copolymers by mimicking the
chlorosome structure, the most efficient light harvesting antennae in nature.
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Approach to creating "Artificial Chlorosomes"
Modeling
Block Copolymer
Self-Assembly
Supramolecular
Assembly
Templated self-assembly
JJ il
Figure 9-2: Blueprint of approach for creating an artificial chlorosome.
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