Congestion is one of the well-studied problems in computer networks, which occurs when the request for network resources exceeds the buffer capacity. Many active queue management techniques such as BLUE and RED have been proposed in the literature to control congestions in early stages. In this paper, we propose two discrete-time queueing network analytical models to drop the arrival packets in preliminary stages when the network becomes congested. The first model is based on Lambda Decreasing and it drops packets from a probability value to another higher value according to the buffer length. Whereas the second proposed model drops packets linearly based on the current queue length. We compare the performance of both our models with the original BLUE in order to decide which of these methods offers better quality of service. The comparison is done in terms of packet dropping probability, average queue length, throughput ratio, average queueing delay, and packet loss rate.
Introduction
Because of the rapid development in the internet and cellular networks, the connections of these networks are competing to gain bandwidth allocation and buffer space. The network becomes congested when its connection requests on network resources surpass the available ones.
1 Many methods in the network performance literature have been proposed to control network congestion, like Refs. 2-8. Droptail (DT) 9, 10 is one of the known methods in that area. Nevertheless, DT has few drawbacks including lockout phenomenon and full queues which may result in poor network performance. 9 Several researchers have proposed the active queue managements (AQM) techniques (see Refs. 2, 3, 6, 7, and 11-15) in order to overcome some of the drawbacks of the DT method.
One of the popular methods based on AQM is random early detection (RED) results from the analysis and modeling of queueing network systems are analytical models including their derived performance measures (mean queue length, throughput, average queueing delay, packet loss probability, etc.). 2, [9] [10] [11] 16 These analytical models can be used as congestion control methods such as DRED models, 24, 25, 27, 29 BLUE models, 20, 26 and others. 23, 30, 31 For instance, the authors in Ref. 30 developed a RED-based analytical model that aims to remove the bias versus bursty traffic and manage the mean of packet queueing delay. In 1993, Woodward published a book about the analysis and modelling of queueing network systems using discrete-time approach. 28 Moreover, several discrete-time queue analytical models based on different AQM methods were developed. 19, 20, [24] [25] [26] [27] 29 The authors of Ref. 29 proposed an analytical model based on DRED method 11 in order to identify the congestion incipiently at networks router buffer. The analytical model was built by analyzing a single queueing system. The DRED's model depends on a specific location at a router buffer (equal to 0.9 × half of the buffer capacity (Ref. 11)) as a congestion indicator and the current queue size as congestion metric. Congestion is discovered in the DRED's model when the current queue size is equal to or greater than a specific location at the router buffer. Congestion was controlled in Ref. 29 by reducing the packets.
In Refs. 20 and 26, two analytical models based on BLUE method were proposed by analyzing a single queueing system. The two models are similar to the proposed DRED's model of Ref. 29 with minor differences. One difference is the way of detection of congestion in which the two models identify the congestion when the current queue size is larger than a specific location at the router buffer. Another difference is that the value of the specific location in Refs. 20 and 26 is not identical to that of DRED's. 29 An analytical model based on GRED method was proposed in Ref. 19 by analyzing a single queueing system. GRED's model relies on three locations at the router buffer, i.e. min threshold, max threshold, and double max threshold, where min threshold < max threshold < double max threshold. Congestion often occurs when the current queue size is between min threshold and double max threshold and it is controlled by reducing the packet arrival probability value linearly. However, if the current queue size is equal to or larger than the double max threshold, a heavy congestion usually happens.
The authors of Ref. 27 have proposed an analytical model based on DRED method as an extension for the models disseminated in Ref. 29 . Particularly, two queue nodes have been analyzed and modeled in order to use their results as a congestion control methods in queueing networks. Queue node 1 has higher priority than queue node 2 in receiving packets coming from outside the network. The proposed model is similar to the proposed model in Ref. 29 with reference to the congestion metric used, and the way of detecting and controlling the congestion.
The authors of Ref.
24 developed an analytical model based on DRED method with an aim to identify and control congestion incipiently in a network of three queue nodes. The performance measure results (throughput, average queuing delay) of their model were derived by giving different values to the packet arrival probability parameter. Further, the priority policy used has been applied on the three queue nodes.
A discrete-time queue analytical model based on RED that employs two traffic classes was developed in Ref. 31 . Every traffic class has its own parameters. Bursty and correlated traffic using a two-state Markov-Modulated Bernoulli arrival process (MMBP-2) are employed as the traffic source. The model reduces the packet arrival probability value linearly when congestion happens at the router buffer. The performance measures of the model were calculated: Mean system occupancy, mean packet delay, packet loss probability, and system throughput. At last, in Ref. 23 , both correlated packet arrivals and general service times are used in a discrete-time infinite queue method. Packet arrivals were modeled using Bernoulli bursty source with geometrically distributed intervals. Closed form formulas have been obtained for some performance measures such as mean queue length, cell delay, unfinished work, etc. Some parameters have been experimented on the results of performance measures.
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We focused on the BLUE method since both the proposed analytical models (BLUE-Lambda and BLUE-Linear) are based on this method. In addition, the BLUE algorithm 3,4 was proposed to enhance the performance of the RED algorithm. In particular, BLUE algorithm significantly performed better than RED in terms of both packet loss rates and buffer size requirements in a network according to Ref. 4 . So unlike the RED algorithm, which utilizes the aql as a congestion metric, BLUE relies on the packet loss, the link utilization, and the buffer length at the router 3,4 to manage congestion. Furthermore, the difference between the proposed models and other existing AQM models are explained as follows:
• The proposed models are applied on a queueing network consisting of two queue nodes and the priority policy is used. While the models in Refs. 19, 20, 26 and 29 are applied on a single queue node and the priority policy was not used. • The differences between our models and the models in Refs. 24 and 25 are the controlling way of congestion as well as the number of queue nodes which intended to control that congestion, for example, the models in Refs. 24 and 25 were applied on a queueing network system that consists of three queue nodes.
• The proposed models differ from that of Ref. 2 
BLUE Algorithm
BLUE is one of the algorithms for managing network congestion, developed primarily to enhance the performance of the known RED algorithm.
3,4 BLUE depends on a single packet dropping probability parameter (D p ) and a certain threshold (th). If the buffer length (B length ) of the BLUE router becomes larger than th, BLUE increases the D p value to alleviate the congestion. Whereas, if the buffer is empty or if the link is idle, BLUE decreases D p . BLUE also relies on other parameters for congestion metrics, including, packet loss, link utilization, and buffer length. The pseudocode of the BLUE algorithm is shown in Fig. 1 , which contains several parameters. The freeze parameter is used to determine the least time period between two successive adjustments. The freeze parameter is often set to a fixed value according to Ref. 3; however, it can also be given an arbitrary value in order to avoid global synchronization.
Other parameters are: P inc and P dec that are used to determine the increasing and decreasing amount of D p . Generally, P inc is given a larger value than P dec in order to prevent underutilization. 4 It should be noted that the BLUE algorithm drops packets at the router buffer arbitrarily.
A Discrete-time Queueing Network Analytical Model Based on Lambda Decreasing
The queueing network used in this section consists of two queue nodes as shown in Fig. 2 . We assume that queue node 1 has a higher priority than queue node 2.
In other words, node 1 serves more packets than queue node 2. Furthermore, the symbol th denotes a certain threshold for each router buffer, and it is mainly used to detect congestion. This proposed analytical model relies on a time unit named slot, where in each slot there is single or multiple events. 28 The two queue nodes shown in Fig. 2 have finite capacities, K 1 and K 2 . The arrival process used in the queueing network is the identical independent distribution (i.i.d.) Bernoulli process, a n ∈ {0, 1} n = 0, 1, 2, . . . , where a n denotes the packet arrival at slot n. We assume that λ is the probability of the packets arriving from outside the network in a slot. Moreover, the sources of queue node j (j is "1" for queue node 1, and "2" for queue node 2) send their packets at rate λ j only when the queue length at the router buffer is less than or equal to th j . Whereas, when the queue length is larger than th j , i.e. when the router buffer is congested, the sources decrease their packet arrival probability value from λ j to λ j+2 as shown in Fig. 2 (we assume that λ j > λ j+2 ) in order to alleviate the congestion. This leads to an increase in the packet dropping probability (Dp j ) of queue node j from 0 to (
). Furthermore, β j denotes the probability of packet departing from a slot from queue node j. In addition, we assume that β j > λ j and consequently, β j > λ j+2 . We also define r 0j to be the probability of packets routed from outside the network (denoted by subscript 0) into queue node j and r j0 to be the probability of packets routed from queue node j to outside the network. Finally, r ij , i, j = 1, 2 represents the probability of packets routed between the two queue nodes.
We studied each queue node in Fig. 2 separately in order to analyze the whole queueing network system. The first step of the analysis is to compute the overall arrival rate at each queue node; therefore, we compute the traffic equations for each queue node. The queueing network system in the above figure is in equilibrium, and the queue length process for the two queues nodes is a Markov chain with finite state spaces. The state space of queue node j is {0, 1, . . . , th j , . . . , K j }.
Since the analysis of each queue node is performed independently, the packet arrival rate for each queue node must be computed separately as well. The packet arrival rate of queue nodes 1 and 2 are given in the following traffic equations (1) and (2), respectively:
Solving Eqs. (1) and (2), we obtain: We illustrate the state transition diagrams of queue node j in Fig. 3 . From this diagram we derive the balance Eqs. (5)- (11), where Π i represents the equilibrium probability at space i. Here again node 1 is represented by j = 1 and node 2 by j = 2.
For i = 2, 3, 4, . . . , th j + 1 we have
For i = th j + 2, th j + 3, . . . , K j − 1 we have
and finally,
We now evaluate the probabilities of the two queues nodes. Let
Note that when m = 0 in Eq. (12), it represents the values before or at the buffer length threshold th j , and when m = 1, it represents the values after the threshold. Substituting Eq. (12) in Eqs. (5)- (11) we get
where j = 1, 2 and i = 0, 1, 2, 3, . . . , k j − th j − 1.
We now compute the probability when queue node j is idle (Π 0 ) utilizing the normalized Eq. (15),
Then by substituting Eqs. (13) and (14) in Eq. (15), we obtain,
where I = K j − th j . We now evaluate the performance measures (aql j , T j , D j , and P lossj ) for queue node j. First, we evaluate aql j using the generating function P (z), where P (z) is given by
Then, by taking the first derivative for P (z) at z = 1, we obtain aql j for queue node j as given below
Second, we compute the throughput T j as the number of packets that successfully pass through each of the two queues nodes. T j can also be defined as the fraction
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Third, using aql j and T j defined in Eqs. (18) and (19), respectively, we calculate the average queueing delay D j of the packets in each of the two queue nodes using Little's law as shown in Eq. (20),
Fourth, we evaluate the packet loss probability (P loss j ) as the probability of packet loss for the two queue nodes using Eq. (21),
Finally, the joint equilibrium probability when there are K j packets in queue node j is given by
A Discrete-Time Queueing Network Analytical Model Based on Linearly Decreasing
In this section, we present our second discrete-time queueing analytical model, which analyzes two network queue nodes similar to the one presented in Sec. 3.
Unlike the Lambda Decreasing model discussed earlier, where its packets transmission rate for node j can have one of two values, λ j when the queue length at the router buffer is less than or equal to the buffer length threshold th j , and decreases to λ j+2 when the queue length is greater than th j , the transmission rate of this model decreases linearly when the buffer is congested. All other parameters are identical to those used in the Lambda Decreasing model. According to Fig. 4 , the packet transmission rate of node j is λ j when the queue length m is less than or equal to th j since no congestion exists in the queueing network similar to Lambda Decreasing analytical model. However, when the queue length is larger than th j , queue node j reduces its transmitting rate linearly according to the relation λ m = λ j − (1 + m − th j ) λj (1+Kj −thj ) , when the queue length m is greater than th j . It should be noted that the value of DP j increases linearly from 0 to (
) as m increase from th j + 1 to K j . We illustrate the state transition diagram of queue node j in Fig. 5 .
We derive the balance equations for queue node j based on the state transition diagram shown in Fig. 5 . We assume that j = 1, 2, where 1 is the first queue node and 2 is the second queue node. The derived balance equations (Π i ) for
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Finally,
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Let
and
Note that Eq. (27) is used when the queue length at the router buffer is less than or equal to the buffer threshold th j , and Eq. (28) is used when the queue length is larger than th j . Note also that the index i in Eq. (28) represents the state of the queue. We now compute the probabilities of the two queue nodes by substituting Eqs. (27) and (28) in Eqs. (5)- (7) and (23)- (26) .
where j = 1, 2 and i = th j + 1, th j + 2, . . . , k j
Π 0 can be obtained using the normalized equation of (15) as follows:
We now compute the performance measures (aql j , T j, Dj) as we did for the first model. We obtain the value of aql j by taking the first derivative of the generating function P (z) shown in Eq. (17) at z = 1.
The values of T j , D j , P loss j , as well as the joint equilibrium probability for the queueing network system of Fig. 4 , are obtained by substituting aql j from Eq. (32) into Eqs. (19)- (21), respectively. P lossj is calculated as the probability of packet loss for the two queue nodes, which arises as
and the queue length m is greater than th j .
Experimental Results
Here we compare between the two proposed discrete-time queueing network models and the original BLUE model when applied to a queueing network with two nodes as shown in Figs. 2 and 4 . We use several performance measures, including, (aql j , T j , D j , P loss j ) to decide, which model offers better performance with varying values of λ. The comparison also aims to determine, which queue node within the compared models provides better performance. The results are based on a Java implementation of the BLUE and the proposed analytical models. This section is divided into three subsections. In Sec. 6.1, we evaluate the probability of the arrival rate (λ) of BLUE and our models by varying the values of λ. The goal of changing λ is to determine which queue node provides better performance with respect to the considered performance measures and the setting values for λ. In Sec. 6.2, we test several different threshold positions (th j ) for the router buffers of BLUE and both proposed models in order to specify the optimal value for th j . An optimal th j guarantees improved performance. Other parameters used in the simulation results are discussed in that section. Finally, in Sec. 6.3, we compare our models and BLUE with regards to the packet dropping probability function (Dp j ) in order to determine, which model drops less number of packets.
Performance measures based on varying λ
The parameters of the proposed models and BLUE are set to the following values: λ is set to the values ranging between 0.55 and 0.6 in order to evaluate the performance measure results with different λ values. λ 1 and λ 2 are calculated according to Eqs. (3) and (4), respectively, λ 3 and λ 4 are both set to 0.6, the buffer threshold lengths th 1 and th 2 are both set to 12, β 1 and β 2 are recommended to be larger than λ, 28 hence β 1 and β 2 are set to 0.9. The parameters of the smallest time interval between two successive D p updates (freeze time) and D init in the BLUE method were set to values as in Refs. 3 and 4. Other BLUE's parameters (the quantity which D p must be increased (P inc ), the quantity which D p must be reduced (P dec ), and particular level (threshold)) have been set to values as follows: the threshold was set to 0.6 of the buffer size 20, 26 and both P inc and P dec parameters are set to the values same as in Refs. 3 and 4. The routing probabilities r 01 , r 02 , r 10 , r 11 , r 12 , r 20 , r 21 , and r 22 are set to 0.6, 0.4, 0.4, 0.3, 0.3, 0.4, 0.3, and 0.3, respectively. The reason for setting r 01 > r 02 is due to the fact that queue node 1 has a higher priority than queue node 2 in serving packets that are released from outside the network. To be more specific, queue node 1 receives 60% of the total packets, whereas queue node 2 receives only 40%. The reason for using these parameters setting for the routing probabilities is to distribute the packets between the two nodes from all routes. Also we set r 01 and r 02 parameters to 0.6 and 0.4, respectively, since we need to produce a priority in receiving new arrival packets from outside the network to queue nodes 1 and 2. Moreover, setting r 01 to 0.6 and r 02 to 0.4, gives the chance to other packets to route between the queue nodes. However, if r 01 and r 02 are set to values higher than 0.6 and 0.4, it may reduce or prevent the packets from routing between the two nodes. On the other hand, setting r 01 and r 02 to values smaller than 0.6 and 0.4 can reduce the number of new arrival packets from outside the network. The capacities K 1 and K 2 in BLUE and our models are both set to 20 packets since it needs to obtain accurate performance measure results with small size queue capacities. The rest of BLUE parameters are set as follows: freeze to 0.01, P inc and P dec to 0.000000025 and 0.0000000025, respectively, and the number of slots used in BLUE's simulation to 10,000,000. At last, the initial value for Dp j is set to 0.05 for both the queue nodes. The original BLUE and the proposed models are compared with regards to (aql j , T j , D j , P loss j ) in order to find which technique provides better QoS as well as to figure out which queue node offers better performance. Figures 6-9 give the performance measure results for λ versus each of aql j , T j , D j , and P loss j , respectively. It is obvious from Fig. 6 that, with respect to queue node 2, BLUE stabilizes the average queue length better than the proposed models where they both produce the same results for aql j . As for queue node 1, our models produce similar results for aql but outperform BLUE in stabilizing the average queue length. Moreover, queue node 2 maintains an average queue length better than queue node 1 in both the proposed models and in BLUE since queue node 1 
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Analytical Models Based Discrete-Time Queueing for the Congested Network has a higher priority in serving incoming packets. Figure 7 displays the throughput results T j , where the aim for deriving T j is to specify which queue node serves larger number of packets. Figure 7 shows that our models have similar results for T j while they outperformed that of BLUE. However, for queue nodes 2, both models and BLUE give almost the same results. In addition, queue node 1 produces larger number of packets than queue node 2 in all models since it has a higher priority in serving incoming packets. Figure 8 shows that BLUE gives a smaller average queueing delay D j than our models. Furthermore, both of our models produce similar D j results. Figure 8 also shows that queue node 2 has better D performance than queue nodes 1 in all models. Finally, the packet loss rate results (P lossj ) are given in Fig. 9 , where queue node 2 in all models have the same number of packets. Moreover, our models outperform BLUE for queue node 1.
We can use the proposed BLUE-Lambda model instead of the BLUE when we expect high traffic load since the proposed model stabilizes its performance measure results better than those of BLUE. In other words, the proposed Lambda model showed better performance results than those of BLUE in the presence of high traffic load.
Performance measures based on threshold position
This section gives the results of the performance measure for our models and BLUE with respect to the threshold value th j of the router buffers. The parameters of our models are set to the same values given in Sec. 6.1 except for λ, th 1 , and th 2 , which are set to 0.6, 8-19, and 8-19, respectively. Figures 10-13 demonstrate the behavior of (aql j , T j , D j , P loss j ) relative to th j for all models. 
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Analytical Models Based Discrete-Time Queueing for the Congested Network Figure 10 illustrates that the proposed models maintain a good average queue length for both queue nodes regardless of the value of th j . Whereas, BLUE starts stabilizing the average queue length for queue node 1 when the value of th 1 is equal to 17, while it maintains the average queue length for queue node 2 when th 2 is equal to 10. The results of the performance measures produced by the proposed models are not affected by the value of th j . On the other hand, BLUE restricts th 1 and th 2 values to 85% and 50% of the router buffer capacities K 1 and K 2 respectively. In Figs. 11 and 13 , both of our models derive similar results for T j and P loss j regardless of the value of th j . BLUE gives steady T j and P loss j results whenever th 1 is at least 85% of (K 1 ) for node 1, and only when th 2 is 50% of (K 2 ) for node 2. Our models generally provide better performance than BLUE with respect to T j and P lossj . Finally, the D j results for BLUE and the proposed models are given in Fig. 12 , which indicates that BLUE generates smaller D j values than our models.
Performance measures based on the packet dropping probability function
In this section, we compare BLUE with our models based on the packet dropping probability function (D p ) in order to find out which one drops the least number of packets. Figures 14-19 show the queue length versus Dp j for queue nodes 1 and 2, for the Lambda Decreasing, Linearly Decreasing, and the BLUE models, respectively. We observe from these figures that the Lambda Decreasing model drops the smallest number of packets for both the queue nodes 1 and 2, thus, it provides the best Dp j performance. These figures also indicate that BLUE outperformed the Linearly Decreasing model. Finally, both Lambda Decreasing and BLUE drop less number of packets for queue node 2 when compared with queue node 1. However, the Linearly Decreasing model drops the same number of packets for both queue nodes; i.e. they give the same D p results. 
Conclusion and Future Works
In this paper, we proposed two discrete-time queueing network analytical models aiming to drop as many packets as possible in preliminary stages when the router buffer becomes congested. We compare between our models and BLUE in order to determine the one, which offers better QoS 2), and the queue node, which provides better performance. Different performance metrics are used in the comparison, including, packet dropping probability, average queue length, throughput ratio, average queueing delay, and packet loss rate. The summary of the results are:
• BLUE outperform those of the proposed models with regards to maintaining the average queue length for queue node 2. On the other hand, our models and BLUE stabilize the average queue length similarly for queue nodes 1. Moreover, queue node 2 maintains the average queue length better than queue node 1 in all models.
• The packet loss rate and throughput results of the proposed models are better than those produced by BLUE for queue node 1, whereas they all produce similar results for queue nodes 2.
• BLUE has a better average queueing delay than our models. Furthermore, queue nodes 2 generates better average queueing delay than that of queue nodes 1 in all models since they serve less number of packets that are routed from outside the network.
• Our models stabilize the performance measures for both queue nodes regardless of the value of th j while BLUE restricts th 1 and th 2 to particular values.
• Our Lambda Decreasing model outperformed both the Linearly Decreasing and BLUE models in terms of packet dropping probability function since it drops the least number of packets at the routers buffers.
The Lambda decreasing model only outperformed the Linear model in the results of packet dropping probability (Dp j , where j is queue nodes 1 and 2). Whereas the two proposed models offered similar performance results for the rest of the performance measure results (aql j , T j , D j , P lossj , where j is the queue nodes 1 and 2). We proposed and presented the two analytical models (Linear and Lambda) to control the congested router buffers, where the congestion is controlled either linearly by decreasing the probability of packet arrival value (BLUE-Linear model) or by changing the packet arrival probability to another smaller value (BLUE-Lambda model). The two models control the congestion differently at router buffers. Hence the reasons for presenting the BLUE-Linear model are: (1) To show a different way in controlling congestion than that of the BLUE-Lambda model. (2) To measure the performance of a queueing network using a linear way of congestion control.
For future work, we intend to apply our proposed discrete-time analytical models on a network which consists of N queue nodes with priority policy.
