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Abstract. This article is concerned with the internal feedback stabilization of the phase field
system of Cahn-Hilliard type, modeling the phase separation in a binary mixture. Under
suitable assumptions on an arbitrarily fixed stationary solution, we construct via spectral
separation arguments a feedback controller having its support in an arbitrary open subset
of the space domain, such that the closed loop nonlinear system exponentially reach the
prescribed stationary solution. This feedback controller has a finite dimensional structure in
the state space of solutions. In particular, every constant stationary solution is admissible.
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1 Introduction
We consider the celebrated Cahn-Hilliard system (see [15], [20]), which is coupled, following
the phase field approach introduced by Caginalp (see [10], [11]) with the energy balance
equation in order to describe the spontaneous separation of the components in a binary
mixture
(θ + l0ϕ)t −∆θ = 0, in (0,∞)× Ω, (1.1)
ϕt −∆µ = 0, in (0,∞)× Ω, (1.2)
µ = −ν∆ϕ + F ′(ϕ)− γ0θ, in (0,∞)× Ω. (1.3)
We complete the system with standard homogeneous Neumann boundary conditions
∂θ
∂ν
=
∂ϕ
∂ν
=
∂µ
∂ν
= 0, on (0,∞)× ∂Ω (1.4)
and with the initial data
θ(0) = θ0, ϕ(0) = ϕ0, in Ω. (1.5)
0∗Corresponding author.
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2 Feedback stabilization of a Cahn-Hilliard type system
The equations and conditions (1.1)-(1.5) give rise to the so-called conserved phase field sys-
tem, the name being due also to the mass conservation of ϕ, which is obtained by integrating
(1.1) in space and time and using the boundary condition for µ in (1.4) and the initial con-
dition for ϕ in (1.5). Proper references on conserved phase field system are [12], [13] by
Caginalp, and the recent contributions [14] and [26], where a review of models and results
is done as well. We also quote the contributions [17], [30] in which a conserved phase field
model allowing further memory effects is investigated.
In the system (1.1)-(1.5) the variables θ, ϕ and µ represent the temperature, the order
parameter and the chemical potential, respectively, ν is the outward normal vector to the
boundary, l0, γ0 are positive constants with some physical meaning, and F
′ is the derivative
of the double-well potential
F (ϕ) =
(ϕ2 − 1)2
4
. (1.6)
The space domain Ω is an open, bounded connected subset of Rd, d = 1, 2, 3, with a suf-
ficiently smooth boundary Γ = ∂Ω, and the time t runs in R+ = (0,∞). This system has
been widely studied in the last decades from several points of view including existence of
attractors and optimal control. A list of recent references can be found in [16] and [18].
In this paper we shall treat the stabilization for the Cahn-Hilliard system around a
stationary solution by two controllers (u, v) having their support in an open subset ω of Ω,
and placed on the right-hand sides of equations (1.1)-(1.2). By introducing the expression
of µ given by (1.3) into (1.2) the system to be stabilized reads
ϕt −∆(−ν∆ϕ + F ′(ϕ)− γ0θ) = 1∗ωv, in (0,∞)× Ω, (1.7)
(θ + l0ϕ)t −∆θ = 1∗ωu, in (0,∞)× Ω, (1.8)
∂ϕ
∂ν
=
∂(∆ϕ)
∂ν
=
∂θ
∂ν
= 0, on (0,∞)× Γ, (1.9)
ϕ(0) = ϕ0, θ(0) = θ0, in Ω. (1.10)
The second boundary condition in (1.9) follows by (1.3) and (1.4).
We specify that the function denoted 1∗ω is chosen with the following properties
1∗ω ∈ C∞0 (Ω), supp 1∗ω ⊂ ω, 1∗ω > 0 on ω0, (1.11)
where ω0 is an open subset of ω.
The purpose is to stabilize exponentially the solution to (1.7)-(1.10) around a station-
ary solution (ϕ∞, θ∞) of the uncontrolled system, by means of the feedback control (v, u)
expressed as a function F(ϕ, θ). This turns out to prove that
lim
t→∞
(ϕ(t), θ(t)) = (ϕ∞, θ∞), (1.12)
with an exponential rate of convergence, provided that the initial datum (ϕ0, θ0) is in a
suitable neighborhood of (ϕ∞, θ∞).
At this point we observe that the set of stationary states of the uncontrolled system
(1.7)-(1.9) (for u = v = 0) is not empty, because this may have any constant solution θ∞
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with some constant or not constant solution ϕ∞. A discussion concerning the solutions to
the stationary system
ν∆2ϕ∞ −∆F ′(ϕ∞) = 0, in Ω,
−∆θ∞ = 0, in Ω, (1.13)
∂ϕ∞
∂ν
=
∂∆ϕ∞
∂ν
=
∂θ∞
∂ν
= 0, on Γ
is presented in Lemma A1 in Appendix. The result asserts that θ∞ is constant and ϕ∞ ∈
H4(Ω) ⊂ C2(Ω). Also, ϕ∞ may be constant or not.
It should be mentioned that a simple analysis of the linearized system around a station-
ary state (ϕ∞, θ∞) reveals that, in general, not all solutions to the stationary system are
asymptotically stable and so, their stabilization via a feedback controller with support in an
arbitrary subset ω ⊂ Ω is of crucial importance.
The stabilization technique used first in [31] for parabolic equations and then in [4], [5]-
[7], [29] for Navier-Stokes equations and nonlinear parabolic systems is based on the design
of the feedback controller as a linear combination of the unstable modes of the corresponding
linearized system.
1.1 Main result
All the proofs given in this work converge to the main result of stabilization which is described
below in a few words, for the reader’s convenience. To this end, we briefly introduce some
notation and definitions necessary to give the statement of the theorem. Some of them will
be resumed and explained later, at the appropriate places.
Functional framework. Let us denote
H = L2(Ω), V = H1(Ω),
with the standard scalar products, identify H with its dual space and set V ′ = (H1(Ω))′.
Let A : D(A) ⊂ H → H be the linear operator
A = −∆+ I, D(A) =
{
w ∈ H2(Ω); ∂w
∂ν
= 0 on Γ
}
. (1.14)
The operator A is m-accretive on H and so we can define its fractional powers Aα, α ≥ 0 (see
e.g., [28], p. 72). We recall that Aα is a linear continuous positive and self-adjoint operator
on H, with the domain
D(Aα) = {w ∈ H ; ‖Aαw‖H <∞}
and the norm
‖w‖D(Aα) = ‖Aαw‖H . (1.15)
Moreover, D(Aα) ⊂ H2α(Ω), with equality if and only if 2α < 3/2.
Let Fl and γ be positive constants that will be specified later and let us denote by I the
identity operator. We introduce the self-adjoint operator A : D(A) ⊂ H ×H → H ×H,
A =
[
ν∆2 − Fl∆ γ∆
γ∆ −∆
]
, (1.16)
4 Feedback stabilization of a Cahn-Hilliard type system
having the domain
D(A) =
{
w = (y, z) ∈ H2(Ω)×H1(Ω); Aw ∈ H ×H, ∂y
∂ν
=
∂∆y
∂ν
=
∂z
∂ν
= 0 on Γ
}
.
We denote by λi and {(ϕi, ψi)}i≥1 the eigenvalues and eigenvectors respectively, ofA. SinceA
is self-adjoint and its resolvent (λI+A)−1 is compact (as seen in a later proof), the eigenvalues
are real and there is a finite number N of nonpositive eigenvalues λi ≤ 0, i = 1, ..., N. We
introduce the operators B and B∗ (B∗ being the adjoint of B) as
B : RN → H ×H, B∗ : H ×H → RN ,
BW =

N∑
i=1
1∗ωϕiwi
N∑
i=1
1∗ωψiwi
 for all W =
 w1...
wN
 ∈ RN , (1.17)
and
B∗q =
 ∫Ω 1∗ω(ϕ1q1 + ψ1q2)dx...∫
Ω
1∗ω(ϕNq1 + ψNq2)dx
 for all q = [ q1
q2
]
∈ H ×H. (1.18)
Moreover, let R be a linear positive self-adjoint operator
R : D(A1/2)×D(A1/4)→ H ×H
which is the solution of the algebraic Riccati equation
2RA+RBB∗R =
[
A3 0
0 A3/2
]
. (1.19)
The existence of a solution R to (1.19) will be proved later on. Now, we are ready to present
the stabilization result which is the main aim of our paper. We call the closed loop system
the system (1.7)-(1.10) in which the right-hand side (1∗ωv, 1
∗
ωu) is replaced by a function
depending on (ϕ, θ) defined by the means of R, more exactly
(1∗ωv, 1
∗
ωu) = −BB∗R(ϕ− ϕ∞, α0(θ − θ∞ + l(ϕ− ϕ∞)), (1.20)
where the parameter α0 is introduced below in (1.26). The theorem below given for the
Cahn-Hilliard system in terms of (θ, ϕ) is a consequence of Theorem 3.1 in Section 3, which
is the main result of this paper.
Let (θ∞, ϕ∞) be a solution to the stationary uncontrolled system (1.7)-(1.9) and set
χ∞ := ‖∇ϕ∞‖L∞(Ω) + ‖∆ϕ∞‖L∞(Ω) .
Theorem 1.1. There exists χ0 > 0 (depending on the problem parameters, the domain and
‖ϕ∞‖L∞(Ω)) such that the following holds true. If χ∞ ≤ χ0, there exists ρ such that for all
pairs (ϕ0, θ0) ∈ D(A1/2)×D(A1/4) with
‖ϕ0 − ϕ∞‖D(A1/2) + ‖α0(θ0 − θ∞) + α0l0(ϕ0 − ϕ∞)‖D(A1/4) ≤ ρ, (1.21)
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the closed loop system (1.7)-(1.10) with (1∗ωv, 1
∗
ωu) replaced by (1.20) has a unique solution
(ϕ, θ) ∈ C([0,∞);H ×H) ∩ L2(0,∞;D(A3/2)×D(A3/4)) (1.22)
∩W 1,2(0,∞; (D(A1/2)×D(A1/4))′),
which is exponentially stable, that is
‖ϕ(t)− ϕ∞‖D(A1/2) + ‖α0(θ(t)− θ∞) + α0l0(ϕ(t)− ϕ∞)‖D(A1/4) (1.23)
≤ CPe−kt(‖ϕ0‖D(A1/2) + ‖θ0‖D(A1/4)),
for some positive constants k and CP .
In the previous relations the positive constants k and CP depend on Ω, the problem
parameters and ‖ϕ∞‖L∞(Ω) . In addition, CP depends on the full norm ‖ϕ∞‖W 2,∞(Ω) .
We remark that hypothesis χ∞ ≤ χ0 is trivially satisfied if ϕ∞ is a constant. Thus, any
constant stationary solution can be stabilized. This is stressed in the following corollary.
Corollary 1.2. Assume ϕ∞ to be constant. Then, there exists ρ such that for all pairs
(ϕ0, θ0) ∈ D(A1/2)×D(A1/4) satisfying (1.21) the unique solution to the closed loop system
is exponentially stable.
1.2 A few preliminaries and plan of the paper
We prefer to make a function transformation
σ = α0(θ + l0ϕ), (1.24)
with α0 > 0 chosen such that
γ0
α0
= α0l0 =: γ > 0, (1.25)
that is
α0 =
√
γ0
l0
. (1.26)
This transformation will give the possibility to work later on with a self-adjoint operator
acting on the linear part of the system. We observe that if l0 = γ0 (which usually does not
occur in the model) we directly obtain the self-adjoint linear operator.
Writing the system (1.7)-(1.9) in the variables ϕ and σ and using (1.25) and the notation
l := γ0l0, (1.27)
we get the equivalent nonlinear system
ϕt + ν∆
2ϕ−∆F ′(ϕ)− l∆ϕ + γ∆σ = 1∗ωv, in (0,∞)× Ω, (1.28)
σt −∆σ + γ∆ϕ = 1∗ωu, in (0,∞)× Ω, (1.29)
∂ϕ
∂ν
=
∂∆ϕ
∂ν
=
∂σ
∂ν
= 0, in (0,∞)× Γ, (1.30)
ϕ(0) = ϕ0, σ(0) = σ0 := α0(θ0 + l0ϕ0), in Ω, (1.31)
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with the new meaning of u, namely, α0 times the old u.We shall study in fact the stabilization
for this transformed system. It is obvious that if the stabilization lim
t→∞
(ϕ(t), σ(t)) = (ϕ∞, σ∞)
is proved for system (1.28)-(1.31), whenever the initial datum (ϕ0, σ0) is in a neighborhood of
(ϕ∞, σ∞), then this implies the stabilization (1.12) for the corresponding system (1.7)-(1.10).
We shall discuss this at the appropriate place. Here, σ∞ is defined as α0(θ∞ + l0ϕ∞) and in
general it can be constant or not, depending on the same property for ϕ∞. The stationary
system in terms of ϕ∞ and σ∞ reads
ν∆2ϕ∞ −∆F ′(ϕ∞)− l∆ϕ∞ + γ∆σ∞ = 0, in Ω,
−∆σ∞ + γ∆ϕ∞ = 0, in Ω, (1.32)
∂ϕ∞
∂ν
=
∂∆ϕ∞
∂ν
=
∂σ∞
∂ν
= 0, on Γ.
Next, we rewrite the difference between system (1.28)-(1.31) and system (1.32) by denoting
y = ϕ− ϕ∞, z = σ − σ∞, (1.33)
y0 = ϕ0 − ϕ∞, z0 = σ0 − σ∞. (1.34)
We have
yt + ν∆
2y −∆(F ′(y + ϕ∞)− F ′(ϕ∞))− l∆y + γ∆z = 1∗ωv, in (0,∞)× Ω, (1.35)
zt −∆z + γ∆y = 1∗ωu, in (0,∞)× Ω, (1.36)
y(0) = y0, z(0) = z0, in Ω, (1.37)
∂y
∂ν
=
∂∆y
∂ν
=
∂z
∂ν
= 0, on (0,∞)× Γ, (1.38)
and we shall stabilize it around the state (0, 0) for the initial datum (y0, z0) lying in a
neighborhood of (0, 0).
This result is formulated in Theorem 3.1. Since its proof is technical and long, we shall
split parts of it in several Propositions, according to a strategy following the steps below.
As we have already specified, a central part is the stabilization of the linearized system. We
mention that actually this will be not exactly the linearized system corresponding to the
nonlinear one, but the modified linear system (2.10)-(2.13) (given in Section 2), which is
more convenient to be used in this case. Here are the steps:
(i) Proof of the stabilization of the linear system (2.10)-(2.13) by a finite dimensional
control, in Proposition 2.2.
(ii) Introduction and representation of R, calculation of the feedback control involving the
operators B, B∗ and R, and stabilization of the linear system (2.10)-(2.13) by this feedback
control in Section 2, Propositions 2.3, 2.4 and Remark 2.6.
(iii) Proof of the existence of a unique solution to the nonlinear closed loop system (1.35)-
(1.38) (with (u, v) expressed in terms of (y, z) by means of B, B∗, R) and stabilization of
this solution, in Section 3, Theorem 3.1. As a matter of fact, this is the main result of
stabilization given for the system in (y, z).
(iv) Retrieval of the result presented in Theorem 1.1 for the solution (ϕ, θ), as a conse-
quence of Theorem 3.1.
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Notation. We denote by C or Ci, i = 1, 2, ... several positive constants possibly de-
pending on the system structure (ν, l, γ), domain, space dimension, and possibly on the
norms of ϕ∞. However, we shall locally specify the dependence of the constants on ϕ∞. A
symbol like Cδ with Greek subscripts denotes (possibly different) constants that depend on
the respective parameter, in addition. Also, we mark precise constants which can be involved
in essential proof arguments by certain (small or capital) letters and specify them in the text.
Whenever no confusion may arise we shall not indicate the arguments of the functions, for
simplicity.
We shall denote by (·, ·) a pair in a product space and by (·, ·)X the scalar product in a
space X. The norms in L∞(Ω) and W 2,∞(Ω) are indicated by ‖·‖∞ and ‖·‖2,∞ , respectively.
Tools. We repeatedly use the Sobolev embedding theorems
‖w‖L2r(Ω) ≤ C ‖w‖Hα(Ω) , α ≥ d
(
1
2
− 1
2r
)
, d ≤ 3, (1.39)
(see e.g., [9], p. 285), its consequence
‖w‖∞ ≤ C ‖w‖H2(Ω) , (1.40)
and the elementary Young inequality
ab ≤ δap + Cδbp′ , a ≥ 0, b ≥ 0, δ > 0, p ∈ (1,∞), 1
p
+
1
p′
= 1, (1.41)
with Cδ depending on p, besides δ.
Moreover, we shall account for the following inequalities involving the powers of A :
‖Aαw‖H ≤ C ‖Aα1w‖λH ‖Aα2w‖1−λH , for α = λα1 + (1− λ)α2, λ ∈ [0, 1], (1.42)
‖Aαw‖H ≤ C
∥∥Aβw∥∥
H
, if α < β, (1.43)
‖Aαw‖2Hβ(Ω) ≤ C
∥∥Aα+β/2w∥∥2
H
, (1.44)
with C depending on the domain and the exponents.
2 Stabilization of the linear system
In this section we shall deal with the linear system extracted from (1.35)-(1.38).
Let ϕ∞ ∈ C2(Ω) be the first component of a solution to the stationary problem (1.32).
We recall that F is defined in (1.6) and we develop F ′(y + ϕ∞) in Taylor expansion and
rewrite (1.35) as
yt + ν∆
2y −∆(F ′′(ϕ∞)y)− l∆y + γ∆z = ∆Fr(y) + 1∗ωv, (2.1)
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where Fr(y) is the rest of second order. Then, we define
F ′′∞ =
1
mΩ
∫
Ω
F ′′(ϕ∞(ξ))dξ =
3
mΩ
∫
Ω
ϕ2∞(ξ)dξ − 1, (2.2)
where mΩ is the measure of Ω. Thus, we have
F ′′(ϕ∞(x)) = F ′′∞ + g(x), (2.3)
where
g(x) :=
1
mΩ
∫
Ω
(F ′′(ϕ∞(x))− F ′′(ϕ∞(ξ)))dξ = 3
mΩ
∫
Ω
(ϕ2∞(x)− ϕ2∞(ξ))dξ. (2.4)
Plugging (2.2) in (2.1) we get the following equivalent form of the nonlinear system (1.35)-
(1.38)
yt + ν∆
2y − Fl∆y + γ∆z = ∆(Fr(y) + g(x)y) + 1∗ωv, in (0,∞)× Ω, (2.5)
zt −∆z + γ∆y = 1∗ωu, in (0,∞)× Ω, (2.6)
y(0) = y0, z(0) = z0, in Ω, (2.7)
∂y
∂ν
=
∂∆y
∂ν
=
∂z
∂ν
= 0, in (0,∞)× Γ, (2.8)
where
Fl = F ′′∞ + l. (2.9)
We note that Fl also depends on Ω and on ‖ϕ∞‖L2(Ω) .
Now, we introduce the linear system
yt + ν∆
2y − Fl∆y + γ∆z = 1∗ωv, in (0,∞)× Ω, (2.10)
zt −∆z + γ∆y = 1∗ωu, in (0,∞)× Ω, (2.11)
y(0) = y0, z(0) = z0, in Ω, (2.12)
∂y
∂ν
=
∂∆y
∂ν
=
∂z
∂ν
= 0, in (0,∞)× Γ, (2.13)
which is going to be studied in this Section, while the nonlinear system (2.5)-(2.8) will be
the object of Section 3.
Recalling the definition (1.16) of the operator A we can write (2.10)-(2.13) as
d
dt
(y(t), z(t)) +A(y(t), z(t)) = 1∗ωU(t), a.e. t ∈ (0,∞), (2.14)
(y(0), z(0)) = (y0, z0), (2.15)
where U(t) = (v(t), u(t)).
Since the domain Ω is regular enough it follows that D(A) ⊂ H4(Ω) ×H2(Ω). Also, we
note that the operator A is self-adjoint.
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2.1 Stabilization of the linear system by a finite dimensional con-
troller
We set
H = H ×H, V = D(A)×D(A1/2), V ′ = (D(A)×D(A1/2))′, (2.16)
and note that V ⊂ H ⊂ V ′ algebraically and topologically, with compact injections. The
scalar products on H and V are defined by
((y, z), (ψ1, ψ2))H =
∫
Ω
(yψ1 + zψ2)dx,
((y, z), (ψ1, ψ2))V = (∆y,∆ψ1)H + (y, ψ1)H + (∇z,∇ψ2)H + (z, ψ2)H .
We note that the second scalar product is equivalent to the one induced on V by the standard
scalar product of H2(Ω)×H1(Ω).
Proposition 2.1. The operator A is quasi m-accretive on H, that is λI +A is m-accretive
for some λ > 0, and its resolvent is compact.
Let (y0, z0) ∈ H and (v, u) ∈ L2(0, T ;H). Then, problem (2.14)-(2.15) has a unique
solution
(y, z) ∈ C([0, T ];H) ∩ L2(0, T ;V) ∩W 1,2([0, T ];V ′), for all T > 0. (2.17)
Moreover, (y, z) ∈ C((0, T ];V) and we have the estimate
‖(y(t), z(t)‖2H + ‖(y, z)‖2L2(0,T ;V) + t ‖(y(t), z(t)‖2V (2.18)
≤ C
(
‖(y0, z0)‖2H +
∫ T
0
‖1∗ωU(s)‖2H ds
)
, for all t ∈ (0, T ].
The constant C depends on Ω, T , the problem parameters and ‖ϕ∞‖L2(Ω) .
Proof. The several constants we introduce in the proof possibly depend on ‖ϕ∞‖L2(Ω) . We
still denote by A the operator from V to V ′ given by
〈A(y, z), (ψ1, ψ2)〉V ′,V =
∫
Ω
(ν∆y ·∆ψ1 + Fl∇y · ∇ψ1 − γ∇z · ∇ψ1)dx
+
∫
Ω
(∇z · ∇ψ2 − γ∇y · ∇ψ2)dx, (2.19)
for any (ψ1, ψ2) ∈ V. As a matter of fact this is the extension of A defined by (1.16). We
easily see that A is bounded from V to V ′, that is
‖A(y, z)‖V ′ = sup
(ψ1,ψ2)∈V ,‖(ψ1,ψ2)‖V≤1
∣∣∣〈A(y, z), (ψ1, ψ2)〉V ′,V∣∣∣ ≤ C ‖(y, z)‖V , (2.20)
and that
〈A(y, z), (y, z)〉V ′,V ≥ C1 ‖(y, z)‖2V − C2 ‖(y, z)‖2H , for all (y, z) ∈ V, (2.21)
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because
〈A(y, z), (y, z)〉V ′,V =
∫
Ω
(
ν |∆y|2 + Fl |∇y|2 − 2γ∇y · ∇z + |∇z|2
)
dx
≥ ν ‖∆y‖2H − (|Fl|+ 2γ2) ‖∇y‖2H +
1
2
‖∇z‖2H
= ν ‖y‖2D(A) +
1
2
‖z‖2H1(Ω) − ν ‖y‖2H −
1
2
‖z‖2H − a0 ‖∇y‖2H ,
with a0 = |Fl|+ 2γ2. Since
a0 ‖∇y‖2H ≤ C ‖y‖D(A) ‖y‖H ≤
ν
2
‖y‖2D(A) +
C2
2ν
‖y‖2H
we obtain (2.21). Based on these properties, the restriction of A to H, A : D(A) ⊂ H → H,
previously defined, is quasi m-accretive on H. This means that A+C2I : V → V ′ is coercive,
thus surjective (see [3], p. 36).
Let (y0, z0) ∈ H and set Y = (y, z). Since 1∗ωU ∈ L2(0, T ;H) and A is symmetric, by
the Lions existence theorem (see [23], Thm. 1.1, p. 46) problem (2.14)-(2.15) has a unique
solution satisfying (2.17) and
‖Y (t)‖2H +
∫ T
0
‖Y (t)‖2V ≤ C
(
‖Y0‖2H +
∫ T
0
‖1∗ωU(t))‖2H
)
, ∀t ∈ [0, T ]. (2.22)
This is a part of (2.18) and the constant C also depends on T. Now, let us multiply formally
(2.14) by tdY
dt
(t) scalarly in H. Since A is symmetric we have
t
∥∥∥∥dYdt (t)
∥∥∥∥2
H
+
1
2
d
dt
t 〈AY (t), Y (t)〉V ′,V =
1
2
〈AY (t), Y (t)〉V ′,V +
(
1∗ωU(t), t
dY
dt
(t)
)
H
.
By integrating in time and applying the Young inequality we easily get∫ t
0
s
∥∥∥∥dYds (s)
∥∥∥∥2
H
ds+ t 〈AY (t), Y (t)〉V ′,V ≤
∫ t
0
〈AY (s), Y (s)〉V ′,V ds+
∫ t
0
‖1∗ωU(s)‖2H ds.
By (2.21) and (2.20) we obtain
C1t ‖Y (t)‖2V − C2t ‖Y (t)‖2H ≤ C
∫ t
0
‖Y (s)‖2V ds+
∫ t
0
‖1∗ωU(s)‖2H ds,
whence, by (2.22) we finally get the complete estimate (2.18) as claimed.
The above argument shows that (λI +A)−1 is well defined for λ ≥ C2.
Let (f1, f2) ∈ H and denote (λI + A)−1(f1, f2) = (y, z). It is readily seen that (2.21)
implies
‖(y, z)‖2V ≤ C ‖(f1, f2)‖2H , for λ ≥ C2,
and some C > 0, whence it follows that (λI +A)−1(E) is relatively compact whenever E is
bounded in H. 
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We recall now that λi and {(ϕi, ψi)}i≥1 are the eigenvalues and eigenvectors of A,
A(ϕi, ψi) = λi(ϕi, ψi), i = 1, 2, ... (2.23)
We notice that one of the coefficients of A (see (2.19)) is Fl. Hence the eigenvalues and the
eigenfunctions depend also on ‖ϕ∞‖L2(Ω) .
Since A is self-adjoint, its eigenvalues are real and semi-simple, that is, A is diagonaliz-
able (see [21], p. 59). The eigenvectors corresponding to distinct eigenvalues are orthogonal.
Then, orthogonalizing the system {(ϕi, ψi)}i in the space H we may assume that it is or-
thonormal and complete in H. Moreover, since the resolvent of A is compact, there exists a
finite number of nonpositive eigenvalues (see [21], p. 187). The sequence {λi}i is increasing
and every eigenvalue is repeated according to its order of multiplicity. Let N be the number
of these nonpositive eigenvalues, that is λi ≤ 0, for i = 1, ..., N.
Next we show that the system (2.14)-(2.15) can be stabilized by a finite dimensional
control U of the form
U(t, x) = (v(t, x), u(t, x)) =
N∑
j=1
wj(t)(ϕj(x), ψj(x)). (2.24)
We rewrite (2.14)-(2.15) as an open loop linear system
d
dt
(y(t), z(t)) +A(y(t), z(t)) =
N∑
j=1
wj(t)1
∗
ω(ϕj, ψj), a.e. t ∈ (0,∞), (2.25)
and take an arbitrary initial condition in H,
(y(0), z(0)) = (y0, z0). (2.26)
Proposition 2.2. There exist wj ∈ L2(R+), j = 1, ..., N, such that the controller
U(t, x) = (v(t, x), u(t, x)) =
N∑
j=1
wj(t)(ϕj(x), ψj(x)), t ≥ 0, x ∈ Ω, (2.27)
stabilizes exponentially system (2.25)-(2.26), that is, its solution (y, z) satisfies
‖y(t)‖H + ‖z(t)‖H ≤ CP e−kt
(∥∥y0∥∥
H
+
∥∥z0∥∥
H
)
, for all t ≥ 0. (2.28)
Moreover, we have (
N∑
j=1
∫ ∞
0
|wj(t)|2 dt
)1/2
≤ CP
(∥∥y0∥∥
H
+
∥∥z0∥∥
H
)
. (2.29)
In both formulas CP and k depend on the problem parameters (ν, γ, l, Ω) and ‖ϕ∞‖L2(Ω) .
Proof. Let T0 > 0 be arbitrary but fixed. We prove that the solution is represented by a
sum of two pairs of functions such that the functions in the first pair vanish at t = T0 and
the functions in the second pair decrease exponentially to 0, as t → ∞. We split the proof
in two parts.
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Part 1. We have the representation
(y(t, x), z(t, x)) =
∞∑
j=1
ξj(t)(ϕj(x), ψj(x)), (t, x) ∈ (0,∞)× Ω, (2.30)
with ξj ∈ C(R+) and
ξi(0) = ξi0 :=
∫
Ω
(y0ϕj(x) + z
0ψj(x))dx, i ≥ 1. (2.31)
We plug the expressions (2.30) into (2.25)-(2.26), getting
∞∑
j=1
(
ξ′j(t)(ϕj, ψj) + ξj(t)λj(ϕj, ψj)
)
=
N∑
j=1
1∗ωwj(t)(ϕj , ψj).
Taking into account that ((ϕi, ψi), (ϕj, ψj))H×H = δij , and multiplying scalarly the previous
equation by (ϕi, ψi) in H ×H, we obtain
ξ′i + λiξi =
N∑
j=1
wjdij , ξi(0) = ξi0, for i ≥ 1, (2.32)
with
dij =
∫
Ω
1∗ω(ϕiϕj + ψiψj)dx, j = 1, ..., N, i = 1, ... (2.33)
Notice that |dij| ≤ sup |1∗ω| . First, we discuss the subsystem extracted from (2.32) by taking
i = 1, ..., N. It can be written in the form
X ′ +MX = DW and X(0) = X0, (2.34)
where
M =
 λ1 ... 0... ... ...
0 ... λN
 , X =
 ξ1...
ξN
 , X0 =
 ξ10...
ξN0
 ,
D =
 d11 ... d1N... ... ...
dN1 ... dNN
 , W =
 w1...
wN
 .
In the matrix M each λj is repeated according to its order of multiplicity.
Next, we prove that, for every T0 > 0, system (2.32) for i = 1, ..., N, is null controllable on
[0, T0]. To do that, we first show that the system {√1∗ωϕj,
√
1∗ωψj}Nj=1 is linearly independent
in ω (since supp 1∗ω ⊂ ω). We assume that
N∑
j=1
αj(
√
1∗ωϕj ,
√
1∗ωψj) = 0 in ω and deduce that
αj = 0 for j = 1, ..., N. Our assumption reads
√
1∗ωS = 0 in ω where S :=
N∑
j=1
αj(ϕj, ψj).
Thus, S = 0 in the open set ω0 since here 1
∗
ω > 0. Now, we observe that the elliptic system
ν∆2ϕ− Fl∆ϕ + γ∆ψ − λjϕ = γ∆ϕ−∆ψ − λjψ = 0
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has constant (thus analytic) coefficients, and so any solution (ϕ, ψ) to it is analytic (see [27]).
Thus, S is analytic too, whence S = 0 in Ω. This implies that αj = 0 for j = 1, ..., N, since
the system {(ϕj, ψj)}Nj=1 is linearly independent in Ω.
In conclusion, the system {(√1∗ωϕi,
√
1∗ωψi)}i is linearly independent on ω and so, the
determinant of [dij ]i,j is not zero. This implies that any solution to
N∑
i=1
dijpi(t) = 0, t ∈ [0, T0], j = 1, ..., N, (2.35)
must be zero, that is pi(t) = 0 for all i = 1, ..., N. So, the assumptions of Lemma A2 in
Appendix are trivially satisfied, whence it follows that there are wi such that ξi(T0) = 0 for
all i = 1, ..., N, and (∫ T0
0
N∑
i=1
|wi(t)|2 dt
)1/2
≤ C
N∑
i=1
|ξi0| , (2.36)
where ξi, i = 1, ..., N, denote the solution to system (2.32). It follows by (2.30) that
(y(T0), z(T0)) = (0, 0). By (2.27) and (2.31) we have(∫ T0
0
(‖v(t)‖2H + ‖u(t)‖2H)dt
)1/2
=
(∫ T0
0
N∑
i=1
|wi(t)|2 dt
)1/2
(2.37)
≤ C
N∑
i=1
|ξi0| ≤ C
(∥∥y0∥∥
H
+
∥∥z0∥∥
H
)
.
From (2.32), by the formula of variation of constants, we have
ξi(t) = e
−λitξi0 +
N∑
j=1
dij
∫ t
0
e−λi(t−s)wj(s)ds, t ≥ 0
and recalling (2.36), we easily deduce the estimate
|ξi(t)| ≤ C
(∥∥y0∥∥
H
+
∥∥z0∥∥
H
)
, for t ∈ [0, T0] and i = 1, ..., N. (2.38)
The finite dimensional controller steers into the origin, at t = T0, the solution {ξj}Nj=1. We
extend wi and ξi by 0 at the right of t = T0, and take as a new controller
U˜(t) =
{
(v(t), u(t)) for t < T0
0, for t ≥ T0 (2.39)
and (y(t), z(t)) = (0, 0) for t ≥ T0. For this controller, (2.37) remains valid if we replace T0
by +∞. What we have obtained is exactly (2.29).
Part 2. We come back to (2.32) and discuss it for i ≥ N+1.We show that it is stabilized
exponentially in origin by the finite dimensional controller (2.39). Now, we assume t > T0
and recall that wj(t) = 0 for t > T0. In (2.32) we apply again by the formula of variation of
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constants and compute an estimate for ξi. Taking into account the fact that λi is positive
for i ≥ N + 1, ..., and λN+1 ≤ λi for i ≥ N + 2, we have
|ξi(t)| ≤ e−λN+1t |ξi0|+ CN
∫ T0
0
e−λN+1(t−s) |wj(s)| ds
≤ e−λN+1t |ξi0|+ C1e−λN+1t
(∫ T0
0
e2λN+1sds
)1/2(∫ T0
0
|wj(s)|2 ds
)1/2
≤ C2e−λN+1t
(
|ξi0|+
(∫ T0
0
|wj(s)|2 ds
)1/2)
, for t > T0, i ≥ N + 1,
where C, C1, C2 are constants independent of (y
0, z0). Hence, by (2.30), (2.36) and by the
Bessel inequality we obtain
‖y(t)‖H + ‖z(t)‖H ≤ C
(∥∥y0∥∥
H
+
∥∥z0∥∥
H
)
, for t > T0.
For t ≤ T0 we have a similar estimate as in (2.38) and all these together lead to (2.28), as
claimed. 
2.2 Feedback stabilization of the linear system
This subsection is devoted to the determination of a feedback controller (depending on the
solution (y, z)) which stabilizes exponentially the solution to (2.25)-(2.26). We begin with
the study of a minimization problem which is the key for this purpose.
We recall the operator A defined by (1.14) and consider the quadratic minimization
problem
Φ(y0, z0) = Min
W∈L2(0,∞;RN )
{
J(W ) =
1
2
∫ ∞
0
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
+ ‖W (t)‖2
RN
)
dt
}
(2.40)
subject to (2.25)-(2.26). Here W is the function (w1, ..., wN) ∈ L2(0,∞;RN) occurring in
(2.25). We note that D(Φ) = {(y0, z0) ∈ H ×H ; Φ(y0, z0) <∞}.
In the next proofs we may also refer to U = (v, u) ∈ L2(0,∞;H × H) given by (2.27),
where {(ϕj, ψj)}Nj=1 are the eigenvectors of the operator A corresponding to the unstable
eigenvalues λj ≤ 0.
The constants we shall introduce can depend on ‖ϕ∞‖L2(Ω) .
Proposition 2.3. For each pair (y0, z0) ∈ D(A1/2)×D(A1/4), problem (2.40) has a unique
optimal solution
({w∗j}Nj=1, y∗, z∗) ∈ L2(R+;RN))× L2(R+;D(A3/2))× L2(R+;D(A3/4)) (2.41)
and
c1
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
≤ Φ(y0, z0) ≤ c2
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
. (2.42)
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If (y0, z0) ∈ D(A)×D(A1/2), we have(
‖Ay∗(t)‖2H +
∥∥A1/2z∗(t)∥∥2
H
)
+
∫ t
0
(∥∥A2y∗(s)∥∥2
H
+ ‖Az∗(s)‖2H
)
ds (2.43)
≤ c3
(∥∥Ay0∥∥2
H
+
∥∥A1/2z0∥∥2
H
)
, for all t ≥ 0,
where c1, c2, c3 are positive constants (depending on Ω, the problem parameters and the
quantity ‖ϕ∞‖L2(Ω)).
Proof. For all (y0, z0) ∈ H ×H, it follows by Proposition 2.2 that there exist wj ∈ L2(R+)
such that (2.25)-(2.26) has a solution with the properties (2.28)-(2.29).
First, we rewrite (2.25) by calculating the operator A given by (1.16) in terms of the
operator A = −∆+ I. We get
A(y, z) =
[
νA2y + (Fl − 2ν)Ay − (Fl − ν)y − γAz + γz
−γAy + γy + Az − z
]
. (2.44)
Also, we recall the interpolation relations (1.42)-(1.43).
Now, let (y0, z0) ∈ D(A1/2) × D(A1/4). We multiply (2.25), where for the moment the
right-hand side is written for simplicity (1∗ωv, 1
∗
ωu), by (Ay(t), A
1/2z(t)) scalarly in H × H
and obtain
1
2
d
dt
(∥∥A1/2y(t)∥∥2
H
+
∥∥A1/4z(t)∥∥2
H
)
+ ν
∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
= −(Fl − 2ν)(Ay(t), Ay(t))H + (Fl − ν)(y(t), Ay(t))H + γ(Az(t), Ay(t))H
−γ(z(t), Ay(t))H + γ(Ay(t), A1/2z(t))H − γ(y(t), A1/2z(t))H + (z(t), A1/2z(t))H
+
∫
Ω
1∗ωv(t)Ay(t)dx+
∫
Ω
1∗ωu(t)A
1/2z(t)dx, a.e. t > 0. (2.45)
Next, we use the interpolation properties (1.42), (1.43) and the Young formula for the
following terms:
−(Fl − 2ν)(Ay(t), Ay(t))H ≤ |Fl − 2ν| ‖Ay(t)‖2H ≤ C
(∥∥A3/2y(t)∥∥2/3
H
∥∥A0y(t)∥∥1/3
H
)2
≤ δ ∥∥A3/2y(t)∥∥2
H
+ Cδ ‖y(t)‖2H ,
(Fl − ν)(y(t), Ay(t))H ≤ |Fl − ν| ‖y(t)‖H ‖Ay(t)‖H
≤ C ‖y(t)‖H
(∥∥A3/2y(t)∥∥2/3
H
‖y(t)‖1/3H
)
= C
∥∥A3/2y(t)∥∥2/3
H
‖y(t)‖4/3H ≤ δ
∥∥A3/2y(t)∥∥2
H
+ Cδ ‖y(t)‖2H ,
γ(Az(t), Ay(t))H = γ(A
1/2z(t), A3/2y(t))H ≤ C
∥∥A1/2z(t)∥∥
H
∥∥A3/2y(t)∥∥
H
≤ C
δ
∥∥A1/2z(t)∥∥2
H
+ δ
∥∥A3/2y(t)∥∥2
H
≤ C
δ
∥∥A3/4z(t)∥∥4/3
H
‖z(t)‖2/3H + δ
∥∥A3/2y(t)∥∥2
H
≤ δ ∥∥A3/4z(t)∥∥2
H
+ Cδ ‖z(t)‖2H + δ
∥∥A3/2y(t)∥∥2
H
,
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γ(z(t), Ay(t))H ≤ γ ‖z(t)‖H ‖Ay(t)‖H ≤ ‖Ay(t)‖2H + γ2 ‖z(t)‖2H
≤ δ ∥∥A3/2y(t)∥∥2
H
+ Cδ ‖y(t)‖2H + C ‖z(t)‖2H ,
γ(Ay(t), A1/2z(t))H ≤ γ ‖Ay(t)‖H
∥∥A1/2z(t)∥∥
H
≤ C
δ
‖Ay(t)‖2H + δ
∥∥A1/2z(t)∥∥2
H
≤ δ ∥∥A3/2y(t)∥∥2
H
+ Cδ ‖y(t)‖2H + C1δ
∥∥A3/4z(t)∥∥2
H
,
γ(y(t), A1/2z(t))H ≤ δ
∥∥A1/2z(t)∥∥2
H
+ Cδ ‖y(t)‖2H ≤ C1δ
∥∥A3/4z(t)∥∥2
H
+ Cδ ‖y(t)‖2H ,
(z(t), A1/2z(t))H ≤ δ
∥∥A1/2z(t)∥∥2
H
+ Cδ ‖z(t)‖2H ≤ C1δ
∥∥A3/4z(t)∥∥2
H
+ Cδ ‖z(t)‖2H ,∫
Ω
1∗ωv(t)Ay(t)dx ≤ C ‖v(t)‖H ‖Ay(t)‖H ≤ Cδ ‖v(t)‖2H + δ
∥∥A3/2y(t)∥∥2
H
,∫
Ω
1∗ωu(t)A
1/2z(t)dx ≤ C ‖u(t)‖H
∥∥A1/2z(t)∥∥
H
≤ Cδ ‖u(t)‖2H + C1δ
∥∥A3/4z(t)∥∥2
H
.
Plugging all these in (2.45), choosing δ small enough and recalling (2.28), we obtain
1
2
d
dt
(∥∥A1/2y(t)∥∥2
H
+
∥∥A1/4z(t)∥∥2
H
)
+
ν
2
∥∥A3/2y(t)∥∥2
H
+
1
2
∥∥A3/4z(t)∥∥2
H
≤ C(‖y(t)‖2H + ‖z(t)‖2H + ‖u(t)‖2H + ‖v(t)‖2H)
≤ C
{
e−kt(
∥∥y0∥∥2
H
+
∥∥z0∥∥2
H
) + ‖u(t)‖2H + ‖v(t)‖2H
}
.
Integrating in time and using (2.29) we get∥∥A1/2y(t)∥∥2
H
+
∥∥A1/4z(t)∥∥2
H
(2.46)
+Cν
∫ t
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
+ ‖u(s)‖2H + ‖v(s)‖2H
)
ds
≤ ∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
+
C
k
(1− e−kt)(∥∥y0∥∥2
H
+
∥∥z0∥∥2
H
) + C(
∥∥y0∥∥2
H
+
∥∥z0∥∥2
H
)
≤ C
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
, for all t > 0,
where Cν = min {ν, 1} and C denotes constants depending on the problem parameters
ν, γ, Fl. From here we deduce that∫ ∞
0
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
+ ‖u(t)‖2H + ‖v(t)‖2H
)
dt (2.47)
≤ C(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
) ≤ c2(
∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
),
where c2 depends on the problem parameters. This is the right inequality in (2.42).
Now, we take in (2.40) a minimizing sequence {W n}n≥1, W n = (wn1 , ..., wnN) such that
(un(t), vn(t)) =
N∑
j=1
wnj (t)(ϕj, ψj).
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We can assume that
d ≤ 1
2
∫ ∞
0
(∥∥A3/2yn(t)∥∥2H + ∥∥A3/4zn(t)∥∥2H + ‖W n(t)‖2RN) dt ≤ d+ 1n, (2.48)
where d is the positive infimum of J(W ) in (2.40) and (yn, zn) is the solution to (2.25)-(2.26)
corresponding to W n. By (2.48) we have a subsequence {n→∞} such that
wnj → w∗j weakly in L2(R+), j = 1, ..., N,
yn → y∗ weakly in L2(R+;D(A3/2)),
zn → z∗ weakly in L2(R+;D(A3/4)).
Also, by (2.25) we have
d
dt
(yn, zn)→ d
dt
(y, z) weakly in L2(R+;V ′),
where V ′ is defined in (2.16). Since (un(t), vn(t)) =
N∑
j=1
wnj (t)(ϕj, ψj) we have
(un, vn)→ (u∗, v∗) =
N∑
j=1
w∗j (t)(ϕj, ψj) weakly in L
2(R+;H ×H).
Thus, (y∗, z∗) solves the system (2.25)-(2.26) corresponding toW ∗ := (w∗1, ..., w
∗
N).Moreover,
passing to the limit in (2.48) we get on the basis of the weakly lower semicontinuity of J
that J(W ∗) = d.
The uniqueness follows by the fact that J is strictly convex and the state system is linear.
Moreover, by (2.45) we can write∫ t
0
(
ν
∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds
=
1
2
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
− 1
2
(∥∥A1/2y(t)∥∥2
H
+
∥∥A1/4z(t)∥∥2
H
)
−(Fl − 2ν)
∫ t
0
(Ay(s), Ay(s))Hds+ (Fl − ν)
∫ t
0
(y(s), Ay(s))Hds
+γ
∫ t
0
(Az(s), Ay(s))Hds
−γ
∫ t
0
(z(s), Ay(s))Hds+ γ
∫ t
0
(Ay(s), A1/2z(s))Hds− γ
∫ t
0
(y(s), A1/2z(s))Hds
+
∫ t
0
(z(s), A1/2z(s))Hds+
∫ t
0
∫
Ω
1∗ωv(s)Ay(s)dxdt+
∫ t
0
∫
Ω
1∗ωu(s)A
1/2z(s)dxds.
We are going to derive a basic inequality by arguing as we did for all terms on the right-hand
side in (2.45) in order to get (2.46), but suitably changing δ and Cδ in the use of the Young
inequality. For instance, we have
|(Fl − 2ν)(Ay(t), Ay(t))H| ≤ |Fl − 2ν| ‖Ay(t)‖2H ≤ C
(∥∥A3/2y(t)∥∥2/3
H
∥∥A0y(t)∥∥1/3
H
)2
≤ Cδ
∥∥A3/2y(t)∥∥2
H
+ δ ‖y(t)‖2H ,
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which implies
−(Fl − 2ν)(Ay(t), Ay(t))H ≥ −Cδ
∥∥A3/2y(t)∥∥2
H
− δ ‖y(t)‖2H .
By treating all the terms in the same way we arrive at∫ t
0
(
ν
∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds
≥ 1
2
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
− 1
2
(∥∥A1/2y(t)∥∥2
H
+
∥∥A1/4z(t)∥∥2
H
)
−Cδ
∫ t
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds− C1δ
∫ t
0
(‖y(s)‖2H + ‖z(s)‖2H)ds
−δ
∫ t
0
(‖u(s)‖2H + ‖v(s)‖2H)ds,
where C1 > 0 could be computed. By relying on (2.28) and (2.29) we obtain
(Cδ +max{ν, 1})
∫ t
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds
≥ 1
2
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
− 1
2
(∥∥A1/2y(t)∥∥2
H
+
∥∥A1/4z(t)∥∥2
H
)
−2C1δC2P
∫ t
0
e−2ksds(
∥∥y0∥∥2
H
+
∥∥z0∥∥2
H
)− 2δC2P (
∥∥y0∥∥2
H
+
∥∥z0∥∥2
H
).
Computing the integral, using (1.43) and choosing δ small enough we get
(C +max{ν, 1})
∫ t
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds (2.49)
≥ 1
4
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
− 1
2
(∥∥A1/2y(t)∥∥2
H
+
∥∥A1/4z(t)∥∥2
H
)
.
Since the last term on the right-hand side is a continuous L1 function, one can take a sequence
tj ր∞ such that ∥∥A1/2y(tj)∥∥2H + ∥∥A1/4z(tj)∥∥2H → 0.
Passing to the limit in (2.49) along such a sequence we obtain∫ ∞
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds ≥ c1
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
,
where c1 > 0 depends only on the problem parameters and ‖ϕ∞‖L2(Ω) .
This relation written for the optimal pair (W ∗, (y∗, z∗)) implies that
Φ(y0, z0) =
1
2
∫ ∞
0
(∥∥A3/2y∗(t)∥∥2
H
+
∥∥A3/4z∗(t)∥∥2
H
+ ‖W ∗(t)‖2
RN
)
dt
≥ c1
(∥∥A1/2y0∥∥2
H
+
∥∥A1/4z0∥∥2
H
)
,
that is the left inequality in (2.42).
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Relation (2.47), valid also for the optimal pair, leads to the right-hand side of (2.42).
The next calculation will be done in view of proving (2.43).
We recall (2.44) and multiply (2.25) by (A2y, αAz) scalarly in H ×H, with α a positive
number that will specified later. We obtain
1
2
d
dt
(
‖Ay(t)‖2H + α
∥∥A1/2z(t)∥∥2
H
)
+ ν
∥∥A2y(t)∥∥2
H
+ α ‖Az(t)‖2H (2.50)
= −(Fl − 2ν)(Ay(t), A2y(t))H + (Fl − ν)(y(t), A2y(t))H + γ(Az(t), A2y(t))H
−γ(z(t), A2y(t))H + α(z(t), Az(t))H + αγ(Ay(t), Az(t))H − αγ(y(t), Az(t))H
+
∫
Ω
1∗ωv(t)A
2y(t)dx+ α
∫
Ω
1∗ωu(t)Az(t)dx.
As previously, we have
−(Fl − 2ν)(Ay(t), A2y(t))H ≤ δ
∥∥A2y(t)∥∥2
H
+ Cδ ‖Ay(t)‖2H
≤ δ ∥∥A2y(t)∥∥2
H
+ δ
∥∥A3/2y(t)∥∥2
H
+ Cδ ‖y(t)‖2H ,
(Fl − ν)(y(t), A2y(t))H ≤ δ
∥∥A2y(t)∥∥2
H
+ Cδ ‖y(t)‖2H ,
γ(Az(t), A2y(t))H ≤ δ
∥∥A2y(t)∥∥2
H
+ Cδ ‖Az(t)‖2H ,
−γ(z(t), A2y(t))H ≤ δ
∥∥A2y(t)∥∥2
H
+ Cδ ‖z(t)‖2H ,
α(z(t), Az(t))H ≤ α
8
‖Az(t)‖2H + Cα ‖z(t)‖2H ,
αγ(Ay(t), Az(t))H ≤ 8γ2α ‖Ay(t)‖2H +
α
8
‖Az(t)‖2H
≤ δ ∥∥A3/2y(t)∥∥2
H
+ Cδα
2 ‖y(t)‖2H +
α
8
‖Az(t)‖2H ,
−αγ(y(t), Az(t))H ≤ α
8
‖Az(t)‖2H + Cα ‖y(t)‖2H ,∫
Ω
1∗ωv(t)A
2y(t)dx ≤ δ ∥∥A2y(t)∥∥2
H
+ Cδ ‖v(t)‖2H ,∫
Ω
1∗ωu(t)Az(t)dx ≤
α
8
‖Az(t)‖2H + C ‖u(t)‖2H .
Plugging all these relations in (2.50), using
∥∥A3/2y(t)∥∥2
H
≤ C ‖A2y(t)‖2H and choosing δ small
enough we get
1
2
d
dt
(
‖Ay(t)‖2H + α
∥∥A1/2z(t)∥∥2
H
)
+
ν
2
∥∥A2y(t)∥∥2
H
+
(α
2
− C2
)
‖Az(t)‖2H
≤ Cα
(‖y(t)‖2H + ‖z(t)‖2H + ‖v(t)‖2H + ‖u(t)‖2H) ,
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where C2 can be computed and depends only the system parameters, and Cα depends on
α, in addition. We choose, for instance, α = 4C2, integrate from 0 to t, use (2.28)-(2.29) in
order to find
‖Ay(t)‖2H +
∥∥A1/2z(t)∥∥2
H
+
∫ t
0
(∥∥A2y(s)∥∥2
H
+ ‖Az(s)‖2H
)
ds
≤ C
(∥∥Ay0∥∥2
H
+
∥∥A1/2z0∥∥2
H
)
+ CC2p(
∥∥y0∥∥2
H
+
∥∥z0∥∥2
H
).
Writing this relation for the optimal pair we obtain (2.43), as claimed. 
Let us point out a first consequence of Proposition 2.3. It is not difficult to check that
the functional
‖·‖Φ =
√
Φ : D(A1/2)×D(A1/4)→ R
is a norm satisfying the parallelogram law. Then, (2.42) implies that ‖·‖Φ is a Hilbert norm
on D(A1/2)×D(A1/4) equivalent to the natural one. In addition, Φ is a quadratic functional.
Moreover, if we denote (·, ·)Φ the corresponding scalar product we can introduce
R : Ξ := D(A1/2)×D(A1/4)→ Ξ′ = (D(A1/2)× (D(A1/4))′ (2.51)
such that 〈
R(y0, z0), (Y, Z)
〉
Ξ′,Ξ
=
1
2
(
(y0, z0), (Y, Z)
)
Φ
for all (y0, z0), (Y, Z) ∈ Ξ.
In fact R coincides with 2RΞ, where RΞ is the Riesz operator associated to ‖·‖Φ . In particular,
we have
Φ(y0, z0) =
1
2
(
R(y0, z0), (y0, z0)
)
for all (y0, z0) ∈ D(A1/2)×D(A1/4). (2.52)
Moreover, R(y0, z0) is the Gaˆteaux derivative of the function Φ at (y0, z0). Indeed, for any
(Y, Z) ∈ D(A1/2)×D(A1/4) = Ξ we have
Φ′(y0, z0)(Y, Z) = lim
λ→0
Φ(y0 + λY, z0 + λZ)− Φ(y0, z0)
λ
=
1
2
lim
λ→0
〈R(y0 + λY, z0 + λZ), (y0 + λY, z0 + λZ)〉Ξ′,Ξ − 〈R(y0, z0), (y0, z0)〉Ξ′,Ξ
λ
=
〈
R(y0, z0), (Y, Z)
〉
Ξ′,Ξ
,
hence
Φ′(y0, z0) = R(y0, z0), for all (y0, z0) ∈ D(A1/2)×D(A1/4). (2.53)
Since Φ is coercive by (2.42) we can define the restriction of R to H ×H (denoted still
by R) having the domain
D(R) = {(y0, z0) ∈ Ξ; R(y0, z0) ∈ H ×H}.
It also turns out that R is self-adjoint. Moreover, R can be written of the form
R =
[
R11 R12
R21 R22
]
. (2.54)
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We shall give more details about this in the next Proposition which also provides a repre-
sentation result for the optimal solution to (2.40).
Let us recall the operators B : RN → H ×H, B∗ : H ×H → RN , defined in (1.17) and
(1.18),
BW =

N∑
i=1
1∗ωϕiwi
N∑
i=1
1∗ωψiwi
 for all W =
 w1...
wN
 ∈ RN ,
and
B∗q =
 ∫Ω 1∗ω(ϕ1q1 + ψ1q2)dx...∫
Ω
1∗ω(ϕNq1 + ψNq2)dx
 , for all q = [ q1
q2
]
∈ H ×H.
Then, (2.25)-(2.26) can be rewritten as
d
dt
(y(t), z(t)) +A(y(t), z(t)) = BW (t), a.e. t > 0, (2.55)
(y(0), z(0)) = (y0, z0).
Proposition 2.4. Let W ∗ = {w∗i }Ni=1 and (y∗, z∗) be optimal for problem (2.40), corre-
sponding to (y0, z0) ∈ D(A1/2)×D(A1/4). Then, W ∗ is expressed as
W ∗(t) = −B∗R(y∗(t), z∗(t)), for all t > 0. (2.56)
Moreover, R has the following properties
2c1
∥∥(y0, z0)∥∥2
D(A1/2)×D(A1/4)
≤ (R(y0, z0), (y0, z0))H×H ≤ 2c2
∥∥(y0, z0)∥∥2
D(A1/2)×D(A1/4)
,
for all (y0, z0) ∈ D(A1/2)×D(A1/4), (2.57)∥∥R(y0, z0)∥∥
H×H
≤ CR
∥∥(y0, z0)∥∥
D(A)×D(A1/2)
, for all (y0, z0) ∈ D(A)×D(A1/2), (2.58)
and satisfies the Riccati algebraic equation (1.19), that is
2 (R(y, z),A(y, z))H×H + ‖B∗R(y, z)‖2RN (2.59)
=
∥∥A3/2y∥∥2
H
+
∥∥A3/4z∥∥2
H
, for all (y, z) ∈ D(A3/2)×D(A3/4).
Here, c1, c2, CR are constants (c1, c2 are the same as in (2.42) and depend on the problem
parameters, Ω and ‖ϕ∞‖L2(Ω) , and CR depends only on Ω).
Proof. We organize the proof in two steps.
Step 1. Inequalities (2.57) immediately follow from (2.52) and (2.42).
Next we prove (2.58) and (2.56).
Let T be positive and arbitrary. We recall that by the dynamic programming principle
(see e.g., [2], p. 104), the minimization problem (2.40) is equivalent to the following problem
Min
W∈L2(0,T ;RN )
{
1
2
∫ T
0
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
+ ‖W (t)‖2
RN
)
dt+ Φ(y(T ), z(T ))
}
(2.60)
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subject to (2.25)-(2.26). Thus, a solution to (2.40) is a solution to (2.60) on (0, T ) and
conversely.
We introduce the adjoint system
d
dt
(pT , qT )(t)−A(pT (t), qT (t)) = (A3y∗(t), A3/2z∗(t)), in (0, T )× Ω, (2.61)
(pT (T ), qT (T )) = −R(y∗(T ), z∗(T )), in Ω,
by recalling that A is self-adjoint. We have used (2.53) for writing the final condition at
t = T. For the moment we indicate this solution by (pT , qT ), to show its dependence on
T. Later, we shall prove that actually it is independent of T. By the maximum principle in
(2.60), we have that
W ∗(t) = B∗(pT (t), qT (t)), a.e. t ∈ (0, T ) (2.62)
(see [25], p. 114; see also [2], p. 190).
For proving (2.58), let (y0, z0) ∈ D(A)×D(A1/2).
Since
R(y∗(T ), z∗(T )) ∈ (D(A1/2))′ × (D(A1/4))′ ⊂ V ′ × V ′
and
(A3y∗, A3/2z∗) ∈ L2(0, T ;V ′ × V ′),
it follows that (2.61) has a unique solution
(pT , qT ) ∈ L2(0, T ;H ×H) ∩ C([0, T ];V ′ × V ′) (2.63)
(see [1], Thm. 7.1, p. 291). We shall prove that (pT , qT ) is in C([0, T );H × H). For the
reader’s convenience we give the argument, adapting some ideas from the proof in [7]. We
define
(p˜, q˜) = A˜(pT , qT ) (2.64)
where A˜ is the operator
A˜ =
[
A−1 0
0 A−1/2
]
.
By recalling (2.44) we see that A and A˜ commute. Thus, we replace (2.64) in (2.61),
obtaining the system
d
dt
(p˜, q˜)(t)−A(p˜(t), q˜(t)) = (A2y∗(t), Az∗(t)), in (0, T )× Ω, (2.65)
(p˜(T ), q˜(T )) = −A˜R(y∗(T ), z∗(T )), in Ω.
According to (2.43), we have (A2y∗, Az∗) ∈ L2(0, T ;H × H) and by (2.63) we obtain
A˜R(y∗(T ), z∗(T )) ∈ V × H . By applying a backward version of Proposition 2.1, formula
(2.18) we see that system (2.65) has a unique solution
(p˜, q˜) ∈ C([0, T );D(A)×D(A1/2))
and so (pT , qT ) ∈ C([0, T );H ×H). Next, we prove the relation
R(y0, z0) = −(pT (0), qT (0)). (2.66)
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To this end, let us consider two solutions to (2.60), (W ∗, y∗, z∗) and (W ∗1 , y
∗
1, z
∗
1), correspond-
ing to (y0, z0) and (y1, z1), respectively, both in D(A) × D(A1/2). Using the subdifferential
inequality ‖v‖X−‖v1‖X ≤ 2(v, v−v1)X , which holds in any Hilbert space X, and the relation
Φ′ = R we compute
Φ(y0, z0)− Φ(y1, z1) (2.67)
≤
∫ T
0
{
(A3/2y∗(t), A3/2(y∗(t)− y∗1(t)))H + (A3/4z∗(t), A3/4(z∗(t)− z∗1(t)))H
}
dt
+
∫ T
0
(W ∗(t),W ∗(t)−W ∗1 (t))RNdt
+(R(y∗(T ), z∗(T )), (y∗(T )− y∗1(T ), z∗(T )− z∗1(T )))H×H.
It is clear that W ∗ = (w∗1, ..., w
∗
N) and W
∗
1 = (w
∗
11, ..., w
∗
1N), respectively. By multiplying
(2.61) by (y∗(t) − y∗1(t), z∗(t) − z∗1(t)), integrating by parts and using the difference of the
state equations (2.55), written for both solutions, we obtain that
d
dt
((pT (t), qT (t)), (y∗(t)− y∗1(t), z∗(t)− z∗1(t)))H×H (2.68)
= (A3/2y∗(t), A3/2(y∗(t)− y∗1(t)))H + (A3/4z∗(t), A3/4(z∗(t)− z∗1(t)))H
+((pT (t), qT (t)), BW ∗(t)− BW ∗1 (t))H×H , a.e. t > 0.
Now, we integrate (2.68) over (0, T ) and use the final condition in (2.61) and (2.62), to get
−(R(y∗(T ), z∗(T )), (y∗(T )− y∗1(T ), z∗(T )− z∗1(T )))H×H
−((pT (0), qT (0)), (y∗(0)− y∗1(0), z∗(0)− z∗1(0)))H×H
=
∫ T
0
{
(A3/2y∗(t), A3/2(y∗(t)− y∗1(t)))H + (A3/4z∗(t), A3/4(z∗(t)− z∗1(t)))H
}
dt
+
∫ T
0
(W ∗(t),W ∗(t)−W ∗1 (t))RNdt,
whence by (2.67) we finally obtain
Φ(y0, z0)− Φ(y1, z1) ≤ −((pT (0), qT (0)), (y0 − y1, z0 − z1))H×H . (2.69)
This implies that
−(pT (0), qT (0)) ∈ ∂Φ(y0, z0).
Since, as seen earlier, Φ is differentiable on D(A1/2)×D(A1/4) it follows that
−(pT (0), qT (0)) = Φ′(y0, z0) = R(y0, z0),
as claimed in (2.66). This implies, since we have proved that (pT , qT ) ∈ C([0,∞);H ×H),
that (pT (0), qT (0)) ∈ H ×H and so
R(y0, z0) ∈ H ×H for all (y0, z0) ∈ D(A)×D(A1/2). (2.70)
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On the other hand, one can easily see that R is a linear closed operator from D(A) ×
D(A1/2) to H × H , and so by the closed graph theorem we conclude that it is continuous
(see e.g, [9], Thm. 2.9, p. 37), that is R ∈ L(D(A)×D(A1/2);H×H), as claimed by (2.58).
We define the restriction of R to H ×H, still denoted by R. Thus, its domain contains
D(A)×D(A1/2).
Now, we resume (2.62) which extends by the continuity (2.63) at t = T, in V ′.
W ∗(T ) = B∗(pT (T ), qT (T )). (2.71)
Moreover, since (y∗(t), z∗(t)) ∈ D(A) × D(A1/2) for all t ≥ 0, by (2.43), we have by (2.70)
that R(y∗(t), z∗(t)) ∈ H ×H for all t ≥ 0. In particular, this is true for t = T and so using
the final condition in (2.61) we get
(pT (T ), qT (T )) = −R(y∗(T ), z∗(T )) ∈ H ×H. (2.72)
This relation combined with (2.71) implies
W ∗(T ) = −B∗R(y∗(T ), z∗(T ))
where T is arbitrary. Therefore, it can be written for any t, as in (2.56), as claimed.
By (2.56) and by the definition (1.18) and (2.27) we can write
wj = −(B∗R(y∗(t), z∗(t)))j = −
∫
Ω
1∗ω(ϕjR1(y
∗(t), z∗(t)) + ψjR2(y
∗(t), z∗(t)))dx (2.73)
and by (2.54) we get
R1(y
∗(t), z∗(t)) = R11y
∗(t) +R12z
∗(t), R2(y
∗(t), z∗(t)) = R21y
∗(t) +R22z
∗(t). (2.74)
In particular,
(v∗, u∗) =
(
N∑
j=1
ϕjwj,
N∑
j=1
ψjwj
)
=
(
−
N∑
j=1
ϕj(B
∗R(y∗(t), z∗(t)))j ,−
N∑
j=1
ψj(B
∗R(y∗(t), z∗(t)))j
)
which implies by (1.18) the representation
v∗(t, x) = −
N∑
j=1
ϕj(x)(B
∗R(y∗(t), z∗(t)))j (2.75)
= −
N∑
j=1
ϕj(x)
∫
Ω
1∗ω(ϕjR1(y
∗(t), z∗(t)) + ψjR2(y
∗(t), z∗(t)))(ξ)dξ,
u∗(t, x) = −
N∑
j=1
ψj(x)(B
∗R(y∗(t), z∗(t)))j (2.76)
= −
N∑
j=1
ψj(x)
∫
Ω
1∗ω(ϕjR1(y
∗(t), z∗(t)) + ψjR2(y
∗(t), z∗(t)))(ξ)dξ.
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Finally, it follows by (2.56) that
1∗ωU(t) = 1
∗
ω(v
∗(t), u∗(t)) = −BB∗R(y∗(t), z∗(t)). (2.77)
Step 2. We pass now to the proof of (2.59). It is enough to consider (y0, z0) ∈ D(A)×
D(A1/2). Since (W ∗, y∗, z∗) is the solution to both (2.40) and (2.60) written with T = t where
t ≥ 0 is arbitrary and the minimum is Φ(y0, z0) we can write
Φ(y0, z0) =
1
2
∫ t
0
(∥∥A3/2y∗(s)∥∥2
H
+
∥∥A3/4z∗(s)∥∥2
H
+ ‖W ∗(s)‖2
RN
)
ds
+
1
2
∫ ∞
t
(∥∥A3/2y∗(s)∥∥2
H
+
∥∥A3/4z∗(s)∥∥2
H
+ ‖W ∗(s)‖2
RN
)
ds
= Φ(y0, z0)− Φ(y∗(t), z∗(t)) + 1
2
∫ ∞
t
(∥∥A3/2y∗(s)∥∥2
H
+ ‖Az∗(s)‖2H + ‖W ∗(s)‖2RN
)
ds
and so
Φ(y∗(t), z∗(t)) =
1
2
∫ ∞
t
(∥∥A3/2y∗(s)∥∥2
H
+
∥∥A3/4z∗(s)∥∥2
H
+ ‖W ∗(s)‖2
RN
)
ds, (2.78)
for any t ≥ 0. Now, we want to differentiate (2.78) with respect to t. To this aim, we recall
(2.52) and that R is symmetric. Thus,
d
dt
Φ(y∗(t), z∗(t)) =
1
2
d
dt
(R(y∗(t), z∗(t)), (y∗(t), z∗(t)))H×H
=
(
R(y∗(t), z∗(t)),
d
dt
(y∗(t), z∗(t))
)
H×H
.
Hence, taking into account (2.56) we obtain for a.e. t > 0 (since A3/2y∗(t) is defined only
for a.e. t) that(
R(y∗(t), z∗(t)),
d
dt
(y∗(t), z∗(t))
)
H×H
+
1
2
(∥∥A3/2y∗(t)∥∥2
H
+
∥∥A3/4z∗(t)∥∥2
H
)
(2.79)
+
1
2
‖B∗R(y∗(t), z∗(t))‖2
RN
= 0.
Now, we come back to the system (2.55) in which the right-hand side is replaced by (2.77).
This becomes a closed loop system with the right-hand side −BB∗R(y∗(t), z∗(t)).
We take into account that by (2.58)
‖BB∗R(y∗(t), z∗(t))‖H×H ≤ C1 ‖R(y∗(t), z∗(t))‖H×H ≤ C2 ‖(y∗(t), z∗(t))‖D(A)×D(A1/2)
a.e. t > 0, for all (y∗(t), z∗(t)) ∈ D(A)×D(A1/2).
We show that −(A + BB∗R) generates a C0-semigroup in H × H , using Lemma A3 in
Appendix.
In our case, we particularize E = D(A2)×D(A), F = H ×H, L = A and M = BB∗R.
Then, the operator A + BB∗R is quasi m-accretive and we have the result. Thus, for
(y0, z0) ∈ H ×H we have
A(y∗(t), z∗(t)), BB∗R(y∗(t), z∗(t)), d
dt
(y∗(t), z∗(t)) ∈ C((0,∞);H ×H)
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(see [8], p. 72, for a basic result). Then, we can replace d
dt
(y∗(t), z∗(t)) from (2.55) and plug
it in (2.79). On account of (2.56) we have
(R(y∗(t), z∗(t)),−A(y∗(t), z∗(t)))H×H +
1
2
(∥∥A3/2y∗(t)∥∥2
H
+
∥∥A3/4z∗(t)∥∥2
H
)
+
1
2
‖B∗R(y∗(t), z∗(t))‖2
RN
= (R(y∗(t), z∗(t)), BB∗R(y∗(t), z∗(t))H×H , t ≥ 0
which implies (2.59) (written with a generic notation (y, z) ∈ D(A3/2)×D(A3/4)), as claimed.

Remark 2.5. We note that the previous equation can be still written
2 (R(y∗(t), z∗(t)),A(y∗(t), z∗(t)))H×H + (B∗R(y∗(t), z∗(t)), B∗R(y∗(t), z∗(t)))RN×RN
= (Â(y∗(t), z∗(t)), (y∗(t), z∗(t)))H×H ,
where Â : D(A3/2)×D(A3/4)→ (D(A3/2)×D(A3/4))′ is defined by〈
Â(y, z), (ψ1, ψ2)
〉
(D(A3/2)×D(A3/4))′,D(A3/2)×D(A3/4)
= (A3/2y, A3/2ψ1)H×H + (A
3/4z, A3/4ψ2)H×H
for all (ψ1, ψ2) ∈ D(A3/2)×D(A3/4). By Â we still denote its restriction to H ×H,
Â =
[
A3 0
0 A3/2
]
with the domain D(Â) = {(y, z) ∈ D(A3/2)×D(A3/4); Â(y, z) ∈ H ×H}.
Since
((R(y, z),A(y, z))H×H = (AR(y, z), (y, z))H×H,
((A(y, z), R(y, z))H×H = ((y, z),AR(y, z))H×H
we get AR = RA, thus
2RA(y∗(t), z∗(t)) +RBB∗R(y∗(t), z∗(t)) = Â(y∗(t), z∗(t)),
for all t > 0. Letting t→ 0 we obtain
2RA(y0, z0) +RBB∗R(y0, z0) = Â(y0, z0),
for all (y0, z0) ∈ D(A)×D(A1/2) and so the Riccati equation takes the form
2RA+RBB∗R = Â. (2.80)
Remark 2.6. Just as a remark, we observe that the linear system is exponentially stabilized
to (0, 0) by the feedback controller just constructed. To sustain this assertion we recall a
generalization of Datko’s result (see Lemma A4 in Appendix, see also [28], p.116). In our
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case, the operator D = −(A + BB∗R) generates a C0-semigroup in H × H and, as seen
earlier, equation (2.25)
d
dt
(y(t), z(t)) + (A+BB∗R)(y(t), z(t)) = 0, t ≥ 0
has the solution (y(t), z(t)) with the property∫ ∞
0
(‖y(t)‖2H + ‖z(t)‖2H) dt ≤ C ∫ ∞
0
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
)
dt
≤ C
(∥∥y0∥∥2
D(A1/2)
+
∥∥z0∥∥2
D(A1/4)
)
<∞.
Hence
‖y(t)‖2H + ‖z(t)‖2H ≤ Ce−κt
(∥∥y0∥∥2
D(A1/2)
+
∥∥z0∥∥2
D(A1/4)
)
, for all t ≥ 0,
as claimed.
3 Feedback stabilization of the nonlinear system
We recall that B and B∗ are defined by (1.17) and (1.18), and that R1 = (R11, R12), R2 =
(R21, R22) are given by (2.74).
In this section we shall deal with the nonlinear system (2.5)-(2.8) in which the right-hand
side (1∗ωv, 1
∗
ωu) is replaced by the feedback controller determined in the previous section,
that is, we replace 1∗ωU(t) = (1
∗
ωv(t), 1
∗
ωu(t)) by −BB∗R(y(t), z(t)). As (2.14)-(2.15) is the
abstract form of (2.10)-(2.13), the abstract form of the nonlinear system (2.5)-(2.8) with
replaced right-hand side reads
d
dt
(y(t), z(t)) +A(y(t), z(t)) = G(y(t))− BB∗R(y(t), z(t)), a.e. t > 0, (3.1)
(y(0), z(0)) = (y0, z0),
where (y0, z0) is fixed now by (1.34), G(y(t)) = (G(y(t)), 0) and
G(y) = ∆Fr(y) + ∆(g(x)y). (3.2)
We recall that Fr is the rest of second order of the Taylor expansion of F
′(y + ϕ∞) and g is
defined by (2.4). Using the rest in integral form we have
Fr(y) = y
2
∫ 1
0
(1− s)F ′′′(ϕ∞ + sy)ds = y3 + 3ϕ∞y2, (3.3)
and assuming that all operations make sense (this will be checked later) we get
G(y) =
7∑
j=1
Ij , (3.4)
I1(y) = 3y
2∆y, I2(y) = 6y |∇y|2 , I3(y) = 12y∇y · ∇ϕ∞, I4(y) = 3y2∆ϕ∞,
I5(y) = 6ϕ∞y∆y, I6(y) = 6ϕ∞ |∇y|2 ,
I7(y) = ∆(gy) = g∆y + y∆g + 2∇y · ∇g.
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As usually, in the sequel, ϕ∞ is the first component of a stationary solution of the
uncontrolled system (1.28)-(1.30). We set
χ∞ := ‖∇ϕ∞‖∞ + ‖∆ϕ∞‖∞ . (3.5)
Theorem 3.1. There exists χ0 > 0 (depending on the problem parameters, the domain and
‖ϕ∞‖∞) such that the following holds true. If χ∞ ≤ χ0, there exists ρ such that for all
pairs (y0, z0) ∈ D(A1/2)×D(A1/4) with
‖y0‖D(A1/2) + ‖z0‖D(A1/4) ≤ ρ, (3.6)
the closed loop system (3.1) has a unique solution
(y, z) ∈ C([0,∞);H ×H) ∩ L2(0,∞;D(A3/2)×D(A3/4)) (3.7)
∩W 1,2(0,∞; (D(A1/2)×D(A1/4))′),
which is exponentially stable, that is
‖y(t)‖D(A1/2) + ‖z(t)‖D(A1/4) ≤ CPe−kt(‖y0‖D(A1/2) + ‖z0‖D(A1/4)), (3.8)
for some positive constants k and CP .
In the previous relations the positive constants k and CP depend on Ω, the problem
parameters and ‖ϕ∞‖∞ . In addition, CP depends on the full norm ‖ϕ∞‖2,∞ .
Proof. The proof of this theorem will be done in three steps regarding the existence,
uniqueness and stabilization. First, existence and uniqueness are proved on every interval
[0, T ] and then they will be extended to the whole [0,∞).
Step 1. Existence of the solution is proved on every interval [0, T ] by the Schauder
fixed point theorem. Let (y0, z0) ∈ D(A1/2)×D(A1/4).
Let r be positive and bounded by a constant which will be specified later. For T > 0
arbitrary, but fixed, we introduce the set
ST =
{
(y, z) ∈ L2(0, T ;H ×H); sup
t∈(0,T )
(
‖y(t)‖2D(A1/2) + ‖z(t)‖2D(A1/4)
)
(3.9)
+
∫ T
0
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
)
dt ≤ r2
}
.
Let 0 < ε < 1/4. Clearly, ST is a convex closed subset of L
2(0, T ;D(A3/2−ε)×H).
We fix (y, z) ∈ ST and consider the Cauchy problem
d
dt
(y(t), z(t)) +A(y(t), z(t)) +BB∗R(y(t), z(t)) = G(y(t)), a.e. t ∈ (0, T ), (3.10)
(y(0), z(0)) = (y0, z0).
We prove that such a problem is well-posed and define ΨT : ST → L2(0, T ;D(A3/2−ε)×H)
by ΨT (y, z) = (y, z) the solution to (3.10). We shall prove that:
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i) ΨT (ST ) ⊂ ST provided that r is well chosen;
ii) ΨT (ST ) is relatively compact in L
2(0, T ;D(A3/2−ε)×H);
iii) ΨT is continuous in the L
2(0, T ;D(A3/2−ε)×H) norm.
i) We assert that G(y) ∈ L2(0, T ;H×H), relying on the calculation which shall be made
a little later, concluded by (3.28). Then, we recall that A+BB∗R is m-accretive in H ×H,
as proved in Proposition 2.4, second part, and so, for (y0, z0) ∈ D(A1/2)×D(A1/4) ⊂ H ×H
it follows that the Cauchy problem (3.10) has a unique solution
(y, z) ∈ L2(δ, T ;D(A)) (3.11)
with δ > 0 arbitrary (see the last part of Proposition 2.4), which implies that A(y(t), z(t)) ∈
H×H a.e. t > 0 (see [8], p. 72). Therefore, also (recall (2.44)) y(t) ∈ D(A2) and z(t) ∈ D(A)
a.e. Moreover, by Proposition 2.1 we have
(y, z) ∈ C([0, T ];H×H)∩L2(0, T ;D(A)×D(A1/2))∩W 1,2([0, T ]; (D(A)×D(A1/2))′). (3.12)
In particular, (y(t), z(t)) ∈ D(A)×D(A1/2) a.e. t ∈ (0, T ) and so R(y(t), z(t)) ∈ H ×H a.e.
t ∈ (0, T ).
Next, we have to prove that (y, z) ∈ ST provided that r is well chosen. To this end we
multiply (3.10) by R(y(t), z(t)) ∈ H ×H scalarly in H ×H and get
1
2
d
dt
(R(y(t), z(t)), (y(t), z(t)))H×H + (A(y(t), z(t)), R(y(t), z(t)))H×H
= −‖B∗R(y(t), z(t))‖2
RN
+ (G(y(t)), R(y(t), z(t)))H×H , a.e. t > 0.
Therefore, using the Riccati equation (2.59), in the form
2(A(y(t), z(t)), R(y(t), z(t)))H×H + ‖B∗R(y(t), z(t))‖2RN =
∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
and recalling (2.58) and (1.43) we obtain
1
2
d
dt
(R(y(t), z(t)), (y(t), z(t)))H×H
+
1
2
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
+ ‖B∗R(y(t), z(t))‖2
RN
)
≤ ‖G(y(t))‖H×H ‖R(y(t), z(t))‖H×H ≤ CR ‖G(y(t))‖H ‖(y(t), z(t))‖D(A)×D(A1/2)
≤ CCR ‖G(y(t))‖H
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
)1/2
, a.e. t ∈ (0, T ),
with CR from (2.58) and C depending on Ω. Integrating over (0, t) and using then Young’s
inequality and (2.57) we successively get
c′1(‖y(t)‖2D(A1/2) + ‖z(t)‖2D(A1/4)) +
∫ t
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds
≤ c′2(‖y0‖2D(A1/2) + ‖z0‖2D(A1/4)) + C ′R
∫ t
0
‖G(y(s))‖2H ds, t ∈ (0, T ), (3.13)
where c′1, c
′
2, C
′
R are proportional to c1, c2, C
2
R. Now let us prove that G(y) ∈ L2(0, T ;H)
and for that we shall estimate each term Ij in (3.4) and show that Ij(y) ∈ L2(0, T ;H), for
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j = 1, ..., 7. In the computations below we shall use the interpolation inequalities (1.42)-
(1.44), and (1.39). The constants we shall introduce do not depend on ϕ∞. By (3.4) we
compute
‖I1(y)‖2H = C
∥∥y2∆y∥∥2
H
= C
∫
Ω
y4(∆y)2dx ≤ C
(∫
Ω
y8dx
)1/2(∫
Ω
(∆y)4dx
)1/2
= C ‖y‖4L8(Ω) ‖∆y‖2L4(Ω) ≤ C ‖y‖4Hα1 (Ω) ‖∆y‖2Hα2 (Ω)
≤ C ‖y‖4Hα1 (Ω) ‖y − Ay‖2Hα2 (Ω) ≤ C
∥∥A0y∥∥4
Hα1 (Ω)
‖Ay‖2Hα2 (Ω)
≤ C ∥∥Aα1/2y∥∥4
H
∥∥A1+α2/2y∥∥2
H
,
where α1 ≥ 98 and α2 ≥ 34 . Furthermore, we have
‖I1(y)‖2H ≤ C
(∥∥A3/2y∥∥(α1−1)/2
H
∥∥A1/2y∥∥(3−α1)/2
H
)4 (∥∥A3/2y∥∥(α2+1)/2
H
∥∥A1/2y∥∥(1−α2)/2
H
)2
= C
∥∥A3/2y∥∥2α1+α2−1
H
∥∥A1/2y∥∥7−(2α1+α2)
H
, α1 ≥ 9
8
, α2 ≥ 3
4
. (3.14)
Since
∥∥A1/2y∥∥7−(2α1+α2)
H
=
∥∥A1/2y∥∥3−(2α1+α2)
H
∥∥A1/2y∥∥4
H
≤ C ∥∥A3/2y∥∥3−(2α1+α2)
H
∥∥A1/2y∥∥4
H
, we
get
‖I1(y)‖2H ≤ C
∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥4
H
.
But (y, z) ∈ ST and therefore∫ T
0
‖I1(y)‖2H dt ≤ Cr4
∫ T
0
∥∥A3/2y∥∥2
H
dt ≤ Cr6. (3.15)
For the second term we infer that
‖I2(y)‖2H = C
∥∥y |∇y|2∥∥2
H
= C
∫
Ω
y2 |∇y|4 dx ≤ C
(∫
Ω
y4dx
)1/2(∫
Ω
|∇y|8 dx
)1/2
= C ‖y‖2L4(Ω) ‖∇y‖4L8(Ω) ≤ C ‖y‖2Hα1 (Ω) ‖∇y‖4Hα2 (Ω) (3.16)
≤ C ∥∥Aα1/2y∥∥2
H
∥∥A1/2+α2/2y∥∥4
H
≤ C
(∥∥A3/2y∥∥(α1−1)/2
H
∥∥A1/2y∥∥(3−α1)/2
H
)2 (∥∥A3/2y∥∥α2/2
H
∥∥A1/2y∥∥(2−α2)/2
H
)4
≤ C ∥∥A3/2y∥∥α1+2α2−1
H
∥∥A1/2y∥∥7−(α1+2α2)
H
, α1 ≥ 3
4
, α2 ≥ 9
8
.
Thus, by choosing α1 = 3/4 and α2 = 9/8, we have
‖I2(y)‖2H ≤ C
∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥4
H
. (3.17)
For I3 to I6 we have the following estimates:
‖I3(y)‖2H = C ‖y∇y · ∇ϕ∞‖2H ≤ C ‖∇ϕ∞‖2∞ ‖y‖2L4(Ω) ‖∇y‖2L4(Ω) (3.18)
≤ C ‖∇ϕ∞‖2∞ ‖y‖2H1(Ω) ‖y‖2H2(Ω) ≤ C ‖∇ϕ∞‖2∞
∥∥A1/2y∥∥2
H
‖Ay‖2H
≤ C ‖∇ϕ∞‖2∞
∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥2
H
,
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‖I4(y)‖2H = C
∥∥y2∆ϕ∞∥∥2H ≤ C ‖∆ϕ∞‖2∞ ‖y‖4L4(Ω) ≤ C ‖∆ϕ∞‖2∞ ‖y‖4H1(Ω) (3.19)
≤ C ‖∆ϕ∞‖2∞
∥∥A1/2y∥∥4
H
≤ C ‖∆ϕ∞‖2∞
∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥2
H
,
‖I5(y)‖2H = C ‖ϕ∞y∆y‖2H ≤ C ‖ϕ∞‖2∞ ‖y‖2L4(Ω) ‖∆y‖2L4(Ω) (3.20)
≤ C ‖ϕ∞‖2∞ ‖y‖2H1(Ω) ‖∆y‖2H1(Ω) ≤ C ‖ϕ∞‖2∞
∥∥A1/2y∥∥2
H
∥∥A3/2y∥∥2
H
,
‖I6(y)‖2H = C
∥∥ϕ∞ |∇y|2∥∥2H ≤ C ‖ϕ∞‖2∞ ‖∇y‖4L4(Ω) ≤ C ‖ϕ∞‖2∞ ‖y‖4H2(Ω) (3.21)
≤ C ‖ϕ∞‖2∞ ‖Ay‖4H ≤ C ‖ϕ∞‖2∞
∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥2
H
,
and finally
‖I7(y)‖2H = ‖g∆y + y∆g + 2∇y · ∇g‖2H (3.22)
≤ C ‖g‖22,∞
(
‖Ay‖2H + ‖y‖2H +
∥∥A1/2y∥∥2
H
)
≤ C ‖g‖22,∞
∥∥A3/2y∥∥2
H
.
Moreover, by (2.4) we get
|g(x)| ≤ 6 ‖ϕ∞‖∞
mΩ
∫
Ω
|ϕ∞(x)− ϕ∞(ξ)| dξ ≤ 6 ‖ϕ∞‖∞ ‖∇ϕ∞‖∞ dΩ,
‖g‖∞ ≤ C ‖ϕ∞‖∞ ‖∇ϕ∞‖∞ , (3.23)
with dΩ the supremum of the geodesic distance of Ω. Next,
∇g = 6ϕ∞∇ϕ∞, ‖∇g‖∞ ≤ C ‖ϕ∞‖∞ ‖∇ϕ∞‖∞ (3.24)
∆g = 6ϕ∞∆ϕ∞ + 6 |∇ϕ∞|2 , ‖∆g‖∞ ≤ C(‖ϕ∞‖∞ ‖∆ϕ∞‖∞ + ‖∇ϕ∞‖2∞), (3.25)
whence
‖g‖2,∞ ≤ CΩg∞ (3.26)
where
g∞ = ‖ϕ∞‖∞ ‖∇ϕ∞‖∞ + ‖ϕ∞‖∞ ‖∆ϕ∞‖∞ + ‖∇ϕ∞‖2∞ , (3.27)
with CΩ a constant dependent on the domain Ω. Finally, collecting all the estimates above
and recalling (3.4) and (3.5), we obtain for (y, z) ∈ ST that∫ T
0
‖G(y(t))‖2H dt =
7∑
j=1
∫ T
0
‖Ij(y)‖2H dt = C
∫ T
0
2
∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥4
H
dt
+C
∫ T
0
(‖∇ϕ∞‖2∞ + ‖∆ϕ∞‖2∞ + 2 ‖ϕ∞‖2∞) ∥∥A3/2y∥∥2H ∥∥A1/2y∥∥2H dt
+C ‖g‖22,∞
∫ T
0
∥∥A3/2y∥∥2
H
dt.
In view of (3.9), we conclude that∫ T
0
‖G(y(t))‖2H dt ≤ C(r6 + ‖ϕ∞‖22,∞ r4 + ‖g‖22,∞ r2), (3.28)
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where we stress that C is a constant independent of ϕ∞. Going back to (3.13), we can write
it in the form
‖y(t)‖2D(A1/2) + ‖z(t)‖2D(A1/4) +
∫ t
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds (3.29)
≤ CP
(
‖y0‖2D(A1/2) + ‖z0‖2D(A1/4) +
∫ t
0
‖G(y(s))‖2H ds
)
where CP is a constant depending on ν, γ, l and ‖ϕ∞‖L2(Ω) , and we would like to impose
that the left-hand side is ≤ r2. To this aim it suffices that the right-hand side is ≤ r2. On
account of (3.28) we see that the latter condition holds provided that
‖y0‖D(A1/2) + ‖z0‖D(A1/4) ≤ ρ
and
CPρ
2 + CCP (r
6 + ‖ϕ∞‖22,∞ r4 + ‖g‖22,∞ r2) ≤ r2,
where CP and C are the precise constants entering in (3.29) and (3.28). We notice that the
first condition coincides with (3.6). Then, if we assume that
CPρ
2 ≤ 1
2
r2 that is, ρ ≤ (2CP )−1/2r (3.30)
a sufficient condition for our bound is
r4 + ‖ϕ∞‖22,∞ r2 + ‖g‖22,∞ −
1
2CCP
≤ 0.
This is satisfied provided that
‖g‖22,∞ ≤ (2CPC)−1/2 and r ≤ r1 (3.31)
where r1 > 0 is given by
r21 =
−‖ϕ∞‖22,∞ +
√
D∞
2
(3.32)
with
D∞ = ‖ϕ∞‖42,∞ − 4(‖g‖22,∞ − (2CPC)−1).
Notice that the first condition in (3.31) implies that D∞ is nonnegative and that r1 is well-
defined. Both D∞ and r1 depend on the full norm ‖ϕ∞‖2,∞ , i.e., on ‖g∞‖∞ and χ∞, but
they are independent of T.
Now, we look for a sufficient condition for it. By (3.26)-(3.27) and (3.5) we have
‖g‖2,∞ ≤ CΩg∞ ≤ CΩ
(‖ϕ∞‖∞ χ∞ + χ2∞) .
Hence, the first inequality in (3.31) holds if CΩ (‖ϕ∞‖∞ χ∞ + χ2∞) ≤ (2CPC)−1/2, that is
χ2∞ + ‖ϕ∞‖∞ χ∞ − C−1Ω (2CPC)−1/2 ≤ 0.
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But this is true whenever
χ∞ ≤ χ′0 :=
−‖ϕ∞‖∞ +
√
‖ϕ∞‖2∞ + 4C−1Ω (2CPC)−1/2
2
. (3.33)
We stress that χ′0 depends on ν, l, γ,Ω and ‖ϕ∞‖∞ , but it is independent of T.
So, if we assume (3.5)-(3.6) with χ′0 given by (3.33) and ρ and r satisfying (3.30) and the
second constraint in (3.31), coming back to (3.29) we obtain
‖y(t)‖2D(A1/2) + ‖z(t)‖2D(A1/4) +
∫ t
0
(∥∥A3/2y(s)∥∥2
H
+
∥∥A3/4z(s)∥∥2
H
)
ds ≤ r2 (3.34)
for all t ∈ [0, T ].
In conclusion, if we fix r and ρ satisfying (3.31) and (3.30), and if ‖∇ϕ∞‖∞+‖∆ϕ∞‖∞ is
small as specified above we have that (y, z) ∈ ST , hence ΨT maps ST into ST . It is understood
that r and ρ are fixed in the sequel (and do not depend on T ).
ii) Let (y, z) = ΨT (y, z), with (y, z) ∈ ST . We observe that (y, z) and ddt(y, z) remain
bounded in L2(0, T ;D(A3/2) × D(A3/4)) and W 1,2([0, T ]; (D(A) × D(A1/2))′), respectively.
Here we used Proposition 2.1 (replacing the term 1∗ωU(t) in (2.14) by G(y(t)) in (3.10))
and the estimate (2.22) in which the last term on the right-hand side,
∫ T
0
‖1∗ωU(s)‖2H ds, is
replaced by the integral
∫ T
0
‖G(y(t))‖2H dt in (3.28). Since D(A3/2) × D(A3/4) is compactly
embedded in D(A3/2−ε)×H it follows by Lions-Aubin lemma (see [24], p. 58) that the set
ΨT (ST ) is relatively compact in L
2(0, T ;D(A3/2−ε)×H).
iii) Let (yn, zn) ∈ ST , (yn, zn) → (y, z) strongly in L2(0, T ;D(A3/2−ε) ×H), as n → ∞.
We have to prove that
ΨT (yn, zn)→ ΨT (y, z) strongly in L2(0, T ;D(A3/2−ε)×H).
The solution (yn, zn) to (3.10) corresponding to (yn, zn) belongs to the spaces specified in
(3.12) and satisfies the estimate (3.34). Also,
{
d
dt
(yn, zn)
}
n
is bounded in L2(0, T ; (D(A)×
D(A1/2))′). Hence, on a subsequence {n→∞} we have
yn → y weakly in L2(0, T ;D(A3/2)) and weak* in L∞(0, T ;D(A1/2)),
zn → z weakly in L2(0, T ;D(A3/4)) and weak* in L∞(0, T ;D(A1/4)),
dyn
dt
→ dy
dt
weakly in L2(0, T ; (D(A))′),
dzn
dt
→ dz
dt
weakly in L2(0, T ; (D(A1/2))′).
Then, by Aubin-Lions lemma
(yn, zn)→ (y, z) strongly in L2(0, T ;D(A3/2−ε)×H).
Let us to show that
G(yn)→ G(y) weakly in L2(0, T ;H),
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by treating the terms in (3.4). Taking into account that D(A3/2−ε) ⊂ H3−2ε(Ω) and that
yn → y strongly in L2(0, T ;D(A3/2−ε)) we infer that
yn → y, ∆yn → ∆y strongly in L2(0, T ;L2(Ω)),
∇yn →∇y strongly in (L2(0, T ;L2(Ω)))d
and so, on a subsequence they tend a.e. in Q. This implies that
Ij(yn)→ Ij(y), a.e. on Q, for j = 1, ..., 7.
On the other hand, by estimates (3.15)-(3.22) we conclude that {Ij(yn)}n is bounded in
L2(0, T ;H), and selecting a subsequence we have
Ij(yn)→ ζj weakly in L2(0, T ;H), for j = 1, ..., 7.
Thus, we deduce that ζj = Ij(y), a.e. on Q, for j = 1, ..., 7.
Moreover, writing the weak form of (3.10) corresponding to (yn, zn) and passing to the
limit we get that (y, z) = ΨT (y, z). As the same holds for any subsequence this ends the
proof of the continuity of ΨT .
Then, by the Schauder fixed point theorem, applied to the mapping ΨT on the space
L2(0, T ;D(A3/2−ε)×H), it follows that problem (3.10) has at least a solution on the interval
[0, T ], (y, z) ∈ ST .
Step 2. We prove here the uniqueness of the solution on [0, T ]. Let us consider the
nonlinear system (1.28)-(1.31) written in terms of ϕ and σ, where by (2.77)
(1∗ωv(t), 1
∗
ωu(t)) = −BB∗R(y(t), z(t)), t ∈ (0, T ). (3.35)
For the uniqueness proof we need to prove that
BB∗ is linear continuous from V ′ × V ′ → V ′ × V ′, (3.36)
while we already know that
R is linear continuous from D(A1/2)×D(A1/4)→ (D(A1/2)×D(A1/4))′, (3.37)
the latter being known by the definition of R (according to (2.51)).
In what concerns (3.36), using the definitions of B and B∗, we have that if q = (q1, q2) ∈
V ′ × V ′, then
BB∗q =

N∑
i=1
1∗ωϕi(〈q1, 1∗ωϕi〉+ 〈q2, 1∗ωψi〉)
N∑
i=1
1∗ωψi(〈q1, 1∗ωϕi〉+ 〈q2, 1∗ωψi〉)
 (3.38)
is well defined because 1∗ω is a multiplicator in V. Then, it is easily seen that
‖BB∗q‖V ′×V ′ ≤ C ‖q‖V ′×V ′ for q ∈ V ′ × V ′. (3.39)
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Now, we rewrite (1.28)-(1.29) in terms of the operator A and have
ϕt + νA
2ϕ+ A(ϕ3 + (l − 1− 2ν)ϕ− γσ)− ϕ3 − (l − 1− ν)ϕ + γσ = 1∗ωv, (3.40)
σt + A(σ − γϕ)− σ + γϕ = 1∗ωu, (3.41)
with the boundary and initial conditions (1.30)-(1.31).
Assume that there are two solutions (ϕi, σi), = 1, 2, corresponding to Ui = (vi, ui) with
1∗ωUi = −BB∗R(yi, zi), i = 1, 2.We take the difference of the equations (3.40) and test it by
A−1(ϕ1 − ϕ2). Then, test the difference of equations (3.41) by λ(σ1 − σ2), where λ > 0 is
a coefficient to be chosen later. We use the simplified notation ϕ = ϕ1 − ϕ2, σ = σ1 − σ2,
v = v1 − v2, u = u1 − u2.
Moreover, we see the operator A also from V to V ′ defined by
〈Aw, ψ〉V ′,V =
∫
Ω
(∇w · ∇ψ + wψ)dx for ψ ∈ V.
For the first computation we obtain
1
2
d
dt
‖ϕ(t)‖2V ′ + ν ‖ϕ(t)‖2V +
∫
Ω
(
(ϕ1)3 − (ϕ2)3) (ϕ1 − ϕ2)dx (3.42)
≤ (2ν + 1− l)
∫
Ω
ϕ2dx+ γ
∫
Ω
σ(ϕ− A−1ϕ)dx
+
∫
Ω
((ϕ1)3 − (ϕ2)3)A−1(ϕ1 − ϕ2)dx+
∫
Ω
(l − 1− ν)ϕA−1ϕdx
+
〈
1∗ωv(t), A
−1ϕ(t)
〉
V ′,V
,
where we have used the property that 〈Aϕ, ϕ〉V ′,V = ‖ϕ‖2V and 〈w,A−1w〉V ′,V = ‖w‖2V ′ for
w ∈ V ′.
Let us estimate each term on the right-hand side:
(2ν + 1− l)
∫
Ω
ϕ2dx ≤ |2ν + 1− l| ‖ϕ(t)‖V ′ ‖ϕ(t)‖V ≤
ν
8
‖ϕ(t)‖2V + C ‖ϕ(t)‖2V ′ .
By the Young inequality
γ
∫
Ω
σ(ϕ− A−1ϕ)dx ≤ γ ‖σ(t)‖V ′ (‖ϕ(t)‖V +
∥∥A−1ϕ(t)∥∥
V
)
≤ ν
8
‖ϕ(t)‖2V + C(‖σ(t)‖2H + ‖ϕ(t)‖2V ′),
where we have used the continuous embedding H ⊂ V ′ and the property ‖A−1ϕ‖V ≤
C ‖ϕ‖V ′ . Next, by using the assumptions ϕi ∈ L∞(0, T ;V ) we have∫
Ω
((ϕ1)3 − (ϕ2)3)A−1(ϕ1 − ϕ2)dx =
∫
Ω
ϕ
(
(ϕ1)2 + ϕ1ϕ2 + (ϕ2)2
)
A−1ϕdx
≤ C ‖ϕ(t)‖L4(Ω) (
∥∥(ϕ1)2(t)∥∥
L2(Ω)
+
∥∥(ϕ2)2(t)∥∥
L2(Ω)
)
∥∥A−1ϕ(t)∥∥
L4(Ω)
≤ C ‖ϕ(t)‖V (
∥∥ϕ1(t)∥∥2
L4(Ω)
+
∥∥ϕ2(t)∥∥2
L4(Ω)
)
∥∥A−1ϕ(t)∥∥
V
≤ ν
8
‖ϕ(t)‖2V + C(
∥∥ϕ1(t)∥∥4
V
+
∥∥ϕ2(t)∥∥4
V
) ‖ϕ(t)‖2V ′
≤ ν
8
‖ϕ(t)‖2V + C ‖ϕ(t)‖2V ′ ,
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by Ho¨lder’s inequality and the continuous embedding V ⊂ L4(Ω). The last constant C also
accounts for the norms of ϕi in L∞(0, T ;V ). Furthermore,∫
Ω
(l − 1− ν)ϕA−1ϕdx ≤ |l − 1− ν| ‖ϕ(t)‖V ′
∥∥A−1ϕ(t)∥∥
V
≤ C ‖ϕ(t)‖2V ′
and finally 〈
1∗ωv(t), A
−1ϕ(t)
〉
V ′,V
≤ C ‖v(t)‖V ′
∥∥A−1ϕ(t)∥∥
V
≤ C(‖ϕ(t)‖D(A1/2) + ‖σ(t)‖D(A/14)) ‖ϕ(t)‖V ′
≤ C(‖ϕ(t)‖V + ‖σ(t)‖V ) ‖ϕ(t)‖V ′ ≤
ν
8
‖ϕ(t)‖2V +
λ
8
‖σ(t)‖2V + Cλ ‖ϕ(t)‖2V ′
with the help of (3.35)-(3.37). Note that in the last bound we have already used the param-
eter λ > 0. Now, we detail the second computation which makes use of the parameter λ.We
have
λ
2
d
dt
‖σ(t)‖2H + λ ‖σ(t)‖2V ≤ γλ 〈Aϕ(t), σ(t)〉V ′,V + λ ‖σ(t)‖2H (3.43)
+γλ
∫
Ω
ϕσdx+ λ 〈1∗ωu(t), σ(t)〉V ′,V
and treat the terms on the right-hand side. Thus, we see that
γλ 〈Aϕ(t), σ(t)〉V ′,V ≤ γλ ‖ϕ(t)‖V ‖σ(t)‖V ≤
λ
8
‖σ(t)‖2V + 2γ2λ ‖ϕ(t)‖2V ,
then
γλ
∫
Ω
ϕσdx ≤ γλ ‖ϕ(t)‖V ′ ‖σ(t)‖V ≤
λ
8
‖σ(t)‖2V + Cλ ‖ϕ(t)‖2V ′
and using (1.42) and V = D(A1/2) we get finally
λ 〈1∗ωu(t), σ(t)〉V ′,V ≤ Cλ ‖u(t)‖V ′ ‖σ(t)‖V ≤ C1λ(‖ϕ(t)‖D(A1/2) + ‖σ(t)‖D(A1/4)) ‖σ(t)‖V
≤ C2λ ‖ϕ(t)‖V ‖σ(t)‖V + C3λ ‖σ(t)‖1/2H ‖σ(t)‖3/2V
≤ λ
8
‖σ(t)‖2V + C4λ ‖ϕ(t)‖2V + Cλ ‖σ(t)‖2H .
Note that the Young inequality with two pairs of exponents (2, 2) and (4, 4
3
) has been used.
Next, we sum (3.42) and (3.43) by observing that the last integral on the left-hand side
of (3.42) is nonnegative and taking into account the estimates in all terms. We infer that
1
2
d
dt
(‖ϕ(t)‖2V ′ + λ ‖σ(t)‖2H)+ (ν2 − (2γ2 + C4)λ) ‖ϕ(t)‖2V + λ2 ‖σ(t)‖2V
≤ C ‖ϕ(t)‖2V ′ + C ‖σ(t)‖2H + Cλ ‖ϕ(t)‖2V ′ + Cλ ‖σ(t)‖2H , a.e. t ∈ (0, T ).
At this point, we can choose
λ =
ν
4(2γ2 + C4)
,
then integrate from 0 to t and apply the Gronwall lemma. Thus we deduce that ϕ = 0,
σ = 0, whence uniqueness follows.
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Continuation of the existence proof on (0,∞). At the end of these two steps,
relying on the existence and uniqueness of the solution on [0, T ], with T arbitrary, we show
that (3.1) has a unique solution. We recall that r1 is independent of T. For any r ≤ r1 (see
(3.32)) we introduce
S∞ =
{
(y, z) ∈ L2(0,∞;H ×H); sup
t∈(0,∞)
(
‖y(t)‖2D(A1/2) + ‖z(t)‖2D(A1/4)
)
(3.44)
+
∫ ∞
0
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
)
dt ≤ r2
}
.
By assuming (3.30) and (3.6) we show that there exists a unique solution on [0,∞) which
also belongs to S∞.
Consider the functions (y, z) : [0,∞)→ D(A3/2−ε)×H, defined by
(y(t), z(t)) = (yT (t), zT (t)), for any t ∈ [0, T ],
where (yT (t), zT (t)) denotes here the solution on [0, T ] constructed at Steps 1 and 2. By
the uniqueness proof, (yT (t), zT (t)) = (yT ′(t), zT ′(t)) on [0, T ] ⊂ [0, T ′] and so (y, z) is well
defined. Moreover, by the first part of the proof, under the assumption (3.6) it follows that
(y, z) ∈ S∞ and it is the solution to (3.1) satisfying (3.7).
Step 3. To prove the stabilization result we multiply equation (3.1) by R(y(t), z(t))
scalarly in H×H. Since R is symmetric as an unbounded operator in H×H and the Riccati
equation (2.59) and the estimate (2.58) hold, we get
1
2
d
dt
(R(y(t), z(t)), (y(t), z(t)))H×H (3.45)
+
1
2
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
+ ‖B∗R(y(t), z(t))‖2
RN
)
≤ ‖G(y(t))‖H×H ‖R(y(t), z(t))‖H×H ≤ ‖G(y(t))‖H ‖R(y(t), z(t))‖H×H
a.e. t ∈ (0, T ). This relation is used to compute an estimate for the norm ‖(y(t), z(t))‖H×H
using (2.58), rewritten for convenience in the following way
‖R(y(t), z(t))‖H×H ≤ CR ‖(y(t), z(t))‖D(A)×D(A1/2) ≤ CR
(‖Ay(t)‖H + ∥∥A1/2z(t)∥∥H) .
(3.46)
Now, we estimate the right-hand side RHS of (3.45) and for simplicity, we shall write (y, z)
instead of (y(t), z(t)). By recalling (3.4) we see that
RHS ≤ CR
7∑
j=1
‖Ij(y(t))‖H
(‖Ay(t)‖H + ∥∥A1/2z(t)∥∥H) (3.47)
and we treat each term RHSj of the sum, separately, as done in (3.14)-(3.22).
We have
RHS1 = ‖I1‖H ‖R(y, z)‖H×H ≤ C
∥∥A3/2y∥∥(2α1+α2−1)/2
H
∥∥A1/2y∥∥(7−(2α1+α2))/2
H
‖Ay‖H
+C
∥∥A3/2y∥∥(2α1+α2−1)/2
H
∥∥A1/2y∥∥(7−(2α1+α2))/2
H
∥∥A1/2z∥∥
H
≤ C ∥∥A3/2y∥∥(2α1+α2+1)/2
H
∥∥A1/2y∥∥(7−(2α1+α2))/2
H
+C
∥∥A3/2y∥∥(2α1+α2−1)/2
H
∥∥A1/2y∥∥(7−(2α1+α2))/4
H
∥∥A1/2y∥∥(7−(2α1+α2))/4
H
∥∥A1/2z∥∥
H
.
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We used the relation (1.43). We should take into account that the calculations before are
true for α1 ≥ 98 , α2 ≥ 34 (see (3.14)). By choosing 2α1+α2 = 3 (e.g., for α1 = 98 and α2 = 34)
we obtain
RHS1 ≤ C
(∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥2
H
+
∥∥A3/2y∥∥
H
∥∥A1/2y∥∥
H
∥∥A1/2y∥∥
H
∥∥A1/2z∥∥
H
)
≤ C
(∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥2
H
+
∥∥A3/2y∥∥2
H
∥∥A1/2y∥∥2
H
+
∥∥A1/2y∥∥2
H
∥∥A1/2z∥∥2
H
)
≤ C
(∥∥A3/2y∥∥2
H
+
∥∥A1/2z∥∥2
H
)∥∥A1/2y∥∥2
H
. (3.48)
For RHS2 we have
RHS2 = ‖I2‖H ‖R(y, z)‖H×H
≤ C ∥∥A3/2y∥∥(α1+2α2−1)/2
H
∥∥A1/2y∥∥(7−(α1+2α2))/2
H
(‖Ay‖H + ∥∥A1/2z∥∥H)
≤ C ∥∥A3/2y∥∥(α1+2α2+1)/2
H
∥∥A1/2y∥∥(7−(α1+2α2))/2
H
+C
∥∥A3/2y∥∥(α1+2α2−1)/2
H
∥∥A1/2y∥∥(7−(α1+2α2))/4
H
∥∥A1/2y∥∥(7−(α1+2α2))/4
H
∥∥A1/2z∥∥
H
≤ C
(∥∥A3/2y∥∥2
H
+
∥∥A1/2z∥∥2
H
)∥∥A1/2y∥∥2
H
(3.49)
for α1 + 2α2 = 3
(
α1 =
3
4
, α2 =
9
8
)
.
In the same way we get the other necessary estimates. We have
RHS3 ≤ C ‖∇ϕ∞‖∞
(∥∥A3/2y∥∥2
H
+
∥∥A1/2z∥∥2
H
) ∥∥A1/2y∥∥
H
, (3.50)
RHS4 ≤ C ‖∆ϕ∞‖∞
(∥∥A3/2y∥∥2
H
+
∥∥A1/2z∥∥2
H
)∥∥A1/2y∥∥
H
, (3.51)
RHS5 ≤ C ‖ϕ∞‖∞
(∥∥A3/2y∥∥2
H
+
∥∥A1/2z∥∥2
H
)∥∥A1/2y∥∥
H
, (3.52)
RHS6 ≤ C ‖ϕ∞‖∞
(∥∥A3/2y∥∥2
H
+
∥∥A1/2z∥∥2
H
)∥∥A1/2y∥∥
H
, (3.53)
RHS7 ≤ C ‖g∞‖2,∞
(∥∥A3/2y∥∥2
H
+
∥∥A1/2z∥∥2
H
)
. (3.54)
Therefore, owing to (1.43), we see that (3.47) yields
RHS ≤ Ĉ
(∥∥A3/2y∥∥2
H
+
∥∥A3/4z∥∥2
H
)(∥∥A1/2y∥∥2
H
+ ‖ϕ∞‖2,∞
∥∥A1/2y∥∥
H
+ ‖g∞‖2,∞
)
,
where we have marked Ĉ by using a special symbol for future convenience. We stress that
Ĉ depends on Ω.
Coming back to (3.45), by ignoring a nonnegative term on the left-hand side and making
use of the fact that (y, z) ∈ S∞ (see (3.44)) we conclude that for a.e. t
d
dt
(R(y(t), z(t)), (y(t), z(t)))H×H +
∥∥A3/2y∥∥2
H
+
∥∥A3/4z∥∥2
H
≤ Ĉ
(∥∥A3/2y∥∥2
H
+
∥∥A3/4z∥∥2
H
)(
r2 + ‖ϕ∞‖2,∞ r + ‖g∞‖2,∞
)
.
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We recall that the initial datum (y0, z0), the parameter r and the target ϕ∞ are already
subject to some restrictions: see (3.30)-(3.33), where CP and C are the precise constants
occurring in (3.29) and (3.28). Here, we require something more. Namely, we impose that
C∗ := 1− Ĉ
(
r2 + ‖ϕ∞‖2,∞ r + ‖g∞‖2,∞
)
> 0. (3.55)
If we repeat the argument we have used to obtain the restriction χ∞ ≤ χ0 of (3.33) we see
that (3.55) is satisfied whenever
r ≤ r2, r2 :=
−‖ϕ∞‖2,∞ +
√
D′∞
2
, D′∞ := ‖ϕ∞‖22,∞ − 4(‖g‖2,∞ − (Ĉ)−1)
by assuming that ‖g‖2,∞ ≤ (Ĉ)−1. This is true if
χ∞ ≤ χ′′0 :=
−‖ϕ∞‖∞ +
√
‖ϕ∞‖2∞ + 4(CΩĈ)−1
2
(3.56)
with CΩ (the same as before in Step 1) and Ĉ depending only on Ω. Then we set (see (3.33))
χ0 := min {χ′0, χ′′0} .
At this point, by assuming χ∞ ≤ χ0, we can fix r = min{r1, r2} and ρ satisfying (3.30).
Under the assumption χ∞ ≤ χ0, the previous inequality implies that
d
dt
(R(y(t), z(t)), (y(t), z(t)))H×H + C∗
(∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
)
≤ 0 (3.57)
a.e. t ∈ (0,∞).
Next, we owe to (1.43) and (2.57) and see that∥∥A3/2y(t)∥∥2
H
+
∥∥A3/4z(t)∥∥2
H
≥ c0(R(y(t), z(t)), (y(t), z(t)))H×H
for some constant c0 > 0 depending on the problem parameters and ‖ϕ∞‖L2(Ω) . Therefore
we deduce that
d
dt
(R(y(t), z(t)), (y(t), z(t)))H×H + C∗c0(R(y(t), z(t)), (y(t), z(t)))H×H ≤ 0, a.e. t ∈ (0,∞),
(3.58)
and this immediately implies
(R(y(t), z(t)), (y(t), z(t)))H×H ≤ e−2kt(R(y0, z0), (y0, z0))H×H (3.59)
where k := C∗c0
2
.
On account of (2.57) we conclude that
c1 ‖(y(t), z(t))‖2D(A1/2)×D(A1/4) ≤ c2e−2kt ‖(y0, z0)‖2D(A1/2)×D(A1/4) , a.e. t > 0.
This is nothing but (3.8) with a precise constant in front of the exponential. Hence, we
conclude the proof. 
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Proof of Theorem 1.1. The result given in Theorem 1.1 follows immediately. Assume
(1.21), that is
‖ϕ0 − ϕ∞‖D(A1/2) + ‖θ0 − θ∞‖D(A1/4) ≤ ρ
and go back to (1.7)-(1.10) by transformation (1.24). Then,
‖y0‖D(A1/2) + ‖z0‖D(A1/4) = ‖ϕ0 − ϕ∞‖D(A1/2) + ‖σ0 − σ∞‖D(A1/4)
≤ (α0l0 + 1) ‖ϕ0 − ϕ∞‖D(A1/2) + α0 ‖θ0 − θ∞‖D(A1/4) ≤ ρmax{α0l0 + 1, α0} =: ρ1.
By Theorem 3.1, for ρ1 small enough, we get (3.7) and (3.8). The latter becomes (1.23) by
using the transformation (1.24).
4 Appendix
Lemma A1 The stationary system (1.13) has at least a solution (θ∞, ϕ∞), with θ∞ constant
and ϕ∞ ∈ H4(Ω) ⊂ C2(Ω).
Proof. It is obvious that θ∞ is constant and ϕ∞ satisfies equation
∆(ν∆ϕ∞ − ϕ3∞ + ϕ∞) = 0,
∂∆ϕ∞
∂ν
=
∂ϕ∞
∂ν
= 0
whence
ν∆ϕ∞ − ϕ3∞ + ϕ∞ = C. (4.1)
This equation has a solution ϕ∞ ∈ H1(Ω). The argument is that (4.1) is a necessary condition
for ϕ∞ to be a minimizer of the functional
Υ(ϕ) =
∫
Ω
(
ν
2
|∇ϕ|2 + (ϕ
2 − 1)2
4
+ Cϕ
)
dx
for ϕ ∈ H1(Ω). On the other hand Υ is l.s.c. and coercive on H1(Ω), whence a minimizer
exists.
It follows by (4.1) that ∆ϕ∞ ∈ L2(Ω) and together with ∂ϕ∞∂ν = 0 this leads to ϕ∞ ∈
H2(Ω). Then ∆ϕ3∞ ∈ L2(Ω) by a simple computation and we deduce that
ν∆∆ϕ∞ = ∆(ϕ
3
∞ − ϕ∞) ∈ L2(Ω),
whence ϕ∞ ∈ H4(Ω) since ν∆ϕ∞ = ϕ3∞ − ϕ∞ + C satisfies the homogeneous Neumann
condition. Therefore, ϕ∞ ∈ C2(Ω). 
Lemma A2 (Kalman, see [22]). Let us consider the finite dimensional system
X ′ +MX = DW, t ∈ [0, T0]
X(0) = X0 ∈ RN ,
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where M and D are real N ×N matrices. Assume that D∗P (t) = 0 implies P (t) = 0 for all
t ∈ [0, T0], where P is any solution to the dual backward differential system P ′(t)−M∗P (t) =
0. Then, there exists W ∈ L2(0, T0;RN) such that X(T0) = 0. Moreover,∫ T0
0
‖W (t)‖2
RN
dt ≤ C ‖X0‖2RN . (4.2)
Lemma A3. Let (E ⊂ F ⊂ E ′) be a variational triplet and let L : E → E ′ be a linear
continuous operator such that
〈Lw,w〉E′,E ≥ C1 ‖w‖2E − C2 ‖w‖2F .
Let M ∈ L(E, F ), that is
‖Mw‖F ≤ C3 ‖w‖E .
Then, L+M is quasi m-accretive in F × F.
Proof. The operator L˜ = L+M is continuous from E to E ′ and〈
L˜w, w
〉
E′,E
≥ C1 ‖w‖2E − C2 ‖w‖2F − C3 ‖w‖2F ≥ C1 ‖w‖2E − C4 ‖w‖2F .
Hence, λI + L˜ is m-accretive on F × F because(
(λI + L˜)w,w
)
F
≥ 0, for λ ≥ λ0
and equation
(λI + L˜)w = f ∈ F
has a solution for λ sufficiently large.
Lemma A4 ([19], see [28], p. 116). Let −D be a C0-semigroup generator on a Banach space
X and consider the Cauchy problem
dZ
dt
(t) +DZ(t) = 0, a.e. t > 0,
Z(0) = Z0.
If ∫ ∞
0
‖Z(t)‖2X dt ≤ C ‖Z0‖2X , ∀Z0 ∈ X ,
then
‖Z(t)‖2X ≤ Ce−κt ‖Z0‖2X ,
for some k > 0.
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