5 Accurately evaluating the distribution of genetic ancestry 6 across geographic space is one of the main questions addressed 7 by evolutionary biologists. This question has been commonly 8 addressed through the application of Bayesian estimation pro-9 grams allowing their users to estimate individual admixture pro-10 portions and allele frequencies among putative ancestral pop-11 ulations. Following the explosion of high-throughput sequenc-12 ing technologies, several algorithms have been proposed to cope 13 with computational burden generated by the massive data in 14 those studies. In this context, incorporating geographic prox-15 imity in ancestry estimation algorithms is an open statistical 16 and computational challenge. In this study, we introduce new 17 algorithms that use geographic information to estimate ances-18 try proportions and ancestral genotype frequencies from pop-19 ulation genetic data. Our algorithms combine matrix factor-20 ization methods and spatial statistics to provide estimates of 21 ancestry matrices based on least-squares approximation. We 22 demonstrate the benefit of using spatial algorithms through ex-23 tensive computer simulations, and we provide an example of 24 application of our new algorithms to a set of spatially refer-25 enced samples for the plant species Arabidopsis thaliana. With-26 out loss of statistical accuracy, the new algorithms exhibit run-27 times that are much shorter than those observed for previously 28 developed spatial methods. Our algorithms are implemented 29 in the R package, tess3r, which is available from https:// 30 github.com/BioShock38/TESS3_encho_sen.
investigated by using spatial variograms (Cressie, 1993) . To evaluate 145 variograms, we extend the univariate variogram to genotypic data as 146 follows 147 (2.1)
where N (h) is defined as the set of individuals separated by geographic 148 distance h. In applications, computing and visualizing the γ function 149 provides useful information on the level of spatial autocorrelation be-150 tween individuals in the data. 151 Next, we introduce the Laplacian matrix associated with the geo-152 graphic weight matrix, W. The Laplacian matrix is defined as Λ = 153 D − W where D is a diagonal matrix with entries D i,i = n j=1 W i,j , 154 for i = 1, . . . , n (Belkin and Niyogi, 2003) . Elementary matrix algebra 155 shows that (Cai et al., 2011) 156 Tr(Q T ΛQ) = 1 2 n i,j=1
In our approach, assuming that geographically close individuals are
The notation M F denotes the Frobenius norm of a matrix, M. The whereas small values ignore spatial autocorrelation in observed allele 171 frequencies.
In the rest of the article, we will use α = 1 and α = (p + 172 1)L/Kλ max . Using the least-squares approach, the number of ancestral 173 populations, K, can be chosen after the evaluation of a cross-validation 174 criterion for each K (Alexander and Lange, 2011; Frichot et al., 2014; 175 Frichot and François, 2015).
176
The Alternating Quadratic Programming (AQP) method. by the AQP algorithm is well-defined, and has limit points. According
208
to Corollary 2 of Grippo and Sciandrone (2000), we conclude that the 209 AQP algorithm converges to a critical point of problem (2.2).
210
Alternating Projected Least-Squares (APLS). In this paragraph, we 211 introduce an APLS estimation algorithm which approximates the so- Q is kept fixed, and vice versa. Assume that the matrix Q is known.
216
The first step of the APLS algorithm solves the following optimization 217 problem. Find
This operation can be done by considering (p + 1)L (the number of 219 columns of Y) independent optimization problems running in parallel. The operation is followed by a projection of G on the polyedron of 221 constraints, ∆ G . For the second step, assume that G is set to the value 222 obtained after the first step is completed. We compute the eigenvec- and, for each individual, we solve the following optimization problem
where proj(Y) i is the ith row of the projected data matrix, proj(Y), Comparison with tess3. The algorithm implemented in a previous 239 version of tess3 also provides approximation of of solution of (2.2).
240
The tess3 varied in the range n = 50-700. 305 We compared the AQP and APLS algorithm estimates with those ob-306 tained with the tess3 algorithm. Each program was run 5 times. Using (Figure 1) . For all algorithms, the statistical errors were 344 generally small when the number of loci was greater than 10k SNPs.
345
Those results provided evidence that the three algorithms produced 346 equivalent estimates of the matrices Q 0 and G 0 . The results also pro-347 vided a formal check that the APLS and tess3 algorithms converged 348 to the same estimates as those obtained after the application of the 349 AQP algorithm, which is guaranteed to converge mathematically.
350
The benefit of including spatial information in algorithms. Using neu-351 tral coalescent simulations of spatial admixture, we compared the sta- 
482
Input: the data matrix Y ∈ {0, 1} n×(p+1)L , the Laplacian matrix Λ ∈ R n×n , the number of ancestral populations K, the regularization coefficient α, the maximum number of iteration itM ax Output: the admixture coefficients matrix Q ∈ R n×K , the ancestral genotype frequencies matrix G ∈ R K×(p+1)L Initialize Q at random ;
Algorithm A.2. APLS algorithm pseudo code. To solve the op-Input: the data matrix Y ∈ {0, 1} n×(d+1)L , the eigen values and vectors matrices U and ∆ such that Λ = U T ∆U, the number of ancestral populations K, the regularization coefficient α, the maximum number of iteration itM ax Output: the admixture coefficients matrix Q ∈ R n×K , the ancestral genotype frequencies matrix 
