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Visual Servoing on Non-Planar Objects From Active Vision
Christophe Collewet and François Chaumette
Abstract— This paper presents a method to achieve visual
servoing tasks when the shape of the object being observed as
well as the final image are unknown. Therefore, a reconstruction
phase has to be performed during the camera motion. More
precisely, the reconstruction phase is based on the measurement
of the 2D motion in a region of interest and on the measurement
of the camera velocity. Since the 2D motion depends on the
shape of objects being observed, we introduce an unified motion
model to cope as well with planar as with non-planar objects.
This is an improvement of our previous works described in [1],
[2] where only planar objects had been considered. However,
since this model is only an approximation, we propose to use
active vision to enlarge its domain of validity. Experimental
results validate the proposed approach.
I. INTRODUCTION
This paper addresses the problem of achieving robotic
tasks by visual servoing when the observed object and the
desired image are unknown. Such cases can appear for
example in surgical domain, agriculture, agrifood industry
or in unknown environments like underwater or space (see
for example [3]–[5]). They can also appear when considering
specific tasks, like perception tasks, where the camera has,
for example, to move with respect to the object of interest to
perform automatically an optical character recognition task.
In that case, the final image is also unknown since the goal
of the task is precisely to move the camera to see clearly the
characters to decode [6].
Classically, visual servoing approaches [7] cannot cope
with this problem. Indeed, concerning image-based approach
[8] the desired features are needed. In addition, to cope with
non-planar objects, the knowledge of the object is required
to compute the so-called interaction matrix. Desired features
are also needed for the extended 2D visual servoing [9]
as well as for the model-free visual servoing [10]. The
position-based approach cannot also be used since the pose
between the camera and the object is needed [11] which
cannot be obtained without a precise model of the object.
On the contrary, visual servoing based on dynamic visual
features does not need the knowledge of the desired image
[12], [13]. Indeed, the control law is based on the use of
affine parameters of the 2D motion. This allows to achieve
a positioning task consisting in moving the camera to a
position parallel to an object of unknown shape. However,
this approach is currently restricted to planar objects.
The aim of this article is to control the orientation of
the tangent plane at a certain point on an unknown object
corresponding to the center of a region of interest (ROI) and
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to move this point to the principal point to fulfill a fixation
task. Note that we use in this paper the same control law and
the same image processing as in [1]. Emphasize is made here
on an unified approach to cope with planar or non-planar
objects, contrary to what has been proposed in our previous
works [1], [2] where only planar objects could be considered.
Since the shape of the object as well as the desired image
are unknown, as in [1] or [2], a 3D reconstruction phase by
dynamic vision is needed. However, we will see in this paper
the benefit of using active vision instead of dynamic vision.
The paper is organized as follows: first, we present in
Section II a brief review on previous works relevant to 3D
reconstruction by dynamic vision. We show how to recover
the structure of the object in Section III. Section IV shows
how active vision can be used to help the reconstruction
process while the control law is recalled in Section V.
Finally, experimental results concerning planar and non-
planar objects are presented in Section VI.
II. PREVIOUS WORKS
Let us consider a point M of the object described by X =
(X,Y, Z) in the camera frame, with the Z axis the camera
optical axis. Assuming without loss of generality a unit focal
length, this point projects in m, described by x = (x, y, 1),
according to
x =
X
Z
(1)
which yields to the well-known relation [14]
[
ẋ
ẏ
]
=
[
−1/Z 0 x/Z xy −1− x2 y
0 1/Z y/Z 1 + y2 −xy −x
]
v (2)
where v = (v,ω) is the camera velocity and v = (vx, vy, vz)
and ω = (ωx, ωy, ωz) its translational and rotational compo-
nents respectively. In (2), only the depth Z is unknown if x,
ẋ and v can be measured.
Various approaches to estimate Z exist. They are based on
different approaches to cope with ẋ. Some works are based
on the assumption that the brightness of m remains con-
stant during the motion yielding the well-known additional
constraint [15]
ẋIx + ẏIy + It = 0 (3)
where Ix, Iy and It represent the spatio-temporal derivatives
of the intensity in m. By substituting ẋ and ẏ given by
(2) in (3), an expression of Z can be obtained [16] (note
that this work treats the more general case where v is also
supposed to be unknown). Such approaches, known as direct
approaches, require accurate estimations of Ix, Iy and It
and therefore, are not very accurate in practice. Another
approach is to locally model the surface of the object in the
neighborhood of M . That provides an expression of 1/Z in
function of the chosen parameterization, which can be used
in (2) to exhibit a parametric model of the 2D motion. These
parameters can be then computed by a 2D motion estimation
method. Finally, an expression of the structure of the object
can be extracted [17]. Such an approach has also been used
in our previous work [1] to deal with planar objects. These
approaches are known as indirect approaches since they
require an intermediate computation of the 2D motion. More
precisely, they are relevant to continuous approaches since
they use the 2D velocity. Such works implicitly assume that
the acquisition rate is high (or the camera velocity low)
enough so that the parameters of the motion model can be
considered as constant between two frames. We will see that
this assumption is valid here.
III. STRUCTURE OF THE OBJECT
Let us consider a point P described by XP = (XP , YP ,
ZP ) in the camera frame. This point is chosen so that its
projection p described by xp = (xp, yp, 1) lies in the center
of the ROI. The position of this point being used in a control
scheme, we will not assume as usually that it lies near the
principal point as it is in lots of papers (see [1], [13], [17]
for example), since the goal of the task is precisely to move
it to this particular point.
Let us also consider a point M in a neighborhood of P .
The tangent plane in P expresses as follows
Z = ZP +A10(X −XP ) +A01(Y − YP ) (4)
where A10 =
∂Z
∂X
∣∣∣∣
P
and A01 =
∂Z
∂Y
∣∣∣∣
P
leading to the
normal n in P
n = (A10, A01, −1) (5)
which is required to compute the control law (see Section V).
On the other hand, we can rewrite (4) in a more compact
form
Z = A00 +A10X +A01 Y (6)
where A00 = −n>XP such that (6) can be rewritten with
respect to the normalized coordinates x as follows
1
Z
= α> x (7)
with α = (α10, α01, α00) where α10 = −A10/A00, α01 =
−A01/A00 and α00 = 1/A00 or as follows by introducing
u = x− xp and v = y − yp
1
Z
= β> u (8)
with u = (u, v, 1) and β = (β10, β01, β00) where β10 = α10,
β01 = α01 and β00 = α> xp.
Therefore, if we can measure α or β, the unit normal ñ
in P can be deduced
ñ = − α‖ α ‖ . (9)
To compute α we assume that the surface in the neighbor-
hood of P is continuous so that we can write an expression
of object depths in function of image coordinates
1
Z
=
∑
p≥0, q≥0, p+q≤n
αpqx
pyq (10)
where n is the degree of this polynomial.
Thereafter, if we substitute this expression in (2) we obtain
a model of the 2D motion. Unfortunately, this model depends
on the surface being observed. For example, for a planar
object (n = 1), a quadratic model with 8 parameters is
obtained; for a surface described by a quadratic form (n = 2),
the model contains 15 different parameters. Therefore, to not
depend on the object shape, a way to proceed is to consider
only a small neighborhood in p so that the depths given
by (10) coincide with the ones given by the tangent plane
(8). Thereafter, since (8) is only true locally, after having
substituted it in (2) we have to perform a Taylor series
expansion in p leading to the following unified affine motion
model
ẋ = M u (11)
where


M11 = ypωx − 2xpωy + β00vz + β10a
M12 = xpωx + ωz + β01a
M13 = xpypωx − (1 + x2p)ωy + ypωz + β00a
M21 = β10b− ypωy − ωz
M22 = 2ypωx − xpωy + β00vz + β01b
M23 = (1 + y
2
p)ωx − xpypωy − xpωz + β00b
(12)
with a = xpvz − vx and b = ypvz − vy.
Concretely, we obtain here an unified motion model since
it can cope as well as with planar as with non-planar objects.
Thereafter, if we estimate the parameters of this motion
model (see [1]) and if the 3D velocity is supposed to
be known, an estimation β̂ can be obtained by solving a
linear system. Indeed, (12) can be rewritten after simple
manipulations as follows
Cβ = Γ (13)
with
C=


a 0 vz
0 a 0
0 0 a
b 0 0
0 b vz
0 0 b


(14)
and
Γ=


M11 − ypωx + 2xpωy
M12 − xpωx − ωz
M13 − xpypωx + (1 + x2p)ωy − ypωz
M21 + ypωy + ωz
M22 − 2ypωx + xpωy
M23 − (1 + y2p)ωx + xpypωy + xpωz


(15)
leading to the following least-squares solution
β̂ =
(
C>C
)−1
C> Γ. (16)
However, this solution is only correct if the matrix C>C is
well conditioned, that is if the condition number ν of C>C
is low enough. Since C>C is very simple, the analytical
form of ν can be determined
ν =
a2 + b2 + v2z + |vz|
√
a2 + b2 + v2z
a2 + b2 + v2z − |vz|
√
a2 + b2 + v2z
. (17)
We will use this result in Section IV to ensure that ν does
not become too high.
Remarks:
• Let us recall the well-known result that a 3D reconstruction
is not possible if no translation occurs. Indeed, in that case
C>C becomes singular. Note that it becomes also singular
when a = b = 0. We will return to this problem in
Section IV.
• If we set p as the principal point in (12) we recover the
classic affine motion model of a planar object when the terms
of order 2 in x and y are neglected. That is what we used
in [1].
IV. USE OF ACTIVE VISION
Since β̂ depends on a measure of M, the approximated
motion model given in (11) has to fit as best as possible the
true motion to provide an accurate value for β̂. We focus in
this section on the way to improve its domain of validity.
On the other hand, note that (i) since a motion is needed
to compute β̂ and (ii) since the control law is based on
the knowledge of β̂ (see Section V), a preliminary step is
required before the servoing step, i.e. when β̂ is not known.
Both these steps are studied in the next section.
We consider that β involved in (12) is only known through
the approximation β̂ given by (16). Moreover, we assume
that a function ϕ(u, v) (with ϕ(0, 0) = 0) exists so that the
true depths can be expressed by
1
Z
= β> u + ϕ(u, v) (18)
for any point belonging to the object.
This modeling of Z makes us possible to express the true
motion model by substituting (18) in (2). We denote E =
(Eu, Ev) the difference between the true 2D motion model
and the approximated one given by (11) when using β̂. After
simple manipulations we obtain



Eu = aε00 + (aε10 + vzε00)u+ aε01v + cu
2 + duv+
(a+ vzu)ϕ(u, v)
Ev = bε00 + bε10u+ (bε01 + vzε00)v + cuv + dv
2+
(b+ vzv)ϕ(u, v)
(19)
with c = β10vz − ωy , d = β01vz + ωx and ε = β− β̂. Note
that ε is a function of vz since β̂ given by (16) depends on
vz .
Since the 2D motion is computed on a window W around
p, we are interested in the minimization of
E2W =
∑
i
∑
j
(
E2u + E
2
v
)
(20)
where i and j are counted on pixels around p.
Remark that vz appears in each term of coefficients
involved in (19), thus it is possible to minimize (20) with
respect to vz . Let us consider both steps mentioned at the
top this section.
Recall that the goal of the first step is to provide an initial
value for β̂ which will be used in the second step to perform
the positioning task while improving this value. Since β̂ is
initially not known, only constant translations are considered
(as seen in Section V, a rotation motion needs an estimation
of β). They are chosen so that p will move towards the
principal point.
Whatever the shape of the object is, planar or not, one can
show that E2W takes the following form
E2W (vz) = vzf(vz) + r (21)
where f is a polynomial of degree 9 in vz , which is not useful
to detail, and r a positive constant such that r = r1 with
r1 =
(
v2x + v
2
y
) (
ε200K1 +
(
ε210 + ε
2
01
)
K2
)
(22)
if the object is planar, i.e. when ϕ(u, v) = 0. K1 and K2 are
positive constants depending on the size of W .
To cope with non-planar objects, we consider for simplic-
ity the class of objects where ϕ(u, v) expresses as follows
ϕ(u, v) = β20u
2 + β11uv + β02v
2 (23)
where the parameters βij depend on the pose of the camera
w.r.t. the object and on the object curvature. In that case,
r = r1 + r2 with
r2 =
(
v2x + v
2
y
) (
ε00β̄2 K2 + β̃2K3 +
(
β220 + β
2
02
)
K4
)
,
(24)
K3 and K4 being positive constants depending on W , β̄2 =
(β20 + β02)/2 and β̃2 = β211 + 2β20β02.
Let us focus now on the second step. During this step both
the reconstruction and the servoing are performed in order
to achieve the positioning task and to improve the value of
β̂ provided by the first step of the algorithm.
We also obtain a similar form for E2W than in the first step
(when assuming that ϕ(u, v) is given by (23) if the object
is not planar). The function f is also a polynomial of degree
9 in vz .
For a planar object we have r = r1 + r3 with
r3 = 2ε00K2 (vxωy − vyωx) + (K3 +K4)
(
ω2x + ω
2
y
)
(25)
while in the case of a non-planar object r =
∑i=4
i=1 ri with
r4 = 2K3 ((vxβ02 + vyβ11)ωy − (vxβ11 + vyβ20)ωx) +
2K4 (vxωyβ20 − vyωxβ02) . (26)
Whatever the step we consider, remark that r does not
depend on vz since β̂ involved in ε is expressed here at
vz = 0. Therefore, minimizing E2W (vz) is equivalent to the
minimization of vzf(vz). We have thus to solve
f(vz) + vz
∂f(vz)
∂vz
= 0. (27)
However, this equation is very difficult to solve since it is a
polynomial of degree 9 in vz . Moreover, β is involved in the
coefficients of this polynomial which is unknown. Rather to
solve (27), we assume that r is small. It occurs when ε and
the parameters βij are small, if so vzf(vz) = E2W (vz)− r ≥
0. Consequently, we can state that v∗ = 0 minimizes vzf(vz)
and thus (20).
In that case, the residual E2W (v∗) is simply the constant
r. Note that it is possible to minimize this residual. To do
that, we have to choose a low value for ‖v‖ during the first
step (see r1 and r2) while in the second step we have to
minimize all the components of v since v is involved in rk
(k = 1, . . . , 4) while ω is involved in r3 and r4. Nevertheless,
a compromise between low values for the 3D velocities and
a sufficient 2D motion (to perform an accurate computation
of M) has to be taken into account.
Note that v∗ = 0 is also the best choice for the condition
number since it leads to an optimal value ν = 1 (see (17)).
In addition, since the other translations are not null, we are
sure that the matrix C>C will be never singular (see the
remark at the end of Section III).
On the other hand, recall that the optimal choice v∗ = 0
was already proposed in [18] but the problem to solve was
very different than ours.
V. CONTROL LAW
First, let us remember the task to achieve. The goal is to
ensure a given final orientation of the camera with respect
to tangent plane π described by (4) and, also to ensure that
P will still remain in the camera field of view. Once β is
estimated and therefore α, the unit normal ñ of plane π in
P in the camera frame can be derived from (9). To cope
with a desired orientation of the camera w.r.t. the plane (π)
different than parallel, we introduce n∗ such that n∗ = R∗ñ
where the matrix R∗ described the rotation between ñ and
n∗ (see Fig. 1). Therefore, we have to move the camera so
that Z = nc with nc = −n∗ and Z the unit vector carried by
the optical axis. This rotation to perform can be expressed
under the form kθ where k represents the unit rotation axis
vector and θ the rotation angle around this axis
k =
nc ∧ Z
‖ nc ∧ Z ‖
(28)
and
θ = arccos(n>c Z). (29)
The camera orientation being known, it is possible to
compute the control law. We used the one described in [10].
Indeed, it ensures that P remains in the camera field of view
since the trajectory of p is a straight line between the current
position p and the desired position p∗ (which has been chosen
as the principal point of the image). We describe here briefly
this approach known as hybrid visual servoing.
First, xr is defined as follows
xr =
1
Z∗
XP =
ZP
Z∗
xp (30)
with Z∗ the desired depth for P in final position or the depth
in initial position if active vision is used (thus ZP /Z∗ = 1).
P
π
Y
X
ñ
n∗
k
p
nc
θ Z
πccd
Fig. 1. Rotation to perform by the camera.
In few words, this approach is based on the regulation to
zero of the following task function
e = (xr − x∗r , kθ) (31)
yielding to the camera velocity
v = −λL̂−1e (32)
λ being a positive gain and L̂−1 the inverse of an approxi-
mation of the interaction matrix given by [10]
L̂−1 =
[
−Z∗I3 Z∗[xr]×
03×3 I3
]
(33)
with [xr]× the antisymmetric matrix associated to xr.
If active vision is used, we do not control vz , we simply set
vz = 0 and since ZP /Z∗ = 1 we remove the 3rd component
of e leading finally to the following approximation of the
inverse of the interaction matrix
L̂−1 =
[
−Z∗I2 Z∗[xp]×
03×2 I3
]
. (34)
Let us note that the value of ZP required for the compu-
tation of xr is obtained by using (7) while xp is obtained
by the tracking algorithm described in [19].
VI. EXPERIMENTAL RESULTS
Before presenting experimental results, we detail the way
we measure the orientation error with respect to the tangent
plane in P . We assume that a model of the object being ob-
served by the camera exists in a certain frame Ff . Knowing
this model and the pose between Ff and the camera frame Fc
(using dots, as can be seen on the next figures), it is possible
to obtain from p the coordinates of P by intersecting the
line of view with the object. Consequently, it becomes easy
to compute the orientation of the tangent plane in P with
respect to Fc.
The experimental system consists of a 6 dof robot with
an eye-in-hand CCD camera. The transformation matrix
between the end-effector and the camera has been calibrated.
In contrast, the intrinsic parameters of the camera are roughly
known. The point p has been chosen from the initial image
by the Harris detector. The orientation of the tangent plane in
P w.r.t. the camera frame is described by the Cardan’s angles
Φ (respectively pitch, yaw, roll). We introduce the following
notations concerning the superscript of Φ: i for the initial
rotation, d for the desired one and m for the measured one.
Remark that the accuracy on α, required for the control
law, can be improved in practice. Indeed, since the object
is motionless, one can express a value αf in a fixed frame
that can be filtered, since a fixed value has to be obtained.
Thereafter, this value is expressed in the camera frame to
be used in the control law. Once αf is sufficiently stable
(typically after 7 iterations), the servoing step can begin.
This step ends when the mean of the 2D motion is lower
than 1/4 pixel and a last step begins. It consists in a
servoing step where only the servoing operates without any
3D reconstruction. This step uses αf , considered as constant,
which is expressed in the camera frame.
The following constants have been used during all the
experiments: W = 111 (that means 55 pixels each side of
p), ‖ v ‖ = 3 cm/s during the first step, Z∗ = 65 cm when
active vision is not used, λ = 0.3 during the second step
while λ = 1 during the last one.
Three objects have been used for these experiments, a
planar object, a cylinder and a sphere of radius 7 cm. Of
course, our algorithm does not know which object is being
observed by the camera.
The first experiment concerns the planar object and con-
sists in positioning the camera parallel to the object when
using active vision. Fig. 2a depicts the components of the
camera velocity; Fig. 2b the norm of the task function e;
Fig. 2c the magnitude of the rotation θ to reach the desired
orientation; Fig. 2d the behavior of α (filtered and non-
filtered) expressed in a fixed frame. Finally, the initial and
final images are reported respectively on Fig. 2e-f. First, Fig.
2b confirms that the control law converges since ‖e‖ tends
towards zero. One can also remark clearly on Fig. 2a the
three steps of the algorithm (the last step begins near 10
s). For this experiment, the initial orientation of the camera
was iΦ = (−1.1◦, −15.1◦, 4.7 ◦) with iZP = 93.3 cm.
The orientation after servoing was mΦ = (0.3◦, −0.9◦)
(recall that we are not interested in the last component of
Φ). Consequently, we obtained an accurate positioning. In
addition, we performed the same task without using active
vision in the second step. We obtained mΦ = (−1.4◦,
−0.9◦). The benefit of using active vision is clear since the
positioning error is higher.
The second experiment concerns a positioning task with
respect to the cylinder when dΦ = 0 and when using active
vision. The initial orientation of the tangent plane w.r.t. the
camera was iΦ = (13.4◦, 8.7◦, 4◦) with iZP = 82.7 cm.
After servoing we obtained mΦ = (0.8◦, 1.1◦). Here again,
this result is better than when active vision is not used
since we obtained in that case mΦ = (1.6◦, 1.5◦). We also
performed another experiment by setting dΦ = (15◦, 0◦).
Fig. 3 depicts the same parameters as in Fig. 2 and confirms
that the control law converges without any problem. For this
experiment we had iΦ = (−1.5◦, −4.8◦, 4.7◦) and iZP
= 86.7 cm and we obtained mΦ = (14.2◦, 1.9◦). Without
active vision we obtained a very bad result since we had
mΦ = (13.0◦, 3.0◦).
The last experiment has been carried out on the sphere
when dΦ = (20◦, 20◦). Note that this object is more complex
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Fig. 2. 1st experiment (x axes in seconds). dΦ = 0. (a) v (m/s or rad./s).
(b) Error defined as ‖e‖. (c) Magnitude θ of the rotation (deg.) (d) Vector
α in a fixed frame (filtered and non-filtered). (e) Initial image. (f) Final
image.
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Fig. 3. 2nd experiment. Cylinder (R = 7 cm). dΦ = (15◦, 0◦).
than the previous one since the curvature is higher. The initial
orientation was iΦ = (4.2◦, −5.2◦, 3.2◦) and we had iZP =
70.9 cm. Whatever the approaches we used, with or without
active vision, we obtained bad results (the orientation error
was around 4◦ when using active vision). This can be caused
by a too high value of constants r2 or r4 (since they depend
on the curvature and on the pose, see (24) and (26) ) leading
to vzf(vz) < 0 and consequently to a bad value of v∗.
Finally, we performed another task with dΦ = 0. In that
case, a good orientation error has been obtained when using
active vision mΦ = (−0.1◦, 0.5◦), if not, we obtained a bad
one: mΦ = (−4.8◦, 2.8◦). For this experiment we had iΦ =
(−17◦, −17.2◦, −1.9◦) and iZP = 71.5 cm. Fig. 4 describes
the same parameters as for the previous experiment. One can
see that similar curves has been obtained than in the case of
the cylinder and that the convergence of the control law is
obtained.
VII. CONCLUSION
We have presented in this paper a way to achieve visual
servoing tasks when the desired visual features and the shape
of the object being observed are unknown. To do that, we
recover the parameters of the tangent plane at a certain point
of an unknown object that are introduced in a control law to
perform a positioning task. The approach we used is based on
an indirect 3D reconstruction. Therefore, we have introduced
an unified motion model which allows to deal as well with
planar as with non-planar objects. However, since this model
is an approximation of the true motion, we have proposed to
use active vision during the servoing to enlarge its validity
domain. Indeed, theoretical issues have shown that vz = 0
minimizes the modeling error between both those models.
Besides, experiments have validated that better results are
obtained, whatever the shape of the object is, when active
vision is used (i.e. vz = 0). They have also shown that, very
often, similar positioning errors are obtained for a planar
object than for a non-planar object. Nevertheless, when the
curvature of the object and the desired orientation are high,
we have seen that a bad positioning could be obtained. To
conclude, except this case, the only drawback of using active
vision is that the final depth is imposed by the initial relative
position between the camera and the object. However, remark
that a desired depth could be reached during the last step.
In addition, the computation cost of our approach is low
(around 280 ms with a Pentium 4 at 2 Ghz) allowing the use
of a 3D reconstruction based on a continuous approach.
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