The properties of model distributions used in texture analysis up to now are discussed. The normal distribution in the G-space (recently investigated by T. I. Savjolova) is analysed. Its connection with the central limit theorem of probability theory is demonstrated in a mathematically simplified manner. An analytically closed approximative expression (with very high precision for halfwidths of practical interest) for the normal distribution is derived. Possible correlations between forms of texture components and mechanisms of texture development are mentioned.
INTRODUCTION
The orientation distribution of the crystallites in a polycrystalline sample is of main interest in texture analysis. This distribution is described by the so-called orientation distribution function (ODF) f(g), with ga set of three numbers unambiguously determining the orientation of a crystal fixed, right-handed cartesian coordinate system Kn in regard of a sample fixed coordinate system Kt (Bunge, 1982 
In the sense of this picture an "orientation distance" (g, g)= (g, gl) exists between two points of the G-space given by the expression (Varshalovi et al., 1975; Helming et al., 1987) In practice the ODF f(g) of a sample is determined for a finite set of G-space points (e.g. 5-steps for , fl, y)" f (g), g G, m 1, 2,..., M.
(6) The large number of such ODF-data (M is a number of the order of many thousands) makes Figm'e 1 Orientation distribution f(g) of a cold rolled copper (9% Ge) alloy. reproduced and ghost corrected by the WIMV-method (cf. Wenk, 1985) . difficult. On the other hand (cf. Figure 1) Wenk, 1985; Matthies et al., 1987) is used:
l=O m,n =--l the corresponding Fourier coefficients C'" are given by (Matthies, 1988) .
In order to overcome these difficulties the so called "standard functions" were suggested (Matthies, 1980) . (22) as was demanded for a "standard function".
The second type of such functions was called "Lorentzian standard function" (Matthies, 1982) :
and for 0<b <2r(
: 3A cos {3 arc cos [(-82c
The corresponding standard pole figure P(t, z) reads (cf. (21)) e(t, z) (1 t4)/(1 2t2z + t4) 3/2.
With the help of these standard functions many problems can be investigated in texture analysis. At this, especially their analytically closed form is to be underlined once more permitting among other things to realize numerical calculations with high accuracy. For details see Matthies et al., 1987. Whereas the Gaussian standard function (16) curve will be more narrow than the Gaussian curves in the vicinity of the peak maximum (t3 < b/2). The Gaussian curves go extremely quickly to zero for t3 > b/2, whereas the Lorentzian distribution possesses a long tail which disappears slowly. See Figure 2 . In this connection the phenomenon of form effects is of certain interest.
FORM EFFECTS
Describing a given distribution by a model curve, small deviations, especially at the flanks of a peak, seem to be not so aggravating from a first view. But the most important information on a texture component concerns its intensity, i.e. the integral about the peak region up to an orientation distance t3* from the peak position at gO: (Matthies, 1982) .
Of course, in fit procedures it is much more pleasing to work with simple Gaussian model peaks, and at the end every complicated distribution can well be described by a set of peaks of a form once fixed as it was underlined by Liicke et al., 1986. what a form the normal distribution (i.e. the "truly" Gaussian distribution) possesses in the three-dimensional G-space with its nontrivial metric (2) or (4). This is so more of importance because the normal distribution in a given space plays a special role due to its connection with the so-called central limit theorem of probability theory.
As it will be explained in more detail below this theorem considers the form of the probability distribution of a quantity describing a sum of a large number of independent quantities all possessing their own probability distributions. Now, understanding a peak in an ODF as a distribution describing a result of a sum of steps of texture development mechanisms applied to a large number of crystallites in the sample it becomes evident why the normal distribution in connection with peak forms is of direct interest for texture analysis.
Valuable investigations dealing with the form of the normal distribution in the G-space were recently performed by T. I. 
then the probability distribution ,(X) of the quantity X--Xn .X q, with 2.= X,,(X) dX,
goes for n >> 1 and any distributions q(Xq) (belonging to a class of functions obeying relatively weak conditions) to the normal distribution F(X) of the form (28) 
q--1 q=l
The exact expression for (n(X):
f] axe(x-x_O %(x x,_) q(xo (33) follows successively from the simplest case (n 2)
Now, considering a set of identical distributions tpq")(x)= q')(x), with 2(q ") 0, and d(q
we will get
an expression preserving the form of the normal distribution (31), but with a finite dispersion D do for n---also. An example demonstrating how quickly the normal distribution arises is given in Figure 3 . Using this trick we can consequently find the form of the considered normal distribution in more complicated spaces, too, if we are able to determine the limit n of convolution integrals of type (33) in these spaces.
In the simplest way this can be realized using the Fourier representation given for the common one-dimensional case by the expressions ( 35)) are chosen. ,(X) (n 1, 2, 3) are shown. For 10 convolutions, ,(X) is practically identical with Fo(x).
CONVOLUTION INTEGRALS IN THE G-SPACE
In difference to the Euclidian one-dimensional case described above, orientations gq (a set of rotations) are to be considered now instead of the xq. A "sum" of gl and g2 is to be understood as GE=g2"gl At this, additional attention is necessary due to g2"glgl"g2 as a rule. A "difference" g2-gl we define as g2" gi -. With these presumptions a convolution integral of type (34) is given by / q02(G2" gi-1)tpz(gz) dgz/(82).
(39) tI2 (G2) Now, using the series representation (9) 
Comparing this formula with the relationship (38) for n 2 (C -H, h; l =k) a full analogy to the previously considered onedimensional case is seen. Therefore in order to find the form of the normal distribution in the G-space we can use the program explained in context with (36).
THE NORMAL DISTRIBUTION IN THE G-SPACE (CENTRAL FUNCTIONS)
The problem is to calculate for n---oo the multiple convolution intergral of type (33) using, as for (36), identical pq)(b)= p)(b) with decreasing dispersion (or peak width) for increasing n.
Taking for qg(')(b) the simplest bell-shaped distribution (12) we get using (14) 
first given by Savjolova. Introducing for this distribution the notation f (e, &) we have according to (11) f(e, (o)= Cl(e)gl((O).
l=0 Of course, due to the central limit theorem, the result (45) does not depend on the fact that we have used (43)an expression following from Bunge's Gaussian distribution (cf. (14)). The same result will arise if e.g. for q0<)(b) the standard Gaussian distribution (16, 17) is chosen, with S <) So" n, e 1/(2So).
The characteristic property of the normal distribution f(e, &) is the extremely simple form of its CI coefficients (45). Moreover, as for the standard Gaussian or Lorentzian distributions, the whole width-spectrum of a bell-shaped curves can be described by the width parameter e. For e 0 we get a delta function and e oo describes the case of the random distribution. Unfortunately the explicit form of f(e, (o) cannot be seen from the series (46) in contradiction to the analytically closed expressions for the model distributions (12), (16), and (23) considered up to now. Especially unfavourable is the fact that an explicit relationship is missing between the width parameter e and the halfwidth b of the corresponding bell-shaped curve (cf. (15) , (18), (25)).
In order to overcome this disadvantage the series (46) The region b < 210 is sufficient for all practical problems connected with bell-shaped distributions. For very flat curves (e > 1) the series (46) converges rapidly due to the exponential factor l(l + 1) in (45).
The derivation of the formula (47) is given in the appendix A.
In Figure 4 the three Gaussian distributions discussed are shown for b 60. As can be seen even for this relatively large halfwidth the normal distribution is practically identical with Bunge's Gauso sian (differences lower than 0.01%). For lower halfwidths typical in practice, the deviations are even much smaller. Therefore, working with the harmonic apparatus for fit problems as in (Liicke et al., 1986) 
