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PARTIAL DATA INVERSE PROBLEMS FOR SEMILINEAR
ELLIPTIC EQUATIONS WITH GRADIENT NONLINEARITIES
KATYA KRUPCHYK AND GUNTHER UHLMANN
Abstract. We show that the linear span of the set of scalar products of
gradients of harmonic functions on a bounded smooth domain Ω ⊂ Rn which
vanish on a closed proper subset of the boundary is dense in L1(Ω). We apply
this density result to solve some partial data inverse boundary problems for a
class of semilinear elliptic PDE with quadratic gradient terms.
1. Introduction and statement of results
Let Ω ⊂ Rn, n ≥ 2, be a connected bounded open set with C∞ boundary. In the
paper [8] it is established that the linear span of the set of products of harmonic
functions in C∞(Ω), which vanish on a closed proper subset of the boundary,
is dense in L1(Ω). This result is motivated by the Caldero´n inverse problem
with partial data, see [24] and [40] for review, and it provides the solution of the
linearized version of the partial data problem at the zero potential. The recent
works [27] and [30] have exploited this density result to give a solution for the
partial data inverse boundary problem for a class of semilinear elliptic PDE.
The purpose of this paper is twofold. First we shall give an extension of the
density result of [8] where the set of products of harmonic functions which vanish
on a closed proper subset of the boundary, is replaced by the set of scalar products
of gradients of such functions. We shall then apply this density result to solve
some partial data inverse problems for a class of semilinear elliptic PDE with
quadratic gradient terms.
The first result of the paper, extending the corresponding result of [8], is as
follows.
Theorem 1.1. Let Ω ⊂ Rn, n ≥ 2, be a connected bounded open set with C∞
boundary, let Γ ⊂ ∂Ω be an open nonempty subset of ∂Ω, and let Γ˜ = ∂Ω\Γ. Then
the linear span of the set of scalar products of gradients of harmonic functions in
C∞(Ω), which vanish on Γ˜, is dense in L1(Ω).
We shall next proceed to state our results concerning inverse boundary problems
for a class of semilinear elliptic PDE with quadratic gradient terms. Specifically,
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we shall consider the following Dirichlet problem,{
−∆u+ q(x)(∇u)2 + V (x, u) = 0 in Ω,
u = f on ∂Ω.
(1.1)
Here q ∈ Cα(Ω) for some 0 < α < 1, the Ho¨lder space, and the function V :
Ω× C→ C satisfies the following conditions:
(i) the map C ∋ z 7→ V (·, z) is holomorphic with values in Cα(Ω),
(ii) V (x, 0) = ∂zV (x, 0) = ∂
2
zV (x, 0) = 0, for all x ∈ Ω.
We have also written (∇u)2 = ∇u · ∇u. It follows from (i) and (ii) that V can
be expanded into a power series
V (x, z) =
∞∑
k=3
Vk(x)
zk
k!
, Vk(x) := ∂
k
zV (x, 0) ∈ C
α(Ω), (1.2)
converging in the Cα(Ω) topology.
It is shown in Appendix A that there exist δ > 0 and C > 0 such that when
f ∈ Bδ(∂Ω) := {f ∈ C
2,α(∂Ω) : ‖f‖C2,α(∂Ω) < δ}, the problem (1.1) has a unique
solution u = uf ∈ C
2,α(Ω) satisfying ‖u‖C2,α(Ω) < Cδ.
Let Γ1,Γ2 ⊂ ∂Ω be arbitrary non-empty open subsets of the boundary ∂Ω. As-
sociated to the problem (1.1), we define the partial Dirichlet–to–Neumann map
ΛΓ1,Γ2q,V f = ∂νuf |Γ2 , where f ∈ Bδ(∂Ω), supp (f) ⊂ Γ1. Here ν is the unit outer
normal to the boundary.
The second result of this paper is as follows.
Theorem 1.2. Let Ω ⊂ Rn, n ≥ 2, be a connected bounded open set with C∞
boundary, and let Γ1,Γ2 ⊂ ∂Ω be arbitrary open non-empty subsets of the bound-
ary ∂Ω. Let q1, q2 ∈ C
α(Ω) and V (1), V (2) : Ω × C → C satisfy the assumptions
(i) and (ii). Assume that ΛΓ1,Γ2
q1,V (1)
= ΛΓ1,Γ2
q2,V (2)
. Then q1 = q2 in Ω and V
(1) = V (2)
in Ω× C.
Remark 1.3. To best of our knowledge, Theorem 1.2 is new even in the full data
case Γ1 = Γ2 = ∂Ω.
Remark 1.4. We would like to emphasize that in Theorem 1.2 the open non-
empty sets Γ1,Γ2 ⊂ ∂Ω are completely arbitrary. It may be interesting to note that
the corresponding partial data inverse problem is still open in dimensions n ≥ 3
in the linear setting, even for the linear Schro¨dinger equation −∆u+q(x)u = 0 in
Ω, say. In dimension n = 2 in the linear setting, the global identifiability in the
partial data inverse problem is established in [14] when Γ1 = Γ2 is an arbitrary
open non-empty portion of ∂Ω, and in [15] when Γ1 ∩Γ2 = ∅, provided that some
additional geometric assumptions are satisfied. We also refer to [7] for examples
of non-uniqueness in the anisotropic Caldero´n problem when the Dirichlet and
PARTIAL DATA INVERSE PROBLEMS FOR SEMILINEAR ELLIPTIC EQUATIONS 3
Neumann data are measured on disjoint subsets of the boundary in dimensions
n = 2, 3.
Remark 1.5. To motivate the consideration of nonlinear elliptic PDE, discussed
in this paper, let us mention that semilinear PDE with quadratic gradient terms
occur naturally in the study of harmonic maps, harmonic heat flow maps, as well
as Schro¨dinger maps, see [39], [3].
Following [30], we shall next discuss inverse boundary problems for semilinear
elliptic equations with quadratic gradient terms, in the presence of an unknown
obstacle. Let Ω ⊂ Rn be a bounded open set with a connected C∞ boundary,
and let D ⊂⊂ Ω be such that Ω \D is connected and ∂D ∈ C∞. Let us consider
the following boundary problem,
−∆u+ q(x)(∇u)2 + V (x, u) = 0 in Ω \D,
u = 0 on ∂D,
u = f on ∂Ω.
(1.3)
An application of Theorem A.1 of Appendix A, as before, gives that for all f ∈
Bδ(∂Ω), the problem (1.3) has a unique small solution u ∈ C
2,α(Ω \ D). Let
Γ1,Γ2 ⊂ ∂Ω be arbitrary non-empty open subsets of the boundary ∂Ω. We
define the associated partial Dirichlet–to–Neumann map ΛD,Γ1,Γ2q,V by
ΛD,Γ1,Γ2q,V (f) = ∂νu|Γ2, f ∈ Bδ(∂Ω), supp (f) ⊂ Γ1.
We are interested in the inverse problem of determining the unknown obstacle
D, the coefficient q, and the non-linear term V , all from the knowledge of the
partial Dirichlet–to–Neumann map ΛD,Γ1,Γ2q,V .
The following result is analogous to [30, Theorem 1.2], with the novelty that
we allow quadratic gradient terms in the nonlinearity, and that we can perform
measurements on arbitrary open non-empty sets Γ1,Γ2 ⊂ ∂Ω.
Theorem 1.6. Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with connected C∞
boundary, and let Γ1,Γ2 ⊂ ∂Ω be arbitrary open non-empty subsets of the bound-
ary ∂Ω. Let D1, D2 ⊂⊂ Ω be non-empty open subsets with C
∞ boundaries such
that Ω\Dj are connected, j = 1, 2. Let qj ∈ C
α(Ω\Dj) and V
(j) : (Ω\Dj)×C→ C
satisfy the assumptions (i) and (ii), j = 1, 2. Assume that ΛD1,Γ1,Γ2
q1,V (1)
= ΛD2,Γ1,Γ2
q2,V (2)
.
Then D := D1 = D2, q1 = q2 in Ω \D and V
(1) = V (2) in (Ω \D)× C.
Remark 1.7. It may be interesting to note that the simultaneous recovery of
an obstacle and surrounding potentials in the linear setting, say in the case of
the linear Schro¨dinger equation, constitutes an open problem, see [20], [30] for a
discussion.
Let us remark that inverse boundary problems for nonlinear elliptic PDE have
been studied extensively in the literature. To the best of our knowledge, the
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following main types of nonlinear scalar equations have been considered, under
suitable assumptions on the nonlinearity:
(i) −∆u + a(x, u) = 0, see [22], [21], [43] for the full data problem in the
Euclidean case, and [10], [29] for the manifold case, [16] for the partial
data problem in the n = 2 case, and [27], [30] for the partial data problem
when n ≥ 2,
(ii) −∆u + b(u,∇u) = 0, see [19] for the partial data problem in the case
n = 3,
(iii) −∆u+ q(x,∇u) = 0, see [42] for the full data problem when n = 2,
(iv) ∇ · (γ(x, u)∇u) = 0, see [41], [44] for the full data problem in the case
n ≥ 2,
(v) ∇ · (
−→
C (x,∇u)) = 0, see [5], [23], [12] for the full data problem,
(vi) ∇ · (c(u,∇u)∇u) = 0, see [37] for the full data problem when n ≥ 2.
A classical method for attacking inverse boundary problems for nonlinear elliptic
PDE, going back to [18], consists of performing a first order linearization of the
given nonlinear Dirichlet-to-Neumann map, allowing one to reduce the inverse
problem to an inverse boundary problem for a linear elliptic equation, and to
employ the available results in this case. A second order linearization of the
nonlinear Dirichlet–to–Neumann map has also been successfully exploited in the
works [2], [5], [23], [41], and [44]. The recent works [10], [29] have introduced
a natural and powerful method of higher order linearizations of the nonlinear
Dirichlet-to-Neumann map for inverse boundary problems for elliptic PDE, al-
lowing one to solve such problems for nonlinear equations in situations where the
corresponding inverse problems in the linear setting are open. This development
of inverse boundary problems for nonlinear elliptic PDE was preceded by the
pioneering work [28] for inverse problems for nonlinear hyperbolic PDE, see also
[6], [33], and the references given there.
The problem of determining an unknown obstacle is of central significance in
inverse scattering. The first uniqueness result for this problem goes back to
Schiffer and Lax and Phillips [34, p. 173]. We refer to the works [17], [25], [26]
for some other significant contributions, and to [20] for a review.
Let us now describe the main ideas of the proofs of Theorem 1.1, Theorem 1.2,
and Theorem 1.6. First, the proof of Theorem 1.1 proceeds similarly to [8],
with the only essential difference being that a certain Runge type approximation
theorem needed here has to be established with respect to the H1–topology, as
opposed to an L2–approximation result obtained in [8] .
The proof of Theorem 1.2 proceeds by the method of higher order linearizations,
with Theorem 1.1 and the main result of [8] being the crucial ingredients.
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As for Theorem 1.6, it is an immediate consequence of Theorem 1.2, once the
obstacle has been recovered. Following [30], the determination of the obstacle
is obtained by performing a first order linearization of the problem (1.3), and
relying on a standard contradiction argument.
The paper is organized as follows. In Section 2 we establish Theorem 1.1. The
proof of Theorem 1.2 occupies Section 3. Theorem 1.6 is proven in Section 4.
In Appendix A we show the well-posedness of the Dirichlet problem for our
semilinear elliptic equation with quadratic gradient terms, in the case of small
boundary data.
2. Proof of Theorem 1.1
We shall follow the strategy of the work [8]. Let f ∈ L∞(Ω) be such that∫
Ω
f∇u · ∇vdx = 0, (2.1)
for any harmonic functions u, v ∈ C∞(Ω) satisfying u|Γ˜ = v|Γ˜ = 0. In view of the
Hahn–Banach theorem, we have to show that f = 0 in Ω. This global statement
will be obtained as a corollary of the following local result.
Proposition 2.1. Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with C∞ boundary,
let x0 ∈ ∂Ω, and let Γ˜ ⊂ ∂Ω be the complement of an open boundary neighborhood
of x0. Then there exists δ > 0 such that if we have (2.1) for any harmonic
functions u, v ∈ C∞(Ω) satisfying u|Γ˜ = v|Γ˜ = 0, then f = 0 in B(x0, δ) ∩ Ω.
Proposition 2.1 will be proved in Subsection 2.3. The passage from local to global
results will be carried out in Subsection 2.2. Here an essential ingredient is a
Runge type approximation theorem in theH1–topology, established in Subsection
2.1 and extending [8, Lemma 2.2], where approximation in the L2–sense was
shown.
2.1. Runge type approximation. Let Ω ⊂ Rn, n ≥ 2, be a bounded open set
with C∞ boundary, and let us consider the L2–dual of H1(Ω), given by
H˜−1(Ω) := {v ∈ H−1(Rn) : supp (v) ⊂ Ω},
see [9], [35]. Here the duality pairing is defined as follows: if v ∈ H˜−1(Ω) and
w ∈ H1(Ω), then we set
(v, w)H˜−1(Ω),H1(Ω) = (v,Ext(w))H−1(Rn),H1(Rn), (2.2)
where Ext(w) ∈ H1(Rn) is an arbitrary extension of w, and (·, ·)H−1(Rn),H1(Rn)
is the extension of L2 scalar product (ϕ, ψ)L2(Rn) =
∫
Rn
ϕ(x)ψ(x)dx. Note that
the definition (2.2) is independent of the choice of an extension Ext(w), see [9,
Lemma 22.7].
6 KRUPCHYK AND UHLMANN
Let Ω1 ⊂ Ω2 ⊂ R
n, n ≥ 2, be two bounded open sets with smooth boundaries
such that Ω2 \Ω1 6= ∅. Assume that ∂Ω1 ∩ ∂Ω2 = U where U ⊂ ∂Ω1 is open with
C∞ boundary. Associated to Ω2, we let G : C
∞(Ω2) → C
∞(Ω2), a 7→ w, be the
solution operator to the Dirichlet problem,{
−∆w = a in Ω2,
w|∂Ω2 = 0.
The following result is an extension of [8, Lemma 2.2].
Lemma 2.2. The space
W := {Ga|Ω1 : a ∈ C
∞(Ω2), supp (a) ⊂ Ω2 \ Ω1}
is dense in the space
S := {u ∈ C∞(Ω1) : −∆u = 0 in Ω1, u|∂Ω1∩∂Ω2 = 0},
with respect to the H1(Ω1)–topology.
Proof. We shall use some ideas of [31], see also [4], [32]. Let v ∈ H˜−1(Ω1) be such
that
(v,Ga|Ω1)H˜−1(Ω1),H1(Ω1) = 0 (2.3)
for any a ∈ C∞(Ω2), supp (a) ⊂ Ω2 \ Ω1. By the Hahn–Banach theorem, it
suffices to show that (v, u)H˜−1(Ω1),H1(Ω1) = 0 for any u ∈ S.
We have Ga ∈ H10 (Ω2) and let us view Ga as an element of H
1(Rn) via an
extension by 0 to Rn \ Ω2. Then there exists a sequence ϕj ∈ C
∞
0 (Ω2) such that
ϕj → Ga in H
1(Rn). It follows from (2.3) that
0 = (v,Ga)H−1(Rn),H1(Rn) = lim
j→∞
(v, ϕj)H−1(Rn),H1(Rn)
= lim
j→∞
(v, ϕj)H−1(Ω2),H10 (Ω2) = (v,Ga)H−1(Ω2),H10 (Ω2).
(2.4)
As v ∈ H˜−1(Ω1), by [35, Theorem 3.29], there is a sequence vj ∈ C
∞
0 (Ω1) such
that vj → v in H
−1(Rn). Let f ∈ H10 (Ω2) and fj ∈ C
∞(Ω2) ∩ H
1
0 (Ω2) be the
unique solutions to the following Dirichlet problems,{
−∆f = v in Ω2,
f = 0 on ∂Ω2,
{
−∆fj = vj in Ω2,
fj = 0 on ∂Ω2.
(2.5)
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Now it follows from (2.4), (2.5) that
0 = (v,Ga)H−1(Ω2),H10 (Ω2) = limj→∞
(vj ,Ga)H−1(Ω2),H10 (Ω2)
= lim
j→∞
(−∆fj ,Ga)H−1(Ω2),H10 (Ω2) = limj→∞
∫
Ω2
(−∆fj)Gadx
= lim
j→∞
∫
Ω2
fjadx =
∫
Ω2
fadx.
(2.6)
Here in the penultimate equality we use Green’s formula, and the fact that
fj |∂Ω2 = Ga|∂Ω2 = 0. In the last equality in (2.6) we use that fj → f in L
2(Ω)
by the well–posedness of the Dirichlet problem for −∆ in Ω2, see [9, Theorem
23.4]. As a ∈ C∞(Ω2), supp (a) ⊂ Ω2 \ Ω1, is arbitrary, we get from (2.6) that
f = 0 in Ω2 \ Ω1. Since f ∈ H
1
0 (Ω2), we see that f |∂Ω1\∂Ω2 = 0, and therefore,
f |∂Ω1 = 0. Hence, f ∈ H
1
0 (Ω1), and we shall view f as an element of H
1(Rn) via
an extension by 0 to Rn \ Ω1.
Let f̂j ∈ C
∞
0 (Ω1) be such that f̂j → f in H
1(Rn). Thus, −∆f̂j → −∆f in
H−1(Rn). Let u ∈ S and let Ext(u) ∈ H1(Rn) be an extension of u. Then
integrating by parts, we have
(−∆f,Ext(u))H−1(Rn),H1(Rn) = lim
j→∞
((−∆f̂j),Ext(u))H−1(Rn),H1(Rn)
= lim
j→∞
∫
Ω1
(−∆f̂j)udx = 0.
(2.7)
We shall consider the compactly supported distribution g = −∆f−v ∈ H−1(Rn).
As supp (v), supp (f) ⊂ Ω1, we see that supp (g) ⊂ Ω1, and it follows from (2.5)
that supp (g) ⊂ ∂Ω1. As ∂Ω1 is a codimension 1 submanifold in R
n, by [1,
Theorem 5.1.13], [35, Lemma 3.39], we obtain that
g = h⊗ δ∂Ω1 , h ∈ H
−1/2(∂Ω1).
Furthermore, in view of (2.5), we have supp (g) ⊂ ∂Ω1∩∂Ω2 = U , and therefore,
supp (h) ⊂ U . Since U ⊂ ∂Ω1 is an open set with C
∞ boundary, by [35, Theorem
3.29], there exists a sequence hj ∈ C
∞
0 (U) such that hj → h in H
−1/2(∂Ω1).
Hence, we have
(g,Ext(u))H−1(Rn),H1(Rn) = (h, u|∂Ω1)H−1/2(∂Ω1),H1/2(∂Ω1)
= lim
j→∞
(hj , u|∂Ω1)H−1/2(∂Ω1),H1/2(∂Ω1) = limj→∞
∫
∂Ω1
hjudS = 0,
(2.8)
where in the last equality we use that u|∂Ω1∩∂Ω2 = 0. It follows from (2.7) and
(2.8) that
(v, u)H˜−1(Ω1),H1(Ω1) = (−∆f,Ext(u))H−1(Rn),H1(Rn) − (g,Ext(u))H−1(Rn),H1(Rn) = 0.
This completes the proof of Lemma 2.2. 
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2.2. From local to global results. Proof of Theorem 1.1. We shall follow
[8]. We want to show that f vanishes inside Ω. Let us fix a point x1 ∈ Ω and let
θ : [0, 1]→ Ω be a C1 curve joining x0 ∈ ∂Ω \ Γ˜ to x1 such that θ(0) = x0, θ
′(0)
is the interior normal to ∂Ω at x0 and θ(t) ∈ Ω, for all t ∈ (0, 1]. Let us set
Θε(t) = {x ∈ Ω : d(x, θ([0, t])) ≤ ε}
so that Θε(t) is a closed neighborhood of the curve ending at θ(t), t ∈ [0, 1]. Let
I = {t ∈ [0, 1] : f vanishes a.e. on Θε(t) ∩ Ω}.
Note that by Proposition 2.1, 0 ∈ I if ε > 0 is small enough. One can easily
see that I is a closed subset of [0, 1]. If we show that I is open then as [0, 1] is
connected, I = [0, 1]. Hence, x1 /∈ supp (f). Since x1 is an arbitrary point of Ω,
we have f = 0 on Ω, completing the proof of Theorem 1.1.
Thus, we only need to show that I is open. To this end, let t ∈ I and ε > 0 be
small enough so that ∂Θε(t) ∩ ∂Ω ⊂ ∂Ω \ Γ˜. For ε > 0 sufficiently small, the
set ∂Θε(t) intersects ∂Ω transversally, and in suitable local coordinates y1, . . . , yn
centered at x0, ∂Ω is given by yn = 0, and ∂Θε(t) is given by y1 = 0. It is then
easy to see that the set Ω \Θε(t) can be smoothed out into an open subset Ω1 of
Ω with smooth boundary so that
Ω1 ⊃ Ω \Θε(t), ∂Ω ∩ ∂Ω1 ⊃ Γ˜,
and ∂Ω1 ∩ ∂Ω = U where U ⊂ ∂Ω1 is an open set with C
∞ boundary. Fur-
thermore, let us augment the set Ω by smoothing out the set Ω ∪B(x0, ε
′), with
0 < ε′ ≪ ε sufficiently small, into an open set Ω2 with smooth boundary so that
∂Ω2 ∩ ∂Ω ⊃ ∂Ω1 ∩ ∂Ω = ∂Ω1 ∩ ∂Ω2 ⊃ Γ˜.
Let GΩ2 be the Green kernel associated to the open set Ω2,
−∆yGΩ2(x, y) = δ(x− y), GΩ2(x, ·)|∂Ω2 = 0.
Consider the function
v(x, z) =
∫
Ω1
f(y)∇yGΩ2(x, y) · ∇yGΩ2(z, y)dy, x, z ∈ Ω2 \ Ω1,
which is harmonic in both x, z ∈ Ω2 \ Ω1. As f = 0 on Θε(t) ∩ Ω, we get
v(x, z) =
∫
Ω
f(y)∇yGΩ2(x, y) · ∇yGΩ2(z, y)dy, x, z ∈ Ω2 \ Ω1.
When x, z ∈ Ω2 \ Ω, the Green functions GΩ2(x, ·), GΩ2(z, ·) ∈ C
∞(Ω) are har-
monic on Ω, and GΩ2(x, ·)|Γ˜ = GΩ2(z, ·)|Γ˜ = 0. By assumption (2.1), we have
v(x, z) = 0 when x, z ∈ Ω2 \Ω. Since v(x, z) is harmonic when x, z ∈ Ω2 \Ω1 and
Ω2 \Ω1 is connected, by unique continuation, v(x, z) = 0 when x, z ∈ Ω2 \Ω1, i.e.∫
Ω1
f(y)∇yGΩ2(x, y) · ∇yGΩ2(z, y)dy = 0, x, z ∈ Ω2 \ Ω1. (2.9)
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Letting a ∈ C∞(Ω2), supp (a) ⊂ Ω2 \ Ω1, b ∈ C
∞(Ω2), supp (b) ⊂ Ω2 \ Ω1,
multiplying (2.9) by a(x), b(z), and integrating, we obtain that∫
Ω1
f(y)
∫
Ω2
∇yGΩ2(x, y)a(x)dx ·
∫
Ω2
∇yGΩ2(z, y)b(z)dzdy = 0.
Hence, we have ∫
Ω1
f∇u · ∇vdy = 0, (2.10)
for all u, v ∈ W . By continuity of the bilinear form,
H1(Ω1)×H
1(Ω1)→ C, (u, v) 7→
∫
Ω1
f∇u · ∇vdy,
and by Lemma 2.2, we get (2.10) for any u, v ∈ C∞(Ω1) harmonic in Ω1 which
vanish on ∂Ω1 ∩ ∂Ω2. Now by Proposition 2.1, f vanishes on a neighborhood of
∂Ω \ (∂Ω1 ∩ ∂Ω2), and hence, I is an open set.
2.3. Proof of Proposition 2.1. We shall follow [8]. First using a conformal
transformation of harmonic functions, we reduce to the following setting: x0 = 0,
the tangent plane to Ω at x0 is given by x1 = 0,
Ω ⊂ {x ∈ Rn : |x+ e1| < 1}, Γ˜ = {x ∈ ∂Ω : x1 ≤ −2c}
for some c > 0. Here e1 = (1, 0, . . . , 0) be the first coordinate vector.
Let p(ξ) = ξ2, ξ ∈ Rn, be the principal symbol of −∆, and let us denote by
p(ζ) = ζ2 its holomorphic extension to Cn. We write
p−1(0) = {ζ ∈ Cn : ζ2 = 0}.
Let ζ ∈ p−1(0) and let χ ∈ C∞0 (R
n) be a cutoff function such that χ = 1 on Γ˜.
Consider the following function
u(x, ζ) = e−
i
h
x·ζ + w(x, ζ), (2.11)
where w is the solution to the Dirichlet problem,{
−∆w = 0 in Ω,
w|∂Ω = −(e
− i
h
x·ζχ)|∂Ω.
Thus, u ∈ C∞(Ω), u is harmonic in Ω, and u|Γ˜ = 0. We have
‖w‖H1(Ω) ≤ C‖e
− i
h
x·ζχ‖H1/2(∂Ω) ≤ C‖e
− i
h
x·ζχ‖
1/2
H1(∂Ω)‖e
− i
h
x·ζχ‖
1/2
L2(∂Ω)
≤ C(1 + h−1|ζ |)1/2e
1
h
HK(Im ζ),
(2.12)
where HK is the supporting function of the compact subset K = supp χ ∩ ∂Ω of
the boundary,
HK(ξ) = sup
x∈K
x · ξ, ξ ∈ Rn.
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Let us take χ ∈ C∞0 (R
n) be such that supp (χ) ⊂ {x ∈ Rn : x1 ≤ −c} and χ = 1
on {x ∈ ∂Ω : x1 ≤ −2c}. Then (2.12) implies that
‖w‖H1(Ω) ≤ C(1 + h
−1|ζ |)1/2e−
c
h
Im ζ1e
1
h
|Im ζ′|, (2.13)
when Im ζ1 ≥ 0.
The cancellation identity (2.1) gives that∫
Ω
f(x)hDu(x, ζ) · hDu(x, η)dx = 0, (2.14)
for all ζ, η ∈ p−1(0), where u(x, ζ), u(x, η) are harmonic functions of the form
(2.11). It follows from (2.14) that∫
Ω
f(x)ζ · ηe−
ix·(ζ+η)
h dx =
∫
Ω
f(x)ζe−
ix·ζ
h · hDw(x, η)dx
+
∫
Ω
f(x)ηe−
ix·η
h · hDw(x, ζ)dx−
∫
Ω
f(x)hDw(x, ζ) · hDw(x, η)dx.
Thus,∣∣∣∣ ∫
Ω
f(x)ζ · ηe−
ix·(ζ+η)
h dx
∣∣∣∣ ≤ ‖f‖L∞(Ω)(|ζ |‖e− ix·ζh ‖L2(Ω)‖hDw(x, η)‖L2(Ω)
+ |η|‖e−
ix·η
h ‖L2(Ω)‖hDw(x, ζ)‖L2(Ω) + ‖hDw(x, ζ)‖L2(Ω)‖hDw(x, η)‖L2(Ω)
)
.
(2.15)
Now when Im ζ1 ≥ 0, using the fact that Ω ⊂ {x ∈ R
n : |x+ e1| < 1}, we get
‖e−
ix·ζ
h ‖L2(Ω) ≤ Ce
|Im ζ′|
h , ζ ∈ p−1(0). (2.16)
We obtain from (2.15) using (2.13) and (2.16) that∣∣∣∣ ∫
Ω
f(x)ζ · ηe−
ix·(ζ+η)
h dx
∣∣∣∣ ≤ C‖f‖L∞(Ω)e |Im ζ′|+|Im η′|h e− ch min(Im ζ1,Im η1)(
|ζ |(h2 + h|η|)1/2 + |η|(h2 + h|ζ |)1/2 + (h2 + h|ζ |)1/2(h2 + h|η|)1/2
)
,
(2.17)
for all ζ, η ∈ p−1(0), Im ζ1 ≥ 0, Im η1 ≥ 0.
As in [8], consider the map
s : p−1(0)× p−1(0)→ Cn, (ζ, η) 7→ ζ + η.
Its differential at a point (ζ0, η0),
Ds(ζ0, η0) : Tζ0p
−1(0)× Tη0p
−1(0)→ Cn, (ζ, η) 7→ ζ + η,
is surjective provided that Cn = Tζ0p
−1(0) + Tη0p
−1(0), i.e. ζ0 and η0 are linearly
independent. In particular, the latter is true if ζ0 = γ and η0 = −γ with γ =
(i, 1, 0, . . . , 0) ∈ Cn. Now ζ0 + η0 = 2ie1, and therefore, the inverse function
theorem implies that there exists ε > 0 small such that any z ∈ Cn, |z−2ie1| < 2ε,
may be decomposed as z = ζ + η where ζ, η ∈ p−1(0), |ζ − γ| < C1ε and
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|η + γ| < C1ε with some C1 > 0. Furthermore, by rescaling, any z ∈ C
n such
that |z − 2iae1| < 2εa for some a > 0, may be decomposed as
z = ζ + η, ζ, η ∈ p−1(0), |ζ − aγ| < C1aε, |η + aγ| < C1aε. (2.18)
Now (2.18) implies that |Im ζ ′| < C1aε, |Im η
′| < C1aε, |ζ | ≤ Ca, and |η| ≤ Ca. If
ε > 0 is small enough, (2.18) gives that Im ζ1 > a/2, Im η1 > a/2, and |ζ ·η| ≥ a
2,
Hence, it follows from (2.17) and (2.18) that∣∣∣∣ ∫
Ω
f(x)e−
ix·z
h dx
∣∣∣∣ ≤ C‖f‖L∞(Ω)e− ca2h e 2C1aεh [a−1(1 + a)1/2 + a−2(1 + a)], (2.19)
for all z ∈ Cn such that |z − 2iae1| < 2εa for some a > 0 and ε > 0 sufficiently
small. Following [8] and choosing a > 1 large, we see that the bound (2.19) is
completely analogous to the estimate (3.8) in [8]. We may therefore complete the
proof of Proposition 2.1 by repeating the arguments of [8] exactly as they stand.
3. Proof of Theorem 1.2
We shall first establish that the knowledge of the partial Dirichlet–to–Neumann
map ΛΓ1,Γ2q,V allows us to recover the coefficient q in the quadratic gradient term in
(1.1). To that end, let ε = (ε1, ε2) ∈ C
2, and let fk ∈ C
∞(∂Ω), supp (fk) ⊂ Γ1,
k = 1, 2. An application of Theorem A.1 shows that for all |ε| sufficiently small,
the Dirichlet problem{
−∆uj + qj(x)(∇uj)
2 +
∑∞
k=3 V
(j)
k (x)
ukj
k!
= 0 in Ω,
uj = ε1f1 + ε2f2 on ∂Ω,
(3.1)
j = 1, 2, has a unique small solution uj = uj(·, ε) ∈ C
2,α(Ω), which depends
holomorphically on ε ∈ neigh(0,C2) with values in C2,α(Ω). We shall now carry
out a second order linearization of the problem (3.1) and of the corresponding
partial Dirichlet–to–Neumann maps. Differentiating (3.1) with respect to εl,
l = 1, 2, taking ε = 0, and using that uj(x, 0) = 0, we get{
∆v
(l)
j = 0 in Ω,
v
(l)
j = fl on ∂Ω,
(3.2)
where v
(l)
j = ∂εluj|ε=0. By the uniqueness and the elliptic regularity for the
Dirichlet problem (3.2), we see that v(l) := v
(l)
1 = v
(l)
2 ∈ C
∞(Ω), l = 1, 2.
Applying ∂ε1∂ε2|ε=0 to (3.1), we get{
−∆(∂ε1∂ε2uj|ε=0) + 2qj(x)∇∂ε1uj|ε=0 · ∇∂ε2uj|ε=0 = 0 in Ω,
∂ε1∂ε2uj|ε=0 = 0 on ∂Ω,
(3.3)
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and letting wj = ∂ε1∂ε2uj|ε=0, (3.3) yields that{
−∆wj + 2qj(x)∇v
(1) · ∇v(2) = 0 in Ω,
wj = 0 on ∂Ω.
(3.4)
The fact that ΛΓ1,Γ2
q1,V (1)
(ε1f1+ε2f2) = Λ
Γ1,Γ2
q2,V (2)
(ε1f1+ε2f2) for all small ε1, ε2 and all
f1, f2 ∈ C
∞(∂Ω) with supp (f1), supp (f2) ⊂ Γ1 implies that ∂νu1|Γ2 = ∂νu2|Γ2 .
Hence, an application of ∂ε1∂ε2 |ε=0 gives ∂νw1|Γ2 = ∂νw2|Γ2. Multiplying (3.4) by
v(3) ∈ C∞(Ω) harmonic in Ω and applying Green’s formula, we get
2
∫
Ω
(q1 − q2)(∇v
(1) · ∇v(2))v(3)dx =
∫
∂Ω\Γ2
(∂νw1 − ∂νw2)v
(3)dS = 0,
provided that supp (v(3)|∂Ω) ⊂ Γ2. Hence, we obtain that∫
Ω
(q1 − q2)(∇v
(1) · ∇v(2))v(3)dx = 0
for any v(l) ∈ C∞(Ω) harmonic in Ω, l = 1, 2, 3, such that supp (v(l)|∂Ω) ⊂ Γ1,
l = 1, 2, and supp (v(3)|∂Ω) ⊂ Γ2. Taking v
(3) 6≡ 0 and applying Theorem 1.1, we
obtain that
(q1 − q2)v
(3) = 0 in Ω.
Now v(3) is harmonic and therefore, the set (v(3))−1(0) is of measure zero, see [36].
Hence q1 = q2 =: q in Ω.
We now come to prove that V (1) = V (2). To that end, it suffices to show that
V
(1)
m = V
(2)
m for all m ≥ 3, see (3.1), which will be done inductively. Let ε =
(ε1, . . . , εm) ∈ C
m, m ≥ 3, be small, and fk ∈ C
∞(∂Ω), supp (fk) ⊂ Γ1, k =
1, . . . , m. Let uj = uj(·, ε) ∈ C
2,α(Ω), j = 1, 2, be the unique small solution to
the Dirichlet problem{
−∆uj + q(x)(∇uj)
2 +
∑∞
k=3 V
(j)
k (x)
ukj
k!
= 0 in Ω,
uj = ε1f1 + · · ·+ εmfm on ∂Ω.
(3.5)
We shall first discuss the case m = 3. The first linearization of (3.5) leads to
the problem (3.2) with l = 1, 2, 3, and therefore, ∂εlu1|ε=0 = ∂εlu2|ε=0 =: v
(l),
l = 1, 2, 3. The secord linearization of (3.5) gives rise to a problem of the form
(3.3) with qj = q, and therefore, ∂εl1∂εl2u1|ε=0 = ∂εl1∂εl2u2|ε=0 =: w
(l1,l2), l1, l2 ∈
{1, 2, 3}. Applying ∂ε1∂ε2∂ε3 |ε=0 to (3.5), we obtain that{
−∆wj + V
(j)
3 v
(1)v(2)v(3) = H in Ω,
wj = 0 on ∂Ω,
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where H(x) = −2q(x)[∇v(1) · ∇w(2,3) +∇v(2) · ∇w(1,3) +∇v(3) · ∇w(1,2)] is inde-
pendent of j. It follows that∫
Ω
(V
(1)
3 − V
(2)
3 )v
(1)v(2)v(3)v4dx = 0,
for any v(l) ∈ C∞(Ω) harmonic in Ω, l = 1, . . . , 4, such that supp (v(l)|∂Ω) ⊂ Γ1,
l = 1, 2, 3, and supp (v(4)|∂Ω) ⊂ Γ2. Arguing as in [27], using the density result
of [8], we conclude that V
(1)
3 = V
(2)
3 . The general inductive argument can now be
carried out exactly as in [27]. The proof of Theorem 1.2 is complete.
4. Proof of Theorem 1.6
Theorem 1.6 is an immediate consequence of Theorem 1.2, once the obstacle has
been recovered. The proof of the fact that D1 = D2 is standard, see for instance
[30], and is presented here for completeness and convenience of the reader.
Following [30], we proceed by performing a first order linearization of the problem
(1.3). To that end, let ε ∈ C, and let f ∈ C∞(∂Ω), supp (f) ⊂ Γ1. An application
of Theorem A.1 shows that for all |ε| sufficiently small, the Dirichlet problem
−∆uj + qj(x)(∇uj)
2 + Vj(x, uj) = 0 in Ω \Dj ,
uj = 0 on ∂Dj ,
uj = εf on ∂Ω,
(4.1)
j = 1, 2, has a unique small solution uj = uj(·, ε) ∈ C
2,α(Ω \Dj), which depends
holomorphically on ε ∈ neigh(0,C) with values in C2,α(Ω \Dj). Differentiating
(4.1) with respect to ε, taking ε = 0, and writing vj = ∂εuj|ε=0, we get
−∆vj = 0 in Ω \Dj,
vj = 0 on ∂Dj ,
vj = f on ∂Ω.
(4.2)
j = 1, 2. The fact that ΛD1,Γ1,Γ2
q1,V (1)
(εf) = ΛD2,Γ1,Γ2
q2,V (2)
(εf) for all small ε and all
f ∈ C∞(∂Ω) with supp (f) ⊂ Γ1 implies that ∂νv1|Γ2 = ∂νv2|Γ2.
Assume that D1 6= D2, and assume for example that D2 is not contained in D1.
Let G be the connected component of Ω\(D1∪D2) whose boundary contains ∂Ω.
Then there exists a point x0 ∈ ∂D2 such that x0 ∈ Ω \D1 and x0 ∈ ∂G, see [17,
p. 1579]. We reproduce the argument of [17] for completeness and convenience
of the reader. Indeed, by our assumption and the fact that ∂D1 is smooth, there
is a point x′ ∈ D2 \D1. Let x
′′ ∈ G be arbitrary and since Ω \D1 is connected,
there is a continuous path s(t) ∈ Ω \ D1, for t ∈ [0, 1], such that s(0) = x
′ and
s(1) = x′′. We let x0 = s(t0) where t0 = sup{t : s(t) ∈ D2}.
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To complete the proof, we follow [30] and let v = v1−v2. Then we have −∆v = 0
in G, v|∂Ω = 0, and ∂νv|Γ2 = 0. By the unique continuation principle for harmonic
functions and continuity of harmonic functions up to the boundary, we conclude
that v1 = v2 in G. In view of (4.2), we get 0 = v2(x0) = v1(x0). Let us fix some
f ∈ C∞(∂Ω), supp (f) ⊂ Γ1, such that f ≥ 0, f 6≡ 0. As x0 ∈ Ω \ D1, the
maximum principle yields that v1 ≡ 0 in Ω \D1. Since v1 is continuous up to the
boundary of Ω \D1, we get a contradiction, and therefore, D1 = D2. The proof
of Theorem 1.6 is complete.
Appendix A. Well-posedness of the Dirichlet problem for a class
of semilinear elliptic equations with a quadratic
gradient term
The purpose of this appendix is to show the well-posedness of the Dirichlet prob-
lem for a class of semilinear elliptic equations with small boundary data. The
argument is standard and is given here for completeness and convenience of the
reader.
Let Ω ⊂ Rn, n ≥ 2, be a bounded open set with C∞ boundary. Let k ∈ N ∪ {0}
and 0 < α < 1. The Ho¨lder space Ck,α(Ω) consists of all functions u ∈ Ck(Ω)
such
‖u‖Ck,α(Ω) :=
∑
|α|=k
sup
x,y∈Ω,x 6=y
|∂αu(x)− ∂αu(y)|
|x− y|α
+ ‖u‖L∞(Ω) <∞.
We shall write Cα(Ω) = C0,α(Ω). For future reference, we remark that Ck,α(Ω)
is an algebra under pointwise multiplication, and
‖uv‖Ck,α(Ω) ≤ C
(
‖u‖Ck,α(Ω)‖v‖L∞(Ω) + ‖u‖L∞(Ω)‖v‖Ck,α(Ω)
)
, u, v ∈ Ck,α(Ω),
(A.1)
see [13, Theorem A.7]. We also have the corresponding spaces Ck,α(M), where
M is a compact C∞ manifold.
We shall be concerned with the following Dirichlet problem,{
−∆u+ q(x)(∇u)2 + V (x, u) = 0 in Ω,
u = f on ∂Ω.
(A.2)
Here q ∈ Cα(Ω), for some 0 < α < 1, and the function V : Ω × C → C satisfies
the following conditions:
(a) the map C ∋ z 7→ V (·, z) is holomorphic with values in the Ho¨lder space
Cα(Ω),
(b) V (x, 0) = 0, for all x ∈ Ω.
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The condition (b) ensures that u = 0 is a solution to (A.2) when f = 0. It follows
from (a) and (b) that V can be expanded into a power series
V (x, z) =
∞∑
k=1
Vk(x)
zk
k!
, Vk(x) := ∂
k
zV (x, 0) ∈ C
α(Ω), (A.3)
converging in the Cα(Ω) topology. Assume for simplicity that V1 ∈ C
∞(Ω) and
let us suppose furthermore that
(c) 0 is not a Dirichlet eigenvalue of −∆+ V1.
We have the following result.
Theorem A.1. There exist δ > 0, C > 0 such that for any f ∈ Bδ(∂Ω) := {f ∈
C2,α(∂Ω) : ‖f‖C2,α(∂Ω) < δ}, the problem (A.2) has a solution u = uf ∈ C
2,α(Ω)
which satisfies
‖u‖C2,α(Ω) ≤ C‖f‖C2,α(∂Ω).
Furthermore, the solution u is unique within the class {u ∈ C2,α(Ω) : ‖u‖C2,α(Ω) <
Cδ} and it is depends holomorphically on f ∈ Bδ(∂Ω).
Proof. We shall follow [29] and in order to prove this result we shall rely on the
implicit function theorem for holomorphic maps between complex Banach spaces,
see [38, p. 144]. To that end, let us set
B1 = C
2,α(∂Ω), B2 = C
2,α(Ω), B3 = C
α(Ω)× C2,α(∂Ω),
and consider the map,
F : B1 × B2 → B3, F (f, u) = (−∆u + q(x)(∇u)
2 + V (x, u), u|∂Ω − f). (A.4)
Let us first show that the map F has indeed the mapping property given in (A.4).
We have −∆u ∈ Cα(Ω) and an application of (A.1) gives q(x)(∇u)2 ∈ Cα(Ω).
We only need to check that V (x, u(x)) ∈ Cα(Ω). To this end, let us first observe
that by Cauchy’s estimates, the coefficients Vk(x) in (A.3) satisfy
‖Vk‖Cα(Ω) ≤
k!
Rk
sup
|z|=R
‖V (·, z)‖Cα(Ω), R > 0. (A.5)
Using (A.1) and (A.5), we get for all k = 1, 2, . . . ,∥∥∥∥Vkk! uk
∥∥∥∥
Cα(Ω)
≤
Ck
Rk
‖u‖k
Cα(Ω)
sup
|z|=R
‖V (·, z)‖Cα(Ω). (A.6)
Choosing R = 2C‖u‖Cα(Ω), we see that the series
∑∞
k=1 Vk(x)
zk
k!
converges in
Cα(Ω) and therefore, V (x, u(x)) ∈ Cα(Ω). Furthermore,
‖V (·, u(·))‖Cα(Ω) ≤ sup
|z|=2C‖u‖Cα(Ω)
‖V (·, z)‖Cα(Ω).
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We next claim that the map F in (A.4) is holomorphic. To this end, let us observe
that since F is clearly locally bounded, it suffices verify the weak holomorphy,
see [38, p. 133]. In doing so, let (f0, u0), (f, u) ∈ B1 × B2, and let us show that
the map
λ 7→ F ((f0, u0) + λ(f, u))
is holomorphic in C with values in B3. Clearly, we only have to check that the
map λ 7→ V (x, u0(x) + λu1(x)) is holomorphic in C with values in C
α(Ω). This
follows from the fact that the series
∞∑
k=1
Vk
k!
(u0 + λu1)
k
converges in Cα(Ω), locally uniformly in λ ∈ C, see (A.6).
We have F (0, 0) = 0 and the partial differential ∂uF (0, 0) : B2 → B3 is given by
∂uF (0, 0)v = (−∆v + V1v, v|∂Ω).
In view of (c), an application of [11, Theorem 6.15] allows us to conclude that
the map ∂uF (0, 0) : B2 → B3 is a linear isomorphism.
By the implicit function theorem, see [38, p. 144], we get that there exists δ > 0
and a unique holomorphic map S : Bδ(∂Ω) → C
2,α(Ω) such that S(0) = 0 and
F (f, S(f)) = 0 for all f ∈ Bδ(∂Ω). Setting u = S(f) and noting that S is
Lipschitz continuous and S(0) = 0, we see that
‖u‖C2,α(Ω) ≤ C‖f‖C2,α(Ω).
The proof is complete. 
Corollary A.2. The map
Bδ(∂Ω)→ C
1,α(Ω), f 7→ ∂νuf |∂Ω
is holomorphic.
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