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Abstract. Regression test selection analyzes incremental changes to a
codebase and chooses to run only those tests whose behavior may be
affected by the latest changes in the code. By focusing on a small subset
of all the tests, the testing process runs faster and can be more tightly
integrated into the development process. Existing techniques for regres-
sion test selection consider two versions of the code at a time, effectively
assuming a development process where changes to the code occur in a
linear sequence.
Modern development processes that use distributed version-control sys-
tems are more complex. Software version histories are generally mod-
eled as directed graphs; in addition to version changes occurring lin-
early, multiple versions can be related by other commands, e.g., branch,
merge, rebase, cherry-pick, revert, etc. This paper describes a regression
test-selection technique for software developed using modern distributed
version-control systems. By modeling different branch or merge com-
mands directly in our technique, it computes safe test sets that can be
substantially smaller than applying previous techniques to a linearization
of the software history.
We evaluate our technique on software histories of several large open-
source projects. The results are encouraging: our technique obtained an
average of 10.89× reduction in the number of tests over an existing tech-
nique while still selecting all tests whose behavior may differ.
1 Introduction
Regression testing [21, 35, 36] reruns previously completed tests whenever a
change is made to a piece of software, to ensure that the change has not af-
fected the outcome of those tests. Regression testing can be expensive if the test
suite is large and tests take a long time to run. Therefore, substantial research
has focused on speeding up regression testing by selecting an adequate subset of
tests (with several extensive surveys [5,11,36] on the topic). These test-selection
techniques are usually based on computing changes between two program ver-
sions3, the “old” and the “new” versions, and using a fast syntactic algorithm to
3 We use the term “version” for what version-control systems often call “revision”.
2identify the subset of tests whose behavior may change between the old and new
versions. Empirically, these techniques are effective in reducing the set of tests to
be run and are widely used in companies such as Google [15] and Microsoft [33].
Fig. 1: Linux history
Existing test-selection techniques view software
history as a linear sequence of commits to a centralized
version-control system (such as CVS or SVN). How-
ever, modern software development processes that use
distributed version-control systems (DVCSs) do not
match this simplistic view. Software version histories
that use DVCSs, such as Git and Mercurial, are com-
plex graphs of branches, merges, and rebases of the
code that mirror more complex sharing patterns be-
tween developers. For example, Figure 1 shows a part
of the Linux Kernel Git repository [24]: this software
history is a complex graph, with multiple branches
being merged. (There is a case in Linux where 30
branches are merged at once.) We empirically find that such complexities are not
isolated to the Linux kernel development: most open-source codebases perform
frequent merges. Section 4 reports detailed results for a number of open-source
projects; we find about third of the commits to be merge-related.
In this paper, we consider the problem of test selection for codebases that
use DVCS commands. One possible baseline approach is to apply traditional
test selection by picking an arbitrary linearization of the history. While this
technique is safe, i.e., it does not miss tests whose outcome may be affected by
the change, we empirically demonstrate that this approach can be very imprecise,
i.e., it can select many tests whose outcome cannot be affected by the change.
Instead, we propose a test-selection technique that explicitly takes into account
the history graph of software versions. We have implemented our technique and
show, through an evaluation on several open-source code repositories, that our
technique selects on average an order of magnitude fewer tests than the baseline
technique while still retaining safety.
We evaluate our technique both on real open-source code repositories that
use DVCS and on distributed repositories that we systematically generate from
projects that use a linear sequence of commits. We compare several options for
selecting tests at each merge version of such repositories. These options have
different trade-offs in terms of cost (how many traditional test selections need to
be performed to compute the selected tests) and precision (how many tests are
selected to be run, while maintaining safety). In particular, we describe a fast
test-selection technique for code merges that does not require any test selection
computation, but still achieves a reduction of 10.89× better than a baseline
technique that performs one traditional test selection for a merge point, and
only 2.78× worse than an expensive technique that performs one traditional test
selection for each branch being merged.
The appendices provide additional proofs (Appendix A), visualizations (Ap-
pendix B), and results (Appendix C).
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(a) Example software history
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t2 {p(); } 7 X 7
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t4 {m(); p(); } X X 7
(b) Methods and tests in C and T
1 git init // initialize the repository
2 git add C // add C to the repository
3 git add T // add T to the repository
4 git commit -m ‘C and T’ // commit n1
5 git checkout -b b1 // go to a new branch ‘b1’
6 δ1(m) // modify method ‘m’ in branch ‘b1’
7 git commit -am ‘Modified m’ // commit n2
8 δ2(p) // modify method ‘p’ in branch ‘b1’
9 git commit -am ‘Modified p’ // commit n3
10 git checkout master // go to ‘master’ branch
11 git checkout -b b2 // go to a new branch ‘b2’
12 δ3(m) // modify method ‘m’ in branch ‘b2’
13 git commit -am ‘Modified m’ // commit n4
14 δ4(p) // modify method ‘p’ in branch ‘b2’
15 git commit -am ‘Modified p’ // commit n5
16 git checkout master // go to ‘master’ branch
17 δ5(p) // modify method ‘p’ in ‘master’ branch
18 git commit -am ‘Modified p’ // commit n6
19 δ6(q) // modify method ‘q’ in ‘master’ branch
20 git commit -am ‘Modified q’ // commit n7
(c) Sequence of commands that
creates the history on the left
Fig. 2: Example of a software history and one potential sequence of changes and
commands to create this history
2 Overview
We motivate regression test selection through an example session using Git [14],
a popular DVCS.
Distributed software histories. Figure 2a visualizes a version history ob-
tained by performing the sequence of Git commands from Figure 2c. First, we
initialize the software history4, add two files and make a commit n1 with these
files (lines 1-4). Figure 2b shows the abstract representation of the committed
files C and T; file C (“Code”) defines three methods m, p, and q that are checked
by tests t1, t2, t3, and t4 defined in file T (“Test”). Second, we create a new
branch b1 (line 5), make and commit changes to m (lines 6–7) and p (lines 8–9).
Third, we create another branch b2 (lines 10–11) and perform a similar sequence
of commands as on the first branch (lines 12–15). Finally, we switch to the
master branch (line 16) and perform a similar sequence of commands (lines 17–
20). Although the sequence of commands is similar for each branch, we assume
non-conflicting changes on different branches.
Figure 2b further shows which test executes which method; we will assume
that we have available such a coverage matrix for every version in the software
history. When a method changes, the tests that executed that method are called
modification-traversing tests. We focus on modifications at a method level for
simplicity; one can track coverage of other program elements as well [36].
4 git init creates the initial node not shown in Figure 2a.
4Traditional test selection. Traditional test selection takes as input an old
version, a new version, and a coverage matrix for the old version, and returns
a set of tests such that each test in the set either is new or traverses at least
one of the changes made between the old and the new version. (We formally
define test selection in Section 3.) Tests that traverse a change can be found
from the coverage matrix by taking all the tests that have a checkmark (’X’) for
any changed method (corresponding to the appropriate column in Figure 2b).
In our running example, all tests are new at n1, thus all tests are selected.
(Figure 2a indicates above each node the set of selected tests.) At version n2,
after modifying method m, test selection would take as input n1 and n2 and
return tests that traverse the changed method. Based on our coverage matrix
(Figure 2b), tests t1 and t4 should be selected. Following the same reasoning,
we can obtain a set of selected tests for each version in the graph. For simplicity
of exposition, we assume that the coverage matrix remains the same for all the
versions. However, the matrix may change if a modification of any method leads
to modification in the call graph. In case of a change, the matrix would be
recomputed; however, note that for each test that is not selected (because it
does not execute any changed method), the row in the coverage matrix would
not change.
Test selection for distributed software histories. Test selection for dis-
tributed software histories has not been studied previously. We illustrate what
the traditional test selection would select when a software history (Figure 2a)
is extended by executing some of the commands available in DVCSs. Specifi-
cally, we show that a naive application of the traditional test selection leads
to safe but imprecise results (i.e., selects too much), or requires several runs of
traditional test-selection techniques, which introduces additional overhead and
therefore reduces the benefits of test selection. We consider three commands:
merge, cherry-pick, and revert.
Command: Merge. The merge command joins two or more development
branches together. A merge without conflicts and any additional edits is called
auto-merge and is the most common case in practice. Auto-merge has a property
that the changes between the merge point and its parents are a subset of the
changes between the lowest common ancestors [3,10] of the parents and the par-
ents; we exploit this property in our technique and discuss it further in Section 3.
If we execute git merge b1 b2 after the sequence shown in Figure 2c, while we
are still on the master branch, we will merge branches b1 and b2 into a new
version n8 on the master branch; this version n8 will have three parents: n3, n5,
and n7. The question is what tests to select to run at version n8.
We propose multiple options (and Section 4 summarizes how to automati-
cally choose between these options). First, we can use traditional test selection
between the immediate dominator [1] of the new version (n1) and the new ver-
sion (n8). In our example, the changes between these two versions modify all
the methods, so test selection would select all four tests. The advantage of this
option is that it runs traditional test selection only once, but there can be many
changes, and therefore many tests are selected. Second, we can run the tradi-
5tional test selection between the new version and each of its parents and take
the intersection of the selected tests. In our example, we would run the tradi-
tional test selection between the following pairs: (n3, n8), (n5, n8), (n7, n8); the
results for each pair would be: {t1, t2, t3, t4}, {t1, t2, t3, t4}, and {t1, t2, t4},
respectively. The intersection of these sets gives the final result: {t1, t2, t4}. The
intuition is that the tests not in the intersection, {t3}, need not be run because
their result for the new version, n8, can be copied from at least one parent, in
this case from n7. Although the second option selects fewer tests, it requires
running traditional test selection three times, which can lead to significant over-
head. Third, we can collect tests that were modification-traversing on at least
two branches (from the branching version at n1 to the parents that get merged).
In our example, we would select {t1, t2, t4}. As opposed to previous options, this
option requires zero runs of the traditional test-selection techniques. However,
this option is only safe for auto merge and requires that the test selection results
be stored for previous versions.
Command: Cherry-pick. Cherry-pick copies the changes introduced by
some existing commit. If we execute git cherry-pick n2 after the sequence
shown in Figure 2c, we will apply changes (δ1) made between versions n1 and
n2 on top of version n7 in master branch (which is extended with a new version
n8). Naively applying the traditional test selection on versions n7 and n8 would
select the same tests as at version n2. However, test t1 does not need to be
selected at n8, as this test is not affected by changes on the master branch (on
which the cherry-picked commit is applied). Therefore, the outcome of t1 at n8
will be the same as at n2.
Command: Revert. This command reverts some existing commits. If we
execute git revert n6 after the sequence shown in Figure 2c, we will revert
changes made between versions n1 and n6. The master branch will be extended
with a new version n8. Naively applying traditional test-selection techniques
between versions n7 and n8 would select the same set of tests as at version n6.
Instead, if we consider the revert command being executed and changes being
made, we can reuse the results of a test from version n1 as long as the test is
not modification-traversing for any other change after the version being reverted
(n6). In our example, we can see that the result of all tests can be reused, and
therefore no test has to be selected.
To conclude, naively applying traditional test selection may lead to imprecise
results and/or spend too much time on analysis. We believe that our technique,
which reasons about the history and commands being executed, leads to a good
balance between reduction (in terms of the number of tests being executed) and
time spent on analysis.
3 Test Selection Technique
3.1 Modeling Distributed Software Histories
We model a distributed software history as a directed acyclic graph G = 〈N,E〉
with a unique root n0 ∈ N corresponding to the initial version. Each node n ∈ N
6corresponds to a version, and each edge corresponds to the parent-child relation
among versions. Each node is created by applying one of the DVCS commands to
a set of parent nodes; we assume the command is known. (While the command
that creates a node is definitely known at the point of creation, it is not usually
kept in the DVCS and cannot always be uniquely determined from the history.)
The functions pred(n) = {n′ ∈ N | 〈n′, n〉 ∈ E} and succ(n) = {n′ ∈ N |
〈n, n′〉 ∈ E} denote the set of parents and children of version n, respectively. We
write n  n′ if there exists a directed path from n to n′ or the two nodes are
the same. We write n ∗ n′ to denote the set of all nodes between versions n
and n′: n ∗ n′ = {n′′ | n  n′′ and n′′  n′}. Similarly, we write n e n′ to
denote the set of all edges between versions n and n′: n e n′ = {〈n′′, n′′′〉 ∈ E |
n′′, n′′′ ∈ n ∗ n′}. The function sdom(n) = {n′ | n0 
e n′∪n′ e n = n0 
e n
and n 6= n′} denotes the set of nodes that strictly dominate n. For n 6= n0, the
function imd(n) denotes the unique immediate dominator [1] of n, i.e., imd(n) =
n′ such that n′ ∈ sdom(n) and ∄n′′ ∈ sdom(n) such that n′ ∈ sdom(n′′). The
function dom(n, n′) denotes the lowest common dominator of n and n′, i.e., for
a version n′′ such that pred(n′′) ⊇ {n, n′}, dom(n, n′) = imd(n′′). The function
lca(n, n′) denotes the lowest common ancestors [3,9,10] (also known as “merge-
bases” or “best common ancestors” in Git terminology [13,19]) for two versions,
i.e., lca(n, n′) = {n′′ | n′′  n and n′′  n′ and ∄n′′′ 6= n′′ such that n′′′  n
and n′′′  n′ and n′′  n′′′}. (We illustrate the difference between lca and dom
in Appendix A.) The following property holds for all nodes:
dom(n, n′)  lca(n, n′) (1)
3.2 Test Selection for Two Versions
We formalize test selection following earlier work in the area [31, 36] and also
model changes and modification-traversing tests. This section focuses on test
selection between two software versions. Next sections present our technique for
distributed software histories.
Let G be a distributed software history. For a version n, let A(n) denote
the set of tests available at the version n. Let n and n′ be two versions such
that n  n′. A test selection technique takes as input the versions n and n′
and returns a subset Ssel(n, n
′) of A(n′). Note that new tests, i.e, A(n′) \ A(n)
are always in Ssel(n, n
′). A test-selection technique is safe [30] if every test in
A(n′) \ Ssel(n, n
′) has the same outcome when run on the versions n and n′.
A trivially safe test-selection technique returns A(n′). However, we are in-
terested in selection techniques that select as small a subset as possible. One
way to obtain a minimal set is to run each test in A(n′) on the two versions
and keep those that have different outcomes. However, the purpose of the test
selection technique is to be more efficient than running all tests. A compromise
between minimality and efficiency is provided by the notion of modification-
traversing tests [31], which syntactically approximate the set of tests that may
have a different outcome.
7Let ∂(n, n′) be the set of static code changes between versions n and n′ (which
need not be parent-child versions). Various techniques compute these changes
at various levels of granularity (e.g., basic blocks, statements, methods, or other
program elements). By extension, we denote the set of changes on all edges from
n to n′ as
∂⋆(n, n′) =
⋃
〈n′′,n′′′〉 ∈nen′
∂(n′′, n′′′)
We use the following property:
∂(n, n′) ⊆ ∂⋆(n, n′) (2)
It is not an equality because some changes can be reverted on a path from n
to n′, e.g., consider a graph with three versions n1, n2, and n3, where all the
changes between n1 and n2 are reverted between n2 and n3: the code at n3 is
exactly the same as the code at n1, and therefore ∂(n1, n3) = {}.
A test is called modification-traversing if its execution on n executes any
code element that is modified in n′. (Note that “modified” includes all the cases
where the existing elements from n are changed or removed in n′ or where
new elements are added in n′.) We define a predicate ς(t, ∂) that holds if the
test t is modification-traversing for any change in the given set of changes ∂.
The predicate can be computed by tracking code paths during a test run and
intersecting covered program elements with a syntactic difference between the
two versions. We define a function mt(T , ∂) = {t ∈ T | ς(t, ∂)} that returns
every test from the set of tests T that is modification-traversing for any change
in the set of changes ∂. Two properties that we will need later are that mt
distributes over changes:
mt(T , ∂1 ∪ ∂2) = mt(T , ∂1) ∪mt(T , ∂2) (3)
and thus mt is monotonic with respect to the set of changes:
∂ ⊆ ∂′ implies mt(T , ∂) ⊆ mt(T , ∂′) (4)
Traditional test selection selects all modification-traversing tests from the old
version that remain in the new version and the new tests from the new version:
tts(n, n′) = mt(A(n) ∩ A(n′), ∂(n, n′)) ∪ (A(n′) \ A(n)) (5)
As pred(n′) is often a singleton {n}, we also write tts({n}, n′) = tts(n, n′).
Under the assumption that tests execute deterministically, test selection
based on modification-traversing tests is provably safe [31, 32].
3.3 Test Selection for Distributed Software Histories
Our technique for test selection takes as inputs (1) the software history G =
〈N,E〉 optionally annotated with tests selected at each version, (2) a specific
version h ∈ N that represents the latest version (which is usually called HEAD
8in DVCS), and (3) optionally the DVCS command used to create the version
h. It produces as output a set of selected tests Ssel(h) at the given software
version. (We assume that the output of our technique is intersected with the set
of available tests at HEAD.) We define our technique and prove that it guarantees
safe test selection.
Command: Commit. The h version has one parent, and the changes between
the parent and h can be arbitrary, with no special knowledge of how they were
created. The set of selected tests can be computed by applying the traditional
test selection between the h version and its parent:
Scommit(h) = tts(pred(h), h) (6)
Command: Merge. Merge joins two or more versions and extends the history
with a new version that becomes h. We propose two options to compute the set
of selected tests at h: the first is fast but possibly imprecise, the second is slower
but more precise.
Option 1: This option performs the traditional test selection between the
immediate dominator of h and h itself:
S1merge(h) = tts(imd(h), h) (7)
This option is fast: it computes only one traditional test selection, even if the
merge has many parents. However, the number of modifications between the
two versions being compared can be large, leading to many tests being selected
unnecessarily. Our empirical evaluation in Section 4 shows that this option indeed
selects too many tests, discouraging the straightforward use of this option.
Option 2: This option performs one traditional test selection between each
parent of the merged version and the merged version h itself, and then intersects
the resulting sets:
Skmerge(h) =
⋂
n∈pred(h)
tts(n, h) (8)
This option can be more precise, selecting substantially fewer tests. However, it
has to run k traditional test selections for k parents.
Theorem 1 S1merge(h) and S
k
merge(h) are safe for every merge version h.
Command: Automerge. A common special case of merge is auto merge, where
versions are merged automatically without any manual changes to resolve con-
flicts. (Using the existing DVCS commands can quickly check if a merge is an
auto merge.) Empirically (see Figure 3), auto merge is very common: on average
over 90% of versions with more than one parent are auto merges.
The key property of auto merge is that the merged code version has a union
of all code changes from all branches but has only those changes (i.e., no other
manual changes). Formally, given k parents p1, p2, . . . pk that get merged into a
9new version h, the changes from each parent p to the merged version h reflect
the changes on all the branches for different parents:
∂(p, h) =
⋃
p′∈pred(h),p′ 6=p
⋃
l∈lca(p,p′)
∂(l, p′) (9)
The formula uses lca because of the way Git auto merges branches [13, 19].
For auto merge, we give a test-selection technique, S0merge, that is based
entirely on the software history up to the parents being merged and does not
require running any traditional test selection between pairs of code versions at
the point of merge (although it assumes that test selection was performed on
the versions up to the parents of the merge). The set of selected tests consists of
(1) existing tests (from the lowest common dominator of two (different) parents
of h) affected by changes on at least two different branches being merged (because
the interplay of the changes from various branches can flip the test outcome):
Saff (h) =
⋃
p,p′∈pred(h),p6=p′,d=dom(p,p′)
(
⋃
n∈d∗p\{d}
Ssel(n)) ∩ (
⋃
n∈d∗p′\{d}
Ssel(n))
(10)
and (2) new tests available at the merge point but not available on all branches:
Snew (h) = A(h) \
⋂
p′′∈pred(h)
A(p′′) (11)
Finally, S0merge(h) = Saff (h) ∪ Snew (h). The advantage of this option is that
it runs zero traditional test selections. One disadvantage is that it could select
more tests than Skmerge. Another disadvantage is that it requires storing tests
selected at each version.
Theorem 2 S0merge(h) is safe for every auto merge version h.
Intuitively, S0merge is safe because a test that is affected on only one branch
need not be rerun at the merge point: it has the same result at that point as on
that one branch. The proof is in Appendix A.
Command: Cherry-pick. Cherry-pick reapplies the changes that were per-
formed between a commit ncp and one of its parents n
′
cp ∈ pred(ncp) (the parent
can be implicit for non-merge ncp), and extends the software history (on the
branch where the command is applied) with a new version h. We propose two
options to determine the set of selected tests at h. The first option uses the
general selection for a commit (the traditional test selection between the current
node and its parent): S1cherry(h) = tts(pred(h), h).
The second option, called S0cherry, does not require running traditional test
selection, but is safe only for auto cherry-pick. This option selects each test that
satisfies one of the following four conditions: (1) tests selected between n′cp and
ncp as well as between the point p at which cherry-pick is applied ({p} = pred(h))
10
and d = dom(p, n′cp), (2) tests selected between n
′
cp and ncp and also selected
before n′cp up to d, (3) new tests at ncp, and (4) new tests between d and p.
S0cherry(h) = (Ssel(n
′
cp, ncp) ∩ ((∪n∈d∗p\{d}Ssel(n)) ∪ (∪n∈d∗n′cp\{d}Ssel(n))))
∪ (A(ncp) \ A(n
′
cp)) ∪ (A(p) \ A(d)) (12)
The intuition for (1) is that the combination of changes that affected tests on
both branches, from d to p and from d to n′cp, may lead to different test outcomes.
The intuition for (2) is that changes before ncp may not exist in the branch on
which the cherry-pick is applied and so the outcome of these tests may change.
If neither (1) nor (2) hold, the test result can be copied from ncp itself. The
formula for cherry pick is similar to that for auto merge but applies to only one
commit being cherry picked rather than to an entire branch being merged.
Command: Revert. Revert computes inverse changes of some existing commit
nre and extends the software history by applying those inverse changes to create
a new version that becomes h. (Reverting a merge creates additional issues that
we do not handle specially: one can always run the traditional test selection.)
Similar to cherry-pick, we propose two options to determine the set of selected
tests. The first option is a naive application of the traditional test selection
between h and its parent, i.e., S1revert(h) = tts(pred(h), h).
The second option, called S0revert, does not run traditional test selection, but
is safe only for auto revert. It selects each test that satisfies one of the following
four conditions: (1) tests selected between nre and its parent ({p
′} = pred(nre))
as well as before the point to which the revert is applied ({p} = pred(h)) up to
their dominator (d = dom(p, p′)), (2) tests selected between nre and its parent
p′ and also selected before the point that is being reverted (p′) up to d, (3) tests
that were deleted at the point being reverted (such that in the inverse change
tests are added), and (4) new tests between d and p:
S0revert(h) = (Ssel(p
′, nre) ∩ ((∪n∈d∗p\{d}Ssel(n)) ∪ (∪n∈d∗p′\{d}Ssel(n))))
∪ (A(p′) \ A(nre)) ∪ (A(p) \ A(d)) (13)
Intuitively, revert is an inverse of cherry-pick and safe for the same reasons: the
tests that are not selected would have the same outcome at the h version as at
the version prior to nre.
4 Evaluation
We performed several experiments to evaluate the effectiveness of our technique.
First, we demonstrate the importance of having a test-selection technique for
distributed software histories. Second, we evaluate the effectiveness of our test-
selection technique by comparing the number of tests selected using S1merge,
Skmerge, and S
0
merge on a number of software histories (both real and system-
atically generated), i.e., we consider how much test selection would have saved
had it been run on the versions in the history. Third, we compare S1cherry and
S0cherry on a number of real cherry-pick commits.
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LinuxKVM b796a09 406.2 8542 273639 17483 107768 – – 8.92 –
Retrofit 5bd3c1e 0.62 61 631 216 4 2 35.18 58.54 99.07
Others (14) - 231.28 2150 86380 14066 12928 3829 35.68 20.64 85.15
Min - 0.31 13 145 50 1 0 9.30 3.64 55.93
Max - 484.5 11133 400479 27472 151569 1973 63.37 93.93 100.00
Median - 5.20 60.50 2175.00 373.00 19.49 34.50 31.77 27.03 94.62
Ari. mean - 47.77 945.66 32373.00 2605.29 11379.25 211.95 31.76 34.05 90.25
Geo. mean - 5.69 79.04 2275.60 415.71 45.60 21.11 18.91 20.49 51.93
Std. Dev. - 121.71 2717.26 93955.04 6343.27 36281.83 447.38 14.19 26.56 10.30
† We use a heuristic to determine the number of authors and rebases
Fig. 3: Statistics for several projects that use Git
Real software histories are highly non-linear. We collected statistics for
software histories of several large open-source projects that use Git. To check
whether software histories are non-linear across many project types, we chose
projects from different domains (e.g., Cucumber is a tool for running acceptance
tests, JGit is a pure Java implementation of the Git version-control system, etc.),
implemented in different languages, of various sizes, having different number
of unit tests and developers. Figure 3 shows the collected statistics (in detail
for 10 projects and averages for 14 others; we provide an extended table in
Appendix C. The key column is (M+R+CR)/C that shows the ratio of the
number of merges, rebases5, cherry-picks, and reverts over the total number of
commits for the entire software history. The ratio can be as high as 63.37% and
is 31.76% on average. Stated differently, we may be able to improve test selection
for about a third of the commits in an average DVCS history. Additionally, we
collected a similar ratio only for the master branch, because most development
processes run tests for all commits on that branch but not necessarily on other
branches (e.g., see the Google process for testing commits [15]). While this ratio
included only merges (and not rebases, cherry-picks, or reverts), its average
is even higher for the master branch than for the entire repository (34.05%
vs. 31.76%), which increases the importance of test selection for distributed
software histories. Finally, to confirm that the ratio of merges is independent
5 Note that we approximate the number of rebases by counting commits with different
author and committer field.
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Subject
Available Tests Total Execution [sec]
min max min max
Cucumber (core) 156 308 10 14
GraphHopper (core) 626 692 14 20
JGit 2231 2232 106 116
Retrofit 181 184 10 10
S 1merge/A
S 0merge/A
S kmerge/A
1 2 3 4 5 6 7 8 9 1 01 11 21 31 4
0
2 0
4 0
6 0
8 0
1 0 0
Cu cu m b e r
1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3
Gra p h Hop p e r
1 2 3 4 5 6 7 8 9 1 0
0
1 0
2 0
3 0
4 0
5 0
6 0
7 0
JGit
1 2 3 4 5 6 7 8 9 1 0
Re t rofit
Version
Fig. 4: Percentage of selected tests for real merges using various techniques
of the DVCS, we collected statistics on three projects that use Mercurial [26]—
OpenJDK, Mercurial, and NetBeans—and the average ratio of merges was 20%,
which is slightly lower than the average number for Git but still significant.
Implementation. We implemented a tool in Java to perform test selection
proposed in Section 3. The tool is independent of the DVCS being used and
scales to quite large projects. Because any test-selection technique for distributed
histories would require a traditional test selection between two versions (tts) for
linear histories, and because there is no publicly available tool for the traditional
test selection that scales to the large projects used in our study, we implemented
a simple prototype tool for projects written in Java, following known results [5,
27,36,37]. Specifically, our tts computes changes and tracks executed code at the
class level but still guarantees safety [27].
Real merges. Our first set of experiments evaluates our technique on the actual
software histories. We used software histories of four large open-source projects
(downloaded from GitHub): Cucumber, GraphHopper, JGit, and Retrofit. We se-
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Fig. 5: (a) S1merge/S
0
merge (speedup) for various numbers of commits in each
branch constructed from linear software histories, (b) example linear history
lected these projects as their setup was not too complex6, and they differ in size,
number of authors, number of commits, and number of merges. For each project,
we identify the last merge commit in the current software history and then run
our test-selection tool on all the merge commits whose immediate dominator
was in the 50 commits before the last merge commit.
At every merge, we run all three options—S1merge, S
k
merge, and S
0
merge—
and compare the number of tests they select. Testing literature [5, 12, 32, 34, 36]
commonly measures the speedup of test selection as the ratio of the number of
selected tests over the number of available tests (Ssel/A)
7. In addition, Figure 4
reports the min and max number of available tests across the considered merge
commits, and the min and max total time to execute these tests. All tests in
these projects are unit tests and take a similar amount of time to execute, so
computing the ratio of the numbers of tests is a decent approximation of the
ratio of test execution times.
Figure 4 plots the results for these four projects. In most cases, Skmerge and
S0merge achieve substantial saving compared to S
1
merge. (Calculated differently,
the average speedup of S0merge over S
1
merge was 10.89× and S
k
merge over S
0
merge
was 2.78×.) Although S0merge achieved lower saving than S
k
merge in a few cases
(that we discuss below in more detail), it is important to recall that Skmerge
requires k runs of traditional test selection, while S0merge requires 0 runs.
We inspected in more detail the cases where Skmerge/S
0
merge was low. For
GraphHopper (versions 2, 10, and 11), two branches have a large number of exactly
the same commits (in particular, one branch has 11 commits and another has 10
of those 11 commits, which were created with some cherry-picking); when these
branches were merged, the differences between the merged version and parents
6 We have to build and run tests over a large number of commits, and dependencies
in many real projects make running tests from older commits rather non-trivial.
7 For space reasons, we omit the set cardinality from the ratios.
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were rather small, resulting in a few tests being selected by Skmerge, although
the changes between the parents and the dominator were rather big, resulting in
many tests being selected by S0merge. For JGit (version 10) and Cucumber (version
14), some new tests were added on one branch before merging it with another;
S0merge is rather conservative in selecting (all) new tests, but new tests are not
added frequently.
Based on this inspection, we propose the following heuristic for choosing the
best option for test selection at a merge version:
Smerge(h) = if (automerge & selection done at every commit)
if (many new tests) Skmerge(h) else S
0
merge(h)
else if (short branches) S1merge(h) else S
k
merge(h)
Systematically generated merges. Our second set of experiments system-
atically compares the merge selection options on a set of graphs generated to
represent potential software histories. Specifically, for a given number of nodes
k, we generate all the graphs where nodes have the out degree (branching)
of at most two, each branch contains between 1 and k/2 − 2 nodes, all the
branches have the same number of nodes, and there are no linear segments on
the master branch (except the last few nodes that remained after generating
the branches). In other words, the generated graphs are diamonds of different
length. For example for k = 7, we have the following two graphs: ·<:>·<:>·
and ·<: :>·−·. The total number of merges for the given number of nodes k is
⌊(k − 1)/3⌋+ ⌊(k − 1)/5⌋+ . . .+ ⌊(k − 1)/(k − 1)⌋.
In addition to generating history graphs, we need to assign code and tests
to each node of the graph. As random code or tests could produce too unreal-
istic data, we use the following approach: (1) we took the latest 50 versions
of four large open-source projects with linear software histories: JFreeChart
(SVN: 3021), Goldman Sachs collections (Git: 28070efd), Ivy (SVN: 1550956),
and Functor (SVN: 1439120) (as an example, Figure 5b shows the number of
available and selected tests for JFreeChart), (2) we assigned a version from the
linear history to a node of the graph by preserving the relative ordering of ver-
sions such that a linear extension of the generated graph (partial order) matches
the given linear history (total order). Using the above formula to calculate the
number of merges for generated graph, for 50 versions, there are 68 merges (in
24 graphs); as we have four projects, the total number of merges is 272.
After the software histories are fully generated, we perform test selection
on each of the graphs for each of the projects and collect the number of tests
selected by all three options at each merge commit. As for the experiments on
real software histories, we calculate the speedup as the ratio of the number of
tests. Figure 5a shows the average speedup (across all four projects) for various
number of nodes per branch. As expected, with more commits per branch, the
speedup decreases, because the sets of changes on each branch become bigger
and thus their intersection (as computed by our S0merge option) becomes larger.
However, the speedup remains high for quite long branches. In fact, this speedup
is likely an under-approximation of what can be achieved in real software projects
because the assignment of changes across branches may not be representative of
actual software histories: many related changes may be sprinkled across branches,
15
which leads to a smaller speedup. Also, linear software histories are known to
include more changes per commit [2]. We can see from the comparison of absolute
values of the speedup in Figure 5a and Figure 4 that real software histories have
an even higher speedup than our generated histories.
Real cherry-picks. We also compared S1cherry and S
0
cherry on 7 cherry-picks
identified in the Retrofit project. (No other version from the other three projects
in our experiments used a cherry-pick command.) For 6 cases, S0cherry selected 7
tests more than S1cherry, but all these tests were new. As mentioned, our current
technique is rather conservative in selecting new tests; in future, we plan to
improve our technique by considering coverage matrices across branches. In the
remaining case, S0cherry selected 43% fewer tests (42 vs. 73 tests) than S
1
cherry.
5 Related Work
Test selection is the most common optimization technique in regression test-
ing [5, 11, 36]. Regression testing in general, and test selection in particular,
have been studied for more than three decades [5,11,18,21,35,36] and are quite
important in practice [15, 33]. Prior research has investigated regression-testing
techniques for various languages and domains [5,6,8,11,12,20,25,32–34,36], but
all previous techniques considered only two program versions at a time. Most
traditional test-selection techniques are safe; the key difference is how they de-
fine the coverage matrix and identify differences between software versions. For
example, Rothermel and Harrold [32] presented a test-selection technique based
on control-flow graphs. Zhang et al. [37] defined the coverage matrix on extended
call graphs. Harrold and Soffa [17] and Gupta et al. [16] defined the coverage
matrix on definition-use pairs. Several researchers [22, 23, 27] used a coverage
matrix on modules (also known as “firewall” approach). Many other approaches
have been proposed; for an overview, see the recent surveys [5, 11, 36].
Our technique for distributed histories is compatible with all these traditional
techniques for linear histories as we abstract them in the core mt and tts func-
tions. We are the first to propose a technique for safe test selection for distributed
software histories; we use traditional test selection when a version is created by a
commit command, and we reason about software history, modification-traversing
tests, and commands being executed when a version is created by other DVCS
commands (merge, cherry-pick, and revert).
Others [2, 4, 7, 28, 29] have observed several pitfalls of mining DVCS, e.g.,
DVCS commands are not recorded. We assume our test-selection technique is
run at the time a new version is created (when the executed command is known).
6 Conclusions
We proposed the first test-selection technique that takes into account version
histories arising out of distributed development, and proposed several options
that trade off computation effort and precision. Our experimental results on real
16
software histories demonstrate that our technique scales to large projects and
achieves high effectiveness over a naive application of traditional test selection.
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A Proofs of Theorems
Proof. (Theorem 1) S1merge(h) is safe because we assume that a safe traditional
test selection is used. This traditional test selection is safe for any pair of versions
and thus is safe for imd(h) and h that are compared in formula 7.
Skmerge(h) is likewise safe because tts(n, h) is safe for all nodes n and thus
safe for all parents of h. Taking the intersection of selected tests is safe because
any test t that is not in the intersection has the same result in version h as it
has for at least one of the parents of that commit, namely the parent(s) whose
tts(n, h) does not contain t.
Note that S1merge(h) and S
k
merge(h) are incomparable; in general one or the
other could be smaller, but in practice Skmerge(h) is almost always much better.
A contrived example where S1merge(h) is smaller is this: starting from a node
n0, branch into n1 (that changes some method m to m
′) and n2 (that changes
the same m to m′′), and then merge n1 and n2 into n3 such that m in n3 is
exactly the same as m in n0 (note that such a merge is not auto-merge but
requires manually resolving the conflict of different changes in m′ and m′′); we
have ∂(n0, n3) = {} while ∂(n1, n3) ∩ ∂(n2, n3) = {m}, and thus S
k
merge(n3)
would select all tests that depend on m, whereas S1merge(n3) would not select
any test.
Proof. (Theorem 2) To prove that S0merge(h) is safe, we will establish that
Skmerge(h) ⊆ S
0
merge(h) for any auto merge h.
Let A = A(h). We first prove a lemma for the case with no new tests.
Lemma 1. Skmerge(h) ⊆ S
0
merge(h) for any auto merge h if A = A(imd(h)).
Proof. Consider first the simplest case when a merge has only two parents p
and p′ that have one lowest common ancestor l. (In general, lowest common
ancestor is not unique.) Then formula 8 for Skmerge becomes mt(A, ∂(p, h)) ∩
mt(A, ∂(p′, h)). Due to the auto merge property 9, this can be rewritten as
mt(A, ∂(l, p′)) ∩ mt(A, ∂(l, p)). From formula 2 we have that ∂(l, p) ⊆ ∂⋆(l, p)
(dually for p′), and from formula 1 we further have ∂⋆(l, p) ⊆ ∂⋆(d, p) (du-
ally for p′), where d = dom(p, p′). Due to the mt monotonicity (property 4),
the latest intersection is a subset of mt(A, ∂⋆(d, p′)) ∩ mt(A, ∂⋆(d, p)), where
∂⋆(d, p) =
⋃
n′∈d∗p\{d}
⋃
n∈pred(n′) ∂(n, n
′) (and dually for p′). Due to the mt
distributivity (property 3) (and for cases with one parent, w.l.o.g.), the inter-
section is (∪n∈d∗p\{d}mt(A, ∂(pred(n), n))∩ (∪n∈d∗p′\{d}mt(A, ∂(pred(n), n)),
which is exactly the formula for S0merge (Section 3.3) when there are no new
tests, in which case Ssel(n) = mt(A, ∂(pred(n), n)).
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Now consider the case where k parents have many lowest common ancestors.
We have the following:
Skmerge(n) =
\
p∈pred(n)
tts(p, n) (by 8)
=
\
p∈pred(n)
mt(A, ∂(p, n)) (no new tests)
=
\
p∈pred(n)
mt(A,
[
p′∈pred(n),p′ 6=p
[
l∈lca(p,p′)
∂(l, p′)) (by 9)
⊆
\
p∈pred(n)
mt(A,
[
p′∈pred(n),p′ 6=p,d=dom(p,p′)
∂(d, p′)) (by 1 and 4)
=
\
p∈pred(n)
[
p′∈pred(n),p′ 6=p,d=dom(p,p′)
mt(A, ∂(d, p′)) (by 3)
=
[
p,p′∈pred(n),p 6=p′,d=dom(p,p′)
mt(A, ∂(d, p)) ∩mt(A, ∂(d, p′))
(distribute ∩ over ∪)
⊆
[
p,p′∈pred(n),p 6=p′,d=dom(p,p′)
mt(A, ∂⋆(d, p)) ∩mt(A, ∂⋆(d, p′)) (by 4)
=
[
p,p′∈pred(n),p 6=p′,d=dom(p,p′)
mt(A,∪n∈d∗p\{d}∂(pred(n), n)) ∩mt(A,∪n∈d∗p′\{d}∂(pred(n), n))
(by def.)
=
[
p,p′∈pred(n),p 6=p′,d=dom(p,p′)
(∪n∈d∗p\{d}mt(A, ∂(pred(n), n))) ∩ (∪n∈d∗p′\{d}mt(A, ∂(pred(n), n)))
(by 3)
=
[
p,p′∈pred(n),p 6=p′,d=dom(p,p′)
(∪n∈d∗p\{d}Ssel(n)) ∩ (∪n∈d∗p′\{d}Ssel(n))
(no new tests)
= Saff (h) (by 10)
⊓⊔
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Continuing with the proof for the main theorem, consider now the general
case when new tests can be added. We have the following:
Skmerge(n) =
\
p∈pred(n)
tts(p, n) (by 8)
=
\
p∈pred(n)
mt(A, ∂(p, n)) ∪ (A \ A(p)) (by 5)
=
[
s∈2pred(n)
\
p∈s
mt(A, ∂(p, n)) ∩
\
p′∈pred(n)\s
A \A(p′) (distribute ∪ over ∩)
= L1 ∪
[
s∈2pred(n),s6=pred(n)
\
p∈s
mt(A, ∂(p, n)) ∩
\
p′∈pred(n)\s
A \A(p′)
(extract one term, L1 =
“T
p∈pred(n) mt(A, ∂(p, n))
”
)
⊆ L1 ∪
[
s∈2pred(n),s6=pred(n)
\
p′∈pred(n)\s
A \ A(p′) (subset intersection)
= L1 ∪
[
s′∈2pred(n),s′ 6={}
\
p∈s′
A \A(p) (rename complement)
⊆ L1 ∪
[
p∈pred(n)
A \A(p) (subset intersection)
= L1 ∪ (A \
\
p∈pred(n)
A(p)) (De Morgan’s law)
⊆
[
p,p′∈pred(n),p 6=p′,d=dom(p,p′)
(∪n∈d∗p\{d}Ssel(n)) ∩ (∪n∈d∗p′\{d}Ssel(n))
[
(A \
\
p∈pred(n)
A(p)) (by Lemma 1)
= S0merge(n) (by 10 and 11)
⊓⊔
Theorem 3 S0merge(h) would be unsafe if using the lowest common ancestors
instead of the lowest common dominator:
S0−unsafemerge (h) =
⋃
p,p′∈pred(h),p6=p′
⋃
l,l′∈lca(p,p′)
(
⋃
n∈l∗p\{l}
Ssel(n)) ∩ (
⋃
n∈l′∗p′\{l′}
Ssel(n))
⋃
(A(h) \
⋂
p′′∈pred(h)
A(p′′)) (14)
Note that p and p′ must differ, while l and l′ may be the same.
Proof. The formula could seemingly be safe because Git performs auto merge
based on lca (property 9). However, Figure 6 shows an example version history
where this selection would be unsafe. Suppose that the version n1 has a test t
that depends on a method m. This method is changed between versions n1 and
n3, and between versions n1 and n4. So the test t would be selected at n3 and
n4. But this method is not changed between versions n1 and n2. At the merge
21
points n5 and n6, t would not be selected because it was selected on only one
branch each, n3 and n4, respectively, rather than on both branches. So far this
is safe. However, when merging n5 and n6, t would not be selected, because
lca(n5, n6) = {n2}, and the test was not selected within the subgraph n2, n5,
and n6. However, this test t should be selected because m was modified on two
different paths that reach n7, and thus these different changes could interplay in
such a way that t fails in n7 even if it passes in both n5 and n6.
n1 n2
{}
n3
{t}
n4
{t}
n5
{}
n6
{}
n7
{}
δ1(p)
δ2(m)
δ3(m)
Fig. 6: Example history to show that using lca (n2) rather than dom (n1) is not
safe
⊓⊔
To avoid being unsafe, our actual S0merge(h) uses the lowest common domi-
nator rather than the lowest common ancestors.
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B Visualized Example
Figure 7 shows how each command discussed in Section 2 extends the software
history from Figure 2a.
n1
{t1,t2,t3,t4}
n2
{t1,t4}
n3
{t2,t4}
n4
{t1,t4}
n5
{t2,t4}
n6
{t2,t4}
n7
{t3}
n8
{t1,t2,t4}
δ1(m)
δ5(p)
δ3(m)
δ2(p)
δ4(p)
δ6(q)
(a) Merge: git merge b1 b2
n1
{t1,t2,t3,t4}
n2
{t1,t4}
n3
{t2,t4}
n4
{t1,t4}
n5
{t2,t4}
n6
{t2,t4}
n7
{t3}
n8
{t4}
δ1(m)
δ5(p)
δ3(m)
δ2(p)
δ4(p)
δ6(q) δ1(m)
(b) Cherry-pick: git cherry-pick n2
n1
{t1,t2,t3,t4}
n2
{t1,t4}
n3
{t2,t4}
n4
{t1,t4}
n5
{t2,t4}
n6
{t2,t4}
n7
{t3}
n8
{}
δ1(m)
δ5(p)
δ3(m)
δ2(p)
δ4(p)
δ6(q) -δ5(p)
(c) Revert: git revert n6
Fig. 7: Extensions of example software history from Figure 2c
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Activator a3bc65e 1.2 14 1499 446 10 29 32.35 93.93 95.73
TimesSquare d528622 0.31 22 145 50 1 1 35.86 65.71 96.00
Astyanax ba58831 2.0 59 725 134 3 14 20.82 23.04 94.02
Bootstrap c75f8a5 3.2 474 6893 1573 21 557 31.20 25.75 83.21
Cucumber 5416686 1.2 145 2495 413 21 148 23.32 15.92 77.48
Dagger b135011 0.68 32 531 219 1 1 41.61 83.41 100.00
Dropwizard a01bfd7 1.9 96 1855 238 4 9 13.53 16.23 95.37
EGit 701685b 9.5 70 3574 733 1502 30 63.37 28.32 98.22
Essentials 59b501b 27.0 75 3984 565 69 137 19.35 11.59 95.22
Git 0ecd94d 17.2 1140 35120 7785 10511 1973 57.71 42.62 83.22
GraphHopper e2805e4 7.2 13 1265 59 3 59 9.56 3.64 55.93
Jenkins 1c0077d 42.6 400 16950 1038 213 327 9.30 4.83 85.93
Jersey f5a82fa 14.6 28 1320 326 249 12 44.46 35.14 99.07
Jetty 180d9a5 15.5 22 7438 1024 45 999 27.80 6.98 78.62
JGit 7995d87 9.0 83 2801 615 774 24 50.44 33.35 97.48
JUnit 9917b9f 3.2 78 1617 250 47 129 26.34 21.33 83.20
LinuxKernel e62063d 484.5 11133 400479 27472 151569 – – 30.12 –
LinuxKVM b796a09 406.2 8542 273639 17483 107768 – – 8.92 –
OkHttp 5538ed2 1.1 26 513 212 1 0 41.52 80.16 100.00
TripPlanner 5e7afa5 83.1 60 5168 333 54 131 10.02 5.47 85.88
OrionClient ffec158 11.9 51 6628 902 218 40 17.50 10.31 93.68
Picasso 29e3461 1.3 33 470 174 11 2 39.78 62.26 98.85
Retrofit 5bd3c1e 0.62 61 631 216 4 2 35.18 58.54 99.07
RxJava ae073dd 1.7 39 1212 267 3 39 25.49 49.74 89.51
Min - 0.31 13 145 50 1 0 9.30 3.64 55.93
Max - 484.5 11133 400479 27472 151569 1973 63.37 93.93 100.00
Median - 5.20 60.50 2175.00 373.00 19.49 34.50 31.77 27.03 94.62
Ari. mean - 47.77 945.66 32373.00 2605.29 11379.25 211.95 31.76 34.05 90.25
Geo. mean - 5.69 79.04 2275.60 415.71 45.60 21.11 18.91 20.49 51.93
Std. Dev. - 121.71 2717.26 93955.04 6343.27 36281.83 447.38 14.19 26.56 10.30
† We use a heuristic to determine the number of authors and rebases
Fig. 8: Statistics for several projects that use Git
C Evaluation Extension
Figure 8 (extension of Figure 3) shows collected statistics for all projects consid-
ered; we include repository locations of the projects (used in the evaluation) in
Figure 9. Finally, Figure 10 shows the linear software histories used to generate
graphs in the evaluation in Section 4.
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Project Repository Location
Cucumber
https://github.com/cucumber/cucumber-jvm.git
GraphHopper
https://github.com/graphhopper/graphhopper.git
JGit
https://git.eclipse.org/r/p/jgit/jgit.git
Retrofit
https://github.com/square/retrofit.git
Functor
http://svn.apache.org/repos/asf/commons/proper/functor/trunk
Goldman Sachs collections
git://github.com/goldmansachs/gs-collections.git
Ivy
https://svn.apache.org/repos/asf/ant/ivy/core/trunk
JFreeChart
svn://svn.code.sf.net/p/jfreechart/code/branches/jfreechart-1.0.x-branch
Fig. 9: Repository locations of the projects used in the evaluation
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(a) Goldman Sachs collections
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(b) Functor
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(c) Ivy
Fig. 10: History statistics of projects used for generated software histories (Sec-
tion 4)
