Abstract-The paper presents an image-based paddy plant variety recognition system to recognize 15 different paddy plant varieties using 18 color-related agromorphological characteristics. The k-means color clustering method has been used to segment the target regions in the paddy plant images. The RGB, HSI and YC b C r color models have been employed to construct color feature vectors from the segmented images and the feature vectors are reduced using Principal Component Analysis (PCA) technique. The reduced color feature vectors are used as input to back propagation neural network (BPNN) and support vector machine (SVM). The set of six combined agro-morphological characteristics recorded during maturity growth stage has given the highest average paddy plant variety recognition accuracies of 91.20% and 86.33% using the BPNN and SVM classifiers respectively. The work finds application in developing a tool for assisting botanists, Rice scientists, plant breeders, and certification agencies.
I. INTRODUCTION
India is one of the principal paddy producing countries in the world and blessed with a rich diversity of around 120,000 varieties. It has been estimated from various surveys that nearly 50,000 of paddy varieties are still being grown in the country. This accessible collection of diverse varieties has made great contributions to rice breeding and played a very important role in the local food security and sustainable development of agriculture. The characterization and recognition of the paddy plant varieties are of great significance and an essential prerequisite in modern day agriculture as they play a major role in plant breeding as well as for plant variety protection. To achieve this, plant breeders have been using DNA markers, plant agro-morphological characteristics and farmer-level surveys. However, these three approaches have inherent uncertainty levels and this can be overcome by employing the computer vision techniques. In India, the uniqueness of a paddy plant variety from existing varieties is established by standard distinctiveness, uniformity, and stability (DUS) testing guidelines (Shobha et al. 2006 ). Distinctiveness means that a variety is clearly distinguishable by at least one essential characteristic from any other variety, whose existence is a matter of common knowledge. Uniformity implies that the variety should be sufficiently uniform in its essential characteristics subject to variation as expected from the features of its propagation. Stability requires the essential characteristics remain unchanged after repeated propagation. The accurate description and identification of paddy varieties are crucial for DUS testing. The identity of a rice variety is established by using a set of morphological characteristics. Sixty-two agro-morphological characteristics are conventionally used in the DUS test for varietal identification from paddy field crops (Sridhar et al. 2016 ). The agromorphological characteristics of paddy plant organs are shown in Fig. 1 . With the increase in the number of paddy varieties, it has become difficult to identify and characterize these varieties only on the basis of morphological characteristics of the crop plant alone. Commonly used conventional DUS procedures are laborintensive, time-consuming, expensive, environment dependent, and many times make subjective decisions. It has enabled the exploration of new methods such as image processing, robotics and high-performance computing to capture multiple observable characteristics at high resolution, high precision, and high throughput. The paddy plants are observed regularly at different growth stages in order to record the agro-morphological characteristics of each variety. The paddy plants of different varieties exhibit color variations in agromorphological characteristics during relevant growth stages (Subudhi et al. 2012 ). The color variations observed are white, green, pink, red, gold, brown, sooty black and several shades of purple. The color-related agro-morphological characteristics recorded at different plant growth stages are listed in Table 1 . From Table 1 , five stages of growth from germination thru maturity are considered and a total of 18 color-related agromorphological characteristics are observed from all the five growth stages. This forms the basis for the present work and the attempt has been made to develop an image processing technique for recording the color variations in plants at different growth stages to automate the task of paddy plant variety identification. To know the state-ofthe-art in automation of such activities in agriculture field, a survey has been made and the following papers have been cited during the literature survey to understand the different applications of computer vision in allied areas of the present work carried out. Gandhi, 2017 ) developed an image-based automated plant species identification system using information provided by different parts of the plants like a leaf, flower, fruit, and bark of the stem. For flower category, the fusion of shape, color and texture features are used. For other categories like stem, fruit, leaf and leaf scan, sparsely coded SIFT features pooled with the spatial pyramid matching approach is used. Maximum accuracy of 98% is obtained from leaf scan images. (Joly A. et al. 2014 ) developed an automated botanical identification system which is able to consider a combination of leaf, flower, fruit, and bark images for plants classification. The shape, color and texture features were used in the classification process.
The local texture features, namely speeded up robust features (SURF), edge orientation histogram (EOH), histogram of lines orientation and position (HOUGH), and Fourier histogram was concatenated with HSV histogram color features for 2200 plant species classification. (Yang et al. 2013 ) discussed the significance of image-based plant phenomics and the multidisciplinary image-based applications for quantifying the physical and biochemical characteristics of rice and other crops. (Caglayan et. al. 2013 ) developed a computer-aided plant identification system using shape and color features extracted from leaf images. The Random Forest classification method was used to classify 32 plant species and obtained a classification accuracy of 96.32%. (Korir et. al. 2013 ) presented a review study on DNA genetic fingerprints based plant identification tests. (Kumar N. et. al. 2012 ) developed an application to identify 184 plant species based on the curvature of the leaf's contour features over multiple scales. The colorbased segmentation was carried out to extract shape features from leaf curvature. The application yielded an average plant identification accuracy of 96.8%. (Shearer and Holmes. 1990 ) identified plants images by colortexture characterization of canopy sections. 3 color cooccurrence matrices were derived for each color attribute (intensity, saturation, and hue) and 11 texture features were calculated from each of the matrices. Average classification accuracy of 91% was achieved for seven common cultivars of nursery stock using discriminant analysis model. (Ito and Akihama, 1962) presented an approach for classifying paddy varieties on the basis of plant height, straw strength, disease resistance, and color of various plant parts. The MUNSELL's color system (leaf color chart) was adopted to quantify the color characteristics in paddy plants. A total of six characteristics, considering three characteristics during heading growth stage and three characteristics during maturity growth stage were selected for discriminating ten paddy varieties.
From the literature survey, it is observed that the several research works have been published on the recognition of plants using shape, color and texture features extracted from the images of plant parts namely leaf, flower, fruit, grain, stem, and bark. Most of the researchers agree on a general workflow to identify plant species based on images of leaves. Very few studies have tackled the problem of classifying paddy plant varieties based on color-related agro-morphological characteristics and the genetic attributes. However, no referable results and sophisticated works have been cited with respect to the paddy plant variety recognition using image processing techniques. This brings the desire of developing a comprehensive paddy plant identification system. The remaining part of the paper is organized into three sections. Section 2 gives the proposed methodology. Section 3 deals with the results and discussion. Section 4 gives the conclusion of the work.
II. PROPOSED METHODOLOGY
The proposed methodology is divided into five stages, namely image acquisition, segmentation, color feature extraction, color feature selection and plant variety recognition Table 2 . The grain samples are having 100% physical and genetic purity. The collected paddy grains were sown separately in raised bed nursery (direct seeding) as per the DUS guidelines. All the necessary precautions were taken to maintain a uniform plant population of each variety. The recommended package of practices was adopted besides providing necessary plant protection measures to raise a healthy crop. The observations were carried out under conditions favoring normal growth and expression of all test characteristics to fulfill the objectives of the study. The field test was conducted during kharif season of 2017 at Mugad, Karnataka, India. 
B. Image acquisition
The images of fifty randomly chosen plants from each paddy variety were captured at five different stages of crop growth period to quantify 18 agro-morphological features listed in Table 1 . A total of 5400 images, considering 20 images per agro-morphological characteristic per paddy variety are considered (20 x 18 x 15 = 5400). The images are acquired under standard lighting conditions. The acquired images of size 1920 X 1080 pixels are cropped to size 400 X 400 pixels to reduce computational overhead, storage requirements and achieve easier training.
C. Image preprocessing
The acquired paddy plant images are subjected for image preprocessing to eliminate the influence of illumination changes and noise. The removal of shading and correction of color changes in the images is accomplished through the histogram equalization technique. A median filter is applied to suppress the noise in the images. The color based segmentation operation is performed using k-means clustering method to extract the target regions from the paddy plants (Luccheseyz and 
D. Color feature extraction
The color composition in the segmented agromorphological characteristic of paddy plant images can be viewed as a color distribution which is characterized using color features. The RGB color model is adopted to quantify the color distribution in all the segmented colorrelated agro-morphological characteristics (C1 to C18) listed in Table 1 . The feature extraction starts with color channel separation. The color channels such as Hue (H), Saturation (S), Intensity (I), Luminance (Y) and two chrominance difference channels, namely Blue Chromaticity (C b ) and Red Chromaticity (C r ) are derived from the R, G, and B color channels using equations (1) through (6) .
From each of the nine color channels (R, G, B, H, S, I, Y, C b , and C r ), five statistical color features, namely mean, standard deviation, range, skewness and kurtosis are extracted using equations (7) through (11) . A total of 45 color features is extracted from all the nine color channels.
Where M, N and P(i, j) denote the dimension of the image matrix, total number of pixels in the image and the color value of i th column and j th row respectively.
E. Color feature reduction
The feature reduction technique using PCA has been employed to decrease the computational overhead and increase the average paddy plant variety recognition accuracy by selecting significant and non-overlapping (highly uncorrelated) color features. The PCA is a powerful tool for analyzing patterns in high dimensional data, which can be compressed by reducing the number of dimensions without losing abundant information. The Algorithm 1 gives the steps involved in the selection of color features using PCA. Step 4: Compute the scatter or co-variance matrices (among-varieties and withinvariety scatter matrix).
Step 5: Compute the eigenvectors (e1, e2,..., en) and corresponding eigenvalues (λ1, λ2, ..., λn) for the scatter matrices.
Step 6: Sort the eigenvectors by decreasing eigenvalues and choose k eigenvectors with the largest eigenvalues to form a n × k-dimensional matrix W (where every column represents an eigenvector).
Step 7: Derive the new color feature set. Use n × k eigenvector matrix to transform the samples onto the new subspace. y = W T × x Where 'x' is a d × 1-dimensional vector representing one sample and 'y' is the transformed k × 1-dimensional sample in the new subspace. Stop.
F. Details of Classifiers

BPNN Classifier
Multilayer back propagation neural network (BPNN) has been used as a classifier in the present work because of its ease and strength in execution for large training data set. Levenberg-Marquardt (LM) back-propagation algorithm is used for the training. The termination error (TE) is set to 0.01, the learning rate (η) is set to 0.05 and the momentum coefficient (µ) is set to 0.6. The sigmoid activation functions are used in the hidden layers. The color features are used to train and test the neural network model. The number of neurons in the input layer is set to the number of chosen color features. The number of output neurons is set to 15. The network is trained and tested for 1000 epochs.
SVM Classifier
Multi-class Support Vector Machine (SVM) is a potential linear classifier based on the concept of decision planes that define decision boundaries. A decision plane is one that separates between a set of objects having different class memberships. It builds a hyperplane from the training data which separates pixels with different class memberships. In the proposed methodology, the preprocessed images are classified using SVM with Gaussian Radial Basis Function (RBF) kernel function. The optimal sigma parameter value of RBF is sampled over the range 1.0 to 2.0. In this work, there are 15 classes of paddy varieties, therefore 15 SVMs are considered.
III. EXPERIMENT SIMULATION AND RESULT ANALYSIS
A total of 5400 sample images are divided into two halves, one half is used for training and other is used for testing. The percentage accuracy of adulteration level classification is defined as the ratio of correctly classified sample images to the total number of sample images considered. The color features from all the 18 agromorphological characteristics of paddy plants are extracted for recognizing 15 paddy plant varieties using the BPNN and SVM classifiers. A total of 270 color feature vectors, considering 18 color feature vectors per paddy variety is constructed. Each feature vector consists of 45 color features. The PCA based feature reduction technique has been employed to optimize the plant variety recognition results.
A. Paddy plant variety recognition based on individual agro-morphological characteristics
The color feature vectors constructed from each of the 18 agro-morphological characteristics considered for recognizing paddy plant varieties. A total of 675 color features per agro-morphological character is extracted from 15 paddy plant varieties and the extracted features are used for training and testing the BPNN and SVM separately. The results of the experiment are given in Tables 3 and 4 . From Table 3 , it is observed that among 18 agro-morphological characteristics, the leaf senescence character has given the highest average paddy plant variety recognition accuracy of 61.73% and the lowest average recognition accuracy of 34.13% is obtained for the character coloration of area below apex. From Table 4 , the leaf senescence character has given the highest average paddy plant variety recognition accuracy of 48.20% and the lowest average recognition accuracy of 34.67% is obtained for the character stem color. The comparison of BPNN and SVM based paddy plant variety recognition performances of using individual color-related agro-morphological characteristic is graphically shown in Fig 4. 
B. Paddy plant variety recognition based on combined agro-morphological characters from all the plant growth stages
All the eighteen color-related agro-morphological characteristics recorded from booting growth stage thru maturity growth stage are considered for the paddy plant variety recognition. In this experiment the color features extracted from all the eighteen color-related agromorphological characteristics are used to train and test the BPNN and SVM classifiers separately. The results of the experiment are given in Tables 5 and 6. From the  Tables 5 and 6 , the maximum average plant recognition accuracies of 67.27% and 65.47% are obtained using BPNN and SVM classifiers respectively. The feature reduction technique PCA is employed to achieve better recognition results and the improved results are given in Tables 7 and 8. From Tables 7 and 8, the A methodology for recognizing paddy plant varieties by combining agro-morphological characteristics from the respective plant growth stages has been implemented. Four growth stages are considered, namely, booting, anthesis half-way, milk development, and maturity. The characteristics from of each of the growth stages are combined. The color features from all the combined agromorphological characteristics are used for training and testing the BPNN and SVM separately. The results of the experiment are given in Tables 9 and 10. From the Tables  9 and 10 , the maximum average plant recognition accuracy of 70.93% is obtained by combining agromorphological characteristics observed during maturity growth stage using BPNN classifier, whereas SVM classifier yields the maximum average plant recognition accuracy of 63.13%. In order to improve the recognition results, a feature selection technique PCA is employed. After applying PCA, the color features are significantly reduced with the improved recognition results. The recognition results using BPNN and SVM after applying PCA are given in Tables 11 and 12. From Tables 11 and  12 , the maximum plant recognition accuracies of 91.20% and 86.33% have occurred using combined agromorphological characteristics observed during maturity growth stage by the BPNN and SVM classifiers respectively. The lowest plant recognition accuracies of 56.07% and 54.07% are obtained using the BPNN and SVM classifiers respectively for the combined agromorphological characteristics observed during the milk development growth stage. The BPNN classifier outperforms the SVM classifier in paddy plant recognition using color-related agro-morphological characteristics. Fig.5 shows the average recognition accuracy comparison between the BPNN and SVM classifiers with respect to different plant growth stages. Table 5 . BPNN based recognition results using combined agro-morphological characteristics from all the plant growth stages
Sl.
No.
Set of combined agro-morphological characteristics
Paddy plant variety recognition accuracy (%) Average recognition accuracy (%)  V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15   1  {C1 thro C18}  69  72  66  69  65  69  70  73  66  68  62  69  66  65  60 67.27 Table 6 . SVM based recognition results using combined agro-morphological characteristics from all the plant growth stages
Sl.
Set of combined agro-morphological characteristics
Paddy plant variety recognition accuracy (%) Average recognition accuracy (%) V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15 The present work has explored the use of computer vision and image processing techniques for the recognition of 15 paddy varieties from their plant images. The color variations in 18 agro-morphological plant characteristics have been analyzed using three different color models. A set of six combined agro-morphological plant characteristics recorded during the maturity growth stage gives the highest average paddy plant recognition accuracies of 91.20% and 86.33% using the ANN and SVM classifiers respectively. The BPNN classifier performance is found to be better than the SVM classifier for the work done. The proposed work has a number of advantages when compared with the traditional DUS testing approach for paddy plant recognition, including rapidness and lower cost. The work involves both image processing and pattern recognition techniques have significance to the real world categorization of crop varieties and it can be extended to categorize wheat, barley and maize varieties from the plant images. However the morphological characteristics are not quite enough to discriminate among paddy plant varieties. Furthermore, morphological characters are often influenced by environment, thus making it difficult to assess them quickly and objectively, and requiring repeated observations. In addition, the paddy plants must be grown from seed germination to maturity stage for generation of adequate agro-morphological characters. The proposed methodology can be integrated with the molecular technology approach for unambiguous and quick recognition of similar or closely related paddy plant varieties. Further, the development of three-dimensional modeling of plant images could be useful in improving the accuracy and precision of color related plant characteristics assessment.
