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Defect predictionAbstract Large software projects are subject to quality risks of having defective modules that will
cause failures during the software execution. Several software repositories contain source code of
large projects that are composed of many modules. These software repositories include data for
the software metrics of these modules and the defective state of each module. In this paper, a data
mining approach is used to show the attributes that predict the defective state of software modules.
Software solution architecture is proposed to convert the extracted knowledge into data mining
models that can be integrated with the current software project metrics and bugs data in order
to enhance the prediction. The results show better prediction capabilities when all the algorithms
are combined using weighted votes. When only one individual algorithm is used, Naı¨ve Bayes
algorithm has the best results, then the Neural Network and the Decision Trees algorithms.
 2014 Production and hosting by Elsevier B.V. on behalf of Ain Shams University.1. Introduction
The data mining approach is used to discover many hidden
factors regarding software. This includes the success factors
of software projects that attracted researchers a long time
ago [1], the support of software testing management [2] and
the defect pattern discovery [3]. The software defects estima-
tion and prediction processes are used in the analysis of soft-
ware quality [4]. They are also used to estimate the required
effort and cost of maintenance after delivery [5]. The maintain-ability evaluation depends mainly on the use of software
design metrics [6].
The quality of software depends on the maturity level of the
software development processes [7]. In [8], Kelly stressed the
importance of inspections to minimize the densities of defects,
especially the requirements and design inspections. The num-
ber of defect densities decreased exponentially in the coding
phase because defects were ﬁxed when detected and did not
migrate to subsequent phases. This peer review based inspec-
tion process becomes very expensive and unrealistic in the cod-
ing phase because the code review process is labor intensive; 8–
20 LOC/minute can be inspected and this effort repeats for all
members of the review team [9].
Therefore, the prediction of potential defective modules (on
the code level) will be useful to prioritize which modules are
the best candidates for this expensive code reviews, inspection
and through testing. This prediction process is a complemen-
tary approach that should be used carefully to avoid the trend
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defects which may be missed. Because assessing software goes
toward areas that are believed to be mission critical, several
defect detectors based on static code measures are proposed
[10].
With the existence of software repositories including [11],
several attempts are done to use empirical data to construct
and validate different static defect models for multiple soft-
ware projects or different versions of the same project [12].
One of these attempts is the NASA data sets online [13] which
contains ﬁve large software projects with thousands of mod-
ules. Each set includes introductory text that lists and explains
the static measures and other variables of each project. Data
points correspond to modules and their statistic measures as
well as a binary variable indicating whether the module is
defective or not.
In order to model the causes of defective modules, static
measures obtained from source code, mainly size, coupling,
cohesion, inheritance, and complexity measures are used to
determine whether a module is defective or not [14]. In
[2,3,15], data mining techniques are used to search for rules
that indicate modules with a high probability of being defec-
tive. Other techniques include the use of SVM and Service ori-
ented architecture using expert COCOMO [16,17]. Koru and
Liu used PROMISE repository to analyze the datasets repre-
senting the ﬁve projects provided by NASA [14,18]. The data
sets are stratiﬁed according to module size. They found
improved prediction performance in the subsets that included
larger modules. Based on these results, they developed some
guidelines that practitioners can follow in their defect-predic-
tion efforts. These guidelines can help to overcome the low pre-
diction performance, reported by Khoshgoftaar and Menzies
[19,20]. However, these guidelines are not converted to a real
software system that is integrated with compilers to guarantee
that software developers follow the guidelines and write code
that minimize the probability of having defective modules.
The absence of an established benchmark makes it hard, if
not impossible, to compare approaches. Refs. [21,22] present a
benchmark for defect prediction, in the form of a publicly
available data set consisting of several software systems, and
provide an extensive comparison of the explanative and predic-
tive power of well-known bug prediction approaches. Ref. [23]
proposed a framework for benchmarking the classiﬁcation
models for software defect prediction and found that no signif-
icant performance differences could be detected among the top
17 classiﬁers. An analysis of several software defect models is
found in [24].
An extensive comparison is performed of many machine-
learning algorithms on the PROMISE data sets [19]. However,
the results of this comparison do not indicate that a speciﬁc
algorithm has signiﬁcant better results in the capabilities of
prediction.
The aforementioned challenges can be summarized to three
points. There is a need for effective software tools that uses
data from available software repositories to predict the defec-
tive modules of a new software project in order to enable the
project managers and quality team to know where to invest
their time in testing and debugging. Because there is no conclu-
sive ﬁnding of the best data mining technique which solve the
problem of predicting defective modules in software projects,
these tools should apply and combine different data mining
techniques and compare the results.The contributions of this paper are worth consideration for
two reasons. Firstly, it provides a solution architecture that
can enhance software development based on data in software
repositories. Most of the aforementioned references converted
the software metrics into knowledge and rules that should be
used by experienced development team members to enhance
their code. However, there is a lack of a software architecture
that can be implemented and integrated with compilers to use
these extracted knowledge to warn the less experienced soft-
ware development team members of potential defective mod-
ules and enable the project manager to assign more resources
to these potential defective modules. The integration of the
data mining models with bugs tracking databases and metrics
extracted from software source code leads to have more accu-
rate results. Secondly, the paper provides a benchmark that
provides an ensemble of data mining models in the defective
modules prediction problem and compares the results. This
benchmark has the same conditions including the same input
dataset, the same percentage of the training dataset and the
same feature selection approach. The paper proposes a com-
bined approach to get better prediction results according to
the values of precision, recall, accuracy and F-measure.
The remainder of this paper is organized as follows: Section
2 discusses related work and highlighted the most important
approaches that are used to tackle the problem of extracting
software defect models. This section can be skipped if the
reader is familiar with software defect models literature. Sec-
tion 3 presents the methodology used in this research. This
includes the used metrics, proposed architecture, data collec-
tion methodology and the used data mining algorithms. In
Section 4, the results of applying the data mining tools on sev-
eral projects are presented. A thorough analysis and discussion
are presented. Finally, Section 5 concludes the paper.2. Related work
A software defect is deﬁned as a deﬁciency or an issue arising
from the use of a software product and causes it to perform
unexpectedly. The ways to practically identify, and prioritize
defects are addressed in several researches including [25].
Ref. [26] listed the top ten practices to reduce defects. An effec-
tive defect ﬁghting strategy has many techniques that are
described in [27,28].
Defects are real, observable indications of the software
development progress from a schedule viewpoint [29]. Deter-
mining whether a new software change is buggy or clean is
used to predict latent software defects before releasing the soft-
ware to users [30]. Boehm found that about 80% of the defects
come from 20% of the modules, and about half the modules
are defect free [26]. Defects in the software cause failures of
the programs during operation. Software failure intensity is
related to the number of defects in the program [31]. Systemat-
ically conducted unit and system tests play an important role
in revealing faults that lead to failures during the software exe-
cution [27]. It is natural to expect the continued discovery of
defects after the software is placed into operation. Fixing
Defects in the operational phase is considerably more expen-
sive than doing so in the development or testing phase.
Cost-escalation factors ranges from 5:1 to 100:1 [26].
The study of defect prediction can be classiﬁed into two
categories: dynamic models and static models. The dynamic
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predict the future number of defects based on the defects dis-
tribution over time. These dynamic models use the number
of defects detected in the earlier phases of the development
process as the independent variable [32]. Defect prediction
and estimation models are used to predict the total number
of defects and their distribution over time. Dynamic models
require defect data and are used once the tracking of defects
starts [29]. The number of remaining defects in an application
under development may cause faults in the product that should
be studied carefully to ensure reliability [33–36]. This number
is one of the most important factors that allow one to decide
if a piece of software is ready to be released to customers
[37,38]. An old review of these researches is found in [39].
Dynamic defects models follow distribution patterns
including Rayleigh distribution and other similar curves
[40,41,42]. Ref. [43] found that the previous assumption of
the Rayleigh distribution is not valid for current complex pro-
jects and proposed a linear combination of Rayleigh curves is
to match the collected empirical data. Ref. [44] found that soft-
ware estimation models that are based on COQUALMO are
useful in facilitating the right balance of activities to meet qual-
ity goals.
The static defect models attempt to predict the number of
defects in a software product or project according to the prod-
uct/project characteristics and metrics (i.e. measurements of
software products [45]). The used software metrics include
complexity, lines of code, volume, size and other metrics
[46,47]. Fenton criticized the numerous software metrics and
statistical models that use the size and complexity metrics to
predict defects [48]. He recommended holistic models for soft-
ware defect prediction, such as Bayesian Belief Networks. Sev-
eral researchers used and enhanced Bayesian networks
techniques since that [49–52]. Ref. [51] introduced a Bayesian
Belief Networks based commercial software tool, AgenaRisk.
Ref. [53] presented a framework for conducting software defect
prediction as aid for the practitioner project managers and
provided a guide to the body of existing studies on defect
prediction.
Other researches regarding defect models include regression
models [54,55], statistical models and machine learning based
models [56,57]. This includes artiﬁcial neural networks,
instance-based reasoning, decision trees, and rule inductions.
Many techniques are used as enhancements to predict
unknown or missing data like [58]. Other static models include
regression models [19] and metric based technology [30]. Other
infrastructures include SUDS for creating dynamic bug detec-
tion tools [59,60] which contains phases for both static analysis
and dynamic instrumentation allowing users to create tools
that take advantage of both paradigms [59–61].
Because data regarding many characteristics are usually
missing, rough sets can be used to overcome the missing data
[62,63]. [58] introduced a set of fuzzy modeling systems that
enable the use of (easy-to-measure features), to estimate the
hard-to-measure features with a high accuracy. Many
researchers searched for the best mathematical models for a
special class of software systems or for a certain task like main-
tenance [64].
Starting from an existing static prediction model, Refs.
[65,66] have introduced a new approach, using the time-scale.
Because ‘‘noise’’ complicates the analysis of defects, Ref. [67]
proposes approaches to deal with the noise in defect data bymeasuring the impact of noise on defect prediction models.
It is found that use of the moving averages and exponential
smoothing methods produce defect-occurrence projections
that are worse than using the original data without processing
[22]. Ref. [68] veriﬁed the existence of variability in a bug pre-
diction model’s accuracy over time.
There is a difference between bugs in the open source soft-
ware (like Debian) and regular software bugs due to the differ-
ence in the number of testers and bug reporters [69]. In [70], an
empirical case study regarding the releases of the OpenBSD
open source is presented. Rodriguez used datasets from the
PROMISE repository and apply feature selection and genetic
algorithm to work only with those attributes from the datasets
capable of predicting defective modules [71]. Guo suggested
the use of random forest approach to enhance the prediction
capabilities [72]. Many studies suggest the use of data points
that represent larger modules only to improve the prediction
capabilities [73] because a large portion of the small modules
is usually non-defective.
All the aforementioned references showed that the software
defect prediction problem has two unsolved challenges. Firstly,
the data mining models that converted the available software
repositories into knowledge and guidelines for development
team should be embedded in software solution architecture
to be useful. This software solution architecture should be inte-
grated with compilers and bug tracking systems to provide
instant feedback about potential defective modules to the
development team. Secondly, it is believed that using single
detector models will not lead to accurate prediction. Therefore,
a software system that combines different data mining models
and compare them should be available in the problem of pre-
dicting defective software modules.
3. Methodology
The methodology of this paper will be presented in the next
subsections. These subsections include the used software met-
rics, the data collection procedures, the used data mining mod-
els, the solution architecture and the used performance
criterions.
3.1. Software metrics
The used software metrics include McCabe metrics, Halstead
metrics, branch-count and ﬁve different measures representing
the lines of code [10]. The McCabe metrics are a collection of
four software metrics: cyclomatic complexity, essential com-
plexity, design complexity and Lines of Code (LOC). Cyclo-
matic Complexity, or ‘‘v(G)’’, measures the number of
‘‘linearly independent paths’’. Essential Complexity, or
‘‘eV(G)’’ is the extent to which a ﬂowgraph can be ‘‘reduced’’.
Design Complexity, or ‘‘iv(G)’’, is the cyclomatic complexity
of a module’s reduced ﬂowgraph. The ﬂow graph, ‘‘G’’, of a
module is reduced to eliminate any complexity which does
not inﬂuence the interrelationship between design modules.
Lines of code are measured according to McCabe’s line count-
ing conventions.
The Halstead metrics are categorized into three groups: the
base measures, the derived measures, and lines of code mea-
sures. The base measures include the number of unique opera-
tors, the number of unique operands, the total occurrences of
Table 1 Properties of the software projects datasets used in the repository.
Project ID Development
location
Project Language Number of
modules
Percent of
defective
modules (%)
Notes
01 Location 1 CM1 C 496 9.7 A NASA spacecraft instrument
02 Location 2 JM1 C 10,885 19.0 Real-time predictive ground system: Uses simulations
to generate predictions
03 Location 3 KC1 C++ 2107 15.4 Storage management for receiving and processing ground data
04 Location 3 KC2 C++ 523 20.0 Science data processing; another part of the same project
as KC1 with diﬀerent personnel. Shared some third-party
software libraries with KC1, but no other software overlap
05 Location 4 PC1 C 1107 6.8 Flight software for earth orbiting satellite
Total 15,118 17.9
136 A.H. Yousefoperators and the total occurrences of operands. The derived
measures include the volume, difﬁculty, intelligence, effort to
write the program and time to write it. The lines of code mea-
sures include blank lines, code lines, code and comment lines.
3.2. Data collection
Data is collected from the NASA data sets online [13]. Each set
includes introductory text that lists and explains the static
measures and other variables. Data points correspond to mod-
ules and their statistic measures as well as a binary variable
indicating whether the module is defective or not. The attri-
butes of the used datasets are shown in Table 1.
In this study, to avoid the critiques provided by Fenton
[48], no data points are removed from any project unless it
contains errors. The numbers of records containing errors do
not exceed 0.1% of the data. For example, importing two
records from JM1 ﬁle causes error due to missing columns val-
ues. It is worth mentioning here that although 10,885 records
are stated to exist in the repository for project JM1, onlyTable 2 Deﬁnitions of attributes of each project.
Attribute ID Attribute Deﬁnition
01 Loc McCabe’s l
02 v(g) McCabe ‘‘c
03 eV(g) McCabe ‘‘e
04 iv(g) McCabe ‘‘d
05 N Halstead t
06 v Halstead ‘
07 L Halstead ‘
08 D Halstead ‘
09 I Halstead ‘
10 E Halstead ‘
11 B Halstead ‘
12 T Halstead’
13 LOCode Halstead’
14 LOComment Halstead’
15 LOBlank Halstead’
16 LOCodeAndComment Halstead’
17 uniq_Op unique ope
18 uniq_Opnd unique ope
19 total_Op total oper
20 total_Opnd total oper
21 branchCount of the flo
22 defects module has7087 record were available. Therefore, the total number of
actual available records used is 11,325 records representing
the ﬁve projects.
The data used in this study came from ﬁve large software
projects. The used attributes are shown in Table 2. The Num-
ber of attributes is 22. The lines of code measures are repre-
sented by ﬁve different measures. Also, three McCabe
metrics and twelve Halstead measures are used. Also a
branch-count is used as an additional input ﬁeld. The solution
uses the defects attribute as a goal predictable ﬁeld. Table 2
deﬁnes the attributes of the modules. All attributes are numeric
except the predicted attribute (defects) which is Boolean. The
equations governing the derived attributes are summarized in
Table 3.
3.3. Data mining models
This paper uses four models for static defect prediction. They
are Naı¨ve Bayes, Neural Networks, Association Rules and
Decision Tree. They are selected because of their capabilitiesine count of code
yclomatic complexity’’
ssential complexity’’
esign complexity’’
otal operators + operands
‘volume’’
‘program length’’
‘difficulty’’
‘intelligence’’
‘effort’’: effort to write program
‘Number of Delivered Bugs’’
s time estimator: time to write program
s line count
s count of lines of comments
s count of blank lines
s count of lines which contain both code and comments
rators
rands
ators
ands
w graph
/has not one or more reported defects
Table 3 Governing equations of derived attributes.
Attribute Equation
Halstead ‘‘difficulty’’ D = 1/L
Halstead ‘‘intelligence’’ i = L0 * V0
Halstead ‘‘effort’’:
effort to write program
e = V/L
Halstead ‘‘Number of Delivered Bugs’’ b = V/3000
Halstead ‘‘time estimator’’:
time to write program
t = E/18 s
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weighted voting rule approach. The output decision of each
model is assigned a weight and the overall decision is the
weighted average of this individual decision. The models are
applied to a table that contains the data of all the modules that
represent the union or superset of all aforementioned projects.
Input data is randomly split into two sets, a training set and a
testing set. The percentage of data for testing is selected to
30%. The training set is used to create the mining model.
The testing set is used to check model accuracy.
The Naı¨ve Bayes algorithm uses Bayes theorem and does
not take into account the dependencies that may exist between
input variables. The Neural Network algorithm creates a per-
ceptron network that is composed of up to three layers of neu-
rons. These layers are an input layer, an optional hidden layer,
and an output layer. Both the Naı¨ve Bayes and the neural net-
work algorithm are readable by the machine but not readable
by humans. Therefore, the development team will use their
viewers including the dependency network viewer and the attri-
bute discrimination viewer to explore relationships.
Association rules are if/then statements that help uncover
relationships between seemingly unrelated data in a relational
database or other information repository. They are readable
by the humans. For example, an association rule could be
‘‘If the lines of code is larger than 400, the module are 80%
likely to be defective’’.Figure 1 Solution architecture for defective module idThe decision trees algorithm is a classiﬁcation algorithm for
use in predictive modeling. The decision trees algorithm builds
a data mining model by creating a series of splits in the tree.
These splits are represented as nodes. These nodes can be
understood by the development team by using the decision tree
viewer.
3.4. Solution architecture
The solution architecture of the proposed system is shown in
Fig. 1. The software repositories data (shown in the top right
corner) are fed to the data mining algorithms. The user can
deﬁne which projects to include in the data mining process
and which to exclude, depending on their similarity to the soft-
ware project to be predicted. Several data mining models are
created including Naı¨ve Bayes, Neural Networks, Association
Rules and Decision Tree. When the current project software
development lifecycle starts, the source code of the current
project (shown in the top left corner) is evaluated by the met-
rics evaluator and fed with the bug tracking data to the predic-
tor data mining algorithms. The results of applying the models
to the current project data to predict which modules are
expected to be defective are sent to the development team.
Also, hints to solve these defective modules are passed to the
programmer. For example, ‘‘module1 should have less LOC’’
or ‘‘minimize the complexity of module2’’.
3.5. Performance criteria
In order to evaluate the different data mining models perfor-
mance, the measures of precision, recall, accuracy and F-mea-
sure are used. In statistical analysis of binary classiﬁcation, the
F-measure is a measure of a test’s accuracy. It considers both
the precision and the recall of the test to compute the score.
The F-Measure can be interpreted as a weighted average of
the precision and recall, where an F1 score reaches its best
value at 1 and worst score at 0. The traditional F-measure is
the harmonic mean of precision and recall.entiﬁcation using data mining and software metrics.
138 A.H. YousefPrecision ¼ tp=ðtpþ fpÞ
Recall ¼ tp=ðtpþ fnÞ
Fmeasure ¼ 2 Recall  Precision=ðRecallþ PrecisionÞ
where tp is the number of true positives; fp is number of false
positives; fn is number of false negatives and tn is number of
true negatives4. Results and discussion
Data is analyzed using the four different data mining algo-
rithms. The results and discussions of executing the aforemen-
tioned data mining models are shown in the following
subsections under the headings: association algorithm, Naı¨ve
Bayes, Neural Networks, Association Rules and Decision
Tree. Each section contains the results of the ‘‘All Modules
Data Table’’ that represents the ﬁve projects. The section is
ﬁnalized with a performance evaluation comparison of the
algorithms.
4.1. Simple correlation
Data of the all modules data table show that the variations
between defects probability in different projects are very high.Figure 2 Simple correlation of between defective ﬁeld and
Figure 3 Dependency network of the Naı¨veIt is clear also that the order of the attributes is different from
one project to another. Fig. 2 shows the order of attributes that
affect the defective attribute. As shown from the left top corner
of Fig. 2, the project attribute is the most affecting factor of
defective modules and non-defective modules. Other secondary
factors are dependent on the project. For example, project
CM1 depends on UniqueOperand and IOComments while
JM1 depends on IV(g) and branch count.
4.2. Results of Naı¨ve Bayes classiﬁer
Naı¨ve Bayes algorithm is applied to the data table representing
the ﬁve projects. The dependency network of the Naı¨ve Bayes
algorithm is shown in Fig. 3. The results for the top twenty
rows of the attribute discrimination viewer are shown in the
following Fig. 4. The attribute discrimination viewer shows a
colored bar that indicates how strongly the attribute value
favors certain predictable attribute value.
Fig. 3 shows that the Branch Count is the most important
factor that determines the defective attribute. The complexity
measures iv(g) and v(g) come next in importance, and then
the lines of code measure. The nodes in the dependency net-
work, when viewed clockwise, have descending order in
importance.
Fig. 4 shows that when the design complexity iv(g) is small
(less than 5.6) and when the Branch Count is small (less thanother ﬁelds (for all projects and each individual project).
Bayes classiﬁer for the all projects dataset.
Figure 4 Attribute values and their probability on the defective ﬁeld.
Extracting software static defect models using data mining 1399.8), it is expected that the module is not defective. When the
values of these attributes are higher, the probability to have
defective module is high.
4.3. Results of neural network classiﬁer
The neural network attribute discrimination viewer is shown
below in Fig. 5. It shows the value range of each attribute,
the expected state of the module to be defective or not and
the expectation probability.
The ﬁrst lines of the discrimination viewer (Fig. 5) show
that high value of complexity presented by essential complex-
ity Ev(g), branch count and design complexity iv(g) causes
high prediction probability of defective modules. When thecyclomatic complexity v(g) is larger than 218, it is expected
the modules will not be defective with probability 71.9%.
The probability of having non-defective modules decreases
to 63.6 when v(g) decreases to be in the range from 68.3 to
218.
4.4. Results of association rules classiﬁer
The association rules viewer is shown in Fig. 6. It shows the
association rules sorted by the results of the predictive defec-
tive attribute, then by importance and then by probability.
The probability describes how likely the result of a rule is to
occur. The importance is designed to measure the usefulness
of a rule.
Figure 5 Attribute discrimination of the neural network data mining algorithm.
140 A.H. YousefThe dependency network is shown in Fig. 7 with strongest
relations appear ﬁrst and weakest relations appear last. The
dependency network of the association rules data mining algo-
rithm always contains large number of nodes, compared to
other algorithm because it does not only show the attributes
that affect the predictive state but it shows also the possible
values of these attributes.
4.5. Results of decision tree classiﬁer
A decision tree is composed of a series of splits, with the
most important split, as determined by the algorithm, at
the left of the viewer in the ‘‘All’’ node. This is shown in
Fig. 8. Additional splits occur to the right. The ﬁrst split is
the most important because it contains the strongest split-
causing condition in the dataset. On each node in the tree,
the viewer displays the condition that caused the split and
a histogram that represents the distribution of the states of
the predictable attribute, ordered by popularity. The back-
ground color of each node represents the concentration of
cases.
The dependency network of the decision tree algorithm is
shown in Fig. 9. Fig. 9 shows that the branch count is the most
important attribute, then the number of lines that contain both
code and comment. Again, the attributes are sorted in a waythat show weaker dependencies when we move in the clockwise
direction.
4.6. Accuracy of models
Comparing the accuracy of the different models is an impor-
tant task to evaluate the correctness of the data mining algo-
rithms. Two techniques are used here. They are the lift chart
and the classiﬁcation matrix. The lift chart comparison of data
mining algorithms is shown in Fig. 10. Table 4 shows the clas-
siﬁcation matrix and the derived metrics of accuracy, preci-
sion, recall and F-measure.
It is clear from the lift chart that population correct% of all
algorithms is nearly equal. This is homogenous with accuracy
results represented by the accuracy column of Table 4. It is
clear also that the association rule algorithm has a region
which has no improvement of the percentage of correct popu-
lation, represented by the ﬂat horizontal curve representing the
range between 40% and 60%.
The derived measures of accuracy, precision, recall and
F-measure are calculated from the classiﬁcation metrics for
the four algorithms. It is clear from Table 4 that although
the accuracy values are nearly the same for the four
algorithms, the differences in precision, recall and F-Measure
values are very signiﬁcant. This note is very consistent with
Figure 6 Top 20 association rules and their favorite state.
Figure 7 Dependency chart for association rules data mining algorithm.
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Measure are for Naı¨ve Bayes, then the Neural Network and
the Decision Trees algorithms.The ﬁfth row shows the use of the weighted voting algo-
rithm to combine the decisions of the four models. The values
of accuracy, precision, recall and F-measure are much better
Figure 8 Decision tree.
Figure 9 Dependency network of the decision tree algorithm.
Figure 10 Lift chart comparison
Table 4 Classiﬁcation matrix, precision, recall, accuracy and f-mea
Data mining algorithm Defective ﬁeld True (Actual) False (A
Association rules True (Predicted) 35 16
False (Predicted) 776 2650
Decision tree True (Predicted) 221 206
False (Predicted) 590 2380
Naı¨ve Bayes True (Predicted) 367 468
False (Predicted) 444 2118
Neural network True (Predicted) 263 364
False (Predicted) 548 2222
Weighted voting rule of the
four algorithms
True (Predicted) 417 418
False (Predicted) 344 2118
142 A.H. Yousefthan the use of any individual algorithm. However, the
weighted voting algorithm has the drawback of having no
viewers that explain the relationships between the input attri-
butes and the defective module output attribute.s of data mining algorithms.
sure of data mining algorithms.
ctual) Precision (%) Recall (%) Accuracy (%) F-measure (%)
68.6 4.3 77.2 8.1
51.8 27.3 76.6 35.7
44.0 45.3 73.2 44.6
41.9 32.4 73.2 36.6
49.9 54.8 77.6 52.3
Extracting software static defect models using data mining 1435. Conclusion and future work
The knowledge of available software repositories can be inte-
grated with current software development tools and bug track-
ing systems to notify software developers with potential
software defective modules. Data mining algorithms can be
used to show the software project managers, quality team
members and programmers the relationships between the qual-
ity metrics and the potential defective modules using the differ-
ent viewers. These viewers include the dependency network
viewer, attribute discrimination viewer and the lift chart com-
parison viewer. The data mining models have reasonable accu-
rate prediction of these defective modules. The best prediction
performance measures achieved by the use of individual
approach were for the Naı¨ve Bayes algorithm, then the Neural
Network algorithm and the Decision Trees algorithms. The
weighted voting rule approach is used to combine the decisions
of the four models and achieved better results for accuracy,
precision, recall and F-measure.
The authors encourage researchers to check the generality
and validity of the conclusions by applying the same method-
ology to new software projects. Multifunction optimization
techniques may be compared with data mining techniques as
well. Other remaining software engineering challenges should
be considered. These challenges include the validity of the
architecture and software metrics tools with the existence of
in-line assembly code, or the parallel programming embedded
code sections inside C, like the case of CUDA.
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