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Abstract 
Three-dimensional (3D) pore characterisation of cement-based materials is essential for understanding the 
influence of topological pore parameters such as connectivity and tortuosity on transport processes. The main 
objective of this thesis was to develop laser scanning confocal microscopy (LSCM) for 3D imaging and 
quantification of pore structure of cement-based materials at submicron resolution.  
To enable this, a novel approach to reconstruct large volumes of cement-based materials at submicron resolution 
was developed by combining serial sectioning with LSCM. The method uses a series of Z-stacks with 
overlapping regions for stitching based on phase correlation. With this method, no information is lost and the 
spatial resolution is maintained with increase in image size.  
The effects of axial distortion in LSCM images caused by mismatch of refractive indices between immersion 
medium and different phases within cement-based materials on various pore attributes were examined. Results 
indicated that parameters including porosity, specific surface area, percolation connectivity, scalar diffusion 
tortuosity and formation factor are not significantly affected by axial distortion. A generic correction method 
was proposed based on measuring the aspect ratio of pulverised fuel ash (PFA) particles in hardened blended 
pastes. The representative elementary volume for 3D pore characterisation of different cementitious systems 
was also investigated using a statistical approach. For a given number of realisations, an image volume of 1003 
µm3 was found to give comparable porosity to that measured by 2D backscattered electron (BSE) microscopy. 
BSE signal variation across pore-solid boundaries was simulated using a 3D Monte Carlo technique to enhance 
image analysis of the pore structure. It was found that a single pore of down to 1 nm can be resolved with field 
emitters under ideal imaging conditions. The Overflow method was also found to be able to accurately segment 
pores larger than 1 µm with errors of ~1% and randomly inclined pores with an average error of ~5.2%. 
Effects of supplementary cementitious materials including silica fume (SF), pulverised fly ash (PFA) and 
ground granulated blastfurnace slag (GGBS) on the 3D pore structure of cement pastes were investigated using 
LSCM in conjunction with BSE microscopy.  Generally, results from both techniques showed that SF enhances 
the pore structure (i.e. decreased porosity and percolation connectivity, and increased diffusion tortuosity) from 
early ages whereas PFA and GGBS show improvements at later ages. The percolation connectivity decreases 
while diffusion tortuosity increases drastically, as porosity reduces to ~15%. Measured 3D pore characteristics 
were used as inputs to simple analytical equations for predicting transport properties. Predicted results agreed 
reasonably well with measured values, mostly within a factor of five. 
An exploratory study into the application of fluorescence LSCM for real-time imaging of early cement 
hydration is also presented. Qualitative and quantitative analyses of microstructural developments in different 
hydrating cementitious systems were made. The advantages and limitations of LSCM for such application are 
also discussed.  
Keywords: LSCM, fluorescence, 3D pore structure, BSE, supplementary cementitious materials, real-time 
imaging, image analysis, transport properties   
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Nomenclature 
Abbreviations 
a.u. Arbitrary unit 
AFm Alumina ferric oxide monosulphate 
ASF Axial scaling factor 
AU Airy Unit 
BIB Broad ion beam 
BSE Backscattered electron 
C-A-S-H Calcium aluminate silicate hydrate 
C-S-H Calcium silicate hydrate 
C2S Dicalcium silicate 
C3A Tricalcium aluminate 
C3S Tricalcium silicate 
C4AF Tetracalcium aluminoferrite 
CFE Cold field emitter 
CH Calcium hydroxide 
CLAHE Contrast limited adaptive histogram equalisation 
DOH Degree of hydration of cement 
FIB-nt Focused ion beam nanotomography 
FOV Field of view 
FW50 Full width median 
FWHM Full width at half maximum  
GGBS Ground granulated blastfurnace slag 
ITZ Interfacial transition zone 
LF Limestone filler 
LOI Loss on ignition 
LSCM Laser scanning confocal microscopy 
MAS Magic-angle spinning 
MIP Mercury intrusion porosimetry 
NA Numerical aperture 
NMR Nuclear magnetic resonance 
OPC Ordinary Portland cement 
PFA Pulverised fuel ash 
PMT Photomultiplier tube 
PSF Point spread function 
REV Representative elementary volume 
RH Relative humidity 
RPM Revolutions per minute 
SCM Supplementary cementitious material 
SEM Scanning electron microscopy 
SF Silica fume 
SFE Schottky field emitter 
SiC Silicon carbide 
SNR Signal-to-noise ratio 
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T-LaB6 Lanthanum hexaboride thermionic emitter 
T-W Tungsten thermionic emitter 
VCCTL Virtual cement and concrete testing laboratory 
w/b Water/binder ratio 
w/c Water/cement ratio 
X-ray nCT X-ray nanotomography 
X-ray µCT X-ray microtomography 
 
Roman letters 
A Cross-sectional area of cylindrical disc samples (m2) 
a Fitting constant 
a1 Voxel size 
A3 Integral range 
Aa Area of a planar pore (m2) 
An Cross-sectional area of pore network element (m2) 
Ao Segmented BSE pore area (m2) 
Ap BSE image area (m2) 
ats Total single phase flow of current in pore network (A) 
Bprac Practical brightness of electron beam (A/m2sr) 
C BSE contrast 
C1 Mean oxygen concentration in nitrogen stream at 1 bar (m3/m3) 
C2 Oxygen concentration in oxygen stream at 1 bar (m3/m3) 
CA Concentration of oxygen (mol/m3) 
CI Confidence interval 
CL Confidence level 
d Pore entry size / pore diameter (m) 
D Intrinsic diffusion coefficient of a bulk system (m2/s) 
da Airy disk diameter (m) 
dA Diffraction of electron beam (m) 
dC Chromatic aberration of electron beam (m) 
Df Self diffusion of walkers in a free space (m2/s) 
df Degree of freedom 
dI Source image size of electron beam (m) 
dj Mean tangential energy (J) 
Do Free diffusion coefficient (m2/s) 
dp Total probe diameter of electron beam at target (m) 
dS Spherical aberration of electron beam (m) 
dz Optical section thickness of LSCM (m) 
E Margin of error  
e Elementary electric charge (=1.60 × 10-19 C) 
F Formation factor 
Fe Electric field (V/m) 
G0  Oxygen percentage in initial nitrogen stream 
G1 Oxygen percentage in outflow stream 
h Planck’s constant (=6.63 × 10-31 Js) 
ħ Reduced Planck’s constant (=1.05 × 10-31 Js) 
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he Height of emitter tip (m) 
I Attenuated X-ray intensity (a.u.) 
i Water absorbed per unit area of inflow surface (g/m2) 
Io Initial X-ray intensity (a.u.) 
Ip Probe current (A) 
J Emission current density (A/m2) 
JA Flux of gas A (kg/m3) 
jt Image captured at time t 
jt-1 Image capture at time t-1 
k Permeability coefficient (m2) 
kB Boltzmann constant (=1.38 × 10-23 J/K) 
kg Gas permeability coefficient (m2) 
kint Intrinsic permeability coefficient (m2) 
L Thickness of cylindrical disc samples (m) 
La Apparent (shortest) distance between two points of a pore (m) 
Le Actual distance between two points of a pore (m) 
Ln Length of pore network element (m) 
m Mass of sample (g) 
ma Fitting constant for Archie’s Law 
me Mass of electron (=9.11 × 10-31 kg) 
mi ith moment of an image 
mi’ ith moment of a binarised image 
ms Mass of sample at vacuum saturated-surface-dry condition (g) 
n Sample size 
n1 Refractive index of immersion medium 
n2 Refractive index of epoxy resin 
ne Number of electrons 
nr Number of realisations 
P Applied mercury intrusion pressure (N/m2) 
p0 Fraction of below threshold pixels 
p1 Fraction of above threshold pixels 
P1 Pressure of oxygen stream (bar) 
P1* Absolute inlet gas pressure (N/m2) 
P2 Difference between oxygen and nitrogen streams (bar) 
P2* Absolute outlet gas pressure (N/m2) 
Pk Number of points falling on phase k in point-counting 
Pm Mean inlet and outlet gas pressures (N/m2) 
Pn Pinhole size (AU) 
PT Total number of grid points in point-counting 
Q Oxygen diffusion rate (m3/s) 
Q* Oxygen permeation rate at 1 bar (m3/s) 
r Radius of emitter tip (m) 
R Correlation coefficient between sequential image stacks 
R1 Flow rate of nitrogen stream (mL/min) 
R2 Flow rate of oxygen stream (mL/min) 
Ro Electrical resistivity of a bulk system saturated with water (Ω) 
Rw Electrical resistivity of water (Ω) 
s Sample standard deviation 
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S Sorptivity coefficient (g/m2min0.5) 
Sa Surface area of pore (m2) 
Sp Pore specific surface area (m-1) 
T Relaxation time in NMR (s) 
t Time elapsed (s) 
Te Emission temperature (K) 
V Volume of cylindrical disc samples (m3) 
Va Volume of pore (m3) 
VAH Volume fraction of unreacted cement 
Vc Initial volume fraction of cement 
VI Volume of a 3D image (m3) 
Vk Volume fraction of phase k 
Vp Accelerating voltage (keV) 
W Water content  
x Distance of gas diffusion (m) 
xi X-ray path through phase i (m) 
ȳ Sample mean 
yi Sample value 
Z Critical value of Student’s t-distribution  
z0 Replacement grey level representative of below threshold pixels 
z1 Replacement grey level representative of above threshold pixels 
zj Grey value j 
 
Greek letters 
α Level of significance 
αp Beam half opening angle (rad) 
β Klinkenberg constant (N/m2) 
βe Field enhancement factor 
γ Surface tension of mercury (=0.4865 N/m) 
Γ Segmented BSE pore perimeter (m) 
ΔZ Axial shift between sequential image stacks (m) 
ε Surface layer thickness (m) 
ε0 Permittivity of free space (=8.85 × 10-12 F/m) 
εr Relative error 
η Dynamic viscosity of permeating fluid (Ns/m2) 
η1 BSE coefficient of C-S-H 
η2 BSE coefficient at centre of pore 
ηg Dynamic viscosity of permeating gas (Ns/m2) 
Θ One-half angular aperture of objective lens 
θ Contact angle of mercury (=140o) 
λ Light wavelength (m) 
λe Surface relaxivity parameter (m/s) 
λem Fluorescence emission wavelength (m) 
λex Laser excitation wavelength (m) 
µi Linear attenuation coefficient of phase i (m-1) 
ρ1 Water density (≈1000 kg/m3) 
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ρbulk Apparent bulk density of sample (kg/m3) 
ρe Electrical resistance (Ω) 
σ Electrical resistivity of a bulk system saturated with water (S/m) 
σe Electrical conductivity coefficient (S/m) 
σo Electrical resistivity of pore solution (S/m) 
τ Tortuosity 
τD Scalar diffusion tortuosity 
τd Directional diffusion tortuosity 
τs Skeleton tortuosity 
τt Time step for self-diffusion of random walker 
Φ Porosity 
ϕ Work function (eV) 
Φp Accessible porosity 
ΦT True porosity 
Χ Percolation connectivity 
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1 Introduction 
1.1 Background 
It is of vital importance that concrete structures are durable enough to perform as specified during their design 
service life. Inadequate durability of concrete can lead to premature degradation, cracking and loss of structural 
integrity. Degradation of concrete is normally due to the ingress of deleterious species such as carbon dioxide, 
water, chloride and sulphate ions, etc. The ease with which these species travel through concrete depends 
predominantly on the pore structure. As such, accurate characterisation of the pore structure is necessary for 
better understanding of its influence on mass transport in concrete, for more reliable prediction of service life 
and for developing more durable concretes.  
The pore structure of cement-based materials is highly complex, spatially variable, multi-scale and time-
dependent. The presence of supplementary cementitious materials (SCMs) such as silica fume, pulverised fuel 
ash and ground granulated blastfurnace slag further modifies the pore structure due to their effects on the 
hydration processes and kinetics (Berodier and Scrivener, 2015, Muller et al., 2015). There are various methods 
for pore characterisation but many are indirect methods which require careful interpretation of the results 
obtained. One example is the mercury intrusion porosimetry (MIP) which is highly popular despite the fact that 
it substantially underestimates the pore size distribution due to the well-known ‘ink-bottle’ effect (Diamond, 
2000).  
Direct techniques which involve microscopy are essential because they provide an actual image of the pore 
structure. Scanning electron microscopy (SEM) in the backscattered electron mode (BSE) has been developed in 
the past few decades for quantitative imaging of cement-based materials at nano-scale resolution (Scrivener, 
2004). Different phases such as pore, hydration products and unreacted cement can be quantified based on their 
grey levels by means of image analysis. However, a major limitation of BSE microscopy is that it does not 
provide 3D topological information. In reality, the pore structure forms an interconnected network which 
evolves with time. The connectivity, geometrical complexity and other 3D attributes of the pore structure are 
only attainable from 3D images.   
The advancement of three-dimensional (3D) imaging techniques such as X-ray micro CT (X-ray µCT), focused 
ion beam nanotomography (FIB-nt) and laser scanning confocal microscopy (LSCM) has allowed the 
microstructure of porous media to be captured in 3D. Nevertheless, the application of these techniques for 
imaging the pore structure of cement-based materials has proven to be challenging. This is mainly because 
cement-based materials are multi-scale, multi-phase and very dense in nature. Lab-based X-ray µCT is able to 
image a large volume of cement-based materials, but its resolution is often limited to 1 µm and above which is 
clearly insufficient for resolving pores in the submicron range. On the other hand, synchrotron X-ray µCT is 
able to provide submicron resolution (Gallucci et al., 2007) but it is not practical for routine examination due to 
the prohibitively high cost and limited accessibility. FIB-nt offers nano-scale resolution, but the imaging volume 
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is limited to tens of micrometre cube (Holzer et al., 2006a), which is not representative of the overall pore 
structure. 
LSCM is an optical microscopy technique that has long been established for 3D and real-time imaging in 
biological science disciplines. It uses laser and pinholes to remove out-of-focus light to achieve high resolution 
(submicron) 3D imaging. It also allows imaging in an ambient environment so samples do not need to be dried, 
which is an advantage for moisture-sensitive samples. However, the application of LSCM in cement and 
concrete research has been rather limited. A disadvantage of LSCM is that its imaging depth for non-transparent 
objects such as cement-based materials is shallow. 3D LSCM images also suffer from axial distortions due to 
light diffraction and aberrations caused by mismatched refractive indices.  These factors present significant 
challenges for making accurate 3D measurements. Nevertheless, it has been demonstrated by researchers that 
LSCM can be used to performed static imaging of 3D pores, microcracks (Head and Buenfeld, 2006)  and 
‘Hadley’ grain (Head et al., 2006) in concrete at submicron resolution although the attainable image volumes are 
very limited. 
1.2 Objectives 
The overall aim of this research is to develop further LSCM for characterising the pore structure of cement-
based materials. The technique is then applied in conjunction with BSE microscopy to enhance the 
understanding of the influence of SCMs on the pore structure and macroscopic mass transport properties of 
concrete. The sub-objectives are as follows: 
• Optimise LSCM for characterising the pore structure of cement-based materials; 
• Increase the imaging depth of LSCM to achieve a representative volume of the pore structure in 3D at 
submicron resolution; 
• Develop image analysis to segment and quantify pore structure;  
• Study the effects of axial distortion in LSCM images on different 3D pore parameters; 
• Investigate the representative elementary volume (REV) of different cementitious systems for 3D pore 
characterisation; 
• Apply BSE microscopy and LSCM to investigate the influence of SCMs on the pore structure and 
understand how these correlate with mass transport properties;  
• Explore the feasibility of LSCM for real-time imaging of microstructural development in cementitious 
systems. 
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1.3 Thesis outline 
This thesis consists of nine chapters. Chapter 1 introduces the background, objectives and scope of research. 
Chapter 2 provides a literature review on the topics relevant to the scope of research. Chapter 3 gives the 
experimental approach and details of instrumentation, materials and sample preparation. The main findings are 
then presented in Chapter 4, 5, 6, 7 and 8. 
The main issue with LSCM is that the imaging depth in cement-based materials is very limited. This presents a 
significant challenge in obtaining a representative 3D image volume of the internal pore structure of cement-
based materials. In Chapter 4, a new method that enhances the imaging depth of LSCM is presented. The 
method involves serial sectioning and fluorescence imaging to reconstruct a large volume of pore structure in 
cement-based materials at submicron resolution. Applications of the new method are demonstrated on unreacted 
cementitious particles, hardened cement paste and concrete. 
Following image acquisition, the pore structure is extracted for quantification by means of 3D image analysis. 
This is relatively challenging due to the complexity of the pore structure and the effect of axial distortion in 
LSCM images. In Chapter 5, existing algorithms for quantifying the pore structure in 3D are utilised to quantify 
different topological parameters including pore connectivity and tortuosity.  The effects of axial distortion on 
different pore parameters are investigated and a generic correction method is proposed. The representative 
elementary volume (REV) for different cementitious systems and pore parameters are also examined. 
BSE microscopy has long been used for 2D imaging and characterisation of the pore structure of cement-based 
materials. However, the influence of the pore geometry on BSE signal variation across pore-solid boundaries 
has not been properly understood. In Chapter 6, a 3D Monte Carlo technique is used to simulate BSE signal 
across pore-solid boundaries of different configurations. Pore width and depth, and pore-solid inclination angle 
are the main geometrical parameters studied. Simulated BSE images are then used to assess the Overflow pore 
segmentation method. 
The influence of SCMs on the pore structure of cement-based materials has not been microscopically 
investigated in 3D. The main reason to this is that existing 3D imaging techniques do not permit direct imaging 
of a REV of the pore structure at sufficiently high resolution.  In Chapter 7, the serial sectioning and imaging 
method proposed in Chapter 4 is used in conjunction with BSE microscopy assessed in Chapter 6 to characterise 
the pore structure of blended systems containing silica fume, slag and pulverised fuel ash at different w/b ratios 
and curing ages. Results are correlated with transport measurements and used as inputs to predictive models.  
The real-time imaging feature of LSCM has been extensively used for live cell imaging, but has not been well-
developed for cement-based materials. Chapter 8 forms an exploratory study into the feasibility of using 
fluorescence LSCM for real-time imaging of microstructural development in hydrating cementitious systems. 
Fluorescein sodium is introduced into hydrating blended systems through batching water. The growth of 
hydration products is imaged and quantified by image analysis, and compared with simulations. 
Finally, Chapter 9 summarises the main findings and gives recommendations for further research.   
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2 Literature review 
This Chapter presents a literature review on the topics relevant to the scope of this thesis. First, the current 
understanding of pore structure of cement-based materials is reviewed. Next, existing techniques for pore 
characterisation are evaluated, followed by prevailing applications of LSCM to cement-based materials. Finally, 
existing 3D pore quantification methods are discussed. 
2.1 Pore structure 
2.1.1 Overview 
Portland cement is a hydraulic material made up of four major constituents: tricalcium silicate (C3S), dicalcium 
silicate (C2S), tricalcium aluminate (C3A) and tetracalcium aluminoferrite (C4AF). C3S and C2S together 
account for approximately 70% of the total mass of cement. Portland cement reacts with water to produce 
hydration products such as calcium silicate hydrate (C-S-H), calcium hydroxide (CH), ettringite and AFm 
phases. Some of the water becomes chemically bound to hydration products while some becomes physically 
adsorbed to the surface of hydration products, the remaining water stays mobile in the free space. The volume of 
hydration products is ~2× larger than the reacted cement due to its lower density (Neville, 1995, Taylor, 1997). 
Therefore, the total volume of solids increases and porosity decreases as hydration proceeds. The hydration 
products mostly grow in the originally water-filled space between cement particles. Any remaining space 
unoccupied by solids, whether empty or liquid-filled, is generally termed as ‘pore’.  
Pores in a hydrated cement paste can be classified as gel pores, capillary pores, hollow-shell pores, air voids and 
microcracks in the increasing order of size, ranging from nano to millimetre scale. The pore size distribution is 
continuous as the size of different pore types overlaps. It is therefore difficult to define a clear borderline 
between each type of pore. Several classifications have been proposed in literature and these are shown in 
Figure 2.1. For a certain type of pore, there are several possible definitions for the size range. Further 
descriptions of each type of pore are given below. 
Several models (e.g. Powers and Brownyard (1948), Feldman and Sereda (1970), Wittmann (1978), Jennings 
(2008), McDonald et al. (2010), etc.) have been proposed to describe the structure of C-S-H. Nevertheless, the 
actual morphology of C-S-H remains a subject of debate. The main reason is because C-S-H can exist in many 
different forms with different compositions depending on the mix composition, relative humidity, temperature 
and time. Moreover, it is practically difficult to characterise C-S-H without damaging its nanostructure. Jennings 
(2008) visualises C-S-H as globules consisting of multiple layers of C-S-H sheets. The pores between C-S-H 
sheets are known as intraglobular (interlayer) pores (≤ 1 nm) whereas those between globule flocs (30 to 60 nm) 
are known as gel pores. Gel pores can be subdivided into small (1 to 3 nm) and large gel pores (3 to 12 nm) 
(Figure 2.2). Small gel pores are those which remains saturated at 40% RH whereas large gel pores are those 
that become empty. Jennings et al. (2015) later redefined the pore sizes based on experimental water sorption 
isotherms: interlayer pores (≤ 2 nm), gel pores (~2 to 8 nm) and capillary pores (~8 nm to 10 µm). Drying of gel 
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pores and interlayer pores are responsible for irreversible shrinkage and creep. Due to the relatively small size of 
C-S-H pores and the strong presence of water on the surfaces of C-S-H, gel pores are suspected to have small 
influence on transport relative to the larger capillary pores and cracks (Hearn et al., 1994). 
 
(a) 
 
 
(b) 
Figure 2.1: Classifications of pores in cement-based materials proposed by different authors and according to IUPAC. 
(a) from Van Breugel (1991); and (b) from Aligizaki (2006). 
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Figure 2.2: C-S-H model proposed by Jennings (2008). LGP is large gel pore and SGP is small gel pore. 
 
Capillary pores are normally referred to as the initially water-filled space between cement particles, which is not 
subsequently occupied by hydration products. They reduce with decreasing water/cement (w/c) ratio and 
increasing hydration. Due to the complex formation of C-S-H, the resulting capillary pores are highly irregular 
and multiscale (~10 nm to ~10 µm) (Neville, 1995, Aligizaki, 2006). Some of the capillary pores are formed by 
chemical shrinkage, which occurs due to the slightly smaller volume of the hydration products compared to the 
initial volumes of cement plus water. The ultimate contribution of chemical shrinkage to capillary porosity can 
be of the order of 10% (Bentz, 2008).  A recent study (Muller et al., 2013, Muller, 2014) which used proton 
nuclear magnetic resonance (1H NMR) relaxometry to non-intrusively characterise pore structure of sealed 
hydrating white cement pastes showed that the average size of C-S-H interlayer pores is ~1 nm, gel pores ~2.5 
nm and capillary pores ~8 nm in diameter. The average size of the capillary pores is significantly smaller than 
those measured by other direct techniques such as BSE microscopy, e.g. Wong et al. (2012), which are of the of 
the order of a few microns. This is because 1H NMR relaxometry derives the pore size based on the presence of 
water signal (see Section 2.2) and most large capillary pores dry out relatively quickly under sealed conditions 
due to chemical shrinkage.  Those which remain filled with water are the very fine ones which form between 
growing C-S-H needles, known as ‘interhydrate pores’. Based on this criterion, capillary pores can be generally 
divided into fine (~2.5 to 8 nm) and coarse (> 8 nm) capillary pores. Note that the size of the ‘interhydrate pores’ 
overlaps with that of the gel pores reported by Jennings et al. (2015), but Muller (2014) observed reducing 
amount of ‘interhydrate pore’ with increasing hydration. Capillary pores are known to have major effects on 
transport processes. Depending on the degree of saturation, capillary pores can be empty or filled with pore 
solution that facilitates the migration of aggressive ions or gas molecules. The effect of capillary pores on 
transport processes is also dependent on the initial w/c ratio. For w/c ratios < 0.38, the volume of hydration 
products produced by cement hydration may be adequate to block capillary pores and prevent flow, whereas for 
w/c ratio > 0.70, the volume of hydration products will never completely fill capillary pores even when the 
cement is fully hydrated (Hearn et al., 1994).  
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Hollow-shell pores (also known as ‘Hadley’ grain) are voids that form within the original boundaries of cement 
particles (Hadley et al., 2000). During the first 2 to 4 hours of hydration, a shell composed mainly of C-S-H 
forms around the original boundary of the cement particle (Gallucci et al., 2010).  The shell persists while the 
boundary of the cement particle continues to recede as more hydration products form outside the shell via 
through-solution processes, leading to the formation of a gap between the hydration shell and the cement 
particle. This mechanism of hydration may last up to 1 day.  At later ages, hydration products may grow inwards 
within the shell if a remnant cement particle exists.  On the other hand, those which are completely hollowed out 
at early ages may remain hollow or be filled by CH or AFm phases (Kjellsen et al., 1997). The typical sizes of 
hollow-shell pores range from ~1 to ~15 um (Kjellsen and Atlassi, 1999). In comparison to capillary pores, 
hollow-shell pores are larger, particularly in dense systems (Hadley et al., 2000) and the morphology is more 
defined and less tortuous (Head et al., 2006). The influence of hollow-shell pores on transport is not known. The 
shells are reported to be closed and connected by much smaller C-S-H gel pores to outer capillary pores. 
However, connecting channels between hollow-shell pores and outer capillary pores have also been reported 
(Head et al., 2006). 
Air voids are spherical pores formed by entrapped or entrained air. Entrapped air is produced due to improper 
mixing and incomplete compacting of concrete whereas entrained air is intentionally introduced by adding a 
chemical surfactant known as air entraining agent to the concrete. The purpose of air entrainment is mainly for 
enhancing concrete resistance to freeze-thaw attack. The size of entrained air voids can vary between tens to 
hundreds of microns whereas the size entrapped air voids is generally ≥ 1 mm (Aligizaki, 2006) . Although air 
voids are generally isolated, they are found to be interconnected by capillary pores which are finer in size. 
Transport properties such as oxygen diffusivity and permeability have been observed to increase with increasing 
air void content (Wong et al., 2011). 
Microcracks are very small cracks induced by non-structural loads such as drying shrinkage, autogenous 
shrinkage, crazing, alkali-silica reaction, corrosion, freeze-thaw attack, etc. (The Concrete Society, 1992) due to 
the development of tensile stresses caused by internal restraints. The width of microcracks, for example those 
induced by drying-shrinkage, is generally between sub and tens of microns but the length can be up to tens of 
millimetres (Bisschop and van Mier, 2002). Microcracks can be classified into bond and matrix cracks. Bond 
cracks are those which form at the interface between aggregates and cement paste whereas matrix (radial) cracks 
are those which form in the cement paste. Microcracks are interconnected and they may serve as preferential 
paths for the transport of fluids. For instance, Wong et al. (2009), Wu et al. (2014) and Wu et al. (2015) 
observed that concretes subjected to oven-drying (50oC and 105oC) showed increased oxygen permeability due 
to the higher degree of micro-cracking compared to controls dried at milder conditions.  
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2.1.2 Influence of supplementary cementitious materials 
The incorporation of supplementary cementitious materials (SCM) leads to a more complicated hydration 
process because of the interactions between Portland cement and SCMs. SCMs are usually industrial by-
products. Examples include silica fume (SF) from the production of silicon metal or ferrosilicon alloys, 
pulverised fuel ash (PFA) from the combustion of coal, and ground granulated blastfurnace slag (GGBS) from 
iron production. PFA can be further classified into Class C with high calcium and Class F with low calcium 
according to ASTM C618 (ASTM International, 2015). Generally, SCMs have lower contents of calcium 
compared to Portland cement (Figure 2.3a) and thus the resulting C-S-H tends to have lower Ca/Si ratios than 
those in plain cement systems (Figure 2.3b). In the case of slag, aluminium may also be taken up in the form of 
calcium aluminate silica hydrate (C-A-S-H) (Lothenbach et al., 2011). 
 
 
(a) (b) 
Figure 2.3: CaO-Al2O3-SiO2 ternary diagrams of (a) Portland cement and various SCMs; and (b) the resulting 
hydrate phases, from Lothenbach et al. (2011). 
 
SCMs can be purely pozzolanic (e.g. silica fume and Class F PFA) or possess both pozzolanic and latent 
hydraulic (cementitious) properties (e.g. Class C PFA and slag). The pozzolanicity of SCMs generally reduces 
with increasing calcium content and reducing silica content (Malhotra and Mehta, 1996). Pozzolanic SCMs 
react with CH produced by cement hydration in the presence of water to produce secondary C-S-H whereas 
latently hydraulic SCMs react directly with water. The activation of SCMs depends on the alkalinity of the pore 
solution which normally builds up within 24 hours as the hydration of Portland cement releases hydroxyl ions 
and other alkalis (Na+, K+) into the pore solution. The dissolution rate of amorphous silica (silica fume) 
accelerates between pH of 12 to 14 (Bickmore et al., 2006, Lothenbach et al., 2011). Similarly, PFA becomes 
activated at pH of about 13 at which the Si-O-Si links break down (Fraay et al., 1989, Bijen, 1996). On the other 
hand, slag becomes activated at slightly lower pH of between 10 to 12 through the dissolution of its glass 
structure (Taylor, 1997, Kocaba, 2009). The rate at which SCMs react is also dependent on the temperature, 
such that at temperatures below 15oC, the rate is very slow but at temperatures above 27oC, the rate is 
accelerated. Other factors such as composition, fineness and the amount of glass phase may also affect the 
reaction of SCMs (Lothenbach et al., 2011). 
  
30 
 
At early ages, SCMs act as fillers between cement particles (Gutteridge and Dalziel, 1990a, Gutteridge and 
Dalziel, 1990b). The w/c ratio becomes diluted and the surface area of cement particles exposed to water 
increases, leading to increased degree of hydration of cement (Cyr et al., 2006, De Weerdt et al., 2011, Berodier 
and Scrivener, 2015). Moreover, since SCMs do not produce much hydration product at early ages, there is 
more space available for the growth of hydration products produced by cement hydration. Very fine SCMs such 
as silica fume may also physically fill the voids between cement grains to reduce the capillary pore size (Rao, 
2003). Furthermore, the surfaces of SCMs act as nucleation sites for the growth of hydration products, 
particularly in the case of silica fume which has very large surface areas owing to its very fine particle size. 
Nevertheless, the presence of SCMs particularly slag at high replacement levels (> 40%) may delay the setting 
time due to the lack of cement hydration products (Brooks et al., 2000). Thus, the initial capillary porosity may 
be higher than that of plain cement system. At later ages, secondary C-S-H produced by the reaction of SCMs 
fills the capillary pore further and leads to pore refinement whilst more C-S-H gel is produced. The space 
originally occupied by CH which is then gradually consumed by the pozzolanic reaction of SCMs may also be 
filled (Hooton, 1986). Silica fume and PFA (Dyer and Dhir, 2004) are known to reduce the amount of CH over 
time whereas slag is known to have little effect on the reduction of CH (Kocaba, 2009). 
A detailed review on the influence of silica fume, PFA and slag on the pore structure of cement-based materials 
will be given in the Introduction of Chapter 7 and in Appendix IV.  
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2.2 Indirect methods for pore characterisation 
There are many different techniques available for pore characterisation and each measures the pore structure in a 
different way and has its own advantages and limitations. Unfortunately, none of the existing techniques is able 
to characterise the entire pore size range of cement-based materials. These techniques can be generally classified 
into direct and indirect techniques. Direct techniques involve imaging of the actual pore structure by means of 
microscopy. On the other hand, indirect techniques involve series of derivations and assumptions to derive the 
pore characteristics based on the intrusion of foreign liquids or the presence of naturally occurring pore solution. 
Some of the widely used indirect techniques include mercury intrusion porosimetry (MIP), nuclear magnetic 
resonance (NMR) and water vapour sorption. These will be discussed in the following paragraphs. Other 
techniques such as helium pycnometry, thermoporometry, small-angle scattering and low temperature 
calorimetry will not be discussed, but details are available elsewhere  (Aligizaki, 2006, Canut and Geiker, 2011). 
MIP is widely used because it is relatively simple, inexpensive and is able to cover a wide range of pore sizes 
(from a few nanometres to hundreds of microns). It involves the intrusion of non-wetting mercury into the pore 
structure at increasing pressures. Based on the Washburn equation (Washburn, 1921), the pore entry diameter 
can be derived from the applied pressure assuming that the pore is cylindrical: 
P
d
 cos4
          Eq. (2.1) 
Where d is the pore entry diameter (m), γ is the surface tension of mercury (N/m), θ is the contact angle between 
mercury and pore surface (o), and P is the applied pressure (N/m2). MIP does not measure the actual pore size 
but the pore entry size through which mercury intrudes. Therefore, for larger pores which are accessible only via 
very fine pores, measurements are registered based on the intrusion pressure at the fine pores. As a result, the 
overall pore size distribution is substantially underestimated. This is known as the ‘ink-bottle’ effect (Diamond, 
2000). Another limitation of MIP is that it requires pre-drying of the sample to empty the pore structure so as to 
allow for the intrusion of mercury. Drying may alter the pore structure and different drying methods tend to give 
different pore size distributions (Gallé, 2001). The high pressure applied (up to several hundreds of MPa) may 
also cause damages to the pore structure (Olson et al., 1997). The main parameters that can be obtained from 
MIP are the total pore volume, pore size distribution, threshold pore diameter and critical pore diameter. The 
threshold pore diameter is interpreted as the pore entry size at which mercury starts to percolate the pore 
structure. It is taken as the first inflection point on the cumulative intruded volume versus pore size curve 
(Figure 2.4), where a significant mercury intrusion occurs. The critical pore diameter, on the other hand, is the 
pore entry size which permits the maximum percolation throughout the sample. It corresponds to the steepest 
slope on the cumulative curve and is always smaller than the threshold pore diameter (Aligizaki, 2006, Nokken 
and Hooton, 2007).   
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Figure 2.4: Definition of pore parameters measured by MIP, from Nokken and Hooton (2007). 
 
The presence of water in cement-based materials allows 1H NMR relaxometry to be performed to investigate the 
state of water within the pore structure based on the relaxation time of spinning hydrogen nuclei in the water 
molecules (Halperin et al., 1994). There are two relaxation times measured by NMR and they are T1 (relaxation 
in the longitudinal direction) and T2 (relaxation in the transverse direction). The observed relaxation times can 
be used to derive the pore size based on the fast exchange model as follows (Senturia and Robinson, 1970, 
McDonald et al., 2007, Muller, 2014):  
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Where Tobs is the observed relaxation time (T1 or T2, s), Sa is the surface area of pore (= 2 × Aa for a planar pore 
of area Aa, m2), ε is the surface layer thickness (m), Va is the volume of pore (= Aa × d, where d (m) is the pore 
size, m3), Tsurf is the relaxation time of the surface water (s) and λe is the surface relaxivity parameter (m/s). The 
main advantages of 1H NMR are that it is nonintrusive and it does not require pre-drying of the sample and 
hence the pore structure can be continuously monitored over time. Nevertheless, 1H NMR relies on the presence 
of water to detect pores. Given that most large pores which contribute to transport become empty at early ages 
due to chemical shrinkage, they become undetectable by 1H NMR, unless the sample is re-saturated. Moreover, 
grey Portland cement contains iron oxides which may interfere with the magnetic field applied. Figure 2.5 
shows an example of evolution of NMR signal based on T2 relaxation time (pore size distribution) and the signal 
fraction (porosity) for a hydrating white cement paste of w/c ratio 0.40, measured by Muller (2014). 
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(a) 
 
 
(b) 
Figure 2.5: Evolution of (a) NMR signal; and (b) signal fraction for a hydrating white cement paste of w/c 0.40, from 
Muller (2014). 
 
Water vapour sorption measures the amount of water vapour absorbed or desorbed by a porous material through 
accessible pores as a function of relative humidity. At each relative humidity while the temperature is kept 
constant, the mass of a sample at equilibrium is measured to obtain a sorption isotherm as shown in Figure 2.6a 
(Baroghel-Bouny, 2007). The entire process can be extremely slow, usually takes up to months for equilibrium 
to occur. The pore size distribution can be estimated from the sorption isotherm using the BJH method (Barrett 
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et al., 1951) which assumes that the pores are cylindrical, and ‘capillary’ and ‘adsorbed’ water vapour co-exist 
in the pores (Figure 2.6b), and the pore specific surface area can be calculated based on the area occupied by a 
single adsorbate molecule on the pore surface using the BET method (Brunauer et al., 1938) whereas the total 
accessible porosity (Φp) can be calculated as (Baroghel-Bouny, 2007): 
%100
1
bulkdes 



W
p
       Eq. (2.3) 
Where Wdes is the water content at 100% relative humidity, ρbulk and ρ1 represent the apparent bulk density of the 
sample and water density (kg/m3) respectively. Although water vapour is the most commonly used adsorbate, 
gases such as nitrogen and alcohols such as methanol and isopropanol can also be used. Nevertheless, the type 
of adsorbate used can have a significant influence on the estimated porosity and pore size distribution. For 
instance, water vapour tends to give higher porosity and smaller pore size distribution than nitrogen gas does 
because water molecules are able to enter much smaller pores which nitrogen gas molecules are unable to 
(Mikhail and Selim, 1966). Due to the prolonged period of the test, continuous or re-hydration may occur at 
high relative humidity (Baroghel-Bouny, 2007). The sample may also shrink or swell due to changing relative 
humidity (Maruyama, 2010). 
 
 
(a) (b) 
Figure 2.6: (a) Example of water vapour desorption and adsorption isotherms measured at 23 ± 0.1oC on a w/c 0.45 
hardened plain cement paste sealed cured for 2 years; and (b) BJH model for calculating pore size, from water 
vapour sorption experiments, from Baroghel-Bouny, (2007). 
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2.3 Backscattered electron imaging  
Scanning electron microscopy (SEM) operated in the backscattered electron mode (BSE) is a powerful tool for 
direct microstructure characterisation of cement-based materials.  Its main advantage over previously mentioned 
techniques is that it reveals the actual morphology, spatial distribution and heterogeneity of the pore structure. 
The technique involves bombarding a flat and polished surface with a beam of high-energy electrons. When the 
electron beam interacts with the sample, backscattered electrons are generated. The intensity of backscattered 
electrons increases monotonically with the mean atomic number of the underlying phase. As a result, different 
phases exhibit different brightness or grey values in the image recorded. Samples are usually impregnated with 
epoxy resin to preserve the delicate microstructure and produce atomic contrast for BSE imaging.  Therefore, 
for a hardened cement paste impregnated with epoxy resin, the pore structure always appears the darkest, 
followed by the hydration products (C-S-H and CH) and unreacted cement (Figure 2.7). The differing grey 
levels allow the volume fraction of the phase of interest to be quantified based on stereology (Scrivener, 2004). 
Image segmentation which classifies the image pixels into subclasses based on a selected threshold is the most 
crucial step. However, the process is extremely challenging due to the overlapping brightness between different 
phases. This is particularly true for the pore phase due to the microstructural complexity of the interface with 
surrounding hydration products (see Chapter 6). The main methods for pore segmentation from BSE images of 
cement-based materials are the local minima between pore and hydration product peaks, tangent-slope and 
Overflow methods (Scrivener, 2004, Wong et al., 2006b).  
 
(a) (b) 
Figure 2.7: (a) A typical BSE image of a hardened cement paste (w/c 0.7, curing age 28 days); and (b) greyscale 
histogram of (a), from Wong et al. (2006b). HP: hydration products and AH: anhydrous (unreacted) cement. 
 
The minimum pore size that can be resolved depends on the spatial resolution of the microscope. For field 
emission electron microscope, the spatial resolution can be down to a few nanometres. By manipulating 
magnification (up to 30,000× or more), multiscale imaging can be performed to characterise the pores at 
different length scales. In addition to spatial characterisation, chemical composition analyses can be performed 
by integrating energy-dispersive X-ray spectroscopy system. However, sample preparation for BSE microscopy, 
which involves cutting to extract a small specimen for investigation, drying to remove water for epoxy 
AH 
CH 
C-S-H 
Pore 
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polymerisation, vacuum impregnation to force epoxy into the pore structure, grinding and polishing to produce a 
topography free surface, if not done properly, can be damaging and generate artefacts such as microcracks 
(Stutzman and Clifton, 1999) and patch microstructures (Wong and Buenfeld, 2006c). More importantly, all 
information obtained is limited to 2D. This is a particular drawback for characterising pore structures of cement-
based materials which are three-dimensionally (3D) interconnected in nature. This limitation has been 
highlighted by Scrivener (2004) as shown in Figure 2.8.  
 
Figure 2.8: Examples of limitations of 2D BSE microscopy: (a) thickness of layers surrounding particles (e.g. C-S-H 
surrounding cement particles) may appear exaggerated; (b) particle sizes may be underestimated if tips of large 
particles are sectioned by the image plane; and (c) pores which are interconnected in 3D may appear unconnected in 
2D, from Scrivener (2004). 
  
(a) 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) 
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2.4 3D imaging of cement-based materials 
In the past several decades, researchers have tried various methods to characterise the three-dimensional 
microstructure of cement-based materials. Stutzman (1990) performed serial sectioning and imaging of cement-
based materials by means of mechanical polishing combined with SEM. In his study, fiducial marks were made 
on the sample surface with a Knoop indenter to monitor the amount of material removed after each cycle of 
polishing based on the known geometry of the indenter. The specimens were small cement pastes of about 4 
mm2 impregnated with epoxy resin. Specimens were polished using 0.25 µm abrasives for a few minutes, 
imaged, and the process repeated. The thickness of material removed each time was about 1 to 2 µm. Alignment 
of the successive layers to form a 3D image was performed in silico (Stutzman, 9 May 2014). The main 
challenge with the method is to ensure a small and uniform distance between each successive layer, which 
determines the accuracy and Z (axial) resolution of the reconstructed image. It is practically very difficult to 
achieve this on a large heterogeneous sample (such as concrete) and errors increase with increase in the imaged 
area and number of layers.  
The development of focused ion beam nanotomography (FIB-nt) for serial sectioning with a focused gallium 
(Ga+) ion beam combined with SEM equipped with conventional secondary or backscattered electrons or  
electron backscattered diffraction analysis systems has allowed fully automated three-dimensional imaging of 
cement-based materials at nano-scale resolution (Münch et al., 2006, Holzer et al., 2006b, Mac et al., 2012). 
However, the imaged volume is small and limited by the time required for ion beam milling. Figure 2.9a shows 
a schematic illustration of the FIB-nt serial sectioning process with a dual-beam FIB. The ion beam is used to 
prepare the image plane by milling, while the electron beam is used to image the milled plane. The process is 
automated and is repeated for hundreds of times with a reproducible spacing as small as 15 nm (Holzer et al., 
2006b). Figure 2.9b shows the 3D image of a hardened cement paste cube (14 × 14 × 14 µm3) obtained by FIB-
nt.     
 
 
(a) (b) 
Figure 2.9: (a) Schematic illustration of the FIB-nt serial sectioning process with a dual-beam FIB, from Holzer et al. 
(2006b); and (b) FIB-nt 3D image of a hardened cement paste (w/c 0.30, curing age 28 days), image volume is about 
14 × 14 × 14 µm3, from Trtik et al. (2011). 
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To the author’s knowledge, the largest FIB-nt image of a cement-based material documented in the literature is 
65.7 × 46.2 × 33.8 µm3 with a Z resolution of 0.17 μm (Holzer et al., 2006b). This size is clearly insufficient to 
represent mortars and concrete; hence, the technique is more feasible for localised 3D characterisation. Larger 
image areas of > 1002 µm2 can be attained using a Xenon (Xe+) plasma source FIB which has higher beam 
current and sputtering rate than Ga+ FIB (Hrnčíř et al., 2012, Burnett et al., 2016). Desbois et al. (2013) have 
recently incorporated an argon (Ar+) broad ion beam polisher into a cryogenic SEM (BIB-cryo-SEM) to perform 
serial sectioning and imaging of sedimentary rocks. Cross sections of 2 mm2 with slice thickness (i.e. Z 
resolution) of 0.35 μm was achieved but each slice required approximately 2 hours of imaging time. These 
techniques have not been tested on cement-based materials.  
X-ray microtomography (X-ray µCT) acquires 2D projections of the sample at many orientations and uses these 
to reconstruct a 3D image, thus offering non-destructive 3D imaging. X-ray is attenuated to different extents in 
specimen depending upon the material composition, density and depth. Attenuation profiles are then collected 
by a detector to reconstruct a 3D image. The attenuation of X-ray is expressed by the Beer’s Law (Hsieh, 2003): 
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Where I and Io are the initial and attenuated X-ray intensities respectively (a.u.), µi is the linear attenuation 
coefficient of phase i (m-1) and xi is the length of the X-ray path (m). X-ray µCT is able to scan sample volumes 
ranging from tens of microns to tens of centimetres. As such, it has been used to image a wide range of materials 
such as rocks (Dong and Blunt, 2009, Boon et al., 2016, Al-Menhali et al., 2016), fossils (Tafforeau, 2006), 
plants (Mendoza et al., 2007), bone and teeth (Davis and Wong, 1996), etc.  However, its resolution decreases 
with increase in sample volume and is limited by the attenuation coefficient of the sample and the type of X-ray 
source (Hsieh, 2003). The resolution of conventional X-ray µCT is typically  ≥ 1 µm for hardened cement-based 
materials and therefore it has mainly been used for imaging large features such as air voids (Kim et al., 2012) 
and cracks (Promentilla and Sugiyama, 2010). An improved resolution of between 0.5 to 1.0 µm for cement-
based materials can be achieved if synchrotron radiation is used as the X-ray source. Such systems have been 
used to characterise the shape of anhydrous cement particles (Garboczi and Bullard, 2004) and pores in 
hardened cement paste (Gallucci et al., 2007), mortar (Sugiyama et al., 2010), concrete (Lu et al., 2006) and 
alkali-activated binders (Provis et al., 2012). Despite its higher resolution, Gallucci et al. (2007) reported that 
synchrotron X-ray µCT is inadequate for resolving micron-sized pores at later ages (60 days) due to the loss in 
contrast between the pores and hydration products (Figure 2.10a).  Recently, synchrotron X-ray 
nanotomography (X-ray nCT) with a spatial resolution of 30-100 nm has been reported on micron-sized samples 
(Provis et al., 2011, Trtik et al., 2013). In terms of practicality, access to synchrotron radiation sources is limited 
by the availability of facilities. More recently, new laboratory-based X-ray nCTs that reportedly are able to scan 
samples at submicron and nano-scale resolutions have become available. Figure 2.10b shows a 3D image of a 
leached cement paste imaged by such a system at a spatial resolution of 150 nm (voxel size = 63.5 nm) (Bossa et 
al., 2015). It can be seen that the pore structure is not well-resolved despite the fact that the sample is relatively 
porous due to leaching. 
  
39 
 
 
 
(a) 
 
(b) 
Figure 2.10: (a) A 2D image of a hardened cement paste (w/c 0.5, curing age 60 days) imaged by synchrotron X-ray 
µCT at a voxel resolution of 0.7 µm, from Gallucci et al. (2007); and (b) a 3D image (60.8 × 49.4 × 33.3 µm3) of a 
leached cement paste (w/c 0.5, curing age 28 days) imaged by a lab-based X-ray nCT at a voxel resolution of 63.5 nm, 
from Bossa et al. (2015).   
 
Laser scanning confocal microscopy (LSCM) is a 3D optical imaging technique that has been widely used in 
biological research. It uses laser to image a very small spot in the sample and a pinhole to prevent out-of-focus 
light from being detected. By scanning the laser point-by-point across and into the sample, a 3D image is 
formed. Since LSCM is the main focus of this thesis, it will be discussed in detail in Chapter 3. Several authors 
(Lange et al., 1993, Kurtis et al., 2003, Ficker et al., 2010) have characterised the surface roughness of cement-
based materials using the reflectance mode of LSCM. On the other hand, Head and Buenfeld (2006), Head et al. 
(2006) and Head et al. (2008) produced 3D images of capillary pores, ‘Hadley’ grains and microcracks in 
concrete at submicron resolution using the fluorescence mode of LSCM (see Section 2.5). LSCM can achieve a 
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spatial resolution of around 0.2 µm and 0.3 µm in the XY and Z planes respectively by using high numerical 
aperture objective lenses and by minimising the pinhole size (Pawley, 1995). The image area can be of several 
hundreds of microns but the imaging depth is small for non-transparent materials because light scattering limits 
laser penetration and degrades the obtained signal. Imaging depths of ~7 μm for concrete at 0.3 μm Z resolution 
(Head and Buenfeld, 2006) and ~90-100 μm for sandstone (Petford et al., 2001) and marble at 2 μm Z resolution 
(Mauko et al., 2009) have been reported.  
The definition of resolution in the literature can be rather confusing. Spatial resolution and voxel resolution are 
the two main terms that are often used interchangeably to refer to the resolving power of an imaging system, but 
in fact they carry very different meanings. Spatial resolution is the minimum separation between two points that 
can be resolved whereas voxel resolution refers to the total number of voxels or the voxel size that is sampled by 
an imaging system. Irrespective of the terminology used, the minimum resolvable feature in a 3D voxelised 
image is normally 2 to 3 times the voxel size. Therefore, spatial resolution is comparably more meaningful than 
voxel resolution. Most literature, particularly those concerned with X-ray CT and FIB-nt, often report only the 
voxel resolution.   
Table 2.1 summarises the main 3D imaging techniques that have been used to characterise cement-based 
materials over the last decade. The list of references is not exhaustive, but gives an idea of the capabilities, 
advantages and limitations of these techniques for characterising cement-based materials. Note that the 
resolutions given for FIB-nt and X-ray µCT are voxel resolution (some have been ambiguously reported as 
spatial resolution, but in terms of μm/voxel) and those for LSCM are spatial resolution. Although LSCM has 
better resolution than X-ray µCT and images a larger area than FIB-nt, it has a small imaging depth and this 
limits its ability to image a representative volume of cement-based materials. In biological imaging, thick tissues 
can be cut into serial sections of equal thickness by means of microtome (Čapek et al., 2009) or cryostat 
sectioning (Luzzati et al., 2011) and then imaged sequentially by LSCM to form a large 3D image volume. 
However, this technique causes material loss between slices and is not applicable to cement-based materials.  
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Table 2.1: Review of main 3D imaging techniques used for characterising cement-based materials. 
Imaging 
technique 
References 
Image/Sample 
volume (μm3) 
Resolution (μm)* Advantages Disadvantages 
Focused ion 
beam – 
nanotomography 
(FIB-nt) 
Holzer et al. (2006b) 5.2 × 5.4 × 2.9 0.0085 × 0.0108 × 0.017 
• Very high resolution (~10 nm) 
• Compositional imaging in BSE 
mode allows phases with different 
atomic number to be differentiated 
• Extremely small image volume 
• Long acquisition time for serial sectioning 
• Sample preparation may cause microstructural 
damage and unevenly milled surfaces. 
• Relatively expensive 
• Not practical for concrete   
Holzer et al. (2007) 17.1 × 14.6 × 9.2 0.0198 × 0.0251 × 0.04 
Holzer et al. (2006b) 65.7 × 46.2 × 33.8 0.0849 × 0.1077 × 0.17 
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Nano 
Provis et al. (2011) Micron-sized 0.03 
• Large image volume is possible 
• Non-destructive imaging 
• Minimal sample preparation  
• Phases can be differentiated based 
on their composition and density 
• Imaging in ambient environment 
• Resolution decreases with increase in sample 
size (for voxel resolution ~0.5 μm, sample size is 
normally around 1 mm) 
• Access to synchrotron radiation is limited by 
availability of facilities and hence synchrotron 
X-ray tomography is not suitable for routine 
imaging 
 
Trtik et al. (2013) 
(Ptychographic) 
30 (Ø) × h 0.0436 
Micro 
 
Sugiyama et al. (2010)  ≤ 10003 0.5 
Gallucci et al. (2007) 580 (Ø) × h 0.6835 
Provis et al. (2012)  ≤ 10003 0.75 
Bentz et al. (2002)  1000 (Ø) × h 0.95 
Lu et al. (2006)  ≤ 750 (Ø) × h 1 
Monteiro et al. (2009)  ≤ 250 (Ø) × h 1.54 
Rougelot et al. (2010) 
8000 (Ø) × 20000-
30000 
5.3 
Non-
synchrotron 
(lab-based) 
Dauzères et al. (2014) 10003 1 
Kim et al. (2012) 12000 (Ø) × 10000 10.8 (XY); 8.7 (Z) 
Promentilla and 
Sugiyama (2010) 
12000 (Ø) × 24000 12 (XY); 40 (Z) 
Laser scanning 
confocal 
microscopy 
(LSCM) 
Kurtis et al. (2003) 
(Not available)2 × 
18.2 
0.18 (XY); 0.30 (Z) 
[100× objective] 
• Submicron resolution at large 
FOVs (several hundreds of microns) 
• Shorter acquisition time 
• Non-invasive optical sectioning 
• Imaging in ambient environment 
• Limited subsurface imaging depth 
• Significantly poorer resolution compared to 
FIB-nt 
• Sample preparation may cause microstructural 
damage  
• Subsurface imaging of pores and cracks 
requires the presence of fluorescence (only 
interconnected pores and cracks are imaged) 
Head and Buenfeld 
(2006) 
1402 × 7 
0.18 (XY); 0.30 (Z) 
[63× objective] 
* Note that the resolutions reported in this table for FIB-nt and X-ray CT are voxel resolution and those for LSCM are spatial resolution. 
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2.5 LSCM imaging of cement-based materials 
There are two main approaches to imaging cement-based materials with LSCM. The first is in the reflectance 
mode (i.e. reflected light is detected) where surface characterisation is of main interest, or imaging is performed 
through transparent media. The second is in the fluorescence mode where samples are impregnated with 
fluorophores to give off fluorescent light for the imaging of subsurface microstructures that are generally 
translucent in nature. 
Lange et al. (1993) was the first study to report on the use of confocal microscopy to characterise the fractured 
surface of hardened cement paste and mortar samples. However, the confocal microscopy they adopted was a 
tandem-scanning type. Later, Kurtis et al. (2003) and Ficker et al. (2010) used reflectance LSCM to characterise 
the 3D fracture surfaces of fibre-reinforced mortars and hardened cement pastes respectively. Kurtis et al. (2003) 
observed that the surface roughness increased with the volume fraction of fibre; Ficker et al. (2010) formulated 
new surface profile parameters using the topographic maps acquired by LSCM (Figure 2.11). More recently, 
Apedo et al. (2016) used reflectance LSCM to study the geometrical roughness of cement paste and its influence 
on the colonisation of microorganisms. Other existing applications of reflectance LSCM include characterising 
the morphology of silica gel hydration product (Kurtis et al., 2003), monitoring the alkali-silica reaction in 
transparent borosilicate beads (Collins et al., 2004) and observing the depth of microcracks in calcareous PFA 
mortars (Jóźwiak-Niedźwiedzka, 2015). 
 
Figure 2.11: Fracture surface of a hardened cement paste imaged by reflectance LSCM, from Ficker et al. (2010) 
 
Fluorescence LSCM was employed by Head and Buenfeld (2006) and Head et al. (2006) to investigate the 
subsurface 3D pore structure and ‘Hadley’ grain in concrete (Figure 2.12). They introduced epoxy resin stained 
with a fluorescent dye into the samples by means of vacuum impregnation. The purpose was to fill subsurface 
interconnected pores with fluorophores that would become visible when excited with a laser beam. Later, Head 
et al. (2008) employed a similar approach to characterise subsurface interfacial geometry of aggregates in thin-
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sections of mortars and concrete. They discovered that the inclination angle of aggregate interface could affect 
the 2D measurements of porosity and anhydrous cements in the interfacial transition zone. Another form of 
fluorescence imaging of cement-based material is to stain the raw material prior to mixing. For instance, Jenni et 
al. (2003) introduced cellulose ether and re-dispersible polymeric powder stained with fluorescein-5-
isothiocyanate isomer I (FITC) into polymer-modified mortars to enable them to be identified by fluorescence 
LSCM when the mortars hardened. A similar approach was adopted by Wetzel et al. (2012) and Wetzel et al. 
(2015)  to measure the distribution of FITC-labelled polyvinyl alcohol and polycarboxylate ethers 
superplasticiser respectively in hardened mortars.  
 
Figure 2.12: 3D pores and microcracks in a hardened concrete imaged by fluorescence LSCM, pores are filled with 
fluorescent epoxy resin, image volume is about 145 × 145 × 7 µm3, from Head and Buenfeld (2006). 
 
Another major advantage of LSCM is its relatively short scanning time per frame that allows rapid real-time 
imaging. This feature has been widely used in the biological research field for live cell imaging but less so in 
cement and concrete research. Walk-Lauffer et al. (2002) used LSCM incorporating Raman spectroscopy to 
monitor the early hydration of pure calcium aluminate (C3A) in saturated gypsum solution and calcium 
hydroxide solution dyed with Rhodamine B at extremely high w/c ratios. They observed very low degree of 
formation of ettringite in the gypsum solution due to uneven distribution of gypsum and limited resolution of 
LSCM. In both solutions, formation of crystalline phases (calcium aluminate hydrates) was observed after 30 
minutes. Chen et al. (2014) used reflectance LSCM to perform in situ investigation of early age cement 
hydration in a compacted cement block and cement pastes with w/c ratios of 0.17 and 0.28 respectively. The 
authors reported continuous filling of surface pores by hydration products up to 3 days. 
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2.6 3D quantification of pore structure 
Quantification of the pore structure of cement-based materials from 3D images is particularly challenging owing 
to the high complexity of the pore structure and the computationally expensive processes involved. Most 
existing methods have been developed for geological rocks imaged by X-ray µCT. The pore parameters which 
are relevant to transport in porous media can be generally classified into global and topological (or local) 
parameters. Global parameters concern the overall pore characteristics such as porosity, specific surface area 
and pore size distribution. On the other hand, topological parameters describe the geometrical properties such as 
tortuosity, connectivity etc. A detailed description of these parameters can be found in Marchand and Gerard 
(1997) and Aligizaki (2006). 
Porosity is the most widely used parameter as it is relatively easy to measure. All the techniques mentioned in 
Sections 2.2 to 2.4 in Chapter 2 are able to measure porosity to some extent. Porosity is non-dimensional as it is 
defined as the ratio of pore space volume to the bulk volume of the system. It can be classified into total and 
effective porosities. Effective porosity, also termed as ‘accessible’ porosity, represents the volume fraction of 
pores which are interconnected and available to transport of fluids and gases. On the other hand, total porosity 
takes into account both interconnected and isolated (closed) pores. Pore specific area, defined as the surface area 
of pores per unit pore volume or bulk volume, provides information on pore refinement. Given a value of 
porosity, the higher the pore surface area, the smaller the pore size and hence the more refine the pore structure. 
The inverse of pore surface area expressed as per unit pore volume gives the hydraulic radius, a parameter 
which describes the average pore size of irregular or unknown pore shapes. The populations of different sizes of 
pores are normally described in terms of pore size distributions, which are dependent on the technique used to 
measure. For example, the pore size distribution measured by MIP and water vapour sorption can be a few 
orders of magnitude smaller than those measured directly from BSE images. 
Connectivity describes how well-connected the pore structure is in a system. In the context of percolation, 
connectivity is defined as the ratio of the accessible porosity percolating in X, Y and Z directions to the total 
porosity (Bentz and Garboczi, 1991, Garboczi and Bentz, 1999).  A pore connectivity of 1 indicates that all 
pores present in the system are interconnected whereas a pore connectivity of zero indicates that the pore 
structure is depercolated. Tortuosity, on the other hand, is a dimensionless parameter which describes the degree 
of convolution of the pore structure. The most commonly used definition of tortuosity (τ) is (Epstein, 1989):  
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Where Le and La are the actual and apparent (shortest) distance between two points respectively (m) and τ is 
always ≥ 1. Sometimes, tortuosity is simply defined as (Le/L). A tortuosity value of 1 indicates that the pore is 
completely straight. Researchers have attempted to quantify the tortuosity directly from 2D and 3D images. For 
instance, Stroeven (2000) proposed a stereological approach to quantify the tortuosity of the paste matrix in 
concrete as a function of the aggregate volume fraction. Nevertheless, the method does not compute the 
tortuosity of the actual pore structure. On the other hand, Nakashima and Kamiya (2007) proposed to calculate 
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the tortuosity of the pore structure based on the self-diffusion of random walkers in the 3D pore space in relation 
to that in free space. In addition to direct measurements from images, researchers have also attempted to derive 
tortuosity from electrical conductivity and diffusivity measurements (Latour et al., 1995, Garrouch et al., 2001):  
F
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        Eq. (2.6) 
Where Φ is the total (or accessible) porosity, Do is the free diffusion coefficient (m2/s), D is the intrinsic 
diffusion coefficient of the bulk system (m2/s), σo is the electrical resistivity of pore solution (S/m), σ is the 
electrical conductivity of the bulk system saturated with water (S/m), and F is the formation factor which is also 
a dimensionless parameter that describes the electrical conductivity or resistivity of a saturated system 
respectively. Note that Eq. (2.6) is a general equation, there are many other forms of relations in which the 
parameter τ can be squared or square rooted. A summary of these relations is given in Garrouch et al. (2001). 
The electrical conductivity term and the formation factor are related to the diffusivity term based on the Nernst-
Einstein relation (Atkinson and Nickerson, 1984, Garboczi, 1990). Another factor that has been proposed to be 
incorporated in the tortuosity term is the constrictivity factor which accounts for the varying cross-section of the 
pore structure (van Brakel and Heertjes, 1974, Tumidajski et al., 1996, Wong et al., 2006a). The constrictivity 
factor can be estimated by assuming that the pore channels are circular and vary sinusoidally along the length 
(Bernabé and Olson, 2000) or measured directly from 3D images as the ratio of (maximum × minimum cross-
sections) 0.5 to the mean cross sections of pores (Currie, 1960, Takahashi et al., 2009). Nevertheless, this factor is 
said to be relevant only in very narrow pores comparable to the size of the diffusing species (Grathwohl, 2012). 
In order to quantify these parameters, the first step is always to segment the pore structure from the 3D images. 
Most existing methods for 3D pore segmentation are applied to X-ray µCT images. A detailed review can be 
found in Iassonov et al. (2009). 3D pore segmentation methods can be generally classified into three main 
categories: global thresholding, local adaptive thresholding and region growing methods. Global thresholding 
methods apply a single threshold value determined from the image greyscale histogram to classify the image 
pixels or voxels into either solid or pore phases. There are many approaches for determining the threshold, 
examples include the maximum entropy method, Otsu’s method, Overflow method, local minima between peaks, 
minimal K-means clustering etc. In particular, the Otsu’s method has been applied to quantify air voids in 
mortars and concrete (Fonseca and Scherer, 2015), and the Overflow method has been applied to characterise 
pores and microcracks in cement pastes and mortars (Promentilla et al., 2009, Promentilla et al., 2016), all 
imaged by X-ray µCT. Local adaptive thresholding methods, on the other hand, compute the thresholds for each 
pixel or voxel based on the grey values of neighbouring pixels within a window of a specified size around it. An 
example is the edge detection method which can be applied to segment cement paste matrix from aggregates in 
concrete imaged by X-ray µCT (Landis and Keane, 2010). Region growing methods are based on the 
assumption that all voxels of a particular phase (e.g. pore) are connected and adequately similar. They involve 
iterative search for neighbouring voxels which share similar grey voxels based on initial seeded regions which 
are determined either manually or from global thresholding. This method has been applied to segment pores in 
hardened cement paste imaged by synchrotron X-ray µCT (Gallucci et al., 2007). 
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There are two main approaches to quantifying the segmented pore structure in 3D. The first method is direct 
quantification whereas the second method involves extracting a topologically representative network from the 
segmented pore structure (Blunt et al., 2013). Direct quantification is based on the actual pore space built up by 
discretised voxels. Global parameters such as porosity and pore specific surface area can be readily measured 
based on the number and dimension of pore voxels. The connectivity and diffusion tortuosity of the pore 
structure can also be directly quantified, for example by means of cluster labelling and random walker 
algorithms (Nakashima and Kamiya, 2007). Cluster labelling algorithm detects all pore voxels connected by 
faces whereas random walker algorithm performs a cubic lattice walk to simulate the migration of walkers on 
discrete pore voxels. Both the cluster labelling and random walker algorithms have been applied to quantify the 
pore structure of hardened cement-based materials imaged by X-ray µCT (Promentilla et al., 2009, Promentilla 
and Sugiyama, 2010, Promentilla et al., 2016).  
In contrast, pore network extraction methods derive the pore characteristics based on approximated 
representations of the pore structure. Two main methods used for pore network extraction are the skeletonisation 
(Lindquist et al., 1996) and maximal ball methods (Silin and Patzek, 2006, Dong and Blunt, 2009). The 
skeletonisation method finds the skeleton of the pore structure which runs through the entire pore structure and 
tortuosity can be computed based on the actual lengths and the shortest distances between the start and end 
points of each branch (Luo et al., 2010). The maximal ball approach extracts the pore network by fitting spheres 
of variable sizes into the pore space and ranking them accordingly to determine the largest spheres which form 
the largest pores connected by smaller spheres which form the pore throats. Both the skeletonisation and 
maximal ball methods have been applied to geological rocks but, to the author’s knowledge, never been applied 
to cement-based materials. These methods will be described further in Chapter 5 as they will be used in this 
thesis. 
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2.7 Summary 
The pore structure of cement-based materials is highly complex and multiscale. It is therefore extremely 
difficult to accurately characterise the pore structure. Many existing techniques for pore characterisation are 
indirect methods which detect the pores based on the intrusion of foreign liquids or the presence of pore solution. 
The results obtained can therefore be misleading if not interpreted with care. BSE microscopy is a relatively 
established technique for direct observation of the pore structure. Nevertheless, all measured pore characteristics 
are limited to 2D. Topological parameters such as pore connectivity and tortuosity which are highly relevant to 
transport are unattainable.  Existing 3D imaging techniques are not able to cover simultaneously the spatial 
resolution and image volume required to characterise the pore structure. For instance, lab-based X-ray μ-CT can 
image relatively large sample volumes but the maximum spatial resolution is normally ≥ 1 µm and thus 
submicron capillary pores which have a significant role on transport cannot be resolved.  Synchrotron X-ray µ-
CT can achieve better resolutions which are comparable to that of LSCM but it is not practical for routine use. 
FIB-nt, on the other hand, has unparalleled resolution but the technique is more feasible for localised 3D 
characterisation due to the very small obtainable image volume (usually tens of microns). The biggest drawback 
of LSCM is its limited imaging depth in cement-based materials due to the translucent-opaque nature of the 
microstructure. Nevertheless, the results obtained thus far by various researchers show that LSCM is a 
promising tool for 3D imaging of cement-based materials at submicron resolution.  The overall aim of this 
project is therefore to further develop LSCM for characterising the pore structure of cement-based materials in 
3D and to apply the technique to understand better the influence of 3D pore structure on macroscopic mass 
transport properties of cement-based materials. The possibility to monitor rapid microstructural evolution in 
cement-based materials with the real-time imaging feature of LSCM will also be explored. 
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3 Laser scanning confocal microscopy 
This Chapter presents the working principle of fluorescence LSCM, details of the instrument, materials and 
sample preparation, image analysis tools and the optimisation of LSCM for imaging cement-based materials.  
3.1 Principle 
The setup of confocal microscopy is similar to that of conventional light microscopy apart from the presence of 
a pinhole in front of the light detector. The beam path in confocal microscopy is illustrated in Figure 3.1. A 
highly focused and high intensity laser is focused onto a small spot by an objective lens. Reflected light from the 
illuminated surface is then recollected together with fluorescent light (if present) by the objective lens. The 
fluorescent light can be filtered out by a beam splitter filter with a selected emission band to cover the 
wavelengths of the emitted fluorescent light (see Section 3.2) and then redirected into a photomultiplier tube 
(PMT). PMT amplifies the light photons and eventually converts them into electrical signals to form an output 
image.  Out-of-focus light emanated from the planes below and above the focal plane (indicated by dashed and 
dotted lines respectively in Figure 3.1) is filtered out by the pinhole and thus enabling optical sectioning. As a 
result, the XY (lateral) resolution is significantly improved over that of light microscopy. By displacing the 
focal plane in the vertical Z (axial) direction using a high-precision motorised stage, sequential thin optical 
image slices can be obtained and thus allows 3D imaging (Pawley, 1995).   
 
Figure 3.1: Schematic of the beam path in LSCM, from Head and Buenfeld (2006).  
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Diffraction of light occurs when it passes through the sample and optics in the system; as a consequence, the 
image formed by a point light on the focal plane is a spread Airy disk with a series of concentric rings around a 
central spot of high intensity. The spatial resolution of LSCM is therefore diffraction limited. The degree of 
spreading of the Airy disk is termed as the point spread function (PSF). Due to the elongated shape of the PSF 
along the optical (axial) axis, the Z resolution is usually 2 or 3 times worse than the XY resolution. The XY 
resolution is usually approximated as the Rayleigh criterion, which sets the limit for the smallest resolvable 
distance between two points at one-half the Airy disk diameter. Eq. (3.1) calculates the Airy disk diameter, da 
(m) of confocal microscopy for pinhole size ≤ 1 Airy Unit1 (AU) (Pawley, 1995): 
NA
8.0 
ad          Eq. (3.1) 
Where λ is the wavelength of light, normally the excitation light (m) and NA is the numerical aperture that 
controls the capabilities of objective lens to gather light and resolve fine details at a fixed object distance (=n1 
sin Θ, where n1 is the refractive index of immersion medium and Θ is the one-half angular aperture of objective 
lens). Objective lenses with higher magnifications normally have higher NAs to resolve finer details. The 
constant 0.8 is not an absolute value as it may vary depending on the behaviour of optics in the system and the 
pinhole size. For pinhole size ≥ 1 (AU), the full width at half maximum (FWHM) of the PSF (= 0.51λ / NA) is 
normally used to define the XY resolution (Leica Microsystems, 2014). The Z resolution, defined by the optical 
section thickness (dz, m), is also dependent on the refractive index of the immersion medium for objective lens 
(n1), and the pinhole size (Pn, AU). The optical section thickness is effectively the FWHM of the PSF along the 
axial direction. Different manufacturers tend to use slightly different approaches to define the resolutions of 
their confocal microscope system. The following is an expression given by Leica Microsystems for calculating 
the optical section thickness of the system used in this thesis (see Section 3.3): 
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      Eq. (3.2) 
The excitation wavelength (λex) relies upon the fluorophores used (see 3.4.3), while the NA and immersion 
medium are fixed to the objective lens. The Z resolution can be significantly improved by reducing the pinhole 
size. For high power objective lenses such as 40×, 63× and 100× oil immersion objective lenses with NA > 1.0, 
the XY and Z resolutions can be ≤ 0.2 μm and ≤ 0.5 μm respectively when the pinhole is reduced to around 0.3 
AU (see Section 3.5.1). 
  
                                                          
1 One Airy Unit defines the diameter of the first concentric ring in the Airy disk. 
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3.2 Fluorescence microscopy 
As mentioned in Section 2.5 in Chapter 2, LSCM can be operated in either reflectance or fluorescence mode. 
However, subsurface imaging of the internal pore structure of cement-based materials, which is the main focus 
of this thesis, is normally performed in the fluorescence mode where the pore structure is impregnated with 
fluorophores to give out visible fluorescent light detectable by LSCM. Fluorophores are molecules which 
consist of atoms with electrons orbiting around nuclei (Figure 3.2a). When fluorophores in the ground state (S0) 
absorb light photons, they become excited and the electrons jump to orbitals that are further away from the 
nucleus (S1 and S2). The fluorescence activity is depicted in a Jablonski’s energy diagram as shown in Figure 
3.2b. The electrons eventually return to the ground state by releasing fluorescent light photons (Lichtman and 
Conchello, 2005). The loss of energy causes the emission spectrum to shift to longer wavelengths than the 
absorption (or excitation) wavelengths. The difference between the maximum absorption and emission 
wavelengths is termed as the Stoke’s shift (Figure 3.2c). Different fluorophores have their own corresponding 
maximum absorption and emission wavelengths. 
 
(a) 
 
 
 
(b) (c) 
Figure 3.2: (a) Jumping of electrons in the orbitals of an atom of a fluorophore molecule, from Ishikawa-Ankerhold 
et al. (2012); (b) a Jablonski’s diagram depicting fluorescence activities; and (c) typical absorption and emission 
spectra of the common fluorophore FITC, Stoke’s shift is marked by red arrow, from Lichtman and Conchello (2005). 
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3.3 Instrument 
The confocal microscope used in this thesis was the Leica TCS SP5 (Leica Microsystems Ltd, Milton Keynes). 
It uses acousto-optical tuneable filter (AOTF) to control the laser intensity and wavelength and acousto-optical 
beam splitter (AOBS) to configure or set the band for the emission light (range 380 to 800 nm). The system is 
equipped with four objective lenses: (1) HCX PL Fluotar 5× NA 0.15 Dry (2) HC PL Fluotar 20× NA 0.50 Dry 
(3) HCX PL APO 40× NA 1.25 Oil and (4) HCX PL APO 63× NA 1.40 Oil. Two kinds of continuous gas lasers, 
i.e. Argon (wavelengths of 458, 476, 488 and 514 nm) and Helium-neon (633 nm) are installed as light sources. 
The maximum luminous power in focal plane is < 30 mW. The microscope stand (DM 6000 B) is upright and 
equipped with a motorised scanning stage Märzhäuser with a resolution (stepping distance) of 0.025 µm and a 
repeatability of ±0.75 µm. A picture of the confocal microscope is shown in Figure 3.3. 
 
 
Notation: 
1. TCS SP5 scanner   7. Viewing screens 
2. Märzhäuser scanning stage  8. Control panel 
3. DM 6000 B stand   9. Laser supply unit 
4. CTR6000 electronics box  10. Main switch board 
5. Mercury lamp    11. TCS SP5 workstation 
6. SmartMove stage remote control 
 
Figure 3.3: Leica TCS SP5 laser scanning confocal microscope.  
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3.4 Materials and sample preparation 
3.4.1 Cementitious materials 
The main cementitious materials used in this thesis included Portland cement CEM I 52.5 N supplied by Hope 
Construction Materials, complying with BS EN 197-1 (British Standards Institution, 2011), silica fume (SF), 
Class F pulverised fuel ash (PFA) and ground granulated blastfurnace slag (GGBS) supplied by Holcim and 
limestone filler (LF) supplied by Francis Flower. The oxide compositions and properties of the materials are 
given in Table 3.1. The Bogue composition of CEM I was 53.1% C3S, 19.1% C2S, 10.8% C3A and 7.2% C4AF, 
and the fineness and specific gravity were 291 m2/kg and 3.06 respectively. The limestone filler had ≥ 70 wt.% 
CaCO3 and a particle size distribution of > 70 wt.% passing 63 µm.  In all cases, tap water was used as batching 
water. The mix compositions and the mixing and casting procedures were slightly different depending on the 
purpose of study and hence these will be presented separately in the respective Chapters.  
Table 3.1: Oxide compositions and properties of materials used. 
Material 
Oxide composition (wt.%) LOI 
(%) 
Laser 
granulometry 
d50 (µm) CaO SiO2 Al2O3 Fe2O3 MgO Na2O(eq) K2O SO3 Cl
- 
CEM I 63.4 20.8 5.4 2.4 1.5 0.3 0.7 2.9 <0.1 2.10 N/A 
SF 0.2 98.6 0.3 0.0 0.1 0.2 - 0.1 - N/A 0.25 
PFA 0.1 72.2 24.3 0.4 0.1 0.3 - 0.1 - N/A 7.00 
GGBS 40.8 36.5 11.6 1.4 7.5 0.5 - 2.1 - -0.99 8.00 
 
3.4.2 Microscopy sample 
This Section focuses on the sample preparation for dry and static imaging of subsurface pore structure in 
hardened cement-based materials, since this was the main focus of this thesis. Procedures on sample preparation 
for wet and real time imaging will be presented separately in Chapter 8. As mentioned in Section 3.2, 
characterising the subsurface pore structures required the presence of fluorophores in the pores. This was 
achieved by impregnating the samples with fluorophore-doped epoxy resin (see Section 3.4.3) following the 
method developed by Wong and Buenfeld (2006c) for BSE microscopy samples. The procedures are 
summarised as follows: 
1. Cutting and drying – a microscopy block of 40 × 20 × 8 mm3 was extracted from the cast sample using a 
diamond abrasive cutter. The chosen size allowed the sample to be fit on the stage of LSCM. Following that, 
the sample was dried (at 55% RH in most cases) until equilibrium to remove water from the pore and to 
enable polymerisation of epoxy.  
2. Encasing and grinding – the dried sample was subsequently encased in epoxy resin with one surface 
exposed for epoxy impregnation. The purpose of this was to protect the sample for the remaining steps. 
Once the epoxy has hardened, the exposed surface was ground down using a silicon carbide (SiC) paper 
(grit size 500, 30.2 µm) on a Struers LaboPol-5 grinding machine to expose a new and flat surface for 
  
53 
 
imaging. It is important to keep the imaging surface flat so as to prevent uneven brightness during image 
acquisition.  Dust from grinding was removed by cleaning the sample in acetone in an ultrasonic bath.  
3. Impregnation – the sample was placed under vacuum (-1 bar) for an hour to remove any air in the sample. 
Without intervening the vacuum, Struers EpoFix resin (with a refractive index of 1.578) doped with 
EpoDye at 0.05 wt.% (see Section 3.4.3), mixed with hardener at a ratio of 25:3 by mass and thinned with 
toluene at 5 wt.% by the total mass of resin was then poured onto the exposed surface. Vacuum was then 
released to force the epoxy into the pores. Immediately after that, the sample was transferred to a pressure 
chamber filled with oxygen gas at 2.5 bars to force the epoxy deeper into the sample for 2 more hours. This 
step was particularly crucial to ensure that all pores were adequately filled with fluorescent epoxy in order 
to be detectable by LSCM. Excessive resin was then removed and the sample was left at room temperature 
until the epoxy hardened. 
4. Grinding and polishing – the impregnated surface was first ground with SiC papers at successively finer grit 
sizes of 500 (30.2 µm), 1000 (18.3 µm), 1200 (15.3 µm) to remove excessive resin and then polished using 
diamond abrasives (grit sizes of 9, 3, 1 and 0.25 µm) for 3 to 4 minutes per direction to achieve a flat, 
scratch-free and mirror-like surface. This was to minimise light scattering effect which can cause significant 
degradation to the image quality. A Kemet oil was applied to lubricate the polishing process. Fresh acetone 
was used to clean the sample in an ultrasonic bath at each stage. The extent of grinding and polishing was 
regularly monitored under a light microscope (Olympus BX 51) in ultraviolet and normal light to ensure 
that the sample was not excessively ground and the surface was well-polished. 
The prepared samples were kept dry in a desiccator containing silica gel at room temperature until required. In 
Chapter 7, the samples prepared were also imaged using BSE microscopy under vacuum. In order to prevent 
accumulation of negative charges, the sample surfaces were coated with a thin layer of carbon using an Emitech 
K550-X sputter coater with a K250 attachment.  
3.4.3 Fluorophore 
Two main types of fluorophores were used in this thesis and they were Struers EpoDye (C.I. Solvent Yellow 43) 
mentioned above and fluorescein sodium (C.I. Acid Yellow 73) for wet imaging. Struers EpoDye was designed 
for use together with Struers EpoFix. It is excitable with a laser wavelength (λex) of 488 nm and its maximum 
emission wavelength (λem) was determined to be around 515 nm using the Lambda Scan feature of Leica TCS 
SP5 (Figure 3.4). On the other hand, fluorescein sodium is a very common type of fluorophore widely used in 
clinical practice. It has a maximum absorption wavelength of 490 nm and a maximum emission wavelength of 
520 nm at pH 8 (Bartlett et al., 2008).  The absorption and fluorescence emission of fluorescein sodium increase 
with pH up to pH 9 and fluctuates slightly at higher pH (Figure 3.5). This favours its use in hydrating cement-
based materials which are highly alkaline.   
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Figure 3.4: Emission spectrum of Struers EpoDye measured using the Lambda Scan feature of Leica TCS SP5. 
 
  
(a) (b) 
Figure 3.5: Effect of pH on (a) absorption at 0.005 % (w/v); and (b) fluorescence emission at 0.000002 % (w/v) of 
fluorescein sodium concentration excited with a 490 nm light, from Doughty (2010). 
 
In order to establish the optimum concentration of each fluorophore, epoxy mixtures and aqueous solutions 
containing 0.001 to 5 wt.% Struers EpoDye and 0.0005 to 5 wt.% fluorescein sodium respectively were 
prepared for investigation. Both the epoxy mixtures and solutions were mixed using a magnetic stirrer for over 
24 hours until the fluorophores dissolved completely. The epoxy mixtures were stored in the oven at 40oC until 
required to maintain its fluidity whereas the fluorescein solutions were left at room temperature. Droplets of the 
epoxy and fluorescein solutions were placed on glass slides and then excited using the 488 nm argon laser on the 
confocal microscope at very low intensity of 1% to ensure that any variation in the emitted fluorescence was 
detected. Struers EpoDye was less sensitive to laser excitation and hence increased laser intensities of 4% and 
15% were also used. Laser intensity of 15% is the default setting for fluorescein isothiocyanate on Leica TCS 
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SP5. The emission band was set to range from 500 to 600 nm to ensure that all fluorescence emitted were 
detected and the PMT gain was set at a constant 625 V. Explanations on laser intensity and PMT will be given 
in Section 3.5.2. 
The results obtained are presented in Figure 3.6. The fluorescence intensity (mean grey value) of Struers 
EpoDye increased monotonically with the fluorophore concentration and laser intensity. At a laser intensity of 
15% (i.e. the default setting), a concentration of 0.05 wt.% was found to be able to give the maximum 
fluorescence intensity.  At higher concentrations (> 0.5 wt.%), undissolved EpoDye was observed even after the 
epoxy mixture was left in the oven for more than a week. As for fluorescein sodium, a concentration of about 
0.5 wt.% was found to be optimum at a laser intensity of 1%. Higher concentrations led to reduced fluorescence 
intensities due to ‘self-quenching’ of the fluorophores (Doughty, 2010). However, when the default laser 
intensity (15%) was used, all concentrations > 0.01 wt.% were able to give the maximum fluorescence intensity 
with no detectable variation (not recorded). 
 
 
(a) (b) 
Figure 3.6: Fluorescence intensity vs. concentration (wt.%) of (a) Struers EpoDye in epoxy mixtures excited by a 488 
nm argon laser at different laser intensities (values in the legend); and (b) fluorescein sodium in aqueous solutions 
excited by a 488 nm argon laser at a laser intensity of 1%.   
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3.5 Optimisation of LSCM  
3.5.1 Resolution 
The theoretical XY and Z resolutions for the confocal system used in this thesis were calculated for each 
objective lens using Eq. (3.1) and Eq. (3.2) respectively. The light wavelength was taken as 488 nm (λex) to 
match the maximum absorption wavelengths of Struers EpoDye and fluorescein sodium. In the calculations of 
the Z resolution, the refractive index of immersion medium (n1) for the 5× and 20× objective lens was taken as 
the refractive index of air, i.e. 1 whereas for the 40× and 63× objective lenses, n1 was taken as the refractive 
index of the immersion oil used, i.e. 1.518 (supplied by Leica Microsystems). The pinhole size was varied from 
0 to 1 AU to investigate its effects on the Z resolution. In reality, it is not possible to reduce the pinhole size 
down to 0 AU as this would mean that the pinhole is fully closed and no light can be detected. The minimum 
achievable pinhole size on Leica TCS SP5 is 0.28 AU.  
The calculated resolutions for each objective lens are presented in Table 3.2. As expected, both the XY and Z 
resolutions improved inversely with NA due to increased amount of light gathered by wider aperture angles. 
Figure 3.7 shows the influence of pinhole size on the calculated Z resolution for each objective lens (apart from 
the 5× whose Z resolution is 10 times worse than that of the 20×). The Z resolution improves exponentially with 
reducing pinhole size. In all cases, the Z resolution improves by around 2 times as the pinhole reduces from 1 to 
0 AU. However, reducing the pinhole size limits the amount of detectable signals and as a result, images may 
appear dark with poor signal-to-noise ratios (SNR). This can be overcome by adjusting the laser intensity and 
PMT gain and offset correspondingly to ensure that sufficient light photons were generated and detected (see 
Section 3.5.2). Moreover, line or frame averaging can be applied to improve SNR by scanning a line or a frame 
multiple times and averaging the pixel values. The scanning speed can also be adjusted to increase the pixel 
dwell time, so that more laser light excites the fluorophores and more emitted photons are detected.  
Figure 3.8 shows the effects of pinhole size on LSCM images of a hardened cement paste in both XY and Z 
planes. All solid phases appear black whilst pore phases filled with fluorescent epoxy appear bright (green). In 
the case of 0.3 AU, line averaging of 4× was applied to improve SNR. Three main observations can be made: (1) 
reducing the pinhole size from 1 AU to 0.3 AU improves the sharpness and clarity of images in both XY and Z 
planes although the noise level also increases; (2) in both cases, features appear elongated in the Z plane due to 
the lower resolutions compared to the XY plane and the spherical aberration caused by mismatch of refractive 
indices between the immersion medium and different phases within the sample; and (3) in both cases, imaging 
depths are similar and relatively limited (~7 µm).  
Table 3.2: Specifications of objective lenses and theoretical XY and Z resolutions calculated using Eq. (3.1) and (3.2) 
respectively (λex = 488 nm). 
Objective lens NA FOV (µm2) 
XY 
resolution 
(µm) 
Z resolution (µm) 
Pinhole 1 AU Pinhole 0.30 AU 
HCX PL Fluotar 5×/0.15 Dry 0.15 3100 × 3100 1.301 43.252 24.422 
HC PL Fluotar 20×/0.50 Dry 0.50 775 × 775 0.390 3.893 2.198 
HCX PL APO 40×/1.25 Oil 1.25 387 × 387 0.156 0.945 0.534 
HCX PL APO 63×/1.40 Oil 1.40 246 × 246 0.139 0.754 0.426 
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Figure 3.7: Influence of pinhole size on the Z resolutions of 20×, 40× and 60× objective lenses. 
 
 
 
 
 
 
 
(a) Pinhole 1 AU (b) Pinhole 0.3 AU 
Figure 3.8: Effect of pinhole size on image resolution. Sample is a hardened cement paste (w/c 0.45, curing age 7 days), 
captured with the 40× objective lens, zoomed in 3.8×. Scan format is 2048 × 2048 (see 3.5.3). Laser intensity was kept 
constant at 15% and PMT was adjusted correspondingly for optimum brightness and contrast. 4× line averaging was 
applied to (b) to improve SNR.   
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3.5.2 Brightness and contrast 
Adjustments of the laser intensity (0 to 100%) and PMT are necessary to ensure that true images of the pore 
structure with sufficient brightness and contrast, and good SNR are obtained. There are two ways to adjust the 
PMT, i.e. gain (0 to 1250 V) and offset (-100 to 100 %). Gain controls the amplification of signal whereas offset 
sets the minimal signal intensity. Both can affect the brightness and contrast of the image but when gain is 
increased, the amount of noises also become amplified. It was found that raising the laser intensity is more 
efficient than adjusting the PMT in producing sufficiently bright images with good signals. This could be 
explained by the fact that the laser intensity controls directly the number of light photons whereas the PMT 
sensitivity determines the amplification of electrical signals converted from existing light photons without 
increasing their number. However, excessively high laser intensity may cause the fluorophores to stop 
fluorescing, a phenomenon known as ‘photobleaching’ whilst exceedingly high PMT gain may result in noisy 
images with poor SNR.  
LSCM images are recorded as pixelated digital images and each pixel is denoted by a grey value in the range of 
0 to 255 (for 8 bit images) representing increasing brightness. The brightness and contrast of LSCM images can 
be justified based on the image greyscale histogram. Examples of LSCM images of a hardened cement paste 
with inadequate, excessive and optimum brightness and contrast are shown in Figure 3.9a to e and the 
corresponding greyscale histograms are shown in Figure 3.9f. When the image brightness is insufficient (or 
excessive), the histogram tends to skew towards the lower (or higher) end of the spectrum, with most of the 
greyscale bins on the other end left unused. When the image contrast is too low, the histogram covers a relative 
narrow range in the middle of the spectrum. On the other hand, when the image contrast is too high, clipping of 
data (i.e. accumulation of dark or bright pixels) occurs at the two ends of the spectrum due to oversaturation of 
bright and dark pixels. All these conditions cause the porosity to appear either underestimated or overestimated, 
and hence affect subsequent image analyses. The optimum condition is to have the histogram spans across the 
entire spectrum with minimal clipping of data at the ends (Figure 3.9e).  
Nevertheless, the brightness and contrast will change with the pinhole size, imaging condition, imaging depth 
and photobleaching of fluorophores. Therefore, laser intensity and PMT gain and offset have to be adjusted 
correspondingly to compensate for these effects. Post image processing methods such as contrast enhancement 
may also be applied provided that the brightness histogram is not too far off the optimum condition.  
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(a) Insufficient brightness (b) Excessive brightness 
  
(c) Insufficient contrast (d) Excessive contrast 
  
(e) Optimum brightness and contrast (f) Greyscale histograms 
Figure 3.9: (a-e) Effect of brightness and contrast on LSCM images; and (f) greyscale histograms of (a-e). Sample is a 
hardened cement paste (w/c 0.45, curing age 7 days), captured with the 40× objective lens at pinhole size of 1 AU and 
scan format of 512 × 512. 
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3.5.3 Sampling 
Based on the Nyquist theorem, the smallest feature that can be resolved is either 2.3× the pixel size or the spatial 
resolution, whichever is larger (Pawley, 1995). There are two main parameters which can be adjusted to fulfil 
this and they are the zoom factor and scan format. These parameters are adjusted in a sense that the optical 
resolution is fully utilised without sacrificing too much the original FOV.  
The easiest method is to adjust the scan format to increase the number of pixels without changing the FOV. For 
example, by adjusting the scan format from 1024 × 1024 to 2048 × 2048 while maintaining the FOV will 
increase the number of pixels by 4 times to give 2 times smaller pixels. However, a larger scan format may 
increase the acquisition time significantly, leading to the problems of photobleaching. An optimal solution was 
found to be zooming in slightly the image to give a smaller yet acceptable FOV and by imposing a finer scan 
format to produce pixel sizes that still fulfil the Nyquist theorem. Inadequate number of pixels leads to 
‘undersampling’, where spatial details are not resolved. In contrast, excessive zooming and number of pixels 
leads to ‘oversampling’, where no extra information is obtained yet the sample may photobleach due to 
prolonged exposure to laser and the resulting file size may be unnecessarily big. The Nyquist theorem also 
applies to the sampling in the Z direction and this can be achieved by configuring the step size of the motorised 
stage to produce voxels with appropriate thickness.  
Table 3.3 lists a combination of zoom factor and scan format that to some extent fulfils the Nyquist theorem for 
the theoretical XY resolution of each objective lens. It should, however, be noted that these settings are not 
definitive. Figure 3.10 shows the effect of objective magnification on the image resolution and FOV. Clearly, 
the higher the magnification, the more detailed the pore structure can be resolved but the FOV reduces. Figure 
3.11 shows the effect of scan format on the image resolution. It is apparent from the images that smaller details 
are better resolved when the scan format is finer due to the smaller pixel size.   
Table 3.3: Minimum resolvable feature sizes based on the Nyquist theorem for different objective lenses over varying 
zoom factors and FOV (λex = 488 nm).  
Objective lens 
XY 
resolution 
(µm) 
Zoom 
factor 
FOV (µm2) Scan format 
Pixel 
size 
(µm) 
Minimum 
resolvable feature 
size (µm) 
HCX PL Fluotar 
5×/0.15 Dry 
1.301 
1.0 3100 × 3100 
512 × 512 6.05 13.93 
1024 × 1024 3.03 6.96 
3.5 1377× 1377 2048 × 2048 0.67 1.55 
HC PL Fluotar 
20×/0.50 Dry 
0.390 
1.0 775 × 775 
512 × 512 1.51 3.48 
1024 × 1024 0.76 1.74 
3.2 409 × 409 2048 × 2048 0.20 0.46 
HCX PL APO 
40×/1.25 Oil 
0.156 
1.0 387 × 387 
512 × 512 0.76 1.74 
1024 × 1024 0.38 0.87 
3.9 162 × 162 2048 × 2048 0.08 0.18 
HCX PL APO 
63×/1.40 Oil 
0.139 
1.0 246 × 246 
512 × 512 0.48 1.11 
1024 × 1024 0.24 0.55 
2.5 140 × 140 2048 × 2048 0.07 0.16 
 
  
61 
 
   
(a) 5× (3100 µm2) (b) 20× (775 µm2) (c) 40× (387 µm2) 
Figure 3.10: LSCM images captured with 5×, 20× and 40× objective lenses without zooming at pinhole size of 1 AU. 
Sample is a hardened cement paste (w/c 0.45, curing age 7 days). Scan format is 512 × 512. 
 
 
  
(a) 512×512 (b) 2048×2048 
Figure 3.11: Effect of scan format on image resolution. Sample is a hardened cement paste (w/c 0.45, curing age 7 
days), captured with the 40× objective lens at pinhole size of 1 AU. Both images have been cropped for clarity. 
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3.6 Image analysis tools 
In this thesis, most of the image processing and analyses were carried out in Fiji (v. 1.51d) (Schindelin et al., 
2012), which is a distribution of the popular open-source scientific image analysis software platform – ImageJ 
(Schneider et al., 2012) developed at the National Institutes of Health. Fiji is able to read various image file 
formats including TIFF and Leica LIF which are the two main file formats used in this thesis. It also has a 
relatively user-friendly interface as shown in Figure 3.12. The software has a range of pre-installed features and 
commands which allow various 2D and 3D image analysis operations to be performed. Examples include basic 
measurements, counting of objects, image thresholding etc. In addition, external plugins such as BoneJ (Doube 
et al., 2010)  and 3D ImageJ Suite (Ollion et al., 2013) can be installed for more advanced applications. Macros 
can also be built to automate some repeating operations. Specific commands and plugins used in this thesis will 
be described in the respective Chapters.  
 
Figure 3.12: Screenshot of Fiji, showing a LSCM image of a hardened cement paste (w/c 0.45, curing age 7 days) and 
its corresponding greyscale histogram.  
 
Other software that were used in thesis included AutoDeblur® (Media Cybernatics, Silver Spring, Maryland) 
for deconvolution of LSCM images in Chapter 4, 3D CASINO (v. 3.2) for 3D Monte Carlo simulations of 
backscattered electron and MATLAB® (v. R2014a) (Mathworks Inc, Natick, Massachusetts) for converting 
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BSE signals into greyscale images in Chapter 6, Mathematica® (v. 10.4) (Wolfram Research, Champaign, 
Illinois) for executing cluster labelling and random walker algorithms, Windows Command Prompt for running 
maximal ball algorithm and Rhinoceros® (v. 5.0) (Robert McNeel & Associates, Seattle) for visualising 
extracted pore network in Chapter 5 and 7. Details of pore segmentation and quantification of different pore 
parameters will be presented in these respective Chapters.  Two workstations were used: one is equipped with 
an Intel® Xeon™ CPU E5-1650 0 at 3.2 GHz processor with 32 GB RAM running on 64-bit Windows 7 
Enterprise and the other is equipped with an Intel® Core™ i7-4770 CPU at 3.4 GHz processor with 16 GB 
RAM running on 64-bit Windows 8 Home.  
3.7 Summary 
LSCM imaging of subsurface pore structure in hardened cement-based materials requires the presence of 
fluorophores in the pores. This was done by impregnating fluorescent epoxy into the sample under vacuum and 
under pressure at 2.5 bars. The optimum concentrations of the fluorophores used, i.e. Struers EpoDye and 
fluorescein sodium, were found to be 0.05 and 0.5 wt.% respectively. Both fluorophores are excitable with the 
argon laser of 488 nm and the maximum absorption wavelengths are between 515 to 520 nm. In order to obtain 
true images of the pore structure at the best achievable resolution of the confocal system, the pinhole size, 
brightness and contrast, and pixel sampling have to be optimised. Reducing pinhole size is able to improve 
image resolution but images may dark with poor SNR. Insufficient or excessive brightness and contrast may 
cause misleading appearance of the porosity. Adjustment of the laser intensity rather than the PMT was found to 
be able to give better SNR. Nevertheless, care has to be taken to avoid photobleaching of the sample. In order to 
ensure that the minimum feature size of interest is resolved, the Nyquist theorem has to be fulfilled by making 
sure that the pixel size is at least 2.3× smaller than the feature size of interest. 
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4 Increasing imaging depth of LSCM 
In this Chapter, a new method to reconstruct large volumes of cement-based materials imaged by LSCM at 
submicron resolution is presented. The proposed method combines fluorescence LSCM with serial sectioning to 
produce a series of overlapping confocal Z-stacks which are then aligned and stitched based on phase 
correlation. The method can be extended in the XY plane to further increase the overall image volume. 
Resolution of the reconstructed image volume does not degrade with increase in image volume. To some extent, 
the proposed method bridges a critical gap between X-ray μCT and FIB-nt in terms of resolution and imageable 
volume. The method has been used to image cementitious materials, hardened cement paste and concrete, and 
the results obtained show that the method is reliable. The advantages and limitations of the proposed method, as 
well as its potential applications are discussed. 
4.1 Unsuccessful attempts 
Prior to the development of the proposed method, various methods to enhance the imaging depth of fluorescence 
LSCM without serial sectioning were tested. These included the use of: a) light compensation, b) image 
processing methods and c) two-photon microscopy. These were unsuccessful and are discussed briefly in the 
following sections. 
4.1.1 Light compensation 
Signal loss with depth can be compensated by adjusting the laser intensity and PMT on the confocal microscope. 
This was demonstrated on a series of image stacks of a hardened cement paste (w/c 0.5 cured up to 28 days) 
impregnated with EpoDye-doped EpoFix resin, acquired using 40× oil immersion objective lens with the 488 
nm argon laser at a voxel size of 0.076 × 0.076 × 0.148 µm3. Figure 4.1 illustrates the compensation effects: (a) 
shows an XY image near to the sample surface (~2 µm below surface), which is clear and sharp and (b) shows 
an image captured at the same spot but further below the sample surface (~7 µm), which appears relatively dark 
and out of focus; (c-e) show compensated images of (b) by adjusting laser intensity, PMT and laser intensity-
PMT respectively. All the compensation methods were found to improve mainly the brightness and contrast of 
images. Image clarity and sharpness remain unchanged. Compensation by laser intensity gave the best signals, 
but the increase in imaging depth was marginal. Figure 4.2 shows the light-compensated intensity profiles. It can 
be seen that all compensations are linear, i.e. not according to the exponential decay of signal with increasing 
depth. As such, images may become oversaturated with bright pixels at peak intensity. 
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(a) (b) (c) 
   
  
                                                  (d)                                            (e) 
Figure 4.1: (a) A non-compensated image of a hardened cement paste (w/c 0.5 cured up to 28 days) at ~2 µm beneath 
surface; (b) a non-compensated image at the same spot as (a) at ~7 µm beneath surface; (c-e) laser intensity, PMT 
and laser intensity-PMT - compensated images of (b).  
 
 
Figure 4.2: Light-compensated intensity profiles by Leica TCS SP5 and histogram matching.  
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4.1.2 Image processing methods 
Two image processing methods, i.e. histogram matching and deconvolution were tested. Histogram matching 
modifies the histograms of successive image slices from deeper sections to match that of a reference image, 
normally the brightest and most well-focused image in the entire stack (Castleman, 1996). Deconvolution, on 
the other hand, is a deblurring algorithm which improves the resolution of optical images by removing out-of-
focus light caused by the point-spread function (PSF) (Pawley, 1995). There are two types of deconvolution: 
non-blind and blind. Non-blind deconvolution requires the PSF for the optics in use to be known. The PSF can 
be either measured experimentally from a microsphere or generated theoretically using software. By contrast, 
blind deconvolution estimates the PSF from the image itself and hence no externally acquired PSF is required. 
The measured PSF was obtained from a 200 nm fluorescent microsphere embedded in a polished clear epoxy 
block imaged using the 40× oil immersion objective lens with a laser of 488 nm (Figure 4.3) and a voxel size of 
0.042 × 0.042 × 0.148 µm3. The theoretical PSF, on the other hand, was generated by the software based on 
input info of laser wavelength, objective lens and voxel size. Histogram matching was performed with Fiji 
whereas deconvolution with AutoDeblur®. The non-compensated image stack in Section 4.1.1 were used for 
demonstration and results are shown in Figure 4.4. For histogram matching, Figure 4.1a was used as a reference 
image. It can be seen the image enhanced by histogram matching appears much brighter than the original. 
Nevertheless, the overall clarity and sharpness of the image remain poor. On the other hand, deconvolution 
improved the resolution of the images but the end-results are nowhere close to the surface image as seen in 
Figure 4.1a. Moreover, image brightness and contrast remains unchanged. Thus, it can be concluded that 
deconvolution is insufficient to fully compensate for the degradation in signal with depth and it does not serve 
as a means for increasing the imaging depth of LSCM image stacks.  
 
Figure 4.3: Orthogonal views of a 200 nm microsphere, imaged using the 40× oil immersion objective lens with a laser 
of 488 nm. Scale bar is 1 µm. 
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                        (a) Raw      (b) Histogram matching 
   
   
(c) Non-blind deconvolution 
with theoretical PSF 
(c) Non-blind deconvolution 
with measured PSF 
(e) Blind deconvolution 
Figure 4.4: Comparison between raw and processed images using histogram matching and deconvolution.  
 
4.1.3 Two-photon microscopy 
Two-photon fluorescence microscopy involves the absorption of two longer wavelength photons, with a total 
energy equivalent to that of a single photon, simultaneously by a fluorophore in one femtosecond (Pawley, 
1995).  For instance, EpoDye or fluorescein sodium, which is normally excited using a 488 nm laser line in 
confocal microscopy, is excited using an infrared laser line of 900 nm wavelengths in two-photon microscopy. 
Pulsed laser is used as a light source to concentrate photons on the plane of focus. As a result, out-of-focus 
absorption is absent and thus more of the excitation light photons are able to reach the desired plane in the 
specimen. Theoretically, this improves resolution and increases imaging depth since light with longer-
wavelength undergoes less scattering.  
The same cement paste used in Sections 4.1.1 and 4.1.2 was imaged using a two-photon microscope (Leica SP5 
MP) at the Facility for Imaging by Light Microscopy, Imperial College London. The objective lens used was a 
63× water immersion and the laser wavelength was set at 930 nm. Figure 4.5 compares the image captured by 
two-photon microscopy with that acquired by confocal microscopy with a 488 nm laser in the XY plane, both 
with a voxel size of 0.106 × 0.106 × 0.988 µm3. The resolution of the two-photon microscopy is clearly better 
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due to the fact that the pulsed-laser gives a more highly-focused spot. However, the achievable imaging depth 
was similar to that of conventional LSCM and no significant improvement was observed. 
  
(a) (b) 
Figure 4.5: Comparison between (a) confocal; and (b) two-photon microscopy images acquired using a 63× water 
immersion objective lens with 488 nm and 930 nm laser respectively. 
 
4.2 Proposed method 
Given that none of the methods explored in Section 4.1 were successful at increasing the imaging depth of 
LSCM, a new method to obtain large 3D volumes of hardened cement-based materials by serial sectioning, 
sequential imaging and reconstruction was developed. An important feature of the method is that the Z-stack 
from each serial section shares overlapping regions with the subsequent section for stitching using 3D image 
reconstruction tools. Prior to serial sectioning, the samples are impregnated with fluorescent epoxy resin (see 
Section 3.4.2) to preserve the microstructure and more importantly to ensure the visibility of interconnected void 
space. The method consists of 5 main steps as follows: 
1. Serial sectioning – this is done by mechanical grinding or polishing to expose new surfaces for imaging. 
Cement-based materials are highly heterogeneous and contain phases of varying hardness, so the time and 
grinding media required to remove a certain amount of material may vary from sample to sample. Hence, 
an initial process of trial and error is required to estimate these. This is crucial because the success of the 
method relies on the ability to control the amount of material removed and to ensure that each consecutive 
Z-stack contains overlapping regions for stitching. Generally, polycrystalline diamonds of 15 μm can be 
used but the grinding time should be limited to a few seconds per direction (see Section 4.3.2). The force 
exerted on the sample and the rotation frequency of the plate should be kept moderately low (e.g. 7 N and 
50 RPM) to prevent over grinding. It should be stressed that these are not definitive. Slight adjustments may 
be required to accommodate variations in hardness of the sample along the sectioning depth. 
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2. Image acquisition – following each cycle of sectioning, a high power objective with submicron resolution is 
used to acquire a Z-stack from a plane slightly above the sample surface to a plane well below it. The 
thickness of the stack depends on the type of material imaged and the objective used. For hardened concrete 
and cement pastes imaged with either a 40× or 63× objective lenses, Z-stacks of approximately 10 μm thick 
ensures that each contains a sufficient number of well-focused optical slices that can be used for 3D 
reconstruction. The intensity profile provides a good indication of where the image acquisition should begin 
and end because image intensity is high near the surface and gradually fades away from the surface (Figure 
4.6). If a larger area is required, mosaic of image tiles can be acquired. 
 
Figure 4.6: Intensity profile of images from a single Z-stack showing signal degradation with increase in depth below 
sample surface. Well-focused images are selected for subsequent stitching. 
 
3. Image selection – well-focused images with high SNR are selected from each stack for stitching. This is 
done based on the intensity profiles of each stack (Figure 4.6), which always show a peak corresponding to 
some point below the sample surface. Images within 2.0 to 3.0 μm above and below the peak intensity can 
be selected depending on the sample and the imaging settings used. The number of images selected from 
each stack is kept constant.  
4. Alignment – selected images are then aligned using image registration. Here, the StackReg plugin 
(Thevenaz et al., 1998) in Fiji is used. The plugin is based on an automatic sub-pixel registration algorithm 
that minimises the mean square difference of intensities between a reference and a test data set. It uses each 
slice as a template with respect to which the next slice is aligned, so that the alignment proceeds by 
propagation. Since the sample is well-preserved with epoxy resin, deformation does not occur during serial 
sectioning. Hence, the alignment process is entirely based on rigid transformation that involves only 
translation and rotation of images. 
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5. Stitching – finally, the aligned Z-stacks are stitched. Stitching is done in pairs between consecutive stacks 
(e.g. stack 1 with stack 2, etc.) using the Pairwise stitching plugin (Preibisch et al., 2009) in Fiji, which 
calculates the translational shifts in the X, Y and Z directions between two overlapping Z-stacks based on 
Fourier transform-based phase correlation (see Appendix I). Note that rotational shift has been accounted 
for during the image alignment process (see step 4). Once the translational shifts are determined, the two Z-
stacks are fused together based on non-linear blending that minimises the brightness difference across the 
boundary. All the Z-stacks stitched in pairs are then progressively stitched together based on the computed 
translational shifts to reconstruct a final 3D image. If mosaic tiles are acquired, they should be stitched in 
the XY direction prior to stitching in the Z direction and this can be easily done using the Grid/Collection 
stitching plugin (Preibisch et al., 2009) in Fiji. The stitching processes are automated, and able to compute 
the translational shifts at sub-pixel precision.  Accuracy is expressed in terms of correlation coefficient, R (0 
≤ R ≤ 1) where R = 1 indicates that the overlapping regions from each Z-stack are perfectly identical and 
hence are 100% correlated and R = 0 indicates no overlapping.  
Figure 4.7 shows a schematic illustration of the stitching process. Figure 4.8 shows an actual demonstration of 
the process on pulverised fuel ash (PFA) embedded in fluorescent epoxy. Images were converted to grey scale 
and inverted to highlight the features of interest. Dark areas are the epoxy-filled void spaces whereas bright 
(white) areas correspond to solids. The first column shows eight stacks, each stack is 4.45 μm thick and consists 
of 30 images. The second column shows the same Z-stacks after alignment, but the PFA particle appears ovate 
due to presence of overlapping regions. The third column shows the reconstructed image where the stacks are 
stitched at the overlapping regions. The PFA particle now appears to be spherical. However, uneven brightness 
may occur as a result of slight variations in the imaging conditions, sample characteristics and/or photo-
bleaching. Figure 4.9 shows a close-up of the stitching outcome between Z-stack number 3 and 4 from Figure 
4.8. The overlapping region between the two stacks is marked yellow. The displacement between the two stacks 
in Z, termed as axial shift (ΔZ), is also annotated. ΔZ provides an indication of the thickness of materials 
removed by sectioning. 
 
Figure 4.7: Schematic diagram of the stitching process. Selected images from each Z-stack are (a) aligned; (b) 
stitched in pairs; and then (c) progressively combined (i.e. [1+2] + [2+3] + [3+4] + [4+5] + […]) by stitching the 
overlapping regions to reconstruct (d) an image volume. 
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                                          (a)                                  (b)                                   (c) 
Figure 4.8: Demonstration of the stitching process on a PFA particle embedded in fluorescent epoxy: (a) selected 
images from eight serial section Z-stacks; (b) alignment of the image stacks; and (c) stitching of the overlapping 
regions. Scale bar represents 10 μm.  
 
 
Figure 4.9: Close-up of the stitching outcome between Z-stack number 3 and 4 from Figure 4.8. Scale bar is 10 μm. 
 
4.3 Experimental 
4.3.1 Materials and sample preparation 
The method described above was applied on PFA particles, hardened cement paste and concrete samples. 
The PFA used was of Class F, complying with BS EN 450 (British Standards Institution, 2012). Two samples 
were prepared in different ways. The first sample was prepared by compacting dry PFA particles in a small 
rubber mould of 2.5 × 5 × 1 cm3, followed by vacuum impregnation with fluorescent epoxy resin (Struers 
EpoDye mixed with EpoFix at 0.05 wt.% concentration, see Section 3.4.3). The second sample was prepared by 
hand-mixing dry PFA particles with fluorescent epoxy resin at a PFA-epoxy mass ratio of 1.0. The mixture was 
cast in a separate rubber mould, de-aired in vacuum desiccator and left to set overnight. The second procedure 
allowed the PFA to be suspended in the resin so that individual particles can be imaged and used to assess the 
accuracy of the 3D reconstruction based on their spherical shape.  It was however noted that such preparation 
can cause the grinding surface to have variable hardness which would in turn increase the likelihood of surface 
relief and scratches.  
The cement paste used was obtained from Wong and Buenfeld (2009).  It was prepared using Portland cement 
CEM I complying with BS EN 197-1 (British Standards Institution, 2011) and tap water mixed at a 
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water/cement (w/c) ratio of 0.30 in a bowl mixer. The fresh cement paste was compacted in two equal layers 
into a plastic cylindrical mould (58 mm diameter, 49 mm height) and rotated. After the initial 24 hours, the 
cement paste was wrapped in cling film and sealed in a polythene bag at 20oC until the age of 3 days.  A 
rectangular block sample (40 × 20 × 8 mm3) was then sectioned from the mid-height of the cylinder, freeze-
dried to remove pore water and impregnated with fluorescent epoxy resin following the same method described 
in Section 3.4.2.  
The concrete sample was prepared by Monika Mac, a research student in the Marie Curie Initial Training 
Network TRANSCEND whose research interest was 3D characterisation of microcracks in concrete. The 
sample was prepared with Portland cement CEM I, Thames Valley sand (< 5 mm), gravel (5-10 mm) and tap 
water at a w/c ratio of 0.5. The total aggregate fraction was 60% and the sand to total aggregate ratio was 
0.4.  The fresh mix was cast into a cylindrical mould (100 mm diameter, 50 mm height) and compacted on a 
vibrating table. After the initial 24 hours, the sample was demoulded and cured under water at 20oC. At the age 
of 14 days, the sample was exposed to 56 cycles of freeze-thaw action in accordance with PD CEN/TR 
15177:2006 (British Standards Institution, 2006). The purpose of this was to produce microcracks within the 
sample. Following that, the sample was gently dried at stepwise temperatures of 30oC, 40oC and 50oC until 
moisture equilibrium was reached to prevent additional cracking. The sample was then impregnated with 
fluorescent epoxy resin under 7 bar pressure and sectioned to extract a rectangular block (40 × 20 × 8 mm) for 
imaging.  
The chemical and physical properties of the materials used for the PFA and concrete samples are given in 
Section 3.4.1. Details on the materials used for the cement paste are given in Wong and Buenfeld (2009). 
4.3.2 Serial sectioning 
Serial sectioning was performed by grinding using a resin bonded diamond disc at 1200 grit (15 µm) fineness 
(Struers MD-Piano) on the LaboPol-5 machine. The force exerted on the samples was maintained at 7 N and the 
rotation frequency of the plate was maintained at 50 RPM. Grinding was carried out for a very short period to 
control the amount of material removed between each section. The average optimum grinding times were 
determined to be around 1 s per direction for the PFA-epoxy blocks, 2 s per direction for the cement paste and 2 
to 3 s per direction for the concrete. This removed approximately 1.8 to 3.3 μm thickness of material from the 
samples (see Section 4.4.2). Following this, the samples were polished using diamond at successively finer sizes 
of 9, 6, 3 and 1 μm fineness for imaging.  
4.3.3 LSCM 
In all cases, the 40× (NA 1.25) oil immersion objective lens with maximum XY and Z resolutions (at pinhole 
size of 0.3 AU) of 0.156 and 0.534 µm respectively was used for imaging. The argon laser of 488 nm was used 
to excite the fluorophore (EpoDye) and the emission band was configured to range from 500 to 600 nm to allow 
the emitted fluorescence to be collected by the PMT. 
Mismatch of refractive indices between the objective immersion oil, epoxy resin and different mineral phases 
within the sample can cause axial geometrical distortion to the LSCM images because of the shift in focus 
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position when the laser light travels from the immersion oil into the sample, a phenomenon known as spherical 
aberration. It is crucial that such distortion is corrected if quantitative data is to be extracted from the images. 
The mismatch between the immersion oil and epoxy resin can be readily corrected using the linear correction 
method proposed by Van Elburg et al. (2007): 
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   Eq. (4.1) 
Where ASF is the axial scaling (correction) factor, n1 is the refractive index of the immersion oil and n2 is the 
refractive index of the EpoFix resin respectively. Given that n1 = 1.518 and n2 = 1.578, ASF = 1.051. 
Multiplying the voxel spacing by the ASF gives the corrected image thickness. The distortion caused by the 
mismatch between the immersion oil and other phases within the sample is more complicated, owing to the 
multiphase nature of the microstructure particularly for hardened cement paste and concrete. There is yet to be a 
method for correcting such distortion. The Z resolution is also inherently lower than the XY resolution due to 
the elongation nature of the PSF. As such, very fine features close the Z resolution may appear elongated. A 
detailed analysis on the effects of axial distortion on various pore parameters and a generic correction method 
based on the measurements of the PFA aspect ratio will be presented in Chapter 5.   
The imaging settings for each sample are summarised in Table 4.1. The hand-mixed PFA sample (for validation 
purpose) and the cement paste sample were both imaged at a higher resolution by reducing the pinhole size to 
0.3 AU and increasing the zoom factor to 1.8×. Images were digitised to 2048 × 2048 pixels to give a pixel 
spacing of 0.105 µm. For the vacuum-impregnated PFA sample, the same pinhole size was used, but a lower 
zoom factor of 1.46× was adopted to capture a larger number of particles. The images were digitised to 1024 × 
1024 to give a pixel spacing of 0.259 μm. The pixel size could be made smaller but this would increase the 
scanning time. Moreover, this would not provide additional information since the minimum particle size that can 
be imaged is limited by the lower Z resolution. For the concrete sample, the default imaging settings (1 AU, 1× 
zoom) were used and images were digitised to 1024 × 1024 pixels at a pixel spacing of 0.378 μm. This allows a 
larger volume of the sample to be imaged at a sufficient resolution to resolve the microcracks. In all cases, the 
voxel spacing was at least 2.2× smaller than the Z resolutions of 0.534 μm at 0.3 AU and 0.946 μm at 1 AU. The 
laser intensity was 20% for the PFA and cement paste, and 15% for the concrete. The PMT gain and offset was 
adjusted correspondingly to ensure optimum brightness and contrast. 
Table 4.1: Imaging settings for each sample. 
Sample 
Pinhole 
(AU) 
Scan format 
Zoom 
factor 
FOV 
(µm2) 
Voxel size 
(X × Y × Z μm3) 
PFA (hand-mixed) 0.3 2048 × 2048 1.8× 215 × 215 0.105 × 0.105 × 0.100 
PFA (vacuum-impregnated) 0.3 1024 × 1024 1.46× 265 × 265 0.259 × 0.259 × 0.247 
Cement paste 0.3 2048 × 2048 1.8× 215 × 215 0.105 × 0.105 × 0.100 
Concrete 1.0 1024 × 1024 1.0× 387 × 387 0.378 × 0.378 × 0.148 
 
As mentioned in Section 3.5.1, when the pinhole size is reduced to less than 1 AU, the SNR of images could 
significantly reduce. The SNR can be increased by performing line or frame averaging during the scanning 
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process to scan each pixels several times and averaging the scans. However, the scanning time would be 
significantly prolonged. Alternatively, post image processing methods such as median or Gaussian filtering can 
be applied to reduce the noise of the acquired images. The second approach was mainly adopted in this study 
(for the vacuum-impregnated PFA sample, 2× line averaging was also applied).  
Serial sectioning and imaging were repeated on the cement paste and concrete samples until the reconstructed 
thickness was > 100 µm whilst for the hand-mixed and vacuum-impregnated PFA samples, the process was 
repeated until the reconstructed thickness was similar to that of a 15 μm thick reference image and about 50 μm 
respectively. The reference image for the hand-mixed sample was acquired prior to the start of the sectioning 
process and this will be used for comparison with the reconstructed 3D image. The concrete sample was also 
imaged in a 2 × 2 mosaic to increase the image volume further in the XY plane (see Section 4.6).  
4.4 Results 
4.4.1 Reconstructed image volumes 
The reconstructed image volumes for the PFA (hand-mixed and vacuum-impregnated), cement paste and 
concrete samples are shown in orthogonal views Figure 4.10a, Figure 4.11a, Figure 4.12a and Figure 4.13a 
respectively. A 3D median filter with a radius of 1 × 1 × 1 was applied to the images to remove noise. 
The reconstructed PFA images of both the hand-mixed and vacuum-impregnated samples (Figure 4.10a and 
Figure 4.11a) show that most of the PFA particles are spherical. Some of the particles have heterogeneous 
texture or have an irregular shape (cenospheres and plerospheres). It is also clearly visible that the vacuum-
impregnated sample contained more densely packed PFA particles. The observable particle size ranges between 
3 μm to tens of microns. In the orthogonal views (XZ and YZ), the spherical shape of the reconstructed PFA 
particles is clearly evident, indicating the viability of the proposed method. However, a slight elongation can be 
observed in the vacuum-impregnated sample due to the denser packing of PFA particles which caused a certain 
degree of aberration due to refractive index mismatch. Further results on the reconstructed PFA particles in the 
hand-mixed sample are presented in Section 4.4.3 where comparison is made against the reference image 
volume and the accuracy of the proposed method is assessed. 
The reconstructed cement paste (Figure 4.12a) shows many anhydrous cement grains consistent with the low 
w/c ratio and low degree of hydration of the sample. These cement grains can be easily distinguished because 
their boundaries are rather distinct; examples of these are marked ‘AH’ in the figure. The cement grains are 
surrounded by a heterogeneous matrix of hydration products and capillary pores. The pores appear dark and 
sizes ranging from around 0.6 μm up to 10 µm can be observed in the orthogonal views. It is noted that the 
pores appear somewhat elongated in the orthogonal views; this was expected because of the complex 
microstructure of hardened cement paste which can cause severe aberration. Moreover, most capillary pores are 
submicron in size, which is close to the Z resolution of LSCM. Given the lower resolution in the Z direction 
compared to the XY direction, the elongation effect is therefore particularly pronounced.  
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The reconstructed image volume of the concrete sample (Figure 4.13a) shows substantial amount of 
microcracking induced by cyclic freeze-thaw. Bond cracks at the interface between aggregates and cement paste, 
and matrix cracks that propagate through the cement paste are clearly visible. The smallest microcrack detected 
was around 0.8 µm and the largest observed was about 50 µm wide. The 3D morphology of the microcracks is 
clearly visible in the orthogonal views. 
 
 
(a) (b) 
Figure 4.10: (a) Orthogonal views of reconstructed image volume of hand-mixed PFA sample; and (b) corresponding 
plots of axial shift and correlation coefficient as a function of cumulative image thickness. 
 
  
(c) (d) 
Figure 4.11: (a) Orthogonal views of reconstructed image volume of vacuum-impregnated PFA sample; and (b) 
corresponding plots of axial shift and correlation coefficient as a function of cumulative image thickness. 
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(a) 
 
(b) 
Figure 4.12: (a) Orthogonal views of reconstructed image volume of cement paste. AH: anhydrous (unreacted) 
cement; and (b) corresponding plots of axial shift and correlation coefficient as a function of cumulative image 
thickness. 
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(b) 
 
(c) 
Figure 4.13: (a) Orthogonal views of reconstructed image volume of concrete; and (b) corresponding plots of axial 
shift and correlation coefficient as a function of cumulative image thickness. 
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4.4.2 Accuracy of reconstruction 
The details of the reconstructed image volumes are summarised in Table 4.2. The number of images selected per 
stack for the hand-mixed PFA and cement paste samples were 30 images, corresponding to a thickness of 3 µm. 
For the concrete sample, the number of images selected per stack was 35 images, corresponding to a larger 
thickness of 5.2 µm. This was because the microcracks could be imaged to greater depths without signal 
degradation. For the vacuum-impregnated PFA sample, contrast limited adaptive histogram equalisation2 
(CLAHE) (Zuiderveld, 1994) was applied to the images prior to stitching in Fiji to enhance the local contrast 
between the epoxy and PFA particles. This increased the thickness of each image stack that can be selected for 
stitching. The number of images selected per stack was 30 images, corresponding to a thickness of 7.5 μm. 
However, it is noted that CLAHE is not effective for increasing the stack thicknesses of cement paste and 
concrete samples because the microstructures are less distinct at greater depths.  
Table 4.2: Summary of reconstruction results. 
Sample 
No. of 
Z-
stacks 
No. of 
images 
selected / 
stack 
Thickness 
of each 
stack (μm) 
ΔZ (µm) 
Overlapping 
region (%) 
R (-) 
Reconstructed 
image 
thickness 
(µm) 
Avg. 
Std. 
dev. 
Avg. 
Std. 
dev. 
Avg. 
Std. 
dev. 
PFA (hand-
mixed) 
8 30 3.0 1.771 0.467 41.0 15.6 0.911 0.035 15.54 
PFA 
(vacuum-
impregnated) 
18 30 7.5 2.664 0.993 64.5 13.2 0.887 0.028 53.09 
Cement paste 45 30 3.0 2.223 0.528 25.9 17.6 0.874 0.024 100.95 
Concrete 50 35 5.2 3.296 1.228 36.6 23.6 0.922 0.040 166.93 
 
For all samples, the ratio between the average ΔZ and the selected stack thickness was no more than 0.74 
(Figure 4.9). In other words, the average overlapping region between stacks for each sample was at least 26%. 
Although both PFA samples were subjected to the same grinding time, the average ΔZ for the vacuum-
impregnated sample was slightly higher than that for the hand-mixed sample. This was expected because the 
vacuum-impregnated sample was softer due to the presence of densely packed PFA particles.   
The average correlation coefficients (R) for the hand-mixed PFA sample and concrete were > 0.9 whereas for 
the vacuum-impregnated PFA sample and cement paste, the average R values were slightly below 0.9. This 
shows that the overlapping regions between stacks are nearly identical, highlighting the accuracy of the serial 
sectioning, stitching and reconstruction. The slightly higher correlation coefficients for the PFA and concrete 
samples suggest that accuracy is improved when the stitching is carried out on images containing many large 
and well-defined features.  
                                                          
2 Contrast limited adaptive histogram equalisation splits an image into tiles and equalises the histogram of each 
tile. Contrast limit is applied to prevent amplification of noise and bilinear interpolation is applied to remove 
artificial boundaries between tiles.  
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Figure 4.10b, Figure 4.11b, Figure 4.12b and Figure 4.13b show plots of the computed ΔZ and R versus the 
cumulative reconstructed image thickness for the PFA (hand-mixed and vacuum-impregnated), cement paste 
and concrete samples, respectively. The reconstructed image thicknesses reported here and in Table 4.2 have 
been corrected to account for axial distortion caused by mismatch of refractive indices between the immersion 
oil and epoxy resin using Eq. (4.1). 
Hypothetically, the relationship between ΔZ, R and the sectioning process is as follows: ΔZ (equivalent to the 
thickness of material removed) is dependent on grit size, time and pressure applied during the grinding process. 
A larger ΔZ would result if a thicker layer is removed under a larger grit size, higher grinding pressure or a 
longer grinding time. Consequently, the overlapping region between stacks would reduce and become less 
correlated (R). Although the sectioning process described in Section 4.3.2 was attempted to be adhered to, the 
values of ΔZ and R varied slightly between consecutive stacks for all samples. This could be due to the fact that 
the serial sectioning process was semi-automated and that there was variation in the sample hardness. However, 
the minimum R values in all cases were no less than 0.8, meaning that all consecutive stacks contained 
overlapping regions that correlated fairly well. It was noted that for all samples, larger ΔZ tended to give poorer 
R, but this relationship was not absolute (Figure 4.14). While the method can be inconsistent, it is worth 
pointing out that it is not necessary to have uniform thickness of materials removed each time so long as all Z-
stacks have overlapping regions for stitching. 
 
Figure 4.14: Plot showing correlation coefficient vs. axial shift for all samples. 
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4.4.3 Comparison between reconstructed and reference PFA particles 
As stated in Section 4.3.3, a reference image volume of approximately 15 µm thick was acquired from the hand-
mixed PFA sample prior to the start of the sectioning process for comparison with the reconstructed image 
volume. Figure 4.15 shows area-matching cropped regions from the XY plane of the reference and reconstructed 
image at increasing depths from the sample surface. It is evident that the quality of the reference image degrades 
significantly with increasing depth. The PFA particles in the reference image appear blurry from 4.3 µm beneath 
the surface and gradually become unresolvable due to scattering of the laser and fluorescence signal by 
overlying particles. However, the quality of the reconstructed image remains consistent and the PFA particles 
are resolvable throughout the imaging depth. Images from deeper planes were less grainy compared to those in 
the reference image volume. 
 
Figure 4.15: Comparison of area-matching regions (XY plane) from the reference and reconstructed images of the 
hand-mixed PFA sample at increasing depths from the surface showing the accuracy and improved resolution of the 
reconstructed image. 
 
Figure 4.16 compares the reconstructed PFA particles with their respective originals that could be imaged 
entirely in the reference image. All images shown are either in the XZ or YZ plane. The reconstructed PFA 
particles are visually identical in terms of shape and size to their originals. Quantitative assessment was carried 
out by comparing the area, perimeter, Feret’s diameter (i.e. the longest distance between any two points along 
the boundary), circle-equivalent diameter (derived from area) and circularity (= 4*area/perimeter2) of the 
reconstructed particles to their originals. The measurements were done in Fiji using the semi-automated Wand 
(tracing) tool to delineate the particle boundaries. This process was repeated thirty times for each particle to 
obtain an average value for each parameter. The results are plotted in Figure 4.17, where error bars show 95% 
confidence interval for each data point, calculated using Student’s t-distribution (see Appendix II). A good 
agreement can be observed. The average absolute difference (and maximum difference) for area, perimeter, 
Feret’s diameter, circle-equivalent diameter and circularity are 1.75% (3.06%), 1.06% (-1.86%), 2.46% (4.74%), 
0.90% (1.52%) and 1.53% (3.11%), respectively. There are no systematic positive or negative differences in the 
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measured values except for circularity. Most of the reconstructed particles have slightly higher circularity than 
their originals. One possible explanation is that the shape of the particles is more defined in the reconstructed 
images. The calculation of circularity is also rather sensitive to the input values of area and perimeter.  Overall, 
the results show that the serial sectioning and reconstruction process did not distort the reconstructed image. 
 
Figure 4.16: Comparison of PFA particles (marked ‘F’) obtained from the reference and reconstructed images. These 
particles are selected from within a depth of 10 μm from the surface. Images shown are either in the XZ or YZ plane. 
All scale bars are 5 µm. 
 
  
(a) (b) 
Figure 4.17: Quantitative comparison of reconstructed PFA particles with their originals in terms of (a) area and 
perimeter; and (b) Feret’s diameter, circle-equivalent diameter and circularity. Error bars represent 95% confidence 
interval calculated using Student’s t-distribution. 
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4.5 Applications for cement-based materials 
For cement-based materials, LSCM images only void spaces that contain fluorescent epoxy. Voids that are 
isolated are not ‘seen’ as these would not be impregnated with the fluorescent epoxy. Therefore, the technique 
lends itself very well for the purpose of characterising interconnected pores and cracks that influence mass 
transport properties. Nevertheless, pores smaller than the resolution of LSCM such as gel pores and very fine 
capillary pores which may also contribute to transport are not resolved. Figure 4.18 shows a 3D rendering of the 
cement paste reconstructed in this study generated using Fiji’s 3D viewer. The interconnected pores are 
segmented by arbitrary grey level thresholding and surface rendered. The pores are then skeletonised to produce 
a network of single-voxel pathways along the geometric centre of the pore channels using the BoneJ plugin 
(Doube et al., 2010). Thus, the complex pore structure is reduced to a skeletal network that retains its original 
topology, allowing topological parameters such as tortuosity to be quantified. Since the focus of this thesis is on 
pore characterisation, further details on 3D pore segmentation and quantification of various pore attributes will 
be given in Chapter 5.   
 
(a) (b) 
Figure 4.18: 3D rendering of (a) reconstructed cement paste; and (b) extracted pore network. 
 
Cement-based materials contain micro-cracks induced by shrinkage, thermal effects, deleterious mechanisms or 
mechanical loading. Figure 4.19 shows a 3D rendering of the concrete sample examined in this study and the 
extracted microcracks caused by freeze-thaw action. It has been shown by experimental results (Wu et al., 2014, 
Wu et al., 2015) and simulations (Abyaneh et al., 2016) that microcracks have a significant effect on transport 
properties, but very few studies have been carried out to thoroughly characterise the microcracks or correlate 
their characteristics to transport. More importantly, no attempts have been made to isolate the influence of 
microcracks from other factors such as pore structure and degree of saturation on transport properties. This is 
partly because none of the existing techniques is able to image a representative volume of concrete in 3D at 
sufficiently high resolution to capture the microcracks. The proposed method can facilitate this to some extent. 
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(a) (b) 
Figure 4.19: 3D rendering of (a) reconstructed concrete; and (b) extracted microcracks. 
 
Another application of the proposed method is characterising 3D particle shape of cements, supplementary 
cementitious materials and fillers. This is illustrated on a small volume (~100 × 100 × 30 µm3) of Portland 
cement particles embedded in epoxy resin in Figure 4.20. The particle shape of cementitious materials has 
important influences on the rheology and hydration kinetics. Therefore, the ability to characterise their 3D 
particle shapes would help enhance our understanding and our ability to model these effects.  Existing imaging 
techniques such as FIB-nt and synchrotron µCT are able to cover only particles in the ranges between 0.4 to 2.0 
µm and 20 to 60 µm, respectively (Holzer et al., 2010). The proposed method can be used to image a wider 
range of particle size that bridges the gap between these two techniques. For instance, with a 40× immersion oil 
objective lens, the smallest particle that can be characterised is about 3 μm (10 voxels/direction is normally used 
for shape analysis (Garboczi and Bullard, 2004); by setting the voxel size to half the Z resolution, 0.534 μm (0.3 
Airy unit), 10 voxels equal to 5 times the Z resolution ≈ 3 μm) and the field of view (FOV) can be extended to 
more than 700 × 700 μm2 in the XY plane and infinitely in the Z plane to cover a statistically significant number 
of particles. 
 
(a) (b) (c) 
Figure 4.20: 3D rendering of (a) reconstructed; (b) segmented; and (c) colour-coded Portland cement particles for 
shape analysis. 
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4.6 Discussion 
Any imaging technique is inherently limited in the size of the largest image volume that it can image and its 
ability to resolve the smallest features present in it. The proposed method has been shown to be able to 
reconstruct thick volumes of cement-based materials from series of fluorescence LSCM Z-stacks at submicron 
resolutions with good accuracy. The method can also be extended by stitching in the XY plane to further 
increase the FOV and hence the overall image volume without loss of resolution. Figure 4.21 shows an example 
of this where the concrete sample was imaged as four (2 × 2) overlapping mosaic tiles and subsequently 
reconstructed. The overlapping regions between the mosaic tiles were around 20%. Here, several aggregates are 
fully captured and the propagation of the microcracks can be better defined compared to that shown in Figure 
4.13a. 
 
(a) (b) 
Figure 4.21: Extending the image volume by stitching in the XY plane. (a) Four individual mosaic tiles (1, 2, 3 and 4) 
each with an image area of 387 × 387 µm2; and (b) orthogonal views of the image volume reconstructed from the 
mosaics in (a), total area in XY is 700 × 700 µm2. 
 
Theoretically, the image volumes can be extended infinitely in both the XY and Z planes. However, in practice 
there are several factors that could limit this. For example, it is difficult to ensure that the sample is perfectly flat 
and equal thickness throughout, particularly for a large sample. Therefore, it may not be possible to capture 
mosaic tiles that cover the entire sample at the same focal plane. The sectioning method (i.e. mechanical 
grinding) also causes the edges of the sample to be worn more easily than the centre. The height of the stage can 
be adjusted to accommodate this to a certain degree, but reconstruction could become problematic if there is a 
large discrepancy in the focal depth of the images in each tile.  
The depth of sample that can be imaged is limited by the impregnation depth of the fluorescent resin since 
imaging is done in the fluorescence mode. The impregnation depth is dependent on the method of impregnation, 
viscosity of resin and the pore structure of the sample. In this study, the impregnation depth of fluorescent resin 
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was > 100 μm and > 3 cm for the cement paste and concrete sample respectively. However, the sample can be 
re-impregnated with resin if one wishes to image thicker sections. This issue is not relevant to the hand-mixed 
fly ash sample as it was directly embedded in fluorescent epoxy resin. 
LSCM images can suffer from uneven illumination and shadowing effects in the XY plane, especially when a 
large area is imaged and the sample is not perfectly flat and horizontal. In such instance, the image can be 
corrected prior to alignment by means of pseudo flat-field correction. This is carried out by dividing the raw 
image by a flat-field image generated by mean-filtering the raw image using a large kernel size (Figure 4.22). 
Uneven brightness can also occur along the depth of the reconstructed image volume due to factors such as 
intrinsic localised brightness variation along the depth of individual image stacks, varying imaging conditions 
after each cycle of sectioning, inherent inconsistencies or heterogeneities in the sample and/or photobleaching of 
fluorophores after pro-longed exposure to laser. Artefacts such as scratches and pulled-out particles on the 
sample surface, and air bubbles in the immersion medium can also contribute. Nevertheless, this effect can be 
rectified using histogram matching or contrast enhancement (Castleman, 1996, Camp et al., 1997) to ensure 
uniform intensity along the depth. Another main issue of LSCM is axial distortion induced by mismatch of 
refractive indices and the intrinsic elongation nature of PSF. This will be addressed in detail in Chapter 5, where 
a generic correction method is proposed.  
 
(a) (b) (c) 
Figure 4.22: Correction of uneven brightness in the XY plane of a LSCM image: (a) raw image; (b) flat field image 
generated by mean filtering (a) with a kernel size of 350 pixels; and (c) corrected image. 
 
Unlike conventional serial sectioning methods such as microtome and cryostat sectioning, the proposed method 
requires each Z-stack to have overlapping regions with neighbouring stacks for stitching. This avoids the risk of 
information lost between stacks. The resolution of LSCM is highly dependent on the objective used. High 
powered objectives with high numerical apertures (e.g. 40×, 63× and 100×) are able to achieve theoretical XY 
and Z resolutions of down to ≤ 0.2 µm and ≤ 0.5 µm, respectively. These can be possibly further improved by 
means of deconvolution to restore the images based on the knowledge of the point-spread function (PSF). 
The main drawback of the proposed method is that depending on the image volume and resolution required, the 
process of serial sectioning, imaging and reconstruction may be laborious and time consuming. For example, the 
average time required to serial section and image one 2.5μm thick stack at a 0.534 μm Z resolution from a 
  
86 
 
cement paste sample is approximately 30 to 45 minutes using our current facilities. However, it is envisaged that 
this can be improved by automating the process. Serial sectioning is intrusive, meaning that the sample cannot 
be revisited once sectioned. Scratches may also be introduced during the grinding process, but this problem can 
be avoided if one selects images well below the surface for reconstruction. Another disadvantage of LSCM is 
that it cannot distinguish solid phases of different compositions. One way to circumvent this is to carry out 
parallel imaging where required using SEM with energy-dispersive X-ray spectroscopy to identify the solid 
phases of interest.  
The proposed method is suitable for dense materials containing pores in the range of submicron to tens of 
microns. Other materials that can be characterised by the proposed method include permeable rocks that are of 
importance to the oil industry such as carbonates and limestone (e.g. Ketton and Estaillades) containing highly 
connected micropores that cannot be captured by X-ray µCT (Blunt et al., 2013). The ability to image these 
pores in 3D would help improve the understanding and modelling of flow processes of oil and gas through these 
rocks. Bioceramics that are used in medical applications as bone substitutes are another example. These 
materials contain micropores of less than10 µm (Dorozhkin, 2010) and the interconnectivity of the pores 
influences their bioactivity through the transfer/adsorption of nutrients or cell anchorage, leading to the 
apposition of new bone (Hing et al., 2005). 
4.7 Conclusions 
This Chapter presents a new method to image large volumes of cement-based materials at submicron resolution 
in 3D by combining fluorescence LSCM with serial sectioning. The novelty of the method is that the serial 
sections are imaged to produce consecutive Z-stacks containing overlapping regions. This allows stitching based 
on phase correlation and avoids loss of information between stacks. Furthermore, the resolution of the 
reconstructed image volume does not degrade with increase in sample size or thickness. The reconstruction 
process is entirely performed in Fiji. The proposed method has been used to reconstruct PFA particles, hardened 
cement paste and concrete with XY and Z resolutions of down to ~ 0.2 µm and ~ 0.5 µm respectively. The 
results obtained show the reliability of the method. The proposed method can be used to characterise the 3D 
shape of cementitious materials and the structure of interconnected pores and microcracks that are important to 
transport processes. The proposed method fills the critical gap between X-ray μCT and FIB-nt in terms of 
achievable spatial resolution (submicron) and image volume on cement-based materials. 
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5 3D quantification of pore structure 
In this Chapter, the effects of axial distortion inherent to LSCM on 3D pore structure of different cementitious 
systems were investigated. A range of 3D algorithms including skeletonisation, maximal ball and random 
walker algorithms were used to quantify the pore structure. Results show that axial elongation of LSCM images 
has no significant effects on most quantified parameters except for the Euler connectivity, average pore and 
throat volumes and directional diffusion tortuosities. The effect of the image volume size on the pore parameters 
was also evaluated using a ‘statistical’ approach. Most parameters become relatively independent of the image 
volume size at ≥ 603 µm3 except for diffusion tortuosities and formation factor. The representative elementary 
volumes (REV) for porosity calculated based on eight realisations and a relative error of 5% indicate that an 
image volume of 1003 µm3 is adequate for representative quantification of the porosity. 
5.1 Introduction 
It is well recognised that 3D LSCM images suffer from distortion in the optical (axial) axis due to two main 
reasons (Pawley, 1995, Blatter, 1999). First, the resolution is inherently anisotropic along the optical axis due to 
the elongation nature of point spread function (PSF). Second, mismatch of refractive indices between the 
immersion medium and the sample or within the sample itself can lead to severe spherical aberrations. Such 
distortions can produce misleading results when volumetric measurements are made. In biological imaging, the 
axial distortion caused by refractive index mismatch can be corrected empirically by inserting fluorescent 
microspheres of known geometries into the specimen to measure the elongation (Sieck et al., 1999, Gray et al., 
1999). However, this approach is impractical for hardened cement-based materials. While it may be possible to 
place ‘micro-standards’ in the fresh mix, they will either end up in the pore space or engulfed by hydration 
products and cannot be distinguished when the cement paste hardens and becomes filled with fluorescence. 
Depending on the size of the standards, the resulting microstructure may also be altered owing to the formation 
of interfacial transition zone around the standards. Moreover, these standards may be required in large quantities 
and evenly dispersed within the system to ensure a homogeneous correction.  
Representative elementary volume (REV) is important for understanding and predicting the behaviour and 
properties of 3D multiscale porous media. As it is computationally expensive (and experimentally difficult) to 
generate a porous medium such as cement-based materials to include all length scales, the REV provides a 
means to define the minimum 3D volume adequate for representative characterisation of properties at a 
particular length scale. The REV for characterising capillary pores in cement pastes has been generally accepted 
to be approximately 1003 µm3. However, this REV was derived from numerical modelling of computer 
generated 3D pore structures (Garboczi and Bentz, 2001, Zhang et al., 2010a, Ukrainczyk and Koenders, 2014). 
To the author’s knowledge, it has never been investigated experimentally and therefore, its applicability to real 
pore structure remains questionable.  
There are several definitions of REV in literature, but they have two common requirements (Rozenbaum and du 
Roscoat, 2014): (1) the REV must be of the right size to contain sufficient microstructural features to depict the 
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macroscopic property representatively and (2) the REV is determined for a specified property and it is 
essentially independent of the sampling position within the material.  Bear (1972) presents the concept of REV 
graphically as shown in Figure 5.1. The fluctuations in the property of interest (e.g. porosity) reduce with 
increasing volume and the threshold volume at which the fluctuations become minimal (beginning of the 
domain of porous medium) is taken as the REV. Nevertheless, for inhomogeneous medium, the property may 
gradually change again as the volume size increases further. The two main approaches for determining a REV 
are the ‘deterministic’ approach and the ‘statistical’ approach (Rolland du Roscoat et al., 2007). The 
‘deterministic' approach determines REV by calculating the property of interest based on a single volume as a 
function of increasing size until the property of interest becomes constant. By contrast, the ‘statistical’ approach 
determines a REV based on a number of volumes until the average property reaches a desired precision of 
estimate. 
 
Figure 5.1: Change in property of interest (e.g. porosity) as a function of volume of a porous medium (after Bear, 
1972). 
 
The method presented in Chapter 4, which combines LSCM with serial sectioning, is capable of reconstructing 
3D pore structure of cement-based materials at sub-micron spatial resolution (~0.2 µm in XY and ~0.5 µm in Z) 
up to several hundreds of microns in volume.  This opens possibilities for experimental investigation of the REV 
for pore structure. However, the process for 3D image analysis of pores from LSCM imaging of cement-based 
materials has not been established to date. Accurate segmentation of the pore structure is the prerequisite for 
successful analyses, but segmentation is particularly challenging due to the complex boundaries between pores 
and solid hydration products. Uneven brightness that occurs along the depth of the reconstructed image further 
complicates the segmentation process.  
Fredrich (1999) segmented the pore structure of Berea stone from 3D LSCM images using the local minima 
between solid and pore peaks in the image histogram as a threshold. Wonho and Lindquist (1999) have further 
developed a kriging-based method that determines the threshold based on minimum variance estimation within a 
pre-assigned threshold range, which also lies between the solid and pore peaks. However, the determination of 
the threshold range is not straightforward and is usually user-specified. Both methods are not applicable to this 
study because LSCM images of cement-based materials do not exhibit bimodal distribution in the histogram 
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(see Sections 5.2.3 and 5.3.1). Other approaches include iterative k-means clustering which also requires a priori 
threshold to be estimated (Zhang et al., 2010b). 
The main aim of this Chapter is to study the effects of axial distortion in LSCM images on 3D pore parameters 
and to estimate the REV for different pore parameters and cementitious systems. A range of blended cement 
pastes containing CEM I, silica fume, pulverised fuel ash and ground granulated blastfurnace slag were tested. A 
pore segmentation method was proposed and the segmented pore structures were quantified using 
skeletonisation, maximal ball and random walker algorithms. This Chapter focuses on development of image 
analysis methods, while the effects of supplementary cementitious materials on pore structure will be presented 
in Chapter 7. 
5.2 Experimental 
5.2.1 Materials and sample preparation 
Four cement pastes containing CEM I and CEM I blended with silica fume, pulverised fuel ash (PFA) or ground 
granulated blastfurnace slag (GGBS) were prepared. The water/binder (w/b) ratio was 0.45 and samples were 
cured to ages of 7 and 90 days. Mix proportions are shown in Table 5.1. Details of the materials used are given 
in Section 3.4.1. These mixes were selected to cover the range of pore structure that is common in concrete.  
Table 5.1: Mix proportions. 
Sample ID w/b 
Corrected 
w/b 
SCM/binder 
(wt.%) 
Water 
(kg/m3) 
CEM I 
(kg/m3) 
SF 
(kg/m3) 
PFA 
(kg/m3) 
GGBS 
(kg/m3) 
P0.45 0.45 0.426 - 581 1290 - - - 
P0.45 SF 0.45 0.445 9 573 1158 115 - - 
P0.45 PFA 0.45 0.434 23 564 965 - 288 - 
P0.45 GGBS 0.45 0.415 60 568 505 - - 758 
 
All wet-mixing was done in a Hobart mixer for 4 mins. PFA and slag were dry-mixed with CEM I for 1 min 
before water was added. For the mix with silica fume, a polycarboxylate-based superplasticiser (Sika® 
ViscoCrete® 20 RM at 0.4 wt.% binder) was added to the water and pre-mixed with silica fume for 1 min to 
disperse agglomerated particles. All mixes were cast in steel moulds of 100 mm diameter × 25 mm height and 
compacted in two layers using a vibrating table. Immediately after casting, the samples were covered with 
plastic sheets and wet hessian to prevent loss of moisture, and left to harden at 20oC. After 24 hours, the samples 
were demoulded and cured in a fog room at 100% RH and 20oC for 7 and 90 days. For each mix, four replicates 
were prepared, one for LSCM imaging and three for transport measurements which form part of Chapter 7. Two 
additional samples were also prepared for measuring the bleed water. The bleed water on the sample surface 
was collected using pipette and measured periodically in accordance with BS EN 480-4:2005 (British Standards 
Institution, 2005). The corrected w/b ratios for each mix are also given in Table 5.1.   
After curing, blocks (40×20×8 mm3) were extracted from the centre of one of the discs from each mix using a 
diamond saw (Figure 5.2) for imaging. The blocks together with the transport samples were then transferred into 
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sealed environmental chambers containing saturated potassium dichromate for conditioning at 55% RH, 20oC. 
The chambers were equipped with motorised fans to generate circulating air and soda lime to minimise 
carbonation. The samples were conditioned until the mass loss was no more than 0.01%/day. This was to ensure 
that all the transport samples reached equilibrium so that measured transport properties would not be affected by 
variation in moisture content.  
Following conditioning, the microscopy blocks were vacuum impregnated with fluorescein-doped (0.05 wt.%) 
epoxy and then pressurised at 2.5 bars for 2 hours to force the epoxy deeper into the sample. Finally, the 
microscopy blocks were ground and polished using successively finer abrasive grit sizes of 30, 18, 14, 9, 6, 3, 1 
and 0.25 µm until a flat and mirror-like surface was achieved. Details on the sample preparation for microscopy 
are given in Section 3.4.2. 
 
Figure 5.2: Schematic of the extraction of a microscopy block from the cast cylindrical sample. Drawing not to scale. 
 
5.2.2 LSCM and 3D pore reconstruction 
For each sample, a 3D image of the pore structure was reconstructed using the method described in Chapter 4.  
This combines fluorescence LSCM with serial sectioning to produce a series of overlapping confocal Z-stacks, 
which are then aligned and stitched based on phase correlation. Depending on the sample mix and age, the 
grinding time for sectioning was varied between 1 to 4 s per direction to remove an average of 1.83 to 3.57 µm 
thick material per stack with Struers MD-Piano disc of 15 µm fineness on the LaboPol-5 machine. The 
sectioning process was repeated until the total thickness of the reconstructed image was ~140 µm. Note that this 
thickness refers to the actual movement of the stage. In some cases, the total thickness was slightly less due to 
excessive removal of material in the final sectioning routine (Table 5.2).   
A 40× (NA 1.25) oil immersion objective with theoretical XY and Z resolutions of 0.156 and 0.534 µm (at a 
pinhole of 0.3 Airy Unit) respectively was used for imaging. The 488 nm argon laser with intensity of 15% was 
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applied to excite the fluorophores in the pore structure. The emission band was set to range from 500 to 600 nm 
to ensure that all emitted fluorescence was fully captured and the PMT was adjusted correspondingly for 
optimum brightness and contrast. A zoom factor of 1.8× was applied to give a field of view of 215 µm2 and 
images were digitised to 2048 × 2048 pixels. The final voxel size was 0.105 × 0.105 × 0.1 µm. Based on the 
Nyquist theorem, the smallest pore size that can be resolved in XY and Z are ~0.242 µm (2.3× voxel width) and 
~0.534 µm (theoretical Z resolution > 2.3× voxel depth) respectively. As such, herein, the term ‘pore structure’ 
refers to capillary pores ≥ 0.242 µm. Line averaging of 2× and a scan speed of 400 Hz were used to ensure good 
SNR. A 3D median-filter with radii of 1 × 1 × 2 voxels was also applied in the reconstruction process to further 
remove noise. 
Despite care taken to ensure consistent imaging conditions, uneven brightness inevitably occurred along the 
depth between sequential stacks. The PMT was adjusted to compensate for this to some extent. Several extra 
steps were also taken during reconstruction to correct for uneven brightness. Histogram matching was applied 
locally to each stack to match the histograms of all image slices to the peak intensity image. Contrast 
normalisation (0.4% saturated pixels) was applied to ensure that all image histograms spanned the entire 
dynamic range (0-255). This has been shown to reduce brightness variation between time-lapse image stacks of 
moving fluorescent particles captured by wide-field fluorescence microscopy (Andrews et al., 2010). In some 
cases, uneven brightness also occurred in the XY plane (Table 5.2). These were corrected using pseudo flat-field 
filter obtained by mean-filtering the original images with a kernel size of 350 pixels. Note that all these 
operations were slice-wise and were performed using plugins in Fiji.  
For each sample, two spots namely A and B (~5 mm apart) were imaged in the centre of the microscopy block. 
Results of the reconstruction are given in Table 5.2. The total number of stacks for each sample ranged from 40 
to 62 stacks. The average overlapping regions between stacks ranged from 34.3 to 47.9% and the average 
correlation coefficients (R) ranged from 0.87 to 0.93. These indicate good accuracies of the reconstruction 
process for all samples. 
Table 5.2: 3D pore reconstruction results. 
Sample ID* 
Total number of 
stacks 
Total 
reconstructed 
thickness (µm) 
Average 
overlapping 
region (%) 
Average R 
A B A B A B A B 
P0.45 7d 52 62 117 137 42.0 42.1 0.93 0.93 
P0.45 90d 44 40 143 130 37.4 38.4 0.92 0.93 
P0.45 SF 7d 43 40 142 141 35.1 35.6 0.88 0.88 
P0.45 SF 90d 47 47 144 148 39.0 39.4 0.90 0.90 
P0.45 PFA 7d 62 56 146 138 43.1 42.9 0.89 0.89 
P0.45 PFA 90d 43 42 147 150 34.3 36.2 0.89 0.90 
P0.45 GGBS 7d 59 58 108 140 47.9 39.3 0.92 0.92 
P0.45 GGBS 90d 43 44 141 145 37.8 37.9 0.88 0.87 
* Italicised – pseudo flat field filter was applied to correct for uneven brightness in the XY plane. 
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5.2.3 Pore segmentation and image post-processing 
Figure 5.3 shows a typical 2D LSCM image of a hardened cement paste (P0.45 7d) and its greyscale histogram. 
Note that porosity is green. As can be seen from the histogram, there is only one narrow peak close to the lower 
end of the grey scale which represents the solid phase. The transition from the solid to the pore phases is gradual 
and spans across the entire grey scale. The main reason to this is that the solid phase tends to exhibit different 
grey levels depending on its size, density and morphology etc. Large particles such as unreacted cement grains 
appear relatively dark because they are dense, thick and contains no detectable fluorescence. By contrast, 
hydration products such as calcium silicate hydrates (C-S-H) have much finer microstructures of irregular 
morphologies, and thus, subsurface fluorescence occurring within the optical section (Z-stack) can be detected. 
Fluorescence can also be present within nano-sized pores of the hydrates which are beyond the resolution of 
LSCM. Due to the lack of a local minima in the image histogram, simple thresholding methods based on peaks 
and valleys cannot be applied. 
 
 
(a) 
 
(b) 
Figure 5.3: A typical 2D LSCM image of hardened cement paste impregnated with fluorescein-doped epoxy. Sample 
is P0.45 7d; and (b) brightness histogram of (a). 
 
Having tested various thresholding approaches commonly applied to fluorescent images  (e.g. Otsu’s method, 
IsoData, maximum entropy and triangle method), it was found that the moment-preserving method proposed by 
Tsai (1985) was able to yield the most satisfactory outcome. This method (also known as Moments) has been 
applied to 3D fluorescence LSCM images of silica monolith’s skeleton (Hlushkou et al., 2010) which resemble 
those of pore structure in cement paste. The method is deterministic and does not require iterations to search for 
the threshold. It considers the grey-level image as a blurred version of the binarised image. The threshold is 
computed in such a way that the first three moments of the original image are retained in the binarised image. 
The first moment is the mean grey value whereas the second and the third moments describe the variance and 
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skewness of the image histogram respectively (Mukundan and Ramakrishnan, 1998). A brief description on the 
derivation of the threshold is given below: 
The first three moments of an image are calculated as:  
   i
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 with i = 1, 2, 3    Eq. (5.1) 
Where n is the total number of pixels in the image, nj is the total number of pixels with grey value zj, and pj = 
nj/n. For bi-level thresholding, the pixels of the image are grouped into two classes, below- and above-threshold 
pixels. The moments of the binarised image mi’ are expressed as:   
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i zpzpm 1100
'          Eq. (5.2) 
Where p0 and p1 are the fractions and zo and z1 are the replacement grey values representative of the below- and 
above-threshold pixels respectively. By keeping the moments unchanged, mi = mi’ and by solving Eq. (5.2) for 
mi, p0 and p1, z0i and z1i can be determined. The threshold is taken as the grey value which corresponds to the p0-
tile of the histogram.   
However, the Moments method alone was insufficient because very fine pores tend to be excluded. Thus, prior 
to segmentation, contrast limited adaptive histogram equalisation (CLAHE) was applied to each image slice to 
enhance the local contrast of these fine pores. This was done using the CLAHE function in Fiji. A block size of 
23 pixels (10× the minimum resolvable pore size) was used to define the area of the local region for histogram 
equalisation. The number of histogram bins used was 256 and the maximum slope to restrict the maximum 
contrast change was set to 1.5. These parameters ensured an optimum level of enhancement of the images. Due 
to uneven brightness in the axial direction of the reconstructed 3D image, it was not possible to apply a global 
threshold to the entire 3D image. Hence, slice-wise segmentation was performed using the Auto Threshold 
function in Fiji. 
Following the segmentation process, 3D morphological operations including dilation and erosion with a kernel 
diameter of 3 voxels was applied to the entire image. The dilation process first expands the pore structure to 
ensure that all loosely connected pore or solid voxels (via vertex or edge) become well-connected. Following 
that, the erosion process shrinks the pore structure so that pore voxels which are essentially discrete become 
disconnected again. These morphological operations also fill in small holes, remove noises and smooth edges of 
the pore structure. Given that the segmentation process was slice-wise, a second 3D median filter with radii of 1 
× 1 × 2 was applied to eliminate discontinuities along edges of the segmented pore structure in the axial 
direction and to remove any remaining noises. All operations were performed in Fiji.  
5.2.4 Quantitative analysis of pore structure 
Three different methods were used to quantify global and topological pore parameters as shown in Table 5.3. 
The first method was BoneJ (Doube et al., 2010) which is a plugin in Fiji consisting of a set of commands 
including medial-axis skeletonisation. The second method was the modified maximal ball algorithm (Dong and 
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Blunt, 2009) and the third method consisted of two Mathematica® programmes (Nakashima and Kamiya, 2007) 
that run cluster labelling and random walker algorithms. Details of these can be found in their respective articles. 
The skeleton tortuosity determined using the medial axis-thinning algorithm is a direct measure of the 
crookedness of the pore structure. It is calculated as (Luo et al., 2010):  
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1          Eq. (5.3) 
Where i is the index of skeleton branch, n is the total number of skeleton branches, Le and La are the actual and 
Euclidean (apparent) lengths of each skeleton branch respectively. 
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Table 5.3: Methods used to quantify reconstructed 3D pore structures. 
Method Software Algorithm Function Parameters 
BoneJ 
(Doube et 
al., 2010) 
Fiji  
(v. 1.51d)  
Voxel 
counting 
Calculates number of pore voxels 
Total segmented porosity (Ф) = total volume of pore / total volume 
of image × 100% 
Mapped 
labelling 
Locates and labels connected pore voxels based on 26-
neighbourhood to find the largest connected pore 
• Accessible porosity (Фp) = volume of largest connected pore 
percolating in X, Y and Z / total volume of image × 100% 
• Percolation connectivity (Х) = accessible porosity / total porosity 
Euler 
characteristic 
Calculates the contribution of pore voxels based on 26-
neighbourhood to the Euler characteristics of the entire 
image   
Euler connectivity = 1 – Δχ, where Δχ represents the contribution 
from voxels of largest connected pore (Odgaard and Gundersen, 
1993) 
Marching 
cube 
Constructs a triangular isosurface mesh representing the 
pore surface (Lorensen and Cline, 1987) 
Mesh specific surface area (Sp) = surface area of pore mesh / 
volume of largest connected pore (m-1) 
3D medial 
surface axis 
thinning 
Transforms the pore structure into a topology-preserving 
skeleton by iterative and symmetrical erosion of the pore 
surface until the medial axis is found (Lee et al., 1994) 
Skeleton tortuosity of largest connected pore (τs) (see Eq. (5.3) in 
text) 
Thickness 
computing 
Computes the local thickness of the pore structure based 
on the diameter of the largest spheres that can fit within 
the local pore using Euclidean distance transform. The 
average diameter of compound spheres is volume 
weighted based on the degree of intersection. 
Volume-weighted average pore size (thickness) of largest connected 
pore (m) 
Modified 
maximal 
ball (Dong 
and Blunt, 
2009) 
Windows 
Command 
Prompt 
Modified 
maximal ball 
Extracts the pore network by assigning spheres of multi-
sizes to the pore space and clustering them into family 
trees. All spheres contain at least one voxel which is not 
shared by other spheres. The largest sphere within a pore 
space acts as the ‘ancestor’ and any immediate smaller 
overlapping or touching spheres form the ‘children’ 
which will be absorbed by the ancestor, these ‘children’ 
can have their own sub-level offspring of even smaller 
size and so on. The largest sphere forms the pore and a 
throat is said to be found when family clusters sharing a 
common child meet.  
• Total segmented porosity (Ф) as in BoneJ; 
• Pore and throat radii3: inscribed radii of the largest ‘ancestor’ 
sphere and the largest sphere within the throat length respectively 
(m); 
• Throat length: see Figure 5.4 (m); 
• Pore connection (coordination) number: number of pores linked to 
each pore defined;   
• Pore and throat volume: number of voxels associated with each 
pore or throat block defined (m3);   
• Pore and throat shape factor = volume*length / surface area2 of 
each pore or throat block defined 
                                                          
3 The maximal ball algorithm randomly assigns the pore and throat radii between RLEFT – 1 and RRIGHT, and sets the minimum radius to 0.1× voxel size to ensure the 
continuity of size distributions. RRIGHT is the Euclidean distance from the centre of the sphere to the nearest grain voxel whereas RLEFT is the distance from the centre to the 
furthest pore voxel within the distance of RRIGHT. 
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Table 5.3 (continued): Methods used to quantify reconstructed 3D pore structures. 
Mathematica 
programmes 
(Nakashima 
and Kamiya, 
2007) 
Mathematica® 
(v. 10.4) 
Cluster 
labelling 
Determines the connectedness of the pore voxels based on 
6-neighbourhood (only voxels which are face-adjacent are 
deemed connected). Involves two runs of scan: the first run 
identifies all possible pore clusters and the second run 
corrects any mislabelling. 
• Total segmented porosity (Ф), accessible porosity (Фp) and 
percolation connectivity (Х) as in BoneJ; 
• Voxel specific surface area (Sp) = surface area of voxels of 
largest connected pore with (B) and without (A) considering 
pore faces on the edges / volume of largest connected pore (m-
1) 
Random 
walker 
Simulates the diffusion of non-sorbing walkers in the pore 
space based on 6-connected discrete lattice walks in the 
largest connected pore cluster. Diffusion coefficient is 
proportional to the time derivative of the mean-square 
displacement of the walkers. 
• Scalar (τD) and directional (τd) diffusion tortuosity of largest 
connected pore (see Eq. (5.4) in text); 
• Formation factor (F) of largest connected pore = τD2 / Φp 
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lt: throat length = lij – li - lj 
li: length of pore i  
= lit [1 – α (rt / ri)] 
lj: length of pore j 
= ljt [1 – α (rt / rj)] 
ri: radius of pore i 
rj: radius of pore j 
rt: radius of throat 
α: Coefficient = 0.6 
Figure 5.4: Throat length defined by maximal ball algorithm, from Dong and Blunt (2009). 
 
On the other hand, the diffusion tortuosity determined using the random walker algorithm is a measure of the 
geometrical complexity of the pore structure based on the ease of self-diffusion of walkers: 
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Where Df and D(t) are the self-diffusion coefficients of the walkers in a free space and in the pore space as a 
function of time (t) respectively (m2/s), a1 is the dimension of a cubic voxel (m) and r(τt)2 is the mean square 
displacement of the walkers as a function of a unit time (τt). By assigning a value of 1 to a1, the mean square 
displacement becomes dimensionless and so is the diffusion tortuosity. Unless otherwise stated, a total of 20,000 
random walkers and a total time steps (τt) of 1×107 were used in all simulations. These ensured that the high 
tortuosity of the pore structure was fully experienced by the walkers. The time derivatives of the mean square 
displacements were calculated based on the fitted slope of the mean square displacement vs. lattice walk time 
curve.  The slopes were fitted for τt > 2 – 3×106 and τt > 4 – 5×106 for 7 and 90-day samples respectively. This 
was to avoid unrestricted diffusion of the walkers during the early stages of simulation where most walkers 
rarely collided with the pore walls. By breaking down the scalar mean square displacements into the X, Y and Z 
directions, directional diffusion tortuosities can also be calculated. 
By knowing the scalar diffusion tortuosity (τD) and the accessible porosity (Φp), the formation factor (F, a 
measure of the electrical conductivity of water in the saturated pore system relative to that of the bulk water) can 
be calculated based on the Nernst-Einstein relationship as (Pirson, 1983, Atkinson and Nickerson, 1984, 
Garboczi, 1990): 
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Where σ and σ0 are the electrical conductivities of pore solution and bulk water respectively (S/m), D0 is the free 
diffusion coefficient (m2/s) and D is the intrinsic diffusion coefficient of the bulk system (m2/s). Note that the 
intrinsic diffusion coefficients are not the same as the self-diffusion coefficients of the random walkers 
(Promentilla et al., 2009). There is no general consensus as to whether or not the diffusion tortuosity should be 
squared but this form of relation was found to give better predictions of the transport properties (see Section 
7.3.5). 
5.2.5 Axial distortion measurement 
A systematic analysis was performed to investigate the effect of axial elongation in 3D LSCM images on the 
measured pore parameters summarised in Table 5.3. A sub-volume with an area of 100 µm2 was cropped from 
the main 3D images of P0.45 7d for the analysis. The voxel depth was first multiplied by a factor of 1.05 to 
correct for the mismatch of refractive indices between the immersion oil and epoxy in the pore structure. 
Following that, the sub-volume was segmented using the method described in Section 5.2.3. A compression 
factor of 0.25, 0.50, 0.75 and 1.00 was then applied to the voxel depth to create a series of compressed image 
volumes with total thicknesses of 35, 70, 105 and 140 µm respectively. These image volumes were further re-
sliced (prior to 3D median filtering) to yield isotropic voxels of 0.1053 µm3 for analysis with the methods 
presented in Section 5.2.4. All other samples were analysed only for the extreme factors of 0.25 and 1.00.  
Having completed the above, a suitable correction factor for the elongation effect across all samples was 
determined using spherical PFA particles in P0.45 PFA 7d and 90d as references. The principle is analogous to 
that of microspheres but in this case, the exact sizes of PFA particles are unknown. PFA particles are 
intrinsically perfect spheres and hence their aspect ratios in the XY and Z directions are approximately equal to 
1. This enabled a correction factor to be determined by measuring the aspect ratios of PFA particles as a 
function of reducing voxel depth without knowing their exact sizes. 
In total, 80 PFA particles were randomly selected (40 for each curing age) for measurements. The voxel depth 
was gradually compressed by a factor of 0.05. At each compression factor, the aspect ratios of all 80 particles 
were measured in the orthogonal views (XZ and YZ planes). Due to the complexity of the microstructures 
surrounding the particles, it was difficult to use a tracing tool to delineate the particle boundaries for 
measurement.  Therefore, the ‘Oval selections’ tool in Fiji was used to fit ellipses to the particle boundaries and 
the aspect ratio of the ellipses was recorded. The compression factor which gave the average aspect ratio closest 
to 1 was adopted as the correction factor. It was noted that different cementitious systems exhibited different 
extents of elongation due to varying porosity and mineral contents. Hence, the correction factor was deemed 
generic rather than absolute (see Section 5.3.4).  
5.2.6 Determination of representative elementary volume (REV) 
The REV for different cementitious systems were determined using a ‘statistical’ approach. The image volume 
size was varied between 203 µm3 and 1003 µm3. Two sub-volumes of 1003 µm3 were first cropped from the main 
3D image and segmented. Following that, smaller volumes of 203, 403, 603 and 803 µm3 were extracted from 
their centres (Figure 5.5b). For each sample, a total of 20 sub-volumes (10 each for spots A and B) were 
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analysed. The sub-volumes of 1003 µm3 inevitably overlapped with each other. This was because the final areas 
of the reconstructed images were smaller than the FOV due to the loss of a small region around the edges during 
the alignment process. However, the overlapping regions in most cases were no more than ~7% as the sub-
volumes were selected diagonally to each other (Figure 5.5a). Note that in some cases, the total thickness of the 
image volume was less than 100 µm after being corrected for axial distortion (see Table 5.2). The voxel depth 
was also resliced to give isotropic voxels (0.1053 µm3). 
The ‘statistical’ approach enables the REV to be defined for a given property, a given number of realisations (or 
number of image volumes analysed, nr) and a chosen accuracy of estimate (indicated by relative error, ɛr). The 
REV (m3) for porosity was calculated using Eq. (5.6) and (5.7) (Kanit et al., 2003, Rolland du Roscoat et al., 
2007).    
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Where ФT is the ‘true’ porosity (taken as the mean porosity of the main image volume from spots A and B ~190 
× 190 × 100 µm3) and A3 is the integral range which gives information on the volume size for which the 
measured porosities are statistically representative (m3). A3 is related to the variance of the porosities measured 
from nr realisations for each volume size (VI, m3) and was determined by fitting Eq. (5.7) to measured data.   
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Figure 5.5: Cropping of sub-volumes from the main 3D image for REV analysis: (a) XY plane of the main 3D image; 
and (b) 3D view of cropped sub-volumes. Diagram not to scale.  
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5.3 Results 
5.3.1 Pore segmentation 
Figure 5.6 illustrates the segmentation process described in Section 5.2.3 on a 2D image of P0.45 7d in the XY 
plane. The CLAHE process clearly enhanced the local contrast of very fine microstructures which appeared 
relatively faint in the original image. The Moments method effectively separated the pore from the solid phases 
although some degree of overestimation was observed. Following 3D morphological operations and median 
filtering, noises became significantly less and small holes were eliminated. More importantly, links between 
loosely connected solids or pores were enhanced. An image segmented without CLAHE enhancement was 
shown in Figure 5.6e. Poorly segmented areas in comparison to the CLAHE-enhanced segmented image (Figure 
5.6d) were highlighted in red boxes.  
 
(a) 
 
(b) 
 
(c) 
 
                                 (d) 
 
                       (e) 
Figure 5.6: Segmentation process demonstrated on a cropped image of P0.45 7d in the XY plane: (a) original; (b) 
CLAHE enhanced; (c) segmented; (d) 3D dilated, eroded and median filtered; and (e) segmented image without 
CLAHE enhancement. Red boxes in (d) and (e) highlight the effects of CLAHE in enhancing the segmentability of 
low constrast features.  
 
Figure 5.7 shows the segmentation process in the XZ plane. A slight elongation of the pore structure is 
observable despite a compression factor of 0.725 (see Sections 5.3.3 and 5.3.4). Pore edges were smoothed by 
the morphological operations and median filter, albeit the segmentation process was performed slice-wise in the 
XY plane. It was noted that some small clusters of either pore or solid voxels remained following the 
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morphological operations and median filtering. It was difficult to ascertain if these were noises or actual pores 
or solids. Therefore, any remaining black clusters were considered to be pores and white clusters to be solids.  
 
(a) 
 
(b) 
 
(c) 
Figure 5.7: Segmentation process demonstrated on a cropped image of P0.45 7d in the XZ plane: (a) original image; 
(b) segmented and (c) 3D dilated, eroded and median filtered. Note that the image voxel depth has been compressed 
by a factor of 0.725 to reduce the elongation effect (see Sections 5.3.3 and 5.3.4).  
 
Figure 5.8 further shows segmentation examples of relatively porous (P0.45 PFA 7d) and dense (P0.45 SF 90d) 
systems in the XY plane. Generally, both systems are well-segmented especially for solids with well-defined 
boundaries such as the PFA particle (~7.3 µm diameter) marked ‘F’ in Figure 5.8a. Pores as small as ~0.2 µm 
were also segmented as shown by the arrows in Figure 5.8c and d. However, low contrast features such as the 
shell of a probable ‘Hadley’ grain (marked by red boxes in Figure 5.8a and b) with a thickness of ~0.3 µm could 
be erroneously segmented as pores. Occasionally, over-segmentation was observed for diffuse pore boundaries 
that exhibited transitional brightness, while some pores nestled in solids (marked by red boxes in Figure 5.8c 
and d) may appear excluded. These observations suggest that local contrast significantly influences the 
segmentation results. 
Figure 5.9 shows the pore structures of P0.45 PFA 7d and P0.45 SF 90d in 3D. A small volume of interest (303 
µm3) was cropped from Figure 5.8 to highlight topology. Although the segmented pore structure of P0.45 SF 
90d appears to be overestimated when compared to its original, this can be explained by the fact that small and 
low contrast pores did not show up well in the original image. The largest connected pore and its corresponding 
skeleton determined by the mapped-labelling and medial axis thinning algorithms show that P0.45 PFA 7d is 
more percolated than P0.45 SF 90d.  The pore networks extracted by the maximal ball algorithm indicate that 
the pores and throats of P0.45 PFA 7d are much larger than those of P0.45 SF 90d.  
One particular sample that was difficult to segment was P0.45 SF 7d. Figure 5.10a and b shows a 2D LSCM 
image of the sample and corresponding segmented image using the proposed method. It can be seen that a large 
amount of very fine, amorphous-like microstructures without clear boundaries (for example, see red boxes in 
Figure 5.10)  were erroneously segmented as pores, causing the porosity to be overestimated. This was probably 
due to the filler-effect of silica fume which promotes the growth of fine hydrates in the pore space. The hydrates 
formed at 7 days were too delicate to exhibit high contrast. As the sample hydrated further to 90 days, the 
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hydrates become dense enough to exhibit higher contrast (Figure 5.8c). In order to overcome this problem, the 
thresholds determined by the Moments method for P0.45 SF 7d images were multiplied by an arbitrary factor of 
1.1 to reduce the overestimation (Figure 5.10c). 
 
(a) P0.45 PFA 7d  
 
(b) Pores segmented from (a); porosity = 
24.4% 
 
(c) P0.45 SF 90d 
 
(d) Pores segmented from (c); porosity = 
16.9% 
Figure 5.8: Segmentation results demonstrated on images of (a-b) P0.45 PFA 7d; and (c-d) P0.45 SF 90d in the XY 
plane. ‘F’ represents a PFA particle with a clear boundary which was well-segmented with the proposed method; red 
boxes show examples of probable ‘Hadley’ grains of low contrast which are not accurately segmented; arrows in (c) 
and (d) indicate a segmented pore as small as ~0.2 µm.  
F 
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 Original Segmented Largest connected pore Skeleton Pore network extracted by 
maximal ball algorithm 
Figure 5.9: 3D views of the pore structure of (a) P0.45 PFA 7d; and (b) P0.45 SF 90d. All image volumes are 303 µm3. Images were generated using the 3D viewer in Fiji except for the pore 
networks which were visualised using Rhinoceros 5 (Robert McNeel & Associates, Seattle). Note that the viewing angle of the pore networks are slightly different from the other images; 
green cylinders in the pore networks represent pore throats whereas red spheres represent the ‘ancestor’ pores. 
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(a) P0.45 SF 7d 
 
 
(b) Pores segmented using proposed 
method; porosity = 28.4% 
 
(c) Moments threshold × 1.1 + CLAHE; porosity = 23.4% 
Figure 5.10: Segmentation of P0.45 SF 7d: (a) original image; (b) pores segmented using the proposed method; and (c) 
pores segmented using the Moment’s threshold multiplied by a factor of 1.1 plus CLAHE. Red boxes highlight areas 
with a large amount of very fine, amorphous-like microstructures without clear boundaries which were difficult to 
segment. 
 
5.3.2 Assessment of 3D quantification algorithms 
The algorithms described in Section 5.2.4 were tested using model 3D pore structure constructed from spheres 
and cylinders of known sizes to represent pores and throats respectively. These basic shapes were generated 
using 3D Draw Shape and Line (Ollion et al., 2013) in Fiji. 3D dilation and erosion were applied as in Section 
5.2.3. Three pore configurations were generated: (i) pores attached, (ii) pores linked by short throats and (iii) 
pores linked by long throats. Details of the pore configurations and their respective 3D models are shown in 
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Table 5.4 and Figure 5.11 respectively. Obviously, these configurations do not represent the complexity of 
actual pore structures, but they are helpful in assessing the algorithms described in Section 5.2.4. 
Table 5.4: Details of model 3D pore structures. 
Pore 
configurations 
Model 
Number 
of pore 
Number 
of throat 
Pore 
radius 
(voxel) 
Pore centre to pore 
centre length 
(voxel) 
Throat 
radius 
(voxel) 
Pore attached 
a 3 3 
32 66 
8 
b 4 6 
c 8 12 
Pore linked by 
short throats 
d 3 3 
24 84 e 4 6 
f 8 12 
Pore linked by 
long throats 
g 3 3 
16 104 h 4 6 
i 8 12 
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Figure 5.11: 3D models of artificial 3D pore structures and their respective skeletons computed by the medial-axis 
thinning algorithm. 
 
The measured total volume, surface area, pore and throat sizes, throat length, skeleton length and distance 
between pore to pore centre were compared with theoretical values in Figure 5.12. Note that the theoretical 
values were calculated by assuming that the sphere and throat surfaces were smooth and continuous.  
The total volumes measured by all three methods were the same and the average error compared to theoretical 
value was 5.07%. This slight overestimation is due to the fact that the model pores were voxelised and did not 
have smooth surface as assumed in theoretical calculations. The marching cube algorithm (BoneJ) with a 
resampling factor of 2 gave a very good estimation of the total surface area with an average error of 1.62% 
whereas the cluster labelling algorithm substantially overestimated the total surface area by an average error of 
50.8%. This was because triangular isosurface meshes gave a better representation of curved surfaces compared 
to discretised voxels with discontinuities. The average pore size estimated by the maximal ball algorithm was 
slightly underestimated with an average error of -2.07%. The reason was that the upper-limit radius of the 
maximal ball is defined based on the Euclidean distance from the centre voxel to the nearest grain voxel (Dong 
and Blunt, 2009).  On the other hand, the average throat radius was overestimated with an average error of 
8.28%.  This discrepancy was mainly caused by attached pores (models a to c in Figure 5.11) whose throats 
were slightly enlarged during erosion and dilation due to the close proximity between spheres (2 voxels). 
  
106 
 
Similarly, this caused the average throat length to be over-predicted with an average error of 15.9%. Note that 
the theoretical throat length was calculated based on the definitions given in Figure 5.4. 
 
(a) 
 
(b) 
Figure 5.12: Measured vs. theoretical characteristics of 3D artificial pore structure: (a) BoneJ (BJ) and cluster 
labelling (CL); and (b) maximal ball algorithms. 
 
The total pore centre-to-centre length estimated by the maximal ball algorithm was highly accurate with an 
average error of 1.52%. The total skeleton length estimated by the medial axis thinning algorithm (BoneJ) had a 
slightly larger average error of 5.21%. This was because the skeletonised branches were not straight within the 
spheres. Nevertheless, the topologies of all pore structures remained well-preserved (Figure 5.11). The accuracy 
of the medial-axis thinning algorithm was also demonstrated on a real pore in 2D in Figure 5.13. Intuitively, the 
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pore is a Y-shaped pore. Prior to 3D morphological operations and median filtering, spurious branches can be 
seen propagating from the main skeleton and forming loop holes around isolated pixels. Following filtering 
operations, spurious branches reduced dramatically with no more observable loop holes. However, due to the 
irregular shape of the pore, it was difficult to ascertain if the remaining branches were accurate. 
 
(a)x 
 
(b) 
 
(c) 
 
                                 (d) 
 
                       (e) 
Figure 5.13: Accuracy of the medial-axis thinning algorithm demonstrated on a real pore in 2D: (a) original image 
(scale bar is 5 µm); (b-c) pores segmented from (a) without and with 3D morphological operations and median 
filtering; (d) skeleton of (b); and (e) skeleton of (c). 
 
5.3.3 Axial distortion 
Figure 5.14 shows the XZ plane of a sub-volume of P0.45 7d subjected to axial compression (correction for 
elongation) of 0.25, 0.50, 0.75 and 1.00 (i.e. no compression). It can be clearly seen that the elongation effect 
was most severe when no axial compression was applied. However, when the maximum compression (factor of 
0.25) was applied, the image appeared “stretched” in the horizontal direction. Intuitively, an axial compression 
factor between 0.5 and 0.75 seems to give the least distorted image. Moreover, as will be shown in Section 5.3.4 
(Figure 5.20), different systems are also prone to different extents of elongation.  
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(a) 0.25 (b) 0.50 (c) 0.75 (d) 1.00 
Figure 5.14: Increasing axial compression to reduce the elongation effect in the XZ plane of a 3D image of P0.45 7d. 
 
Figure 5.15 shows the influence of axial compression on different pore parameters. Note that the results were 
normalised to that of no compression (factor of 1.00). It can be seen that the total segmented porosity, accessible 
(largest connected) porosity and percolation connectivity measured by different methods were unaffected by 
axial compression. This is because the pore and total sample volumes changed at equal proportion with axial 
compression. However, the average pore size and the skeleton branch length measured by BoneJ reduced with 
increasing compression due to the reduced dimension in the Z direction. On the other hand, Euler connectivity 
increased substantially because the contribution of the pore structure to the Euler characteristic of the entire 
image increased (see Table 5.3 for definition). Results also show that the skeleton tortuosity is insensitive to 
compression. This was not unexpected because both the lengths and Euclidean distances of skeleton branches 
reduced at the same magnitude with increasing compression. Another possible reason was that the presence of a 
large number of small branches (< 10 µm) caused the calculated skeleton tortuosities to skew towards similar 
values (Figure 5.16a). Note that the number of branches reduced with increasing compression. 
The average pore and throat volumes determined by the maximal ball algorithm reduced with increasing 
compression (Figure 5.15b). The average pore centre-to-centre length and the throat length also reduced due to 
the shortened pore length in the axial direction. The average pore and throat radii and pore connection number 
appeared unaffected, but their maximum values reduced with increasing compression. Similar to the average 
skeleton branch length, these values were averaged from a large number of pores and throats whose sizes spread 
over a wide range of 0.01 to 3 µm and 0.01 to 2 µm respectively (Figure 5.16b to c). Both the number of pores 
and throats also reduced with increasing compression. The average pore shape factor fluctuated slightly whereas 
the average throat shape factor remained relatively constant.  
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(a) BoneJ (b) Maximal ball 
   
(c) Cluster labelling & random walker (d) Fitted slopes for diffusion tortuosity 
Figure 5.15: Effects of axial compression on pore parameters quantified by (a) BoneJ; (b) maximal ball; and (c) 
cluster labelling and random walker algorithms. Sample is P0.45 7d. (d) Contributions from X, Y and Z directions to 
the scalar diffusion tortuosity. 
  
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
0.25 0.50 0.75 1.00
N
o
rm
a
li
s
e
d
 v
a
lu
e
 (
-)
Axial compression factor
Total porosity
Accessible porosity
Percolation connectivity
Euler connectivity
Mesh Sp
Average skeleton branch length
Skeleton tortuosity
Average pore size
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
0.25 0.50 0.75 1.00
N
o
rm
a
li
s
e
d
 v
a
lu
e
 (
-)
Axial compression factor
Total porosity
Average pore shape factor
Average pore connection number
Average pore volume
Average pore radius
Average pore centre to centre length
Average throat shape factor
Average throat length
Average throat radius
Average throat volume
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
0.25 0.50 0.75 1.00
N
o
rm
a
li
s
e
d
 v
a
lu
e
 (
-)
Axial compression factor
Total porosity
Accessible porosity
Percolation connectivity
Voxel Sp A
Voxel Sp B
Diffusion tortuosity - X
Diffusion tortuosity - Y
Diffusion tortuosity - Z
Scalar Diffusion tortuosity
Formation factor
0.00
0.05
0.10
0.15
0.20
0.25
0.25 0.50 0.75 1.00
F
it
te
d
 s
lo
p
e
s
 
Axial compression factor
Z
Y
X
  
110 
 
 
(a) 
 
(b) 
 
(c) 
Figure 5.16: Histogram distributions of (a) skeleton branch length measured by BoneJ; and (b) pore and (c) throat 
radii determined by maximal ball algorithm. 
 
The behaviour of the voxel specific surface areas determined by cluster labelling is similar to that of mesh 
specific surface area measured by BoneJ. The discrepancies between voxel specific surface area with (Sp B) and 
without (Sp A) considering pore faces on the edges were insignificant. However, Sp A was consistently smaller 
than Sp B due to the slightly lower number of voxel faces considered. 
The movement of random walkers in pore space compressed by a factor of 0.75 and the corresponding plots of 
mean square displacement vs. lattice walk time are shown in Figure 5.17a and b respectively. The fitted slopes 
were 0.199, 0.038, 0.045, 0.117 for the scalar <R2> and directional random walks in the X, Y and Z directions 
respectively. Note that the scalar slope was equal to the total of directional slopes. Due to the elongation of fine 
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microstructures close to the Z resolution (3.4× worse than the XY resolution), the slope in the Z direction was 
~3× larger than in the X and Y directions. The movement of random walkers in free space is also shown in 
Figure 5.17c and the fitted slopes were 1.000, 0.333, 0.335 and 0.332 for <R2>, <X2>, <Y2> and <Z2> 
respectively. These correspond well with theoretical values of 1 and 1/3 (Nakashima and Kamiya, 2007). The 
scalar and directional diffusion tortuosities were therefore calculated as 1 / fitted slope of scalar random walk 
and (1/3) / fitted slope of random walks in the X, Y and Z directions respectively.  
  
(a) (b) 
 
(c) 
Figure 5.17: (a) Example of a 3D trajectory of a random walker in the pore space of P0.45 7d compressed by a factor 
of 0.75; (b) plot of mean square displacement vs. lattice walk time of 20000 walkers in the pore space with 1 × 107 
time steps; and (c) plot of mean square displacement vs. lattice walk of time in a free space with 20000 walkers and 
400000 time steps. 
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In contrast to skeleton tortuosity, the directional diffusion tortuosities determined by random walk were 
significantly affected by compression (Figure 5.15c). As compression increased, the pore size in the axial (Z) 
direction effectively diminished. This caused the cumulative mean square displacement of walkers (after a given 
simulation time) to reduce in the Z direction and increase in the XY direction. This led to increased Z tortuosity 
and reduced XY tortuosity. Given that the scalar diffusion tortuosity was equal to the summation of 
contributions from all three directions, it remained relatively stable (slight reduction) with increasing 
compression. The formation factor which is directly proportional to the square of the scalar diffusion tortuosity 
exhibited a similar trend.  
Figure 5.15d presents the fitted slopes to mean square displacement vs. lattice walk time curves for calculating 
directional diffusion tortuosities. The larger the fitted slope, the lower the diffusion tortuosity. It is clear from 
the figure that for an axial compression factor of 1.00, the contribution from the Z direction far outweighed 
those from the XY directions, indicating a severe elongation of the pore structure. As compression increased 
(elongation reduced), the contribution from the Z direction reduced and the contributions from the X and Y 
directions increased. 
For all other systems, the effect of elongation was only investigated for axial compression factors of 0.25 and 
1.00.  Table 5.5 shows the normalised results for all samples. The porosities ranged from 26.4 to 14.2 %. In 
corroboration with the findings in Figure 5.15, it is clear from the table that the pore parameters most affected 
by axial elongation in 3D LSCM images are the Euler connectivity, average pore and throat volumes and 
directional diffusion tortuosities. Note that these results represent the worst-case scenario as the optimal 
compression factor for each sample should lie somewhere between 0.25 and 1.00. 
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Table 5.5: Normalised results for all samples subjected to axial compression of 0.25. 
Sample ID 
Age 
(days) 
BoneJ Maximal ball 
Total 
porosity 
Accessible 
porosity 
Percolation 
connectivity 
Euler 
connectivity 
Mesh 
specific 
surface 
area 
Skeleton 
tortuosity 
Avg. 
pore 
size 
Avg. 
pore 
shape 
factor 
Avg. pore 
connection 
number 
Avg. 
pore 
volume 
Avg. 
pore 
radius 
Avg. 
throat 
shape 
factor 
Avg. 
throat 
length 
Avg. 
throat 
radius 
Avg. 
throat 
volume 
P0.45 
7 1.00 1.00 1.00 2.05 1.26 1.00 0.79 0.91 1.00 0.50 1.02 1.00 0.78 0.96 0.46 
90 0.99 0.99 1.00 2.45 1.33 1.01 0.75 0.96 0.97 0.40 0.86 1.00 0.74 0.81 0.39 
P0.45 SF 
7 0.99 0.99 1.00 2.19 1.26 1.01 0.80 0.93 0.96 0.48 0.92 1.00 0.74 0.86 0.48 
90 0.99 0.98 0.99 2.22 1.25 1.02 0.83 0.91 0.87 0.41 0.91 1.00 0.67 0.85 0.43 
P0.45 PFA 
7 1.00 1.00 1.00 2.86 1.43 1.01 0.65 0.95 1.10 0.41 0.87 1.00 0.83 0.81 0.41 
90 0.99 0.99 1.00 2.07 1.30 1.01 0.77 0.93 0.91 0.44 0.94 1.01 0.76 0.91 0.44 
P0.45 GGBS 
7 1.00 0.99 1.00 1.91 1.29 1.01 0.74 0.92 0.98 0.48 1.02 1.00 0.81 0.96 0.50 
90 0.99 0.99 0.99 2.09 1.28 1.01 0.78 0.95 0.92 0.42 0.90 1.00 0.75 0.85 0.41 
Average 0.99 0.99 1.00 2.23 1.30 1.01 0.76 0.93 0.97 0.44 0.93 1.00 0.76 0.88 0.44 
 
Sample ID 
Age 
(days) 
Cluster labelling and random walker 
Voxel Sp 
A 
Voxel Sp 
B 
Diffusion 
tortuosity 
X 
Diffusion 
tortuosity 
Y 
Diffusion 
tortuosity 
Z 
Scalar 
diffusion 
tortuosity 
Formation 
factor 
P0.45 
7 1.28 1.29 0.52 0.49 2.97 1.12 1.13 
90 1.35 1.36 0.54 0.66 3.94 1.13 1.14 
P0.45 SF 
7 1.29 1.30 0.56 0.57 3.24 1.23 1.24 
90 1.29 1.30 0.58 0.49 3.66 1.54 1.56 
P0.45 PFA 
7 1.44 1.44 0.60 0.58 3.24 1.12 1.13 
90 1.33 1.33 0.75 0.48 10.97 1.10 1.11 
P0.45 GGBS 
7 1.31 1.32 0.48 0.47 3.25 1.18 1.19 
90 1.31 1.32 0.58 0.65 3.92 1.67 1.70 
Average 1.32 1.33 0.58 0.55 4.40 1.26 1.27 
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5.3.4 Proposed correction factor 
Figure 5.18 shows the XY and XZ planes of a PFA particle in P0.45 PFA 90d subjected to axial compression 
factors from 0.5 to 1.0. The XY plane clearly shows that the particle was a perfect sphere. The diameter of the 
particle was approximately 3.7 µm and it appeared to be surrounded by a porous rim. However, in the XZ plane, 
the particle shape changed progressively from oblate to prolate as the axial compression factor increased from 
0.5 to 1.0. The optimum compression factor which restored the PFA particle to a near circle (aspect ratio ~1) 
was 0.7 (marked by a red box in Figure 5.18).  
 
XY  
 
 
      
        
CF: - 0.5 0.6 0.7 0.8 0.9 1.0 
AR: 1.00 1.36 1.16 1.04 1.13 1.28 1.48 
Figure 5.18: Determining the optimal axial compression factor for correcting the elongation effect of LSCM images 
based on the aspect ratio of a PFA particle.  Sample is P0.45 PFA 90d. The XY plane of the particle is also shown. 
The axial compression factor which gave the lowest aspect ratio of the particle is highlighted in a red box.  Scale bar 
is 5 µm. CF: axial compression factor; AR: aspect ratio. 
 
The average aspect ratios of 80 PFA particles in P0.45 PFA at 7 and 90 days (40 particles from each curing age) 
as a function of increasing axial compression are shown in Figure 5.19a. The error bars represent 95% 
confidence interval for each data point based on Student’s t distribution. The particle diameters determined from 
the minor axis of fitted ellipse without axial compression ranged from 9 to 276 µm, covering a wide range of 
feature size. Results from both ages show a parabolic-shape change in the average aspect ratio with increasing 
axial compression factor. At 7 days, the minimum average aspect ratio (1.075 to 1.072) occurred between axial 
compression factors of 0.75 and 0.80. At 90 days, these shifted slightly to axial compression factors between 
0.65 and 0.70 with the average aspect ratios ranging from 1.074 to 1.088. These results show that the elongation 
effect was slightly more severe at 90 days and hence a higher axial compression factor was needed to restore the 
aspect ratio of the PFA particles. Taking all particles into consideration, the optimum range of axial 
compression was between 0.70 and 0.75. The histogram distribution of axial compression factors which gave 
the minimum aspect ratio of each particle is shown in Figure 5.19b. There was a spread for both ages, indicating 
the heterogeneity of axial distortion.  Nevertheless, both histograms show a peak occurring at axial compression 
factors of 0.70 and 0.75 respectively, meaning that most PFA particles (55% for 7-day and 60% for 90-day) 
were restored at these optimum compression factors. Given that the optimum axial compression factors were so 
close, it was decided to adopt an intermediate value of 0.725 as the correction factor. 
XZ 
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(a) (b) 
Figure 5.19: Measurement results from 80 PFA particles in P0.45 PFA 7d and 90d: (a) average aspect ratio vs. axial 
compression factor; and (b) frequency histograms showing distribution of axial correction factors giving the 
minimum aspect ratio of each PFA particle.  
 
Figure 5.20 shows examples of XZ planes for all systems after applying the proposed axial correction factor of 
0.725. It is apparent that a slight elongation persisted in some systems. This is probably because the porosity and 
phase assemblage in different systems would result in different extents of aberrations. Moreover, the proposed 
correction corrects mainly the elongation of large solid particles due to aberrations caused by mismatch of 
refractive indices. Finer pores and solids close to the inherent Z resolution of LSCM would remain elongated. 
Therefore, the proposed correction factor is an approximation. In any case, it has been shown in Section 5.3.3 
that the major pore parameters such as porosity, specific surface areas, average pore and throat sizes, percolation 
connectivity and scalar diffusion tortuosity are not significantly affected by axial elongation, and therefore 
knowing the exact correction factor is not critical. 
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 P0.45 P0.45 SF P0.45 PFA P0.45 GGBS 
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Figure 5.20: Examples of XZ planes for all systems at 7 and 90 days corrected with an axial correction factor of 0.725. 
 
5.3.5 Representative elementary volume (REV) 
Figure 5.21 to Figure 5.23 show the effect of increasing image volume size on the main pore parameters 
quantified by BoneJ, maximal ball, cluster labelling and random walker algorithms. The total time steps (τt) used 
for random walker simulations were 2, 4, 6, 8 and 10 × 106 for sub-volumes of 203, 403, 603, 803 and 1003 µm3 
respectively while the total number of random walkers was kept at 20,000. Results were averaged from four 
sub-volumes (two from each imaging spot A & B) and normalised to those of the largest sub-volume (1003 µm3). 
The error bars mark the maximum and minimum values obtained. Note that the scales of the Y-axes are 
different in each plot and the X-axes represent the length of image volume calculated as (volume)1/3. 
When the image volumes were relatively small (203 to 403 µm3), the average values of all parameters deviated 
substantially from the benchmark and the variability in the measured values was substantial (as high as 8× in the 
case of formation factor). In some cases, the largest connected pore structures were also noted to connect to the 
surfaces only in one or two directions instead of all three (X, Y and Z) directions. Most parameters became 
relatively constant (within ±0.1 the benchmark values) at ≥ 603 µm3 except for the scalar diffusion tortuosity and 
formation factor (Figure 5.23b to c). The variability in the measured results also reduced dramatically with 
increasing image volume.  
The REVs for porosity were calculated for all systems using Eq. (5.6) for a range of relative errors (εr = 1.0, 2.5, 
5.0, 7.5 and 10.0%). The ‘true’ porosity ФT was taken as the mean total porosity of the main image volume (190 
× 190 × 100 µm3) of spots A and B (Table 5.6).The integral range A3 was determined by curve fitting Eq. (5.7) 
to the variances of measured porosity as a function of image volume as shown in Figure 5.24. The best fit R2 
values for all fitted curves were > 0.93, except for P0.45 GGBS 90d whose variances of measured porosities 
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were relatively small and showed poor linearity with image volume. Overall, the values of A3 increased with 
increasing variances of porosities. As such, A3 can be seen as an indicator of the heterogeneity of porosity.  
Results are shown Figure 5.25. As expected, the REV reduced with increasing number of realisations and 
relative error. This was because the results obtained became more statistically representative and the tolerable 
errors in the predicted porosity became higher. When there was only one image volume (nr = 1) and for a 
relative error of 1%, the REVs ranged from 354 μm3 (P0.45 GGBS 7d) to 626 μm3 (P0.45 SF 90d), excluding 
P0.45 GGBS 90d whose A3 value was uncertain.. However, as nr increased to 8 and εr increased to 5%, nearly 
all REVs fell below 1003 µm3 except for P0.45 PFA 90d (1013 µm3), P0.45 SF 7d (1073 µm3) and P0.45 SF 90d 
(1073 µm3). In order to achieve a REV of 1003 µm3 while maintaining the relative error at a minimum of 1%, the 
number of realisations required ranged from 44 (P0.45 GGBS 7d) to 248 (P0.45 SF 90d), excluding P0.45 
GGBS 90d. However, the requirement for such a high number of image volumes is not practical with LSCM 
combined with serial sectioning. There was no discernible effect of curing age on the REV for a given system 
except for P0.45 GGBS. 
Figure 5.26a plots the ‘true’ total porosity ФT and the average pore thickness (measured by BoneJ) of all 
systems against the length of REV for nr = 1 and εr = 5.0%. Results show weak correlations between the two 
parameters and the REVs. The REV increased slightly with reducing total porosity and average pore size. This 
observation is somewhat surprising given that the REV is normally expressed in terms of the feature size of 
interest. The heterogeneity of the pore structure as indicated by the integral range A3 was found to have a 
predominant role on the REV (Figure 5.26b).  
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(a) Total segmented porosity 
 
(b) Percolation connectivity 
 
(c) Mesh specific surface area 
 
(d) Average pore size (thickness) 
 
             
Figure 5.21: Change in (a) total porosity; (b) percolation connectivity; (c) mesh specific surface area; and (d) average 
pore size (thickness) measured by BoneJ as a function of image volume size for different systems. Results were 
averaged from four sub-volumes and normalised to those at 1003 µm3. Error bars show the maximum and minimum 
values. Horizontal dashed lines mark the range from 0.9 to 1.0.  
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(a) Average pore connection number 
 
(b) Average pore radius 
 
(c) Average pore volume 
 
(d) Average throat volume 
 
(e) Average throat length 
                                
Figure 5.22: Change in (a) average pore connection number; (b) average pore radius; (c) average pore volume; (d) 
average throat volume; and (e) average throat radius measured by maximal ball algorithm as a function of image 
volume size for different systems. Results were averaged from four sub-volumes and normalised to those at 1003 µm3. 
Error bars show the maximum and minimum values. Horizontal dashed lines mark the range from 0.9 to 1.0.  
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 (a) Voxel specific surface area A 
 
(b) Scalar diffusion tortuosity - R 
 
(c) Formation factor 
                               
Figure 5.23: Change in (a) voxel specific surface area; (b) scalar diffusion tortuosity; and (c) formation factor 
measured by cluster labelling and random walker algorithms as a function of image volume size for different systems. 
Results were averaged from four sub-volumes and normalised to those at 1003 µm3. Error bars show the maximum 
and minimum values. Horizontal dashed lines mark the range from 0.9 to 1.0. 
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Figure 5.24: Determination of A3 by curve fitting of Eq. (5.7) to the variances of measured porosities as a function of 
image volume. Note that Eq. (5.7) has been rearranged so that the fitted slope gives directly the A3 value. Sample is 
P0.45 7d.  
 
Table 5.6: The ‘true’ porosity ФT and the integral range A3 used to calculate the REVs for porosity for different 
systems.  
Sample ФT (%) A3 
P0.45 7d 24.87 1029.5 
P0.45 90d 19.20 502.5 
P0.45 SF 7d 22.62 1776.6 
P0.45 SF 90d 15.86 1153.3 
P0.45 PFA 7d 27.94 1483.7 
P0.45 PFA 90d 14.41 871.1 
P0.45 GGBS 7d 21.94 312.2 
P0.45 GGBS 90d 14.64 21.2 
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(a) nr = 1 
 
(b) nr = 8 
 
(c) nr = 275 
                 
Figure 5.25: REV for total porosity vs. relative error for (a) nr = 1 and (b) nr = 275, nr is the number of realisations 
(number of image volumes analysed). Horizontal dashed lines mark the REV of length 100 µm.  
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(a) 
 
(b) 
Figure 5.26: Relation between (a) the ‘true’ total porosity P, average pore thickness measured by BoneJ; and (b) A3 
and length of REV.  
5.4 Discussion 
It is important to note that the image segmentation method proposed in this study was evaluated based on visual 
comparison of the segmentated image against the original image, which is a common practice in image analysis. 
While this can be subjective, it should be recognised that there is yet to be a standard procedure for evaluating 
the quality of image segmentation since this is complex and the true porosity or pore characteristics of the 
analysed sample is unknown. The main idea was to estimate the characteristics of the pore structure solely based 
on the reconstructed 3D images without any prior information obtained from other techniques. Other pore 
structure characterisation techniques such as mercury intrusion porosimetry or gas adsorption have their own 
assumptions and limitations (e.g. resolution and measurable size range), therefore direct comparison with the 
proposed method is not straightforward. 
The proposed segmentation method appears to slightly overestimate porosity when the binarised image is 
visually compared against the original image. This is because very fine pores are low contrast features that may 
not be clearly visible in the original image. The CLAHE operation enhances the contrast of these pores to enable 
their segmentation. However, noise may also be enhanced and this is a side effect of the contrast enhancement 
to improve segmentation accuracy. The segmentation process may also be affected by artefacts such as scratches 
and fall-out particles which may occur during the sectioning process. Nevertheless, such artefacts are usually 
localised and will not affect the overall results. Furthermore, it is expected that a large proportion of these 
surface artefacts will be removed since the reconstructed 3D image is obtained by overlapping a series of Z-
stacks (Chapter 4). Finally, it should be recognised that a perfect segmentation method does not exist, but the 
approach proposed in this Chapter provides an objective means to pore segmentation.  
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Given that only pores which are connected to the sample surface and remain interconnected within the sample 
can be filled with fluorescein epoxy, it is sensible to assume that the largest remaining pore following the 
mapped-labelling or cluster labelling processes is effectively interconnected. Hence, no further segmentation 
such as watershed is needed to split the pore into sub-clusters. Clearly, pores which are smaller than the spatial 
resolutions of LSCM (~0.2 µm in XY direction and ~0.5 µm in Z direction) may not be resolved properly. 
However, these pore sizes are already much finer than those resolvable by X-ray µCT.  
Different cementitious systems tend to exhibit different levels of axial distortion in LSCM images. Therefore, 
the proposed axial correction factor of 0.725 is an approximation. Ideally, a specific correction factor for each 
system should be determined. As mentioned in the Introduction, it is impractical to use micro-standards for this 
purpose. One alternative approach is to use random walker to find the optimal compression factor that gives 
equal directional diffusion tortuosities by means of trials and errors. However, such a method is retrospective 
and is valid only if the pore structure is perfectly isotropic. Although cement-based materials are widely 
regarded as an isotropic material, there is always a certain degree of anisotropy in the pore structure 
(Promentilla et al., 2009). Moreover, the distortion effect within a system is spatially variable depending on the 
sizes and refractive indices of local microstructures. 
Although only four sub-volumes were used for determining the REV in this study, results suggest that they are 
adequate. The REVs observed based on the stabilisation in the measured properties as a function of increasing 
image volume size (Figure 5.21 to Figure 5.23) for the CEM I systems (between 603 to 1003 µm3) are broadly in 
line with that determined from computer-generated 3D pore structures (i.e. ~1003 µm3), e.g. Garboczi and Bentz 
(2001) and Zhang et al. (2010a). This suggests that REVs determined from modelled pore structures with pre-
defined parameters such as water/cement ratio, particle size distribution and chemical composition of cement 
particles close to those in real conditions can be applied to real pore structures. Determination of REVs from 
modelled pore structures is also statistically performed, as in Zhang et al. (2010a), in a similar approach to that 
in this study, where the fluctuations in the property of interest are quantified for a number of sub-volumes as a 
function of increasing volume size until the property reaches a desired accuracy. Nevertheless, sub-volumes of 
modelled porous media are usually individually generated whereas those of experimentally observed (e.g. 
Rolland du Roscoat et al. (2007) and Mendoza et al. (2007)) are usually sampled within the main domain at 
increasing length, due to the impracticalities of obtaining a large number of datasets, as was the case in this 
study. 
One may argue that the convergence in the measured total porosity (Figure 5.21a) was down to the increasingly 
large occupation of the sub-volumes within the 1003 µm3 domain. In order to further confirm the REVs, the 
measured average total porosity for each system were re-normalised to those of the main image volumes 
(~190×190×100 µm3). Note that in some cases, the main image volumes were less than 190×190×100 µm3. 
Figure 5.27 plots the re-normalised porosity against the side-length of the sub-volumes normalised to that of the 
main image volumes. Results show that the average porosity for all systems fell within the range of 0.9 to 1.1 
relative to the porosity of the main image volumes as the normalised side-length approached ~0.5, 
corresponding to image volumes of approximately 1003 µm3. It can thus be confirmed that the REVs for 
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estimating the porosity of different cementitious systems were ~1003 µm3, corresponding well with the 
calculated values in Figure 5.25, at least for the maximum observed domains of ~190×190×100 µm3. 
 
(a) 7 d 
 
(b) 90 d 
Figure 5.27: Total porosity vs. side-length of sub-volumes normalised to those of main image volumes (190 × 190 × 
100 µm3). Each data point was averaged from four sub-volumes. Error bars show the maximum and minimum values. 
Horizontal dashed lines mark the range from 0.9 to 1.0. 
 
However, it is important to note that these results were based on only two imaging spots separated at 5 mm 
distance, meaning that the REVs might be statistically valid only within this extent. It is worth pointing out the 
size of 5 mm is much larger than the typical sample size (~1 mm) required by synchrotron X-ray µCT for 
achieving sub-micron voxel resolution. As concrete is inherently a heterogeneous composite material which is 
prone to bleeding and segregation, local variation of the porosity can occur over different length scales. The 
scalability of the REV is beyond the scope of this study. In the future, more realisations sampled across the 
entire sample could be used to increase the statistical significance of the predicted results. Regions of interest 
may be predetermined in 3D using X-ray µCT and results from both techniques can be integrated for multi-scale 
characterisation of the pore structure. A relatively wide range of porosities and pore types were covered in this 
study and hence, the findings are deemed generalizable to other systems, water/binder ratios, curing ages and 
conditioning regimes.   
5.5 Conclusions 
In the present work, 3D pore structures of a range of cementitious systems containing silica fume, PFA and slag, 
imaged by LSCM combined with serial sectioning were quantified to investigate the effects of axial distortion 
on different pore parameters and to estimate REV. A range of 3D pore parameters including the total porosity, 
specific surface area, connectivity, tortuosity, formation factor, pore throat etc. were quantified using BoneJ, 
maximal ball, cluster labelling and random walker algorithms. The main findings are summarised as follows: 
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a. The transition of brightness from the solid to the pore phases in LSCM images of cement-based materials 
spans across the entire grey scale due to the varying brightness of the solid phase. The proposed pore 
segmentation which combines the Moments method with CLAHE is able to segment pores as small as ~0.2 
µm with fairly good accuracy.  
b. The extent of elongation differs between systems. The elongation effect has a significant influence on the 
Euler connectivity, average pore and throat volumes and directional diffusion tortuosities. A generic 
correction factor of 0.725 was proposed based on the measured aspect ratios of 80 PFA particles as a 
function of increasing axial compression.  
c. Based on the average results of four sub-volumes, most parameters were found to be relatively independent 
of the image volume size at ≥ 603 µm3 except for diffusion tortuosity and formation factor. The REVs for 
porosity calculated based on a given number of realisations of 8 and a relative error of 5% for different 
systems were ≤ 1003 µm3 except for P0.45 PFA 90d (1013 µm3), P0.45 SF 7d (1073 µm3) and P0.45 SF 90d 
(1073 µm3).  
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6 3D Monte Carlo simulation of BSE signal variation 
across pore-solid boundaries 
In this Chapter, 3D Monte Carlo simulation was used to study the variation of backscattered electron (BSE) 
signal across pore-solid boundaries in cement-based materials in order to enhance quantitative analysis of pore 
structure. The effects of pore size, depth and boundary inclination angle were investigated. It is found that pores 
down to 1 nm can generate sufficient contrast to be detected. Visibility improves with larger pore size, smaller 
beam probe size and lower acceleration voltage. However, pixels in shallow pores or near pore boundaries 
display higher grey values (brightness) than expected due to sampling of sub-surface or neighbouring solid 
material. Thus, cement-based materials may appear less porous or the pores appear smaller than they actually 
are in BSE images. Simulated BSE images were used to test the accuracy of the Overflow pore segmentation 
method which will be used in Chapter 7. Results show the method is generally valid and gives low errors for 
pores that are 1 µm and greater.  
6.1 Introduction 
Backscattered electron (BSE) microscopy has long been established as a versatile technique for quantitative 
characterisation of concrete microstructure. This is because the technique is capable of providing actual images 
of the microstructure at very high resolution and allows different phases to be distinguished based on their 
brightness (Scrivener, 2004). Phase brightness is a function of the collected BSE coefficient, which increases 
monotonically with mean atomic number of the phase. Hence, in a BSE image of epoxy-impregnated polished 
cement paste, the unreacted cement particles appear the brightest, followed by hydration products such as 
calcium hydroxide (CH) and calcium silicate hydrate (C-S-H), while the epoxy-filled pores and cracks appear 
the darkest. Some applications of quantitative BSE imaging in cement and concrete research include measuring 
reaction degrees, estimating mix composition and assessing deterioration. Quantitative BSE microscopy has also 
been used to characterise many other types of porous materials including bone (Boyde et al., 1993), rocks (Dilks 
and Graham, 1985) and alloys (Payton et al., 2010). 
Two critical aspects of quantitative microscopy are the accuracy of feature segmentation and resolution, i.e. the 
smallest feature (pore in this case) that can be reliably measured. Segmentation is usually carried out by 
selecting the appropriate upper and lower grey level threshold values from the brightness histogram that 
correspond to the phase of interest. However, the process can be ambiguous and prone to error (Russ, 2011). 
This is partly because pixels near boundaries tend to exhibit gradual transition in grey values due to mixing of 
signals from neighbouring phases. As a result, different phases may share similar grey values making it very 
difficult to define the thresholds that can satisfy all boundary conditions. In quantitative microscopy, it is also 
important to know the size of the smallest feature that can be reliably imaged and measured. This not only 
defines the capability of a particular instrument/technique, but also the accuracy and potential errors of the 
measurement. Furthermore, understanding factors that influence resolution helps optimisation of the imaging 
technique for a particular application.  
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Monte Carlo simulation of electron-solid interactions offers a unique means to study signal transition across 
phase boundaries (Cousens and Joy, 1997, Probst et al., 2012) where experiments would not be possible. Such 
simulations could help improve image segmentation and establish the theoretical resolution for a particular 
phase of interest. The Monte Carlo technique uses a stochastic process to simulate the elastic and inelastic 
scattering of electrons in any solids and across any boundary types. Each electron trajectory is monitored in a 
stepwise manner from its entry point until the electron is either absorbed by the sample or backscattered. This 
technique has been developed over the last five decades to provide a theoretical foundation underpinning 
electron microscopy and X-ray microanalysis, and to assist quantitative interpretation of SEM images. Details of 
the physics behind the technique can be found in Joy (1995) and Goldstein et al. (2003). 
In cement and concrete research, Wong and Buenfeld (2006b) have carried out Monte Carlo simulations to 
study the shape and size of the interaction volume, spatial and energy distribution of backscattered electrons and 
characteristic X-rays in cement-based materials. However, the study was limited to two-dimensional simulations 
of single phases and to tungsten thermionic emitters that have now been surpassed by field emitters. In this 
Chapter, 3D Monte Carlo simulations are presented to investigate how BSE signal varies across pore-solid 
boundaries in cement-based materials. A range of pore size, depth and orientation were simulated. Other 
variables included emitter type, beam accelerating voltage and probe diameter. The aim of the work was to 
better understand signal transition across pore-solid boundaries in order to enhance quantitative analysis of pore 
structure. Results were used to establish the resolution of BSE microscopy for pore analysis and to test accuracy 
of the Overflow pore segmentation method (Wong et al., 2006b). 
6.2 Simulation 
6.2.1 3D Monte Carlo simulation 
3D CASINO (v. 3.2) was used to perform the simulations throughout this study. The Monte Carlo simulation 
software is an update of the 2D version developed by Hovington et al. (1997) and Drouin et al. (2007). A 
comprehensive description of the software is given in Demers et al. (2011). In the current version, electron 
trajectories can be traced in three-dimensions in complicated models built from basic shapes and planes. This 
allows pore structure of different configurations to be investigated. Another important feature is the ability to 
perform areal scanning to generate realistic BSE images. This is particularly useful for testing and verifying 
quantitative image analysis. The software allows users to choose various simulation settings including the 
physical model, number of electrons, angle of incident beam, accelerating voltage, probe diameter etc. 
Furthermore, the accuracy of the software has been validated by Demers et al. (2011) based on a comparison 
between simulated and measured backscattered coefficients of a silicon sample at beam energies below 5 keV.  
In this study, the Mott model and the modified Bethe equation were adopted for modelling elastic scattering, and 
deceleration and energy loss of electrons respectively. In order to ensure that the obtained results were 
statistically significant, a large number of electrons was simulated per analysis. Unless otherwise stated, 4×105 
electrons were simulated per spot for point and line scans. This yields a relative standard deviation of 0.16% 
(≈(1/ne0.5) × 100%, where ne is the number of electrons (Klug and Alexander, 1954)). For areal scans, the 
  
129 
 
number of electrons was halved to 2×105 per spot to reduce computation time, but still keeping a small relative 
standard deviation of 0.22%. The computational time for a typical simulation consisting of 124 points using 
4×105 electrons at 10 keV was approximately 5.5 hours on the Intel® Xeon™ CPU E5-1650 0 at 3.2 GHz 
processor with 32 GB RAM workstation.  The angle of the incident beam was set perpendicular to the sample 
surface since this is the most common configuration for quantitative BSE imaging. The trajectory of each 
electron was traced until its energy fell below 50 eV or until it left the sample surface. The probe diameters used 
and their corresponding accelerating voltages are presented in the following Section. 
6.2.2 Probe diameter 
Four different types of emitter were simulated in this investigation to cover the range of emitters available in 
practice. These were tungsten (T-W) and lanthanum hexaboride (T-LaB6) thermionic, Schottky (SFE) and cold 
(CFE) field emitters. The probe diameter for each emitter was derived based on the method proposed by 
(Bronsgeest et al., 2008). The method uses practical brightness, which determines the actual amount of current 
in the probe, to calculate the source image size (dI, m). The total probe diameter (dp, m) was obtained by adding 
dI together with other contributions including diffraction (dA, m), chromatic (dC, m) and spherical (dS, m) 
aberrations using the root-power-sum (RPS) method as shown in Eq. (1). In order to eliminate assumptions 
concerning the electron probe profile, the full width median (FW50) values were adopted for all contributions. 
Further explanations of this are given in Bronsgeest et al. (2008). 
  2
3.12
3.143.144
CISAp ddddd 


        Eq. (6.1) 
Table 6.1 shows the calculated probe diameters for all emitters at increasing beam energies of 5, 10, 15, 20, 25 
and 30 keV. The calculated probe diameters ranged between 1 and 150 nm, and decreased with increasing beam 
energy as expected. Field emitters produced the brightest source and smallest probe diameters. Detailed 
calculations and assumptions involved are presented in Appendix III. 
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Table 6.1: Calculated practical brightness (Bprac), diameter of source image (dI), contributions from chromatic (dC) 
and spherical (dS) aberrations and diffraction (dA), and resulting total probe diameter (dp) for different emitters at 
increasing accelerating voltages (E). W, LaB6 and ZrO represent tungsten, lanthanum hexaboride and zirconium 
oxide respectively.  
Emitter type E (keV) 
Bpract 
(A/m2sr) 
dI (nm) dC (nm) dS (nm) dA (nm) dp (nm) 
Thermionic (W) 
5 3.44E+08 153.54 6.80 0.45 1.87 154.07 
10 6.88E+08 108.57 3.40 0.45 1.32 108.89 
15 1.03E+09 88.65 2.27 0.45 1.08 88.90 
20 1.38E+09 76.77 1.70 0.45 0.93 76.98 
25 1.72E+09 68.66 1.36 0.45 0.83 68.85 
30 2.06E+09 62.68 1.13 0.45 0.76 62.85 
Thermionic (LaB6) 
5 4.17E+09 44.09 3.40 0.45 1.87 44.78 
10 8.34E+09 31.18 1.70 0.45 1.32 31.62 
15 1.25E+10 25.46 1.13 0.45 1.08 25.80 
20 1.67E+10 22.05 0.85 0.45 0.93 22.34 
25 2.08E+10 19.72 0.68 0.45 0.83 19.98 
30 2.50E+10 18.00 0.57 0.45 0.76 18.24 
Schottky Field Emitter 
(ZrO/W) 
5 2.35E+11 5.88 0.55 0.07 1.87 6.89 
10 4.69E+11 4.16 0.28 0.07 1.32 4.87 
15 7.04E+11 3.39 0.18 0.07 1.08 3.97 
20 9.38E+11 2.94 0.14 0.07 0.93 3.44 
25 1.17E+12 2.63 0.11 0.07 0.83 3.08 
30 1.41E+12 2.40 0.09 0.07 0.76 2.81 
Cold Field Emitter (W) 
5 3.41E+12 1.54 0.18 0.05 1.87 2.91 
10 6.83E+12 1.09 0.09 0.05 1.32 2.06 
15 1.02E+13 0.89 0.06 0.05 1.08 1.68 
20 1.37E+13 0.77 0.05 0.05 0.93 1.45 
25 1.71E+13 0.69 0.04 0.05 0.83 1.30 
30 2.05E+13 0.63 0.03 0.05 0.76 1.19 
 
6.2.3 3D models of pore-solid boundaries in cement-based materials  
A total of 119 simulations representing a range of pore sizes and geometries were carried out. The pores were 
assumed to be filled with a low viscosity Araldite resin (C10H18O4) of 1.14 g/cm3 specific gravity, following the 
work of Wong and Buenfeld (2006b). This is because samples are typically impregnated with epoxy resin to 
protect the fine microstructure and generate sufficient atomic contrast between pores and solids for BSE 
imaging. Calcium silicate hydrate (C-S-H) was taken to represent the solid since this is the main binding phase 
and hydration product forming in the originally water-filled spaces during cement hydration. However, 
simulating the C-S-H phase is challenging because it has variable composition and disordered structure (Young 
and Hansen, 1986, Richardson, 1999, Richardson, 2002, Jennings, 2008). For simplicity, the general formula 
xCaO.SiO2.yH2O was used. The Ca/Si ratio of C-S-H in hardened cement pastes generally range between 1.2 
and 2.3, with the mean value close to 1.75 (Richardson, 1999). The H2O/SiO2 ratio and C-S-H density depend 
on moisture state. However, high-resolution BSE imaging is usually performed on dried samples in vacuum. For 
C-S-H with a monolayer of water at 11% relative humidity, an approximated chemical composition of 
1.7CaO.SiO2.2.1H2O and specific gravity of 2.47 g/cm3 have been suggested (Jennings, 2008). These values 
were used throughout the study and it is assumed that the variation in electron scattering characteristics and the 
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resulting BSE signals within various forms of C-S-H is small and insignificant compared to the variation across 
the pore-solid boundary. 
3D models of three basic pore-solid configurations were generated for the simulations (Figure 6.1). The first 
model (A) consists of a vertical pore (epoxy-filled) intercalated between two C-S-H blocks of indefinite size. 
The pore size (x) was varied from 1 nm to 10 µm to cover the range of “gel” and “capillary” pores in cement-
based materials. This model was used to study the effect of pore size on BSE signal variation and to determine 
the smallest resolvable pore in BSE imaging. The second model (B) consists of two configurations: a pore 
overlying a C-S-H layer and another in the reverse order. The thickness of the top layer (y) was increased 
gradually from 0 to 8 μm to investigate the effect of pore depth and sampling of subsurface material on the 
recorded BSE signal. The third model (C) comprises of adjoining pore and C-S-H layers inclined at angle θ 
ranging from 10o to 170o. This was used to study how inclination angle of the pore-solid boundary affects the 
transition of BSE signal.  
The size of all three models was set to be at least ten times larger than the interaction volume of the electrons to 
ensure that all interactions occurred within the model and all backscattered electrons were captured. It was 
assumed that the sample surface was perfectly flat, each phase was stoichiometric and homogeneous, and the 
interface between the pore and C-S-H phases was abrupt. 
 
Figure 6.1: Schematics (not to scale) of the generated 3D pore-solid models for studying the effect of (A) pore size; (B) 
sampling subsurface materials; and (C) inclination angle of the pore-solid (C-S-H) boundary on BSE signal. Note that 
the shaded region represents epoxy-filled pore whereas the unshaded region represents C-S-H. Direction of electron 
beam is indicated by arrow. 
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6.3 Results 
6.3.1 Effect of pore size of BSE signal variation 
Figure 6.2 shows the variation in the simulated BSE coefficient obtained by line scans across the Model A 
shown in Figure 6.1. Simulations were carried out for pore sizes of 1 nm, 10 nm, 100 nm, 1µm and 10 µm, at 10 
and 20 keV beam energies for five emitter types based on the data shown in Table 6.1. Note that the extent of all 
scans (linear dimension) was at least ±5× the pore size from the centre of the pore to reduce sample edge effects. 
The spacing between each scan point (i.e. pixel spacing) was set to be one tenth of the pore size to ensure that 
sufficient information was captured.  
Overall, the amount of BSE signal variation across the pore-solid boundary increases with increase in pore size. 
The BSE coefficient of the pore decreases with increase in pore size and only achieves the correct value for pure 
epoxy (~0.045-0.047) when the pore size is 100 nm or greater. This is because of the large sampling volume of 
BSE relative to the pore size causing the recorded signals from small pores to be affected by adjacent C-S-H. 
This effect increases with acceleration voltage. For example, the maximum penetration depth and escape radius 
of BSE in pure epoxy (average of five simulations) are 1.0 and 1.9 μm respectively at 10 keV and 3.4 and 6.6 
μm respectively at 20 keV (Figure 6.3a). In C-S-H, these values are 0.6 and 1.0 μm respectively at 10 keV and 
1.8 and 3.6 μm respectively at 20 keV (Figure 6.3b). The interaction volume of electrons in epoxy is almost 
3.5× larger than in C-S-H as the mean atomic number of epoxy (6.184) is much lower than that of C-S-H 
(12.086) (Wong and Buenfeld, 2006b).  
For a 1 nm pore, the field emitters are able to detect a slight signal variation across the pore whereas the 
thermionic emitters detect no signal variation. This is simply because the thermionic emitters have probe 
diameters much larger than the pore thus a large proportion of the incident electrons enter and backscatter 
directly from the C-S-H. For 10 nm and 100 nm pores, all emitters show improvements in the detected signals, 
but significant differences between the performance of field and thermionic emitters are still evident. At 1 µm 
and above, all emitters show similar levels of BSE signal variation. It is also noted that transition of the BSE 
coefficient is not abrupt, but occurs over a finite distance (up to 500 nm in some cases) as the beam scans across 
the pore-solid boundary. For large pores, there is a slight increase in the BSE signal on the C-S-H side as the 
beam approaches the pore-solid boundary. This is an edge effect due to strong scattering of electrons from the 
high atomic C-S-H into the low atomic epoxy-filled pore that consequently has greater probability of escaping 
the sample. An opposite effect occurs on the pore side of the boundary causing a slight dip in the BSE signal.  
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(a) 1 nm pore 
 
(b) 10 nm pore 
 
(c) 100 nm pore 
 
(d) 1 µm pore 
 
(e) 10 µm pore 
 
Figure 6.2: Variation in BSE coefficient across pore sizes of (a) 1 nm; (b) 10 nm; (c) 100 nm; (d) 1 µm; and (e) 10 µm 
at 10 and 20 keV for different emitters (Model A). The pixel spacing is one tenth of the pore size. 
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(a) (b) 
Figure 6.3: Monte Carlo simulations of electron-solid interactions in (a) pure epoxy; and (b) pure C-S-H performed 
with a Schottky field emitter at 10 and 20 keV. Blue lines represent absorbed electron trajectories whereas red lines 
represent backscattered electron trajectories. Scale bar is 3 µm. 
 
6.3.2 Contrast and visibility of pores 
Since the BSE signal variation decreases with decrease in pore size, there will be a limit when the signal 
variation is too small to be discernible. This would represent the spatial resolution or detection limit for imaging 
pores. One useful way to quantify the visibility of the pore is to calculate the contrast between the pore and 
adjacent C-S-H using Eq. (6.2). 
%100
1
21 




C         Eq. (6.2) 
Where η1 and η2 are the BSE coefficients of the C-S-H and at the centre of the pore respectively.  
Figure 6.4a and b show the calculated BSE contrast as a function of the pore size and probe diameter 
respectively. The signal contrast increases with increase in pore size, but reduces with increasing probe diameter 
(when the pore size is smaller than the probe diameter). The theoretical contrasts between pure epoxy (η2~0.045-
0.047) and pure C-S-H (η1~0.142-0.143) at 10 and 20 keV are approximately 67% and 68% respectively. Such 
levels of contrast are only observed in the simulations for pores 100 nm or greater at 10 keV (1000 nm at 20 
keV). As expected, the contrast at 20 keV is lower than at 10 keV. The contrast peak at 1000 nm is likely to be 
due to the drop in BSE signal at the centre of the pore caused by edge effects at the boundaries. Assuming that 
the minimum contrast required for visibility is 5% (Goldstein et al., 2003), the simulations suggest that a pore as 
small as 10 nm (1 nm in some cases) can generate sufficient contrast to be detected. This is true despite the fact 
that the pore size is substantially smaller than the BSE sampling volume (Figure 6.3).  
10 keV 
20 keV 
10 keV 
20 keV 
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(a) (b) 
Figure 6.4: Calculated BSE contrast from Model A between the pore and C-S-H as a function of (a) pore size; and (b) 
probe diameter at 10 keV (solid line) and 20 keV (dashed line). Values in the legend to (b) are pore size. 
 
Figure 6.5 shows the simulated BSE images for Model A to study the effect of pore size, emitter type and beam 
energy on visibility. The simulated BSE coefficients were converted into grey values that stretch across the 8-bit 
grey scale (0 to 255) using the mat2gray and im2uint8 functions in MATLAB®. A grey value of “0” represents 
the BSE coefficient of pure epoxy whereas a grey value of “255” represents the BSE coefficient of tetracalcium 
aluminoferrite (C4AF), which is the brightest phase present in unreacted cement in hardened cement paste. This 
was to give the simulated pore and C-S-H phases grey values that resemble those from real BSE images of 
cement paste. The pixel spacing is one tenth of the pore size and the image size is 100 × 25 pixels; the total pore 
fractions in all images are therefore exactly 10%. There are a few interesting observations to be made from these 
figures. First, in agreement with the results in Figure 6.2 and Figure 6.4, a pore size as small as 1 nm is indeed 
detectable with field emitters; however, its visibility is poor. Second, the boundary between pore and C-S-H 
appears fuzzy for pores smaller than the probe diameter. Third, the contrast between pore and C-S-H is 
noticeably higher at 10 keV than at 20 keV. Overall, as already discussed above, these conditions improve with 
increasing pore size and decreasing probe diameter and accelerating voltage. From the following Section 
onwards, all simulations were performed using the Schottky field emitter since it is a commonly used emitter in 
modern SEMs and offers good resolution.  
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Figure 6.5: Simulated BSE images of pores (Model A) showing the effect of pore size, beam energy and emitter type 
on visibility of the pore.  Pixel size is one-tenth of the pore size and image size is 100 × 25 pixels. Scale bar represents 
the pore size. 
 
6.3.3 Effect of sampling subsurface material 
Figure 6.6a shows the change in BSE coefficient as the thickness (depth) of the epoxy-filled pore layer 
overlying the C-S-H layer (Model B, Figure 6.1) increases from 0 to 7 μm. Figure 6.6b shows the results for the 
reverse configuration (C-S-H layer overlying pore). The accelerating voltage was increased from 5 to 30 keV at 
5 keV intervals to investigate the effect of the interaction volume on sampling subsurface material. The 
simulated BSE coefficient has a marginal dependency on accelerating voltage. This is a well-known 
phenomenon, but the exact relationship between the BSE signal and accelerating voltage is complex. However, 
the variation in the BSE coefficient within the accelerating voltage range of 5 to 50 keV is generally less than 10% 
(Goldstein et al., 2003).  
Results for both configurations demonstrate that when the thickness of the top layer decreased beyond a critical 
value, the BSE coefficient changes gradually to that of the bottom layer material. This is because the electron 
beam penetrates the top layer and samples the bottom layer. This critical thickness is approximately the 
maximum penetration depth of the backscattered electrons of the top layer. The resulting BSE pixel brightness is 
therefore not that of the top layer. As expected, the critical thickness increases with accelerating voltage. For a 
pore/C-S-H configuration, the critical thickness range from 0.3 µm at 5 keV to 6.6 µm at 30 keV. For a C-S-
H/pore configuration, the critical thickness ranges from 0.2 µm at 5 keV to 3.2 µm at 30 keV. Unsurprisingly, 
the critical thickness is larger when the pore is overlying C-S-H.  
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(a) (b) 
Figure 6.6: BSE coefficient changes as a function of the thickness of the top layer due to sampling of the bottom layer. 
Simulations were carried out on Model B for the case of (a) epoxy-filled pore layer overlying C-S-H layer; and (b) C-
S-H layer overlying epoxy-filled pore layer. 
 
Figure 6.7 shows simulated BSE images of an epoxy-filled pore that is overlying C-S-H at 10 and 20 keV. The 
images are 10 × 10 pixels at 0.1 µm spacing. The simulated BSE coefficients were converted to pixel grey 
values and stretched across the 8-bit grey scale (see Section 6.3.2 for explanations). Results show that the grey 
value of a pore can spread over a range depending on its depth due to sampling of underlying C-S-H. Pores 
shallower than the critical thickness would share similar grey value as the solid C-S-H. The opposite effect 
could occur if a thin C-S-H layer overlies a large pore, but this is expected to be less severe because the 
penetration depth of BSE in C-S-H is less than half of that in epoxy. The implication of this is that cement-based 
materials with very fine pore sizes would appear to be denser (i.e. having lower porosity) than they are. Pores 
may appear smaller than they actually are due to the transition in grey value near boundaries. Undoubtedly, this 
effect increases the ambiguity concerning the true position of the pore-solid boundary, creates errors during pore 
segmentation and limits the smallest pore size that can be reliably imaged. 
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Figure 6.7: Simulated BSE images of an epoxy-filled pore that is overlying C-S-H.  The resultant grey value of the 
pore varies depending on its thickness (i.e. depth). Grey values of pure epoxy and C-S-H are shown for comparison. 
Image size is 10 × 10 pixels at 0.1 µm spacing. 
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6.3.4 Pore-solid boundary inclination angle 
In reality, the pore-C-S-H boundaries are not perpendicular to the sample surface, but occur at varying angles 
because of their complex and irregular morphology. Figure 6.8 shows the effect of this on the BSE coefficient 
measured by line scans across Model C (Figure 6.1) where the pore-C-S-H boundary angle varied from 10o to 
170o. The scans were up to ± 20 µm from the pore-C-S-H boundary. The position of the first and last point of 
each scan was such that their distances to the boundary were greater than the BSE escape surface radius of 
epoxy and C-S-H respectively. The spacing between each point was 20 nm at 10 keV and 100 nm at 20 keV.  
  
(a) (b) 
Figure 6.8: Change in BSE coefficient across pore-C-S-H boundaries set at various inclination angles (Model C) at (a) 
10 keV and (b) 20 keV. 
 
Figure 6.9a, b and c show the change in the shape and size of the interaction volume of electrons across the 
pore-C-S-H boundary at 10o, 90o and 170o respectively at 10 keV. As the incident beam approaches the 
boundary, electrons begin to sample the neighbouring higher atomic number C-S-H phase and the interaction 
volume diminishes in size. The changes in size and shape of the interaction volume, and in the resulting BSE 
coefficients are more abrupt when the boundary is perpendicular to the surface, but occur more gradually with 
shallow sloping boundaries (10o and 170o) due to sampling of subsurface material. This effect is more severe on 
the pore phase where the BSE signal transition can occur over a distance of 5 µm at 10 keV and 16 µm at 20 
keV for a 10º slope (Figure 6.8).  
 
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18
-5000 -3000 -1000 1000 3000
B
S
E
 c
o
e
ff
ic
ie
n
t
Position (nm) 
10°
30°
50°
70°
90°
110°
130°
150°
170°
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18
-20000-15000-10000 -5000 0 5000 10000
B
S
E
 c
o
e
ff
ic
ie
n
t
Position (nm) 
10°
30°
50°
70°
90°
110°
130°
150°
170°
Pore C-S-H C-S-H Pore 
  
139 
 
(a
) 
1
0
o
 
-5000 nm -3000 nm -1000 nm +100 nm 
(b
) 
9
0
 o
 
-500 nm -50 nm +50 nm +500 nm 
(c
) 
1
7
0
 o
 
-100 nm +1000 nm +3000 nm +5000 nm 
     
Figure 6.9: Change in shape and size of the interaction volume as the incident electron beam is scanned across pore-C-S-H boundary set at inclination angles of (a) 10o; (b) 90o; and (c) 
170o at 10 keV. Note that the dark region represents epoxy-filled pore whereas the bright region represents C-S-H. Blue lines represent absorbed electron trajectories whereas red 
lines represent backscattered electron trajectories. Scale bar is 1 µm.  
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Figure 6.10 shows the simulated BSE images of pore-C-S-H boundaries at various inclination angles at 10 keV. 
The image size is 1800 × 120 pixels at 0.1 μm spacing. The pore fraction in all images is 50%. It can be seen 
that the pixels near sloping boundaries exhibit a gradient in grey value and that the effect is stronger on the pore 
phase. This clearly presents a significant challenge in determining the true position of the pore-C-S-H boundary. 
In manual thresholding, one is likely to assume that the darkest pixels represent the pore phase. This would 
under-estimate the size of pores at angles < 90o and over-estimate at angles > 90o. 
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Figure 6.10: Simulated BSE images (10 keV) across pore-C-S-H boundaries at various inclination angles showing 
grey value transition near boundary. Image size is 1800 × 120 pixels at 0.1 µm spacing. Scale bar is 6 μm. 
 
6.3.5 Pore segmentation via image analysis 
As mentioned in the Introduction, one of the main motivations for this study was to test the accuracy of the 
Overflow method (Wong et al., 2006b) for segmenting pores in cement-based materials. The simulated BSE 
images in the previous sections serve as a useful tool for this purpose. In the Overflow segmentation method, the 
upper threshold grey value for pores is determined from the inflection point in the cumulative brightness 
histogram of the BSE image. This represents a critical point at which the segmented pore areas start to ‘overflow’ 
into the surrounding solid paste matrix. The method provides a consistent means for phase segmentation and it 
has since been used in a number of applications including clinker studies (FelekoǦlu et al., 2008), characterising 
microstructure development and interfaces (Wong and Buenfeld, 2006a, Felekoğlu, 2007, Gao et al., 2013, 
Luković et al., 2014, Attari et al., 2016), determining original water/cement ratio and mix composition (Wong et 
al., 2013), and mass transport modelling (Wong et al., 2012, Promentilla et al., 2016).  
Figure 6.11 shows the cumulative brightness histograms of the simulated BSE images from Sections 6.3.1 and 
6.3.2 (from Figure 6.5). It can be seen that the simulated curves exhibit a sigmoidal behaviour similar to those 
from real BSE images of cement-based materials. The sigmoidal trend increases with increase in contrast and 
sharpness of the pore-solid boundary. Note that the results from a 1 nm pore obtained by the tungsten and 
lanthanum hexaboride thermionic emitters, and from a 10 nm pore obtained by the tungsten thermionic emitter 
were excluded from the analysis as these images do not contain sufficient signal to resolve the pore phase 
(Figure 6.5).  
Pore C-S-H 
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(a) 1 nm pore 
 
(b) 10 nm pore 
 
(c) 100 nm pore 
 
(d) 1 µm pore 
 
(e) 10 µm pore 
 
Figure 6.11: Cumulative brightness histogram for the simulated BSE images in Sections 6.3.1 and 6.3.2 (from Figure 
6.5) at increasing pore size. Crosses mark the inflection point determined by the Overflow segmentation method 
whereas circles mark the correct grey values that give the actual pore fraction.  Note that the scale of the X-axis has 
been expanded for clarity. 
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The inflection points determined by the Overflow method are marked with crosses while the correct grey values 
that correspond to the exact pore area fractions are marked with circles. The results show that when pores are 
smaller than 1 µm, the inflection points overestimate the correct grey values with significant errors. Note that 
these errors are not due to digitisation effects since the pixel size in the simulations were set at one-tenth of the 
pore size. For pores of 1 µm and greater, the inflection points generally agree very well with the correct grey 
values (Figure 6.11d and e) in particular for field emitters at 10 keV. Figure 6.12 compares the overflow 
segmented pore size with the actual pore size. It can be seen that the agreement between measured and actual 
values improves with increase in pore size. For pores of 1 µm and greater, errors of ~1% were observed for all 
emitters at 10 keV. The results suggest that the minimum pore size that can be accurately segmented by the 
Overflow method is approximately half the BSE escape radius in epoxy, which is 1 µm and 3 µm at 10 keV and 
20 keV respectively for field emitters. 
  
(a) (b) 
Figure 6.12: (a) Comparison between the Overflow segmented pore size and the actual pore size and (b) segmentation 
error vs. pore size. 
 
Figure 6.13 shows the cumulative brightness histograms and pore segmentation errors for the simulated images 
from Section 6.3.4 (from Figure 6.10) with inclined pore-solid boundaries. The segmentation is very accurate 
for pores with < 90o inclination angles. However, segmentation errors increase for inclination angles larger than 
90o, up to a value of 30.7% at 170o. The over-estimation is due to presence of dark pixels on the C-S-H side of 
the boundary from sampling subsurface pore (Figure 6.9c and Figure 6.10). Assuming that pores are randomly 
orientated and that the probability of the pore occurring at any angle is equal, the error contribution from each 
inclination angle can be averaged to determine the overall percentage error of the segmentation. The resulting 
value is 5.2% and this indicates that the total pore fraction would be marginally overestimated with the 
Overflow method. 
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(a) (b) 
Figure 6.13: (a) Cumulative brightness histogram for the simulated BSE images in Section 3.4 (from Figure 6.10) at 
increasing pore boundary inclination angle. Crosses mark the inflection point determined by the Overflow 
segmentation method whereas circles mark the correct grey values that give the actual pore fraction.  Note that the 
scales of the Y and X-axes have been expanded for clarity; and (b) segmentation error vs. pore-C-S-H boundary 
inclination angle. 
6.4 Discussion 
Electron scattering near phase boundaries is a complex process. This is particularly true if the phases have large 
differences in atomic number and density since the interaction volume from which useful signals emerge will 
vary on both sides of the interface. Near boundaries, scattered electrons can move from one phase to another and 
this influences the collected signals and images. For BSE imaging of cement-based materials, samples are 
usually impregnated with a low atomic number material (epoxy) to generate high contrast between pores (or 
cracks) and solids. This enhances visibility and facilitates quantitative characterisation via image analysis.  
However, the large interaction volume in epoxy-filled pores increases the likelihood of sampling sub-surface or 
neighbouring solid phases. This can be problematic because the pores (gel and capillary) in cement-based 
materials range from nanometres to several microns in size and the pore boundaries with solid hydration 
products have complex morphologies. This study shows that the signal measured across pore boundaries may 
vary over a distance of several microns. Pixels in shallow pores or near boundaries will display grey values 
(brightness) higher than expected because of additional scattering events occurring into the solid hydration 
products. This adds uncertainty concerning the exact location of the pore-solid boundary for segmentation and 
image analysis. It also means that the sample may appear less porous or the pores appear smaller than they 
actually are in BSE images.  
As shown in this study, the spatial resolution of BSE imaging for pore characterisation is influenced by the 
probe size, signal sampling volume and interactions that occur near phase boundaries. These are dependent on 
the emitter type, beam energy and composition of the phases present. The fact that pores smaller than the BSE 
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sampling volume or the electron probe size are visible (Figure 6.5) shows that these dimensions do not represent 
the spatial resolution limit. This is because phase visibility depends on the difference between the BSE signal 
detected from that particular phase and its neighbouring region, i.e. contrast. Features smaller than the BSE 
sampling volume or probe size can still be detected as long as the obtained contrast satisfies the visibility criteria.  
Since the collected images are digitised, the pixel size may also influence final resolution. Pixel size decreases 
with increase in magnification. For images captured at low magnification, spatial resolution is likely to be 
limited by the pixel size due to overlapping signals from adjacent pixels. However, at high magnification, the 
influence of pixel size becomes less important especially when it is much smaller than the signal sampling 
volume or the electron probe diameter. Therefore, pixel size is not always equivalent to the image resolution. 
The actual resolution can be no better than the pixel size, but is generally less due to the various factors 
discussed above.  
It is important to note that the results presented in this paper represent ideal imaging conditions. In reality, the 
spatial resolution would be worse. This is because the effect of noise was not considered in the simulations. 
Signal noise can come from uneven surface topology and geometry of the sample, poor efficiency of the 
detector, shot noise from the electron beam, insufficient number of electrons collected due to high scan speed, 
inadequate imaging environment and signal digitisation process etc. These factors will further complicate the 
BSE signal generation across the pore-C-S-H boundary. In real cement-based materials, pores can also occur 
adjacent to other solid phases such as calcium hydroxide (CH) and unreacted cement phases. In particular, 
‘Hadley’ grains, which consist of darker rims (mixture of pore and low-density C-S-H) around unreacted cement, 
can often present in the microstructure of cement paste (Hadley et al., 2000, Head et al., 2006, Gallucci et al., 
2010). Both CH and unreacted cement have higher atomic number than C-S-H and would increase the BSE 
coefficient at the pore boundary. However, the general behaviour of the signal transition across the pore 
boundary should be similar to that observed in this study.  
Although pores smaller than the BSE sampling volume or the electron probe size may be visible (Figure 6.5), 
significant measurement errors could occur during quantitative image analysis. The magnitude of this error 
would depend on the size of the pore with respect to the image resolution and the accuracy of the segmentation 
method employed. Segmentation is one of the most important, but error prone, processes in quantitative 
microscopy. The Overflow segmentation method was shown to be accurate for segmenting pores that are larger 
than half the escape radius of backscattered electrons. The Overflow method is also able to determine the 
boundary of shallow pores overlying C-S-H and inclined pores with reasonably low errors. Thus, the method 
seems robust and handles grey scale variation at pore-solid boundaries well. Nevertheless, it has to be stressed 
that no segmentation method is perfect and that some degree of error will always occur during image analysis, 
particularly for heterogeneous, multi-phase and multi-scale materials. The magnitude and significance of this 
error should always be considered in quantitative image analysis.  
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6.5 Conclusions 
A 3D Monte Carlo technique was used to study the variation of backscattered electron (BSE) signal across pore-
solid (C-S-H) boundaries in cement-based materials. The simulated pores were epoxy-filled and covered a range 
of sizes (1 nm to 10 µm), depths (0 to 7 µm) and inclination angles (10º to 170º). Other variables included 
emitter type (tungsten and LaB6 thermionic, Schottky and cold field emitters), accelerating voltage (5 to 30 keV) 
and probe diameter (1 to 150 nm). The main findings are: 
a. A pore size of 1 nm intercalated between C-S-H layers of indefinite size can generate sufficient contrast at 
10 keV using Schottky or cold field emitters to allow for detection under ideal imaging conditions (i.e. in 
the absence of noises), despite the pore itself being smaller than the beam interaction volume. However, the 
visibility of 1 nm pores is poor. The visibility improves with increasing pore size, but degrades with 
increasing probe diameter and accelerating voltage. 
b. Pores pixels can appear brighter (i.e. having larger grey value) than expected in BSE images due to 
sampling of sub-surface or neighbouring solid material. This occurs in shallow pores where the depth to 
underlying solid C-S-H is less than the maximum penetration depth of BSE in epoxy (~1.0 µm at 10 keV 
and 3.4 µm at 20 keV). This also occurs when pore pixels are located within the BSE escape radius in 
epoxy (~1.9 µm at 10 keV and 6.6 µm at 20 keV) from the boundary.  
c. These effects may cause misinterpretation of BSE images of heterogeneous porous materials. Pores in 
cement-based materials may appear smaller than they actually are due to the transition in grey value near 
boundaries from sampling sub-surface or neighbouring solids. This increases the uncertainty concerning the 
true position of pore-solid boundaries, creates potential errors during segmentation and further limits the 
smallest pore that can be reliably measured. 
d. Monte-Carlo simulated BSE images were used to test the accuracy of the Overflow pore segmentation 
method, which will be used in Chapter 7 to quantify the effects of supplementary cementitious systems on 
pore structure. Results show that the cumulative brightness histograms of the simulated images exhibit a 
sigmoidal behaviour similar to real BSE images of cement-based materials. The inflection point in the 
cumulative brightness histogram provides a good estimate for the threshold grey value for pore 
segmentation. For pore sizes of 1 µm and greater, the Overflow method gave errors of ~1% at 10 keV. For 
inclined pores with random orientation, the average segmentation error was 5.2%.  
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7 Effects of SCMs on 3D pore structure 
This Chapter presents an investigative study into the effects of supplementary cementitious materials (SCMs) 
such as silica fume, pulverised fuel ash (PFA) and ground-granulated blastfurnace slag (GGBS) on the 3D pore 
structure of cement-based materials imaged by LSCM, in conjunction with BSE microscopy and mercury 
intrusion porosimetry (MIP). Cement pastes made with different SCMs, w/b ratios and curing ages were 
examined. Results show that silica fume enhanced the pore structure from early ages whereas slag and PFA 
showed improvements at later ages. In 3D, silica fume was observed to enhance the pore structure by reducing 
pore connectivity, average pore and throat sizes and increase diffusion tortuosity and formation factor. On the 
other hand, PFA and slag was found to reduce pore connectivity, increase diffusion tortuosity and formation 
factor, but have no major effects on average pore and throat sizes. However, bleeding and segregation occurred 
in some of the samples and this complicated data interpretation. In any case, the presence of PFA and slag 
produced larger change in the pore structure with increasing curing age compared to plain and silica-fume 
blended systems. 3D pore characteristics were used as inputs to simple analytical equations to estimate transport 
properties. Reasonably good predictions to within a factor of 5 of experimental values were observed. 
7.1 Introduction 
The use of supplementary cementitious materials (SCMs) such as silica fume, pulverised fuel ash (PFA) and 
ground granulated blastfurnace slag (GGBS) in concrete has been on the rise in the past few decades. These 
materials not only reduce the embodied carbon of concrete, but also enhance its engineering properties and 
durability. Numerous studies have been made in attempt to understand the effects of SCMs on the pore structure 
and transport properties of cement-based materials. Table IV.1 to IV.3 in Appendix IV present some selected 
references on the effects of silica fume, PFA and slag respectively. Key findings are summarised as follows: 
Silica fume has very fine particle sizes of less than 1 µm and therefore, it can physically fill voids between 
cement particles of much larger sizes (~10 to 20 µm) to reduce the originally water-filled spaces and to 
accelerate cement hydration by providing additional nucleation sites for the growth of hydration products. 
However, several studies (Yajun and Cahyadi, 2003, Diamond et al., 2004, Diamond and Sahu, 2006) have 
observed that silica fume in densified form can exist in agglomerates up to several millimetres and remain 
undispersed after mixing, and thus limiting the filler effect of silica fume. 29Si MAS NMR experiments (Justnes 
et al., 1990) show that silica fume is highly reactive. Degree of reaction of as high as 34% by 3 days has been 
reported by Muller et al. (2015). Both the filler effect and early pozzolanic reaction of silica fume contribute to 
pore refinement at early ages. Based on backscattered electron microscopy observation, Kjellsen and Atlassi 
(1999) found that mature silica fume-blended systems contain a significant amount of ‘hollow-shell’ pores 
compared to plain cement systems. The authors suggest that the pore densification effects of silica fume in the 
long term can also be attributed to the hollow-shell hydration mechanisms which compel the formation of 
hydration products outside of the original cement grain. More than half of the references in Table IV.1 in 
Appendix IV indicate that silica fume reduces porosity whereas the remaining suggest the otherwise. This may 
be explained by the fact that different studies tend to use different mixes, classify pore types differently or 
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simply report the total measured porosity. Moreover, the measurable pore sizes depend on the technique used 
and hence, results from different studies can be inconsistent. A recent study by Muller et al. (2015) based on 
non-intrusive 1H NMR relaxometry found that at later ages, the gel pore (water) fraction (pore size of ~2.5 nm) 
of silica fume-blended system was higher than that of plain cement system whereas the capillary pore (water) 
fraction (~8 nm) were identical in both systems, noting that larger capillary pores were not detectable by 1H 
NMR if these are empty either due to desiccation or chemical shrinkage. It has also been shown that silica fume 
has profound effect in enhancing transport properties of cement-based materials and this can occur as early as 1 
day (Hassan et al., 2000). 
The pore characteristics of PFA-blended systems at early ages have been reported to be inferior to those of plain 
cement systems because PFA is a slow reacting pozzolan. This causes a dilution effect and hence more pore 
space is available at early ages. A recent study by Berodier and Scrivener (2015) compared PFA-blended pastes 
with cement pastes containing equivalent amount of inert quartz and water/solid ratio (to isolate PFA reaction) 
found that PFA had no significant contribution to porosity until 14 to 21 days. The authors claimed that at later 
ages, the reaction of PFA became limited by the lack of water-filled capillary pores and this led to a reduced 
amount of solid growth compared to plain cement systems, also observed by other studies (Hooton, 1986, 
Chindaprasirt et al., 2005, Zeng et al., 2012). Berodier and Scrivener (2015) also observed that the critical pore 
radius of both PFA-blended and plain cement pastes, measured by MIP, eventually converged to similar values 
of ~6 to 7 nm. Transport measurements show that water permeability (Marsh et al., 1985, Li and Roy, 1986, 
Hooton, 1986) and oxygen permeability (Van den Heede et al., 2010) of PFA-blended systems become lower 
than those of plain cement systems after ~28 days. However, inconsistent findings have been reported 
concerning chloride permeability (Li and Roy, 1986, Poon et al., 1997, Ahmadi et al., 2014) and water 
absorption (Van den Heede et al., 2010, Ahmadi et al., 2014).  Systems containing high volumes of PFA (≥ 50 
wt.% replacement) have higher transport properties than plain cement systems even after prolonged curing (Van 
den Heede et al., 2010). 
GGBS is a latently hydraulic material and reacts much earlier than PFA to contribute to pore refinement. 
Berodier and Scrivener (2015) found that GGBS began to react at around 2 to 3 days. Substantial contribution to 
pore reduction was observed by 14 days, but porosity remained higher than plain cement systems at all ages. 
However, this observation is not in line with other studies that showed that slag-blended systems had lower total 
porosity and finer pore size distribution compared to plain cement systems from early ages (Hooton, 1986, Duan 
et al., 2013, Divsholi et al., 2014).  Berodier and Scrivener (2015) observed via MIP that plain, slag-blended and 
PFA-blended systems ultimately had similar critical pore radii of 6 to 8 nm. GGBS has been shown to 
significantly decrease water permeability (Hooton, 1986, Hooton, 2000), electrical conductivity (Divsholi et al., 
2014), chloride permeability (Li and Roy, 1986, Hooton, 2000, Güneyisi and Gesoğlu, 2008, Divsholi et al., 
2014) and water sorptivity (Güneyisi and Gesoğlu, 2008) in the long term. In contrast to PFA, the benefits of 
GGBS persist at high replacement levels of up to 80 wt.% (Güneyisi and Gesoğlu, 2008) .  
It is important to note that most studies on pore structure characteristics (e.g. those presented above and in Table 
IV.1 to IV.3 in Appendix IV) were carried out using MIP which is an indirect method. MIP remains a popular 
tool for pore structure characterisation despite the fact that it relies on a series of assumptions (see Chapter 2.2), 
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it requires sample pre-drying and substantially underestimates pore size due to the ‘ink-bottle’ effect (Diamond, 
2000). The measured pore sizes are closer to the size of pore necks through which mercury intrude. Therefore, 
results can be misleading if not interpreted with care. 
The application of BSE microscopy for direct characterisation of pore structure of blended cementitious systems 
has been rather limited. Lange et al. (1994) observed higher proportion of large capillary pores (> 10 µm2) in 
silica fume-blended systems compared to plain cement systems at 28 days. Similarly, Igarashi et al. (2004) 
found that silica fume and PFA-blended systems contained more coarse capillary pores (> 0.2 µm) than plain 
cement systems at all ages up to the maximum observation age of 28 days. Clearly, these results cannot be 
compared directly with those from MIP. Other applications of BSE microscopy include quantification of the 
degrees of hydration of PFA (Haha et al., 2010) and slag (Gruyaert et al., 2010, Kocaba et al., 2012, Yio et al., 
2014). In terms of 3D pore characterisation, very limited studies are available due to the lack of a suitable 3D 
imaging technique. Lu et al. (2006) used X-ray µCT to study the influence of SCMs on the pore structure of 
concrete at voxel resolutions of 1 and 4 µm on image volumes of 2003 and 8003 µm3 respectively. Their results 
show that PFA, silica fume and slag-blended systems at a replacement level of 20, 7 and 35% respectively had 
increasingly lower total porosity compared to plain cement systems. However, not much topological information 
was obtained and porosity was underestimated due to the low resolution of the method (Cnudde et al., 2009). 
In this Chapter, the pore structure of blended systems containing silica fume, PFA and slag were investigated in 
3D at sub-micron resolution using the imaging approach developed in Chapter 4 that combines fluorescence 
laser scanning confocal microscopy (LSCM) with serial sectioning. Topological pore parameters (examined in 
Chapter 5) such as connectivity and tortuosity were quantified. Results were compared with those obtained from 
BSE microscopy and MIP. Measured 3D pore characteristics were used to predict transport properties. 
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7.2 Experimental 
7.2.1 Sample preparation 
The samples investigated in this study were those prepared in Chapter 5. They consisted of plain (P0.45) and 
blended cement pastes containing 9% SF (P0.45 SF), 23% PFA (P0.45 PFA) and 60% GGBS (P0.45 GGBS) by 
mass of the total binder, all with an initial w/b ratio of 0.45 and effective w/b of 0.426, 0.445, 0.434 and 0.415 
respectively after correcting for bleeding. 
In addition, a series of lower w/b ratio (0.30) pastes containing the same replacement levels of SCMs were 
prepared. All samples were cast in steel cylindrical moulds of 100 mm diameter × 25 mm height following the 
same procedures described in Section 5.2.1. The samples were demoulded after 24 hours and left to cure in a fog 
room (100% RH) at 20oC for 7 and 90 days. No bleeding occurred for the 0.30 w/b ratio mixes. For each mix, 
four replicate discs were prepared: one for microscopy and three for transport measurements. The mix 
proportions are shown in Table 7.1. The raw materials used were the same as those for the high w/b ratio (0.45) 
samples and details are given in Section 3.4.1. 
After curing, blocks (40×20×8 mm3) were extracted from the centre of the microscopy disc and transferred 
together with the transport samples into sealed environmental chambers for conditioning at 55% RH, 20oC. All 
samples were conditioned until the mass loss was no more than 0.01%/day (see Appendix VI). Drying at this 
level was chosen to minimise damage to the microstructure. Furthermore, previous study carried out in the 
Group (Wong et al., 2007) on mature pastes containing PFA and GGBS showed that drying to this level empties 
most of the capillary pores important to transport and that further drying produced only a negligible increase in 
transport. Following conditioning, the microscopy blocks were vacuum impregnated with fluorescein-doped 
epoxy and polished to 0.25 µm finish.  
Table 7.1: Mix proportions for w/b 0.30 samples. 
Sample ID w/b SCM/binder (wt.%) 
Water 
(kg/m3) 
CEM I 
(kg/m3) 
SF 
(kg/m3) 
PFA 
(kg/m3) 
GGBS 
(kg/m3) 
P0.30 0.30 - 581 1290 - - - 
P0.30 SF 0.30 9 573 1158 115 - - 
P0.30 PFA 0.30 23 564 965 - 288 - 
P0.30 GGBS 0.30 60 568 505 - - 758 
 
7.2.2 BSE imaging and 2D image analysis 
A CamScan Apollo 300 SEM (Obducat CamScan Ltd, Cambridge) equipped with Schottky field emitter was 
used for BSE imaging. The microscope was operated at 10 keV accelerating voltage to ensure optimal sampling 
volumes of backscattered electrons (see Chapter 6). All samples were imaged under high vacuum and the 
working distance was set at ~10 mm to obtain well-focused images. Imaging was performed at 1 mm intervals 
along the depth of the sample, covering a total distance of approximately 20 mm, to account for any possible 
bleeding and segregation effects. Areas near to the cast (trowelled) and bottom surfaces were trimmed off during 
sample preparation. In total, 60 images were collected per sample. All images were captured at 500× 
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magnification and digitised into 8-bit images of 2560 × 2048 pixels with a pixel spacing of 0.09375 µm. Areas 
containing large air voids, agglomerated silica fume particles and microcracks were avoided during imaging.  
Pore segmentation was performed using the Overflow method (Figure 7.1), as assessed in Chapter 6. The 
method determines pore threshold from the inflection point in the cumulative greyscale histogram where the 
pore phase transitions into solid phase. The inflection point was determined from the intersection between two 
best-fit lines as shown in Figure 7.1b. The greyscale histogram shows three peaks with increasing brightness, 
each correspond to the pore phase, C-S-H, CH and unreacted cement respectively (marked as ‘pore’, ‘C-S-H’, 
‘CH’ and ‘AH’ respectively in Figure 7.1c). Segmented images were then de-noised by removing pixel clusters 
smaller than 10 pixels (0.0872 µm2). In the case of slag-blended system at 90 days, the grey values of pores 
overlapped slightly with those of reacted silica fume and reacted slag particles, hence the segmented porosity 
may be slightly overestimated (see Section 7.3.1). 
Based on stereology, two main pore parameters were obtained, i.e. porosity (Φ) and pore specific surface area 
(Sp):  
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Where Ao, Ap, Γ are the segmented pore area (m2), image area (m2) and segmented pore perimeter (m) 
respectively. Herein, the term ‘porosity’ refers to all segmented pores including capillary pores and probable 
hollowed-out ‘Hadley’ grains (Figure 7.1c, white arrows). Gel pores are beyond the image resolution and thus 
excluded. For samples containing PFA, voids within cenospheres and plerospheres were also segmented by this 
method. It is not known if these voids contribute to transport. Hence, these voids were quantified separately by 
point-counting. A 120-point grid was superimposed on each BSE image and grid points which fell on the PFA 
voids were counted using a tally counter. Based on stereology, the number of points falling on a phase of 
interest k (Pk) divided by the total number of grid points (PT) gives an approximate volume fraction of phase k:  
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The same approach was used to quantify the volume fraction of unreacted cement in order to estimate the degree 
of hydration (DOH) of cement (see Appendix VII): 
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Where VAH and Vc are the volume fraction of unreacted cement and initial volume fraction of cement in the mix 
respectively.  
 
 
(a) (b) 
  
(c) (d) 
Figure 7.1: A typical BSE image of P0.45 7d; (b) application of the Overflow method to determine the threshold level 
for porosity. HP: hydration products, AH: unreacted cement; (c) a cropped region of interest marked by a red box in 
(a), white arrows indicate probable ‘Hadley’ grains and (d) pores segmented from (c) at the threshold 123 and de-
noised by removing pixel clusters smaller than 10 pixels.  
 
7.2.3 LSCM imaging and 3D image analysis 
Following BSE imaging, the samples (0.45 w/b ratio) were imaged using LSCM combined with serial 
sectioning. Details of the imaging acquisition and reconstruction process are given in Chapters 4 and 5. For each 
sample, two spots 5 mm apart along the length were imaged at mid-depth of the sample (see Figure. 5.1).  
For each sample, 6 to 8 sub-volumes (2 to 4 from each imaging spot) of approximately 1003 µm3 consisting of 
~9533 voxels were used for analysis. This volume size has been shown in Chapter 5 to be sufficiently large to 
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satisfy REV (representative elementary volume) for characterisation of capillary pores.  The voxel depth was 
multiplied by a factor of 1.05 to correct for the mismatch of refractive indices between the objective immersion 
oil and epoxy within the pores (see Section 4.3.3) and then compressed by a factor of 0.725 to correct for the 
remaining axial elongation. The reconstructed pore structures were quantified using the methods described in 
Chapter 5. Pore segmentation was performed using the Moments method combined with CLAHE. Following 
that, BoneJ, maximal ball, and cluster labelling and random walker algorithms were used to quantify the 
segmented pore structures. The main 3D parameters quantified are listed in Table 7.2. Definitions of these 
parameters are given in Table 5.3 of Chapter 5.  
Table 7.2: Quantified 3D parameters.  
Method Parameters 
BoneJ (Doube et al., 2010) 
Porosity, percolation connectivity, Euler connectivity, 
skeleton tortuosity, pore thickness 
Modified maximal ball (Dong and Blunt, 2009) 
Pore and throat radii, volume, shape factor, throat 
length and pore connection number 
Cluster labelling and random walker (Nakashima and 
Kamiya, 2007) 
Voxel pore specific surface area without considering 
pore faces on the edges, scalar diffusion tortuosity and 
formation factor 
 
7.2.4 Mercury intrusion porosimetry 
Mercury intrusion porosimetery (MIP) was performed using Quantrachrome Poremaster 60 (Quantachrome UK 
Ltd). A cylinder of approximately 1 cm3 was dry-cut from the offcuts of the microscopy discs and conditioned at 
55% RH until constant mass. An air duster was used to remove any dust from the sample surface before loading 
into the penetrometer. The penetrometer assembly was then de-aired under vacuum and filled with mercury in 
the low-pressure system up to 0.34 MPa. Following that, the assembly was transferred to the high-pressure 
system where pressure was increased from 0.14 to 414 MPa. The range of detectable pore entry diameters was 
~3 nm to 1 mm based on the Washburn equation (Washburn, 1921), assuming a mercury contact angle of 140o. 
Pores (> 100 µm) measured in the low pressure system were excluded in the analysis as these were likely to be 
contributed by the head-pressure effect of mercury (Giesche, 2006) and large pores containing dust from the 
cutting process. Two main parameters were obtained and they were the accessible porosity (Φp) and critical pore 
diameter (dcr). The accessible porosity was calculated as the total volume of intruded mercury divided by the 
bulk volume of the sample whereas the critical pore diameter was determined from the peak in the differential 
distribution curve (Figure 7.2). The critical pore diameter represents the pore entry size which permits the 
maximum percolation throughout the sample. 
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Figure 7.2: Typical cumulative and differential pore size distribution curves measured by MIP. Sample is P0.30 7d. 
 
7.2.5 Transport measurements 
Four different mass transport measurements, i.e. oxygen diffusion, oxygen permeation, water absorption and 
electrical conduction were carried out to investigate the influence of SCMs on mass transport properties. 
Measurements were carried out in the above order so that the same samples were usable for all tests without 
being affected by the previous test. Three replicate discs were measured and the results averaged.  
Oxygen diffusion  
Under a concentration gradient, two primary types of diffusion, i.e. ordinary and Knudsen diffusion occur in 
cement-based materials. In ordinary diffusion, the gas molecules collide more often with each other whereas in 
Knudsen diffusion, the gas molecules collide more often with pore walls (He et al., 2014). The combined flow 
rate (kg/m3) can be approximated using Fick’s first law of diffusion as (Mason and Malinauskas, 1983): 
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where D is the intrinsic effective diffusion coefficient of the bulk system (m2/s), CA is the concentration of 
oxygen (mol/m3) and x is distance (m). The oxygen diffusion test was carried out by exposing the opposite flat 
surfaces of the disc samples to a stream of oxygen and a stream of nitrogen respectively at the same temperature 
and pressure. The test set-up is shown in Figure 7.3. The disc sample was fitted into a silicone rubber ring and 
placed in a diffusivity cell. By applying a load of 15 kN onto the steel plate using a hydraulic jack, the silicone 
rubber ring expanded laterally to seal the curved surfaces. This ensured that gas flows occurred only through the 
sample without any leakages on the side as demonstrated by Wu et al. (2014). The gas flow rates were adjusted 
to be approximately equal and the set-up was left to reach steady state, which normally took 30 mins to 1 hour. 
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The outflow oxygen concentration in the nitrogen stream was measured by a zirconia oxygen analyser.  The 
diffusion coefficient was calculated as: 
 12 CCA
QL
D

         Eq. (7.6) 
Where Q is the oxygen diffusion rate at 1 bar (m3/s), expressed as: 
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Where R1 is the flow rate of the nitrogen stream (mL/min), G1 is the percentage of oxygen in the outflow stream 
(%), G0 is the percentage of oxygen in the initial nitrogen stream (%), P1 is the pressure of the oxygen stream 
(bar), P2 is the difference between the oxygen and the nitrogen streams (bar), A is the cross-sectional area of the 
cylindrical disc (m2), L is the thickness of the disc sample (m), C2 is the oxygen concentration in the oxygen 
stream (m3/m3) at 1 bar, expressed as: 
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Where R2 is the flow rate of the oxygen stream (mL/min) and C1 is the mean concentration of oxygen in the 
nitrogen stream at 1 bar (m3/m3), expressed as: 
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Figure 7.3: Schematic of oxygen diffusion test set-up, from Wong (2006). 
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Oxygen permeation 
Permeation is the flow of a fluid through a porous medium due to pressure gradient. For steady state, viscous 
and laminar flow of an incompressible fluid, Darcy’s Law can be applied to calculate flow rate (m3/s): 
L
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*          Eq. (7.10) 
Where k is the coefficient of permeability (m2), ΔP/L is the pressure gradient (N/m3) across the disc thickness L 
(m), and η is the dynamic viscosity of the permeating fluid (Ns/m2). Since oxygen gas is compressible, flow 
would change nonlinearly with pressure and hence Eq. (7.10) is not applicable. A variant of the Darcy’s Law 
obtained by integrating its differential form can be used to account for this effect where the pressure-velocity 
product is considered to be constant throughout the sample under isothermal and steady state conditions (Dullien, 
1992): 
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Where kg is the apparent gas permeability coefficient (m2), ηg is the dynamic viscosity of gas (for oxygen at 
20oC, ηg = 2.02 × 10-5 Ns/m2), P1* and P2* are the absolute inlet and outlet pressures (N/m) respectively.  
The test set-up for oxygen permeation is shown in Figure 7.4a. The sample was sealed in a similar way to that in 
the diffusivity cell. Oxygen gas at pressures of ~0.5, 1.5 and 2.5 bar were applied to the inlet face of the sample. 
At each applied pressure, gas flow was allowed to stabilise to steady-state, normally within 30 mins to 1 hour, 
before the outflow rate was measured using a series of soap bubble flow meters. For each pressure, four 
readings were recorded to give an average flow rate. The oxygen permeability coefficient kg at each pressure 
was then calculated using Eq. (7.11). However, kg is an apparent value that is dependent on the applied pressure. 
At low pressures or in very fine pores, the mean free path of the gas molecules may become smaller than the 
pore size. As a result, the gas molecules collide with the pore walls more frequently than with each other and 
they essentially pass through the pore as individual molecules. This phenomenon is known as ‘slip flow’ or 
‘Knudsen’ flow and it would cause the measured gas flow rate and coefficient of permeability to be higher than 
expected. Klinkenberg method was applied to correct for this effect and to obtain an intrinsic permeability 
coefficient that is not pressure-dependent (Klinkenberg, 1941): 









m
g
P
kk

1int         Eq. (7.12) 
Where kint is the intrinsic permeability coefficient (m2), β is a constant (N/m2) and Pm is the mean of the inlet and 
out pressures calculated as (P1 + P2)/2 (N/m2). Measured values of kg were plotted against the reciprocal of the 
corresponding Pm values as shown in Figure 7.4b. The linear relationship (normally with R2 value of > 0.99) 
was extrapolated to the infinite mean pressure (1/Pm ≈ 0) to determine kint. 
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(a) (b) 
Figure 7.4: (a) Schematic of oxygen permeation test set-up, from Wong (2006); and (b) a typical kg vs. 1/Pm plot for 
Klinkenberg correction. Sample is P0.45 7d. 
 
Water absorption 
The water absorption test measures the rate of water absorbed by an unsaturated porous medium under capillary 
action.  Considering unidirectional flow, the cumulative mass of water absorbed per unit area of the inflow 
surface (g/m2) over time can be expressed as:  
tSai           Eq. (7.13) 
Where a is a constant from curve fitting, accounting for minor edge and surface effects (Hall and Hoff, 2012), S 
is the sorptivity coefficient (g/m2min0.5) and t is the elapsed time (min). The set-up of the water absorption test is 
shown in Figure 7.5a. Disc samples were placed on top of two plastic strips with the bottom surface facing 
downwards in a tray filled with water to a depth of 2 to 3 mm. A lid was used to cover the tray to prevent 
sample from drying. Care was taken to make sure that no condensates formed underneath the lid that might drop 
onto the sample. The mass of the water absorbed was measured every 5 to 10 mins for the first hour, then every 
10 to 15 mins for the next hour and then every 30 mins to 1 hour for the next 6 hours using an electronic balance 
with an accuracy of 0.01g.  Daily measurements were then performed until the sample mass stabilised, which 
usually took no more than a week. Before each weighing, surface water on the sample was wiped off using a 
dampened cloth and the weighing process took no more than 30 s.  
The cumulative mass of absorbed water per unit inflow area i was plotted against t0.5 and the slope of the 
regression line was taken as the sorptivity coefficient S (Figure 7.5b). The regression line was typically drawn 
based on the first 18 to 22 readings which covered an observation period of 5 hours. However, some samples 
were cracked (probably due to drying, see Results), causing a sharp increase in the absorbed water at early stage. 
In such cases, only the first few readings were used to draw the regression line (Figure 7.5b). The minimum 
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readings used were 4 readings, covering an observation period of 30 mins. In any case, the R2 of the regression 
line was no less than 0.95. 
 
 
(a) (b) 
Figure 7.5: (a) Schematic water absorption test set-up, from Wong (2006); and (b) typical plots of water absorbed per 
unit area i vs. time t0.5 for cracked and uncracked samples. 
 
Following the water absorption test, samples were vacuum saturated for 2 to 3 hours and then submerged in 
water until full saturation (less than 7 days) to determine the accessible porosity. This accounts for all pores, 
cracks and air voids accessible to water transport and is estimated as:   
%100
1



V
mms
p

        Eq. (7.14) 
Where ms is the mass of the sample at vacuum saturated-surface-dry condition (g), m is the mass of the sample 
conditioned to 55% RH (g), ρ1 is the density of water (for water at 20oC ≈ 1000 kg/m3) and V is the volume of 
the sample (m3). 
Electrical conduction  
The flow of ions in concrete is related to its electrical conductivity. When an electric current is applied, ions in 
the pore solution will migrate to the oppositely charged electrodes. The ease with which the ions migrate 
depends on not only the geometrical complexity of the pore structure, but also the degree of saturation. The 
higher the degree of saturation, the more conductive the material is.  Therefore, it is crucial to ensure that all 
samples are fully saturated prior to the electrical conduction test. Other factors that can affect electrical 
conductivity include temperature and the composition of pore solution (Rajabipour and Weiss, 2007).  
The set-up for the electrical conduction test is shown in Figure 7.6. Vacuum saturated-surface-dry samples were 
placed and tightened between two brass plates connected to an LCR databridge.  A generous amount of salt-free 
electrode gel was applied uniformly to the flat surfaces to ensure a good contact with the brass plates. An 
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alternating current at 1 kHz frequency was then passed through the sample. Electrical resistance was measured 
when the reading stabilised (normally within one minute). For each sample, three measurements were recorded 
and averaged. For a continuous and uniformly distributed current flow, the electrical conductivity (S/m) can be 
calculated as the reciprocal of the electrical resistance as (Esbach and Souders, 1975): 
A
L
e
e

           Eq. (7.15) 
Where ρe is the measured electrical resistance (Ω) 
 
Figure 7.6: Schematic of electrical conduction test set-up. 
7.3 Results 
7.3.1 BSE image analysis 
Figure 7.7 shows the variation in porosity from the top trowelled surface along the depth for all systems. Results 
were averaged from three measurements at each depth. All 0.45 w/b ratio systems exhibited a slight negative 
gradient in porosity with increasing depth, suggesting the bleeding had occurred. However, the porosity values 
fluctuated quite considerably, indicating inhomogeneity of the microstructure. P0.45 GGBS showed the largest 
gradient, followed by P0.45, P0.45 PFA and P0.45 SF. These observations correspond well with the amount of 
bleed water collected, i.e. 7.8, 5.4, 3.6 and 1.1 wt.% of the initial mixing water for P0.45 GGBS, P0.45, P0.45 
PFA and P0.45 SF respectively. It is known that slag increases bleeding and segregation due to prolonged 
setting time, especially when the particle size is coarser than cement (Wainwright and Ait-Aider, 1995, 
Wainwright and Rey, 2000). On the other hand, PFA and silica fume are known to reduce bleeding and 
segregation. PFA increases the cohesiveness of fresh mix due to its glassy surface and spherical shape whereas 
silica fume has a high surface area which increases water demand (Siddique and Khan, 2011). In contrast, all the 
low w/b ratio (0.30) systems show no major gradient changes but the porosity near to the trowelled surface was 
overall slightly higher.  
Figure 7.8 shows plots of cumulative moving averages for measured porosities against number of image frames 
analysed. In all cases, steady values were achieved after approximately 30 images, indicating that the values 
obtained are statistically representative and that additional images would not change the cumulative average 
greatly.  
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(a) w/b = 0.45 (b) w/b = 0.30 
Figure 7.7: Variation in porosity as a function of distance from trowelled surface. 
 
  
(a) w/b = 0.45 (b) w/b = 0.30 
Figure 7.8: Plots of cumulative moving averages for measured porosities against number of image frames analysed. 
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The average values of measured porosity, pore specific surface area and DOH of cement are presented in Table 
7.3. The porosity of P0.45 GGBS 90d were slightly overestimated due to the overlapping grey values between 
pores and reacted slag particles (see Figure 7.9). The average porosity ranged from 11.04 to 28.10% and the 
average pore specific surface area ranged from 2.38 to 4.99 µm-1. As expected, all systems show reduced 
porosity and increased pore specific surface area with reducing w/b ratio and increasing curing age. The 
reduction in porosity between 7 and 90 days was the most pronounced in slag-blended systems (45.2 & 51.7% 
for low and high w/b ratios respectively), followed by PFA (42.3 & 45.5%), plain (32.7 & 35.7%) and silica 
fume (29.7 & 27.3%) blended systems which also show the lowest increase in pore specific surface area. These 
differences could be attributed to different reaction rate and mechanisms of the SCMs. Slag is latently hydraulic-
pozzolanic whereas Class F PFA is purely pozzolanic. Both react gradually over time to produce secondary C-S-
H to fill pores although slag has been reported to be more reactive (Berodier and Scrivener, 2015).  
Table 7.3: Measured porosity, pore specific surface area and degree of hydration (DOH) of cement. Numbers in 
parentheses represent 95% confidence interval calculated using Student’s t-distribution. 
Sample ID 
Porosity Φ2D (%) Specific surface area Sp (µm-1) DOH of cement 
7 d 90 d 7 d 90 d 7 d 90 d 
P0.45 26.27 (0.50) 16.89 (0.79) 2.86 (0.08) 3.83 (0.11) 0.68 (0.02) 0.80 (0.02) 
P0.45 SF 21.33 (0.89) 15.51 (0.79) 3.76 (0.13) 3.91 (0.14) 0.68 (0.02) 0.75 (0.03) 
P0.45 PFA 28.10 (0.88) 15.25 (0.54) 2.47 (0.10) 4.59 (0.10) 0.76 (0.02) 0.84 (0.02) 
P0.45 GGBS 27.40 (0.76) 13.23 (0.71) 2.38 (0.06) 3.19 (0.14) 0.76 (0.03) 0.85 (0.03) 
P0.30 19.78 (0.55) 13.31 (0.64) 3.85 (0.10) 3.91 (0.15) 0.61 (0.02) 0.64 (0.02) 
P0.30 SF 15.71 (0.41) 11.04 (0.91) 4.82 (0.10) 4.99 (0.22) 0.62 (0.01) 0.64 (0.03) 
P0.30 PFA 23.85 (0.70) 14.50 (0.71) 3.46 (0.11) 3.83 (0.16) 0.66 (0.02) 0.73 (0.02) 
P0.30 GGBS 20.73 (0.66) 11.37 (0.63) 2.80 (0.09) 3.57 (0.14) 0.74 (0.04) 0.79 (0.03) 
 
 
Figure 7.9: Overlapping grey values between pores and reacted slag particles in P0.45 GGBS 90d (marked by arrows) 
imaged by BSE at 500× magnification. AH: unreacted cement, US: unreacted slag. Large isolated pores and distinct 
hydration rims of darker shade surrounding unreacted slag can be observed. 
 
AH 
US 
Pore 
  
161 
 
Silica fume is highly reactive and fills pores from early ages and thus less reduction in porosity was expected at 
later ages. Indeed, the data show that at 7 days, the presence of silica fume had already significantly reduced 
porosity and increased pore specific surface area. Silica fume is very effective despite the fact that large 
agglomerated particles up to hundreds of microns were observed in the microstructure (Figure 7.10a). In 
contrast, systems containing PFA and slag showed porosity values higher than the control. At 90 days, all 
blended-systems showed lower porosity compared to the plain cement systems, except for P0.30 PFA. However, 
the capillary porosity of PFA-blended systems may not be precisely estimated with BSE image analysis due to 
voidage within cenospheres and plerospheres (Figure 7.11). These voids may remain hollow following complete 
reaction of PFA or be filled with hydration products (Yu, 2015) or dust and dirt from sample preparation. The 
internal voids within cenospheres and plerospheres measured by means of point counting were 1.51, 0.77, 1.62 
and 1.67% for P0.45 PFA 7d, P0.45 PFA 90d, P0.30 PFA 7d and P0.30 PFA 90d respectively. Interestingly, 
slag-blended systems showed the lowest pore specific surface areas, indicating no effect of pore refinement. 
This was due to the presence of many large isolated pores, possibly formed by hollowed-out ‘Hadley’ grains 
(Figure 7.9). A similar observation has been made by Berodier and Scrivener (2015). 
 
Figure 7.10: BSE image of agglomerated silica fume particles (marked ‘SF’) in P0.45 SF 7d captured at 150× 
magnification. 
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Figure 7.11: BSE image of voids within PFA particles (marked ‘F’) captured at 500× magnification. Sample is P0.45 
PFA 90d. AH: unreacted cement.  
 
For all systems, the DOH of cement increased between 7 and 90 days and the magnitude of increase was larger 
at higher w/b ratio. Low w/b ratio samples showed lower DOH at both ages due to higher cement content and 
lack of water for hydration and space to accommodate hydration products. The DOH for the 0.45 and 0.30 w/b 
ratio samples ranged from 0.68 to 0.85 and 0.61 to 0.79 respectively. The presence of PFA and slag increased 
the DOH at both w/b ratios and curing ages. Similar observations have been reported by previous studies, for 
example Lumley et al. (1996), Lam et al. (2000) Feng et al. (2004) and Yio et al. (2014). This was due to the 
filler-dilution effect which increased the exposure of cement to water. The pozzolanic effect, especially in the 
case of PFA, also promoted the hydration of cement due to increased consumption of calcium hydroxide (CH) . 
Silica fume-blended systems, on the other hand, reduced the DOH in high w/b ratio samples at 90 days owing to 
the reduced amount of water available for further cement hydration. This observation is line with those of 
Justness et al. (1992) and Justnes (2002). Using 29Si nuclear magnetic resonance, they observed that for a 
cement paste containing 8% silica fume with a w/b ratio of 0.4 and cured up to 442 days, the degree of hydration 
of C3S + C2S was 20% lower than that of a plain cement paste with the same w/b ratio and curing age. 
7.3.2 3D pore characteristics 
The 3D pore characteristics of the high w/b ratio (0.45) samples imaged by LSCM are presented in Table 7.3 
and in Figure 7.12 to Figure 7.18. The average values of total segmented 3D porosity ranged from 14.60 to 
27.99%. In order to test the robustness of the REV used in this study (~1003 µm3 with 6 to 8 number of 
realisations), the measured values of 3D porosity were compared with those acquired from 2D BSE images, 
assuming that the average values of 2D porosity were accurate (Figure 7.12). A good agreement was observed 
for all systems (within ±2%), indicating that the 3D images were generally representative of the microstructure, 
except for P0.45 GGBS 7d. A possible reason for the discrepancy could be heterogeneity of the pore structure 
caused by bleeding and segregation (Section 7.3.1). It is clear from the BSE image analysis that for all samples, 
the porosity was relatively heterogeneous along the depth, with fluctuations between the maximum and 
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minimum values of between 3.22 and 12.25 % (Figure 7.7). Given that cement-based materials are prone to 
local variation in porosity, the upper limit of the REV for capturing such variation may be indefinitely large. 
The REVs used in this study serve as lower limits that fall in the domain of porous medium, i.e. where porosity 
becomes relatively stable as a function of increasing image volume (Bear, 1972) (see Figure 5.1). It is, however, 
important to note that the spatial resolution of BSE is higher than that of LSCM and the pore segmentation 
processes applied to the BSE and LSCM images were different. Figure 7.13 shows a matching area in P0.45 7d 
imaged by LSCM and BSE microscopy. It can be seen that the pores detectable in both images are similar 
although slight differences are discernible due to the fact that the images were not captured at the exact same 
plane. The LSCM image was captured slightly beneath the sample surface for optimum brightness.  
The measured average pore specific surface areas are shown in Figure 7.14a. As expected, voxel Sp were higher 
than meshed Sp due to the higher surface area of discretised voxels. In all cases, the pore specific surface areas 
increased with increasing curing age. Silica fume-blended systems consistently showed the highest pore specific 
surface area although the increment from 7 to 90 days was the smallest (0.79 % in the case of voxel Sp). Figure 
7.14b compares 3D voxel Sp with 2D Sp measured from BSE images. The 3D values were slightly lower, with 
75% of them lying ≤ 0.5 µm-1 below the corresponding 2D values. The lower values of voxel Sp could be 
attributed to the effects of median filtering which not only removed noise, but also smoothened the pore surfaces. 
In the case of BSE images, no filtering was applied, noises were removed by eliminating pixel clusters smaller 
than 0.0872 µm2. Another possible explanation lies in the fact that the calculations for 2D and 3D specific 
surface area were different. In 2D, the pore surfaces were derived based on the perimeters of all pores whereas 
in 3D, the pore surfaces were measured directly from the voxel areas of the largest connected pore. One 
particular exception was P0.45 PFA 90d, which showed the highest specific surface area in 2D but the lowest in 
3D.  
Table 7.3: Measured 3D porosity, Euler connectivity density, percolation connectivity and pore connection number. 
Numbers in parentheses represent 95% confidence interval calculated using Student’s t-distribution. 
Sample ID 
Porosity Φ3D (%) 
Euler connectivity / 
image volume   
(µm-3) 
Percolation 
connectivity Χ (-) 
Average pore 
connection number (-) 
7 d 90 d 7 d 90 d 7 d 90 d 7 d 90 d 
P0.45 
25.09 19.38 0.025 0.021 0.974 0.954 3.11 2.91 
(0.47) (1.39) (0.001) (0.002) (0.003) (0.008) (0.06) (0.100) 
P0.45 SF 
22.85 16.05 0.044 0.019 0.972 0.862 3.30 2.47 
(0.89) (1.22) (0.004) (0.003) (0.004) (0.040) (0.10) (0.20) 
P0.45 PFA 
27.99 14.60 0.022 0.012 0.983 0.844 2.96 2.22 
(2.12) (0.66) (0.003) (0.002) (0.006) (0.061) (0.09) (0.07) 
P0.45 GGBS 
22.13 14.72 0.016 0.019 0.960 0.890 2.60 2.59 
(1.28) (1.74) (0.001) (0.004) (0.012) (0.040) (0.09) (0.16) 
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Figure 7.12: 3D vs. 2D values of porosity measured from LSCM and BSE images respectively. Dashed lines represent 
±2% and error bars represent 95% confidence interval calculated using Student’s t-distribution. 
 
  
(a) (b) 
Figure 7.13: A matching area in P0.45 7d imaged by (a) BSE; and (b) LSCM, porosity is green. 
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(a) (b) 
Figure 7.14: (a) Mesh pore specific surface area measured by BoneJ (with a resampling factor of 2) and voxel pore 
specific surface area measured by cluster labelling algorithm; and (b) 3D LSCM voxel vs. 2D BSE pore specific 
surface areas, dashed lines represent ±0.5 µm-1. Error bars in (a) and (b) represent 95% confidence interval 
calculated using Student’s t-distribution. 
 
The average percolation connectivity, calculated as the ratio of the accessible porosity (largest connected pore 
structure percolating in X, Y and Z directions) to the total segmented porosity (Φ3D in Table 7.3), ranged from 
0.844 to 0.983. The percolation connectivity of all systems reduced with increasing curing age. At 7 days, P0.45 
PFA showed the highest percolation connectivity whereas P0.45 GGBS showed the lowest. Nevertheless, the 
difference was small (~0.023). At 90 days, the presence of SCMs reduced percolation connectivity significantly 
in comparison to the plain cement system. The percentage of reduction was the highest for P0.45 PFA (14.1%), 
followed by P0.45 SF (11.3%), P0.45 GGBS (7.3%) and P0.45 (2.2%). The high reduction in the blended 
systems may be attributed to the reaction of the SCMs, which generate secondary C-S-H to fill pore space 
leading to densification and pore depercolation. However, as mentioned above, the total porosity of P0.45 90d 
may have been overestimated and given the near-linear relationship between the accessible porosity and the total 
porosity (Figure 7.15), the percolation connectivity may have also been overestimated. A similar trend was 
observed for the Euler connectivity measured by BoneJ and average connection number of the pore networks 
extracted by maximal ball algorithm. 
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Figure 7.15: 3D accessible porosity vs. total porosity of individual image volumes. 
 
Generally, the measured values of percolation connectivity are much higher than those observed by Gallucci et 
al. (2007) and Promentilla et al. (2009) using synchrotron X-ray µCT with voxel resolutions of 0.5 and 0.7 µm 
respectively. Gallucci et al. (2007) observed that for a cement paste with a w/c ratio of 0.6, the pore connectivity 
became ~0.5 after 3 days whereas Promentilla et al. (2009) observed that for a cement paste with a w/c ratio of 
0.5, the pore connectivity became 0.59 at 28 days. The higher values of percolation connectivity observed in this 
study could be explained by the fact that the spatial resolution of LSCM is much higher than that of X-ray µCT 
and hence sub-micron size pores which form a significant part of the interconnected pore structure were not 
excluded. Indeed, it has been shown by Gallucci et al. (2007) and Promentilla et al. (2009) that percolation 
connectivity reduces dramatically with increasing fineness of voxel resolution. However, it should also be noted 
that the w/b ratios and cement types used are different. 
Figure 7.16 plots the percolation connectivity of individual image volumes against the corresponding 3D (total) 
porosity. A universal trend can be observed irrespective of the system type and curing age. The percolation 
connectivity reduced gradually with decreasing porosity until the porosity approached ~15% where a sharp drop 
occurred. The sharp drop indicates the percolation threshold where the pore structure is becoming disconnected 
(Bentz and Garboczi, 1991). By extrapolating the observed trend, the exact percolation threshold was predicted 
to lie somewhere between 10 and 15%. This agrees well with the critical percolation density (~15.4%) observed 
on various 3D lattices built up of non-overlapping spheres (Scher and Zallen, 1970). Promentilla et al. (2009) 
also found similar values (~10%) on real cement pastes with a w/c ratio of 0.5 subjected to curing ages of 3, 7 
and 28 days. Using computer generated 3D images of randomly assigned digital voxels to simulate the 
formation of hydration products in water-filled pore space through dissolution, diffusion and reaction steps, 
Garboczi and Bentz (2001) found that the percolation threshold for a C3S cement paste with a w/c ratio of 0.3 
reduced from 22% at a voxel resolution of 1 µm to 12% at a voxel resolution of 0.25 µm, showing that the 
percolation threshold is highly dependent on the voxel resolution. Other studies, for example Navi and Pignat 
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(1996) and Ye (2005) which simulated the hydration products as concentrically spherical shells around cement 
particles at voxel resolutions of 2 and 0.25 µm respectively found much lower percolation thresholds which 
ranged from 0 to 5% for cement pastes with a w/c ratio of 0.4. 
 
Figure 7.16: Percolation connectivity vs. 3D porosity of individual image volumes. 
 
Figure 7.17a shows the measured average values of tortuosity and formation factor. The average values of 
skeleton tortuosity appeared to be relatively small (~1.3) and similar across all systems and did not increase with 
curing age. The maximum difference observed was only 0.0281. This was due to the presence of a 
disproportionately large number of short and relatively straight branches, owing to the irregular and low-aspect-
ratio morphology of the pore structures. Note that the skeleton tortuosity was calculated as the sum of the length 
of the branches divided by the sum of their Euclidean lengths. However, the scalar diffusion tortuosity 
calculated based on the time-derivatives of the mean-square displacement of random walkers in the pore space 
showed that the tortuosity of transport paths varied significantly between different systems. At 7 days, P0.45 
GGBS showed the highest diffusion tortuosity although its voxel specific surface area was the lowest, followed 
by P0.45 SF, P0.45 and P0.45 PFA. The higher the diffusion tortuosity, the more convoluted the transport path. 
At 90 days, P0.45 PFA showed the highest diffusion tortuosity despite the fact that its voxel specific surface 
area was the lowest whereas P0.45 showed the least diffusion tortuosity.  
A similar trend was observed for the formation factor which was calculated as the square of the scalar diffusion 
tortuosity divided by the accessible porosity (F = τD2 / Φp) as given by Pirson (1983).  Figure 7.17a plots the 
scalar diffusion tortuosity of individual image volumes against the 3D porosity. A sharp increase in the diffusion 
tortuosity occurred at a porosity of ~15%. This observation corresponds well with the percolation threshold 
predicted in Figure 7.16, suggesting that as the pore structure becomes disconnected, the degree of convolution 
of the transport path increases dramatically irrespective of the system type.   
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(a) 
 
(b) 
Figure 7.17: (a) Skeleton tortuosity measured by BoneJ and scalar diffusion tortuosity and formation factor 
measured by random walker algorithm, error bars represent 95% confidence interval calculated using Student’s t-
distribution; and (b) scalar diffusion tortuosity vs. 3D porosity of individual image volumes. 
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The average values of measured pore and throat sizes are shown in Figure 7.18a. The average pore thickness 
measured by BoneJ ranged from 1.65 to 3.05 µm whereas the average pore and throat diameters measured by 
maximal ball algorithm ranged from 0.58 to 0.90 µm. The reason for discrepancies in pore sizes measured by 
the two methods lies in the principles upon which they are based. BoneJ computes the local thickness at any 
given pore structure based on the diameter of the largest sphere that can fit within. On the other hand, maximal 
ball algorithm extracts a network of the pore structure consisting of spheres representing the largest pores linked 
by throats represented by cylinders; the total volume of voxels associated with the defined pore and throat 
blocks give the volumes of pore and throats (Figure 7.18b).  
The silica fume-blended system consistently showed the smallest pore and throat sizes and volumes. 
Interestingly, a slight increase in these parameters was observed between 7 and 90 days. This could be due to the 
release of bound water and the occurrence of a certain degree of chemical shrinkage as silica fume reacts with 
CH to form C-S-H (Kjellsen and Atlassi, 1999). Based on measurements by 1H NMR, Muller et al. (2015) also 
observed an increased fraction of capillary water in white cement paste containing 10 wt.% replacement of silica 
fume after 28 days. On the other hand, the presence of PFA and slag led to increased pore and throat sizes and 
volumes at 7 days compared to the control. At 90 days, no definite trends were evident. 
Typical 3D views of different systems at 7 and 90 days, showing the local thickness of the largest connected 
pore structure computed by BoneJ, are presented in Figure 7.19. The maximum pore thickness observed was 
10.8 µm in P0.45 GGBS 7d. All images were therefore normalised to the brightness of this thickness for ease of 
comparison. It can be seen that some of the large pores in P0.45 GGBS remained after 90 days, as indicated by 
an arrow in Figure 7.19h, noting that the overall pore structure was more refined in comparison to P0.45 90d. 
P0.45 PFA showed a marked reduction in the pore thickness between 7 and 90 days. Some of the voids in 
cenospheres and plerospheres were also found to be filled with fluorescent epoxy, despite being well below the 
sample surfaces. This was due to the presence of conduits connecting the voids with external capillary pores as 
shown in Figure 7.20, marked by an arrow. This observation suggests that the voids in PFA particles may 
contribute to transport. Nevertheless, it was unclear if such conduits were artificially induced by drying or 
naturally present. In Figure 7.20, a hollow-shell pore filled with fluorescent epoxy, marked ‘H’, can also be seen. 
Of all the systems, P0.45 SF appeared to have the most refined pore structures at both ages. 
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(a) 
 
(b) 
Figure 7.18: (a) Average pore thickness measured by BoneJ and average pore and throat dimensions measured by 
maximal ball algorithm; and (b) average pore and throat volumes measured by maximal ball algorithm. 
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(a) P0.45 7d 
 
(b) P0.45 SF 7d 
 
(c) P0.45 PFA 7d 
 
(d) P0.45 GGBS 7d 
 
µm 
 
(e) P0.45 90d 
 
(f) P0.45 SF 90d 
 
(g) P0.45 PFA 90d 
 
(h) P0.45 GGBS 90d 
Figure 7.19: Typical 3D views of different systems at 7 and 90 days, showing the local thickness of the largest connected pore structure computed by BoneJ. Each image volume is 1003 µm3. 
Calibration bar shows the range of local thickness measured. White arrow in (h) shows a large pore which remained in P0.45 GGBS after 90 days of curing.  
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Figure 7.20: Presence of fluorescent epoxy in a cenosphere ‘F’ in P0.45 PFA 7d. ‘F’ represents PFA and ‘H’ 
represents a probable hollow-shell pore (‘Hadley’ grain).  Black arrow shows a possible conduit connecting the void 
within the cenosphere with external capillary pores. Porosity is green. 
 
7.3.3 Comparison between different techniques 
Figure 7.21shows the pore size distribution measured by BSE, LSCM and MIP. For BSE images, the pore size 
was calculated as circle-equivalent pore diameter based on the area of individual pores measured by Fiji’s 
Analyze Particles (Schindelin et al., 2012) whereas for 3D LSCM images, the pore size was calculated as 
sphere-equivalent pore diameter based on the pore and throat volumes computed by maximall ball algorithm. 
BSE pore sizes were larger than those of LSCM particularly for pores larger than 10 µm. This was because in 
2D, any connected pore areas were classified as individual pores whereas in 3D, any connected pore spaces 
were further segmented into pore and throats by maximal ball algorithm. In any case, the pore sizes measured by 
BSE and LSCM were more than one order of magnitude larger than those measured by MIP. This was because 
MIP measures the pore sizes through which mercury enters rather than the actual pore sizes.  
At 7 days, all three techniques consistently show that the presence of silica fume resulted in pore refinement 
whereas slag and PFA resulted in larger pore sizes at both w/b ratios relative to the control. At 90 days, MIP 
measurements show that the presence of PFA resulted in larger pore sizes in relation to plain cement systems 
irrespective of w/b ratio. Conversely, the presence of silica fume led to reduced pore sizes at w/b 0.30 but not at 
w/b 0.45. The presence of slag led to a significant reduction in pore sizes at w/b 0.45 but less so at w/b ratio 0.30. 
In contrast, BSE results show no major effect of SCMs on the pore sizes at w/b 0.30 but the presence of PFA 
and slag clearly refined the pores relative to 7 days. At w/b ratio 0.45, a substantial pore refinement was 
observed for PFA but less so for silica fume whereas slag increased pore sizes particularly those larger than ~10 
µm due to the presence of large isolated pores as observed in Figure 7.9. In contrast, LSCM measurements 
based on maximal ball algorithm consistently show pore refinement in blended systems.  
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(a) w/b 0.45 7d (b) w/b 0.45 90d 
  
(c) w/b 0.30 7d (d) w/b 0.30 90d 
Figure 7.21: Comparison of pore size distribution measured by different techniques (solid: MIP, dashed: LSCM and 
dotted: BSE). 
 
One of the main reasons for inconsistencies observed in the measured pore size distributions lie with the fact 
that the techniques have different resolving capabilities. MIP measures both gel and capillary porosity whereas 
BSE and LSCM measure mainly large capillary pores in the sub-micron range and above (see Section 7.4 
Discussion). Figure 7.22 compares the porosity measured by BSE, LSCM, MIP and water absorption. Further 
results on water absorption are given in the following Section (7.3.4). No attempts were made to classify the 
pores measured by MIP as there is yet to be a universally accepted classification. As expected, the values 
measured by MIP were generally larger than those measured by BSE and LSCM. Interestingly, the porosity 
measured by water absorption were larger than those measured by BSE and LSCM at w/b 0.45 but smaller at 
w/b 0.30. The reason for this was unclear, but could be due to insufficient saturation or inadequate removal of 
water on drying.  Both MIP and water absorption methods also measured cracks and air voids present within the 
samples.  
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(a) w/b 0.45 7d (b) w/b 0.45 90d 
  
(c) w/b 0.30 7d (d) w/b 0.30 90d 
Figure 7.22: Comparison of porosity measured by different techniques. Error bars represent 95% confidence interval 
calculated using Student’s t-distribution. 
 
Generally, BSE and LSCM measurements show that the presence of PFA and slag increased porosity at early 
ages but reduced porosity in the long term whereas silica fume reduced porosity from early ages as discussed in 
Sections 7.3.1 and 7.3.2. On the other hand, MIP measurements consistently show higher porosity in systems 
containing SCMs irrespective of curing age and w/b ratio. The higher porosity could be due to increased gel 
pores from additional C-S-H produced by SCMs. A similar observation was made by Gui et al. (2016), see 
Table IV.2 and IV.3 in Appendix IV. Moreover, it should be noted that MIP measures also contributions from 
cracks, voids and porous zones within and around agglomerated silica fume particles, and accessible voids 
within PFA cenospheres and plerospheres, which were not fully accounted for in the image analysis. Water 
absorption measurements show a similar trend except for P0.30 SF at 7 and 90 days, probably due to inadequate 
saturation as mentioned above.  
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The critical pore diameters (dcr) measured by MIP are presented in Table 7.4. Generally, the critical pore 
diameters decreased with w/b ratio and increasing curing age. An exception was P0.45 which showed increased 
value between 7 and 90 days. This observation was unexpected, but repeated testing showed the same result. 
The presence of SCMs increased critical pore diameter at w/b 0.45 for both curing ages, except for slag which 
showed a 52.6% reduction between 7 and 90 days. For both w/b ratios, blended systems showed larger 
reductions in the critical pore diameter. For the low w/b ratio systems, the presence of silica fume and PFA 
resulted in smaller dcr, except for slag. The pore entry diameters measured by MIP are highly dependent on the 
drying method (Gallé, 2001). Ideally, the water in the pore space should be completely removed so as to allow 
full penetration of mercury. In this study, however, the drying method was kept consistent at 55% RH and 20oC 
throughout the study to reduce drying-induced damage. This rather mild conditioning may not be sufficient to 
remove water from very fine pores and this may explain some of the erratic results observed. 
Table 7.4: Critical pore diameter measured by MIP. 
Sample ID 
Critical pore diameter dcr (µm) 
Diff % 
7 d 90 d 
P0.45 0.145 0.173 -19.32 
P0.45 SF 0.279 0.258 7.77 
P0.45 PFA 0.376 0.251 33.35 
P0.45 GGBS 0.255 0.121 52.59 
P0.30 0.102 0.081 20.02 
P0.30 SF 0.070 0.042 39.34 
P0.30 PFA 0.097 0.064 33.85 
P0.30 GGBS 0.122 0.093 23.55 
 
7.3.4 Transport properties 
The measured oxygen diffusivity, oxygen permeability, water sorptivity, electrical conductivity and accessible 
porosity are presented in Table 7.5. All values are averages of three replicates and the variation is presented as ± 
one standard error, except for water sorptivity. The oxygen diffusivity ranged from 3.47×10-9 to 3.91×10-7 m2/s, 
while the oxygen permeability, water sorptivity and electrical conductivity ranged from 4.31×10-18 to 2.02×10-16 
m2, 8.13 to 269.4 g/m2min0.5 and 1.03×10-3 to 6.84×10-2 S/m respectively. As expected, all transport properties 
decreased with decrease in w/b ratio (5.12 to 94.1%) and with increase in curing age (7.91 to 91.4%). 
At 7 days, samples containing silica fume had lower oxygen diffusivity and electrical conductivity, but higher 
oxygen permeability (at high w/b ratio) and water sorptivity, relative to the control. This could be attributed to 
the presence of agglomerated silica fume particles (Figure 7.10), and cracks within the agglomerates and porous 
interfacial transition zones around the agglomerates (see Figure 7.10). It has also been observed by Bajja et al. 
(2016) that agglomeration can lead to reduced filler and pozzolanic effects of silica fume and thus limiting its 
effectiveness at early ages. Samples containing PFA or slag had higher transport properties at 7 days for both 
w/b ratios, except for electrical conductivity, where those with slag gave slightly lower values. These results 
corroborate with the microstructural observations presented in Sections 7.3.1 and 7.3.2 and are generally in line 
with previous studies, for example Marsh et al. (1985) and Hooton (1986) (see Table IV.2 and IV.3 in Appendix 
IV).
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Table 7.5: Mass transport results for all samples. Numbers in parentheses represent ± one standard error. 
Sample ID 
Oxygen diffusivity 
(×10-8 m2/s) 
Oxygen permeability 
(×10-17 m2) 
Water sorptivity 
(g/m2min0.5) 
Electrical conductivity 
(×10-2 S/m) 
Accessible porosity 
(%) 
7 d 90 d Diff % 7 d 90 d Diff % 7 d 90 d Diff % 7 d 90 d Diff % 7 d 90 d Diff % 
P0.45 
19.68 3.52 82.11 5.20 4.43 14.73 81.85 46.45 43.25 4.52 2.82 37.53 25.05 17.91 28.50 
(1.07) (0.14)  (0.16) (0.56)  (1.23) (-)  (0.11) (0.09)  (0.51) (0.21)  
P0.45 SF 
17.75 5.87 66.92 6.12 4.05 33.83 137.30 37.25 72.87 2.35 1.68 28.43 26.43 20.69 21.74 
(0.15) (0.10)  (0.72) (0.63)  (11.36) (5.76)  (0.06) (0.04)  (0.23) (0.03)  
P0.45 PFA 
39.10 5.99 84.69 20.22 3.63 82.04 269.37 58.73 78.20 6.84 2.11 69.11 28.83 22.91 20.52 
(0.03) (0.29)  (1.14) (0.26)  (12.41) (-)  (0.32) (0.04)  (0.15) (0.22)  
P0.45 GGBS 
26.37 2.26 91.44 7.35 3.91 46.78 192.20 18.57 90.34 3.23 1.90 41.18 24.48 15.63 36.14 
(0.27) (0.12)  (0.23) (0.39)  (11.72) (-)  (0.09) (0.06)  (0.12) (0.33)  
P0.30 
2.86 0.52 81.76 1.39 2.24 -61.06 47.97 8.13 83.06 2.17 1.46 32.53 13.95 10.29 26.23 
(0.08) (0.02)  (0.06) (0.11)  (3.85) (0.89)  (0.03) (0.02)  (0.09) (0.16)  
P0.30 SF 
2.03 0.35 82.95 0.43 2.15 -399.48 56.46 16.96 69.96 0.21 0.10 51.39 10.46 4.65 55.53 
(0.04) (0.02)  (0.06) (0.21)  (5.32) (0.36)  (0.01) (0.00)  (0.14) (0.26)  
P0.30 PFA 
9.03 1.19 86.79 4.25 2.94 30.71 55.09 9.44 82.86 2.25 0.77 65.86 19.25 13.04 32.27 
(0.27) (0.11)  (0.36) (0.30)  (4.92) (0.88)  (0.14) (0.01)  (0.19) (0.41)  
P0.30 GGBS 
10.25 1.78 82.64 5.53 3.71 32.93 129.94 19.44 85.04 2.03 1.09 46.52 16.73 11.80 29.48 
(0.52) (0.09)  (0.11) (0.22)  (4.72) (1.03)  (0.03) (0.06)  (0.22) (0.31)  
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At 90 days, the presence of silica fume, PFA and slag decreased electrical conductivity in relation to the plain 
cement system by 40.4, 25.1 and 32.7% respectively at 0.45 w/b ratio, and by 93.0, 47.5 and 25.9% respectively 
at 0.30 w/b ratio. Similar effects have also been observed in previous studies, for example El-Enein et al. (1995), 
Divsholi et al. (2014) and Gui et al. (2016), see Appendix IV. However, the effect of SCMs on oxygen 
diffusivity, oxygen permeability and water sorptivity was less consistent. These properties were fairly similar 
across all samples with or without SCMs at 90 days. Many of the samples containing SCMs showed lower 
transport properties relative to the control, but this was not consistently observed. Overall, silica fume was the 
best performing SCMs from the perspective of improving transport properties. It should be pointed out that 
several researchers (Buenfeld and Okundi, 1998, Gui et al., 2016) have observed increased gas permeability in 
systems containing slag irrespective of w/b ratio and curing age. The reason behind is unclear. A similar 
observation was made in this study but only at low w/b ratio. At high w/b ratio, the oxygen permeability was 
reduced in the presence of slag, probably due to the lower initial water content as a result of bleeding. 
Figure 7.23 shows an example of a crack formed in P0.45 GGBS 90d. The crack width was approximately ~1 
mm. Prior to transport testing, all samples were carefully examined and no cracks visible to the naked eye were 
found on the surfaces. Nevertheless, a previous study by Wu et al. (2015) showed that concrete samples 
subjected to drying at 55% RH and 21oC were susceptible to micro-cracking on the surfaces, where the size of 
cracks were in the micron range. Such fine cracks, which are invisible to the naked eye, might serve as 
preferential sites for the growth of larger cracks into the samples. 
Another useful and perhaps more appropriate approach to evaluate the effects of SCMs was to quantify the 
percentage of reduction in transport properties between 7 and 90 days (Table 7.5). As expected, all transport 
properties reduced with increasing curing age. The only two exceptions were for oxygen permeability of P0.30 
90d and P0.30 SF 90d, both which showed an increase. This was probably due to drying-induced microcracking 
since all replicates showed a similar trend. The presence of PFA and GGBS reduced transport properties most 
substantially between 7 and 90 days whereas silica-fume resulted in the least reduction. These findings are in 
line with the microstructural observations presented in Sections 7.3.1 and 7.3.2 which showed that PFA and slag 
have the strongest effects in pore reduction between 7 and 90 days.  
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Figure 7.23: Example of a crack formed through the depth in P0.45 GGBS 90d.  
 
7.3.5  Prediction of transport properties 
The measured 3D pore characteristics in Section 7.3.2 were used to predict transport properties. Results were 
compared with the experimental values in Section 7.3.4. As mentioned previously in Chapter 5, the intrinsic 
diffusion coefficient of a bulk system can be directly related to the formation factor (F = τD2 / Φp computed from 
the 3D pore structure) based on the Nernst-Einstein equation as: 
F
D
D 0           Eq. (7.16) 
Where Do is the free diffusion coefficient (m2/s). In the case of oxygen diffusivity, Do was taken as the oxygen 
diffusivity in air which is equal to 20.3×10-6 m2/s at 20oC and 1 atm (Denny, 1993). Figure 7.24a plots the 
predicted against measured values of oxygen diffusivity. It can be seen that most values were well-predicted 
within a factor of five. By rearranging Eq. (7.16), the formation factor can also be estimated experimentally 
using the measured oxygen diffusivity (F = D0 / D). Figure 7.24b plots the image formation factor computed 
from the 3D pore structures against measured values. Values calculated with τD in lieu of τD2 are also presented 
(red data points). The formation factors of the pore networks extracted by maximal ball algorithm, computed by 
a two-phase pore-scale simulator developed by Valvatne and Blunt (2004), are also given (blue data points): 
 
WR
R
F 0          Eq. (7.17) 
Where Ro is the electrical resistivity of the pore network at full water saturation and RW is the electrical 
resistivity of bulk water respectively (Ω). Note that electrical resistivity is the inverse of electrical conductivity. 
The resistivity of the pore network (Ro) is calculated based on the Ohm’s law as: 
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nts
n
La
VA
R

0          Eq. (7.18) 
Where An is the cross-sectional area (m2), ∆V is the voltage drop (V), ats is the total single phase flow of current 
(Amp) and Ln is the length of the network (m). Details on the computation of the electrical conductance between 
pore bodies are given in Valvatne and Blunt (2004). 
 
(a) 
 
(b) 
Figure 7.24: (a) Predicted vs. measured diffusivity; and (b) predicted vs. measured formation factor: grey and red 
data points represent values calculated with τD2 and τD respectively whereas blue data points represent predicted 
formation factor of pore networks. Error bars are only shown for values calculated with τD2 for clarity. Vertical error 
bars represent 95% confidence interval calculated using Student’s t-distribution whereas horizontal error bars 
represent ±one standard error. Dashed lines in (a) represent ±5× and in (b) represent ±10×. 
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Results show that the image formation factors calculated with τD2 were closest to measured values with an 
average overestimation factor of 3.64. The calculated values ranged from 67 to 3339, which appear to be 
slightly larger than those observed through direct measurements of the electrical conductivity of pore solutions. 
For example, Tumidajski et al. (1996) observed values ranging from 6.7 to 965 for plain cement pastes (w/c 
0.25 to 1.00) and mortars (w/c 0.35), seal-cured up to 29 years and at 100% RH up to 28 days respectively and 
Tumidajski and Lin (1998) observed values ranging 34 to 323 for plain, PFA and slag-blended concrete with 
w/b ratios of 0.65 and 0.55, cured at 100% RH up to 28 days.  The formation factors calculated with τD were 
underestimated by an average factor of 4.63 and the network formation factors by an average factor of 8.08. The 
large underestimation of the network formation factor could be due to oversimplification of the pore network by 
maximal ball algorithm. 
The inverse of the image formation factor of individual image volumes were plotted against the 3D accessible 
porosity to investigate the validity of Archie’s Law, an empirical relation proposed by Archie (1942) to relate 
the porosity of brine-saturated sand and rocks to electrical conductivity:  
 mpa
F

1
0
         Eq. (7.19) 
Where a is a fitting constant and m is referred to as the cementation power in the context of rock formation. 
Power functions were fitted universally to all data points (Figure 7.25) and separately to each system (Table 7.6). 
The fitted values of a and m ranged from 0.0016 to 162.9 and 0.75 to 6.96 respectively. These values are in line 
with those observed by Nokken and Hooton (2007), ranging from 0.036 to 210 and 1.25 to 4.73 respectively for 
a wide range of concrete (with w/b ratios 0.30 to 0.90) and containing different kinds of SCMs. It has been 
argued by Garboczi (1990) that total porosity does not serve as a fundamental transport parameter since some 
pores may be inaccessible for transport. In this study, Archie’s Law was fitted based on the accessible porosity 
which is fully accessible to transport. Garboczi (1990) also suggested that Archie’s Law is not appropriate for 
hardening cementitious systems since the microstructure is evolving unless predictions are made as a function of 
curing age. Indeed, the values of a and m fitted according to curing age differed substantially from those 
obtained by fitting all data, which also showed better correlations (R2 ≥ 0.92) due to increased number of data 
points (Table 7.6).  
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Figure 7.25: 1/F vs. 3D accessible porosity. 
 
Table 7.6: Archie’s Law constants fitted for each system. 
Sample ID 
 7 d 90 d Unified (7 and 90 d) 
 a m R2 a m R2 a m R2 
P0.45  162.90 6.96 0.57 17.83 5.28 0.77 8.30 4.84 0.92 
P0.45 SF  0.88 3.31 0.45 1.09 3.82 0.67 7.17 4.74 0.94 
P0.45 PFA  2.27 3.82 0.95 0.00 0.75 0.07 5.92 4.63 0.95 
P0.45 GGBS  0.30 3.06 0.59 0.15 2.80 0.90 0.42 3.29 0.95 
 
Two methods were used to predict the intrinsic permeability coefficient. The first method was the Kozeny-
Carman model, which is derived based on the flow through a collection of parallel cylindrical tubes, each 
forming a tortuous, yet independent flow path (Carman, 1956, Paterson, 1983): 
   222int  voxel2
1
 voxel2 ppD
p
SFS
k






     Eq. (7.20) 
The second method was the two-phase pore-scale simulator developed by Valvatne and Blunt (2004) which 
estimates the intrinsic permeability of the pore network extracted by maximal ball algorithm following the 
Darcy’s Law: 
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Where η is the dynamic viscosity of water in the fully saturated network (Ns/m2), qtsp is the total single phase 
flow rate (m3/s) and (Φinlet – Φoutlet) is the potential drop across the pore network (Pa). Details on the computation 
of flow rate between pore bodies can be found in Valvatne and Blunt (2004). 
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Figure 7.26 shows the predicted vs. measured values of permeability. The absolute permeability of the extracted 
pore network was almost three orders of magnitude larger than measured values, indicating that the pore 
networks may be over-simplified. This observation seems consistent with the under-prediction of the network 
formation factor, which describes the electrical conductivity of the systems (Figure 7.24). The permeability 
values predicted by the Kozeny-Carman relation were relatively close to measured values, with most of them 
within a factor of 5, although generally larger. The slight over-predictions suggest that the reconstructed pore 
sizes may be overestimated although this explanation seems to contradict the under-predictions of diffusivity. It 
has been pointed out by Garboczi (1990) that pore specific surface areas (also porosity and tortuosity in this 
study) estimated from digital images are dependent on the image resolution and hence the use of these values in 
the Kozeny-Carman relation means that the estimated values of permeability are also dependent on image 
resolution. 
It was noted that the measured values of permeability clustered mainly within one order of magnitude whereas 
those predicted spread across three orders of magnitude. The reason for the discrepancies is unclear but could be 
due to the fact that the contribution of cracks and possibly air voids, which may lead to similar degree of 
permeability across different systems, were not accounted for in the imaged pore structure.  
 
Figure 7.26: Predicted vs. measured permeability. Grey data points represent values predicted by the Kozeny-
Carman equation whereas blue data points represent the network permeability. Error bars are only shown for the 
values predicted by the Kozeny-Carman equation for clarity. Vertical error bars represent 95% confidence interval 
calculated using Student’s t-distribution whereas horizontal error bars represent ±one standard error. Dashed lines 
represent ±5×. 
7.4 Discussion 
The aim of this study was to investigate the effect of SCMs on the pore structure of cement-based materials by 
means of 2D and 3D microscopy and to relate the quantified pore characteristics to macro transport properties. 
Results from both 2D and 3D image analyses show that the partial replacement of Portland cement with SCMs 
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generally produced a refinement in pore structure despite the fact that the initial free w/b ratios were slightly 
different. A good agreement was observed between 2D and 3D pore characteristics, indicating that the number 
(6 to 8) and size (1003 µm3) of image volumes used were able to give representative porosity, except for P0.45 
GGBS which suffered relatively severe bleeding and segregation. Clearly, sampling more image volumes at 
different locations should further improve the results.  
Although the samples were conditioned at relatively mild temperature and relative humidity (55% RH and 20oC), 
some of the 90-day samples showed cracking. These features were not adequately captured in the images and 
hence their contribution to transport would not be accounted for. Therefore, characterising the pore structure 
alone may not be sufficient to correlate microstructural properties to macro transport properties.  
It is also important to note that the smallest pore size that can be characterised by BSE and LSCM was limited 
by spatial resolution. Pores in the nanometre range may have a significant contribution to transport particularly 
for very dense systems, but these were excluded. In mortars and concretes, the presence of aggregate particles 
further disrupts the pore structure and increases its heterogeneity. In particular, the cement paste region at the 
vicinity of aggregate particles, i.e. the interfacial transition zone (ITZ), can display strong microstructural 
gradients. In order to characterise such heterogeneous systems, a multi-scale approach involving several 
techniques such as X-ray µCT for imaging microcracks and air voids, FIB-nt for imaging gel pores and LSCM 
for imaging of capillary pores and ITZ, would probably be required.  
Comparisons of the porosity and pore size distribution derived from BSE and LSCM with those measured by 
indirect techniques such as MIP and 1H NMR are not straightforward. The main reasons lie with the fact that all 
these techniques, as mentioned in Section 2, have very different resolving capabilities, sample preparation and 
quantification methods, and none is able to characterise the entire range of pore sizes found in cement-based 
materials. In terms of porosity, Muller (2014) found that MIP measures only a small fraction of gel porosity plus 
capillary porosity. This appears to corroborate the results observed in this study (Section 7.3.3) which showed 
that the porosity measured by MIP were, in general, slightly higher than those detected by BSE and LSCM, 
consisting mainly of capillary porosity (Figure 7.22). A similar observation has also been reported by Abell et al. 
(1999) who compared MIP with BSE for measuring porosity. On the other hand, 1H NMR measures mainly 
water-filled nanometre-scale interhydrate capillary pores, and C-S-H gel and interlayer pores (Muller, 2014) 
(see Section 2.2). Larger capillary pores and voids, which are detectable by MIP and microscopy techniques, 
have to be determined separately based on chemical shrinkage or re-wetting measurements. It is therefore fair to 
say that if porosities from separate measurements are taken into account, the total porosity measured by 1H 
NMR would be the highest, followed by those of MIP, BSE and LSCM. In terms of pore size distribution, MIP 
does not measure the actual pore sizes but rather the pore entry sizes. 1H NMR measures mainly very small pore 
sizes, typically in the order of nanometre range (the sizes of larger capillary pores and voids cannot be estimated 
from chemical shrinkage measurements). On the other hand, BSE and LSCM measures the actual sizes of any 
pores above the spatial resolution limit. 
The topological parameters used in the analytical equations for predicting transport properties were all measured 
directly from the reconstructed 3D LSCM images. The main parameters used included the diffusion tortuosity 
and accessible porosity which were all incorporated and represented by the formation factor. Another factor that 
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has been proposed in the literature is the constrictivity factor (δ) which accounts for the varying cross-section of 
the pore structure (van Brakel and Heertjes, 1974, Tumidajski et al., 1996, Wong et al., 2006a). This factor is, 
however, relevant only in very narrow pores comparable to the size of the diffusing species (Grathwohl, 2012). 
In this study, the resolutions of LSCM were clearly insufficient to resolve pore sizes in the order of oxygen 
molecules and hence, the constrictivity factor was not considered. Takahashi et al. (2009) had also demonstrated 
on siliceous mudstones that the constrictivity factor was neglectable for estimating diffusion based on 3D 
images acquired by X-ray nCT at voxel resolutions of 270 nm. 
Given the large range of transport properties and assumptions used in the modelling, the predicted values are 
considered to agree reasonably well with the measured values, mostly within one order of magnitude difference. 
This suggests that topological parameters derived from 3D images can serve as useful inputs to simple 
predictive equations for estimating transport properties. Researchers have been sceptical about the use of the 
Kozeny-Carman relation for estimating permeability of cement-based materials. This is mainly because the pore 
surface area is normally measured by indirect techniques such as water/gas adsorption which gives intrinsically 
high values due to the very fine pore surface roughness. The use of such values in the Kozeny-Carman relation 
would substantially underestimate permeability. However, pore surface areas derived from digital images have 
been found to work better with the Kozeny-Carman relation because of the image finite resolution which tends 
to average out the pore surface roughness (Berryman and Blair, 1986, Garboczi, 1990). It has been shown by 
Berryman and Blair (1987) that it is the pore surface roughness relative to mean pore size (i.e. not the absolute 
surface area) which influences permeability in the Kozeny-Carman model and that roughness features smaller 
than 1% of the pore radius do not contribute significantly to fluid flow. As such, the use of surface areas 
measured by adsorption methods, which include roughness features much smaller than the pore size, may lead 
to underestimated permeability. By contrast, surface areas measured from image analysis, which are smoothed 
and involve mainly larger roughness features in relation to the pore size, are more feasible for use in the 
Kozeny-Carman relation.  
The transport properties obtained from flow simulation through pore networks extracted by maximal ball 
algorithm were substantially overestimated, suggesting that the pore networks may be over-simplified. More 
sophisticated methods such as direct flow simulation on the 3D images using lattice Boltzmann method may 
give a more reliable prediction. 
7.5 Conclusions 
The effects of SCMs including silica fume, PFA and slag on the pore structure and transport properties of 
cement-based materials were investigated using a combination of 3D LSCM, 2D BSE and mercury intrusion 
porosimetry. Measured pore characteristics were used to predict transport properties. Cement pastes containing 
different partial replacement levels of cement with SCMs, at w/b ratios of 0.30 and 0.45, and curing ages of 7 
and 90 days were investigated. The main findings are: 
a. Good correlations were observed between 2D and 3D measured values of porosity and pore specific area 
with most observations within ±2% and ±0.5 µm-1 respectively. Since the 2D measurements were carried 
  
185 
 
out on many images collected across the entire sample depth, this indicates that the 3D sampling volume 
used (1003 µm3 and 6 to 8 number of realisations) is representative. However, local variation in porosity 
caused by bleeding and segregation effects in plain cement and slag-blended systems at high w/b ratios may 
not be adequately captured. As a result, direct comparison of the 3D pore characteristics between different 
systems can be difficult.  
b. Samples containing silica fume showed pore refinement at relatively early age of 7 days. This was 
attributable to the filler effect of silica fume and its high pozzolanic reactivity. A slight increase in the 
average pore size was observed in 3D at 90 days, probably due to the release of bound water and chemical 
shrinkage during pozzolanic reaction to form secondary C-S-H. Silica fume decreased transport properties 
but agglomerated particles may reduce its effectiveness.  
c. Samples containing PFA showed higher porosity at early ages due to relatively slower reactivity of PFA 
and its dilution effect on the initial water/cement ratio. However, at later ages, it was observed that PFA has 
profound effects on pore refinement. A reduction in porosity by as much as 45.5% between 7 and 90 days 
was observed. 3D imaging also shows subsurface voids within cenospheres and plerospheres to be 
connected to external capillary pores. 
d. The presence of slag increased bleeding and segregation, causing microstructural gradients along the 
casting depth at w/b 0.45. Large pores, possibly hollowed-out ‘Hadley’ grains were observed at both 7 and 
90 days. These large pores appeared to be connected to capillary pores in 3D, suggesting that they were not 
isolated as observed in 2D.  
e. Systems containing PFA and slag showed larger percentage increases in pore connectivity, diffusion 
tortuosity and formation factor between 7 and 90 days in comparison to plain and silica fume-blended 
systems. All systems irrespective of binder type, w/b and curing age, showed a sharp reduction in pore 
connectivity as porosity decreased to ~ < 15%, indicating the onset of depercolation. Similarly, diffusion 
tortuosity decreased with increasing porosity following a power-law relation. These findings show that the 
transport path tortuosity increases dramatically as the pore structure becomes disconnected.   
f. The pore characteristics measured from 3D images can be used as inputs to simple analytical equations to 
predict transport properties of cement-based materials. The predicted diffusivity and permeability were 
mostly within a factor of 5 of the measured values. 
g. Comparing results from quantitative microscopy with MIP is not a straightforward process due to inherent 
differences between these techniques in terms of measurement procedure, resolution and underlying 
assumptions. However, general trends are consistent. For example, these techniques showed that at early 
ages (7-day), the presence of silica fume resulted in pore refinement while slag and PFA produced coarser 
pore sizes relatively to the plain cement systems.   
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8 Real-time imaging of early cement hydration 
This Chapter presents a brief exploratory investigation into the feasibility of fluorescence laser scanning 
confocal microscopy (LSCM) for real-time imaging of hydrating cementitious materials. Fluorescence LSCM 
allows continuous imaging of a wet sample under ambient conditions. Hence, it is potentially suitable for 
studying cement hydration and microstructural development which are moisture and temperature sensitive. Four 
cement pastes containing fluorescein sodium and supplementary cementitious materials were continuously 
observed with LSCM from 15 mins after mixing up to 7 days. Results clearly show the development of 
amorphous and crystalline phases in originally water-filled pores. Possible formation of ‘Hadley’ grains 
(hollow-shell particles) was also observed. Image analysis was performed to quantify the growth of hydration 
products as a function of time and results were compared with simulation data obtained from the Virtual Cement 
and Concrete Testing Laboratory. The advantages and limitations of fluorescence LSCM for real-time imaging 
of cement hydration are discussed.  
8.1 Introduction 
When raw cement comes into contact with water, it undergoes a series of dissolution and precipitation reactions 
that eventually forms a range of solid hydration products. Within 24 hours, the cement-water mixture evolves 
into an interconnected multiphase solid that gradually densifies and develops strength. This process becomes 
more complicated when supplementary cementitious materials (SCM) or other additives are involved. The 
hydration of cement governs not only the early age properties of concrete such as workability and setting, but 
also the development of microstructure which influences mechanical properties and long-term durability of 
concrete. 
There are several methods to monitor early hydration of cement. Examples include isothermal calorimetry 
which measures heat of hydration (Lagier and Kurtis, 2007), X-ray diffraction (Scrivener et al., 2004), nuclear 
magnetic resonance (Johansson et al., 1999), and Fourier transform infrared spectroscopy (Ylmén et al., 2009) 
which follow the chemical transformations of constituent phases at early age. In contrast, microscopy techniques 
enable morphological study of the evolving microstructure. For example, environmental scanning electron 
microscopy can image hardened cement paste without the need for drying. However, continuous imaging of 
hydration at early ages at high humidity is difficult since surface moisture obstructs microstructural features of 
interest. Moreover, observation is made in the secondary electron mode and is not quantitative.  
A relatively new method called WETSEM® enables fresh cement paste to be encapsulated in a sealed capsule 
and viewed continuously with BSE microscopy (Gallucci and Scrivener, 2007). However, problems with wall 
effects and growth of hydration products on the surface membrane of the capsule limit the extent of observation. 
Synchrotron transmission soft X-ray microscopy offers high-resolution imaging of hydration products forming 
on cement grains over time, but this technique is limited to dilute specimens with high water/cement ratios (e.g. 
w/c = 5) and very thin specimens that are less than 10 µm thick (Juenger et al., 2005). 
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Fluorescence microscopy techniques are well-established and widely used in life sciences. Quantitative data can 
be derived based on the fluorescence emitted by fluorophores. LSCM is one of the most commonly used 
fluorescence microscopy techniques as it is able to perform real-time imaging at high spatial and temporal 
resolutions under ambient conditions without requiring sample drying. Moreover, it has the ability to perform 
three-dimensional imaging by means of non-intrusive optical sectioning. Examples of applications in life 
sciences include host-pathogen interactions in tissues (Coombes and Robey, 2010) and dynamic imaging of cell 
division (Rump et al., 2011). However, there are very few known applications of fluorescence LSCM for real-
time imaging in cement and concrete research. Walk-Lauffer et al. (2002) demonstrated that fluorescence 
LSCM incorporating Raman spectroscopy can be used to monitor early hydration of pure calcium aluminate 
(C3A) in saturated gypsum solution and calcium hydroxide solution dyed with Rhodamine B at very high w/c 
ratios (not specified in the study).  
In this Chapter, a new approach is presented to continuously image early age microstructure evolution in four 
different cementitious systems using fluorescence LSCM. Fluorescein sodium was incorporated into the samples 
to act as tracer. Quantification of the growth rate of hydration products was performed by means of image 
analysis and results were compared with simulations. The advantages and limitations of the method are 
identified and discussed.  
8.2 Experimental 
8.2.1 Materials 
Four different paste samples with a water/binder (w/b) ratio of 0.5 were prepared with ordinary Portland cement 
(CEM I) and CEM I partially replaced with 23 wt. % pulverised fuel ash (PFA), 38 wt. % ground granulated 
blastfurnace slag (GGBS) or 17 wt. % limestone filler (LF). Fluorescein sodium-dyed tap water was used as the 
batch water. Details of these materials are given in Chapter 3 (Section 3.4). Mix proportions for all samples are 
shown in Table 8.1.  
Table 8.1: Mix proportions. 
Sample ID w/b 
Water 
(g) 
SCM/ 
CEM I 
SCM/ 
binder 
Fluorescein 
sodium (g) 
CEM I 
(g) 
LF  
(g) 
PFA 
(g) 
GGBS 
(g) 
P0.50 0.5 12.5 - - 0.0063 25.00 - - - 
P0.50 LF 0.5 12.5 0.20 0.170 0.0063 20.75 4.25   
P0.50 PFA 0.5 12.5 0.30 0.230 0.0063 19.25  5.75  
P0.50 GGBS 0.5 12.5 0.60 0.375 0.0063 15.63   9.375 
 
The effect of fluorescein sodium on hydration of cement at 20°C was investigated using an isothermal 
conduction calorimeter (Calmetrix I-Cal 4000, Calmetrix Inc., Massachusetts). Plain cement pastes at a w/c ratio 
of 0.5 prepared using aqueous solutions of four different fluorescein sodium concentrations (0, 0.1, 0.5 and 1.0 
wt. %) were tested. Results show that fluorescein sodium concentrations ≤ 0.1 wt.% had no influence on the 
heat of hydration (see Section 8.3.1 for further details). In Chapter 3 (Section 3.4.3), it was shown that a small  
amount of fluorescein sodium (0.05 wt.%) is able to produce maximum fluorescence intensity at a laser intensity 
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of 15%. Based on these findings, it was decided to use a fluorescein sodium concentration of 0.05 wt.% in the 
batching water throughout this study. 
8.2.2 Sample preparation 
Pastes were prepared by hand-mixing cement with fluorescein sodium-dyed water for 2 mins in a plastic cup. 
For blended pastes, the SCM was pre-mixed with CEM I for 30 s before addition of water. A small amount of 
the freshly mixed paste (~0.06 g) was promptly transferred onto a glass slide and mounted with a coverslip of 
0.17 mm thick. The glass slide and coverslip assembly was gently pressed to flatten the paste to approximately 
500 μm thick. A small quantity of fluorescein sodium-dyed water (~0.1 g) was then carefully placed around the 
cement paste using a pipette to fill the empty space between coverslip and glass slide. This was to prevent the 
paste from drying and to provide curing water. In order to minimise evaporation, a generous amount of nail 
polish was applied to seal the edges of the sample assembly. Figure 8.1 shows a schematic representation of the 
sample. Two samples containing just fluorescein sodium-dyed water (i.e. no cement paste) were also prepared 
and weighed after 30 mins, 24 hours, 4 and 7 days to check the effectiveness of the seal. Results show that the 
total mass loss at 7 days was 18.85% of the water originally-fed. However, by experience, the paste can remain 
saturated for at least 4 weeks. All weighing procedures described above were performed using an analytical 
balance with a precision of 0.0001g.  
 
Figure 8.1: Schematic of cross section of sample assembly (not to scale).   
 
8.2.3 LSCM 
A 20× (NA 0.5) dry objective lens with XY resolution of 0.39 µm was used for imaging. An argon laser of 488 
nm was used to excite fluorescein sodium and the emission band was configured to range from 500 to 600 nm to 
allow the emitted fluorescence to be collected by the PMT. The laser intensity was kept constant at 15% whilst 
the PMT gain and offset was adjusted correspondingly to ensure optimum brightness. The pinhole size was 
maintained at 1 AU and 2× line averaging was applied to reduce noise. Images were zoomed at 3.5× and 
digitised to 1024 × 1024 to give a pixel spacing of 0.216 µm. Based on the Nyquist theorem, the smallest 
observable feature was therefore around 0.5 µm. 
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Real-time imaging was performed starting from 15 min after mixing at 1 hour intervals up to the age of 24 hours, 
then every 12 hours up to 48 hours, and finally every 24 hours up to 168 hours (7 days). A total of ~ 990 images 
were captured per sample. At each time step, a 3×3 mosaic of 3D image stacks (9 stacks in total) with a z-step 
size of 0.84 µm was captured from the surface to the deepest possible plane in the sample. The total scanned 
area was around 600 × 600 µm2. Following image acquisition, an image slice at ~7 µm beneath the sample 
surface was selected from each 3D stack for image analysis. This was to minimise any possible ‘wall effects’ 
(see Sections 8.3.2 and 8.4 for Results and Discussion). A pseudo flat-field filter was applied to the images to 
remove uneven brightness. Subsequently, the selected mosaic images were stitched together based on phase 
correlation (Preibisch et al., 2009) to form a larger image. The reconstructed images were then aligned, contrast 
enhanced by means of histogram stretching (0.4% saturated pixels) to compensate for signal loss due to 
photobleaching and finally median filtered with a radius of 1 pixel for analysis. All these operations were 
performed in Fiji.  
8.3 Results 
8.3.1 Isothermal calorimetry 
Figure 8.2 presents the results from isothermal calorimetry up to 48 hours of hydration. It can be seen that the 
heat flow curves for plain cement pastes containing fluorescein sodium-dyed water were similar to that of the 
reference sample (prepared with tap water). No shoulder was observed on any of the curves from samples 
containing fluorescein sodium. These observations suggest that fluorescein sodium does not significantly alter 
the cement hydration mechanism, within the concentration and time range studied. The data for sample with 0.1 
wt.% fluorescein sodium overlapped that of the control throughout the induction, acceleration and retardation 
stages. This confirms that fluorescein sodium concentrations of up to 0.1 wt.% have no influence on hydration. 
However, a slight delay in the acceleration period was observed at higher fluorescein sodium concentrations. 
This effect was particularly apparent for the sample containing 1.0 wt.% fluorescein sodium.  
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Figure 8.2: Heat flow (solid lines) and cumulative heat (dotted lines) of plain cement pastes at w/c ratio 0.5 containing 
various concentrations (values in the legend, wt.%) of fluorescein sodium.  
 
8.3.2 Observations 
Figure 8.3 shows a series of Z-stack images covering an imaging depth of 0.8 to 16.8 μm below the surface of 
P0.50 PFA after 15 mins of hydration. Images were cropped, converted to greyscale and inverted to highlight 
the features of interest. Note that dark areas represent fluorescein water-filled spaces whereas the bright areas 
correspond to solid phases. The images show that the microstructure of the first several microns below the 
surface was highly porous. This was due to packing (i.e. “wall”) effect and accumulation of water beneath the 
coverslip. Small particles, some of which were tips of larger particles from within the sample, were also 
observed. As the imaging depth increased, the size of the particles became larger and their shape became more 
defined. However, a gradual loss of signal was observed as the imaging plane moved deeper (> 7 µm) into the 
sample. This was because the laser became increasingly blocked by overlying particles and hence was unable to 
excite fluorescein from deeper planes. As a result, feature resolution degraded with depth. As mentioned in 
Section 8.2.3, images at ~7 µm beneath the sample surface with no discernible signal degradation were used for 
image analysis. 
 
Figure 8.3: Z-stack images at 0.8 to 16.8 μm below the surface of P0.50 PFA after 15 mins of hydration. ‘F’ represents 
PFA. 
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Figure 8.4 shows examples of area-matching images from each mix captured at ~7 µm beneath the sample 
surface at 15 min, 12, 24 and 168 hours. It is clear from the figure that all images at 15 min show particles with 
very distinct shapes and boundaries. PFA particles can be easily distinguished based on their spherical shape. 
However, it is relatively more difficult to distinguish slag and limestone filler particles from cement particles.  
It can be observed that cement particles gradually lost their distinct boundary over time (see particle marked ‘C’ 
in P0.50 in Figure 8.4a for example). This was due to dissolution of cement which released ions into the mix 
water to form hydration products in water-filled spaces and topochemical reaction that resulted in the growth of 
hydration products on the surfaces of cement particles. In contrast, SCM and limestone fillers maintained their 
shape throughout the imaging period (see particles marked ‘L’, ‘F’ and ‘S’ in Figure 8.4b, c and d) due to their 
low reactivity at early ages.  
The appearance of hydration products in the water-filled spaces is indicated by arrows in Figure 8.4. It can be 
observed that the size and contrast of the pore spaces gradually decreased over time as they became filled with 
hydration products that resembled a network of amorphous phases. It is interesting to note that some large pores 
that were initially occupied by the mix water remained porous at 168 hours, indicating that such pores would not 
be completely filled with hydration products.  
Comparing only the images at 168 hours, P0.50 appeared markedly denser than the blended mixes. This is in 
line with current understanding of the effect of SCMs and fillers on early age hydration and the results presented 
in Chapter 7 showing a coarser microstructure in such systems as a result of the low reactivity of SCMs. Results 
obtained from image analysis and the Virtual Cement and Concrete Testing Laboratory (VCCTL) (Bullard et al., 
2009) simulations also show that P0.50 has the highest cumulative volume fraction of hydration products 
(Section 8.3.3). 
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Figure 8.4: Imaging results of (a) P0.50; (b) P0.50 LF; (c) P0.50 PFA; and (d) P0.50 GGBS at 15 mins, 12, 24 and 168 
hours. ‘C’, ‘L’, ‘F’ and ‘S’ represent cement, limestone filler, PFA and slag, respectively. 
 
The possible development of ‘Hadley’ grains i.e. hollow shell particles was also detectable. Figure 8.5 presents 
a sequence of images showing the evolution of a shell around a cement particle (marked ‘H’) found in P0.50. At 
15 mins, the original boundary of the cement particle was distinct, but after 12 hours, the cement particle 
became increasingly engulfed with diffuse hydration products. At around 24 hours, a distinct shell structure can 
be seen forming preferentially on the top of the grain, connecting with the outer hydration products. Perhaps, the 
hollow shell formed much earlier but was too thin (Gallucci et al., 2010) to be resolved by LSCM. Within the 
shell, needle-like hydration products that linked the outer products and the anhydrous core can be observed. The 
hollow shell increased in size with time, while the anhydrous core diminished. Ultimately, the shell could 
become entirely hollow. Indeed, Hadley et al. (2000) and Head et al. (2006) observed completely hollow-shell 
grains in 28-day-old cement paste and concrete samples. 
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Figure 8.5: Development of a probable ‘Hadley’ grain particle marked ‘H’ found in P0.50. 
 
The hydration products that appeared to have an amorphous morphology were most likely C-S-H with structures 
beyond the resolution of LSCM. However, large plate-like crystals in the size of tens of µm which were uniform 
and well-defined were also observed (see arrows in Figure 8.6). Some of these crystals exhibited fluorescence 
on their edges, probably due to engulfment of fluorescein sodium (see Section 8.4 Discussion). These were 
Portlandite (CH) crystals that were preferentially oriented with their C-axis perpendicular to the coverslip 
interface. Such features are similar to those reported in studies of the interfacial transition zone (ITZ) between 
cement paste and flat rock surfaces (Yuan and Odler, 1987). The time to the appearance of the first plate-like 
crystal was generally between 2 to 3 hours for all systems. Similar observations were made by Gallucci and 
Scrivener (2007) using the WETSEM® capsules to image the hydration of CEM I with SEM-BSE. However, in 
the present study, the growth of CH did not block or limit observation because imaging was performed 
subsurface. This enabled observation to be made for much longer than what is possible with the WETSEM® 
capsules.  
 
Figure 8.6: Observation of plate-like Portlandite (CH) crystals (marked by arrows) in P0.50 at 18 hours. 
 
8.3.3 Image analysis 
Ideally, image segmentation would be performed directly on the reconstructed images to separate pore spaces 
from solids. However, this is not straightforward because the contrast between pores and solids are changing 
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over time. Hence, the Moments-CLAHE method proposed in Chapter 5 for segmenting LSCM images of 
hardened cement pastes may not suffice. Here, a different approach was adopted to quantify the microstructure. 
Image subtraction was carried out on a pixel-by-pixel basis between consecutive area-matching images at every 
time step using Eq. (8.1) to quantify the growth of hydration products: 
1 tt jjj          Eq. (8.1) 
Where jt is the image captured at time t = 1, 2, 3 … 168 hours. Image jt will always have more bright pixels than 
image jt-1 due to the growth of hydration products. Therefore, the result of subtraction can be regarded as the 
growth of outer hydration products between time t and t-1. However, inner hydration products that form within 
the original boundary of cementitious particles are neglected. Moreover, the resolution of LSCM is not adequate 
to resolve all hydration products in the systems.  
The subtracted images were then segmented by thresholding the transition point near the higher end of the 
histogram to measure the growth of hydration products. This transition point corresponds arbitrarily to where 
the change in the cumulative curve is ~0.1%. Noise was removed from the segmented images by means of a 
morphological closing operation. Artefacts which may result from the movement of imaging plane in the z-axis 
when mosaic imaging was performed were reduced by discarding pixel groups containing < 10 pixels and with a 
circularity > 0.75; these criteria were found to yield satisfactory results based on visual inspection. The image 
analysis procedures described above are illustrated in Figure 8.7. These results are exploratory; further research 
is required to develop a more accurate approach to quantify the microstructure. The entire process was carried 
out in Fiji. 
 
Figure 8.7: Demonstration of the image analysis procedure on a large crystal found in P0.50 LF: (a) reconstructed 
image at 6 hours, j6; (b) reconstructed image at 7 hours, j7; (c) result of the subtraction j7 – j6; (d) segmented area of 
(c); and (e) cumulative segmented areas at 6, 12, 24 and 168 hours. 
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The cumulative segmented area representing the total segmented area fraction of hydration products is plotted as 
a function of time up to 24 hours in Figure 8.8a and up to 168 hours in Figure 8.8b. During the first 12 hours, 
the trends for all four samples were similar although a very slight acceleration was observed with those 
containing 17% limestone fillers (P0.50 LF) and 37.5% slag (P0.50 GGBS). Further work is needed to clarify if 
this observation is a real effect or due to imperfections in the imaging approach adopted here. After 12 hours, 
the cumulative segmented areas for blended samples were much lower than that of the control. The disparity 
increased with increasing SCM/filler content. This was due to the reduced cement content and the lower 
reactivity of SCMs. It is well-established that the reaction of SCMs occurs at much greater ages in comparison 
to cement whereas limestone fillers are not pozzolanic. 
It is instructive to compare the results with modelling predictions. Here, the VCCTL model (Bullard et al., 2009) 
was used to simulate the hydration of the four systems investigated under saturated condition at 20oC. The 
volume fractions of outer hydration products are plotted against time in Figure 8.8c and a good qualitative 
agreement with our measurements (Figure 8.8b) can be seen. In line with our observations, the volume fraction 
of outer hydration products decreased with increasing SCM content. However, the retardation effects caused by 
SCM were apparent from the start of hydration. A very slight accelerating effect was also observed with the 
system containing 17% limestone filler (P0.50 LF) but this occurred at a much later time, i.e. between 10 and 19 
hours. The observed differences could be partly due to the fact that our analyses were carried out near the 
surface region where the microstructure is affected by surface heterogeneities as discussed in the previous 
Section.  
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(a) (b) 
 
(c) 
Figure 8.8: Cumulative segmented area of outer hydration products obtained from image analysis: (a) up to 24 hours; 
(b) up to 168 hours; and (c) simulation results from the VCCTL. 
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8.4 Discussion 
The experimental results obtained show that fluorescence LSCM has great potential for real-time imaging of the 
hydration process and microstructure development in cementitious materials. The main advantage of 
fluorescence LSCM lies in its ability to perform continuous imaging of a sample under wet conditions. Using 
the sample preparation procedure described above, imaging of a fresh cement paste with a realistic w/b ratio of 
0.5 can start as early as 15 mins and can last more than 7 days until the sample begins to dry as a result of self-
desiccation and/or evaporation of water. 
LSCM is also able to perform three-dimensional imaging by means of optical sectioning to obtain subsurface 
information. This allows imaging of internal microstructural away from the surface. Measurement of mass of the 
samples before and after a routine scanning procedure showed no reduction in mass, thus confirming that no 
drying occurred due to laser irradiation. Laser exposure is also not expected to generate heat that can cause 
localised acceleration of cement hydration since the applied intensity is low and is widely used for imaging 
living cells and tissues.  
However, the imaging depth of LSCM is limited. As a result, wall effects cannot be completely eliminated. 
Another limitation is that only the fluorescein sodium-filled spaces can be detected.  Despite these limitations, 
LSCM has advantages over the WETSEM® capsule which permits only surface imaging within a limited time 
of ≤ 13 hours (Gallucci and Scrivener, 2007). Moreover, by means of appropriate image processing methods 
such as CLAHE, it may be possible to select images from deeper planes for analysis. Further work is required to 
develop this aspect. 
Another issue that requires further investigation is the engulfment of fluorescein sodium by some hydration 
products. Some large plate-like crystals like those in Figure 8.6 but emitting fluorescence were observed outside 
the scanning area after 24 hours (Figure 8.9, marked by arrows). It is suspected that fluorescein sodium was 
taken in by these crystals during formation. These were, however, not observed within the scanning area 
(outlined by red box) probably because the fluorophores taken in by these crystals lost their fluorescence due to 
photobleaching under continuous laser irradiation. However, the presence of such microstructures, if any, would 
undermine the quantification of the growth of hydration products as they may be excluded as pores. Further 
work is therefore needed to verify these phases. 
The absorption and fluorescence emission of fluorescein sodium are known to be dependent on pH (Bartlett et 
al., 2008). In a hydrating cement paste, pH gradually builds up over time as dissolution of cement releases alkali 
and hydroxide ions into the pore solution. Theoretically, the fluorescence emission of fluorescein sodium would 
change with the pH. In this study, however, the laser intensity was set to 15% to achieve the maximum 
fluorescence intensity at all ages. Moreover, histogram stretching was applied to all acquired images to ensure 
that the greyscale histogram spanned across the entire range.  
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Figure 8.9: Observation of fluorescent plate-like crystals in a separate sample of P0.50 at 24 hours with a 5× (NA 0.15) 
dry objective lens. Imaging area is outlined by red box. Fluorescent plate-like crystals (black after inversion) are 
indicated by arrows. 
8.5 Conclusions 
This study has demonstrated the potential of fluorescence LSCM for real-time imaging of hydration and 
microstructure development of cementitious materials. It is shown that, unlike other techniques, fluorescence 
LSCM is capable of performing three-dimensional continuous imaging of hydrating cementitious materials at 
sub-micron resolution under ambient conditions. This aspect is particularly important for studying these 
materials which are moisture and temperature dependent. Four cementitious systems containing various amounts 
of SCM/fillers were observed with LSCM from 15 mins after mixing up to 7 days of hydration. Various 
interesting observations such as the appearance of amorphous hydration products in pores, growth of Portlandite 
(CH) crystals and possible formation of ‘Hadley’ grain particles were made. Results from image analysis show 
that the volume fraction of outer hydration products decreased with increasing SCM/filler content and this was 
consistent with simulation data from the VCCTL. However, further investigations are needed to improve image 
analysis and to understand the uptake of fluorophores by hydration products. 
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9 Conclusions and further research 
9.1 Conclusions 
Direct 3D pore characterisation is highly desirable for understanding the influence of various 3D attributes of 
the pore structure on transport processes in cement-based materials. Unfortunately, existing 3D imaging 
techniques such as X-ray µCT and FIB-nt are unable to achieve simultaneously the spatial resolution and image 
volume required to meaningfully characterise the 3D pore structure of cement-based materials, which is highly 
complex and multiscale. LSCM is able to achieve 3D imaging at submicron resolution but the imaging depth is 
limited in cement-based materials. The aim of this thesis was to develop further LSCM for 3D imaging and 
quantification of the pore structure in cement-based materials. 
A new method which combines serial sectioning and LSCM to image large volumes of cement-based materials 
at submicron resolution in 3D was proposed in this thesis. The method produces a series of Z-stacks containing 
overlapping regions for stitching based on phase correlation. It can be extended in the XY plane to further 
increase the overall image volume. The resolution of the reconstructed image volume does not degrade with 
increase in sample size or thickness. The method has been used to reconstruct 3D PFA particles, 3D pore 
structure in hardened cement paste and 3D microcracks in concrete with image volumes of up to 302 × 302 × 
167 µm3 and XY and Z resolutions of down to ~0.2 µm and ~0.5 µm respectively. Comparison of reconstructed 
PFA particles with their original images show that the method is very reliable with average absolute difference 
of no more than 2.46%. To some extent, the method fills the gap between X-ray µCT and FIB-nt in terms of 
spatial resolution and image volume.  
3D LSCM images suffer from axial distortion due to light diffraction and aberration caused by mismatch of 
refractive indices between immersion medium and different phases within cement-based materials. Different 
systems tend to exhibit dissimilar extents of distortion due to intrinsic microstructural differences. A systematic 
analysis was undertaken to investigate the influence of axial distortion on various 3D pore parameters including 
porosity, pore specific surface area, connectivity, tortuosity, pore and throat sizes, formation factor etc. 
quantified by BoneJ, maximal ball, cluster labelling and random walker algorithms. A pore segmentation 
method which combines the Moments method and CLAHE was used. It was found that most pore parameters 
are not affected by axial distortion except for Euler connectivity, average pore and throat volumes and 
directional diffusion tortuosity. A generic correction factor of 0.725 was proposed based on measurements of 
PFA aspect ratio in the Z plane of blended systems as a function of image voxel depth.  
The representative elementary volume (REV) for characterising the pore structure of various cementitious 
systems was also examined using a ‘statistical’ approach. Irrespective of the system type and curing age, an 
image volume of approximately 1003 µm3 with 8 realisations was found to be able to give representative 
estimates of porosity with relative errors of ~5%. Nevertheless, this REV serves as the lower limit since cement-
based materials are prone to larger-scale heterogeneities such as those caused by bleeding and segregation.   
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3D LSCM was used in conjunction with 2D BSE microscopy and mercury intrusion porosimetry to study the 
influence of SCMs on the pore structure of cement-based materials. By means of 3D Monte Carlo simulations, 
the variation of backscattered electron (BSE) signal across pore-solid boundaries was investigated to understand 
its influence on image analysis of pore structure. It was found that a single pore of down to 1 nm can be resolved 
with field emitters under ideal imaging conditions. Nevertheless, sampling of neighbouring and subsurface solid 
materials can cause the pores to appear smaller than they actually are, leading to misinterpretation of the actual 
porosity. The Overflow pore segmentation method was tested on simulated BSE images and results show that 
the method can accurately segment pore sizes larger than 1 µm with errors of ~1% at 10 keV whereas for 
randomly inclined pores, the average segmentation error was 5.2%.  
Good correlations were observed between 2D and 3D values of porosity and pore specific surface area measured 
from BSE and LSCM images respectively, except for samples with significant bleeding and aggregation. This 
indicates that LSCM is able to give representative pore structures with a given number and size of image 
volumes (1003 µm3 and 6 to 8 image volumes in this study).  
Samples containing silica fume showed pore refinement at an early age of 7 days due to its filler effect and high 
pozzolanic reactivity. At 90 days, a slight increase in the average pore and throat sizes was detected, probably 
due to the release of bound water and chemical shrinkage. Silica fume was found to generally decrease transport 
properties but the presence of agglomerated particles may reduce its overall effectiveness.  
In contrast, samples containing PFA showed higher porosity at 7 days and refinement of the pore structure at 90 
days. In 3D LSCM images, voids within cenospheres and plerospheres were found to be interconnected with 
capillary pores, suggesting that they may facilitate transport. In the presence of slag, large isolated pores 
possibly formed by hollowed-out ‘Hadley’ grains were observed using BSE microscopy, even after prolonged 
curing up to 90 days. However, 3D LSCM revealed that these pores were part of the interconnected pore 
structure, indicating that they were not isolated as observed in 2D.  
Generally, the presence of PFA and slag led to larger percentage of reduction in percolation connectivity, 
diffusion tortuosity and formation factor between 7 and 90 days in comparison to plain and silica fume-blended 
systems. This can be attributed to the slow nature of the pozzolanic reaction of these materials that generates 
secondary C-S-H.  Notwithstanding the system type, w/b ratio and curing age, a sharp drop in percolation 
connectivity and a sharp increase in tortuosity were observed as porosity reduces to ~ < 15%. Of all the 
transport properties measured, only electrical conductivity consistently showed positive effects of SCMs in the 
long term. At 90 days, silica fume, PFA and slag were observed to decrease electrical conductivity in relation to 
plain cement pastes by 40.4, 25.1 and 32.7% respectively at a w/b ratio of ~0.45.  
The pore characteristics measured from 3D images such as connectivity, diffusion tortuosity and formation 
factor, can be used as inputs to simple analytical equations to predict transport properties of cement-based 
materials. The predicted diffusivity and permeability were found to agree reasonably well with the measured 
values, mostly within a factor of five.  
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An exploratory study into the application of LSCM for real-time imaging of early cement hydration was also 
presented in this thesis. It has been demonstrated that LSCM is able to perform subsurface imaging of 
microstructural developments in hydrating cement pastes containing fluorescein sodium from 15 mins after 
mixing up to 7 days of hydration. Growth of amorphous hydration products and Portlandite crystals, and 
possibly hollowing-out ‘Hadley’ grain particles were observed. By means of image analysis, the volume fraction 
of outer hydration products was found to decrease with increasing SCM/filler content and this observation was 
in line with simulation results from the VCCTL model. 
9.2 Recommendations for further research 
The samples investigated in this thesis were all neat cement pastes. In the future, concrete and mortars which are 
the main construction material used in practice should be investigated. However, it would be more challenging 
to characterise such systems due to the presence of large millimetre sized aggregate particles that increase the 
overall heterogeneity of the pore structure, for example via the creation of interfacial transition zones (ITZ). The 
ITZ is typically more porous in relation to the bulk cement paste and it also serves as a preferential path for the 
development of cracks.  
A multiscale approach which integrates different 3D imaging techniques for imaging different aspects of the 
pore structure may be adopted. For instance, X-ray µCT can be used to image microcracks and porous ITZs, and 
LSCM can be used to reconstruct large capillary pores and FIB-nt for finer capillary pores and gel pores. With 
the advancement of 3D imaging techniques such as X-ray nCT and Xe+ plasma source FIB-nt, it may be 
possible in the future to use a minimal approach for characterising the pore structure in 3D at different length 
scales.  
Cement-based materials are susceptible to bleeding and segregation which may lead to large variations in 
porosity. The use of X-ray µCT to non-destructively image a large volume of sample may be able to give an 
estimate of the extent of microstructural variations in 3D albeit the actual pores are not well-resolved. This 
would enable better justifications of the upper limit of representative elementary volume (REV). The effects of 
microstructural gradients on various transport properties also need further investigation, given that most 
deterioration processes occur through cast surfaces where microstructural gradient can be significant. There has 
been no systematic study of this kind reported in literature. Microstructural gradient may be manipulated by 
controlling the bleeding rate and capacity using retarders to prolong the setting time of cement-based materials.  
In this thesis, permeability and formation factor predicted from the 3D pore networks extracted by maximal ball 
algorithm were found to deviate substantially from experimental values, probably due to oversimplification of 
the pore structure. Direct modelling of flow on the segmented 3D pore space may be able to give better 
predictions. The most common approach to direct modelling is the Lattice Boltzmann method which simulates 
the movement and collision of particles directly on the pore voxel grids. Alternatively, conventional Navier-
Stokes based computational fluid dynamics (CFD) methods may also be used. Nevertheless, these methods are 
more computationally demanding compared to network modelling.  
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Clearly, there is plenty of room for further development of fluorescence LSCM for real-time imaging of cement-
based materials. Apart from introducing fluorophores into the batching water, dry cementitious materials may 
also be pre-dyed with fluorophores by means of linker molecules. In this way, it may be possible to monitor the 
development and distribution of not only pores but also hydration products and anhydrous materials as a 
function of time under ambient conditions. With the emergence of super-resolution microscopy, pores and 
hydration products down to tens of nanometres may be imaged.  Another potential application of real-time 
LSCM imaging would be the monitoring of water penetration into cement-based materials. This is illustrated in 
Figure 9.1, which shows a microcracked concrete (sample was contributed by Monika Mac) exposed to 
fluorescein sodium-dyed water from one direction. The appearance of fluorescence in the pores and cracks can 
be quantified by means of image analysis to help understand how they contribute to water ingress at pore-scale 
level.  
   
0s 2s 4s 
 
  
8s 16s 32s 
Figure 9.1: Demonstration of fluorescence LSCM for real-time imaging of water penetration into a microcracked 
concrete subjected to 56 cycles of freeze-thaw action. Green arrow indicates the direction of penetration.  
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Appendix I Fourier transform-based phase correlation 
The Fourier transform-based phase correlation method was originally proposed by Kuglin and Hines (1975). It 
determines only translational offsets between images. The following description is adapted from Song et al. 
(2010) and Sun et al. (2014): 
When two 3D images A (x, y, z) and B (x, y, z) are related by translational transform about a in the X direction, b 
in the Y direction and c in the Z direction, the results of the Fourier transform are denoted as ϜA (u, v, k) and ϜB 
(u, v, k) respectively, and their relation is given as: 
       ckbvauikvuFkvuF AB  exp,,,,     Eq. (AI.1) 
The cross-power spectrum (phase correlation matrix) which provides the phase difference between A and B is 
then calculated as: 
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Where the asterisk indicates the complex conjugate. 
Following that, the inverse Fourier transform of the cross-power spectrum is computed to determine the position 
of the Dirac peak where image registration is based on: 
    kvuQFkvuq ,,,, 1         Eq. (AI.3) 
   kvuqZYX ,,maxarg,,         Eq. (AI.4) 
Where the ΔX, ΔY and ΔZ are translational offsets in the X, Y and Z directions respectively. 
However, each peak recognises eight different likely translations due to the periodic nature of the Fourier 
domain. There can also exist more than one peak in reality due to factors such as noise, indicating several 
positions and translations with high correlations. To ascertain the accurate shift, several highest local maxima 
are selected and examined for their eight different likely translations by means of cross-correlation on the 
overlapping areas. The peak which shows the best correlation is selected for registration and the height of the 
peak gives the degree of correlation (Preibisch et al., 2009). 
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Appendix II Calculation of confidence intervals using 
Student’s t-distribution 
The Section presents the calculations of the confidence interval based on Student’s t-distribution. The 
confidence interval describes a range of values derived from sample data which is likely to contain the true 
population mean. The Student t-distribution is normally used in lieu of the standard normal distribution when 
the sample size is ≤ 30 and the population standard deviation is unknown (Bluman, 2012).  
First, the mean value (ȳ) and standard deviation (s) of a sample of size (n) are computed as: 
 iy
n
y
1
         Eq. (AII.1) 
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2
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n
yy
s
i
        Eq. (AII.2) 
Following that, the degrees of freedom (df, i.e. the number of values which are free to vary after a sample 
statistic has been calculated) and the level of significance (α) for a desired confidence level (CL), for example 
95%, are calculated as: 
1 ndf          Eq. (AII.3) 
 
2
1 CL
          Eq. (AII.4) 
For a given level of significance and degrees of freedom, the critical value of the Student’s t-distribution (Z) can 
be determined from statistical tables. Then, the margin error (E) can be calculated using Eq. (AII. 5), also 
utilising the standard deviation from Eq. (AII.2). Note that the term ( ns ) in Eq. (AII. 5) also represents the 
standard error.  
n
s
ZE           Eq. (AII.5) 
Finally, the confidence interval (CI) for the true population mean is calculated as:  
EyCI           Eq. (AII.6) 
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Appendix III Probe derivation for 3D Monte Carlo simulation 
This Section presents the calculations of the probe diameters for the four different emitters used in the study: 
tungsten thermionic (T-W), lanthanum hexaboride thermionic (T-LaB6), zirconium oxide/tungsten Schottky 
field emitter (SFE) and tungsten cold field (CFE) emitters. The calculations are based on the method of 
Bronsgeest et al. (2008) which introduces the concept of practical brightness (Bprac).  
For thermionic and Schottky emitters: 
eBTk
eJ
B

44.1prac          Eq. (AIII.1) 
and for cold field emitters: 
jd
eJ
B

44.1prac          Eq. (AIII.2) 
where e is the elementary electric charge (=1.60 × 10-19 C), J is the emission current density (A/m2), kB is the 
Boltzmann constant (=1.38 × 10-23 J/K), Te is the emission temperature (K) and dj is the mean tangential energy 
(J). The emission temperatures for T-W, T-LaB6 and SFE are taken as 2700, 1700 and 1800 K respectively 
whereas the emission current density J can be calculated using the following equations: 
For thermionic emitters: 
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for Schottky field emitters: 
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and for cold field emitters: 
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Where me is the mass of electron (=9.11 × 10-31 kg), h is the Planck’s constant (=6.63 × 10-31 Js), ϕ is the work 
function (=4.5 eV for W, 2.4 eV for LaB6 and 2.9 eV for ZrO/W), ħ is the reduced Planck’s constant (=1.05 × 
10-31 Js), Fe is the electric field (taken as 6.5 × 108 V/m for SFE and 10 × 108 V/m for CFE), ɛ0 is the 
permittivity of free space (=8.85 × 10-12 F/m). βe is the field enhancement factor for CFE and it can calculated 
based on the geometry of the emitter tip using the equation proposed by Smith et al. (2005): 
rhee 21         Eq. (AIII.6) 
Note that this equation is based on the assumption that the distance between the anode plane and the emitter tip 
is sufficiently large. Supposing that the height (he) and radius (r) of the emitter tip are 4000 and 100 nm 
respectively, the resulting βe is equal to 5.47. 
Following the work of Wong and Buenfeld (2006b), it is assumed that the microscope is set up to image an 
atomic number contrast level of 2.5% with a detector collection efficiency of 0.1 and scan time of 100s for a 
1024 × 768 image. Thus, a probe current (Ip) of 0.5 nA is employed. By knowing the practical brightness and 
the probe current, the full width median (FW50) source image size can be determined as follows: 
prac
22
4
BV
I
d
pp
p
I

         Eq. (AIII.7) 
Where αp and Vp are the beam half opening angle at the target (= 0.005 rad) and the accelerating voltage (5 to 30 
keV) respectively. The contributions from other sources including diffraction (dA) and chromatic (dC) and 
spherical (dS) aberrations are calculated using Eq. (AI.8) to Eq. (AI.10) respectively: 
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         Eq. (AIII.9) 
318.0 pSS Cd           Eq. (AIII.10) 
Where Cc and Cs are the chromatic and spherical aberration coefficients respectively (m) and ΔEFW50 is the 
FW50 variation in beam voltage (eV). The Cc and Cs values for the thermionic emitters, SFE and CFE are taken 
as 0.01 and 0.02 m, 0.0027 and 0.0032 m and 0.0018 and 0.0020 m respectively whereas the ΔEFW50 for T-W, T-
LaB6, SFE and CFE are taken as 2, 1, 0.6 and 0.3 eV respectively. The total probe diameter (dp) is then 
calculated by adding all the contributions together using the root-power-sum (RPS) based equation: 
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Appendix IV Selected references on the effects of silica fume, 
PFA and slag on the pore structure and transport 
properties of cement-based materials 
Table IV.1: Key literature on the effects of silica fume (SF) on pore structure and transport properties of cement-
based materials, arranged in chronological order. Note that all SCM contents reported are replacement levels of 
Portland cement. 
Ref Sample details Methods Key findings 
Feldman 
and 
Cheng-
Yi 
(1985) 
Pastes, w/b 0.25 & 0.45, 
SF 0, 10 & 30 wt.%, 
curing ages 1, 3, 7 14, 
28, 90 & 180 days 
MIP, gravimetry 
moisture loss, N2 
adsorption 
• Porosity & threshold pore diameter measured by MIP reduced 
with increasing SF content as early as 3 days for w/b 0.25 
samples. For w/b 0.45 samples, porosity reduced from 28 days 
at high SF content of 30 wt.%.  
• Porosity measured by gravimetry moisture loss increased with 
SF content between 14 to 28 days. 
• SF had little influence on the pore surface area as measured by 
N2 adsorption. 
Li and 
Roy 
(1986)  
Pastes, w/b 0.5, SF 0 & 
10 wt.%, cured under 
saturated deionized 
water vapour at 38oC for 
28 days 
MIP, water 
permeability, 
chloride 
diffusion 
• SF increased porosity and pore surface area but reduced 
chloride and water permeability. 
Hooton 
(1986) 
Pastes, w/b 0.25, SF 0, 
10 & 20 wt.%, moist-
cured for 7, 28, 91 and 
182 days 
MIP, water 
permeability 
• Porosity and water permeability reduced with increasing SF 
content from 28 days whereas critical pore radius and volume 
of pores > 0.025 µm reduced from 7 days. 
Zhang 
and 
Gjørv 
(1991) 
Pastes, w/b 0.20 – 0.30, 
SF 0, 10 wt.%, cured in 
saturated lime solution 
at 20oC for 28 days 
MIP, chloride 
diffusion 
• Porosity reduced slightly whereas pore size distribution 
reduced markedly in the presence of SF. 
• Effect of SF in reducing chloride diffusivity was much stronger 
than w/b ratio. 
El-
Enein et 
al. 
(1995) 
Concrete, w/b 0.4, SF 0, 
5, 10, 15, 20 wt.%, 
cured at 100% RH for 
28 days 
Electrical 
conductivity 
• Electrical conductivity reduced with increasing SF content. 
Porosity reduced with increasing SF content up to 5 wt.% and 
then increased at higher contents.  
(Khalil, 
1996) 
Pastes, w/c 0.275, SF 0, 
5, 10, 15, 20 wt.%, 
curing ages 3, 7, 28 & 
90 days 
N2 adsorption-
desorption 
isotherms 
• Porosity and pore specific surface area increased whereas mean 
hydraulic pore radius reduced with increasing SF content as 
early as 3 days. 
Hooton 
et al. 
(1997) 
Concrete, w/b 0.35 – 
0.45, SF 0, 7 & 12 
wt.%, various curing 
regimes (moist, steam, 
air, saturated lime 
water) up to 70oC for 
curing ages up to 90 and 
120 days 
Chloride 
resistance tests: 
AASHTO T259, 
modified T259, 
T277, bulk 
diffusion and 
water sorption 
• All chloride tests showed that SF enhanced concrete resistance 
to chloride penetration. Effect was more profound at increased 
SF content and w/b ratio. 
• Water sorption also reduced in the presence of SF. 
Kjellsen 
and 
Atlassi 
(1999) 
Pastes & mortars, w/b 
0.25 & 0.40, SF 0, 10 
wt.%, cured in saturated 
lime and under sealed 
condition at 20oC up to 
3 and 9 months 
SEM-BSE, water 
vapour 
desorption 
isotherms 
• At both w/b ratios, total porosity and gel porosity increased but 
capillary porosity reduced in the presence of SF; hollow-shell 
porosity measured by BSE also increased, particularly at w/b 
0.40. 
Hassan 
et al. 
(2000) 
Concrete, w/b 0.32, SF 
0, 10 wt.%, air-cured at 
20oC and 65% RH for 
1,3, 7, 28 and 365 days 
Gravimetry 
moisture loss, 
oxygen 
permeability & 
diffusivity, 
• Porosity, oxygen permeability, oxygen diffusivity and chloride 
migration reduced substantially in the presence of SF as early 
as 1 day.  
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chloride 
migration 
Poon et 
al. 
(2006) 
Concrete, w/b 0.3 & 0.5, 
SF 0, 5 & 10 wt.%, 
cured in water at 27oC 
for 3, 7, 28 and 90 days 
MIP, rapid 
chloride 
permeability 
(ASTM C1202) 
• Porosity and resistance to chloride penetration improved with 
increasing SF content as early as 3 days.  
Muller 
et al. 
(2015) 
Pastes, w/b 0.4, SF 10 
wt.%, sealed-cured at 
20oC for more than 60 
days 
1H NMR 
relaxometry 
• Formation of gel pores stopped earlier in the presence of SF 
compared to plain cement pastes. However, the resulting gel 
pore (water) fraction was higher whereas the capillary pore 
(water) fraction was identical to that of plain cement pastes.  
• No major effects of SF on capillary, C-S-H gel and interlayer 
pore sizes. 
 
Table IV.2: Key literature on the effects of PFA on pore structure and transport properties of cement-based 
materials, arranged in chronological order. Note that all SCM contents reported are replacement levels of Portland 
cement. 
Ref Sample details Methods Summary of findings 
Marsh et al. 
(1985) 
Pastes, w/b 0.47, 
PFA 0 & 30 wt.%, 
cured in saturated 
lime solution at 20, 
35, 50 or 65oC for 7, 
28, 90, 180, 270 and 
365 days  
MIP, water 
permeability 
• PFA increased water permeability of samples cured at 20 & 35 
oC at up to 7 days, further hydration led to reduced permeability 
between 28 days and 3 months. Elevated curing temperature 
accelerated reduction in permeability.  
• No definite findings on porosity and pore size distribution; pore 
blockage effect of PFA was suggested. 
Li and Roy 
(1986) 
Pastes, w/b 0.3, 0.5 
& 0.6, PFA 0, 20, 30 
& 40 wt.%, cured 
under saturated 
deionized water 
vapour at 38oC for 
28 days 
MIP, water 
permeability, 
chloride 
diffusion  
• Porosity, pore surface area and both chloride and water 
permeabilities reduced with increasing PFA content at all w/b 
ratios. 
Hooton 
(1986) 
Pastes, w/b 0.25 & 
0.36, PFA 0, 25 & 
35 wt.%, moist-
cured for 7, 28, 91 
and 182 days 
MIP, water 
permeability 
• At both w/b ratios, PFA reduced water permeability from 7 days.  
• Porosity and critical pore radius were higher in the presence of 
PFA at all ages. Volumes of pores > 0.025 µm were higher at 
w/b 0.25 but lower at w/b 0.36. 
Poon et al. 
(1997) 
Pastes and mortars, 
w/b 0.27, 0.30, 0.44 
& 0.49, PFA 0, 9, 
15, 23, 25 & 32 
wt.%, cured in water 
at 27oC and in air at 
15oC and 60% RH 
for 28 and 90 days 
 
MIP, water 
permeability, 
chloride 
penetrability 
• Water-cured PFA-blended samples showed reduced average pore 
diameter. Porosity of blended pastes increased but those of 
blended-mortars reduced. PFA reduced overall pore size 
distribution with increased fractions of gel pores (< 10 nm). 
• At 28 days, water-cured samples containing PFA showed 
equivalent or lower permeability than plain cement samples. At 
90 days, all samples with PFA showed reduced permeability. 
Most mortar samples (except for w/b 0.30) showed increased 
chloride concentration with increasing PFA content. 
• Air-cured blended samples consistently showed poorer transport 
properties and pore characteristics than plain cement samples. 
Chindaprasirt 
et al. (2005) 
Pastes, w/b 0.35, 
PFA 0, 20, 40 wt.% 
with two median 
particle sizes of 
19.1, 6.4 µm, cured 
in saturated lime 
water for 7, 28, 60 
and 90 days  
MIP 
• At all ages, total porosity, capillary porosity (10 nm – 10 µm) 
and gel porosity (5.7-10 nm) increased whereas the average pore 
diameter reduced with increasing PFA content and fineness.  
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Van den 
Heede et al. 
(2010) 
Concrete, w/b 0.4 & 
0.5, PFA 0, 35, 50, 
67 wt.%, cured at 
20oC and 95% RH 
for 28 and 91 days 
Capillary 
water 
sorption, 
water 
sorption 
under 
vacuum, 
oxygen 
permeability 
• At the same w/b ratio, capillary water sorption and water sorption 
under vacuum increased with increasing PFA content at both 28 
and 91 days.  
• At the same w/b ratio, oxygen permeability decreased at a PFA 
content of 35 wt.% but increased at higher contents of 50 & 67 
wt.% at both 28 and 91 days. 
Zeng et al. 
(2012) 
Pastes, w/b 0.3 & 
0.5, PFA 0, 20, 40, 
60 wt.%, cured in 
water for 7, 28 and 
90 days  
MIP, N2 
adsorption-
desorption, 
gravimetry 
moisture loss 
& solvent 
exchange 
• No strict correlation was observed between porosity and PFA 
content as determined by gravimetry moisture loss. 
• MIP results showed increased porosity with PFA content at all 
ages. Large pores (> 100 nm) also increased at all ages except for 
low PFA content of 20 wt.% which showed reduction at 28 and 
90 days. These effects were more obvious at high w/b ratio of 
0.5. 
• Pore specific surface area reduced in the presence of PFA at 7 
days but increased at 90 days for w/b 0.5 samples. For w/b 0.3 
samples, pore specific surface area increased from 7 days.  
Yu and Ye 
(2013) 
Pastes, w/b 0.4 & 
0.5, PFA 0, 30 & 50 
wt.%, sealed-cured 
for 1, 3, 7, 14, 28, 
90, 180, 365 and 730 
days  
MIP 
• Increasing PFA content resulted in increased porosity at all ages 
for both w/b ratios. 
• PFA-blended pastes contained more pores larger than 0.1 um 
than plain cement pastes at early curing ages between 1 to 7 days 
but became lower at later ages. 
• At the same w/b ratio, critical pore radius of plain cement pastes 
were smaller than those of PFA-blended pastes between 28 to 
730 days.  
Ahmadi et al. 
(2014) 
Concrete, w/b 0.35, 
PFA 0, 20 wt.%, 
cured in saturated 
lime water for 28 
days 
Water 
absorption, 
water 
penetration, 
rapid chloride 
permeability, 
electrical 
resistivity 
tests 
• Water absorption, water penetration and electrical resistivity of 
PFA concrete samples were 21 and 0.3% lower and 30% higher 
than plain concrete samples respectively. Rapid chloride 
penetration was slightly higher in the presence of PFA. 
Berodier and 
Scrivener 
(2015) 
Pastes, water/solids 
ratio 0.4 & 0.6, PFA 
+ Quartz (40 + 0, 30 
+ 10, 20 + 20, 10 + 
30, 0 + 40) wt.%, 
cured in water at 
20oC for 4 d and 
then at 40 oC for up 
to 90 days 
MIP 
• Porosity was higher in the presence of PFA at all ages.   
• Reaction of PFA showed no significant impact on porosity until 
14 to 21 days. 
• In all systems, critical pore radius ultimately stabilised at ~6 to 7 
nm. 
Gui et al. 
(2016) 
Concrete, w/b 0.3, 
0.4, 0.5 & 0.6, PFA 
0, 30 wt.%, cured in 
water for at 20 oC for 
90 and 180 days 
respectively 
MIP, 
gravimetry 
moisture loss, 
nitrogen 
permeability, 
electrical 
conductivity 
• Porosity was higher in the presence of PFA. 
• Medium and large capillary pores (50 to > 100 nm), average and 
critical pore radii measured by MIP reduced in the presence of 
PFA.  
• Gas permeability and electrical conductivity reduced in the 
presence of PFA. 
 
 
 
 
 
  
224 
 
Table IV.3: Key literature on the effects of GGBS on pore structure and transport properties of cement-based 
materials, arranged in chronological order. Note that all SCM contents reported are replacement levels of Portland 
cement. 
Ref Sample details Methods Summary of findings 
Li and 
Roy 
(1986) 
Pastes, w/b 0.3 & 0.5, 
GGBS 0 & 65 wt.%, 
cured under saturated 
deionized water 
vapour at 38oC for 28 
days 
MIP, water 
permeability, rapid 
chloride 
permeability 
(FHWA) 
• At both w/b ratios, slag increased porosity, pore surface area 
and water permeability but reduced pore size distribution and 
chloride permeability. 
Hooton 
(1986) 
Pastes, w/b 0.25 & 
0.36, GGBS 0, 50 & 
65 wt.%, moist-cured 
for 7, 28, 91 and 182 
days 
MIP, water 
permeability test 
• At both w/b ratio ratios, water permeability increased in the 
presence of slag at early ages (7 & 28 days) but reduced 
afterwards. 
• At a w/b ratio 0.25, porosity and critical pore radius reduced 
in the presence of slag after 182 days whereas, at a w/b ratio 
0.36, these occurred earlier at 28 days. 
Hooton 
(2000) 
Concrete, w/b 0.45, 
GGBS 0, 25 & 50 
wt.%, air and moist-
cured up to 91 days 
Water permeability, 
rapid chloride 
permeability (ASTM 
C1202) 
• Slag enhanced water permeability of wet-cured concrete but 
reduced that of air-cured concrete.  
• Chloride permeability reduced in the presence of slag under 
both wet and air curing conditions.  
Güneyisi 
and 
Gesoğlu 
(2008) 
Concrete, w/b 0.4, 
GGBS 50, 60, 70, 80 
wt.%, wet and dry-
cured at 20oC and 
65% RH for 28 and 
90 days 
Water absorption, 
chloride 
permeability (ASTM 
C1202) 
• For both wet and dry-cured samples, rate of water absorption, 
total water absorbed and chloride permeability reduced with 
increasing slag content at 28 and 90 days. 
Duan et 
al. 
(2013) 
Concrete, w/b 0.5, 
GGBS 10 wt.%, 
cured in lime-
saturated water at 
23oC for 3, 7, 28 and 
180 days 
MIP 
• Porosity and critical pore radius reduced in the presence of 
slag at all ages. 
Divsholi 
et al. 
(2014) 
w/b 0.4, 0.5 & 0.6, 
GGBS 0, 10, 30 & 50 
wt.%, water-cured for 
up to 42 days   
MIP, gravimetry 
moisture loss, rapid 
chloride 
permeability (ASTM 
C1202) and 
electrical resistivity  
• Average pore size reduced with increasing slag content at all 
w/b ratios from 28 days. 
• Gravimetry moisture loss (porosity) decreased with 
increasing slag content at all ages. 
• At 50 wt.% slag content, a significant reduction in chloride 
permeability and a marked increase in electrical resistivity 
were observed. 
Berodier 
and 
Scrivener 
(2015) 
Pastes, water/solids 
ratio 0.4 & 0.6, 
GGBS + Quartz (40 
+ 0, 30 + 10, 20 + 20, 
10 + 30, 0 + 40) 
wt.%, cured in water 
at 20oC for more than 
50 days 
MIP 
• Porosity of slag-blended pastes were higher than those of 
plain cement pastes at all ages. 
• Slag began to react to contribute to pore reduction at around 2 
to 3 days. Significant contributions were observed by 14 
days. 
• At 28 days, critical pore radius of slag-blended pastes were 
similar to those of the plain cement pastes but porosity was 
higher, indicating pore refinement. 
Gui et al. 
(2016) 
Concrete, w/b 0.3, 
0.4, 0.5 & 0.6, GGBS 
0, 50 wt.%, cured in 
water for at 20 oC for 
90 and 180 days 
respectively 
MIP, gravimetry 
moisture loss, 
nitrogen 
permeability, 
electrical 
conductivity 
• Porosity was higher in the presence of slag. 
• Medium and large capillary pores (50 to > 100 nm), average 
and critical pore radii measured by MIP reduced in the 
presence of slag.  
• Electrical conductivity reduced but gas permeability 
increased in the presence of slag. 
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Appendix V Point counting  
Figure V.1 shows an example of a BSE image of P0.45 GGBS 90d superimposed with a 120-point grid for 
point-counting in Chapter 7. Grid points falling on the phase of interest k, for example, unreacted cement 
(marked ‘AH’) are counted. The volume fraction of phase k is then computed as: 
%100


T
k
k
P
P
V         Eq. (V.1) 
Where Pk and PT are the number of points falling on phase k and the total number of grid points superimposed 
on the image respectively. 
 
Figure V.1: Example of a BSE image of P0.45 GGBS 90d superimposed with a 120-point grid for point-counting. 
 
 
  
AH 
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Appendix VI Mass loss curves for transport samples 
The mass loss curves for the transport samples in Chapter 7 are shown in the figures below. All samples were 
conditioned until the mass loss was no more than 0.01%/day. 
  
(a) w/b 0.45 (b) w/b 0.30 
Figure VI.1: Mass loss curves for transport samples at (a) w/b 0.45; and (b) w/b 0.30. 
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Appendix VII BSE images  
Figure VII.1 to 2 show typical BSE images captured for w/b 0.45 and 0.30 samples respectively in Chapter 7. 
 
P0.45 7d 
 
P0.45 90d 
 
P0.45 SF 7d 
 
P0.45 SF 90d 
 
P0.45 PFA 7d 
 
P0.45 PFA 90d 
 
P0.45 GGBS 7d 
 
P0.45 GGBS 90d 
  
Figure VII.1: Examples of BSE images of w/b 0.45 systems at 7 and 90 days. Images have been cropped for clarity.  
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P0.30 7d 
 
P0.30 90d 
 
P0.30 SF 7d 
 
P0.30SF 90d 
 
P0.30 PFA 7d 
 
P0.30 PFA 90d 
 
P0.30 GGBS 7d 
 
P0.30 GGBS 90d 
  
Figure VII.2: Examples of BSE images of w/b 0.30 systems at 7 and 90 days. Images have been cropped for clarity.  
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Appendix VIII Publications 
Journal papers 
1. YIO, M. H. N., MAC, M. J., WONG, H. S. & BUENFELD, N. R. 2015. 3D imaging of cement-based 
materials at submicron resolution by combining laser scanning confocal microscopy with serial sectioning. 
Journal of Microscopy, 258, 151-169. 
2. YIO, M. H. N., WONG, H. S. & BUENFELD, N. R. 2016. 3D Monte Carlo simulation of 
backscattered electron signal variation across pore-solid boundaries in cement-based materials. Cement and 
Concrete Research, 89, 320-331. 
3. YIO, M. H. N., WONG, H. S. & BUENFELD, N. R. 2016. 3D quantification of pore structure of 
cement-based materials imaged by laser scanning confocal microscopy. (In preparation). 
4. YIO, M. H. N., WONG, H. S. & BUENFELD, N. R. 2016. Effect of supplementary cementitious 
materials on 3D pore structure and durability of cement-based materials. (In preparation). 
5. YIO, M. H. N., WONG, H. S. & BUENFELD, N. R. 2016. Fluorescence laser scanning confocal 
microscopy for imaging of early cement hydration. (In preparation). 
 
Conference papers 
1. YIO, M. H. N., WONG, H. S. & BUENFELD, N. R. Fluorescence laser scanning confocal microscopy 
for real-time imaging of early cement hydration. In: OĞUZHAN, Ç., ed. 15th Euroseminar on Microscopy 
Applied to Building Materials, 17 - 19 June 2015 Delft, The Netherlands. Delft University of Technology. 
2. YIO, M. H. N., WONG, H. S. & BUENFELD, N. R. 3D pore structure characterisation of cement 
pastes using laser scanning confocal microscopy. In: FERRANDIZ-MAS, V., CHEESEMAN, C. & TYRER, M., 
eds. Young Researchers' Forum III 2016: Innovation in Construction Materials, 12 April 2016 2016 Imperial 
College London, London, UK. 
 
 
 
 
 
