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RÉSUMÉ
Nous traitons du problème de l’égalisation autodidacte d’un
canal linéaire dans le cas d’un signal modulé en fréquence
ou en phase. Le problème de l’annulation d’interférences
canal adjacent est aussi abordé. Dans cet article, nous pro-
posons une structure récursive, basée sur le critère de Go-
dard[1], et qui utilise la stratégie d’égalisation par prédic-
tion et rétroprédiction proposée par Macchi et al [2]. La
nouvelle structure est comparée au CMA classique, et les
résultats obtenus montrent la supériorité de l’approche
récursive par rapport à l’approche transversale dans
l’égalisation de canaux à trajets multiples. Enfin, la struc-
ture récursive présente des performances équivalentes au
CMA pour l’annulation d’interférences.
ABSTRACT
We deal with the problem of blind equalization of a linear
channel in the case of a phase or frequency modulated
signal. The problem of cancelling interference is also
treated. This paper presents a new recursive structure based
on Godard’s criterion [1] for blind equalization, which
employs the strategy proposed by Macchi and al [2]. The
new scheme is compared to the one of its transversal coun-
terpart, the classical CMA, and the results indicate that
recursive structure exhibits superior performances to that of
its transversal counterpart in the case of multipath propaga-
tion. At last, in the presence of interference, the perform-
ances of the both schemes are equivalent.
1. Description du problème
La radiodiffusion à modulation de fréquence est appréciée car
elle offre une bonne qualité d’écoute. Cependant, cette qualité
peut être dégradée par la présence de trajets multiples et de
signaux brouilleurs. Les trajets multiples sont dus à la réflexion
du signal sur des obstacles (immeubles, montagnes), ce phéno-
mène étant particulièrement gênant en milieu montagneux. Les
signaux brouilleurs peuvent être dus à une forte densité
d’émetteurs, en particulier dans les zones fortement urbanisées.
Pour combattre ces phénomènes néfastes, il est possible
d’insérer un dispositif d’égalisation dans un récepteur numéri-
que.
2. Etat de l’art
Pour égaliser le canal, une des méthodes les plus utilisées au-
jourd’hui consiste à utiliser le fait que la modulation de fré-
quence est réalisée à enveloppe constante. Les algorithmes
utilisant cette propriété ont été introduits pour la première fois
par Godard [1], puis étudiés par Treichler [3] pour les signaux
modulés en phase ou en fréquence. L’égalisation basée sur le
critère de module constant (Constant Modulus Algorithm,
CMA) consiste à filtrer le signal par l’intermédiaire d’un filtre à
Réponse Impulsionnelle Finie (RIF) puis de minimiser la dé-
viation du module de cette sortie par rapport à une constante.
Ainsi, on minimise une fonction coût du type :
J p , q (n)  =  ( |z(n) |p  -  1)q               (2.1)
où z(n) est la sortie du filtre, p et q étant des entiers.
Les fonctions coût les plus utilisées sont J2,2(n) et J1,2(n).
Ce type d’égaliseur est capable de combattre à la fois les trajets
multiples et les signaux brouilleurs. Malheureusement, la
structure RIF utilisée classiquement dans les CMA exige un
nombre important de coefficients, d’où une complexité impor-
tante et de faibles performances en terme de poursuite lorsque le
canal est variable.
Pour pallier à ces difficultés, certains chercheurs ont étudié ces
dernières années des structures récursives [2],[5] car il est bien
connu que, de manière générale, les filtres à Réponse Impul-
sionnelle Infinie (RII) modélisent mieux un système (ou un
canal) que les filtres RIF, et avec un nombre moins élevé de
coefficients. Dans cet article, nous nous proposons d'adapter les
nouvelles structures d’égaliseurs non transverses au cas d’un
signal analogique modulé en fréquence.
3. Structure d’égalisation récursive
Un signal modulé en fréquence peut s’écrire :
s t A f t tp( ) cos[ ( )]= +2pi ϕ             (3.1)




2 ∆           (3.2)
où A représente le module du signal, fp est la fréquence porteuse
comprise entre 88 et 108 MHz , ∆f
est l’excursion de fréquence (75 kHz) et m(λ) est le signal mo-
dulant normalisé (compris dans l’intervalle [-1;1]). Ce signal est
échantillonné et transposé en bande de base, nous calculons
alors le signal complexe équivalent bande de base.
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La stratégie d’égalisation proposée est basée sur une modélisa-
tion de la fonction de transfert du canal proposée par O. Macchi
et al [2]. Celle-ci consiste à séparer les parties à minimum et à
maximum de phase.
Un canal à minimum de phase et ayant P zéros s’écrit de la
manière suivante :








  avec zi
I < 1       (3.3)
De même, pour un canal à maximum de phase :











E > 1   (3.4)
Un canal à phase mixte peut s’écrire :
C(z)  = f  CI(z)  CE (z)             (3.5)
où f est une constante multiplicative complexe.
Les deux parties sont égalisées séparément (fig.1) par
l’intermédiaire d’un rétroprédicteur (pour la partie à maximum
de phase) et d’un prédicteur (pour la partie à minimum de
phase). L’ajustement en amplitude est effectuée par
l’intermédiaire d’un contrôle automatique de gain. Cette appro-
che a pour principal intérêt d’égaliser parfaitement des zéros
intérieurs du canal très proches du cercle unité. On introduit par
ailleurs une non linéarité dans la partie prédictive, de manière
similaire à l’égaliseur à retour de décision (DFE). La prise de
décision étant remplacée par la non linéarité T(z(n)) classique
du CMA :
( ) ( )T z n z n
z n
z n z n( ) ( )( ) ( ) ( )=  2 −
3
 pour J 2 , 2 (n)
et     ( )T z n z n
z n
( ) ( )( )=  pour J1 , 2 (n)
Une telle boucle récursive peut être utilisée dans une structure
de type DFE (CMA-DFE, fig.2), mais cet égaliseur présente un
inconvénient grave. Il peut converger vers des minima globaux
stables et non désirables [5]. L’Egaliseur par Prédiction et Ré-
troprédiction (EPR) permet d’éviter ces minima par
l’introduction du CAG dans la boucle récursive (fig.1). Ainsi,
g(n) = 0 n’est pas une solution de la minimisation du critère de
module constant (si le filtre B(n) a des valeurs finies). Lorsque
le signal d’erreur devient négligeable, l’égaliseur devient
linéaire et sa fonction de transfert s’écrit alors :
( )S z
X z
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            (3.7)
Si l’on compare ces deux structures,
- gB z( )  et B’(z) d’une part, et ( )g z R zL− + ( )  et F’(z)
d’autre part, jouent le même rôle en terme d’égalisation,
- le CMA-DFE possède un degré de liberté supplémentaire
puisque g(n) est réel dans la structure proposée (ce n’est abso-
lument pas gênant dans le cas d’un signal modulé en fré-
quence),
- les fonctions coût ont une forme radicalement différentes
dans la mesure où les minima globaux stables sont supprimés
pour l’EPR.
4. Algorithmes d’adaptation
Soit X(n) = [x(n), x(n-1), ......, x(n-L+1)]t le vecteur des L
dernières entrées du système, R(n) = [r0(n), r1(n),...rL-1(n)]t le
rétroprédicteur, S(n) = [s(n-1), ..., s(n-N)]t le vecteur d’entrée du
prédicteur et B(n) = [b1(n),..,bN(n)]t le prédicteur.
On choisi de minimiser la fonction coût :
J (n)  = J 1 , 2 (n)  =  ( |z(n) |  -  1)2           (4.1)
avec














( ) ( )
et
z(n)  =  g(n)y (n)            (4.2)
Pour adapter les filtres, nous choisissons l’approche classique
du gradient stochastique, et nous cherchons donc le gradient de
la fonction coût.
On a d’après (4.1) :
( ) ( ) ( )∇ = − ∇J n z n z n( ) ( ) ( )2 1           (4.3)
et













   (4.4)
Par ailleurs,
( ) ( ) ( )∇ = ∇ + ∇y n y n y n y n y n( ) * ( ) ( ) ( ) *( )2    (4.5)
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   (4.9)
On voit que l’expression exacte du gradient se révèle assez
complexe, nous faisons donc l’hypothèse simplificatrice que les
variations des éléments de S(n) par rapport au coefficients du
filtre sont négligeables devant les éléments du vecteur d’entré
x(n-k).
Cette approximation peut paraître forte a priori, mais trouve sa
justification dans la pratique [6]. De plus, cette simplification
conduit à des algorithmes d’une complexité calculatoire voisine
de celle du CMA transverse.






= g2 (n) 1
2 z n( ) 2y (n)x*(n-k )     (4.10)
Posons par ailleurs
e(n) = z(n) - s(n) = g(n) y(n) 1 1−

z n( )        (4.11)






= 2( |z(n) |-1)g2 (n) 1
 z n( ) y (n)x*(n-k )
 =  2 g(n)  e (n) x*(n-k )           (4.12)
Ainsi, on adapte le rétroprédicteur à l’aide de l’équation :
R(n+1) = R(n) - δR g(n)e(n)X*(n)        (4.13)
De même, pour le prédicteur :
B(n+1) = B(n) + δB g(n)e(n)S*(n)        (4.14)
Le contrôle automatique de gain est adapté suivant :
g(n+1) = g(n) -  δg {|z(n) |2 -1}     (4.15)
Cette adaptation peut aussi prendre la forme suivante :
G(n+1) = G(n)  - δg {|z(n) |2 -1}      (4.16)
et  g(n+1) = G n( )+1            (4.17)
5. Résultats de simulations
Pour quantifier les performances des différents égaliseurs, nous
avons choisi de mesurer la déformation du spectre du signal
après démodulation.



































        (5.1)
où ai et bi sont les valeurs absolues des transformées de Fourier
Discrètes du signal modulant original (équation 3.2) et du signal
égalisé après démodulation. Avec cette formule, on note que les
déformations subies par le signal sont inaudibles en dessous
d’un taux de distorsion de 10% environ.
Pour comparer les différentes structures en présence de multi-
trajets, nous simulons un canal de Porat et Friedlander [4]. De
plus, nous rajoutons un bruit blanc gaussien tel que le rapport
porteuse sur bruit (C/N) soit de 40 dB. L’adjonction du bruit
seul (le canal étant idéal par ailleurs) induit un taux de distor-
sion de 9 %.
La figure 3 montre l’amélioration de la convergence et de l’état
stable obtenus avec la nouvelle structure. En effet, le taux de
distorsion après convergence est voisin de celui que l’on aurait
atteint avec le bruit seul.
Dans un deuxième temps, nous avons cherché à quantifier le
gain en terme de sélectivité (capacité d’un récepteur à faire la
discrimination entre un signal utile et des signaux interférents)
apporté par un égaliseur. Pour cela, le signal utile est brouillé
par un interférent sinusoïdal tel que le rapport signal utile sur
brouilleur soit de -20 dB. La figure 4 montre les déformations
dues au brouilleur en fonction de l’écart en fréquence.
L’égalisation permet une très nette amélioration de la sélectivi-
té, sauf dans le cas (extrême) où l’écart en fréquence est nul. On
remarque par ailleurs que les performances du CMA et de la
nouvelle structure sont voisines. Lorsque l’écart de fréquence
est faible (< 50 kHz), les égaliseurs ne parviennent pas à sup-
primer entièrement le brouilleur, phénomène qui avait déjà été
observé et expliqué par Treichler [3].
6. Conclusions
Finalement, nous pouvons mettre en évidence les points
suivants :
- dans le cas d’une propagation par multitrajets, la nou-
velle structure permet d’égaliser plus efficacement le canal
qu’un égaliseur transverse, tout en  évitant le problème des
minima stables et non désirables.
- tout comme le CMA classique, le nouvel égaliseur amé-
liore très nettement les performances en terme de sélectivité
d’un récepteur à modulation de fréquence.
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Figure 2 : schéma bloc d’un CMA-DFE
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Figure 3 : comparaison du comportement de l’EPR avec le CMA
transverse
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Figure 4 : gain en sélectivité par égalisation
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