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Naslov: Analiza podatkov pacientov z Alzheimerjevo boleznijo z metodami
strojnega ucˇenja
Avtor: Igor Murgic´
Cilj diplomske naloge je analiza podatkov bolnikov z Alzheimerjevo boleznijo
in uporaba napovednih modelov, zgrajenih z metodami strojnega ucˇenja.
Zbrane podatke smo analizirali in poiskali zakonitosti med atributi. Atribute
podatkov smo predstavili v obliki neusmerjenega grafa. Z uporabo zgraje-
nih modelov smo med atributi poiskali najpomembnejˇse in zavrgli tiste, ki
so povzrocˇali prekomerno prileganje. Tako dobljene modele smo testirali s
pomocˇjo precˇnega preverjanja in dobili rezultate tocˇnosti modela. Zgrajeni
modeli in primerjave med njimi so pokazale izstopanja nekaterih atributov,
ki bi nam z manj preiskavami omogocˇili enostavnejˇso in hitrejˇso postavitev
diagnoze same bolezni. Izlocˇanje preiskav za zdravnike ni smiselno, saj jim
povedo marsikaj o stanju bolnika. Lahko pa bi prilagodili vrstni red preiskav
in s tem hitreje postavili diagnozo.
Kljucˇne besede: strojno ucˇenje, Alzheimerjeva bolezen, analiza podatkov,
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The aim of the diploma thesis is to analyze the data concerning patients with
Alzheimer’s disease and to use the predictive models constructed through
machine learning methods. The collected data was analyzed and the laws
between attributes were defined. The data attributes were presented in the
form of an undirected graph. The most relevant attributes were determined
using the constructed models, the attributes that caused overfitting were
eliminated. The models thus obtained were tested through cross-validation
and the accuracy of each model was calculated. The constructed models and
the comparisons between them showed that certain attributes were more
distinctive than others. These attributes would enable us to simplify and
expedite the establishment of the diagnosis of the disease, conducting fewer
tests. Doctors deem the elimination of certain tests unreasonable, though,
since a lot of information on the patient’s condition can be deduced from
them. We could, however, modify the sequence of the tests, which would
lead to more rapid establishment of the diagnosis.
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Alzheimerjeva bolezen je nevrodegenerativna bolezen, katere znaka sta de-
menca in izguba kognitivnih funkcij [27]. Poimenovana je po nemsˇkem psi-
hiatru in patologu Aloisu Alzheimerju [20]. Obstaja vecˇ oblik Alzheimerjeve
bolezni, ki jih locˇimo glede na napredek bolezni [23]. Bolezen se najpogosteje
razvije po 65. letu starosti in predstavlja 70 % vseh oblik demence. Leta
2016 je z Alzheimerjevo boleznijo zˇivelo 47 milijonov ljudi po vsem svetu [4].
Porocˇilo organizacije Alzheimer’s Disease International (ADI) navaja, da bo
do leta 2050 ta sˇtevilka narasla na vecˇ kot 130 milijonov [4]. Strosˇke zdra-
vljenja bolezni po vsem svetu ocenjujejo na vecˇ kot 800 milijard ameriˇskih
dolarjev [4]. V Sloveniji je v letu 2012 z Alzheimerjevo boleznijo zˇivelo pri-
blizˇno 32000 ljudi, kar predstavlja vecˇ kot 1,5 % prebivalstva drzˇave [1].
Za odkrivanje bolezni se uporablja slikanje mozˇganov z magnentno reso-
nanco in sˇtudije biolosˇkih kazalcev [12]. Vzroke bolezni pripisujejo genetskim
faktorjem in boleznim srca in ozˇilja. Zdravila za Alzheimerjevo bolezen tre-
nutno ni, obstajajo pa zdravila za lajˇsanje bolezni, ki zavirajo propad zˇivcˇnih
celic in s tem preprecˇujejo napredovanje bolezni za 6 do 12 mesecev [28]. Za
zaviranje delovanja encima acetilholinesteraze, ki razgrajuje acetilholin, ki ga
zˇivcˇne celice uporabljajo za prenasˇanje signalov, se uporabljajo zdravila do-
nepezil, rivastigmine in galantamine [26]. Alzheimerjeva bolezen posˇkoduje
mozˇganske celice, ki posledicˇno prekomerno izlocˇajo aminokislino, imeno-
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vano glutamat [11]. Zdravilo memantin zavira izlocˇanje glutamata in tako
preprecˇuje nadaljnje posˇkodbe mozˇganskih celic [11].
Namen diplomske naloge je zbrati in analizirati zbrane podatke o Alzhei-
merjevi bolezni iz vecˇ virov, poiskati zakonitosti v podatkih in na podlagi
ugotovitev zgraditi model, ki bi nam z dolocˇeno verjetnostjo povedal ali gre
za primer bolnika z Alzheimerjevo boleznijo. Z zmanjˇsanjem sˇtevila testov
potrebnih za diagnozo bolezni ali prilagajanjem njihovega vrstnega reda, bi
omogocˇili hitrejˇse diagnosticiranje bolnikov. Zgodnja diagnoza bolezni bi
omogocˇila bolnikom uspesˇnejˇse zdravljenje in preprecˇevala napredek bolezni.
Priprava podatkov vkljucˇuje obravnavo manjkajocˇih podatkov in trans-
formacijo nekaterih atributov. Z izracˇunom korelacij smo poiskali povezave
med atributi. Za gradnjo in preverjanje modelov smo uporabili algoritme
nadzorovanega in nenadzorovanega strojnega ucˇenja. Uporabili smo metode
redukcije dimenzij podatkov za zmanjˇsanje sˇtevila atributov in poiskali naj-
pomembnejˇse atribute. Rezultate posameznih metod smo predstavili v obliki
grafov, slik in tabel.
Diplomsko delo je strukturirano na naslednji nacˇin:
• kratek uvod v tematiko naloge
• opis podatkov (poglavje 2)
• opis metod uporabljenih pri raziskovanju (poglavje 3)
• podroben opis rezultatov (poglavje 4)
• zakljucˇek z glavnimi ugotovitvami (poglavje 5).




Pridobljeni podatki za analizo izvirajo iz treh virov. Prva zbirka podatkov
(ADNIDS) je del podatkovne baze bolnikov Alzheimer’s Disease Neuroima-
ging Initiative cohort (ADNI), natancˇneje ADNIMERGE tabele, ki je del
ADNIMERGE R podatkovne zbirke [12].
Drugi vir podatkov (NMDS) je pridobljen iz analize arhiviranih vzorcev
krvne plazme, raziskava katerih je opisana v cˇlanku z naslovom Classification
and prediction of clinical Alzheimer’s diagnosis based on plasma signaling
proteins [27].
Zadnja podatkovna zbirka (ADDS) vsebuje splosˇne podatke bolnikov in
rezultate kognitivnih testov Klinike za nevrologijo in psihiatrijo Novi Sad, ki
so opisani v naslednjih odstavkih [18]. Med atributi podatkovne zbirke smo
na osnovi sklopov preiskav dolocˇili 13 skupin.
Tabela 2.1 prikazuje sˇtevilo stolpcev in primerov posamezne podatkovne
zbirke. Atributi, ki niso vsebovali vrednosti ali le te niso ustrezale, so bili pri
raziskovanju izpusˇcˇeni.
ADNIDS NMDS ADDS
Sˇtevilo vrstic (primerov) 919 176 85
Sˇtevilo stolpcev (atributov) 50 121 146




ADNIDS vsebuje 919 primerov in 50 atributov v treh vecˇjih skupinah [12].
Prva skupina vsebuje osebne podatke pacienta, podatke o kraju in datumu
meritev in diagnozo bolezni. Diagnoza same bolezni je opisana s petimi
kategorijami:
• kognitivno normalen (CN) (188 primerov)
• skrb vzbujajocˇa sprememba spomina (SMC) (106 primerov)
• zgodnje lazˇje kognitivno poslabsˇanje (EMCI) (310 primerov)
• pozno lazˇje kognitivno poslabsˇanje (LMCI) (165 primerov)
• Alzheimerjeva bolezen (AD) (150 primerov).
Podatki vsebujejo 481 primerov mosˇkih in 438 zˇensk, katerih povprecˇna sta-
rost je priblizˇno 73 let.
Druga skupina vsebuje podatke biolosˇkih meritev ali potencialnih biolosˇkih
oznacˇevalcev, ki so genetske variacije gena APOE4, rezultati pozitronsko
emisijske tomografije (PET) in podatki magnetne resonance [12, 13]. APOE4
je protein cerebrospinalne tekocˇine in predstavlja do sedaj najvecˇjo znano
potencialno genetsko mozˇnost obolenja za Alzheimerjevo boleznijo pri raznih
etnicˇnih skupinah[12, 7].
Tretja skupina vsebuje z vprasˇalniki in testi pacientov pridobljene klinicˇne
meritve in teste, ki opisujejo kognitivno in psiho-nevrolosˇko stanje bolnikov
[12, 13].
Testi in meritve so:
• lestvica ocene Alzheimerjeve bolezni (ADAS13)
ADAS13 se uporablja pri klinicˇnem preizkusˇanju zdravil za Alzheimer-
jevo bolezen [9].
• Mini Mental State Examination (MMSE)
MMSE vsebuje 11 vprasˇanj oziroma meritev, ki sistematsko ocenju-
jejo mentalno stanje bolnika [19, 13]. Ta vprasˇanja pokrivajo po-
drocˇja kognitivnih funkcij, ki so orientacija, prepoznavnost, pozornost,
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preracˇunljivost, spomin in jezik [19]. Vprasˇalnik je kratek, zato je zelo
prakticˇen za ocenjevanje bolezni.
• Rey Auditory Verbal Learning Test (RAVLT)
Test temelji na ocenjevanju verbalnih sposobnosti in spomina. Pacient
mora ponavljati sliˇsane besede v intervalih. Med nasˇtevanjem paci-
enta prekinejo in po cˇasovnem zamiku ponovno povprasˇajo po besedah
prejˇsnjega intervala [5].
• Functional Assessment Questionnaire (FAQ)
Vprasˇalnik vsebuje 10 kategorij vsakdanjih opravil in aktivnosti, ka-
tere se ovrednoti z od 0 do 3 tocˇkami glede na zmozˇnost samostojnega
opravljanja aktivnosti [17].
• Montreal Cognitive Assessment (MoCA)
MOCA je 10 minutni vprasˇalnik s 30 tocˇkami, pri katerem rezultat nad
26 tocˇk nakazuje normalne kognitivne sposobnosti pacienta [22, 29].
Ocenjuje in poudarja naloge prednjega dela mozˇganov [22, 29].
• Everyday Cognition (ECog)
ECog je vprasˇalnik o kognitivnih funkcijah (spomin, jezik, vizualno-
prostorske sposobnosti, planiranje, organiziranost), izpolnjen s strani
pacienta in sodelujocˇega partnerja [13].
ADNIDS je vseboval malo manj kot 4% manjkajocˇih vrednosti, natancˇneje
1802. Atribut
”
PIB bl“, pri katerem manjkajo vrednosti za vse primere, smo
izlocˇili. Dodatno so bili izlocˇeni tudi atributi, ki so vsebovali cˇasovne vredno-
sti tj. datume, atribut za identifikacijo primerov zbirke, identifikator lokacije
opravljanja testov in atributa, ki oznacˇujeta protokol zbiranja podatkov. Za
analizo smo uporabili 38 atributov.
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2.2 NMDS
NMDS zbirka podatkov vsebuje 176 primerov in 121 atributov [27]. Diagnoza
bolezni je v dani zbirki podatkov opisana z dvema kategorijama:
• Alzheimerjeva bolezen (AD) (64 primerov)
• nedementno stanje (NDC) (112 primerov)
Izbor atributov v NMDS temelji na predpostavki, da proces ki vodi do
Alzheimerjeve bolezni, povzrocˇa karakteristicˇne spremembe proteinov v krvi,
ki povzrocˇajo molekularne spremembe, specificˇne za bolezen [27]. Za razliko
od prve podatkovne zbirke, ta ni vsebovala manjkajocˇih vrednosti.
2.3 ADDS
Podatkovna zbirka vsebuje podatke klinicˇnih meritev in kognitivnih testov
bolnikov iz Republike Srbije [18]. ADDS vsebuje 85 primerov zbranih podat-
kov s 145 atributi, izmed katerih smo na podlagi samega imena atributa in
zacˇetnih korakov analize podatkovne zbirke, ki so pokazali, da atributa na-






uvrstili v 13 skupin, ki pripadajo naslednjim skupinam testov:
• ZnaciFokalnogOstecenja (14 atributov)
• Brojevi (4 atributi)
• QoLIspitanik (2 atributa)
• WCST (9 atributov)
• VerbalnaFluentnost (3 atributi)
• TMT (4 atributi)
• BNT (3 atributi)
• NPI (11 atributov)
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• MMSE (12 atributov)
• ACEIII (6 atributov)
• RAVLT (11 atributov)
• ROCF (3 atributi)
• ostalo (61 atributov).
12 skupin so dolocˇala imena atributov, ki so vsebovala enako predpono. V
zadnjo skupino smo uvrstili preostale atribute, ki niso bili razvrsˇcˇeni. Dia-
gnoza bolezni je v ADDS opisana s tremi razredi:
• Alzheimerjeva bolezen (A) (29 primerov)
• kontrolna skupina (C) (29 primerov)
• kognitivno poslabsˇanje (MC) (27 primerov).
ADDS je vseboval malo manj kot 5% (615) manjkajocˇih vrednosti, oznacˇenih
z znakom
”
?“, ki so bile nadomesˇcˇene z mediano atributa pri dolocˇeni manj-
kajocˇi vrednosti. Med primeri je bilo 25 mosˇkih in 60 zˇensk katerih povprecˇna
starost je bila nad 71 let. Skupini MMSE in RAVLT sta vsebovali podatke
testov, ki jih lahko najdemo tudi v ADNIDS. Pri skupini MMSE je podob-
nost z ADNIDS pri skupni oceni testa, medtem ko za skupino RAVLT nismo




Za analizo podatkov in gradnjo modelov s strojnim ucˇenjem smo uporabili
odprtokodni programski jezik Python, ki nam s pomocˇjo knjizˇnic, namenje-
nih analizi podatkov, strojnemu ucˇenju in vizualizaciji podatkov, omogocˇa
enostavno kodiranje in delo.
Scikit-learn je prostodostopna knjizˇnica, namenjena strojnemu ucˇenju v
Python-u [25]. Vsebuje sˇtevilne algoritme za nadzorovano in nenadzorovano
strojno ucˇenje. Scikit-learn uporablja visokonivojske ukaze in s tem omogocˇa,
da se osredotocˇimo na vsebino problema in ne zgolj na programiranje [25].
Za delo v okolju Windows smo uporabili paket ANACONDA (v.4.3.1), ki
zˇe vsebuje Python (v.3.5.2) in sˇtevilne knjizˇnice, potrebne za tovrstne analize.
Nekatere izmed knjizˇnic, uporabljenih predvsem za vizualizacijo podatkov,
je bilo potrebno nastaviti dodatno. Pri raziskovanju smo uporabili naslednje
Python knjizˇnice:
• SciPy (izracˇun korelacij) [10]
• Matplotlib (vizualizacije podatkov) [16]
• Scikit-learn (algoritmi strojnega ucˇenja) [25]
• Pandas (delo s podatki)
• Neo4j Python Driver (povezava z Neo4j bazo)
• Networkx (vizualizacija grafov)
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• Seaborn (vizualizacije podatkov).
Za delo s Python-om smo v povezavi z Bitbucket storitvijo za verzioniranje
uporabili razvojno okolje PyCharm.
Med vsemi pari atributov posamezne podatkovne zbirke smo izracˇunali
korelacije, jih uvozili v Neo4j grafno bazo in predstavili v obliki polnega
grafa, za vsako izmed podatkovnih zbirk posebej. Uporabili smo metodo hi-
erarhicˇnega grucˇenja in na podlagi podobnosti primerov ocenili pripadnost
primera ciljnemu razredu. Za nadzorovano strojno ucˇenje smo izbrali ustre-
zen klasifikator in preverili tocˇnost dobljenega modela z uporabo precˇnega
preverjanja. Sˇtevilo atributov smo zmanjˇsali na podlagi pomembnosti atri-
butov in uporabe algoritma za reduciranje problemskega prostora.
Za predstavitev atributov in korelacij med njimi smo uporabili Neo4j graf-
no bazo, ki nam preko spletnega vmesnika omogocˇa pregled in nadzor nad
podatkovno bazo.
3.1 Imputacija manjkajocˇih vrednosti in
izracˇun korelacij
Z imputacijo manjkajocˇih vrednosti podatkov se izognemo odstranjevanju
atributov ali primerov, katerih vrednosti niso podane. Nekateri algoritmi
strojnega ucˇenja zahtevajo popolnost podatkov. Da bi dolocˇili povezave atri-
butov, smo med njimi izracˇunali korelacije. Korelacije atributov nam poleg
mocˇi povezanosti atributov razkrijejo tudi razmerja med njimi.
3.1.1 Imputacija
Zacˇetni pregled podatkov je zahteval imputacijo manjkajocˇih vrednosti v
ADNIDS in ADDS, ki so bile med podatki zapisane z znakom
”
?“. Kjer
so se pojavile manjkajocˇe vrednosti atributa, smo jih nadomestili z medi-
ano. Pri branju vhodne datoteke s knjizˇnico Pandas smo kot parameter za
manjkajocˇe vrednosti podali znak
”
?“. Tako dobljen DataFrame je vseboval
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vrednosti NaN, ki smo jih z metodo fillna() enostavno nadomestili z uporabo
zˇelene metode tj. izracˇun mediane [2]. Da bi v analizo lahko vkljucˇili tudi
atribute z diskretnimi vrednostmi, smo jih transformirali. Pri tem smo upo-
rabili metodo get dummies(), ki v podanem DataFrame objektu transformira
diskretne atribute tako, da generira dodatne indeksne atribute [2]. Sˇtevilo
indeksnih atributov je odvisno od sˇtevila razredov diskretnega atributa.
Tabela 3.1 prikazuje primer transformacije atributa PTMARRY podat-
kovne zbirke ADNIDS. Generiranim atributom se dodelijo binarne vrednosti







































































Divorced 1 0 0 0 0
Married 0 1 0 0 0
Unknown 0 0 1 0 0
Widowed 0 0 0 1 0
Never married 0 0 0 0 1
Tabela 3.1: Transformacija diskretnega atributa PTMARRY podatkovne
zbirke ADNIDS
Atribut PTGENDER podatkovne zbirke ADNIDS, ki vsebuje podatek o
spolu bolnika, smo transformirali z zamenjavo diskretnih vrednosti v sˇtevil-
ske. Tabela 3.2 prikazuje transformacijo atributa PTGENDER, kjer so bile





Tabela 3.2: Transformacija diskretnega atributa PTGENDER podatkovne
zbirke ADNIDS
3.1.2 Izracˇun korelacij
Korelacija oziroma koeficient korelacije v statistiki predstavlja ali pozitivno
ali negativno povezanost dveh spremenljivk. Za statisticˇno analizo izbranih
podatkovnih zbirk smo izracˇunali Pearsonov in Spearmanov korelacijski ko-
eficient med atributi. Spremenljivke v izracˇunu koeficientov predstavljajo
atributi.
Pearsonov koeficient
Pearsonov koeficient korelacije nam pove, ali med spremenljivkama obstaja
linearna povezanost in kako mocˇna je le ta [6]. Koeficient lahko zavzame vre-
dnost na intervalu od -1 do 1, kjer 1 predstavlja popolno (funkcijsko) pozi-
tivno linearno povezanost, -1 negativno linearno povezanost in 0 da med spre-
menljivkama ne obstaja nikakrsˇna linearna povezanost. Pozitivna povezanost
pomeni narasˇcˇanje druge spremenljivke ob narasˇcˇanju prve in obratno, ne-
gativna povezanost pomeni zmanjˇsevanje druge spremenljivke ob narasˇcˇanju
prve. Enacˇba 3.1 prikazuje izracˇun Pearsonovega koeficienta korelacije, ki ga
izracˇunamo kot kolicˇnik med kovarianco spremenljivk in produktov standar-







Medtem, ko Pearsonov koeficient korelacije predpostavlja linearno poveza-
nost in normalno porazdelitev spremenljivk, Spearmanov koeficient korela-
cije ne vsebuje predpostavk o porazdelitvi spremenljivk [6]. Povezanost ali
razmerje dveh spremenljivk opisuje z monotono funkcijo in je neparametricˇna
metoda. Za izracˇun uporabimo range spremenljivk oziroma kvadrat razlike
med rangoma dveh spremenljivk.
Za izracˇun Pearsonovega in Spearmanovega koeficienta smo uporabili funk-
cijo pearsonr() in spearmanr() knjizˇnice Scipy, katerima kot parametra po-
damo spremenljivki oziroma vektorja za izracˇun [10]. Funkciji smo upora-
bili pri racˇunanju korelacij dveh posameznih atributov ob uvozu podatkov v
Neo4j grafno bazo. Izracˇun korelacijskih koeficientov nam omogocˇa tudi funk-
cija corr() knjizˇnice Pandas, kateri kot parameter podamo zˇeleno metodo za
izracˇun. Funkcija izracˇuna korelacijske koeficiente nad celotnim DataFrame
objektom za vse pare atributov, zato je bolj primerna pri racˇunanju korelacij
med vsemi pari atributov podatkovne zbirke.
Za podatkovne zbirke, ki so vsebovale veliko sˇtevilo atributov (ADDS in
NMDS), smo prikaz korelacij na toplotnem grafu zaradi preglednosti prikaza
omejili z dolocˇeno vrednostjo mocˇi korelacije. Mocˇ korelacije smo primerjali
glede na absolutno vrednost.
3.1.3 Uvoz v Neo4j bazo grafov
Neo4j je grafom namenjena nerelacijska podatkovna baza, ki poudarja po-
vezave med vozliˇscˇi. Baza uporablja specificˇen jezik za poizvedbe imenovan
Cypher. Za povezavo z bazo smo uporabili knjizˇnico Neo4j Python Dri-
ver. Do Neo4j strezˇnika dostopamo preko lokalnega internetnega naslova,
kamor podamo uporabniˇsko ime in geslo. Atributi so v grafu predstavljeni
kot vozliˇscˇa, korelacije med atributi pa kot neusmerjene povezave. Ob vsaki
izracˇunani korelaciji smo v bazo vnesli vozliˇscˇi z imenoma atributov, za ka-
tera smo izracˇunali korelacijo med njima. Kreirani povezavi smo kot atribut
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podali Pearsonov in Spearmanov koeficient korelacije. Vozliˇscˇem smo za atri-
but dodali ime podatkovne zbirke, iz katere izhaja. V bazo smo vnesli 301
vozliˇscˇe in 17996 povezav med njimi. Vsaka izmed podatkovnih zbirk je tako
predstavljena v obliki polnega grafa.
3.2 Vizualizacija atributov v obliki grafa
Spletni vmesnik Neo4j baze za prikaz grafa uporablja force-directed algo-
ritem knjizˇnice D3.js [24], zato ni primeren za prikaz zaporedja grafov ob
spreminjajocˇi se meji Spearmanove korelacije. Algoritem poskusˇa pozicio-
nirati vozliˇscˇa tako, da so povezave med vozliˇscˇi kar se da kratke in se ne
prekrivajo med seboj. Posledicˇno ob dodajanju vozliˇscˇ in povezav med njimi
ta spreminjajo pozicijo.
Neo4j podpira samo usmerjene povezave med vozliˇscˇi, zato smo za pri-
kaz zaporedja grafov uporabili knjizˇnico NetworkX 1.11 [15]. Knjizˇnica je
prostodostopna in nam omogocˇa preucˇevanje grafov in omrezˇij.
Podatke za izris grafa z uporabo NetworkX knjizˇnice smo uvozili iz Neo4j
baze. Tako dobljen graf nam omogocˇa veliko vecˇ svobode pri vizualizaciji,
med drugim tudi nastavljanje pozicij vozliˇscˇ, zato je tak nacˇin glede na spre-
minjajocˇo se stopnjo Spearmanove korelacije veliko bolj primeren za prikaz
grafa. Barve vozliˇscˇ smo dolocˇili glede na podatkovni vir. Modra vozliˇscˇa
predstavljajo atribute ADNIDS, rdecˇa vozliˇscˇa atribute NMDS in zelena vo-
zliˇscˇa atribute ADDS. Povezavam smo dodali atribut s stopnjo Spearmanove
korelacije in jih izrisali kot oznake na povezavi.
3.3 Hierarhicˇno grucˇenje
Hierarhicˇno grucˇenje smo uporabili z namenom, da bi na podlagi podobnosti
primerov kreirali grucˇe in glede na vecˇinski razred in distribucijo primerov
grucˇe ocenili uspesˇnost grucˇenja. Dobljeni rezultati bi pokazali, kako dobro
lahko locˇimo primere po podobnosti glede na vrednost ciljnega razreda.
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Iskanje grucˇ je postopek, ki nam omogocˇi vpogled v hierarhijo podatkov,
ki jo zgradimo z zdruzˇevanjem grucˇ. Pri raziskovanju smo uporabili princip
od spodaj navzgor, kjer na zacˇetku vsak primer predstavlja grucˇo, ki jo
zatem zdruzˇujemo v vecˇje grucˇe po dolocˇenem pravilu oziroma kriteriju. Za
zdruzˇevanje grucˇ smo uporabili Ward-ovo metodo oziroma kriterij minimalne
variance. Pri vsakem koraku zdruzˇevanja iˇscˇemo grucˇi, katerih zdruzˇevanje
najmanj vpliva na varianco znotraj grucˇe [21]. Hierarhijo dobljenih grucˇ smo
predstavili z dendrogramom. Za izris dendrograma smo uporabili funkcijo
dendrogram() knjizˇnice SciPy [10].
3.3.1 Precˇno preverjanje grucˇenja
Preverjanje tocˇnosti dobljenega modela hierarhicˇnega grucˇenja smo realizi-
rali z deljenjem primerov na ucˇno in testno mnozˇico, kjer smo za klasifikator
dolocˇili distribucijo primerov po razredih. Uporabili smo metodo Agglomera-
tiveClustering() knjizˇnice Scikit-learn za pridobivanje grucˇ [25]. Primere smo
razdelili v ucˇno in testno mnozˇico v razmerju 9 : 1, kar pomeni 10-kratno
gradnjo modela in testiranje oziroma 10-kratno precˇno preverjanje. S pri-
meri ucˇne mnozˇice smo zgradili model in za vsako grucˇo izracˇunali centroid.
Vsaki izmed grucˇ smo glede na distribucijo primerov grucˇe dolocˇili vecˇinski
razred. Zatem smo za vsakega izmed testnih primerov pridobili razdalje do
centroidov grucˇ ucˇne mnozˇice in tako dolocˇili, v katero spada.
Ob tem smo presˇteli primere, ki so bili pravilno napovedani, in tako pri-
dobili tocˇnost modela. Koncˇni rezultat smo izracˇunali kot srednjo vrednost
posameznega prehoda deljenja na ucˇne in testne primere.
3.4 Izbira klasifikatorja nadzorovanega
ucˇenja
Pri izbiri klasifikatorja smo se odlocˇali med:
• klasifikatorjem metode podpornih vektorjev (SVM - RBF jedro)
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Metoda z iskanjem prostora med vektorji primerov iˇscˇe hiperravnino in
tako klasificira primere.
• klasifikatorjem odlocˇitvenega drevesa
Klasifikacijski model gradi rekurzivno z deljenjem ucˇnih podatkov glede
na vrednosti atributa izbranega s statisticˇnim testom.
• klasifikatorjem nakljucˇnega gozda
Zgradi podano sˇtevilo klasifikatorjev odlocˇitvenih dreves in uporablja
povprecˇja za povecˇanje tocˇnosti modela.
• naivni Bayesov klasifikator
Uporablja algoritem naivnega Bayesa za klasifikacijo primerov, ki na
podlagi verjetnosti pripadanja primera razredu klasificira primere.
• klasifikator k-najblizˇjih sosedov
Klasifikator z uporabo metode najblizˇjih sosedov klasificira primere na
podlagi razdalje do ostalih primerov.
Zaradi enostavne interpretacije zgrajenega modela in izracˇunane najviˇsje
tocˇnosti za izbrane podatkovne zbirke smo kot klasifikatorja uporabili odlocˇi-
tvena drevesa in nakljucˇni gozd. Za izbrana klasifikatorja smo uporabili 10-
kratno precˇno preverjanje in izracˇunali srednjo vrednost tocˇnosti.
3.5 Odlocˇitvena drevesa
Odlocˇitvena drevesa so grafi, podobni drevesom, kjer vsako vozliˇscˇe predsta-
vlja test, vsaka veja izzid testa in vsak list oznako razreda [8]. Model, ki
ga dobimo z izgradnjo odlocˇitvenega drevesa, naj bi z uporabo pravil dolocˇil
ciljni razred primera. Odlocˇitveno drevo je primer nadzorovanega ucˇenja in
ne zahteva priprave podatkov, saj deluje nad numericˇnimi in diskretnimi vre-
dnostmi atributov. Zaradi lazˇje interpretacije in vizualizacije odlocˇitvenega
drevesa, ga je potrebno omejiti in dolocˇiti parametre za izgradnjo.
Diplomska naloga 17
Za gradnjo odlocˇitvenga drevesa in iskanje parametrov drevesa smo upo-
rabili knjizˇnico Scikit-learn [25]. Za ponovljivost rezultatov smo nastavili
generator nakljucˇnih sˇtevil. Scikit-learn za gradnjo odlocˇitvenega drevesa
uporablja optimizirano razlicˇico CART algoritma [25].
3.5.1 Optimizacija parametrov s precˇnim
preverjanjem
Za iskanje parametrov smo uporabili metodo nakljucˇnega iskanja s precˇnim
preverjanjem klasifikatorja. Za implementacijo smo uporabili metodo Rando-
mizedSearchCV() knjizˇnice Scikit-learn [25]. Pri nakljucˇnem iskanju podamo
interval iskanja za dolocˇen parameter. Parametri iskanja so:
• minimalno sˇtevilo primerov za razcep
• maksimalna globina drevesa
• minimalno sˇtevilo primerov v listu.
Za preverjanje smo uporabili interno 10-kratno precˇno preverjanje na ucˇni
mnozˇici. Izmed vseh kombinacij parametrov smo izbrali najboljˇse tri in z
njimi zgradili odlocˇitveno drevo, ki je bilo uporabljeno za klasifikacijo testne
mnozˇice. Najboljˇse kombinacije parametrov smo dolocˇili glede na rezultate
tocˇnosti modela.
3.5.2 Vizualizacija odlocˇitvenega drevesa
Knjizˇnica Scikit-learn nam omogocˇa, da zgrajeno drevo izvozimo v format
DOT. DOT je tekstovni opisni jezik, ki grafe izrisuje v hierarhiji. Strukturo
drevesa smo izvozili s funkcijo export graphviz() in drevo izrisali z uporabo
orodja Graphviz [14]. Listi drevesa vsebujejo sˇtevilo primerov in distribucijo
primerov po razredih. Vsako vozliˇscˇe drevesa poleg vsebine lista vsebuje sˇe
logicˇni pogoj, ki usmerja pot po drevesu.
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3.6 Nakljucˇni gozd
Nakljucˇni gozd zgradi podano sˇtevilo odlocˇitvenih dreves in uporabi pov-
precˇje za izboljˇsanje natancˇnosti predikcije. Za gradnjo modela nakljucˇnega
gozda smo pri vseh primerih uporabili 1000 odlocˇitvenih dreves in nasta-
vili parameter generatorja nakljucˇnih sˇtevil za ponovljivost rezultatov. Z
10-kratnim precˇnim preverjanjem smo preverili tocˇnost, preciznost, priklic,
izracˇunali srednjo vrednost in standardni odklon ter pridobili pomembnost
atributov. Za gradnjo nakljucˇnega gozda smo uporabili knjizˇnico Scikit-learn
[25].
3.6.1 Precˇno preverjanje z nakljucˇnim gozdom
Precˇno preverjanje smo realizirali s pomocˇjo vgrajene funkcije knjizˇnice Sci-
kit-learn cross val score(), kateri kot parametre podamo klasifikator za pre-
verjanje, ciljni razred oziroma vrednosti le tega in sˇtevilo ponovitev precˇnega
preverjanja [25]. Za deljenje podatkov na ucˇno in testno mnozˇico z uporabo
funkcije cross val score() nam ni potrebno skrbeti, saj za delitev poskrbi
funkcija sama [25]. Funkcija vrne ocene vsakega prehoda precˇnega prever-
janja v obliki matrike. Koncˇni rezultat tocˇnosti smo pridobili z izracˇunom
srednje vrednosti in standardnega odklona matrike ocen.
3.6.2 Pomembnost atributov
Da bi zgradili dober in hiter klasifikacijski model, moramo vedeti, kako po-
membni so atributi in katere izmed njih lahko odstranimo. Za pridobitev
pomembnosti atributov smo poleg pomembnosti atributov, ki nam jo vrne
nakljucˇni gozd, uporabili tudi metodo SelectKBest knjizˇnice Scikit-learn [25].
Pomembnost atributov nakljucˇnega gozda
Klasifikator nakljucˇnih dreves knjizˇnice Scikit-learn nam za atribute poda-
nih ucˇnih podatkov vrne pomembnosti le teh v obliki seznama. V seznamu
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se vedno nahajajo pomembnosti vseh atributov. Vecˇja kot je sˇtevilka za
posamezen atribut, bolj pomemben je.
Metoda SelectKBest
Metoda SelectKBest nam s pomocˇjo ocenjevalnih funkcij vrne zahtevano
sˇtevilo najbolje ocenjenih atributov. Za pridobivanje pomembnosti atributov
smo uporabili implementacijo funkcije SelectKBest() knjizˇnice Scikit-learn,
kateri kot parameter podamo ocenjevalno funkcijo in zˇeleno sˇtevilo najbolje
ocenjenih atributov [25].
Ocenjevalne funkcije metode SelectKBest(), ki jih lahko uporabimo pri
klasifikaciji so:
• chi2
Izracˇun hi-kvadrat testa med atributom in ciljnim razredom.
• f classif
Analiza variance.
• mutual info classif
Izracˇun informacijskega prispevka med atributom in ciljnim razredom
z entropijo.
Za ocenjevanje smo uporabili funkcijo mutual info classif [25].
3.6.3 Krivulja ucˇenja
Uspesˇnost klasifikatorja oziroma nasˇega modela, ki nam napove razred pri-
mera, merimo z razmerji med pravilno in napacˇno napovedanimi primeri.
Locˇimo pravilno pozitivne primere (TP - true positive), pravilno negativne
primere (TN - true negative), napacˇno pozitivne primere (FP - false posi-
tive) in napacˇno negativne primere (FN - false negative). Krivulja ucˇenja
je graf, na katerem prikazˇemo tocˇnost (angl. accuracy) napovedi v razmerju
z velikostjo problema oziroma sˇtevila atributov v ucˇnih podatkih. Tocˇnost
20 Igor Murgic´




TP + TN + FP + FN
(3.2)
Za ucˇenje smo uporabili nakljucˇni gozd s 1000 drevesi in 10-kratno precˇno
preverjanje za preverjanje modela. Pri inicializaciji klasifikatorja smo nasta-
vili tudi parameter nakljucˇnega generatorja sˇtevil za ponovljivost rezultatov.
Sˇtevilo atributov smo zmanjˇsevali glede na narasˇcˇajocˇi vrstni red pomemb-
nosti atributov, pridobljen z metodo SelectKBest. Postopek smo ponovili pri
obeh opisanih metodah za pridobivanje pomembnosti atributov. V vsaki ite-
raciji smo iz ucˇne mnozˇice odstranili posamezen atribut z najmanjˇso oceno
pomembnosti in izracˇunali srednjo vrednost rezultatov precˇnega preverja-
nja funkcije cross val score(). Ucˇne podatke smo predstavili v obliki Pandas
DataFrame objekta, ki omogocˇa preprosto odstranjevanje atributov in ma-
nipulacijo podatkov.
3.6.4 Preciznost in priklic
Preciznost (angl. precision) predstavlja razmerje med sˇtevilom pravilno po-
zitivno napovedanimi primeri in vsemi pozitivnimi primeri napovedi za ciljni





Priklic (angl. recall) predstavlja razmerje med pravilno pozitivnimi napo-






Za pridobivanje napovedi primerov smo uporabili funkcijo cross val pre-
dict() knjizˇnice Scikit-learn, kateri smo podali klasifikator, ucˇne podatke,
ciljni atribut in sˇtevilo prehodov precˇnega preverjanja [25]. Tako pridobljene
napovedi smo primerjali s pravilnimi napovedmi in izracˇunali preciznost in
priklic. Kot pri krivulji ucˇenja smo za klasifikator izbrali nakljucˇni gozd s
1000 drevesi v gozdu, uporabili 10-kratno precˇno preverjanje in nastavili ge-
nerator nakljucˇnih sˇtevil za ponovljivost rezultatov. Za izracˇun preciznosti
in priklica smo uporabili funkciji precision score() in recall score() knjizˇnice
Scikit-learn [25]. Preciznost in priklic smo izracˇunali po iteracijah odstranje-
vanja atributov glede na njihovo pomembnost. Pridobili smo jih z nakljucˇnim
gozdom in metodo SelectKBest. Ocene smo predstavili v obliki grafa s pari
krivulj preciznosti in priklica za vsak ciljni razred posebej.
Pri izracˇunu preciznosti in priklica za ADDS smo uposˇtevali tudi zaporedje
atributov po skupinah. Zaporedje skupin atributov smo dolocˇili glede na
najpomembnejˇsi atribut v skupini. Pomembnost atributov smo pridobili z
nakljucˇnim gozdom. V vsaki skupini smo oznacˇili najpomembnejˇsi atribut in
tako dobili zaporedje odstranjevanja skupin. Glede na pozicioniranje skupine
nerazvrsˇcˇenih atributov oziroma skupine ostalo smo locˇili tri primere:
• brez ostalih atributov
• ostali atributi kot skupina na koncu
• ostali atributi kot skupina.
Skupina nerazvrsˇcˇenih atributov je vsebovala 61 atributov.
3.6.5 Matrika napak
Matrika napak (angl. confusion matrix ) nam na graficˇen nacˇin predstavi
sˇtevilo pravilnih napovedi klasifikatorja. Velikost matrike je odvisna od
mozˇnih vrednosti ciljnega razreda. Matrika napak na osi x prikazuje na-
povedano vrednost ciljnega razreda, na osi y pa pravilno vrednost razreda.
Za ucˇenje nad podatki smo uporabili klasifikator nakljucˇnega gozda s 1000
drevesi in nastavili generator nakljucˇnih sˇtevil za ponovljivost rezultatov.
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Napovedi za posamezen primer smo pridobili s funkcijo cross val predict()
in uporabili 10-kratno precˇno preverjanje. Za izracˇun matrike napak smo
uporabili funkcijo confusion matrix() knjizˇnice Scikit-learn in jo izrisali s
knjizˇnico Matplotlib [25, 16]. Funkciji podamo pravilne vrednosti primerov
za ciljni razred, napovedane vrednosti in mozˇne vrednosti ciljnega razreda.
3.7 Redukcija problemskega prostora
Problemski prostor ali sˇtevilo atributov, ki jih vsebujejo analizirani podatki,
lahko pri visokem sˇtevilu pri strojnem ucˇenju predstavljajo problem. Z
zmanjˇsanjem problemskega prostora podatke lazˇje predstavimo in zmanjˇsa-
mo cˇas izvajanja algoritmov za pridobivanje modela. Pri vsem tem pazimo,
da izgubimo cˇim manj informacij. Problem redukcije problemskega prostora
lahko razdelimo na podrocˇje izbora atributov in ekstrakcije atributov. Pri iz-
boru atributov poiˇscˇemo podmnozˇico atributov in ostale zavrzˇemo, medtem
ko pri ekstrakciji atributov le te transformiramo v prostor z nizˇjo dimenzijo.
Za transformacijo podatkov smo uporabili metodo glavnih komponent in s
tem zmanjˇsali problemski prostor. Pri izboru atributov smo uposˇtevali rezul-
tate pomembnosti atributov. Analiza ni pokazala performancˇnih problemov
izvajanja algoritmov, ker ucˇni podatki niso vsebovali veliko primerov.
3.7.1 Algoritem PCA
Namen metode glavnih komponent je iz podatkov izvlecˇi pomembne informa-
cije in jih predstaviti z novimi ortogonalnimi spremenljivkami, imenovanimi
glavne komponente [3]. Za implementacijo smo uporabili algoritem PCA
knjizˇnice Scikit-learn v povezavi s cevovodi [25]. S cevovodom enostavno
povezˇemo operacije transformacij atributov in klasifikator. Uporabili smo
10-kratno precˇno preverjanje ob uporabi izcˇrpnega iskanja, kjer je bil podan
parameter sˇtevilo glavnih komponent algoritma PCA. Kot klasifikator smo
uporabili nakljucˇni gozd s 1000 iteracijami in nastavili generator nakljucˇnih
sˇtevil za ponovljivost rezultatov. Postopek smo ponovili za vsa mozˇna sˇtevila
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Rezultate opisanih metod, ki smo jih uporabili pri raziskovanju, smo pred-
stavili v obliki tabel, slik in grafov. Opis vsebuje primerjave rezultatov med
posameznimi podatkovnimi zbirkami. Pri vsakem izmed poglavij smo do-
bljene rezultate poskusˇali pojasniti in ocenili kakovost dobljenih rezultatov.
4.1 Korelacije med atributi
Rezultate izracˇuna Spearmanovih korelacij posamezne podatkovne zbirke
smo predstavili v obliki tabele z desetimi najmocˇneje koreliranimi atributi,
ki so razvrsˇcˇeni v padajocˇem vrstnem redu glede na absolutno vrednost ko-
relacije. Mocˇi korelacij, pridobljene s knjizˇnico Pandas, smo primerjali z
vrednostmi iz Neo4j grafne baze in jih predstavili s toplotnim grafom. Na
slikah toplotnih grafov so visoko pozitivno korelirani atributi oznacˇeni s te-
mno rdecˇo barvo, visoko negativno korelirani atributi pa s temno modro
barvo.
Tabela 4.1 prikazuje deset najmocˇneje koreliranih atributov ADNIDS.
Opazimo lahko mocˇno povezanost ocene ADAS in povezanost atributov testa
Everday Cognition (ECog), kjer so atributi posameznega podrocˇja kognitiv-
nih funkcij mocˇno povezani z rezultatom celotnega testa.
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Atribut Atribut Mocˇ korelacije
ADAS11 bl ADAS13 bl 0.963
EcogSPMem bl EcogSPTotal bl 0.939
EcogSPLang bl EcogSPTotal bl 0.876
EcogPtMem bl EcogPtTotal bl 0.873
EcogSPDivatt bl EcogSPTotal bl 0.863
EcogPtLang bl EcogPtTotal bl 0.863
EcogSPPlan bl EcogSPTotal bl 0.861
EcogSPOrgan bl EcogSPTotal bl 0.835
WholeBrain bl ICV bl 0.803
EcogPtDivatt bl EcogPtTotal bl 0.798
Tabela 4.1: Korelacije atributov ADNIDS
Tabela 4.2 prikazuje deset najmocˇneje koreliranih atributov NMDS. Mocˇ
korelacij pri NMDS je v primerjavi z ostalima podatkovnima zbirkama opazno
manjˇsa.
Atribut Atribut Mocˇ korelacije
BMP-4 1 BMP-6 1 0.716
IL-13 1 IL-15 1 0.674
NT-4 1 OSM 1 0.654
Fit-3 Ligand 1 Fractalkine 1 0.647
BMP-6 1 CNTF 1 0.643
IGF-1 SR IL-1R4 /ST2 1 0.640
AXL 1 bFGF 0.639
Fit-3 Ligand 1 GCP-2 1 0.630
BMP-4 1 CNTF 1 0.615
GCP-2 1 IL-13 1 0.613
Tabela 4.2: Korelacije atributov NMDS
Tabela 4.3 prikazuje deset najmocˇneje koreliranih atributov ADDS. Razlog
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FluktuacijaKognicije“ je ta, da je vrednost obeh atributov le pri enem pri-
meru razlicˇna od nicˇ. Opazimo lahko mocˇno koreliranost med atributi testa
”






OdrzavanjaKonceptualnogNivoa“ opazimo negativno povezanost. Ob upadu
konceptualnega nivoja se sˇtevilo napacˇnih odgovorov povecˇa, kar pojasnjuje
negativno povezanost med atributoma.
Atribut Atribut Mocˇ korelacije
DezinhibicijaPonasanja FluktuacijaKognicije 1











Tabela 4.3: Korelacije atributov ADDS
Tabela 4.4 prikazuje sˇtevilo atributov posamezne podatkovne zbirke, glede
na interval mocˇi povezanosti. Atribut je bil uvrsˇcˇen v dolocˇen interval glede
na absolutno vrednost maksimalne mocˇi korelacije z ostalimi atributi. Pri
ADDS opazimo, da 17 atributov nima nikakrsˇne povezanosti z ostalimi.
Vecˇina atributov NMDS pripada srednjemu intervalu povezanosti, kar po-
jasni opazno manjˇse mocˇi korelacij med desetimi najmocˇneje koreliranimi
















0,00 ni povezanosti 2 0 17
[0.01, 0.2) neznatna povezanost 0 0 0
[0.20, 0.4) nizka/sˇibka povezanost 1 26 24
[0.40, 0.7) srednja/zmerna povezanost 13 92 57
[0.70, 0.9) visoka/mocˇna povezanost 18 2 33
[0.90, 1) zelo visoka/mocˇna povezanost 4 0 10
1 popolna (funkcijska) povezanost 0 0 2
Tabela 4.4: Sˇtevilo atributov z maksimalno mocˇjo korelacije po intervalih
mocˇi povezanosti posamezne podatkovne zbirke
Slika 4.1 prikazuje primer vizualizacije korelacij atributov ADNIDS, za
katero smo uporabili toplotni graf knjizˇnice Seaborn. Na toplotnem grafu so
predstavljeni vsi atributi podatkovne zbirke ADNIDS, ki so bili uposˇtevani
pri analizi. Z modro barvo so oznacˇene negativne korelacije, z rdecˇo barvo
pa pozitivne. Opazimo lahko vecˇja temno rdecˇa in temno modra obmocˇja,
kjer so korelacije med atributi visoke. Pricˇakovano se kvadratna obmocˇja
atributov, ki pripadajo posameznem testu, obarvajo intenzivnejˇse. Izstopajo
atributi testa Everyday Cognition (ECog), ki ocenjuje kognitivne funkcije.
Med atributi testa opazimo dve vecˇji skupini, ki ju lahko pojasnimo z nacˇinom
ocenjevanja, ki vkljucˇuje ocenjevanje pacienta in sodelujocˇega partnerja. Pri
atributih testa Everyday Cognition za sodelujocˇega partnerja opazimo mocˇno
koreliranost z lestvico ADAS in mocˇno negativno koreliranost s testi RAVLT,
medtem ko so pri atributih pacienta korelacije sˇibkejˇse.
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Slika 4.1: Toplotni graf korelacij atributov ADNIDS
Toplotni graf 4.2 prikazuje korelacije NMDS za atribute, pri katerih je
maksimalna vrednost korelacija mocˇi vecˇja od 0,5. Pri tem smo uposˇtevali
mocˇ korelacije po absolutni vrednosti. Prikaz na toplotnem grafu smo zaradi
prevelikega sˇtevila atributov podatkovne zbirke omejili.
Na sliki 4.2 lahko opazimo dve vecˇji skupini atributov glede na pozitivne
mocˇi korelacij (podrocˇja rdecˇe barve). Prva skupina se nahaja v levem zgor-
njem kotu, kar predstavlja priblizˇno 2
3
atributov na sliki. Druga skupina se
nahaja v spodnjem desnem kotu. Vecˇina atributov iz prve in druge skupine
ima negativne mocˇi korelacij, kar lahko opazimo kot vecˇje modro obmocˇje v
spodnjem levem kotu.
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Slika 4.2: Toplotni graf korelacij atributov NMDS
Toplotni graf 4.3 prikazuje korelacije ADDS za atribute, pri katerih je
maksimalna vrednost korelacija mocˇi vecˇja od 0,6. Pri tem smo uposˇtevali
mocˇ korelacije po absolutni vrednosti. Sˇtevilo atributov smo zaradi jasnosti
prikaza na toplotnem grafu omejili. Pri ADDS toplotnem grafu smo imena
atributov zaradi dolocˇenih skupin uredili po abecednem vrstnem redu glede
na ime atributa. Tako lahko opazimo skupine atributov pripadajocˇih testov,
ki se ob diagonali grafa na sliki odrazˇajo kot vecˇja obmocˇja rdecˇe barve.
Obmocˇja rdecˇe barve, ki so oddaljena od diagonale, predstavljajo korelacije
med skupinami testov.
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Slika 4.3: Toplotni graf korelacij atributov ADDS
4.1.1 Grafi korelacij
Grafe atributov in korelacij med njimi smo izrisali v vmesniku grafne baze
Neo4j in z uporabo knjizˇnice Matplotlib [16].
Slika 4.4 prikazuje primer grafa v spletnem vmesniku baze Neo4j, kjer je
stopnja korelacije viˇsja od 0,7 za ADNIDS. Opazimo, da so povezave med
vozliˇscˇi usmerjene, zato tak nacˇin prikaza grafa ne ustreza.
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Slika 4.4: Spletni vmesnik grafne baze Neo4j za atribute ADNIDS
Slika 4.5 prikazuje primere grafov izrisanih s knjizˇnice matplotlib, kjer sto-
pnje korelacije sledijo intervalu od 0,9 do 0,6 s korakom 0,1 za posamezen
graf od zgoraj navzdol. Rdecˇa vozliˇscˇa predstavljajo atribute ADNIDS, mo-
dra vozliˇscˇa NMDS in zelena vozliˇscˇa ADDS. Pri zaporedju grafov za NMDS
se zaradi nizko koreliranih atributov vozliˇscˇa izriˇsejo sˇele na grafu, kjer so
stopnje korelacije viˇsje od 0,7. Opazimo, da so povezave med vozliˇscˇi neu-




Slika 4.5: Grafi atributov in korelacij posamezne podatkovne zbirke, izrisani
s knjizˇnico Matplotlib
4.2 Rezultati hierarhicˇnega grucˇenja
Pridobljeno hierarhijo grucˇenja smo predstavili z dendrogramom. Pri dolo-
cˇanju sˇtevila grucˇ smo uposˇtevali smiselno sˇtevilo grucˇ in velikosti razdalj
med grucˇami v hierarhiji.
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4.2.1 Hierarhija ADNIDS
Dendrogram na sliki 4.6 prikazuje dobljeno hierarhijo grucˇ ADNIDS z upo-
rabo Ward-ove metode. Ker ADNIDS vsebuje preveliko sˇtevilo primerov za
prikaz, smo oznake primerov odstranili. Na sliki opazimo, da se grucˇe hie-
rarhije zdruzˇujejo na zelo veliki razdalji. Hierarhijo grucˇ smo prerezali na
razdalji 623000 in tako dobil 13 grucˇ obarvanih vsaka s svojo barvo. Prerez
oznacˇuje cˇrna horizontalna cˇrta na sliki. Oznake razdalj, na kateri se zdruzˇita
grucˇi, smo zaradi jasnosti prikaza dendrograma prikazali nad dolocˇeno mejo.
Slika 4.6: Dendrogram za ADNIDS z uporabo Ward-ove metode
zdruzˇevanja grucˇ
Tabela 4.5 prikazuje distribucijo primerov grucˇ, vecˇinski razred grucˇe in
cˇistost grucˇe, izracˇunano glede na vecˇinski razred grucˇe. Oznake grucˇ sledijo
vrstnemu redu grucˇ dendrograma 4.6 od leve proti desni. Opazimo da zgra-
jena hierarhija vsebuje grucˇe z nizko cˇistostjo glede na vecˇinski razred, zato
lahko zakljucˇimo, da postopek hierarhicˇnega grucˇenja na osnovi podobnosti
med primeri ne najde pravih povezav med podobnostjo in razredom.
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Grucˇa
Distribucija primerov Vecˇinski Cˇistost
[AD/CN/EMCI/LMCI/SMC] razred grucˇe
1 20/21/23/14/6 EMCI ≈ 27 %
2 10/27/34/15/17 EMCI ≈ 33 %
3 21/14/19/12/4 AD ≈ 30 %
4 20/8/21/10/4 EMCI ≈ 33.3 %
5 6/3/4/7/2 LMCI ≈ 31.8 %
6 3/1/2/3/2
7 17/11/14/13/4 AD ≈ 28.8 %
8 8/18/41/10/9 EMCI ≈ 47.7 %
9 5/10/23/10/14 EMCI ≈ 37 %
10 2/14/25/15/9 EMCI ≈ 38.5 %
11 16/28/40/20/17 EMCI ≈ 33 %
12 14/6/17/16/5 EMCI ≈ 29.3 %
13 8/27/47/20/13 EMCI ≈ 40.9 %
Tabela 4.5: Distribucija sˇtevila primerov ciljnega razreda ADNIDS po
hierarhiji grucˇenja
S precˇnim preverjanjem hierarhicˇnega grucˇenja smo dobili ≈ 18.5 % tocˇ-
nost, kjer smo prav tako uposˇtevali hierarhijo 13 grucˇ.
4.2.2 Hierarhija NMDS
Slika 4.7 prikazuje izris dendrograma za NMDS. Dendrogram smo razrezali
na razdalji 23 in tako dobili sˇest grucˇ. Vsaka grucˇa je predstavljena s svojo
barvo. Razrez oznacˇuje cˇrna horizontalna cˇrta na sliki 4.7.
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Slika 4.7: Dendrogram za NMDS z uporabo Ward-ove metode zdruzˇevanja
grucˇ
Tabela 4.6 prikazuje sˇtevilo primerov posamezne grucˇe glede na ciljni ra-
zred. Sˇtevilke grucˇ oznacˇujejo zaporedje grucˇ na dendrogramu 4.7 od leve
proti desni. V sˇtirih grucˇah kot vecˇinski razred nastopajo primeri, ki imajo
vrednost ciljnega razreda
”




Distribucija primerov Vecˇinski Cˇistost
[AD / other] razred grucˇe
1 6 / 16 other ≈ 73 %
2 8 / 41 other ≈ 84 %
3 32 / 16 AD ≈ 67 %
4 0 / 7 other 100 %
5 17 / 1 AD ≈ 94 %
6 1 / 31 other ≈ 97 %
Tabela 4.6: Distribucija sˇtevila primerov ciljnega razreda NMDS po
hierarhiji grucˇenja
Cˇistost posamezne grucˇe v tabeli 4.6 smo izracˇunali glede na vecˇinski ra-
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zred grucˇe. Ob predpostavki, da kot klasifikator uporabimo distribucijo pri-
merov po grucˇah, smo izracˇunali ≈ 85.5 % tocˇnost, ki smo jo izracˇunali kot
povprecˇje cˇistosti grucˇ.
S precˇnim preverjanjem hierarhicˇnega grucˇenja smo dobili ≈ 88.9 % tocˇ-
nost, kjer smo prav tako uposˇtevali hierarhijo sˇestih grucˇ.
4.2.3 Hierarhija ADDS
Slika 4.8 prikazuje hierarhijo grucˇ za ADDS, dobljeno z uporabo Ward-ove
metode. Prerez, ki ga oznacˇuje cˇrna horizontalna cˇrta na sliki dendrograma,
smo dolocˇili na razdalji 290 in dobili devet grucˇ. Na sliki lahko opazimo, da
se dve izmed dobljenih grucˇ glede na zdruzˇevanje ostalih grucˇ zdruzˇita na
dokaj veliki razdalji.
Slika 4.8: Dendrogram za ADDS z uporabo Ward-ove metode zdruzˇevanja
grucˇ
Tabela 4.7 prikazuje distribucijo primerov posamezne grucˇe. Oznake grucˇ
sledijo zaporedju, dobljenem pri hierarhicˇnem grucˇenju na sliki 4.8, od leve
proti desni. Za vsako grucˇe smo dolocˇili vecˇinski razred grucˇe in izracˇunali
cˇistost grucˇe. Popolna cˇistost dveh grucˇ primerov Alzheimerjeve bolezni
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nakazuje, da lahko na podlagi podobnosti zelo dobro locˇimo primere Alzhei-
merjeve bolezni od ostalih.
Grucˇa
Distribucija primerov Vecˇinski Cˇistost
[A/C/MC] razred grucˇe
1 4/2/2 A 50 %
2 3/0/0 A 100 %
3 7/0/0 A 100 %
4 1/1/1
5 1/1/2 MC 50 %
6 1/0/2 MC ≈ 33.3 %
7 3/13/9 C 52 %
8 8/2/4 A ≈ 57 %
9 1/10/7 C ≈ 55.6 %
Tabela 4.7: Distribucija sˇtevila primerov ciljnega razreda ADDS po
hierarhiji grucˇenja
S precˇnim preverjanjem hierarhicˇnega grucˇenja smo dobili ≈ 55.6 % tocˇ-
nost, kjer smo prav tako uposˇtevali hierarhijo devetih grucˇ.
4.2.4 Povzetek rezultatov grucˇenja
Tabela 4.8 prikazuje rezultate hierahicˇnega grucˇenja s precˇnim preverjanjem,
kjer smo uposˇtevali sˇtevilo grucˇ hierarhije posamezne podatkovne zbirke.
Opazimo, da tocˇnost upada z narasˇcˇanjem sˇtevila grucˇ. Najviˇsjo tocˇnost






ADNIDS 13 ≈ 18.5 %
NMDS 6 ≈ 88.9 %
ADDS 9 ≈ 55.6 %
Tabela 4.8: Rezultati tocˇnosti hierarhicˇnega grucˇenja s precˇnim
preverjanjem posamezne podatkovne zbirke
4.3 Prikaz odlocˇitvenega drevesa
Vsako vozliˇscˇe odlocˇitvenega drevesa vsebuje pravilo odlocˇanja, sˇtevilo pri-
merov v vozliˇscˇu (angl. samples), distribucijo primerov po razredih (angl.
value) in vecˇinski razred vozliˇscˇa (angl. class). Vozliˇscˇa so obarvana glede
na vecˇinski razred vozliˇscˇa, kar nam omogocˇa hiter pregled drevesa po cilj-
nem razredu. Intenzivnost obarvanosti nakazuje cˇistost vecˇinskega razreda v
vozliˇscˇu.
4.3.1 Odlocˇitveno drevo ADNIDS
Slika 4.9 prikazuje primer izrisa drevesa za ADNIDS z uporabo orodja Graph-
viz. Globino drevesa smo omejili na tri, omejili sˇtevilo primerov v listu na
sˇtiri in nastavili minimalno sˇtevilo primerov za razcep, tj. osem.
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Slika 4.9: Odlocˇitveno drevo za ADNIDS z distribucijo primerov ciljnega
razreda v vozliˇscˇih, obarvanih glede na vecˇinski razred in cˇistost vozliˇscˇa
Tabela 4.9 prikazuje distribucijo primerov listov odlocˇitvenega drevesa na
sliki 4.9, kjer sˇtevilke listov sledijo zaporedju listov na sliki od leve proti
desni. Povprecˇje cˇistosti vseh listov drevesa je ≈ 67 %. V tabeli 4.9 lahko
opazimo zelo uspesˇno klasifikacijo primerov Alzheimerjeve bolezni v listu 7.
List
Distribucija primerov Vecˇinski Cˇistost
[AD/CN/EMCI/LMCI/SMC] razred lista
1 0/129/0/0/23 CN ≈ 85 %
2 0/29/0/0/27 CN ≈ 52 %
3 0/15/0/0/19 SMC ≈ 56 %
4 0/3/0/0/22 SMC 88 %
5 4/12/259/77/15 EMCI ≈ 71 %
6 33/0/42/75/0 LMCI 50 %
7 113/0/2/7/0 AD ≈ 93 %
8 0/0/7/6/0 EMCI ≈ 54 %
Tabela 4.9: Distribucija sˇtevila primerov v listih odlocˇitvenega drevesa
ADNIDS
4.3.2 Odlocˇitveno drevo NMDS
Slika 4.10 prikazuje primer izrisa drevesa za NMDS z uporabo orodja Graph-
viz. Globino drevesa smo omejili na sˇtiri, omejili sˇtevilo primerov v listu na
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osem in nastavili minimalno sˇtevilo primerov za razcep, tj. tri. Prva vrednost
vektorja distribucije primerov predstavlja sˇtevilo primerov z Alzheimerjevo
boleznijo, druga pa sˇtevilo primerov nedementnega stanja.
Slika 4.10: Odlocˇitveno drevo za NMDS z distribucijo primerov ciljnega
razreda v vozliˇscˇih, obarvanih glede na vecˇinski razred in cˇistost vozliˇscˇa
Na podlagi popolne cˇistosti treh listov, ki vsebujejo priblizˇno 2
3
primerov
drevesa lahko sklepamo, da je tocˇnost klasifikatorja odlocˇitvenega drevesa vi-
soka. Tabela 4.10 prikazuje distribucijo primerov listov odlocˇitvenega drevesa
na sliki 4.10, kjer sˇtevilke listov sledijo zaporedju listov na sliki od leve proti
desni. Tocˇnost dobljenega klasifikatorja je ≈ 77.8 %. Ob uporabi 10-kratnega






1 6 / 2 AD 75 %
2 37 / 0 AD 100 %
3 5 / 9 other ≈ 64 %
4 0 / 9 other 100 %
5 6 / 5 AD ≈ 55 %
6 6 / 5 AD ≈ 55 %
7 4 / 11 other ≈ 73 %
8 0 / 71 other 100 %
Tabela 4.10: Distribucija sˇtevila primerov v listih odlocˇitvenega drevesa
NMDS
4.3.3 Odlocˇitveno drevo ADDS
Slika 4.11 prikazuje primer izrisa drevesa za ADDS z uporabo orodja Graph-
viz. Globino drevesa smo omejili na sˇtiri, omejili sˇtevilo primerov v listu
na sedem in nastavili minimalno sˇtevilo primerov za razcep, tj. dva. Na
sliki lahko opazimo, da skoraj celotno levo stran drevesa dolocˇajo primeri z
Alzheimerjevo boleznijo, iz cˇesar lahko sklepamo, da klasifikator te primere
dobro locˇi od ostalih. Primere kontrolne skupine in primere s kognitivnim
poslabsˇanjem pogosto napacˇno klasificiramo.
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Slika 4.11: Odlocˇitveno drevo za ADDS z distribucijo primerov ciljnega
razreda v vozliˇscˇih, obarvanih glede na vecˇinski razred in cˇistost vozliˇscˇa
4.4 Primerjava pomembnosti atributov
Pomembnost atributov smo pridobili z nakljucˇnim gozdom in metodo Select-
KBest knjizˇnice Scikit-learn z oceno informacijskega prispevka [25]. Prido-
bljena zaporedja atributov smo primerjali med sabo glede na mesto pomemb-
nosti posameznega atributa.
Slika 4.12 prikazuje pomembnosti atributov, pridobljene z nakljucˇnim goz-
dom, v padajocˇem vrstnem redu za ADNIDS. Za izris smo uporabili tip grafa
barplot knjizˇnice Seaborn.
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Slika 4.12: Pomembnost atributov, dobljenih z nakljucˇnim gozdom za
ADNIDS
Slika 4.13: Pomembnost atributov metode SelectKBest, dobljenih z
ocenjevalno funkcijo mutual info classif() za ADNIDS
Na sliki 4.13 vidimo vrstni red pomembnosti atributov, pridobljen z me-
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todo SelectKBest za ADNIDS, ki se nekoliko razlikuje od pomebnosti atri-
butov nakljucˇnega gozda. Za pridobivanje zaporedja pomembnosti atributov
je bila uporabljena ocenjevalna funkcija mutual info classif(). Pri pomemb-
nosti atributov metode SelectKBest lahko opazimo vecˇje razlike v razmerju
pomembnosti med atributi kot pa pri pomembnosti atributov, dobljeni z na-
kljucˇnim gozdom.
4.5 Tocˇnost, preciznost in priklic
Rezultate tocˇnosti smo predstavil v obliki tabele in grafa krivulje ucˇenja.
Preciznost in priklic smo predstavili z grafom za posamezno vrednost cilj-
nega razreda podatkovne zbirke. Za vsako izmed vrednosti ciljnega razreda
smo izrisali par krivulj preciznosti in priklica. Tocˇnost, preciznost in priklic
smo racˇunali ob zmanjˇsevanju sˇtevila atributov podatkovne zbirke, katerih
zaporedje je ustrezalo pomembnosti atributov, pridobljeni z metodo Select-
KBest.
4.5.1 Rezultati tocˇnosti
Tabela 4.11 prikazuje izmerjene tocˇnosti klasifikatorjev posamezne podat-
kovne zbirke. Pri vsakem izracˇunu je uporabljeno 10-kratno precˇno preverja-
nje. Najviˇsje tocˇnosti klasifikatorjev smo zabelezˇili pri NMDS. Visoke razlike
tocˇnosti med klasifikatorji lahko opazimo pri ADNIDS in ADDS. Pri kla-
sifikatorju k-najblizˇjih sosedov smo uporabili privzeto vrednost parametra
sˇtevila sosedov, tj. pet. Za klasifikator odlocˇitvenega drevesa smo uposˇtevali





Metoda podpornih vektorjev 33.7 % 76.3 % 38.6 %
Odlocˇitveno drevo 66.9 % 73 % 63.3 %
Nakljucˇni gozd 70.8 % 80.3 % 73.1 %
Naivni Bayes 46.8 % 78.2 % 66.1 %
K-najblizˇjih sosedov 30.3 % 77 % 60 %
Tabela 4.11: Tocˇnosti klasifikatorjev posamezne podatkovne zbirke
Slika 4.14 prikazuje krivulje ucˇenja za izbrane klasifikatorje ADNIDS. Na
osi x vidimo sˇtevilo atributov podatkovne zbirke, na osi y pa izmerjeno
tocˇnost. Opazimo lahko, da klasifikatorja metode podpornih vektorjev in
klasifikator k-najblizˇjih sosedov v primerjavi s klasifikatorjem odlocˇitvenega
drevesa ali nakljucˇnega gozda dosezˇeta zelo nizko tocˇnost. Ob zmanjˇsevanju
sˇtevila atributov metodi klasifikacije dosezˇeta priblizˇno enake rezultate tocˇno-
sti kot ostale.
Slika 4.14: Krivulja ucˇenja ADNIDS z uporabljenimi klasifikatorji
Maksimalno tocˇnost (71.1 %) smo dosegli pri 41 atributih s klasifikatorjem
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nakljucˇnega gozda. Sˇtevilo atributov smo zmanjˇsali tako, da smo odstranje-
vali atribute enega za drugim, od najmanj do najbolj pomembnega, po oceni
informacijskega prispevka z metodo SelectKBest.
Na sliki 4.15, ki prikazuje krivuljo ucˇenja za NMDS opazimo, da se klasi-
fikator odlocˇitvenega drevesa izkazˇe za najslabsˇega. Na osi x vidimo sˇtevilo
atributov ucˇne mnozˇice, na osi y pa izmerjeno tocˇnost. Odstranjevanje atri-
butov sledi zaporedju, pridobljenemu z metodo SelectKBest in uporabljeno
oceno informacijskega prispevka s funkcijo mutual info classif().
Slika 4.15: Krivulja ucˇenja NMDS z uporabljenimi klasifikatorji
Maksimalno tocˇnost (84.1 %) smo s klasifikatorjem nakljucˇnega gozda do-
segli pri 46 atributih.
Slika 4.16 prikazuje primer krivulje ucˇenja za ADDS, kjer je na osi x sˇtevilo
atributov, na osi y pa izmerjena tocˇnost posameznega klasifikatorja. Odstra-
njevanje atributov sledi zaporedju pomembnosti atributov, pridobljenih z
metodo SelectKBest, pri kateri je bila kot ocenjevalna funkcija uporabljena
mutual info classif(). Pri ADDS smo dobili najslabsˇe rezultate tocˇnosti za
klasifikator metode podpornih vektorjev.
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Slika 4.16: Krivulja ucˇenja ADDS z uporabljenimi klasifikatorji
Maksimalno tocˇnost (76.6 %) smo s klasifikatorjem nakljucˇnega gozda do-
segli pri 12 atributih.
Pri vecˇini meritev tocˇnosti klasifikatorjev smo opazili, da tocˇnost narasˇcˇa
ob odstranjevanju atributov z nizko pomembnostjo. Pri vseh treh podatkov-
nih zbirkah bi lahko odstranili priblizˇno 2
3
atributov in dosegli viˇsjo ali enako
klasifikacijsko tocˇnost nasˇega modela.
4.5.2 Prikaz preciznosti in priklica po razredih
Slika 4.17 prikazuje primer izracˇuna preciznosti in priklica za vse tri razrede
podatkovne zbirke ADDS ob zmanjˇsevanju sˇtevila atributov glede na po-
membnost atributov, pridobljeno z metodo SelectKBest in oceno informacij-
skega prispevka. Na sliki je razvidna ocˇitna razlika med ocenami preciznosti
in priklica za primere bolnikov z Alzheimerjevo boleznijo.
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Slika 4.17: Preciznost in priklic za ADDS
Na sliki 4.18 vidimo primer izracˇuna preciznosti in priklica za vse tri ra-
zrede podatkovne zbirke ADDS po skupinah brez skupine ostalih atributov.
Vertikalne cˇrte predstavljajo meje med dolocˇenimi skupinami atributov.
Slika 4.18: Preciznost in priklic po skupinah atributov za ADDS
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4.6 Matrika napak
Matrika napak nam omogocˇa pregled kakovosti klasifikatorja. Diagonalne
vrednosti posameznega ciljnega razreda prikazujejo sˇtevilo pravilnih napovedi
primerov, medtem ko vrednosti izven diagonale prikazujejo sˇtevilo napacˇnih
napovedi posamezne vrednosti ciljnega razreda. Intenzivnost obarvanosti
posameznega elementa matrike nakazuje na sˇtevilo primerov.
Slika 4.19 prikazuje matriko napak za ADNIDS, kjer so na levi strani
oznacˇene pravilne vrednosti primerov, na spodnji strani pa napovedane vre-
dnosti primerov.
Slika 4.19: Matrika napak za ADNIDS
Vrednosti ciljnega razreda so na sliki razporejene glede na resnost dia-
gnoze - od kognitivno normalen (CN) do diagnoze Alzheimerjeve bolezni
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(AD). Manjˇse odstopanje pri sˇtevilu primerov napacˇnih napovedi opazimo
za vrednosti ciljnega razreda CN in AD, medtem ko pri vrednosti SMC in
LMCI vecˇje sˇtevilo primerov klasificiramo v napacˇen razred. Sˇtevilo napacˇno
klasificiranih primerov je za vrednosti ciljnega razreda SMC in LMCI vecˇje
kot sˇtevilo pravilno klasificiranih primerov.
Matrika napak NMDS na sliki 4.20 nam pove, da priblizˇno 2
3
primerov z
Alzheimerjevo boleznijo napovemo pravilno.
Slika 4.20: Matrika napak za NMDS
Slika 4.21 prikazuje matriko napak ADDS kjer opazimo, da pogosto napa-
cˇno dolocˇimo napovedano vrednost za kontrolno skupino in skupino primerov
s kognitivnim poslabsˇanjem. Primere z Alzheimerjevo boleznijo napovemo z
93 % priklicem.
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Slika 4.21: Matrika napak za ADDS
4.7 Rezultati PCA
Rezultati metode glavnih komponent so pokazali, da bi lahko z uporabo me-
tode reducirali problemski prostor in tako hitreje pridobili napovedni model.
Tabela 4.12 prikazuje rezultate metode glavnih komponent z uporabo kla-
sifikatorja nakljucˇnega gozda. Za vsako posamezno zbirko smo zabelezˇili
najboljˇsi rezultat tocˇnosti metode. Opazimo lahko, da tocˇnost napovednega
modela upade le pri ADNIDS (za priblizˇno 10 %). Pri NMDS in ADDS





zbirka komponent ga prostora [%]
ADNIDS 25 od 42 60 % ≈ 40 %
NMDS 37 od 120 80.1 % ≈ 69 %
ADDS 14 od 143 71.7 % ≈ 90 %
Tabela 4.12: Rezultati metode glavnih komponent posamezne podatkovne
zbirke
Tako pri ADDS ohranimo priblizˇno enako tocˇnost klasifikatorja pri zmanj-
sˇanju problemskega prostora za ≈ 90 % in pri NMDS za ≈ 69 %. Rezultati
nam povedo, da za uspesˇno klasifikacijo z nakljucˇnim gozdom pri zadnjih




Za podane podatkovne zbirke smo opravili analizo korelacij atributov in od-
krili povezave med njimi. Povezave med atributi smo predstavili v obliki neu-
smerjenega grafa. Z uporabo metod strojnega ucˇenja smo zgradili napovedne
modele in jih ocenili. Uporabili smo metode nenadzorovanega in nadzoro-
vanega strojnega ucˇenja. Pri gradnji napovednih modelov smo uposˇtevali
rezultate zacˇetne analize podatkovnih zbirk. Izbor atributov in kategorije
diagnoze so dolocˇale gradnjo napovednega modela. Z metodami redukcije
problemskega prostora smo poskusˇali zmanjˇsati sˇtevilo potrebnih testov za
diagnozo. Rezultate napovednih modelov smo predstavili s slikami, grafi in
tabelami.
Analiza podatkovnih zbirk nam je razkrila, kateri izmed testov so najpo-
membnejˇsi pri postavljanju diagnoze. Tocˇnost zgrajenih napovednih modelov
je pokazala, da lahko z vecˇ kot 70 % verjetnostjo pri vseh podatkovnih zbir-
kah napovemo, ali gre za primer Alzheimerjeve bolezni. Uporabljene metode
za redukcijo problemskega prostora so pokazale, da za uspesˇno napoved ne
potrebujemo vseh meritev testov.
Dobljeni rezultati bi lahko pripomogli k hitrejˇsemu postavljanju diagnoze
Alzheimerjeve bolezni. Vrstni red preiskav bi lahko spremenili in s tem
olajˇsali postopek diagnosticiranja bolezni za bolnike. Zgodnje odkrivanje
bolezni bi omogocˇilo ucˇinkovitejˇse zdravljenje in preprecˇevanje napredka bo-
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lezni. Zdravniki iz Novega Sada so izrazili veliko zanimanje za optimizacijo
vrstnega reda.
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