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Non–classical interference of photons lies at the heart of optical quantum information processing.
This effect is exploited in universal quantum gates as well as in purpose–built quantum computers
that solve the BosonSampling problem. Although non–classical interference is often associated
with perfectly indistinguishable photons this only represents the degenerate case, hard to achieve
under realistic experimental conditions. Here we exploit tunable distinguishability to reveal the full
spectrum of multi–photon non–classical interference. This we investigate in theory and experiment
by controlling the delay times of three photons injected into an integrated interferometric network.
We derive the entire coincidence landscape and identify transition matrix immanants as ideally
suited functions to describe the generalized case of input photons with arbitrary distinguishability.
We introduce a compact description by utilizing a natural basis which decouples the input state
from the interferometric network, thereby providing a useful tool for even larger photon numbers.
I. INTRODUCTION
Interference is essential to many fields of physics. Re-
markably this is not only tied to a wave description
in the classical domain but holds also for the quantum
regime when dealing with wavefunctions and probability
amplitudes. Quantum interference was experimentally
confirmed in impressive single–particle interferometry
experiments carried out using electrons[1], neutrons[2],
atoms[3] and molecules[4, 5]. Quantum physics also al-
lows two objects to interfere with each other. This
two–particle interference is characterized by the second–
order correlation function G(2) dating back to the pi-
oneering work of Hanbury Brown and Twiss from the
1950s[6]. Utilizing the bosonic nature of photons Hong,
Ou and Mandel[7] (HOM) performed a seminal G(2)–
measurement using single photons and a 50/50 beam
splitter. Initially intended as a precise measurement of
the coherence time of the photons, their experiment is
now at the heart of optical quantum metrology[8], quan-
tum computing[9, 10] and quantum communication[11].
Recently an intermediate model of quantum computing
has refocused attention towards the findings of HOM.
BosonSampling[12] utilizes even higher order correlations
through the non–classical interference of a few dozen
single–photons.
The recent development of quantum photonics
technology[13] allows experiments using a growing num-
ber of photons and large, complex interferometric net-
works. Manipulating such large Hilbert–spaces requires
well adapted tools in both theory and experiment. Al-
though non–classical interference is often associated with
perfectly indistinguishable photons this only represents
the simplest case of photon states fully symmetric un-
der permutation. Experimentally partial distinguishabil-
ity is ubiquitous because the generation of indistinguish-
able multi–photon states currently remains a challenge.
Moreover partial distinguishability is of fundamental in-
terest highlighted by e.g. the nonmonotonicity of the
quantum–to–classical transition[14, 15]. In the following
we present a novel description for the non–classical inter-
ference of multiple photons of arbitrary distinguishability
propagating through arbitrary interferometers. We in-
troduce a symmetry–adapted and therefore natural basis
with basis states acting as the normal coordinates for the
description of the non–classical interference of photons.
In our perspective a different interferometer just depends
on a different set of normal coordinates; the non–classical
interference is determined solely by the properties of the
photons. Distinguishability, as the central property, is
tunable by treating temporal delay as an explicit param-
eter thereby allowing access to the whole spectrum of
non–classical interference.
II. RESULTS
A. The quantum interference of two bosons
In the case of two photons the Hong–Ou–Mandel dip has
become a canonical implementation of an optical G(2)–
measurement. In this experiment two photons are in-
jected into distinct input ports of a beam splitter, which
is effectively an m = 2 interferometer, where m is the
number of modes of the interferometer. One element
of the output probability distribution corresponding to
the case where the two photons exit the beam splitter in
different output ports, is recorded via a coincidence mea-
surement. In figure 1a we show the coincidence proba-
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2bility Pc that depends on the transformation matrix B,
here defined by the splitting ratio of the beam splitter,
and the distinguishability of the photons. In the promi-
nent example of a balanced, i.e. 50/50, beam splitter
and perfectly indistinguishable photons the coincidence
rate vanishes. The established technique to calibrate for
the point of maximal non–classical interference relies on
tuning the relative temporal delay ∆τ , i.e. the distin-
guishability between the two photons. This is described
by an overlap integral which accounts for the key proper-
ties of the photons such as spectral shape, polarization,
spatial mode in addition to the relative temporal delay.
The coincidence probability Pc(∆τ) in the general case
corresponds to
Pc(∆τ) =
∫
dω
∫
dω′|〈ψin|Bˆ†aˆ†1(ω)aˆ†2(ω′)|0〉|2
=v†2
[
Rˆ(2)(∆τ)
]
v2
=
(
per(B)
det(B)
)† [
1
2
(
1 0
0 1
)
+
1
2
ζe−ξ∆τ
2
(
1 0
0 −1
)](
per(B)
det(B)
)
,
(1)
where 0 ≤ ζ ≤ 1 is derived from the mode–overlap in-
tegral, 〈ψin| = 〈0|aˆ1(ω)aˆ2(ω′) is the state impinging on
the beamsplitter, and ξ is a factor describing the shape of
the interference feature (see supplementary information
for further details).
B. The natural basis for two photons
In the case of two photons the non–classical interference
is a second–order correlation effect and therefore depen-
dent on the permutational symmetry of the two interfer-
ing particles. We consider a basis accounting for the per-
mutational symmetries as a natural basis for quantum
interference. Consequently we introduce a basis vector
v, whose components encapsulate the unitary network
description B in matrix functions having definite permu-
tation properties; the first component is the permanent
(per) and is fully symmetric under permutation; the sec-
ond component is the determinant (det) and is fully an-
tisymmetric under permutation. These are the only two
possible symmetries when permuting two objects. By us-
ing the basis vector v, we obtain an elegant and compact
form of the rate matrix Rˆ(2)(∆τ); Rˆ(2)(∆τ) is a diagonal
matrix and its entries depend only on properties of the in-
put state. The ratio of its two non–zero entries, Rˆ
(2)
11 and
Rˆ
(2)
22 , are revealing the nature of the non–classical inter-
ference of two photons of arbitrary coherence. For indis-
tinguishable photons and zero temporal delay ∆τ , Rˆ
(2)
22
is also zero and the output probability is proportional to
the permanent of B only. The permutational symmetry
of identical bosonic particles, e.g. photons, is reflected
in transition amplitudes determined by a permutational
symmetric function - the permanent. Temporal delays
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Figure 1. Two–photon non–classical interference. Two
photons of temporal coherence τc enter a beam splitter
through different input ports. (a) The coincidence probabil-
ity Pc that they leave in two different output ports is plotted
with respect to a relative temporal delay ∆τ . This delay is
used to tune the distinguishability of the otherwise identical
photons. The blue curve shows the output probability for
a 50/50 beam splitter, and the green one for a 67/33 beam
splitter. (b) depicts the contribution of the permanent (per)
and determinant (det). It is the same for both beam splitters
because this description is independent of the interferometer.
In the case for zero delay (∆τ = 0) only the permanent con-
tributes. By explicitly calculating the permanent, which is
zero for a 50/50 beam splitter, the vanishing output proba-
bility (a) for zero delay is obtained.
larger than the coherence time of the photons, ∆τ  τc,
result in complete loss of coherence. In this case, often
characterized as classical behaviour of the photons, both
matrix entries contribute equally, Rˆ
(2)
11 = Rˆ
(2)
22 = 0.5. In
this case the state is an equal mixture of symmetric and
antisymmetric parts and so does not exhibit any of the
indistinguishability features associated with quantum in-
terference. The analysis above can be generalized to the
quantum interference of two photons in larger interfer-
ometric networks. In this case the two input ports and
the two ports in which the photons exit such a network
define 2 × 2 scattering submatrices B∗. While the ba-
sis vector v now contains matrix functions of B∗ the rate
matrix Rˆ(2)(∆τ) stays identical, independent of B∗. Fig-
ure 1b highlights how this natural basis cleanly separates
effects arising due to distinguishability in the input state
from effects of the interferometric network. The advan-
tage becomes increasingly evident for the non–classical
interference of more than two photons.
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Figure 2. The permanent, the determinant and the
immanant. The permanent (per) and the determinant (det)
are special cases of the immanant (imm), a matrix function.
The three functions behave differently under odd permuta-
tions of the matrix. The permanent is symmetric under per-
mutation of e.g. columns, depicted in (a). Permuting the yel-
low and green columns and calculating the permanent of this
permuted and the original matrix yields the same result, A.
Contrarily, the determinant of a permuted matrix will show a
sign change compared to the determinant of the original ma-
trix (b). Therefore the determinant is antisymmetric under
odd permutations. Immanants (c) can describe both cases
above, but their strength lies in covering mixed permutation
symmetry. Calculating the immanant of a matrix and of an-
other one with, e.g. the yellow and green columns flipped
will give different results, C and D respectively. Additionally
flipping the green and red column results in an even permuta-
tion of the original matrix. The immanant of this matrix gives
yet another results, E. The overall number of immanants is
bounded by the maximal number of unique permutation op-
erations of the corresponding symmetric group Sn.
C. The quantum interference of three bosons
Consider a scenario where two photons are nearly in-
distinguishable and the third is delayed significantly.
Adding a third photon leads to situations that can no
longer be understood by the weighted sum of the per-
manent and determinant. In order to describe such
a behaviour a more general matrix function, the im-
manant, is necessary[16, 17]. The immanant[18] expands
the concept of the permanent and determinant to mixed
permutation symmetries and is defined as imm(M) =∑
σ χ(σ)
∏
iMiσ(i) for Mij matrix elements of M , with
χ(σ) the character of permutation σ. The permanent,
for which every χ(σ) = 1, and the determinant, for which
χ(σ) = sgn(σ), are special cases of the immanant (for an
intuitive explanation of these matrix functions see figure
2).
In the smallest instance of a three–photon quantum in-
terference n = 3 photons are injected into a m = 3–mode
interferometric network and measured as three–fold co-
incidences at the three output ports. The optical trans-
formation implemented by the interferometer can be any
3× 3 linear optical transformation and the distinguisha-
bility of the three photons is arbitrarily tunable by setting
the relative temporal delays; ∆τ1 between the first and
second photon and ∆τ2 between the second and third
photon.
The coincidence probability P111(∆τ1,∆τ2) is given
in equation (2), where aˆ†1(ω), aˆ
†
2(ω
′) and aˆ†3(ω
′′) are
the creation operators in modes 1, 2, 3 of T for pho-
tons with different spectral shape functions dependent
on the frequency variables ω, ω′, ω′′. Here 〈ψin| =
〈0|aˆ1(ω)aˆ2(ω′)aˆ2(ω′′) is the three–photon state imping-
ing on the interferometer. An expression of equation (2),
expanded in terms of immanants, determinants and per-
manents, results in a linear superposition of 60 terms.
However, utilizing a symmetry–adapted basis allows for
the compact representationso given in equation (3) & (4)
(see methods and supplementary information for further
details). Here four immanants, the permanent and the
determinant of T constitute the components of a six–
dimensional basis vector v3. The basis transformation
Pˆ and Sˆ, a matrix mapping matrix elements to matrix
functions, transform between the basis vector of equa-
tion (3), a = Pˆ Sˆv3, and the basis vector of equation (4),
v3. Analogous to equation (1) the ζ terms are derived
from the mode–overlap integral and the ξ terms are fac-
tors describing the shape of the interference feature. In
this notation the overlap terms weight a sum of six ma-
trices: the identity matrix and five permutation matrices
ρ12,ρ13,ρ23,ρ123 and ρ132, the subscripts of which label
the permutation operation.
D. The natural basis for three photons
Whereas in equation (2) the basis states exhibit no par-
ticular permutation symmetry, states of the natural ba-
sis introduced to yield the fully block–diagonal form of
equation (3) have specific permutation properties: states
of one symmetry type transform to states of the same
type under permutation, i.e. they are decoupled under
permutation. States in the natural basis thus play the
role of normal coordinates for the non–classical inter-
ference of photons. Where equation (3) highlights the
six different permutational possibilities for three pho-
tons summing the matrices inside the square–brackets
yields the 6 × 6 rate matrix Rˆ(3)(∆τ1,∆τ2) of equa-
tion (4). Rˆ(3)(∆τ1,∆τ2) contains all the information re-
garding the input state, i.e. mode–mismatch and tem-
poral delay to specify the non–classical interference of
three photons independent of the scattering transforma-
tion T . Two entries of the block–diagonal rate matrix are
sufficient for an interpretation. Fper = Rˆ
(3)
11 (∆τ1,∆τ2)
quantifies the fraction of the output probability distri-
bution proportional to the permanent; the correspond-
ing basis state is fully symmetric under permutation.
4Fdet = Rˆ
(3)
66 (∆τ1,∆τ2) quantifies the fraction of the out-
put probability distribution proportional to the determi-
nant; the corresponding basis state is fully antisymmet-
ric under permutation. The contribution proportional
to immanants can also be explicitly calculated. When
only interested in their overall contribution it is given as
Fimm = 1−Fper−Fdet. In the case for perfectly overlap-
ping photons Fper = 1 and therefore only the permanent
of the scattering matrix contributes to the output prob-
ability distribution. Classical behaviour of the photons
can be identified for Fper = Fdet =
1
6 . As in the two pho-
ton case the input state and the interferometer decouple
in the natural basis. As a consequence the treatment of
the quantum interference of three photons in larger inter-
ferometric networks consisting of many modes becomes
very efficient. For such a problem it is sufficient to cal-
culate the rate matrix Rˆ(3) only once. The scattering
matrix T , necessary to calculate the basis vector v3 for
a specific element of a output probability distribution is
just a 3×3 submatrix of the larger scattering matrix. It is
specified by the input ports of the photons and the ports
in which they exit the interferometer. To obtain multi-
ple elements of a probability distribution it is sufficient
to determine their respective basis vector v3.
P111(∆τ1,∆τ2) =
∫
dω
∫
dω′
∫
dω′′|〈ψin|Tˆ †aˆ†1(ω)aˆ†2(ω′)aˆ†3(ω′′)|0〉|2 (2)
=(Pˆ Sˆv3)
†[11 + ρ12ζ12e−ξ12∆τ21 + ρ23ζ23e−ξ23∆τ22 + ρ13ζ13e−ξ13(∆τ1−∆τ2)2
+ ζ123
(
ρ132e
ξ∗123(∆τ1,∆τ2) + ρ123e
ξ123(∆τ1,∆τ2)
) ]
(Pˆ Sˆv3), (3)
=v†3
[
Rˆ(3)(∆τ1,∆τ2)
]
v3, (4)
E. The coincidence landscape
In the experiment four–photon events generated by
higher–order emission from a spontaneous parametric
down–converter are distributed to four different spatial
modes. Relying on a detection event in the trigger mode
and post–selection, the three–photon input state, one
photon in each input mode coupled to the interferometer,
is heralded. We ensure that all photons are indistinguish-
able in a polarization basis. The spectral properties of
these photons are independently measured using a single–
photon spectrometer. Their relative temporal delay ∆τ1
and ∆τ2 can be set using motorized delay lines. The
transformation of the fs–written integrated interferome-
ter, a 5× 5 unitary matrix, is recovered using the recon-
struction method specified in the supplementary mate-
rial. Injecting the photons in three input ports of the in-
terferometer and detecting them in three separate output
ports uniquely selects a 3×3 scattering submatrix T (see
figure 3a and 3d). For each 3×3 submatrix, using a pre-
cisely tunable delay allows us to reveal the full spectrum
and thereby nature of the non–classical interference. We
visualize this as a three–dimensional coincidence land-
scape as shown in figure 3b and 3e. The relief of such a
landscape features distinct ”landforms” are in correspon-
dence with distinguishability features of the photons. In
the center region, ∆τ1 = ∆τ2 = 0 ± τc, a peak or dip
arises due to constructive or destructive interference of
all three photons. Note that the absolute zero position
∆τ1 = ∆τ2 = 0 corresponds to a permanent only in
the absence of any spectral distinguishability. Along the
three axis ∆τ1 = 0, ∆τ2 = 0 and ∆τ1 = ∆τ2 > |±τc| val-
leys or ridges form due to the non–classical interference
of two indistinguishable photons with the third one being
distinguishable. Each valley or ridge depicts a case where
one of the three photons is distinguishable compared to
the other two photons. Along those ridges and valleys the
output probability is largely proportional to immanants
of the scattering matrix. ”Classical” behaviour, i.e. com-
plete distinguishability, of the three photons is associated
to plateaux for ∆τ1 = −∆τ2 > |±τc|. These are the only
areas where determinants of the scattering matrix con-
tribute, accounting for the anti–symmetrical part of the
input state. Coincidences for six points of pairwise dif-
ferent temporal delays, P1 to P6, for two different scat-
tering submatrices (see figure 3c and 3f) are measured.
These six points were selected because they highlight
the connection between landscape features, permutation
symmetries, and partial distinguishability. Furthermore
they provide a sufficient set of experimental data for fit-
ting the coincidence landscapes. A reduced χ2 of 1.38
and 1.10 for the two landcapes quantifies the overlap be-
tween our theory and the experiment. The deviations are
most likely due to higher–order emissions and frequency
correlations of the input state.
The landscape interpretation can be extended to the in-
terference of larger numbers of photons n, which gener-
ate n-dimensional ”hyperlandscapes”. These are spanned
by n-1 axes of pairwise temporal delays with the last
axis representing the actual coincidence rate. The ”land-
forms” reach from complex n–dimensional features corre-
sponding to the partial indistinguishability of all n pho-
tons to the simple one-dimensional plateaux associated
with completely distinguishable photons.
5Figure 3. Three–photon coincidence landscapes Three photons enter the interferometric network, one each in mode 1, 2
and 4 (highlighted in yellow), and exit the network in modes a) 3, 4 and 5 and d) 1, 3 and 4 respectively (highlighted in blue).
The intersections of the inputs’ columns and the outputs’ rows uniquely select matrix entries that constitute 3×3 submatrices.
Tuning the temporal delay of the three photons with respect to each other (∆τ1 and ∆τ2) gives rise to coincidence landscapes
(b) and e)). Their temporal distinguishability determines the degree of non–classical interference and therefore probability
to detect such an event. Six characteristic points (P1 ... P6) of each landscape are experimentally sampled. Theoretical
prediction (left bars, shaded) and experimentally obtained output probabilities (right bars) for the six points and both output
combinations are shown in c) and f). The reduced χ2 is 1.38 and 1.10 respectively and the experimental errors are calculated
as standard deviations.
F. From permanents to immanants
Quantum computing leverages quantum resources to effi-
ciently perform certain classically hard computations[19].
Whereas many quantum algorithms solve a certain
decision problem, BosonSampling introduces a new
paradigm: it seeks efficient sampling of a distribution
of matrix transformations, which is a task hard to im-
plement efficiently on classical computers. Optical real-
izations of both approaches, universal quantum comput-
ing and BosonSampling, rely intrinsically on the non–
classical interference of more than two photons. Boson-
Sampling is singular amongst current proposals because
of its low requirements of space and time resources, brings
within current technological reach the realistic possibil-
ity of demonstrating the superiority of quantum com-
puting. This promise has led to several BosonSampling
experiments[20–23] and follow–up work[24–27].
In order to scale BosonSampling to larger instances two
main issues need to be addressed. The first issue is the
technology[28–30] needed to increase the size of the in-
stances implemented. The second issue is handling of
possible errors[31–33]. BosonSampling is a purely pas-
sive optical scheme and therefore lacks error correction
capabilities[34]. The success of computation depends
crucially on the quality of the experimental apparatus.
Only in the ideal case where the interfering photons are
indistinguishable in all degrees of freedom is the resulting
output probability distribution proportional to the per-
manent only. Our analysis exposes that this condition
is rather fragile and therefore distinguishability must be
regarded as the dominant source of error.
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Figure 4. Experimental BosonSampling output distribution for in–, semi– and distinguishable photons Various
temporal delays for three photons lead to different contributions of permanents, immanants, and determinants. The normalized
output probability distributions for the three photons is measured as coincidences from different spatial modes, resulting in ten
elements. For all temporal delays the three photons exhibit slight spectral mismatch. a depicts the case for a small temporal
offset ∆τ1 << τc >> ∆τ2 (P1 of figure 3), whereas for b and c this delay is increased along a diagonal axis ∆τ1 ≈ ∆τ2 (P3
and P4 of figure 3). The extreme case of complete distinguishability and therefore classical behavior is shown in d (P6 of
figure 3). As a reference the grey bars illustrate the case for perfect indistinguishability and therefore only contribution from
the permanent of the scattering submatrix. The interferometer independent contribution Fper, Fdet and Fimm is shown in the
figure legend. The error bars of the experimental data are standard deviations over 19 independent runs.
Remarkably, large classes of immanants are known to be
in the same complexity class as permanents[35, 36]. Thus
it is an intuitive conjecture that output probability distri-
butions depending largely on immanants rather than just
the permanant are also computationally hard. Whether
this holds for sampling from these distributions is an ac-
tive field of research.
Optical implementations of BosonSampling instances uti-
lize state–of–the–art large–scale random scattering net-
works and generate huge output probability distributions
consisting of many elements. These prerequisites make it
a benchmark for multi–photon non–classical interference.
Consequently a description of generalized non–classical
interference needs to be assessed under these conditions.
Our approach decouples the interferometer from the non–
classical interference hence the treatment and conclusions
become analogue for e.g. central building blocks of linear
optical quantum computing like ancillae assisted CNOT–
gates. These typically feature more symmetric and sim-
pler networks however, rendering the non–classical inter-
ference far less rich.
G. Investigation of a BosonSampling computer
We investigate generalized non–classical interference of
three photons in a five–moded interferometric network in
theory and experiment. This serves a dual purpose: On
one hand it emphasizes how distinguishability influences
a three–photon BosonSampling instance. On the other
hand the full permutational spectrum of a generalized
non–classical interference is shown for complex networks
exhibiting a random structure. The photons exhibit some
spectral mismatch and are additionally rendered fully or
partially distinguishable by controlling temporal delays.
Figure 4a illustrates the result for partial distinguisha-
bility, whereas in figure 4b and 4c this distinguishability
is increased by varying the temporal delay along a di-
agonal axis ∆τ1 ≈ ∆τ2. The extreme case of complete
distinguishability and thus classical behaviour is shown
in figure 4d. As reference we include in all figures the
ideal case of zero delay and perfect indistinguishability
as grey bars. The interferometer independent contribu-
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Figure 5. Five–photon BosonSampling including distinguishability:Simulation of a BosonSampling instance of five
photons propagating through an interferometric network of nine modes. For different degrees of photon distinguishability
(a, b) contributions from permanents (per) and immanants (imm , imm , imm ) arise. The immanant contributions
cover physical scenarios with different symmetries under exchange of five photons. The labels of the immanants describe
the number of photons that are distinguishable. imm , for instance, is the contribution from the case when four photons
are indistinguishable from one another but distinguishable from the fifth photon. The output probability distribution of five
photons exiting the interferometer in five different modes is normalized and contains 126 elements. a depicts the close to the
ideal case where realistic errors such as slight spectral mismatch and temporal delay (∆τi ≤ 120τc) of the photons lead to a small
degree of partial distinguishability. b shows a case where the interfering photons exhibit increased partial distinguishability
(∆τi ≤ 15τc).
8tion Fper, Fdet and Fimm is contained as an inset in the
legend of each figure.
The elements of each output probability distribution
are recovered by calculating the corresponding matrix
functions. Note that for each element the absolute value
of these matrix functions, e.g. |per(T )|2 or |det(T )|2,
can vary largely depending on the scattering submatrix
T . This is pronounced for the output event 123 where
|per(T123)|2 ≈ 15 |det(T123)|2. In general the fraction of
the output probability distribution proportional to the
permanent drops rapidly with increasing distinguishabil-
ity. Instead contributions from immanants become dom-
inant and reflect cases where only two of the three pho-
tons interfere non–classically. For large delays along the
antidiagonal axis ∆τ1 ≈ −∆τ2 the three photons’ wave-
functions do not overlap anymore and the determinant
contributes with Fdet =
1
6 (see figure 4d). For compara-
bly large delays along the diagonal axis ∆τ1 ≈ ∆τ2 two
photons stay nearly indistinguishable and the contribu-
tion from the determinant is suppressed to Fdet ≈ 0 (see
figure 4c). The classical case (figure 4d) can be always
identified with equal contribution from the permanent
and determinant Fper = Fdet =
1
n! , which is for n = 3
photons Fper = Fdet =
1
6 .
Our theory emphasizes the permutation symmetries of
n photons using the representation theory of the sym-
metric group Sn. The theory is thus independent of
the number of modes m in the interferometer, a fea-
ture that is extremely convenient for large scale networks
where m  n, even though the representations increase
with with n!. In figure 5 we show the applicability of
our method for larger n and m with a calculation of a
generalized non–classical interference of five photons in-
jected in a network of nine modes. The full spectrum
of such a non–classical interference, constituted by per-
manents, determinants and immanants of the respective
scattering submatrices is revealed by tuning the photons’
distinguishability. Different physical scenarios of partial
distinguishability, e.g the case where four photons are
indistinguishable from one another but distinguishable
from the fifth photon, are covered by the corresponding
partitions of the immanants. Figure 5b highlights that
already partial distinguishability significantly alters the
output probability distribution to be primarily propor-
tional to immanants.
DISCUSSION
We present a novel analysis of multiphoton quantum
interference revealing the full permutational spectrum
of input states with arbitrary distinguishability. A
comprehensive physical interpretation is achieved/given
by establishing a correspondence between matrix im-
manants and these mixed symmetry input states. We
introduce a rate-matrix containing all the information
on the non-classical interference and basis vectors
containing the information on the interferometric net-
work. Output probabilities are recovered as an inner
product of these vectors with the rate-matrix serving
as a metric. This rate-matrix is block-diagonalized and
each block corresponds to a different physical scenario
of non-classical interference. This indicates that this
block diagonalization and consequent interpretation
are not only fundamental but also universal features of
multi-photon interferometry. We experimentally confirm
our theory by recovering the full coincidence landscape
of three arbitrarily distinguishable photons and give an
analytical example for five photons. Our approach thus
provides a deeper understanding of the rich spectrum
of multi-photon non-classical interference. Additionally
our method can be used to characterize a broad range
of optical interferometers used for example in quantum
information processing. While passive schemes like
BosonSampling benefit most from this approach it
applies analogously to crucial building blocks of linear
optical quantum computing relying on the non–classical
interference of more than two photons[37, 38].
III. METHODS
Three–photon coincidence probability Vector
Pˆ Sˆv in equation (3) is defined as:
Pˆ Sˆv =

per(T )
det(T )
1
2
√
3
imm(T ) + 1
2
√
3
imm(T312)
1
6 imm(T )− 13 imm(T132)− 16 imm(T213) + 13 imm(T312)
1
6 imm(T ) +
1
3 imm(T132) +
1
6 imm(T213) +
1
3 imm(T312)− 1
2
√
3
imm(T ) + 1
2
√
3
imm(T213) ,
 (5)
where Tijk is the matrix T in which rows 1,2 and 3 have
been rearranged in order i, j, k.
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Figure 6. Experimental setup. Four photons are generated via spontaneous parametric down–conversion (SPDC) and
distributed to four spatial modes with two PBSs. A four–fold coincidence event consisting of three photons exiting the network
and a trigger event postselects the desired input state. The delay lines allow to tune the distinguishability and therefore
quantum–interference of the three photons propagating through the waveguide. The integrated circuit is shown in a Mach–
Zehnder–decomposition and consists of eight beam splitters and eleven phase shifters.
Labels of immanants by Young diagrams The
different immanants in the caption of Fig. 5 are in-
dexed with the corresponding young diagrams. The
Young diagrams are a collection of boxes here used
to distinguish different physical scenarios of multi–
photon non–classical interference. Young diagrams are
a pictorial representation of different partitions of Sn[17].
State generation A Ti–Sapphire oscillator emitting
150 fs pulses at 789 nm and a repetition rate of 80 MHz is
frequency doubled in a LiB3O5 (LBO) crystal (see Fig. 6
for a schematic of the experimental setup). The output
power of this second harmonic generation can be con-
trolled by a power regulation stage consisting of a half–
wave plate (HWP) and a polarizing beam splitter (PBS)
placed before the LBO-crystal. The resulting emission
at 394.5 nm is focused into a 2 mm thick β–BaB2O4
(BBO) crystal cut for degenerate non–collinear type–II
down–conversion[39]. A compensation scheme consist-
ing of HWPs and 1 mm thick BBO–crystals is applied
for countering temporal and spatial walk–off. The two
spatial outputs of the down–converter pass through nar-
rowband interference filters (λFWHM = 3 nm) to achieve
a coherence time greater than the birefringent walk–off
due to group velocity mismatch in the crystal (|vge −vgo |
× half crystal thickness). Additionally this renders
the photons close to spectral indistinguishability. The
down–conversion–source is aligned to emit the maximally
entangled Bell–state |φ+〉 = 1√
2
(|HH〉+ |V V 〉) when
pumped at 205 mW cw–equivalent pump power. The
state is coupled into single mode fibers (Nufern 780–
HP) equipped with pedal–based polarisation controllers
to counter any stress–induced rotation of the polarisa-
tion inside the fiber. Each of these spatial modes is then
coupled to one input of a PBS while its other input is
occupied with a vacuum–state. The outputs pass HWPs
and are subsequently coupled to four polarisation main-
taining fibers (Nufern PM780–HP). Temporal overlap is
controlled by two motorized delay lines that exhibit a
bidirectional repeatability of ± 1µm. Temporal align-
ment precision is limited by other factors in the setup to
approximately ± 5 µm and is therefore within a precision
of 2.5 % of the coherence length of the photons. The po-
larisation maintaining fibers are mated to a single mode
fiber v–groove–array (Nufern PM780–HP) with a pitch of
127 µm and butt–coupled to the integrated circuit. The
coupling is controlled by a manual six–axis flexure stage
and stable within 5 % of the total single–photon counts
over 12 hours. The output fiber array consists of a multi-
mode v–groove–array (GIF–625) and the photons are de-
tected by single–photon avalanche photodiodes which are
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recorded with a home–built Field Programmable Gate
Array logic. The coincidence time window was set to
3 ns.
In order to measure the six points of the coincidence land-
scapes a three–photon input state was injected into the
integrated network (see supplementary information for
further details). Therefore the BBO was pumped with
cw-equivalent power of 700 mW and the ratio of the six–
photon emission over the desired four–photon emission
was measured to be below 5 %.
Integrated network fabrication. The integrated
photonic networks were fabricated using a femtosecond
direct–write writing technology[40, 41]. Laser pulses were
focused 370 µm below the surface of a high–purity fused
silica wafer by an NA = 0.6 objective. The 200 nJ pulses
exhibit a pulse duration of 150 fs at 100 kHz repetition
rate and a central wavelength of 800 nm. In order to
write the individual waveguides the wafer was translated
with a speed of 6 cm/s. The waveguide modes exhibit
a mode field diameter of 21.4 µm × 17.2µm for a wave-
length of 789 nm and a propagation loss of 0.3 dB/cm.
This results in a coupling loss of −3.5 dB with the type
of input fibers used in this experiment. Coupling to the
output array results in negligible loss due to the use of
multimode fibers.
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APPENDIX
1. Two–photon non–classical interference
Two photons injected into different inputs of an arbitrary beam splitter or a network built from arbitrary beam
splitters and phase shifters will interfere non–classically [7, 42]. This input state can be expressed as,
|11〉 = (Aˆ†1(α1)eiω1τ1)(Aˆ†2(α2)eiω2τ2)|0〉, (6)
with
Aˆ†i (αi) =
∞∫
0
dωiαi(ωi)aˆ
†
i (ωi) , (7)
for A†i (αi) a creation operator for a photon with spectral function
|α(ωi)|2 = 1√
2piσi
exp
(
− (ωi − ωc,i)
2
2σ2i
)
(8)
centered at time τi. The frequency-mode creation operators on the right-hand side (RHS) of equation (7) satisfy the
commutator relation
[aˆi(ω), aˆ
†
j(ω
′)] = δijδ(ω − ω′)1 (9)
with 1 the identity operator. This commutator relation also defines the photons’ symmetry under permutation
operations. For two photons it is sufficient to define their relative temporal delay as ∆τ = τ1 − τ2. Only in the case
of ideal bosonic particles exhibiting no modal mismatch and perfect temporal overlap, i.e. ∆τ = 0, does the RHS
of equation (9) become the well–known bosonic commutator relation describing perfect symmetry under exchange.
When the two–photon input state (see equation (6)) is mixed via a transformation matrix B = U2×2 and projected
on an output where the two photons exit in different modes, the output probability becomes,
Pc(∆τ) =
∫
dω1
∫
dω2
∣∣∣〈11|Bˆ†aˆ†1(ω1)aˆ†2(ω2)|0〉∣∣∣2 (10)
=
(
per(B)
det(B)
)† [
1
2
(
1 0
0 1
)
+
1
2
ζe−ξ∆τ
2
(
1 0
0 −1
)](
per(B)
det(B)
)
(11)
= v†2
[
Rˆ(2)(∆τ)
]
v2, (12)
with
ζ =
2σ1σ2
σ21 + σ
2
2
exp
(
− (ωc,1 − ωc,2)
2
2(σ21 + σ
2
2)
)
, ξ =
σ21σ
2
2
σ21 + σ
2
2
(13)
denoting factors arising from the spectral overlap integral and
v2 =
1√
2
(
per(B)
det(B)
)
(14)
the new basis vector constituted by matrix functions of the scattering submatrix T . As a second–order correlation
effect this non–classical interference is dependent on the permutational symmetry of the interfering wavefunctions
also reflected in the basis vector v2. For the case of indistinguishable photons (ωc,1 = ωc,2, σ1 = σ2 or ∆τ = 0),
the output probability is only proportional to the permanent. This is a function symmetric under permutation of
rows of the transformation matrix arising in photon interferometry due to bosonic exchange symmetry. However,
with loss of complete indistinguishability (ωc1 6= ωc2, σ1 6= σ2 and ∆τ 6= 0), equation (11) becomes proportional to
a combination of the determinant and the permanent. This is a consequence of the input state losing its symmetry
under exchange. Equation (12) decouples the influence of the interferometer from the influence of the input state.
The latter is contained in the diagonal 2 × 2 rate–matrix Rˆ(2)(∆τ), whereas the description of the interferometer is
absorbed in the new basis vector v2. The two non–zero entries of the rate–matrix, Rˆ
(2)
11 and Rˆ
(2)
22 , are sufficient to
reveal the nature of the non–classical interference of two photons of arbitrary coherence. Where Rˆ
(2)
11 quantifies the
contribution from the permanent of the scattering submatrix Rˆ
(2)
22 quantifies the contribution from the determinant
of the scattering submatrix. The output probability Pc is recovered by calculting those matrix functions.
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2. Three–photon non–classical interference
Non–classical interference of photons depends on indistinguishability of the interfering photons and transformations
mixing the modes. Adding a third photon noticeably increases the complexity. An input state corresponding to three
photons in three different transverse spatio–temporal modes can be described as
|111〉 = (A†1(α1)eiωτ1)(A†2(α2)eiω
′τ2)(A†3(α3)e
iω′′τ3)|0〉 . (15)
For three photons it is sufficient to define two relative temporal delays, ∆τ1 = τ1 − τ2 and ∆τ2 = τ3 − τ2. When
this input state is transformed via a submatrix T = U3×3 and projected on an output where the three photons exit
in different modes the fully expanded output probability can be written as
P111(∆τ1,∆τ2) =
∫
dω
∫
dω′
∫
dω′′|〈111|Tˆ †a†1(ω)a†2(ω′)a†3(ω′′)|0〉|2 (16)
=
1
6
|det(T )|2 + 2
9
|imm(T132)|2 + 1
9
imm∗(T132)imm(T213) +
1
9
imm(T132)imm
∗(T213) (17)
+
2
9
|imm(T213)|2 + 2
9
|imm(T231)|2 + 2
9
|imm(T )|2 + 1
9
imm(T231)imm
∗(T )
+
1
6
|per(T )|2 + 1
9
imm(T )imm∗(T231)
+ ζ13 exp(−2ξ13(∆τ1 −∆τ2)2)
(
− 1
6
|det(T )|2 − 2
9
imm(T )imm∗(T132)− 1
9
imm(T )imm∗(T213)
− 1
9
imm∗(T132)imm(T231) +
1
9
imm∗(T213)imm(T231)− 1
9
imm(T132)imm
∗(T231)
+
1
9
imm(T213)imm
∗(T231)− 2
9
imm(T132)imm
∗(R)− 1
9
imm(T213)imm
∗(T ) +
1
6
|per(T )|2
)
+ ζ12 exp(−2ξ12∆τ21 )
(
− 1
6
|det(T )|2 + 1
9
imm(T )imm∗(T132) +
2
9
imm(T )imm∗(T213)
+
2
9
imm∗(T132)imm(T231) +
1
9
imm∗(T213)imm(T231) +
2
9
imm(T132)imm
∗(T231)
+
1
9
imm(T213)imm
∗(T231) +
1
9
imm(T132)imm
∗(T ) +
2
9
imm(T213)imm
∗(T ) +
1
6
|per(T )|2
)
+ ζ23 exp(−2ξ23∆τ22 )
(
− 1
6
|det(T )|2 + 1
9
imm(T )imm∗(T132)− 1
9
imm(T )imm∗(T213)
− 1
9
imm∗(T132)imm(T231)− 2
9
imm∗(T213)imm(T231)− 1
9
imm(T132)imm
∗(T231)
− 2
9
imm(T213)imm
∗(T231) +
1
9
imm(T132)imm
∗(T )− 1
9
imm(T213)imm
∗(T ) +
1
6
|per(T )|2
)
+ ζ123 exp(−Ia + iIs)
(1
6
|det(T )|2 − 1
9
|imm(T132)|2 − 2
9
imm∗(T132)imm(T213)
+
1
9
imm(T132)imm
∗(T213)− 1
9
|imm(T213)|2 + 1
9
imm(T )imm∗(T231)− 1
9
|imm(T231)|2
− 1
9
|imm(T )|2 − 2
9
imm(T231)imm
∗(T ) +
1
6
|per(T )|2
)
+ ζ123 exp(−Ia − iIs)
(1
6
|det(T )|2 − 1
9
|imm(T132)|2 − 2
9
imm(T132)imm
∗(T213)
+
1
9
imm∗(T132)imm(T213)− 1
9
|imm(T213)|2 + 1
9
imm∗(T )imm(T231)− 1
9
|imm(T231)|2
− 1
9
|imm(T )|2 − 2
9
imm∗(T231)imm(T ) +
1
6
|per(T )|2
)
,
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with
ζ123 =
√
ζ12ζ23ζ13,
Ia ≡Ia(∆τ1,∆τ2) = −(∆τ1)2 ξ12
2
− (∆τ1 −∆τ2)2 ξ13
2
− (∆τ2)2 ξ23
2
,
Is ≡Is(∆τ1,∆τ2) = ∆τ1ν12 − (∆τ1 −∆τ2)ν13 −∆τ2ν23,
ζij =
2σiσj
σ2i + σ
2
j
exp
(
− (ωc,i − ωc,j)
2
2(σ2i + σ
2
j )
)
, (18)
ξij =
2σ2i σ
2
j
σ2i + σ
2
j
, νij =
ωc,iσ
2
j + ωc,jσ
2
i
σ2i + σ
2
j
. (19)
The subscripts denote the mode labels for the submatrix T . Tijk is the matrix T with the rows permuted according
to 1→ i, 2→ j, and 3→ k.
For a more elegant expression, equation (17) can be simplified introducting six matrices, 1 , ρ12, ρ13, ρ23, ρ123, and
ρ132:
P111(∆τ1,∆τ2) =(Pˆ Sˆv3)
†[1 + ρ12ζ12e−ξ12∆τ21 + ρ23ζ23e−ξ23∆τ22
+ ρ13ζ13e
−ξ13(∆τ1−∆τ2)2 + ζ123(ρ132eξ
∗
123(∆τ1,∆τ2) + ρ123e
ξ123(∆τ1,∆τ2))
]
(Pˆ Sˆv3) (20)
=v†3
[
Rˆ(3)(∆τ1,∆τ2)
]
v3, (21)
where
ξ123(∆τ1,∆τ2) = Ia + iIs. (22)
The vector Pˆ Sˆv3 contains all the immanants and the determinant and permanent of T :
Pˆ Sˆv3 ≡

1√
6
per(T )
1√
6
det(T )
1
2
√
3
imm(T ) + 1
2
√
3
imm(T213)
1
6 imm(T )− 13 imm(T132)− 16 imm(T213) + 13 imm(T312)
1
6 imm(T ) +
1
3 imm(T132) +
1
6 imm(T213) +
1
3 imm(T312)− 1
2
√
3
imm(T ) + 1
2
√
3
imm(T213)

(23)
with
v3 =

per(T )
imm(T )
imm(T132)
imm(T213)
imm(T312)
det(T )
 , Pˆ =

1√
6
1√
6
1√
6
1√
6
1√
6
1√
6
1√
6
− 1√
6
− 1√
6
1√
6
1√
6
− 1√
6
1√
3
− 1
2
√
3
1√
3
− 1
2
√
3
− 1
2
√
3
− 1
2
√
3
0 − 12 0 − 12 12 12
0 12 0 − 12 12 − 12− 1√
3
− 1
2
√
3
1√
3
1
2
√
3
1
2
√
3
− 1
2
√
3

, Sˆ =

1
6
1
3 0 0 0
1
6
1
6 0
1
3 0 0 − 16
1
6 0 0
1
3 0 − 16
1
6 − 13 0 0 − 13 16
1
6 0 0 0
1
3
1
6
1
6 0 − 13 − 13 0 − 16
 .
Here Pˆ is a basis–transformation and Sˆ is a matrix mapping matrix–elements to matrix functions. The six matrices
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ρ are, in fact, permutation matrices reduced to block–diagonal form:
1 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , ρ12 =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 1 0
0 0 0 0 0 −1
 ,
ρ23 =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 − 12 −
√
3
2 0 0
0 0 −
√
3
2
1
2 0 0
0 0 0 0 − 12 −
√
3
2
0 0 0 0 −
√
3
2
1
2

, ρ13 =

1 0 0 0 0 0
0 −1 0 0 0 0
0 0 − 12
√
3
2 0 0
0 0
√
3
2
1
2 0 0
0 0 0 0 − 12
√
3
2
0 0 0 0
√
3
2
1
2

,
ρ123 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 − 12 −
√
3
2 0 0
0 0
√
3
2 − 12 0 0
0 0 0 0 − 12 −
√
3
2
0 0 0 0
√
3
2 − 12

, ρ132 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 − 12
√
3
2 0 0
0 0 −
√
3
2 − 12 0 0
0 0 0 0 − 12
√
3
2
0 0 0 0 −
√
3
2 − 12

. (24)
Equation (20) describes the same features as equation (17) but highlights the permutational options for three photons.
It is given in a maximally decoupled basis, which allows for a compact notation. The terms originating from the overlap
integrals (ζ terms and ξ terms) contain all the information on the physical properties of the interfering photons. The
effect of the permutation symmetry of the photons is included in the permutation matrices ρ. Equation (21) features a
even further compressed notation and allows for an elegant interpretation. Where the block–diagonal 6×6 rate–matrix
Rˆ(3)(∆τ1,∆τ2) contains all the information on the permutational symmetry and non–classical interference itself the
basis–vector v3 contains the information on the interferometer. Two entries of this rate–matrix are sufficient for an
interpretation. Fper = Rˆ
(3)
11 (∆τ1,∆τ2) quantifies the fraction of the output probability distribution proportional to
the permanent and Fdet = Rˆ
(3)
66 (∆τ1,∆τ2) to the determinant of the submatrix T . The contribution proportional
to immanants can also be explicitly calculated. When only interested in their overall contribution this is given as
Fimm = 1− Fper − Fdet. In the extremal case when all the photons are indistinguishable, i.e.,
ωc,1 = ωc,2 = ωc,3 = ωc, σ1 = σ2 = σ3 = σ, ∆τ1 = ∆τ2 = 0, (25)
we have ζij = 1, ξij = σ
2 and νij = ω so the output probability reduces from a superposition of 60 terms to just
P111 → |per(T )|2.
3. Five–photon non–classical interference
The simulated data for a BosonSampling instance of five photons of arbitrary distinguishability injected into an
interferometric network of nine modes, shown in figure 5 of the main manuscript, is calculated as outlined in the
accompanying Mathematica program. The Mathematica notebook ”5 photon rate matrix.nb” contains modules that
are necessary to compute the interferometer–independent rate matrix. First the regular representation of elements in
S5 is computed. These are 120× 120 matrices which represent permutations of five objects. In the rate matrix, these
representations form a basis, each weighted by an integral that is the corresponding overlap integral of five photons
with arbitrary distinguishability caused by spectral and temporal mode mismatch. From these regular repesentations
and the overlap integrals, the interferometer independent rate matrix, Rm is obtained. The basis vector of this rate
matrix is constituted by matrix functions of the 5 × 5 scattering submatrix T5. The first and second entries of the
basis vector are chosen to be the permanent and determinant of T5 respectively. The remaining 118 entries of the
basis vector need to cover all five partitions of immanants of S5. Each partition is constituted by a number of elements
equal to its dimension squared. Those elements are the immanant of the scattering submatrix of this partition and
the immanants of non–redundant permutations of the scattering submatrix of this partition. In this decomposition
different partitions of immanants do not mix. Therefore the fraction of an output probability proportional to a specific
partition of an immanant can be calculated independently. For example the block in the rate matrix corresponding to
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the {2,2,1} partition is a 25×25 matrix, Rm{2,2,1} ranging from Rm3,3 to Rm27,27. Consequently, the related elements
of the basis vector run from row 3 to row 27 and form a basis vector, v{2,2,1} for this subspace. The output probability
of this subspace can be calculated as P{2,2,1} = v
†
{2,2,1}Rm{2,2,1}v{2,2,1}. Individual partitions of immanants have
a direct mapping to different physical scenarios of non–classical interference. P{2,2,1} quantifies the fraction of the
output probability that arises due to a case of non–classical interference of two pairs of indistinguishable photons (the
two pairs are distinguishable to one another) and the transmission of a completely distinguishable photon.
4. Matrix Reconstruction
The fabrication of integrated photonic networks using a femtosecond–laser–direct–writing technology works with
high precision and high stability. Discrete unitary operators acting on modes can be realized solely from beam splitters
and phase shifters [43]. These networks are arranged like cascaded Mach–Zehnder interferometers shown in Fig. 7.
Notably though, even advanced writing precision can introduce small deviations from the initially targeted values of
individual elements. In our case this writing precision is limited to around 50 nm over the whole length of the waveguide
(in this experiment 10 cm). In a cascaded interferometric arrangement small deviations of individual elements may
add up to a noticeable deviation in the overall transformation. The splitting ratio of individual directional couplers
is set by their mode separation and coupling length. Both characteristic variables are three orders of magnitude
bigger than the positioning precision and therefore unaffected by it. Unfortunately small length fluctuations due to
the positioning precision can introduce unintended phase shifts. In the worst case, i.e. a phase shifter spanning the
whole length of a waveguide, the resultant phase shifts can even reach pi/8. The layout used for the interferometric
networks reported here (see Fig. 7) circumvents this worst case. Even if the unintended phase shifts are decreased
by a factor of 3 at least; their influence needs to be evaluated and the actually implemented unitary needs to be
reconstructed. The characterization procedure we use builds on the one introduced in [22, 44]. Two–photon states
from a down–conversion source are injected into different modes of the optical network to be characterized. This in
situ method allows for a characterization with states having the same physical properties, e.g. frequency and spectral
shape, as used later in the experiment.
Figure 7. Integrated photonic network. Schematic drawing of the optical network. The circuit consists of eight directional
couplers (η1...η8), eleven phase shifters (φ1...φ11), five input modes (1...5) as well as of five output modes(1’...5’). To allow
coupling to the waveguide with standard fiber–arrays the input and output modes are separated 127 µm and the total length
of the chip is 10 cm.
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a. Estimating the visibilities of submatrices
We assume the optical interferometer can be described by a 5×5 unitary matrix and we reconstruct its transforma-
tion via visibilities measured by injecting two photons into any combination of two of its five inputs. The visibility for
two photons entering input modes i, j and exiting in the output modes k, l can be calculated from the 2×2 submatrix
Ui,j,k,l. For five input and output modes this results in
(
5
2
) × (52) = 100 possibilities. Owing to the structure of the
interferometer (see Fig. 7), a photon injected into port 5 cannot exit from output 1’. This leads to a visibility of zero
for the four input pairs ij = 15, 25, 35, 45 and the output pairs kl = 15, 25, 35, 45. These visibilities are omitted from
this reconstruction algorithm, so the unitary transformation is reconstructed from 84 non–zero visibilities.
Our interferometric network consists of eight beam splitters and eleven phase shifters. Each beam splitter imple-
ments a SU(2) transformation with matrix representation:(
cos β2 i sin
β
2
i sin β2 cos
β
2
)
, (26)
where β is the Euler angle associated with the transmittivity η via the relationship η = cos2(β/2). Note that in
equation (26) the beam splitter also implements a relative phase shift of pi between the first and second mode.
The eleven phase shifters produce additional phases in their respective modes. Each phase shifter has a matrix
representation of (
eiα1 0
0 eiα2
)
, (27)
with αi the phase shift in mode i.
The spectral shape of the photons is measured with a single–photon spectrometer (Ocean Optics QE6500) and to a
good approximation is of Gaussian shape. Such Gaussians are defined by only two parameters, namely their central
frequency and the variance, which for the ith photon of the input pair is given by equation (8), and expressed here as
|φi(w)|2 = 1√
2piσi
exp
(
− (ω − ωc,i)
2
2σ2i
)
, i = 1, 2. (28)
Assuming both photons exhibit identical spectral function, i.e. |φ1(ω)|2 = |φ2(ω)|2, and the detectors are modeled
by the detection positive–operator valued measure (POVM) with two elements {Π0,Π1} satisfying completeness,∑
i Πi = I,
Π1 =
∫
dωa†(ω)|0〉〈0|a(ω) ,Π0 = I−Π1 , (29)
then the visibility is
V = −h1h
∗
2 + h
∗
1h2
|h1|2 + |h2|2 , (30)
with
h1 = U
11
i,j,k,lU
22
i,j,k,l, h2 = U
12
i,j,k,lU
21
i,j,k,l , (31)
and Ua,bi,j,k,l denotes the element in the a
th row and bth column of the matrix Ui,j,k,l. In an experiment the two
photons will always have slightly different spectral functions whose mismatch needs to be accounted for. The central
wavelengths and spectral bandwidths of the photons used in this characterization measurement are λc,1 = 789.05 nm,
∆λ1 = 2.9 nm, and λc,2 = 788.60 nm, ∆λ2 = 2.9 nm respectively. The coincidence counts Nc as a function of time
delay t and spectral mode mismatch are
Nc(t) = (1 + T ∗ t)(Y0 +A 2σ1σ2
σ21 + σ
2
2
exp
(
− (ωc,1 − ωc,2)
2 + 4σ21σ
2
2(t− tc)2
2(σ21 + σ
2
2)
)
− (HO1 +HO2 − d)) , (32)
where Y0, A, tc and T are parameters to be fitted to the experimental data. The experimental data for a given
input/output combination i, j, k, l it is typically recorded for 30 increments with a stepwidth of 66 fs and integrated
over 800 s each step. The coincidences are read out by a field–programmable gate array logic (FPGA logic). As
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individual delays are set by translating a fiber coupler with a motorized screw (Newport LTA–HL) there can be a
small drift in coupling efficiency over the whole delay–range of 2000 fs. Without this drift, the background of the
visibility would be a horizontal straight line. For drifts smaller than 5 % of the two–photon flux the drift is in good
approximation linear and can be modelled with an additional parameter, T . The positioning precision of the delay
lines is limited to approximately ± 5 µm which is within 2.5 % of the coherence time of the interfering photons. When
the two–photon input state is generated via down–conversion pumped by a pulsed laser system, higher order emission
can lead to unwanted contribution to the input state. The first higher order, which is a four–fold emission, causes
a small contribution of two photons in each input mode during the characterization of a 2 × 2 submatrix. This can
add a constant background to the two–fold coincidences in the following scenario: two photons in one input mode
are lost and the two photons in the other input mode leave the network in different output ports. We measure such
contributions by blocking one of the two input–modes and recording the two–photon coincidences at the output.
These signals are labelled HO1 and HO2 respectively and subtracted from the data. The background coincidence
rate d may be interpreted as a contribution to Nc stemming from dark counts due to electrical noise and background
light. This rate d is also present in HO1 and HO2. Therefore it has to be added to equation (32) to account for all
unwanted coincidences only once. The error for the raw data was verified to be Poissonian. For the data processing
the error of the higher order term (HO1 +HO2− d) and the abscissa–error caused by the limited alignment precision
of the delay lines need to be taken into account additionally. These errors provide weighting in the minimization
algorithm and influence the standard errors of the fitted parameters. The visibility,
V = 1− Y0 +A
Y0
, (33)
is finally calculated from the parameters Y0 and A, whereas the width of the dip or peak is fixed by the spectral
function of the two photons. Only 84 out of 100 visibilities are non–zero and their value, {V (exp)i , i = 1, . . . , 84} and
standard deviation, {σi, i = 1, . . . , 84} are extracted via the procedure outlined above. The resultant data fit with
theory exhibits χ2reduced = 1.74[45]. An example for one of the 84 datasets is shown in Fig. 8.
b. Parameter estimation and reconstruction of the unitary matrix
A unitary transformation of a linear optical network can be reconstructed from single–photon transmission probabili-
ties and two–photon interference visibilities[44]. A technique using coherent states[46] follows a similar approach. Both
techniques reconstruct the unitary description in a dephased representation where the single–photon or single–input
coherent state data is used to estimate the real parts of the matrix–entries. The imaginary parts of the matrix–entries
are reconstructed from the two–photon interference visibilities or directly from the relative phase shifts. When the
layout and initially targeted parameters of the building blocks (see Fig. 7) of the interferometric network are known,
their actual parameters can be fitted alternatively. Our technique uses an over–complete set of visibilities and the pa-
rameters of the interferometer that give an optimal fit to the experimentally measured visibilities are obtained using a
least square optimization weighted with the standard errors of the experimental visibilities (see 4 a for details). Eight
of the 19 parameters are transmittivities, β1, β2, . . . β8, and eleven are phases, φ1, φ2, . . . φ11. To find the best–fit set
of parameters, the data was processed with a Matlab program that uses fmincon to minimize the function Vopt,
Vopt =
84∑
i=1
(
V
(exp)
i − V (th)i
)2
σ2i Γ
, (34)
where V
(th)
i is the theoretical value of the visibility calculated from our special unitary model of
the interferometer using equation (30) for the ith data set, and Γ is a constant value equal to
(number of data sets in visibilities − number of parameters − 1) = 2522 − 19 − 188 − 1 = 2314. Equation (34)
looks similar to a reduced χ2 but has to be interpreted differently. A value close to 0 is desirable and indicates
good agreement between experimentally extracted and theoretically predicted visibilities. In our case the result is
Vopt = 0.351.
The 5× 5 reconstructed matrix U5 using the procedure outlined above is
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Figure 8. Example for one dataset used for the reconstruction of U5. The best fit of equation (32) to the data–set
is shown in blue. Here the visibility is calculated from the best fit parameters Y0 and A. The reduced χ
2 resulting from the
fit shown in blue is χ2blue = 2.02. Fluctuations in the count rate for values of |∆τ | >500 fs drive the reduced χ2 away from 1.
These fluctuations can be interpreted as the random noise background in the lab and the increased reduced χ2 is reflecting
that. However, the precision of the fitted parameters Y0 and A and ultimately the extracted visibility V is only marginally
affected by these fluctuations. The 5 × 5 unitary description of the interferometric network is reconstructed from 84 of these
visibilities. The curve in green, N
(th)
c (t) (see equation (38)) is calculated from four matrix entries of the reconstructed unitary
and results in an overlap with the data of χ2green = 2.70. The agreement of these two curves and corresponding reduced χ
2s is
a qualitative measure for the precision of the reconstruction.
U5 =

0.0320− 0.3370i 0.07239 + 0.8203i −0.2780− 0.1060i 0.1228− 0.3220i 0
0.0114 + 0.2751i −0.3863 + 0.1860i −0.1353 + 0.2073i −0.7842− 0.1502i 0.0124− 0.2036i
−0.7757− 0.2328i −0.2937 + 0.0018i −0.2677− 0.0162i 0.0267 + 0.3517i −0.2476− 0.0151i
0.1444− 0.2611i −0.1518− 0.0840i −0.1392 + 0.0839i −0.1327− 0.0092i 0.0203 + 0.8449i
0.2225 + 0.1231i 0.0715− 0.1293i −0.7929− 0.0268i 0.0871 + 0.3067i 0.4123− 0.1121i
 . (35)
5. Quality of the reconstructed description
Using this matrix, the probability of coincidence counts, P
(th)
11 , can be predicted for any two–photon inputs and
outputs. For the inputs i and j, i < j and outputs k and l, k < l, this reads as
P
(th)
11 (t− tc) = |Uki5 U jl5 |2 + |U li5 Ukj5 |2 + (U li5 Ukj5 Uki5
∗
U jl5
∗
+ U li5
∗
Ukj5
∗
Uki5 U
jl
5 )f(t− tc) , (36)
where
f(t) ≡ (2σ1σ2/(σ21 + σ22)) exp
(
− (ωc,1 − ωc,2)
2 + 4σ21σ
2
2t
2
2(σ21 + σ
2
2)
)
, (37)
and Uab5 is the element in the a
th row and bth column of U5. The actual coincidence count is then
N (th)c (t) = N0(1 + T )P
(th)
11 (t− tc), (38)
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where N0, tc and T are parameters used to find the best fit to the experimental data. The exact χ
2
red is calculated
using
χ2red =
m∑
i=1
(
N
(exp)
c,i −N (th)c,i
)2
ν2i
, (39)
where m = 3030, ν = m− 20− 100− 1 = 2909, i is the error for the corresponding datapoint, and N (exp)c,i denoting
the experimental data corrected for higher order emissions. The sum is taken over the data set and the index labels
the data. The obtained χ2red between the data and the predicted coincidence counts using U5 is
χ2red = 2.086 . (40)
This value should be compared to reduced χ2exp = 1.74 obtained by fitting the primary data to extract the 84
visibilities in the beginning (see 4 a). The difference between those two reduced χ2s can be attributed to accuracy
of the reconstructed unitary matrix U5. While fluctuations in the count rate for values of |∆τ | >500 fs drive both
reduced χ2s away from 1, the difference between the two reduced χ2s is relatively small (≈ 0.35). An example for one
of the 100 data sets is shown in Fig. 8.
6. State Generation
We use an 80 MHz Ti:Sapphire oscillator emitting 150 fs pulses at a wavelength of 789 nm which get frequency
doubled via a LiB3O5 (LBO). The upconverted beam is focused into a 2 mm thick β−BaB2O2 (BBO) crystal cut for
degenerate non–collinear type–II spontaneous parametric down–conversion. To achieve near spectral indistinguisha-
bility and enhance temporal coherence of the down–converted wave packets the photons are filterd by λFWHM =3 nm
interference filters. The source is aligned to emit the maximally entangled state
|φ+〉 = 1√
2
(|H〉a|H〉b + |V 〉a|V 〉b) , (41)
when pumped with low pump power (200 mW cw–equivalent). H and V denote horizontal and vertical polarization
and a and b are the two spatial emission–modes. When pumped with higher pump powers (700 mW cw–equivalent)
noticeable higher order emission occurs:
|ψ〉a,b = 1√
3
(|HH〉a|HH〉b + |HV 〉a|HV 〉b + |V V 〉a|V V 〉b). (42)
This state is guided to two polarizing beam splitter (PBS) cubes. A detection event in the trigger mode a′′ heralds the
generation of either the state |V 〉a′ |V 〉b′ |H〉b′′ or |HH〉b′′ (see Fig. 9). Only in the first case are the three modes a′, b′,
and b′′ occupied with one single photon, whereas in the latter case mode b′′ is occupied with two photons and mode
b′ with vacuum. Post–selection on a four–fold coincidence between mode a′′, a′, b′, and b′′ allows for the heralding
of the desired input state where only one photons enters each input mode. The half–wave plates in mode a′ and b′
are set to 45◦ to render them indistinguishable in polarization from the other photons. This heralding scheme holds
independently of any transformation for the photons in mode a′, b′, and b′′ as long as it acts on spatial modes, e.g.
consisting of beam splitters and phase shifters only.
7. Analysis of the three–fold coincidence data
Three photons are inserted into input modes 1,2 and 4 of the interferometric network. The spectral characteristics
of these photons were measured using a single–photon spectrometer (Ocean Optics QE6500) and are in good approxi-
mation of Gaussian shape. Note that this spectral data differs slightly compared to the characterization measurements
(see 4 a).
λc ∆λFWHM
In1 789.35 nm 2.85 nm
In2 789.52 nm 2.79 nm
In4 789.41 nm 2.72 nm
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Figure 9. State generation. A pump beam is focused into a 2 mm β–BaB2O2 (BBO) crystal cut for non–collinear, degenerate,
type–II down–conversion. The generated state is emitted into the spatial modes a and b. A compensation scheme consisting of
half–wave plates (HWPs) and 1 mm thick BBO crystals is applied for countering temporal and spatial walk–off. Narrowband
interference filters (λFWHM = 3 nm) are applied to increase the temporal coherence of the photons and render them close to
spectral indistinguishability. The modes a and b are subsequently split by polarizing beam splitter cubes (PBS) and two half–
wave plates in their reflected ports are set to 45◦ to ensure the same polarization in all four output modes (a′′, a′, b′, and b′′).
With this scheme three indistinguishable photons in mode a′, b′, and b′′ each can be heralded from a four–fold emission by a
successful trigger event in mode a′′.
This spectral data allows to express the mode overlap integrals in dependence of the time delays ∆τ1 and ∆τ2
between the first and second photon and the second and third photon respectively. The theoretical prediction for the
output probability in any of the ten three–fold output ports is then calculated using equation (20). Consequently each
3× 3 submatrix R is constituted by matrix elements selected by the input and output ports. The output probability
(see equation (20)) of any landscape contains a constant term and four terms proportional to different mode overlap
functions. By sampling six points of pairwise temporal delay of ∆τ1 and ∆τ2 contributions of each of these terms can
be assessed. These six points are
∆τ1 ∆τ2
P1 0 fs 130 fs
P2 0 fs -870 fs
P3 -300 fs -170 fs
P4 -1000 fs -870 fs
P5 -1000 fs 130 fs
P6 -1000 fs 1130 fs
An offset of ∆τoff = 130 fs is introduced in the temporal delay mode ∆τ2, otherwise the delays are set to
combinations of 0 fs, −300 fs and ±1000 fs. Precision of the temporal alignment was estimated to be ±16 fs. In
one measurement run the points P1 to P6 are recorded consecutively for two hours each. To account for effects of
drift this order is reversed in the next measurement run, therefore the points are recorded in the order P6 to P1.
The four–fold count rates range from 1 mHz to 100 mHz dependent on the output combination. In between each
measurement run the setup was realigned to optimize for maximal count rates. In order to obtain sufficient statistics,
the whole data acquisition is repeated over 19 measurement runs for a total of 228 hours.
As Poissonian error modeling results in too optimistic error bars in case of long data acquisition due to multiple
sources of error, we adapted the error modeling. The 19 measurements are independent runs therefore mean and
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Data for In124
τ1 τ2 theory experimental red. χ
2 count rate
Out134
0 fs 130 fs 3.41% 3.17%± 0.26%
0 fs -870 fs 1.89% 2.18%± 0.19%
-300 fs -170 fs 3.13% 2.99%± 0.25% 1.38 ≈ 10 mHz
-1000 fs -870 fs 2.95% 2.96%± 0.26%
-1000 fs 130 fs 2.20% 2.51%± 0.21%
-1000 fs 1130 fs 2.73% 2.72%± 0.31%
Out345
0 fs 130 fs 14.19% 14.73%± 0.93%
0 fs -870 fs 23.69% 24.01%± 0.84%
-300 fs -170 fs 17.67% 19.1%± 0.98% 1.10 ≈ 80 mHz
-1000 fs -870 fs 25.09% 24.01%± 0.85%
-1000 fs 130 fs 21.14% 21.32%± 0.80%
-1000 fs 1130 fs 31.40% 30.85%± 1.44%
Table I. data for the coincidence landscapes of figure 3
standard deviation of the mean provide more useful information. Each individual measurement run is represented
as a six–dimensional vector, with the ith entry of the vector containing the four–fold counts of the Pith delay point
integrated over two hours. These vectors can then be normalized to unit vectors thereby obtaining relative output
probabilities. The mean and the standard deviation of the mean can now be calculated for each of the six delay
points. Ultimately the overlap with the theoretical prediction is obtained by a least squared minimization weighted
with the standard deviations. Here a linear scaling factor is introduced relating the relative experimental probabilities
to the absolute theoretical ones. The goodness of fit is calculated using the reduced χ2. The number of degrees of
freedom is in this case ν = 6− 2 = 4.
The experimental data for the four different scenarios of BosonSampling affected by distinguishability, shown in
figure 4 of the main manuscript, are recorded using the same method as above. The experimental data and theoretical
prediction is contained in table II.
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Data for figure 4
figure Tijk exp in % per in % imm in % det in % theo in %
4a
245 1.46± 0.39 1.72 0.13 0.00 1.86
235 10.02± 0.83 11.32 0.44 0.00 11.76
123 46.75± 2.95 33.38 11.97 0.00 45.36
345 0.47± 0.20 0.03 0.16 0.00 0.19
∆τ1 = 0fs
234 7.24± 0.80 7.08 0.77 0.00 7.85
134 6.69± 0.71 6.30 1.54 0.00 7.85
∆τ2 = 130fs
125 7.96± 0.89 5.21 2.87 0.00 8.08
145 1.69± 0.40 1.41 0.13 0.00 1.55
135 8.01± 0.77 3.98 1.10 0.00 5.08
124 9.71± 0.94 8.95 1.50 0.00 10.45
4b
245 1.35± 0.24 0.93 0.59 0.01 1.53
235 7.93± 0.68 6.11 2.45 0.11 8.67
123 50.86± 2.60 18.02 29.62 1.19 48.82
345 0.78± 0.16 0.02 0.64 0.01 0.66
∆τ1 = −300fs 234 6.00± 0.41 3.82 3.04 0.03 6.89134 5.12± 0.58 3.40 1.21 0.01 4.61
∆τ2 = −170fs 125 8.07± 0.74 2.81 3.69 0.03 6.53145 1.86± 0.26 0.76 1.20 0.02 1.98
135 8.64± 0.68 2.15 8.86 0.14 11.15
124 9.39± 0.59 4.83 4.16 0.16 9.15
4c
245 1.17± 0.26 0.37 0.77 0.05 1.19
235 6.59± 0.58 2.46 3.35 0.59 6.40
123 53.64± 1.90 7.26 40.72 6.54 54.52
345 0.92± 0.20 0.01 0.96 0.03 1.00
∆τ1 = −1000fs 234 5.29± 0.43 1.54 3.63 0.15 5.32134 4.06± 0.40 1.37 2.43 0.04 3.84
∆τ2 = −870fs 125 8.19± 0.64 1.13 6.26 0.19 7.58145 1.57± 0.22 0.31 1.24 0.12 1.67
135 9.91± 0.74 0.87 8.03 0.78 9.68
124 8.67± 1.02 1.95 5.97 0.89 8.80
4d
245 0.92± 0.23 0.19 0.51 0.17 0.86
235 5.12± 0.58 1.21 1.91 1.97 5.09
123 58.26± 2.73 3.58 33.36 21.69 58.63
345 0.60± 0.09 0.00 0.56 0.11 0.68
∆τ1 = −1000fs 234 4.17± 0.39 0.76 2.85 0.50 4.11134 4.03± 0.51 0.68 2.79 0.12 3.59
∆τ2 = 1130fs
125 7.38± 0.62 0.56 6.00 0.64 7.19
145 1.32± 0.28 0.15 0.91 0.39 1.45
135 10.00± 0.38 0.43 7.15 2.57 10.15
124 8.18± 0.71 0.96 4.33 2.95 8.25
Table II. data for the normalized output probability distributions of figure 4
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