Optimization of nonlinear (or linear state-dependent) dynamic systems often requires system simulation. In many cases the associated state derivative evaluations are computationally expensive, resulting in simulations that are significantly slower than real-time. This makes the use of optimization techniques in the design of such systems impractical. Optimization of these systems is particularly challenging in cases where control and physical systems are designed simultaneously. In this article, an efficient two-loop method, based on surrogate modeling, is proposed for solving dynamic system design problems with computationally expensive derivative functions. A surrogate model is constructed for only the derivative function instead of the complete system analysis, as is the case in previous studies. This approach addresses the most expensive element of system analysis (i.e., the derivative function), while limiting surrogate model complexity. Simulation is performed based on the surrogate derivative functions, preserving the nature of the dynamic system, and improving estimation accuracy. The inner loop solves the system optimization problem for a given derivative function surrogate model, and the outer loop updates the surrogate model based on optimization results. This solution approach presents unique challenges. For example, the surrogate model approximates derivative functions that depend on both design and state variables. As a result, the method must not only ensure accuracy of the surrogate model near the optimal design point in the design space, but also the accuracy of the model in the state space near the state trajectory that corresponds to the optimal design. * Address all correspondence to this author. This method is demonstrated using two simple design examples, followed by a wind turbine design problem. In the last example, system dynamics are modeled using a linear state-dependent model where updating the system matrix based on state and design variable changes is computationally expensive.
Introduction
Optimal design of nonlinear (or linear state-dependent) dynamic systems is a challenging task, due in part to the computationally expensive system simulations involved. Moreover, nonlinear dynamic system design problems often exhibit tight coupling between physical system (plant) and control system design, requiring the use of integrated plant and control design methods to arrive at system-optimal solutions [1] . Integrated dynamic system design methods are often referred to as 'co-design' methods. In co-design formulations, plant and control design are considered simultaneously to solve an integrated optimization problem [2, 3] . Applying co-design to a nonlinear dynamic system (e.g., a multibody dynamic system) often incurs significant computational expense [4] .
Many solutions have been proposed for reducing the computational expense of dynamic system design, including the use of surrogate models. The most widely-used surrogate modeling approach for simulation-based dynamic system design treats the simulation as a 'black-box', where a surrogate model is constructed based on inputs to and outputs from the simulation. That is, if u(t) are inputs to a simulation, and if y(t) are the corresponding outputs, a set of {u(t), y(t)} pairs is generated via simulation. This data is then used to construct a nonlinear surrogate model with established data fitting techniques such as neural networks, radial basis networks, echo state networks, or wavelet networks [5, 6] . The resulting surrogate model is computationally inexpensive to evaluate, supporting the use of optimization in dynamic system design. Challenges to consider when using surrogate modeling for dynamic system design include the expense of the initial sampling required to build the surrogate model, as well as the accuracy of the surrogate model at points between sample points. Applications of this general strategy have included multibody dynamic system optimization [4, 7] , nonlinear dynamic biological systems [8] , aircraft wing design with uncertain parameters [9] , and vehicle ride comfort [10] .
Surrogate modeling approaches used so far employ generalized functions to approximate the input-output mapping u(t) −→ y(t). This approach does not exploit the special properties of a dynamic system, such as the continuous evolution of state trajectories, to improve model accuracy between sample points. The method proposed in this article retains the use of simulation to maintain the unique characteristics of dynamic systems, enhancing accuracy between sample points and reducing surrogate model complexity.
An important relationship exists between surrogate modeling of dynamic systems and the well-established field of reducedorder modeling (ROM). A reduced-order model of a dynamic system approximates a higher-fidelity dynamic model using fewer states. Model reduction reduces computational expense, making dynamic system design more tractable. The reducedorder approach is based on projecting the dynamical system onto sub-spaces consisting of basis elements that contain characteristics of the expected solution. This approach helps models retain dynamic properties that correlate with the physical characteristics of the systems they approximate [11] , whereas the conventional surrogate modeling approaches described above use generalized approximation functions not based on system physics.
Reduced-order modeling often is applied to high-order models of systems governed by partial differential equations (PDEs), as these models are especially expensive to simulate [11, 12] . Several classes of model reduction methods have been investigated, including those based on proper orthogonal decomposition (POD) [13] , Krylov subspace methods [14] , and the block Arnoldi algorithm [15] . Modal analysis has been used extensively for understanding the dynamic behavior of structures [16] . These model reduction methods, however, are largely restricted to linear systems. Notable application of reduced-order modeling to linear dynamical systems include microelectromechanical systems [15] and fluid systems [12, 17, 18] . The ability to simulate nonlinear systems is vital for progress in dynamic system design. While some model reduction methods have been extended to nonlinear systems (e.g., POD for nonlinear structural dynamics [19] ), the use of model reduction as a general tool for design of nonlinear systems is limited.
Both ROM methods and conventional surrogate modeling have been used in the design of dynamic systems, but each approach has limitations. Surrogate models of black-box simulations use generalized approximation functions that do not leverage the intrinsic properties of dynamic systems, reducing the potential model accuracy for a given number of samples, and obstructing insights about the underlying system. While model reduction approaches retain simplified dynamic system properties, the underlying dynamics may be oversimplified in some cases [14] , and higher-fidelity models are still required at later design stages [20] . In addition, reduced-order modeling applies largely only to linear dynamic systems, and ROMs often do not accommodate the direct modification of independent physical system design variables. As a result, reduced-order modeling is not suitable for the co-design of nonlinear dynamic systems, which is the focal-point of this article.
In this paper we propose a unique design process that addresses these above issues by approximating only the state derivatives of a nonlinear dynamic system using surrogate models, rather than treating the whole system simulation as a blackbox. This provides direct access to approximated system dynamics, and preserves the dynamic nature of the system model to improve approximation accuracy and efficiency. This method applies to nonlinear derivative functions. In addition, derivative function surrogates are constructed that depend both on state and design variables, enabling the solution of nonlinear co-design problems.
Design Process
The process presented here is similar to previous studies (see [21, 22, 23] for reviews) in that it is a method for obtaining optimal design solutions through the use of surrogate mathematical models that approximate physics-based system models. The optimization algorithm does not operate directly on the highfidelity physics-based model, but rather on the approximate surrogate model. This approach is particularly useful in cases where the original high-fidelity system model is computationally expensive. Operating on the surrogate model can speed up the optimization process significantly as the surrogate model requires much less time to evaluate than the original model, and surrogate models often can help smooth out numerical noise present in the original model [24] . The computational expense of obtaining samples required to build the surrogate model must be accounted for when determining whether a surrogate modeling approach is a good choice for a particular problem [25] .
Successful surrogate modeling methods support the rapid identification of an accurate optimum design point with a minimum number of high-fidelity function evaluations [26] . Accuracy can be preserved by using a trust region approach [27, 28] , and the number of high-fidelity model evaluations can be reduced by using an adaptive resampling method that focuses on improv-ing accuracy only in regions of strategic interest (e.g., near the optimum) [29, 30] . A significant number of developments have been made in the area of black-box surrogate modeling, including the use of a family of surrogate models where the best (or weighted average) surrogate model is used as required [31] , and extension of surrogate modeling to multi-objective optimization problems where high accuracy is maintained in regions near the Pareto front [32] .
While in many cases surrogate modeling has been applied to a single engineering discipline at a time [32] (e.g. structural design [33] , multibody dynamic systems [34] , design based on aerodynamics and aero-acoustics [17] ), it can be extended to multidisciplinary problems [35] . Co-design problems are multidisciplinary design optimization problems that involve the coupled physical and control system design disciplines [36] . This introduces additional complexity to the surrogate modeling problem, as accuracy must be provided not only in the design space in the neighborhood of the optimum design point, but also in the state space in the neighborhood of the state trajectory that corresponds to the optimum design point. The latter requirement is more difficult because we are concerned about accuracy in a region near an entire path as opposed to a single point. This article introduces one possible approach for tackling this challenge associated with co-design problems.
Consider a general co-design optimization problem formulation that involves the simultaneous optimization of physical system and control system designs:
Here J is a cost function that represents the overall system design objective, where the integrand L(·) is the Lagrangian. The plant and control design variables are x p and u(t), respectively, and g(·) and h(·) are the inequality and equality design constraints, respectively. Note that design constraints depend indirectly on control design since u(t) influences state trajectories ξ ξ ξ(t). This problem structure allows for bi-directional plant-control design coupling [37] . This formulation admits nonlinear system dynamics, i.e. the state derivativesξ ξ ξ(t) are nonlinear functions of states and physical design. The scope of this article is limited to systems that depend linearly on control u(t).
The core contribution of this paper is centered on efficient approximation methods for the derivative function f(·). We seek to construct a surrogate modelf(·) of f(·) based on sampling in both the state and design spaces. Equation (2) illustrates an approximate system dynamics model based on the surrogate modelf
wheref(ξ ξ ξ(t), x p ) ≈ f(ξ ξ ξ(t), x p ). The co-design problem based on this surrogate model is:
The design method proposed here consists of an inner loop that solves Prob. (3), and an outer loop that iteratively enhances the surrogate model. The method consists of the following five steps: This iterative process is illustrated in Fig. 1 , and described in detail in the following subsections.
Constructing the Sampling Plan
The process starts with a definition of the modeling domain, i.e., the regions within the state and design spaces where the surrogate model will be constructed, and the regions from which samples will be obtained. Here the modeling domain is defined using simple bounds on the state and design spaces that are estimates of the maximum and minimum values that the plant design and state variables will attain. Sample points are chosen from within the modeling domain using Latin Hypercube Sampling (LHS) [23] .
Surrogate Model Construction
The sample points obtained via LHS in the previous step are used as training points to construct the surrogate model. For every training point defined, a corresponding output point must be obtained by evaluating the analysis function (the original model to be approximated) using the training point as input. The observed output points are functions of the training points y, i.e., f(y). Here f(
T is the output vector of observed derivatives for the training point y i , where n is the number of states and each entry f j corresponds to the Here the analysis function is neither a design objective nor constraint function as is normally the case, but is the computationally-expensive derivative function that governs system dynamics: f(ξ ξ ξ(t), x p ). A training point consists of values for both state and design variables, i.e., y i = [ξ ξ ξ, x p ], and the output of the derivative function is vector-valued, so each training point produces multiple (n) observed outputs. Once the observed outputs (f(y i )) are obtained, the input-output pairs may be used to 'train' the surrogate model for each of the state derivatives. The surrogate model used here employs Radial Basis Functions (RBFs) [38] . For each of the n state derivatives, we write the interpolation condition using p training points:
where ψ(·) is the radial basis function, w k j are unknown weighting coefficients, n is the number of states, and c k is the k th basis function center. The specific RBF used here is the thin plate spline function [23] : ψ(r) = r 2 lnr, where r is the Euclidean distance between the training point and function center: r = y i − c k . The objective in constructing the surrogate model is to find the coefficients w k j . This can be done by solving the following equation for
where ψ ψ ψ is the 'Gram matrix' [23] :
T is the vector of observed outputs for jth state derivative for p training points. Unique values for coefficients may be found since the Gram matrix is square. Problem complexity is reduced further here by assuming that the RBF centers coincide with training points, i.e., c i = y i . This simplification provides reasonably accurate results for the case studies presented in this article.
Model Validation
Surrogate models used in optimization must be accurate in regions of interest. Adaptive surrogate modeling methods gradually enhance accuracy in the region of the approximate optimum, and at convergence the highest desired level of accuracy need only be achieved right at the optimum. Ensuring model accuracy in regions far from the optimum incurs unnecessary computational expense. Using surrogate models of derivative functions adds some complexity to the task of validating model accuracy. In addition to checking accuracy in regions near the optimal design point, accuracy must also be assured in the neighborhood of the state trajectory that corresponds to this point. A validation domain must be defined in both the state and design spaces where the surrogate model is required to be accurate within a specified tolerance.
In the iterative solution process outlined in Fig. 1 , the boundaries of the modeling domain from which training samples are obtained are updated with each outer loop iteration. The inner loop (co-design) solution is used to determine new bounds on the modeling domain for the next iteration. For simplicity here, the validation domain is assumed to be equivalent to the modeling domain, although more sophisticated approaches may be taken where the validation domain is much smaller than the modeling domain. Techniques, such as support vector domain description (SVDD) [39, 40] , could be used to construct non-convex boundaries around the state trajectories to define a tighter validation domain.
Several different error metrics for surrogate model validation have been investigated. One of the most widely used metrics is the root mean square error (RMSE) [41, 42] . RMSE is suitable for scalar-valued functions, but the derivative functions of interest here are vector-valued. The sum of normed errors (SNE) is used here to accommodate the vector-valued analysis function. The error for each test point (y si ) is defined as the 2-norm of difference between the actual state derivative vector f(y si ) and prediction of state derivative vectorf(y si ):
where n s is the number of test points. As illustrated in Fig 1, model error is checked before proceeding with co-design solution. Alternative approaches may include validation checks after co-design solution.
Co-Design Formulation
The primary motivation for the surrogate modeling approach presented here is the efficient solution of co-design problems that involve nonlinear dynamic systems with computationally expensive derivative functions. The formulation of two important codesign techniques is reviewed here. [37] identified the nested co-design formulation as a special case of the Multidisciplinary Design Feasible (MDF) formulation. This formulation incorporates two loops: an outer loop optimizes the plant design, and an inner loop solves the optimal control problem for each plant design tested by the outer loop. The outer loop formulation is:
Nested Co-Design Allison and Herber
where x p is the plant design vector, g p (·) and h p (·) are the plant design constraints, and φ * (·) is an optimal value function that depends only on x p . This optimal value function is evaluated by solving the inner loop optimal control problem, i.e., for a given plant design, it finds the optimal control design u * (t) and returns the corresponding objective function value. The inner-loop formulation is:
The plant design x p is specified by the outer loop and is held fixed during the inner loop solution. Plant design constraints g p (·) and h p (·)are imposed in both loops to ensure system-level design feasibility. The presence of inequality path constraints in the inner loop problem motivates the use of 'discretize-then-optimize' optimal control methods that can manage these constraints (e.g., direct transcription, which is discussed later in this section).
Simultaneous Co-Design
An alternative codesign formulation solves for the plant and control design variables simultaneously:
As with nested co-design, this simultaneous formulation accounts for all dynamic system interactions and plant-control design coupling, resulting in a system-optimal design that is often significantly better than conventional sequential (plant design followed by control design) methods. This simultaneous co-design approach is used in the investigation presented here.
Direct Transcription
Conventional optimal control methods based on Pontryagin's Maximum Principle [43] take an 'optimize-thendiscretize' approach, where optimality conditions are applied to generate a closed-form solution (possible only in limited cases), or a boundary value problem that can then be discretized and solved for the optimal control trajectories. Direct Transcription (DT) takes the converse approach: the optimal control problem is discretized first, and the resulting nonlinear program (NLP) is solved using a standard NLP algorithm [44, 45] . DT is a 'discretize-then-optimize' approach that transcribes an infinitedimensional optimal control problem into a large sparse finite dimensional NLP. State and control trajectories trajectories are discretized over a finite number of time intervals, and these discretized representations are part of the set of optimization variables. The differential constraint that governs system dynamics is replaced by a finite set of algebraic defect constraints. These defect constraints can be formed using any standard numerical collocation method, such as implicit Runge-Kutta (IRK) methods or Gaussian quadrature. The trapezoidal method, an IRK method, is used in the implementations here.
Allison and Han introduced an extension of DT for codesign problems [46] . A DT co-design formulation based on this work, using the trapezoidal method, follows:
where, n t is the number of time steps, Ξ Ξ Ξ = ξ ξ ξ
T is the matrix of discretized state variables (row i, or ξ ξ ξ i , corresponds to the state vector at time t i ), ζ ζ ζ(·) are the defect constraint functions imposed to ensure that Ξ Ξ Ξ satisfies system state equations,
T is the control input matrix, and h i is the ith time step size. This DT-based co-design approach was used to solve Prob. (3)-the inner loop problem in the surrogate modeling method-for several numerical examples that are presented in the next section. The surrogate derivative function ϕ ϕ ϕ(·) is used in the calculation of the defect constraints ζ ζ ζ(·). The NLP defined in Prob. (10) was solved using the fmincon algorithm in MATLAB R . An important advantage of DT to emphasize here is its parallel nature; all defect constraints are independent, enabling massively parallel implementations.
Numerical Results
The surrogate modeling design method is demonstrated here using three example problems that involve nonlinear dynamics. The first two examples are simple analytical problems with a known solution, enabling a demonstration of method validity. The third example is a wind turbine co-design problem, where the state derivatives are calculated using FAST, a high-fidelity (and computationally expensive) model developed by the U.S. National Renewable Energy Laboratory [47] . In all three cases a surrogate model is developed for the derivative function with dependence on both state and design variables, enabling efficient solution of the co-design problem. Example 1: 2D Nonlinear System Consider the following co-design problem that is based on a second-order non-linear dynamic system:
This example is based on a problem presented in Ref. [48] , and was extended here to correspond to a co-design problem formulation where optimization is performed with respect both to control input and time-independent variables. Here x p = [a, b] T are plant design variables, and ξ ξ ξ(t) = [ξ 1 (t), ξ 2 (t)] T are the state variables. Figure 3 illustrates the solution of this example based on actual system dynamics. Compare this to the results given in Fig. 4 that are based on the surrogate modeling solution process. They are identical within the specified surrogate model tolerance limit (0.001) and are qualitatively similar. The solution to this codesign problem also involves the optimal plant design, described in Table 1 , for both the surrogate and non-surrogate (optimization with original dynamics) design approaches. Since we approximate state derivatives using surrogate models, the number of original state derivative function evaluations needed to reach optimal solution were 160 (far fewer than the 792 evaluations required without surrogate modeling). This highlights the value of the surrogate modeling approach in cases where derivative function evaluations dominate solution expense.
Example 2: 2D Nonlinear System
The second illustrative example presented here is also based on a nonlinear dynamic system presented in Ref. [48] , extended to a co-design formulation: As in the first example, x p = [a, b] T are the plant design variables, and ξ ξ ξ(t) = [ξ 1 (t), ξ 2 (t)] T are the system state variables. Figure 5 shows the solution of above co-design problem using actual system dynamics, and Fig. 6 illustrates the solution based on surrogate modeling. As with the first example, the solution obtained using surrogate modeling is identical to the solution of the original problem within the provided model tolerance limit. The optimal plant design results are presented in Table 2 . This example required 240 original derivative function evaluations for surrogate modeling approach, which is again far fewer than the 9,517 evaluations required for the direct approach. 
Example 3: Wind Turbine Design
The surrogate modeling based co-design process was also used to solve the simultaneous structural and control design problem for a horizontal axis wind turbine [49] .
The objective here is to maximize the power extraction and minimize structural mass (m s (x p )) for given input wind conditions, while satisfying the structural deflection constraints on states ξ 1 and ξ 2 (i.e., the tower aft-fore bending and blade out-ofplane bending values, respectively). The constraint P m (v rated ) − P rated ≥ 0 ensures that the wind turbine generates the full rated power when wind is blowing at rated speed v rated . The power capture maximization can be achieved by minimizing the deviation of rotor control torque τ(t) from the optimal torque τ opt (ξ ξ ξ,t) required to track the locus of maximum power coefficient [50] . The state space model of this system is highly nonlinear in nature, and is based on the state derivative calculations available through FAST [47] . It is important to note that these derivative function evaluations require seconds to evaluate, meaning that simulation based on direct derivative function evaluation is much slower than real time, making co-design problems impractical to solve when using the original derivative function directly. Here, w 1 > 0 and w 2 > 0 are the weights on structural design (mass) and control design ( t f 0 L(·)dt) objective function terms, respectively. The control design term approximates power production. This design problem was solved using wind profiles obtained at SITE-05730, Indiana, USA [51] . This wind profile, shown in Fig. 7(a) , was obtained for a 24 hour duration averaged over 7 days. The optimal plant design vector for this problem is listed in Table 3 , and the optimal torque trajectories are illustrated in Fig. 7 . Solution statistics are provided in Table 4 . The number of original derivative function evaluations and overall solution time are both reduced significantly when using the surrogate modeling based approach, indicating that this method is a promising approach for the design of nonlinear dynamic systems.
Discussion
The work reported in this article is an important component of advancing the field of multidisciplinary dynamic system design optimization (MDSDO) [37] , which often involves computationally expensive dynamic system simulations. Here we demonstrated a new way of using surrogate modeling methods that capitalizes on the unique properties of dynamic systems to enable efficient solution. Often the derivative function calculations dominate computational expense for high-fidelity models of dynamic systems, and the method introduced here can re- the near term we plan to investigate improved validation methods (including validation domain description), efficient resampling techniques, and extension to fully nonlinear systems, i.e., ξ ξ ξ(t) = f(ξ ξ ξ(t), x p , u(t))
Conclusion
In this article we proposed a novel and efficient approach for solving co-design problems that involve nonlinear dynamic systems. Previous studies have incorporated surrogate modeling in the solution of nonlinear dynamic system design problems by constructing a surrogate model based on the entire simulation, treating the system analysis as a black-box. In the new approach presented here, surrogate models are constructed only for derivative functions (often the most computationally intensive component). This approach also has the advantage of capitalizing on the intrinsic properties of dynamic systems by retaining the use of simulation. Surrogate modeling of dynamic systems introduces several interesting challenges, including how to construct and validate surrogate models that must be accurate within the region of a trajectory instead of a point. We have demonstrated the potential of this new method in solving computationallyoverwhelming nonlinear dynamic system design problems, many of which right now are impractical to solve using established methods if high-fidelity models of complete system dynamics are to be employed. This article also illustrated the use of direct transcription in solving co-design problems, an emerging area of MDSDO. Three example problems were used to demonstrate how to efficiently utilize surrogate models of derivative functions in co-design problems. Two were simple analytical problems, whereas the third was a high-fidelity wind turbine design problem that would be impractical to solve using conventional techniques.
