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ABSTRACT
The performance of a team depends not only on the abilities of its individual members, but
also on how these members interact with each other. Inspired by this premise and motivated
by a large number of applications in educational, industrial and management settings,
this thesis studies a family of problems, known as team-formation problems, that aim to
engineer teams that are effective and successful. The major challenge in this family of
problems is dealing with the complexity of the human team participants. Specifically, each
individual has his own objectives, demands, and constraints that might be in contrast with
the desired team objective. Furthermore, different collaboration models lead to different
instances of team-formation problems. In this thesis, we introduce several such models and
describe techniques and efficient algorithms for various instantiations of the team-formation
problem.
This thesis consists of two main parts. In the first part, we examine three distinct
team-formation problems that are of significant interest in (i) educational settings, (ii)
industrial organizations, and (iii) management settings respectively. What constitutes an
effective team in each of the aforementioned settings is totally dependent on the objective
of the team. For instance, the performance of a team (or a study group) in an educational
setting can be measured as the amount of learning and collaboration that takes place inside
the team. In industrial organizations, desirable teams are those that are cost-effective and
highly profitable. Finally in management settings, an interesting body of research uncovers
v
that teams with faultlines are prone to performance decrements. Thus, the challenge is to
form teams that are free of faultlines, that is, to form teams that are robust and less likely to
break due to disagreements. The first part of the thesis discusses approaches for formalizing
these problems and presents efficient computational methods for solving them.
In the second part of the thesis, we consider the problem of improving the functioning
of existing teams. More precisely, we show how we can use models from social theory to
capture the dynamics of the interactions between the team members. We further discuss
how teams can be modified so that the interaction dynamics lead to desirable outcomes
such as higher levels of agreement or lesser tension and conflict among the team members.
vi
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Chapter 1
Introduction
1
2The study of teams and what makes them productive has been of significant interest to
researchers from different disciplines. There has been an ongoing effort by psychologists
and sociologists to understand what governs the individual and social behaviors of members
of a team. In fact, this has been a subject of study in many other areas within the realm
of social sciences such as socioeconomics, management sciences, and education sciences.
Also given the fact that the behavior of human subjects is not deterministic, a significant
number of mathematicians and statisticians have developed interested in this problem and
proposed statistical methods to model the team dynamics.
A common characteristic of these studies in social sciences is that they aim to understand,
model, and predict how well a team or an individual participating in the team performs.
While these studies give us valuable insights into team dynamics as well as guidelines for
evaluating and predicting how effective teams are, they fail to provide us with a concrete
recipe for creating effective teams.
The problem of designing a recipe for creating effective teams is inherently a computa-
tional problem where the goal is to compute a subset of individuals (i.e., a team) which can
work together efficiently. As a result, it is not surprising to see that computer scientists have
also developed an interest in the study of teams over the past decade. One of the pioneering
papers in this area is due to Lappas et. al. (Lappas et al., 2009). The goal of the authors
was to create a team of experts that can collectively cover a set of required skills while
ensuring efficient communication among the team members. This work has been extended
in multiple directions to incorporate different definitions of communication costs, consider
different ability levels for individuals, take into account the capacity of each individual (An
et al., 2013; Dorn and Dustdar, 2010; Gajewar and Sarma, 2012; Kargar and An, 2011;
Li and Shan, 2010; Sozio and Gionis, 2010). Other extensions of this work look into the
problem of creating multiple teams to complete a set of task that may arrive in an online
fashion (Anagnostopoulos et al., 2012; Anagnostopoulos et al., 2010).
3Similar to the existing literature mentioned above, the work presented in this thesis
contributes to the study of teams by taking a computational approach towards the problem
of engineering effective teams. What differentiates our work is that we look into a number
of application-specific team-formation problems, and we base our problem formulations
on the domain-specific research performed by social scientists. In the first part of this
thesis, we examine three team-formation problems that arise in educational, industrial, and
management settings respectively. We highlight how the existing research in each domain
allows us to enrich our problem formulation and how these formulations give rise to new
computational challenges that need to be addressed.
Given that forming new teams may not always be possible, the second part of this thesis
considers the problem of improving the functioning of existing teams. More precisely,
we investigate how we can use models from social theory to capture the dynamics of
interactions between the team members. We further discuss how one can modify a team
or some properties of its members such that the interaction dynamics lead to desirable
outcomes such as improvement in the level of self-expression within the team, or observing
lower levels of tension and polarity.
Part I
Forming Effective Teams
4
5Inspired by needs arising in educational, industrial, and human resource management
settings, the work presented in this part is motivated by the following simply-stated, yet
significant question:
“Given a fixed population, how should one create a team (or teams)
of individuals to achieve the optimal performance?”
This question arises in a number of applications. For example in educational settings,
we are interested in forming efficient study groups or teams of students who can complete
assignments together. In human resource management settings, the goal is to form teams of
individuals whose interests are aligned and the tension within the team is minimal. Finally,
companies and industrial organizations aim to identify cost-efficient teams that are potential
good cluster hires or can successfully complete large-scale projects.
The key difficulty of the team-formation question stems from the fact that the perfor-
mance of a team depends both on the ability of its members as well as the dynamics of
their interactions. Our work focuses on (i) understanding and modeling these dynamics
and studying on how collaborations among individuals can result in productive outcomes,
and (ii) how such collaboration dynamics can be engineered in industrial organizations as
well as traditional classrooms and MOOCs. The major challenge in this family of problems
is dealing with the complexity of the human team participants. Specifically, each individual
has its own objectives, demands, and constraints that might be in contrast with the desired
global objective. Furthermore, different collaboration models lead to different instances
of team-formation problems. In this part, we introduce a number of such models and
propose techniques and efficient algorithms for various instantiations of the team-formation
problem.
We examine three distinct team-formation problems that arise in educational, industrial,
and management settings respectively. In educational settings, the performance of a team
(or a study group) can be measured as the amount of learning and collaboration that takes
6place inside the team. We investigate how this definition can be formalized and employed
to create optimal study groups in traditional and online classes. Our results demonstrate
that computational approaches can significantly enhance how students interact with each
other in study groups. Notice that although the need for forming study groups has been
identified long ago by educators, the formal definition of the team-formation problem for
this application had not been addressed before.
In industrial and business environments, the performance of a team is naturally defined
as the potential profit the team can achieve. Based on this definition, we introduce the
Cluster Hire problem which can be expressed as the problem of forming a cost-efficient
team of experts that are capable of accomplishing a set of profitable tasks. To the best of
our knowledge, we are the first to formalize the problem of cluster hires, which frequently
arises in industrial hiring decisions.
Finally, in management sciences, an interesting body of research uncovers that teams
with faultlines are prone to performance decrements. Motivated by this observation, we
propose the first quantitative definition of faultlines, and define a team-formation problem
which aims to partition a pool of workers into teams that are free of faultlines.
Chapter 2
Grouping Students in Educational Settings
7
8It is widely accepted that good education is critical for enhancing societal growth and
individual prosperity (Hanushek and Woessmann, 2007; World-Bank, 1999). While the
problem of providing high-quality education is complex (Chimombo, 2005; Gillies and
Quijada, 2008), one particular problem that has challenged social scientists and policy
makers for a long time is how to create groupings of students so that they can augment
their learning from the teacher with cooperative learning from each other (Ashman and
Gillies, 2003; Slavin, 1985; Webb, 1989). Two popular strategies are to group students
either homogeneously (stratified by ability level, so low-ability students are in one section,
high-ability students in another) or heterogeneously (students of all ability levels in one
section) (Esposito, 1973; McPartland et al., 1987). The results obtained from the empirical
studies on which of these is more effective is inconclusive (Grossen, 1996; Kulik, 1992;
Richer, 1976). The opinions of experts towards these strategies has also swayed back and
forth over the years (Loveless, 2013).
In this chapter, we aim to rigorously study the problem of grouping students in a class,
by taking a computational perspective. We consider a setting in which groupings are decided
on per subject basis for students within a class. Each student i is associated with ability
θi ∈ [0, 1] in the corresponding subject. The ability θi can be estimated by administering a
test designed using modern practices such as those based on item response theory (Crocker
and Algina, 2006; Hambleton and Jones, 1993). Students are able to increase their abilities
through interactions and collaborations with more capable peers (Hertz-Lazarowitz and
Miller, 1995; Vygotsky, 1978). The higher ability members also gain as teaching others
and giving help has been shown to be positively correlated to increase in ability (Bargh and
Schul, 1980; Webb, 1989). We thus set our goal to form groups such that the overall gain
for students is maximized.
We present a formal definition of the grouping problem and describe several of its
variants. More specifically, we consider two high-level problems: the 1-GROUP and the
`-GROUPS problem. In the former, the goal is to identify a single group from a large set of
9students such that the gains of the students participating in the group is maximized. In the
latter, the goal is to partition a large set of students into smaller groups of approximately
the same size such that the sum of the gains of all groups is maximized.
Clearly, different definitions of “gain” lead to different instantiations of the 1-GROUP
and the `-GROUPS problems. From the application viewpoint, the gain encodes the school’s
objective. We consider two main gain functions – each formalizing different intuition and
viewpoints. The first gain function maximizes the number of students who improve their
abilities by interacting with the higher ability students, while the other function incorporates
the extent of these improvements. For both these functions, we show that the 1-GROUP
problem can be solved optimally in polynomial time. For lack of optimum algorithms
for the `-GROUPS versions, we provide effective heuristics. Our thorough experimental
evaluation with generated data demonstrates that our design yields groupings that beat
the current strategies. The experiments with different distributions of abilities of students
demonstrate that this superior performance is independent of the underlying distribution of
the abilities of the students.
2.1 Related work
Although their importance in the educational process has been identified by educators and
social scientists, to the best of our knowledge we are the first to introduce the formulations
for computationally addressing the problem of grouping students. Naturally, the nature of
our problem is related to a large body of work both in the domain of education as well as
computer science. We review some of this work below.
Cooperative learning: The origins of the cooperative learning theory can be traced back
to at least as early as the 1937 work of May and Doob who found that people who
worked together were more successful in attaining the same goals than those who worked
independently (May and Doob, 1937). Modern cooperative learning is heavily influenced
10
by the Vygotsky’s idea of co-construction, central to which is the notion of the zone of
proximal development (ZPD) − “... the distance between the actual developmental level
as determined by independent problem solving and the level of potential development as
determined through problem solving under adult guidance or in collaboration with more
capable peers” (Vygotsky, 1978). In our formulation, ZPD for a student can be thought of
as the distance between the student’s ability and that of the group. One of our objectives
is striving to maximize the number of students who are able to increase their ability to
the group level, while the other maximizes the total increase in the ability of the group
members.
Forming teams of experts: Recently, there has been a lot of work on the formation of
teams of experts whose goal is to complete a given project task (Anagnostopoulos et al.,
2010; Anagnostopoulos et al., 2012; Gajewar and Sarma, 2012; Lappas et al., 2009; Li
and Shan, 2010; Majumder et al., 2012). In these settings, experts are viewed as multi-
dimensional vectors describing the expertise of individuals across different aspects. Then
the goal is to select a team that best fits the task at hand. In contrast, our students are
described by 1-dimensional values – namely their abilities. Moreover, our goal is often
not to find a single team that can complete a specific task, but to partition the given set
of students into teams from which their performance can benefit. These differences in
the respective settings lead to different computational problems as well, and therefore the
algorithms used for existing team-formation formulations cannot be used for our setting.
Clustering: At a high level, the `-GROUPS version of our problem can be also viewed
as a classical clustering problem (Hand et al., 2001); after all, in both cases, the goal is
to partition an input set of objects. Although in many of these clustering problems each
cluster is represented by the average of the points in the cluster (exactly as in our setting)
their goal is to find a partitioning that minimizes the sum of the distances of each point to
its corresponding average. On the other hand, in our `-GROUPS problem, the goal is to
maximize the number of students that are below the corresponding average. This difference
11
in the objective functions makes our problem distinct from existing work on clustering.
Specifically, many of the existing clustering problems are solvable in polynomial time for
dimensionality 1, while some version of our `-GROUPS problems appear to be NP-hard
even though our input consists of 1-dimensional points.
2.2 Framework
Assume there is a population of n students S = {1, . . . , n}, studying a particular subject.
Each student i is associated with ability θi ∈ [0, 1] (determined using techniques such
as item response theory (Crocker and Algina, 2006; Hambleton and Jones, 1993)). For
simplicity, we will assume that the students have distinct abilities and they are ordered in
decreasing order of their abilities, i.e., θ1 > θ2 > . . . > θn.
We will be interested in forming groups of students T ⊆ S, such that students, on
average, benefit by their participation in T . In order to quantify the benefit that a group
provides to its members, we need to define the collective ability Θ̂T of a group T . Follow-
ing (Mislevy, 1983), we assume that the collective ability of a group T ⊆ S is the average
ability level of its members. That is, Θ̂T = 1/|T |
∑
i∈T θi.
We consider the collective ability Θ̂T of a group as being an important characteristic of
the group. More specifically, the collective ability Θ̂T of a group T partitions the members
of T into two sets: the leaders and the followers. The set of leaders LT of group T are all
the members of T with ability above Θ̂T . That is,
LT = {i ∈ T | θi ≥ Θ̂T}.
Similarly, the set of followers FT of group T are all the members of T with ability below
Θ̂T . That is,
FT = {i ∈ T | θi < Θ̂T}.
When the group T is clear from the context, we drop the subscript T when referring to the
12
set of leaders and followers of T .
The participation in a group amplifies both the leaders and the followers. If we use
function Af (i, T ) (resp. A`(i, T )) to denote the gain of a follower (resp. leader) i by
participating in group T , then we define the gain of a group T as the sum of the gains of its
members. That is,
A(T ) =
∑
i∈FT
Af (i, T ) +
∑
i∈LT
A`(i, T ). (2.1)
The gain of the followers may be a result of the fact that they are able to increase their
abilities through interactions and collaborations with more capable peers (Hertz-Lazarowitz
and Miller, 1995; Vygotsky, 1978). The leaders also gain as teaching others and giving help
has been shown to be positively correlated to increase in ability (Bargh and Schul, 1980;
Webb, 1989).
In this work, we will only focus on the gain of the followers and leave incorporating the
gain of leaders for future work. That is,
A(T ) =
∑
i∈FT
Af (i, T ). (2.2)
We consider two instances of the A(T ) function, namely the count-based gain AC and
the value-based gain AV.
The count-based gain function: Given a group T with leaders LT and followers FT , we
define the count-based gain AC(T ) as:
AC(T ) =
∑
i∈FT
ACf (i, T ), (2.3)
where ACf (i, T ) = 1 for every i ∈ FT . In other words, the count-based gain of group T is
simply the number of followers in the group who are able to increase their ability through
collaboration with more capable peers (Hertz-Lazarowitz and Miller, 1995; Vygotsky,
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1978).
The value-based gain function: A limitation of the count-based gain function is that it
considers all followers gaining the same by their participation in T . The value-based gain
function takes into consideration the actual values of the followers’ abilities as well as the
collective ability of the group. More specifically, given a group T with leaders LT and
followers FT , the value-based gain AV(T ) is defined as:
AV(T ) =
∑
i∈FT
AVf (i, T ), (2.4)
where AVf (i, T ) = (Θ̂T − θi) for every i ∈ FT . In other words, students with abilities that
are further from Θ̂T gain more by their participation in T .
The problems: We are interested in two key problems: the 1-GROUP and the `-GROUPS
problems. The former takes as input the set of students and their abilities and aims to identify
a single group T that maximizes the value of A(T ). The latter focuses on partitioning the
input set of students into groups such that the total gain across groups is maximized. The
formal definitions of these two problems are given below. We give these definitions in
terms of the generic gain functions, but we also discuss their instantiations for the count
and value-based functions.
Problem 1 (1-GROUP). Given a set of n students S = {1, . . . , n}, identify a group T ⊆ S
of at most k students such that A(T ) is maximized.
When we use the count-based (resp. value-based) gain function for computing the gain
of the group T , then we refer to the 1-GROUP problem as the COUNT1G (resp. VALUE1G)
problem. When the form of the gain function is not important we use the generic 1-GROUP
term.
Problem 2 (`-GROUPS). Given an integer k and a set of n students S = {1, . . . , n} (with
n = k`) find a partition of S into groups T1, . . . T`, where each team is of size k and∑`
i=1A(Ti) is maximized.
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As before, when we use the count-based (resp. value-based) gain function for computing
the gain of the group T , then we refer to the `-GROUPS problem as the COUNT`G (resp.
VALUE`G) problem. When the form of the gain function is not important we use the
generic `-GROUPS term.
2.3 Count-based group-formation problems and algorithms
In this section, we study the computational complexity of the COUNT1G and the COUNT`G
problems and we give algorithms for solving them.
2.3.1 The COUNT1G problem
Clearly, the desired group will consist of a set of leaders L of highest ability who will pull
up the group’s overall ability and a set of followers F whose abilities will be below the
group’s ability yet their abilities will not be as low so as to decrease the overall ability of
the group.
Example 1. Consider a set of five students with the following ability scores: θ1 = 0.9,
θ2 = 0.8, θ3 = 0.6, θ4 = 0.5, and θ5 = 0. Imagine that we need to create a team of three
students with maximum possible gain. If students 1 and 2 are picked together (with any
other student as the third member), only the third member of this group will be a follower.
On the other hand, if we pick students 1, 4 and 5 then the collective team ability would be
0.9+0.5+0
3
= 0.466, which makes only student 5 a follower. Alternatively, grouping student
2, 3 and 4 leads to a collective team ability of 0.8+0.6+0.5
3
= 0.633, which makes students 3
and 4 to be followers. This example shows that grouping the strongest and weakest students
together does not necessarily leads to the maximum possible gain.
Our algorithm for the COUNT1G problem, which we call the L&F algorithm, finds an
optimal group composition by efficiently identifying the best sets L and F of leaders and
followers that will compose the group T = L ∪ F . The pseudocode of the L&F algorithm
is shown in Algorithm 1.
In order to see the intuition behind L&F and also understand why it is optimal we start
with the following lemma:
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Algorithm 1 L&F
Input: Set of students S = {1, . . . , n} with sorted abilities θ1 > θ2 > . . . > θn.
Output: Group T with the maximum AC(T ).
1: T = ∅
2: for i = 1 . . . k do
3: L = top-i ability students
4: for j = i+ 1 . . . n− (k − i) + 1 do
5: F = students with abilities θj , θj+1, . . . , θj+k−i−1
6: if F and L satisfy feasibility constraint then return T = L ∪ F
Lemma 1 (Feasibility Constraint).
∑
i∈F θi > (k ×maxi∈F θi)−
∑
i∈L θi.
Proof. Observe that Θ̂T should be larger than the highest ability score of a student in the
set F . Thus, if θF represents the highest ability in set F , the following condition should be
satisfied:
Θ̂T =
∑
i∈L θi +
∑
i∈F θi
k
> θF .
A simple rewrite of the above inequality yields the lemma.
We do not know a priori the number of leaders in set L. However, since the gain for a
group T is defined to be AC(T ) = k − |L(T )|, the optimal solution will have the minimal
number of leaders. Our algorithm, therefore, tries increasing number of leaders, starting
with the student of the highest ability. The reason for preferring higher ability leaders is that
the sum of their abilities appears as a negative term on the right-hand side of the inequality
in the feasibility constraint. Note that for any fixed set L, all possible sets of followers that
satisfy the feasibility constraint lead to the same value of AC. A computationally efficient
way to pick the followers is to look for them in k − |L| consecutive positions starting with
the first student who is not in L. And that is what our algorithm does.
Example 2. To clarify the details of Algorithm 1, we revisit the students of Example 1. The
algorithm starts by placing a single student (i.e., student 1) in the set of leaders. Then,
the inner loop (lines 4-5) searches for the consecutive group of students that satisfy the
feasibility constraint. First, students 2 and 3 are considered for the followers set, but they
do not pass the feasibility test. Next, the algorithm tries students 3 and 4, who pass the test.
Thus, the algorithm returns the group consisting of students {1, 3, 4}, having AC = 2.
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Complexity: With a preprocessing step of complexity O(n) for computing the cumulative
sums of all the ability levels of all the students sorted in decreasing ability level, L&F
algorithm has complexity O(nk). If we take a closer look at Algorithm 1, we can observe
that the outer loop (line 2) searches for the smallest possible number of students that should
be placed in set L to lift students in set F . This linear search, however, can easily be
replaced by a binary search. Based on this observation, a more efficient implementation of
L&F runs in time O(n log k).
Remark 1: Problem 1 is defined so that the formed group T is of specific size k. A natural
question is whether we can form a group T of any size. We can observe that the L&F
algorithm can be used for this problem as well. For example, one can simply run the L&F
algorithm for all values of k ∈ {1, . . . , n} and output the group with the best AC score
among all those reported for the different values of k.
Remark 2: As stated in Algorithm 1, L&F selects the follower set in such a way that
the relatively high ability followers are grouped with the highest ability leaders. We will
sometimes refer to this version of L&F as max-L&F to emphasize that the group formed by
this algorithm has the highest highest-ability follower. One can easily modify Algorithm 1
to select the follower set to contain the lowest highest-ability follower or for that matter
select a random set amongst all the feasible follower sets. We will refer to these versions as
min-L&F and any-L&F respectively.
2.3.2 The COUNT`G problem
In this section, we first show that the COUNT`G problem is NP-hard and then discuss
heuristics for solving it.
Lemma 2. When k = n/2 then the COUNT`G is NP-hard.
Proof. We prove that COUNT`G is NP-hard by reducing the SUBSET SUM problem (Garey
and Johnson, 1979) to this problem. The SUBSET SUM problem asks whether a given set of
positive integers W = {w1, w2, · · · , wN} can be partitioned into two groups W1, W2 such
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that the sum of numbers in W1 equals the sum of numbers in W2. In other words, if we use
z =
∑N
i=1wi to denote the sum of all numbers in W , we want the sum of the elements in
W1 to be equal to the sum of the elements in W2 and thus equal to z2 .
Now, given an instance of the SUBSET SUM problem we create an instance of the
COUNT`G problem with n = 2N + 6 students which we want to partition into 2 groups
each of size k = (N + 3). We create the instance of the COUNT`G problem as follows: for
each number wi in W , we create a student with ability θi = −wi. Beside these low ability
students, we create n+ 4 students with abilities equal to 0, and two strong students with
abilities z
2
+  where  is a small value. We claim that (under this construction) the answer
to the decision problem of SUBSET SUM is “yes” iff the optimal solution to the COUNT`G
would have a total AC of (2N + 4).
First, assume that there is a perfect partitioning of W into W1 and W2. Now, we can
create two groups T1 and T2 in the COUNT`G problem as follows. First, we place a strong
student with ability z
2
+  in both T1 and T2. Then, we place the low ability students that
correspond to the numbers in set W1 (resp. W2) in T1 (resp. T2). Finally, we distribute the
normal students (i.e., those with ability equal to zero) over T1 and T2 to make both groups
of the same size. Note that the size of each group must be N + 3 and
Θ̂T1 = Θ̂T2 =
− z
2
+ z
2
+ 
N + 3
=

N + 3
> 0.
Since the collective ability levels of both groups are positive, all students except the two
strongest students are below the mean. Thus AC(T1)+ AC(T2) = N+2+N+2 = 2N+4.
Now, assume that there is an optimal grouping of students into groups T1 and T2 each
of size (N + 3) and total AC equal to (2N + 4) for COUNT`G problem. Let z1 and z2
denote the sum of the negative abilities in T1 and T2 respectively. We would like to show
that z1 = z2 which further implies a perfect partitioning of the set W . First, observe that
due to the pigeon-hole principle, both groups should have at least one student with ability
equal to zero. Moreover, one can observe that the two strong students (ability = z
2
+ )
should be in different groups. This is simply because these are the highest abilities and they
can never be below the mean of any group. Thus, if they are placed together there would be
at least 3 students above the group average (i.e., the two strong students and the strongest
student of the other group).
Given that each group has exactly one student with ability z
2
+  and at least one student
with ability equal to 0, the collective ability of both groups must be positive in order to
guarantee an overall AC equal to 2N + 4. Formally,
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
Θ̂T1 > 0
Θ̂T2 > 0
z1 + z2 = z
⇒

z
2
+−z1
N+3
> 0
z
2
+−z2
N+3
> 0
z1 + z2 = z
This implies that  z22 − z12 +  > 0z1
2
− z2
2
+  > 0
⇒ |z1 − z2| < 2.
Now, it is easy to see that by picking a small value of  one can guarantee z1 and z2 to be
equal. As mentioned earlier, this further implies that the students with negative abilities in
group T1 and T2 define a perfect partitioning of the elements in set W . Finally, to guarantee
that our reduction take polynomial time, we would like to point that  does not require to be
arbitrary small, it can simply be smaller than the precision in which the ability scores are
reported.
Given that the ability scores in an instance of COUNT`G problem are bound to be
between zero and one, it might seem that our reduction is incomplete as it creates students
with negative ability scores. However, one can see that the optimal solution to an instance of
COUNT`G problem would not change if all the ability scores are shifted (i.e., incremented
by a constant) or scaled (i.e., multiplied by a constant). Thus, one can simply renormalize
the ability scores to be between zero and one without affecting the value of the optimal
solution.
IterL&F: Given there is no polynomial-time algorithm for solving COUNT`G, we propose
IterL&F, which is an iterative heuristic. In every iteration of IterL&F, one group of
size k is formed. The selection of the group is done using the L&F algorithm and using as
input only those students that have not yet been assigned to any group. Clearly, there are
n/k iterations of IterL&F, each taking time O(n log k). Therefore, the overall running
time is O(n
2 log k
k
).
Depending upon the version of L&F algorithm employed (see Remark 2 in Sec-
tion 2.3.1), we get three versions of IterL&F, namely max-IterL&F, min-IterL&F
and any-IterL&F. Our experiments indicate that they obtain a similar overall value of
the AC objective, but the structure of the groups built by them exhibit differences. In-
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tuitively, max-IterL&F groups the highest ability leaders with relatively high ability
followers, whereas min-IterL&F groups them with the lowest ability followers, while
any-IterL&F groups them with mixed ability followers.
2.4 Value-based group-formation problems and algorithms
We next study the VALUE1G and VALUE`G problems.
2.4.1 The VALUE1G problem
We first show that the VALUE1G problem can be solved in polynomial time with an algo-
rithm, which we call Endpoints. Algorithm 2 provides the pseudo-code of Endpoints.
Algorithm 2 Endpoints
Input: Set of students S = {1, . . . , n} with sorted abilities θ1 > θ2 > . . . > θn.
Output: Group T with the maximum AV(T ).
1: for i = 1 . . . k − 1 do
2: Li = {1, ..., i}
3: Fi = {(n− i+ 1), ..., n}
4: Θ̂i = ((θ1 + ...+ θi) + (θn−i+1 + ...+ θn))/k
5: if Θ̂i > θn−i+1 then
6: Ti = Li ∪ Fi
7: else
8: Ti = φ
9: return arg maxTi AV(Ti)
We start with the following lemma:
Lemma 3. Given a group T that maximizes AV(T ) and consists of x leaders and y = k−x
followers, it must be the case that L = {1, ..., x} and F = {(n− y + 1), ..., n}.
Proof. We definitely need to pick as followers the y students with the lowest ability since
AV(T ) will be strictly worse for any other choice of y students. We also need to select the
top-x ability students as the leaders; this is because the top-x ability students maximize the
value of Θ̂T and as a result also the value of our objective AV(T ).
However, since the values of x and y are not known a priori, Endpoints iterates over
all possible values of x and y that satisfy x+ y = k and reports the optimal solution in time
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O(k). The IF condition ensures that the set F under consideration satisfies the constraint
imposed by the definition of a follower set.
Example 3. For the students of Example 1, Endpoints returns L = {1, 2} ∪ F = {5}.
Contrast this group with the group formed by L&F in Example 2 for the same set of students.
The latter uses the top student 1 to lift up the students 3 and 4, whereas Endpoints uses
the two top students to lift up the very weak student 5.
2.4.2 The VALUE`G problem
Determining the exact complexity class of the VALUE`G is still unresolved. Meanwhile,
we propose two iterative heuristics for solving the problem: IterEndpoints and
RoundRobin. Their performance characteristics are empirically studied later in this
chapter.
IterEndpoints: This heuristic builds upon the Endpoints algorithm. In each iter-
ation, it identifies a group of size k by applying Endpoints to the remaining body of
students. The running time of IterEndpoints is O(n), since there are n/k iterations,
each requiring time O(k).
RoundRobin: Clearly, IterEndpoints does a perfect job of maximizing the gain for
the first group. However, the gains for the subsequent groups can decrease considerably.
RoundRobin tries to balance the gain across all the groups. It works off the sorted list of
student abilities and creates the first group consisting of k students at positions 1, k + 1,
(2k + 1), etc. The ith group is formed by students at positions i, k + i, (2k + i), etc.
The running time of RoundRobin for a sorted input consisting of n students is O(n).
Intuitively, this heuristic mimics how teams are often formed (particularly in recreational
sports) by first selecting the leaders and then letting the leaders take turn in adding members
to their respective teams.
Observe that RoundRobin can also be used for solving the COUNT`G problem. In
fact, we use it as a baseline algorithm in our experiments with the COUNT`G problem as
well.
21
2.5 Experiments
Our experimental evaluation focuses on studying the performance of our algorithms for the
COUNT`G and the VALUE`G problems. Moreover, we present some illustrative partitions
created by the different algorithms and highlight their characteristics.
Datasets: For all the experiments we report here we experiment with a set of n = 1024
students with ability values randomly sampled from (a) normal, (b) uniform and (c) pareto
distributions. We refer to the resulting datasets as normal, uniform and the pareto datasets
respectively. The abilities of students in the normal dataset are sampled from a normal
distribution with mean 0 and standard deviation 1. For the uniform dataset, the abilities are
sampled uniformly from the interval [0, 1]. Finally, the abilities of the students in the pareto
dataset are samples from a pareto distribution, having the shape parameter set to 3. After
the datasets are sampled from their respective distributions, we normalize all values to be in
[0, 1]. This normalization is only done for consistency and plays no role in the conclusions
we draw.
Baseline algorithms: In addition to the algorithms we discussed in Sections 2.3 and 2.4,
we also experiment with two baseline algorithms: Stratified and Random.
The Stratified algorithm sorts the students in decreasing order of their abilities.
Then, the first group is created by considering the first k students with the highest abilities
and putting them in a group by themselves. The second group is created with the subsequent
k students, and so on. The running time of this algorithm for a sorted input consisting of n
students is O(n). This algorithm can be thought of as an idealized version of the oft-used,
ability-based homogeneous grouping of students (Kulik, 1992; Loveless, 2013).
The Random algorithm creates ` groups of size k by randomly assigning students to
groups. The running time of the Random algorithm is O(n), since it is adequate to create a
random permutation of the students and then create the ` groups by considering consecutive
members of this permutation. Note that some approximation of Random is often used for
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Figure 2.1: Performance of IterL&F, Random, Stratified and
RoundRobin for the COUNT`G problem; x-axis (log-scale): number of
students per group (k); y-axis: sum of the AC values of the groups.
23
normal dataset
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(a) IterL&F
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(b) Random
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(c) RoundRobin
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(d) Stratified
uniform dataset
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(e) IterL&F
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(f) Random
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(g) RoundRobin
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(h) Stratified
pareto dataset
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(i) IterL&F
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(j) Random
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(k) RoundRobin
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
Student Ability
G
ro
up
 ID
(l) Stratified
Figure 2.2: COUNT`G: Structure of the groups of size k = 32 formed by
different algorithms for different datasets. Every row of a plot corresponds
to a group and the points within a row represent the ability levels of the
members of the group; dark points are group abilities.
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Figure 2.3: COUNT`G: Structure of the groups of size k = 32 formed by
different versions of the IterL&F algorithm for the pareto dataset.
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partitioning a class into heterogeneous sections (McPartland et al., 1987).
2.5.1 Evaluating algorithms for COUNT`G
We study the performance of different algorithms for the COUNT`G problem by computing
the total gain AC due to the groups they form. We use the max-IterL&F version
of IterL&F as well as Random, Stratified and RoundRobin in this evaluation.
Figure 2.1 shows their AC values as a function of the group size k ∈ {2, 4, 8, . . . , 512} for
each one of the three datasets (normal, uniform and pareto).
The results (which are averages over 20 random datasets drawn from the respective
distribution) demonstrate that for all values of k (except for k = 2), IterL&F is signifi-
cantly better than any other algorithm. In fact, there are values of k (e.g., k = 32) for which
the IterL&F achieves total AC of more than 950, while the maximum possible value is
less than 1024. This means that more than 90% of the students are assigned into groups in
which the group ability is higher than their ability.
For k = 2, all algorithms have the same total AC, which is equal to n/2 = 1024/2 =
512. The reason is that in groups of size 2 inevitably there is one student who is above and
one who is below the group average and therefore the group is beneficial for exactly half
of the students, independently of how the group assignment is performed. As k increases,
the ability of IterL&F to make conscious and judicious use of the high ability students
to pull up as many lower ability students as possible starts to shine and the performance
gap between IterL&F and other algorithms starts to increase. Beyond some value of k
(around 32), the law of diminishing return sets in and the performance gap starts to reduce.
Note, however, that the x-axis in Figure 2.1 is in logarithmic scale and the decrease in
performance gap is more gradual than it might appear from a cursory glance at the plots.
Turning our attention to the baseline algorithms (i.e., Random, Stratified, and
RoundRobin), we observe that for normal and uniform datasets the performance of these
algorithms is almost constant allowing about half of the students to benefit from group
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participation. The landscape is different for the pareto dataset. In this case, Random
and RoundRobin are better than Stratified – yet again significantly worse than
IterL&F. In order to understand that one has to remember that the pareto dataset has
a small number of exceptionally high-ability students. The Stratified algorithm by
definition puts these students together in one group and therefore their high abilities cannot
be leveraged to lift up the average abilities of other groups. This phenomenon is not
observed in the groups formed by Random and RoundRobin since these algorithms
distribute the high-ability individuals into different groups allowing more groups to benefit
from them.
Characteristics of groups in COUNT`G: Although the plots in Figure 2.1 demonstrate
the superiority of IterL&F with respect to the objective function (i.e., total AC), they
do not provide intuition on the types of students that are brought together into groups by
different algorithms. We do that in Figure 2.2 for groups of size 32 using the normal, the
uniform and the pareto datasets. The x-axis of all the plots in this figure corresponds to
ability values and the y-axis takes values {1, 2, . . . , 32}; these y-values correspond to the
group IDs. Thus the points on the same horizontal line in a plot represent the abilities of
the students that are assigned to the group with ID equal to the value of the y-axis to which
this horizontal line corresponds to. The group ID is the same as the order in which the
group was output by the corresponding algorithm. For example, the group with ID equal to
1 is the first group that was built by IterL&F, and group with ID equal to i was built by
IterL&F at its i-th iteration. The gray triangles correspond to the members of each group
while black dots represent the mean of the abilities within each group. Keep in mind that
we are using the max-IterL&F version of IterL&F in this experiment.
Several interesting observations emerge from this figure. First of all, there is a clear
separation between the “leaders” and the “followers” in the groups built by IterL&F.
We see that IterL&F judiciously puts together in each group few strong leaders with
followers that are clearly weaker than them, yet they are not as weak as the followers
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grouped with relatively less strong leaders. The groups formed by Random have a mix
of students from all ability levels, with no clear separation between leaders and followers.
The groups formed by RoundRobin are a more deterministic version of the groups built
by Random. Finally, the groups formed by Stratified clearly exhibit ability grouping,
where the students with the same ability levels are grouped together. These differences in
group composition underlie the superiority of IterL&F we see in Figure 2.1.
Finally, we remark that we found that all three versions of IterL&F, namely
max-IterL&F, min-IterL&F and any-IterL&F, had similar performance but the
structure of the groups they formed differed somewhat. We illustrate in Figure 2.3
the composition of the groups built by them for k = 32 for the pareto dataset. As in
max-IterL&F, there continues to be a separation between the “leaders” and the “follow-
ers” in the groups constituted by the other two. However, while max-IterL&F groups
strongest leaders with strongest followers, min-IterL&F initially groups the weakest
followers with the strongest leaders. Subsequently, it groups decreasingly strong leaders
with relatively stronger weak followers until in the final groups the abilities of the leaders
and the followers converge. The groups built by any-IterL&F are similar to those
yielded by min-IterL&F, but the followers now have relatively more mixed abilities.
2.5.2 Evaluating the algorithms for VALUE`G
Here, we describe our experiments for the VALUE`G problem. Our experimental method-
ology is identical to the one we followed for the COUNT`G problem. We study the
performance of IterEndpoints, Random, RoundRobin and Stratified with re-
spect to the total AV of the groups they form. We again use normal, uniform and pareto
datasets and team sizes k ∈ {2, 4, 8, . . . , 512}.
Figure 2.4 shows the results. We see that IterEndpoints, Random and
RoundRobin consistently outperform Stratified. To understand this phenomenon,
recall that the goal of VALUE`G is to maximize the gain for the students in the follower sets.
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The gain for followers in a particular group depends on the gap between their abilities and
the team ability; the larger the gap the larger will be the value of AV. Thus, an algorithm
that forms groups in such a way that the ability of leaders is relatively high compared to the
abilities of followers will perform better. Finally, since VALUE`G aims to maximize the
sum of the AV values of all the teams, the above property needs to hold only in aggregate.
Examine now Figure 2.5 that illustrates the abilities of students in each group formed by
the different algorithms for the normal, the uniform and the pareto datasets for k = 32. As
before, the x-axis of all the plots in this figure corresponds to ability values and the y-axis
takes values {1, 2, . . . , n/k}, which correspond to the group IDs. Clearly, Stratified
forms homogeneous groups such that in every group there is very little difference in the
abilities of the group members and the individual ability of each of the member is quite
close to the collective ability of the group. Thus, the total gain for this algorithm is small.
In contrast, the groups formed by Random have a greater diversity of abilities. It
brings together students of varying abilities that has the effect of creating groups having
leaders and followers at quite different levels of ability. RoundRobin can be viewed as
a deterministic version of Random and hence its performance characteristics is similar.
However, it is interesting to contrast the composition of groups these two heuristics form
with those built by IterEndpoints. Though they all achieve roughly similar total AV
values, particularly for groups of reasonable size, they form very different types of groups.
In some of the groups formed by IterEndpoints, there is a significant difference in the
abilities of the leaders and the followers, while in others the difference is small. There is
some empirical evidence in support of such structures (Lou et al., 1996).
2.6 Concluding remarks
In this chapter, we proposed a formal framework for studying the socially important problem
of grouping students in a large class into sections so that the gain aggregated over all the
students is maximized. Using two different definitions of gain for students, we studied
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two distinct optimization problems: COUNT`G and VALUE`G. Intuitively, COUNT`G
aims to maximize the number of students who can do better by interacting with the higher
ability students, while VALUE`G incorporates the extent of these improvements. From
the computational viewpoint, we studied the computational complexity of these grouping
problems and provided novel polynomial time heuristics for them.
Our experiments indicate that by appropriately choosing the definition of the gain
function, it is possible to achieve different social goals. For example, the groups reported
as solutions to COUNT`G, put strong students together with students who are weaker than
them, yet they are not as weak as the students grouped with less strong students. Thus,
the group members can learn in their zones of proximal development (Hertz-Lazarowitz
and Miller, 1995; Vygotsky, 1978). On the other hand, groups reported as solutions to
VALUE`G put together the weakest with the strongest students aiming to maximize the
diversity of the groups. Such groups may provide larger motivation/benefit to the weak
students while giving room to the strongest students to learn by teaching and become role
models (Bargh and Schul, 1980; Lou et al., 1996; Webb, 1989). It is really up to the school
to decide its social goals and philosophy and as a result its choice of objective.
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Figure 2.4: Performance of IterEndpoints, Random, Stratified
and RoundRobin for the VALUE`G problem; x-axis (log-scale): number
of students per group (k); y-axis: sum of the AV values of the groups.
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Figure 2.5: VALUE`G: Structure of the groups formed for k = 32 by
different algorithms for different datasets.
Chapter 3
Profit-maximizing Cluster Hires
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When searching for a group of experts to hire, organizations and decision-makers aim
to find the most cost-effective team that can accomplish their goals. The hiring process
includes allocating an available budget toward the recruitment of a set of experts from
a collection of candidates, in order to form a team that has all the required expertise to
perform a large number of profitable projects.
As an example, consider the recruitment of a cluster of college professors by a uni-
versity. In this setting, the university has to hire individuals that allow it to maximize
its academic benefit, given the current opportunities and trends in terms of research and
funding options. Given the available budget, the goal is to recruit a cluster of professors
that can collectively provide the expertise required to capitalize on such opportunities and
maximize the university’s benefit. In this setting, the benefit can be measured in terms of
the number of publications or citations, the value of received grants, or any other function
that the university wants to optimize.
In an industry setting, cluster hiring scenarios are even more prevalent. Perhaps the
most characteristic example is a typical startup company, where the founders need to
select a team of experts with the combined expertise required to capitalize on the different
opportunities that have been identified within the market that the company targets.
Another relevant setting comes from the domain of online labor markets, such as
oDesk (www.odesk.com), Freelancer (www.freelancer.com), and Guru (www.
guru.com). In these online portals, employers hire freelancers with various skills to
work remotely on different types of projects. In the early stages of this model, freelancers
registered and worked independently. However, as the competition grew, experts realized
that it is in their best interest to form “hives”, known as agencies, with people of comple-
mentary skillsets (Greenwald, 2014). This allows them to diversify their talent pool, and go
after a larger number of more profitable projects. This trend has also been recognized by
major companies in this area, such as oDesk.com, which are already offering team-hiring
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services to their enterprise customers 1.
In this chapter, we formalize the cluster hiring problem as follows: we assume a pool
of n experts X , where each expert i is associated with the set of skills Xi that he masters.
Additionally, we assume a set of m projects P , where each project P ∈ P is also associated
with a set of skills; these are the skills that are required for the project to be completed.
Finally, every project is associated with a profit F (P ) and every expert is associated with
a cost C(Xi), which corresponds to X’s compensation. Given a budget B, our goal is to
form a team of experts T ⊆ X such that ∑X∈T ≤ B and the sum of the profits of the
projects that T can perform is maximized. In the basic version of the problem, we assume
that T can perform a project P only if for every required skill in P , there exists at least one
worker in T that has this skill. We call this problem the CLUSTERHIRE problem.
In addition to this fundamental definition, we consider variants of the CLUSTERHIRE
problem that take into consideration (i) a probabilistic version of project profits, based on
how likely it is for the team to actually acquire and complete the project, and (ii) constraints
on the usage of the experts with respect to how many projects they are willing and able to
participate in simultaneously.
To the best of our knowledge, we are the first to define and study the CLUSTERHIRE
problem and its variants. More specifically, we show that this problem is NP-hard to solve
and even approximate. We then proceed to design effective heuristics and demonstrate their
efficacy in practical settings. For our experiments, we use data from Freelancer and Guru.
These are two of the largest players in the rapidly growing area of online labor, which
has been identified as a clear candidate for the cluster hire setting (Greenwald, 2014). In
addition to experimentally evaluating our algorithms and investigating the characteristics
of their solutions, we also provide an extensive data-analytic and visual study of these
datasets that provides a much deeper understanding of the nature and dynamics of expert
communities.
1https://www.odesk.com/info/enterprise/
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3.1 Related work
To the best of our knowledge, we are the first to introduce and study the CLUSTERHIRE
problem and its variants. However, our work is clearly related to other recently-studied
team formation problems as well as literature on studying team dynamics and predicting
the performance of teams, as well as work on inferring the abilities of the team members
based on their team performance. We give an overview of this body of related work below.
The pioneering work of Lappas et. al. (Lappas et al., 2009) was the first to introduce
the problem of team formation in the context of social networks. Given a pool of experts
and a set of skills that needed to be covered, the goal was to select a team of experts that
can collectively cover all required skills, while ensuring efficient communication between
the team’s members. Over the last years, this work has been extended in multiple directions.
For example, there exists recent work that focuses on incorporating different definitions of
communication costs between experts (An et al., 2013; Dorn and Dustdar, 2010; Gajewar
and Sarma, 2012; Kargar and An, 2011; Li and Shan, 2010; Sozio and Gionis, 2010).
Others take into consideration different levels of users’ abilities and capacity to participate
in different projects (Majumder et al., 2012). Finally, more recently, the online version of
the problem was introduced where the goal is to create multiple teams that can address
multiple projects that arrive in an online fashion (Anagnostopoulos et al., 2012). The
common characteristic of all the above works is that they assume a network of experts and
therefore, all these formulations have a graph-theoretic component. Our work does not
assume the existence of a graph and therefore our setting raises different computational
questions than the ones addressed in the above papers.
Probably the most related to ours is the recent work by Anagnostopoulos et. al. (Anag-
nostopoulos et al., 2010). This paper considers a pool of experts, with each expert associated
with a set of skills, and a collection of projects arriving one at a time in an online fashion.
Each project is characterized by the set of skills required for its completion. In the version
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of their problem that is most related to ours, Anagnostpoulos et al. aim to create one team
for each project, such that over time, the maximum number of teams that each expert
participates in is minimized. There are two significant differences between their setting
and ours. First, our goal is to create a single team that can address many projects, while
the goal of Anagnostopoulos et. al. is to choose a single team per project. Second, we do
not assume that projects arrive online: in our setting, the set of projects is known apriori.
Therefore, again, the computational issues we face and address here are distinct.
In the area of online gaming and robot team formation, the problem of inferring
the performance of a team of players has been investigated at length (Liemhetcharat
and Veloso, 2014; Liemhetcharat and Veloso, 2013). Most recently Liemhetcharat and
Veloso (Liemhetcharat and Veloso, 2014) explore a version of the problem in which each
expert has a non-deterministic capability with respect to each project. The expected perfor-
mance of the team is then evaluated based on the synergy of the participating experts, rather
than their combinatorial coverage of skills. Other methods for predicting team performance
based on individuals’ personalities and traits (Chen and Lin, 2004; Fitzpatrick and Askin,
2005) are also related, but the nature of these studies is rather anthropological/sociological
and thus rather complementary to ours.
Recently Gionis et al. (Gionis et al., 2012) have proposed a combinatorial method for
computing the skillset of individual experts, based on their participation in successful teams.
Their problem setting can be thought as the inverse to ours since our goal is compute teams
based on the skillsets of experts.
3.2 Framework
Throughout the discussion, we will assume that there is a set of ` skills S, a set of n experts
X and a set of m projects P . Each expert X ∈ X , is represented by a subset of skills, i.e.,
X ⊆ S; these are the skills that the expert possesses. Similarly, every project P ∈ P is
characterized by the set of skills that are required in order for the project to be completed
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(i.e., P ⊆ S).
In addition to the above, we have a profit function (F ), such that for every P ∈ P , F (P )
gives the (expected) profit that completing P with incur. Similarly, for every expert X ,
function C(X) gives the cost of hiring a particular expert.
For a team of experts T ⊆ X , we say that team T has a skill s if there exist at least one
expert X ∈ T , such that X has skill s, i.e., s ∈ X . For a project P ∈ P , we say that team
T covers P if T (as a team) has all the skills required for P . Clearly, a team of experts
may cover more than one projects; in fact the more such projects being covered by a single
team the better the team. That is, we define the coverage of team T to be the set of distinct
projects that the team can cover. That is,
COV(T ) = {P ∈ P | T covers P} . (3.1)
Given the projects that a team T can cover, we define the profit of the team to be the
summation of the profits of the projects that T covers. That is,
F (COV(T )) =
∑
P∈COV(T )
F (P ). (3.2)
In addition, every team incurs a certain cost, computed as the sum of the costs of its
members. That is,
C(T ) =
∑
X∈T
C(X). (3.3)
Dollar profit: In real applications, there is typically a pre-specified gain (in terms of
dollars) that the completion of a project will yield for the team (or for the organization that
has hired the team). This dollar amount can thus naturally serve as the profit of that project,
which we refer to as Fd.
Competition-based profit: The above dollar-based assignment of profits to projects does
not consider the uncertainty that is involved in the process of trying to acquire and complete
a project. Consider the following example: we are presented with two projects P1 and P2
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that are worth the same dollar amount. However, assume that P1 requires a set of “mundane”
skills, i.e., skills that are very popular among the pool experts, while P2 requires a rare skill
s∗. Clearly, there is larger competition for project P1, since there are many possible teams
that can contribute the required skills. On the other hand, the competition for P2 is smaller
due to the rare skill that it requires. Therefore, a team that has s∗ in its combined skillset
has a higher probability of being assigned project P2, if it chooses to pursue it.
This competitive setting is simply one of the alternative instantiations of uncertainty,
which is present in all the applications we consider. Alternatively, one could consider
the probability of completing a project even after it has been secured, given the deadlines
and other constraints placed by the employer. Our framework is compatible with any
method that computes the success probability for each project. For our own experiments,
we compute the dollar-based profit of a project P as follows:
Fc(P ) =
1
freq(s∗(P ))
Fd(P ),
where s∗(P ) is the rarest skill among the skills required for P and freq(s∗(P )) is the number
of experts that actually possess this skill. While we experimented with other alternatives,
including the median and average frequency of the skills required by a project, we found
that using the minimum frequency yielded the most intuitive results.
Throughout this chapter, we use the generic notation (F ) to refer to projects’ profits
and only use Fd and Fc when we need to explicitly compare them.
3.3 The CLUSTERHIRE problem
Given the above notation, we can now define the main problem addressed in this chapter as
follows:
Problem 3 (CLUSTERHIRE). Given a set of projects P , a pool of experts X , cost and profit
functions c() and p(), respectively, and a budget B ∈ R+ find T ⊆ X such that: F (T ) is
maximized and C(T ) ≤ B.
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From the computational point of view, we have the following results for the CLUSTER-
HIRE problem.
Lemma 4. The decision version of the CLUSTERHIRE problem is NP-complete.
Proof. For our proof, we will consider a simplified version of the problem where P consists
of a single project P and F (P ) = 1. Moreover, C(X) = 1 for every expert X ∈ X . In the
decision version of this simplified instance of the CLUSTERHIRE problem, the question is
if there exist a team of K experts that covers project P .
Now, we will reduce the decision version of the SETCOVER problem (Garey and
Johnson, 1979) to this simplified version of the CLUSTERHIRE problem. In the classical
SETCOVER problem, there is a universe of items U and a set of sets Q such that for every
Q ∈ Q, Q ⊆ U . The question in the decision version of the problem is whether there exist
L sets from Q, forming Q′ such that ∪Q∈Q′Qi = U .
Clearly, if we map every set Qi ∈ Q from SETCOVER into an expert Xi ∈ X of
CLUSTERHIRE, the two problems become identical. That is, there exists a solution of
size L in the SETCOVER problem if and only if there exists a solution of cost L in the
CLUSTERHIRE problem.
Lemma 5. The CLUSTERHIRE problem is NP-hard to approximate.
Proof. The proof of the above lemma uses the same simplified decision version of the
CLUSTERHIRE problem used in the proof of Lemma 4, as well as some intuition we gained
from that proof.
More specifically, we will prove the lemma by contradiction. That is, assume that there
exists an α-factor approximation algorithm for this simplified version of the CLUSTERHIRE
problem such that if T A is the solution of this algorithm and T ∗ is the optimal solution, we
have that: F (T A) ≥ αF (T ∗).
Now observe that such an algorithm can be used to decide whether there exists a solution
consisting of K experts that could perform the project P of the CLUSTERHIRE problem.
However, as we showed above, the decision version of this problem is NP-complete.
Therefore, such an α-approximation algorithm cannot exist.
The T-CLUSTERHIRE problem: Observe that the CLUSTERHIRE problem as defined in
Problem 3 allows for solutions where there a single expert X ∈ T can use a particular
skill in multiple projects in COV(T ). In practice, however, this setting can easily lead to
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an expert being overworked, especially if he is one of the few members (or even the sole
member) of the team who possesses a frequently required skill.
In order to avoid such shortcomings, we propose a variant of CLUSTERHIRE that places
an upper bound t(X, s) on the number of projects for which an expert X can utilize a skill s.
By allowing for a different threshold for each expert-skill combination, this formulation is a
natural fit for scenarios where certain skills are much easier to apply than others, especially
for specific experts. For example, while it is very difficult for a software engineer to be
the “development leader” for more than one project, the same person can use his “software
consulting” expertise to assist in numerous ongoing efforts. In the same consulting setting,
it is easier for a more experienced engineer to participate in more projects.
Computing COVt(T ): In practice, such a threshold corresponds to a different definition of
the coverage of projects by teams. We refer to this alternative definition as t-coverage and
we define it below. If use COVt(T ) to denote the set projects that are t-covered by team T ,
then this set has the following characteristic:
F (COVt(T )) is maximized (3.4)
subject to the constraints:
∀s ∈ S,X ∈ X :
|{P ∈ COVt(T )|s ∈ P}| ≤
∑
X∈T
∑
s∈X t(X, s). (3.5)
The constraints encoded by the Inequalities (3.5) are essentially the threshold constraints
imposed by the experts.
We observe that given a team T , computing COVt(T ) as described by Equations 3.4
and 3.5 is also an NP-hard problem. In fact, in the special case where t(X, s) = 1 for all
skills s and experts X , then the problem described by the above equation is identical to the
SETPACKING problem (Garey and Johnson, 1979).
40
3.4 Algorithms
In this section, we describe our algorithms for the basic version of the CLUSTERHIRE
problem. We then demonstrate how to adapt these algorithms to solve T-CLUSTERHIRE.
The ExpertGreedy algorithm: The ExpertGreedy algorithm is a greedy algorithm
on the space of experts. That is, it greedily picks experts – one at a time – so that the budget
constraint is satisfied while at the same time the F objective is maximized. Specifically, the
algorithm starts with an empty team and at iteration i, it forms T i. The expert X , picked at
iteration (i+ 1) needs to be among the qualified candidates Q, where:
Q = {X | X /∈ T i and C(T i ∪ {X}) ≤ B},
while X maximizes:
F (COV(T i ∪ {X}))− F (COV(T i))
C(X)
.
Note that that the set of qualified candidates Q is different at every iteration. The set
consists of all the experts that have not already been picked and can be added to the current
solution without violating the budget constraint B.
Algorithm 3 The ExpertGreedy algorithm.
Input: Experts X , projects P , budget B.
Output: T ⊆ X
1: T = ∅, b = 0, Q = X
2: while b < B and Q 6= ∅ do
3: Q = {X |/∈ T and C(T ∪ {X}) ≤ B}
4: X = arg maxX′∈Q
F (COV(T ∪{X′}))−F (COV(T ))
C(X′)
5: T = T ∪ {X}
6: b = b+ C(X)
7: return T
The pseudocode of ExpertGreedy is shown in Algorithm 3. The worst-case running
time of each iteration of ExpertGreedy is O(nm`). However, careful implementation
and bookkeeping that takes into consideration the sparsity of the data allow for much better
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running times in practice.
The ProjectGreedy algorithm: In contrast to ExpertGreedy, which picks experts
greedily, ProjectGreedy operates by greedily selecting the projects to be covered – one
at a time – and then finding the best set of experts that can cover the selected project.
Algorithm 4 The ProjectGreedy algorithm.
Input: Experts X , projects P , budget B.
Output: T ⊆ X
1: T = ∅, b = 0
2: while b < B and P 6= ∅ do
3: P: set of projects not covered by T
4: for P ∈ P do
5: XP : experts from X required to cover P
6: if C(XP ) + b ≥ B then
7: P = P \ {P}
8: P = arg maxP∈P
F (COV(T i∪XP ))−F (COV(T i))
C(XP )
9: T = T ∪ XP
10: b = b+ C(XP )
11: return T
Assume that, at iteration i, ProjectGreedy has formed a team T i. Then, at iteration
(i + 1), the algorithm picks a project P that is not covered by the skills in team T i. The
selection of P is done so that, if XP is the set of additional experts required to cover P , the
ratio
F (COV(T i ∪ XP ))− F (COV(T i))
C(XP )
is maximized and the budget constraint, i.e., C(T i ∪ XP ) ≤ B is satisfied.
The pseudocode of ProjectGreedy is shown in Algorithm 4. We draw attention to
line 5 of this pseudocode. This step finds a subset of experts, XP , who together with the
current members of T can collectively cover the skills of project P . Clearly, the formation
of XP needs to be budget-efficient. Therefore, this step involves solving an instance of the
weighted set-cover problem for the skills of P which are not currently covered by T . For
this, we use the standard greedy approximation algorithm for weighted set cover. Thus, a
42
different set-cover problem needs to be solved for each one of the candidate projects.
If I is the number of iterations of the outer while loop and TG the running time required
for finding XP (i.e., the running time of the greedy algorithm for weighted-set cover on the
space of experts), the worst-case running time of ProjectGreedy is O(ImTG). In the
next paragraph, we introduce a method that reduces the number of candidate projects m
and consequently leads, in practice, to smaller running times.
The CliqueGreedy algorithm: By greedily selecting a single project at every iteration,
the ProjectGreedy algorithm is forced to repeatedly solve an instance of the weighted
set cover problem. At the same time, by evaluating the profit-cost ratio of each project
independently, the algorithm fails to identify sets of projects that require similar or even
near-identical skillsets, which could lead to even higher ratios if selected together.
Motivated by these observations, we design the CliqueGreedy algorithm.
CliqueGreedy can be thought of as an extension of ProjectGreedy, which op-
erates on groups of projects, rather than individual projects. Essentially, a group can be
viewed as a larger project that requires the union of the skills required by the projects in the
group. Next, we describe a 2-step method for grouping projects.
In the first step, we consider the grouping benefit for each pair of projects. Given two
project P1 and P2, we consider them compatible if the profit-to-cost ratio for both projects
increases by at least a factor of (1 + α) if they are merged. Formally, if
Ri =
F (Pi)
C(Pi)
,
for i = 1, 2, and
R =
F (P1 ∪ P2)
C (P1 ∪ P2) (3.6)
then P1 and P2 are in the same group if the following compatibility condition holds:
R > (1 + α)Ri for both i = 1, 2. (3.7)
43
In the second step, we compute the maximal cliques in the graph that has a node for
every project and edges between every two compatible projects. The computed cliques then
serve as the groups that are considered by CliqueGreedy.
Note that a clique is maximal if it is not included in any other possible clique. This
allows to avoid trivial candidates and limit the number of cliques that need to be considered.
In practice, even the enumeration of all maximal cliques is possible. In our experiments,
we use the efficient implementation of the algorithm proposed by Bron and Kerbosch (Bron
and Kerbosch, 1973) that is included in the NetworkX library (Hagberg et al., 2008).
As we saw in our experiments, the computational time of the grouping phase is dom-
inated by the first step, since checking the compatibility condition for a pair of projects
requires solving yet another set-cover problem. Therefore, checking the compatibility
between all
(
m
2
)
pairs of projects requires solving as many set-cover problems. In order to
address this, we effectively eliminate a large number of such pair-wise checks by making
the following observations:
Observation 1. Any two projects P1 and P2 are not compatible if P1 ∩ P2 = ∅.
Observation 2. Any two projects P1 and P2 are not compatible if
F (Pi)
C(Pi)
≤ (1 + α) F (P1) + F (P2)
max{C(P1), C(P2)} .
Both these observations are direct consequences of the compatibility condition and can
be evaluated in constant time given that C(Pi) is computed for every project – which is
required anyway even in the simple version of ProjectGreedy. In practice, we have
observed that these two pruning mechanisms are extremely effective, as they promptly
dismiss many project pairs as incompatible.
Another factor that affects the running time of the grouping phase is the value of the
parameter α. This has a direct effect on the applicability of the second pruning criterion,
as well as on the density (and thus the clique computation) of the resulting project graph.
Larger values of α lead to sparser graphs and reduce the number of cliques.
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In our experiments, we found that the value of α is dataset dependent, but tuning this
parameter is easy if the dataset characteristics are studied appropriately.
Algorithms for T-CLUSTERHIRE: All three algorithms we designed for T-CLUSTERHIRE,
i.e., ExpertGreedy, ProjectGreedy and CliqueGreedy can be modified to take
into consideration the threshold on the number of times every expert can use each skill,
as stipulated by the definition of the T-CLUSTERHIRE problem. In all cases, the greedy
heuristic is modified to maximize the marginal gain at the profit level, while satisfying the
threshold constraints. Considering the pseudocode for ExpertGreedy given by Algo-
rithm 3, the only required modification is to alter line 4 so that it computes the t-coverage
of the teams, and thus use COVt instead of simple COV. Finally, the ProjectGreedy
for this version is similarly obtained by modifying line 8 of Algorithm 4 to compute the
t-coverages instead of the simple coverages.
3.5 Expertise datasests
In our experiments, we used data collected from two large online labor markets: guru.com
and freelancer.com. We refer to these datasets as Guru and Freelancer respectively.
The business model for labor markets: Both websites follow the same business model:
employer post a description of a project that needs to be completed, including the required
skills and the monetary reward that they are willing to pay. Experts with various skillsets
and salary demands apply for each project and are evaluated by the respective employer.
Data analytics: From each website, we collect the following artifacts: (i) the set of skills
and the salary demands (in dollars per hour) for each expert, and (ii) the set of required
skills and the monetary reward (in dollars) for each posted project. For the Guru dataset, we
collected data on 6 473 experts and 1 764 projects. For the Freelancer dataset, we collected
data on 1 763 experts and 721 projects.
Project analytics: Figures 3.1 and 3.2 provide some descriptive analytics on the projects
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Figure 3.1: Project analytics for the Freelancer dataset.
from Freelancer and Guru datasets, respectively.
Figures 3.1(a) and 3.2(a) display the distribution of the size of the skillset required
for the projects in Freelancer and Guru respectively. From Figure 3.2(a), we observe that
while the majority of projects in Guru require up to 10 skills, larger projects of 30 skills or
more are also posted. For Freelancer the distribution is different. This is due to the fact
in freelancer.com employers are only allowed to specify at most 5 skills per project;
this fact clearly manifests itself in Figure 3.1(a).
Figures 3.1(b) and 3.2(b) show the distribution of project profits for Freelancer and
Guru, respectively, under the Fd profit function (amount of dollars). Similarly, figures 3.1(c)
and 3.2(c) show the distribution of project profits under the Fc (expected amount of dollars,
based on competition). The x-axis holds the profits, sorted from lowest to highest, and the
y-axis the number of projects associated with each profit value. For both figures, both axes
are in a logarithmic scale.
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Figure 3.2: Project analytics for the Guru dataset.
For the Fd scheme, we observe only 9 distinct profit values for Guru (due to the
quantization of profits made by the website), which also follow a distribution that resembles
a power law (given the almost straight line and the log-log scale). On the other hand, for
Freelancer, we observe a much higher variance in the distribution of profits.
As anticipated, the Fc scheme introduces much larger variance in the profit distribution
for both datasets, with no clearly identifiable distribution shape. This is reasonable since
this function is based on the rarity of the required skills which can vary a lot more across
projects.
Expert analytics: Figure 3.3 shows different analytics for the experts from Freelancer and
Guru. Figures 3.3(a) and 3.3(b) show the distribution of the skillset size (i.e., the number
of skills) of the experts in each dataset: the x-axis corresponds to the size of skillset and
the y-axis to the number of experts that have skillsets of that size. For Guru, Figure 3.3(b),
this distribution is a power-law distribution, with most users having less than 20 skills. On
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the other hand, the majority of experts on Freelancer have five skills, while the remaining
skillsets are almost uniformly distributed over 1,2,3,4 and 5 skills. This difference is
explained by the skill verification mechanism that is in place by freelancer.com
where an expert can declare any number of skills, however on each expert’s only at most
6 most verified skills are displayed; a skill of an expert gets a verification every time the
expert participates in a project that utilizes this skill. Such a mechanism is absent from
guru.com (at least at the time the data was collected), and thus the distribution of skillset
sizes is different.
Finally, Figures 3.3(c) and 3.3(d) show the distribution of salaries for Freelancer and
Guru experts respectively. The x-axis holds the salaries, sorted from lowest to highest, and
the y-axis the number of experts with a given salary. Both figures display a similar trend
with the majority of experts asking for an hourly salary of at most 50.
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Figure 3.3: Expert analytics for Freelancer and Guru datasets.
Visualization: In an attempt to gain a deeper understanding of the two datasets in the
context of our problem, we display the similarity graphs for experts in Figures 3.4 and 3.5.
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Expert graph: In the graphs in Figure 3.4, nodes correspond to experts. There is an edge
between two experts if their Jaccard similarity, computed on their skillsets, is higher than
0.7. For the graph, we removed all nodes with degree less than 2.2 The figure demonstrates
that the latent similarity structure among experts differs dramatically in the two datasets For
Freelancer (Figure 3.4(a)) we observe a number of dense neighborhoods of different sizes,
representing clusters of similar experts. At the same time, the graph is well-connected, with
several edges often bridging the observed neighborhoods. On the other hand, for Guru,
(Figure 3.4(b)), we observe a single large dense component, as well as several smaller
components that are not connected to each other. This difference stems from the different
nature of the two websites; guru.com hosts a diverse spectrum of experts with skillsets
in different domains ranging from IT to legal services, financial consulting etc. On the
other hand, the majority of the experts in freelancer.com are technology-oriented
professionals who are more likely to have overlapping skillsets.
Project graphs: In the graphs in Figure 3.5, nodes correspond to projects. The graphs were
constructed as follows: there is an edge between two projects if the compatibility condition
described in Equation (3.7) is satisfied. We visualize the compatibility graphs for both the
F functions: Fd (the dollar amount attached to each project) and Fc (the expected dollar
amount, given the competition a team has to face in the process of acquiring the project).
Figures 3.5(a) and 3.5(b) display the graphs for both functions for the Freelancer dataset
for α = 0.2. Figures 3.5(c) and 3.5(d) display the same graphs for Guru and α = 0.7.
Comparing the graphs across datasets, we observe the same trends found in the expert
graphs: Freelancer includes a number of distinct (but still connected) neighborhoods. On
the other hand, the Guru graphs are dominated by 1-2 large components which correspond
to experts from disciplines with more dominant representation on the website.
The figures also reveal some interesting facts when considered in the contexts of the two
2Experimenting with lower and higher values of the thresholds had the expected results of producing
larger and smaller cliques, respectively, for both datasets.
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(a) Freelancer (b) Guru
Figure 3.4: Expert graphs: Similarity graphs for Guru and Freelancer
experts.
different profit functions. For Guru, introducing the competition factor in the profitability
of a project leads to a sparser graph. As we saw in Figures 3.2(a) and 3.1(a), the average
project on Guru requires a significantly higher number of skills than the average Freelancer
project. This makes the occurrence of rare skills more likely, which has a direct effect on
the competitive-driven Fc function: as these competitive projects emerge, they are less
likely to improve their profit-to-cost ratio by being grouped with other projects, leading to
fewer edges in the graph. On the other hand, the effects of competition on the Freelancer
project-graph are less prevalent, which is likely to be due to the lower diversity of skillsets
required by each project (limited to at most 5).
3.6 Experiments
In our experiments, we study the relative performance of our algorithms for the Freelancer
and the Guru datasets, which we extensively analyzed in the previous section.
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Figure 3.5: Project graphs: Compatibility graphs for Guru and Freelancer
projects.
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Figure 3.6: Performance of different algorithms for the CLUSTERHIRE
problem (Freelancer dataset).
3.6.1 Evaluating algorithms for CLUSTERHIRE
First, we focus on the evaluation of our algorithms for the CLUSTERHIRE problem, i.e.,
ExpertGreedy, ProjectGreedy and CliqueGreedy. To do so, we report the
overall profit achieved by each algorithm, for increasing values of the available budget, i.e.,
B ∈ {10, 20, 50, 100, 200, 500, 1000}.
The SmartRandom baseline: As an additional baseline, we also evaluate an iterative ran-
domized algorithm, which we refer to as SmartRandom. SmartRandom is essentially
a random version of ProjectGreedy and at each iteration, it selects a random project,
and then proceeds to hire the cheapest set of experts who can fully cover this project. This
set of experts is again identified by the greedy algorithm for set cover. In order to ensure
that SmartRandom exhausts the available budget, only projects that can be covered using
the current budget are considered on every iteration. The algorithm then terminates when
no such projects exist. Although we use SmartRandom as our baseline, it really makes
much more educated guesses than a naive random algorithm that forms random teams of
experts.
Results for the Freelancer dataset: Figures 3.6(a) and 3.6(b) show the performance of
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different algorithms on the Freelancer dataset, in terms of the dollar (Fd) and competition-
based (Fc) profit functions respectively. The y-axis shows the profit achieved by each
algorithm, and the x-axis holds the budget that was used to hire experts.
Starting with the results for the dollar profit model, shown in Figure 3.6(a), we observe
that, given a budget of $500, every algorithm except SmartRandom achieves a profit
around $32K, while SmartRandom reaches a value of $29K. The fact that all algorithms
perform well implies that the dataset contains many profitable projects and many low-
cost experts who can accomplish these projects. We also observe that SmartRandom
performs similarly to other algorithms under a limited budget (i.e., 0 ≤ B ≤ 200), which is
reasonable since all algorithms are restricted to a limited set of projects that can actually be
covered given the budget.
Under the competition-based profit model, the results are different, as illustrated
by Figure 3.6(b). What we observe in this case is that both ProjectGreedy and
CliqueGreedy start to diverge and outperform other methods for budgets above $200.
To understand why ExpertGreedy is not as efficient as before, one has to remember that
many projects with high dollar profit values will no longer be profitable once the competi-
tion of the market is taken into consideration in the evaluation of the profit. The effect of
this function is that it changes the space of projects so that there are fewer projects that are
both profitable and cost-effective. This gives ProjectGreedy and CliqueGreedy
an advantage over ExpertGreedy. This is because the former evaluate and search for
profitable projects (or groups of projects) as opposed to ExpertGreedy that searches for
individual workers who alone can only do projects with small profits.
Results for the Guru dataset: To check the consistency of our results, we repeated the
same experiment for both profit functions for the Guru dataset. The results are shown in
Figure 3.7. Similar to our observations for Freelancer dataset, we observe that, while all
algorithms perform well in the dollar-based setting, ExpertGreedy falls short once the
notion of competition is introduced. In fact, the gap between ExpertGreedy and the
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Figure 3.7: Performance of different algorithms for CLUSTERHIRE prob-
lem (Guru dataset).
two algorithms based on project selection, i.e., ProjectGreedy and CliqueGreedy,
is even greater than the one observed for Freelancer. A similar trend can be observed for
SmartRandom: the algorithm is again consistently outperformed for both profit functions,
with the difference in profit being significantly greater for this dataset, especially under
the competition-based profit scheme. As revealed in the project analytics presented in
Figures 3.1 and 3.2, the competitive-based profit function results in a much higher variance
in the profits of the available projects. This has a negative effect on SmartRandom and
ExpertGreedy, which do not take into consideration the profitability of the projects
when they make their selections. This negative effect is even stronger for the Guru dataset
since the competitive profit function dramatically increases the number of less profitable
projects. In fact, as can be seen by Figures 3.2(b) and 3.2(c), the Fc function introduces a
large number of projects with a profit less than $100, while no such projects existed for the
simple dollar Fd function.
The characteristics of the solutions: In order to gain a deeper understanding of the
results, we compute the average profit of the projects covered by the teams reported
by the different algorithms for fixed budget B = $500. The results are summarized in
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Table 3.1. The main message of this table is that the average profit of the projects that can
be covered by the solutions of ProjectGreedy and CliqueGreedy is higher than the
corresponding average profit achieved by ExpertGreedy only in the case where profit
is computed by the competition-based profit function. This observation is true for both
our datasets. As we have already explained, the reason for that is that ProjectGreedy
and CliqueGreedy are able to identify profitable projects and pick them even if these
projects cannot be performed by a single worker. On the other hand, even in the presence
of competition, ExpertGreedy cannot do better than projects that can be performed by
single workers, which are also usually the projects that require common skills.
Table 3.1: Average profit of covered projects for B = $500
Freelancer Guru
Fd Fc Fd Fc
ExpertGreedy 569.0 40.3 1528.3 110.4
ProjectGreedy 594.9 47.7 1701.9 186.0
CliqueGreedy 594.0 47.5 1667.3 186.0
Performance of CliqueGreedy: Figures 3.6 and 3.7 show that the CliqueGreedy
algorithm performs only slightly better in terms of profit when compared to
ProjectGreedy. Therefore, a natural question to ask is whether there are any ben-
efits that this algorithm has to offer. Our answer to this question is the following: although
CliqueGreedy offers smalls gains in terms of profit, there are datasets for which it offers
significant computational speedups. We provide evidence for this statement in Table 3.2.
The table reports the number of candidates that need to be evaluated by
CliqueGreedy and ProjectGreedy for both datasets. The number of candidates per
iteration that an algorithm has to evaluate is an important measure of its running time. This
is because for every candidate project (or group of projects) the algorithm picks, it needs to
solve a set cover problem for this candidate.
The results in Table 3.2 show that CliqueGreedy consistently evaluates less candi-
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Table 3.2: Number of candidate (groups) of projects.
Freelancer Guru
Fd Fc Fd Fc
ProjectGreedy 721 721 1764 1764
CliqueGreedy 520 570 1732 1660
dates during its computation, especially for the Freelancer dataset. This essentially means
that for this dataset about 1/3 of the candidates are eliminated and thus 1/3 less set cover
computations need to be made by CliqueGreedy. Therefore, from the computational
point of view for the Freelancer CliqueGreedy is beneficial since it offers a significant
speedup while giving solutions with (approximately) the same profit. On the other hand,
for the Guru dataset, CliqueGreedy does not appear to offer significant computational
savings. All these results were computed for α = 0.2 for Freelancer and α = 0.7 for Guru.
A visual analysis of the available projects in a dataset, such as the one we presented
in Figure 3.5, can be used prior to running the algorithms, to evaluate if the underlying
graph structures justify the use of CliqueGreedy. For example, if multiple dense
neighborhoods (which are likely to include cliques) can be identified, then the algorithm
can indeed lead to significant computational savings. This is indeed the case for the
Freelancer dataset and thus the savings.
3.6.2 Evaluating algorithms for T-CLUSTERHIRE
In this section, we evaluate the performance of for our methods for the T-CLUSTERHIRE
problem. For this, we use the same experimental setup and evaluation methodology as in
the previous section. For T-CLUSTERHIRE, we need to set the value of the threshold on the
number of times that a user is willing to utilize each one of his skills. We set this value to
t = 3 for all users and all skills. However, our experiments suggest that despite the fact that
the actual profits change for different thresholds, the relative performance of algorithms is
independent of this threshold.
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Figure 3.8: Performance of different algorithms for the T-CLUSTERHIRE
problem (Guru and Freelancer datasets)
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Figure 3.8 shows the profit achieved by the different algorithms for both datasets and
for both our profit models, i.e., dollar profit and competition-based profit. Most of the
observations we made in the previous section are true here as well. More specifically,
Figures 3.8(a) and 3.8(c) show how different algorithms perform under the dollar-based
profit model for Freelancer and Guru datasets respectively. Similar to our previous results
for CLUSTERHIRE , we can see that all algorithms perform significantly better than
SmartRandom. However, unlike our previous results, we can see that the performance of
ExpertGreedy is significantly lower than the performance of both ProjectGreedy
and CliqueGreedy algorithms. This is due to the imposed utilization constraint which
consequently limits the number of cost-effective projects. That is, a set of projects with many
overlapping skills are profitable in the CLUSTERHIRE problem since few cheap experts
can cover all of the at once, while in the CLUSTERHIRE the profit one can get from this
overlapping projects is bounded due to the utility constraint. Therefore, ExpertGreedy,
that essentially prefers cheap experts looses its power because these experts cannot be used
over and over again for multiple projects.
Figures 3.8(b) and 3.8(d) show how different algorithms perform under the competition-
based profit model. As discussed in the previous section, adjusting the profits based on
the competition in the market leads to a significantly smaller number of cost-effective jobs.
This gives both ProjectGreedy and CliqueGreedy an advantage as they effectively
search for good projects. On the other hand, ExpertGreedy does not perform well
because due to its myopic nature selects cheap experts that can only do “trivial” projects.
Overall, for the T-CLUSTERHIRE problem ProjectGreedy and CliqueGreedy
are consistently and significantly better than ExpertGreedy. Although the computational
speedups of CliqueGreedy for this problem are similar to the speedups this algorithm
offered for the CLUSTERHIRE problem, the profit achieved by CliqueGreedy is in this
case slightly less than the profit achieved by ProjectGreedy. The reason for the slight
degradation of the profit achieved by CliqueGreedy can be explained as follows: once
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projects are grouped into clusters, they need to be picked together. However, given the
constraints on the utilization of the experts, the set of workers that can satisfy a group of
projects may end up being expensive and hence less profitable. Overall, in this case, one has
to find the balance between computational efficiency and profit that one wants to achieve.
3.7 Concluding remarks
In this chapter, we proposed formalizations and algorithmic solutions for the CLUSTERHIRE
problem, where the goal is to hire a profit-maximizing cluster of experts with the ability
to complete multiple projects, given some budget constraints. This is a problem that
emerges repeatedly in organizational settings, and has become especially prevalent due to
the establishment of the collaboration paradigm in online labor markets. We provided a
detailed analysis of the computational complexity and hardness of approximation of the
proposed formulations and presented algorithms that take into consideration the unique
nature of expertise data. Our methodology was evaluated on data from two of large players
in the domain of online labor. Both datasets were analyzed and visualized in ways that were
pertinent to our setting and provide a deeper understanding of the structure and dynamics
of experts, skills, and projects in such domains.
Chapter 4
Minimizing Faultline in Teams
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The problem of organizing the individuals in a given population into teams emerges in
multiple domains. In a business setting, the workforce of a firm is organized into groups,
with each group dedicated to a different project (Mohrman et al., 1995). In an educational
context, it is common for the instructor to partition the students in her class into small teams,
with team members collaborating to complete different types of assignments (Agrawal
et al., 2014; Webb, 1982). Finally, in a government setting, elected officials are organized in
committees that design and implement policies for a wide spectrum of critical issues (Fenno,
1973).
The factors that influence a team’s performance and ultimate success have been exten-
sively studied from both a managerial (Mohrman et al., 1995) and psychological perspec-
tive (Bell, 2007). Recently, the computer science community has focused on formalizing
these factors. Specifically, several papers have appeared that define and solve problems
related to finding teams that optimize such factors, including the coverage of all the skills re-
quired to achieve the team’s goals (Lappas et al., 2009), the smooth communication among
the members of the team (Anagnostopoulos et al., 2012; Lappas et al., 2009), the cost of
recruiting promising candidates (Golshan et al., 2014), the workload assigned to each indi-
vidual team member (Majumder et al., 2012), and the need for effective leadership (Kargar
and An, 2011).
Another crucial factor that has received a lot of attention from the management commu-
nity is the team’s diversity, in terms of the variability of the features (demographic or other)
of its members. In this setting, a number of studies have explored the effects of diversity
on various team outcomes. For example, some studies have revealed that diversity can
lead to better performance (Horwitz and Horwitz, 2007) and enhance the team’s ability to
innovate (Stahl et al., 2010; Van der Vegt and Janssen, 2003). Other studies have repeatedly
verified that different types of diversity (e.g., cultural, demographic, professional) can be
detrimental to the team’s cohesion and morale (Ancona and Caldwell, 1992; Jehn et al.,
1999; Bunderson and Sutcliffe, 2002). Motivated by these conflicting findings and the rapid
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increase in workforce diversity, a long line of research has focused on the development
and verification of formal theories that explain and predict the effects of team diversity in
different settings. One of the most prevalent and well-tested theories, developed by Lau
and Murnighan (Lau and Murnighan, 1998), demonstrates how diversity can undermine
a team by enabling the emergence of faultlines. Conceptually, faultlines emerge when
homogeneous subgroups, that are significantly different from each other, take shape within
the team. These subgroups are then at risk of colliding, leading to costly conflicts, poor
intra-communication, and disintegration (Lau and Murnighan, 1998).
Minimizing faultlines: A significant body of related work by the management community
has focused on measuring faultlines in existing teams, and verifying their negative effects
on various outcomes (Bezrukova et al., 2009; Choi and Sy, 2010; Gratton et al., 2007; Jehn
and Bezrukova, 2010; Li and Hambrick, 2005; Molleman, 2005; Polzer et al., 2006; Shaw,
2004; Thatcher et al., 2003). The faultline measures adopted by these works have two
serious shortcomings: (i) they are ad-hoc measures, applicable only to specific domains and
settings, and (ii) they are only appropriate for measuring faultlines in existing teams, and
cannot be used to actually form teams with a low faultline potential. Our work addresses
these shortcomings by introducing a domain-invariant measure as the basis of a complete
algorithmic framework for organizing a given population of individuals into teams with low
faultline potential. The measure is based on the triadic relationships among team members
and is founded on the extensive work on the balance of social structures (Cartwright and
Harary, 1956; Easley and Kleinberg, 2010; Heider, 1958; Morrissette and Jahnke, 1967). In
this setting, triadic relationships have been established as a means of capturing the dynamics
of social interactions.
The intuition for our measure is demonstrated in Figure 4.1, which captures the social
dynamics among the three co-workers. This simple example considers three different
features: native language, educational background, and favorite hobby, with a fully-
connected signed graph for each feature. In each graph, two nodes are connected with a
62
Greek
Greek
Farsi
+
-
-
(a) native lang.
CS
CS
CS
+
+
+
(b) background
movies
tennis
music
-
-
-
(c) hobby
Figure 4.1: Example: Triangles associated to the native language, back-
ground and favorite hobby of three co-workers
positive (resp. negative) edge if they have the same (resp. different) value for the particular
feature. The figure demonstrates that faultlines appear in the presence of (+,−,−) triangles
that consist of one positive and two negative edges, such as the one for the native language
feature shown in Figure 4.1(a). This triangle captures the intuition that two people that
speak the same language are more likely to interact with each other than to the third person,
a behavior that could lead to a rift within the team.Further, we observe that such a rift could
never occur for the background feature (Figure 4.1(b)), since all three authors have the
same value (CS). Similarly, since all three authors have a different value for the hobby
feature (Figure 4.1(c)), there is no faultline potential. This is consistent with faultline theory,
which states that faultlines cannot emerge in the presence of perfect homogeneity or perfect
diversity (Lau and Murnighan, 1998; Gratton et al., 2007). We note that this intuition
cannot be captured if one focuses only on pairwise relationships.
Given the fact that faultlines can only emerge in the presence of (+,−,−) triangles,
we refer to these as conflict triangles. We can then define the faultline potential of a team
as the total number of conflict triangles formed by the members of the team across all
features. Under this definition, the minimum faultline potential is assigned to perfectly
homogeneous or perfectly diverse teams, that include zero conflict triangles. On the other
hand, in accordance with faultline theory (Lau and Murnighan, 1998), the maximum
faultline potential is assigned to teams that can be split into two perfectly homogeneous
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Figure 4.2: Faultline potential is higher in groups that can be split in large
and equally-sized homogeneous subgroups.
subgroups of equal size. The example of Figure 4.2(a) shows a team of 4 female (F) and 4
male (M) members. This team has a faultline potential of 36 for the gender feature, which
is the maximum for a team of 8. On the other hand, the team shown in Figure 4.2(b), which
consists of 7 females and only 1 male, has a faultline potential equal to 21.
In summary, we make approach the problem of minimizing faultline in teams as
follows:
• We provide a domain-invariant measure for measuring the faultline potential in teams.
• We formally define the PARTITION problem, which asks for the partitioning of a given
population into teams, so that the average faultline potential is minimized.
• We study the complexity of the PARTITION problem and show it is NP-hard to prove or
approximate within any constant factor.
• We provide a suite of effective and extensively evaluated heuristics for the PARTITION
problem.
• Using real-world data, we show that teams tend to have low faultline potentials, and
demonstrate that our formal definition matches the underlying reality.
4.1 Related work
To the best of our knowledge, our work is the first to present a framework for partitioning a
population of individuals into teams of fixed size so that the average faultine potential is
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minimized. However, our work is related to two types of existing research: (i) management,
psychology and sociology studies on faultlines and their effects on team outcomes, and (ii)
work on algorithmic frameworks for optimizing various factors that affect the performance
of a team. Next, we discuss each of these categories in more detail.
Studies on faultlines and their effects: Faultline theory was introduced by Lau and
Murnighan (Lau and Murnighan, 1998). It has since been the focus of numerous follow-up
works. A number of papers have studied how the existence of faultlines within a team can
leads to conflict (Li and Hambrick, 2005; Choi and Sy, 2010; Thatcher et al., 2003) and
affect functionality (Molleman, 2005; Polzer et al., 2006) and performance (Bezrukova
et al., 2009; Thatcher et al., 2003). Motivated by the observation that the existence of
faultlines does not guarantee the formation of colliding subgroups, researchers have also
studied the factors that can lead to faultline activation (Pearsall et al., 2008; Jehn and
Bezrukova, 2010). Further, Gratton et al. (Gratton et al., 2007) explored strategies that a
leader or manager can follow to effectively handle or avoid the emergence of faultlines
within a team. The faultline literature, including the papers cited above, have suggested
alternative methods for identifying and measuring the existence of faultlines in teams.
A characteristic example is a work by Shaw (Shaw, 2004), which enumerates desirable
properties for an effective measure, in accordance with the principles of faultline theory (Lau
and Murnighan, 1998). Our own measure has two fundamental differences from all previous
alternatives. First, the natural, triangle-based definition of our measure makes it applicable
across domains. Second, while previous measures can only be used to measure faultlines in
existing teams, our measure can also be used to efficiently create new teams by selecting
members from a given population.
Algorithmic work on team formation: Following the seminal work of Lappas et. al. (Lap-
pas et al., 2009) on forming teams with low communication cost in social networks, many
extensions of the team-formation problem has been studied. These variations of the
team-formation problem considered optimizing various factors that influence a team’s per-
65
formance. For example, a significant body of work has focused on incorporating different
definitions of the communication cost among experts (Anagnostopoulos et al., 2012; An
et al., 2013; Dorn and Dustdar, 2010; Gajewar and Sarma, 2012; Kargar and An, 2011; Li
and Shan, 2010; Sozio and Gionis, 2010). Other work has also focused on optimizing the
cost of recruiting promising candidates (Golshan et al., 2014), minimizing the workload
assigned to each individual team member (Majumder et al., 2012; Anagnostopoulos et al.,
2010), identifying effective leaders (Kargar and An, 2011), or optimizing the individual’s
benefit from team participation (Agrawal et al., 2014). Although all these works focus on
identifying good teams, they are different from the work we present here, as we introduce a
new optimization function – that of faultline potential. Minimizing faultline potential raises
new algorithmic problems that cannot be addressed by the algorithmic solutions presented
in existing work.
4.2 Framework
In this section, we introduce some basic notation and definitions to be used throughout this
chapter. We also make some key observations concerning our problem setting.
4.2.1 Notation and setting
Workers and their features: Throughout we will consider a pool W of n individual
workers. Each worker i ∈ W is associated with an m-dimensional feature vector wi, such
that wi(f) returns the value of feature f for worker i.
Example 4. Consider a pool of 3 workers, where each worker is described by three features:
native language, background, and hobby. Then, our data will consist of 3 feature vectors
like the ones below:
w1 = [“Greek”, “CS”, “Tennis”]
w2 = [“Greek”, “CS”, “Movies”]
w3 = [“Farsi”, “CS”, “Music”]
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The feature graphs: We will assume that each feature f defines a complete signed graph
Gf = (W,Ef ). We refer to this graph as the f -feature graph. In Gf , there is one node for
each worker in W . For each pair of nodes (or workers) (i, i′), there is a signed edge in Ef ;
The sign of edge (i, i′) is positive if wi(f) = wi′(f) and negative otherwise. Figure 4.1
shows the native lang. background and hobby graphs for the workers we introduced in
Example 4.
Assuming that values of all features are known for all workers, then for every f -feature
graph Gf has a special structure described below.
Observation 3. For any feature f with L different possible values, the corresponding f -
feature graph Gf consists of L disjoint cliques of positive edges, and all edges connecting
the nodes across cliques have negative signs.
Aggregate feature vectors: Given a set of workers T ⊆ W , and feature f that takes
values v1, . . . , vL, we summarize the values of f observed among the workers in T via the
aggregate feature vector r(T, f) such that r(T, f)[vj] gives the number of workers in T
that for feature f have a value equal to vj .
4.2.2 Faultline potential
Since our definitions focus on the triadic relationships of the individuals in a group, we
characterize here our triangles and give the relationship between the faultline potential of a
group and the number of triangles of certain types.
Conflict triangles: Given three workers (i, j, k) and feature f , we say that (i, j, k) is a
conflict triangle if two out of the three workers (e.g., i, j) have the same value for f and
they both have different values from the third worker (e.g., k). That is, we have a conflict
triangle with respect to f if wi(f) = wj(f) and wi(f) 6= wk(f) and wj(f) 6= wk(f). In
terms of the f -feature graph Gf , this means that nodes (i, j, k) form a triangle of the form
(+,−,−). For example, the triangles shown in Figure 4.1(a) is a conflict triangle.
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As we have already discussed in the introduction, conflict triangles are indicative of bad
dynamics within a group of 3 people; when two people in such group are very similar and
jointly different from the third person, then the first two can potentially unite against the
third one creating the source of a potential faultine. Oftentimes, having a common “enemy”
unites people and the negative feelings against this enemy become stronger, as they are
reinforced by the fact that other people share these negative feelings.
Good triangles: Clearly, a triangle (i, j, k) that is not a conflict triangle is a good triangle.
In an arbitrary graph, good triangles can be of one of the following three types: (a)
positive triangles, where all edges between the nodes of the triangle are positive, (b)
negative triangles, where all edges between the nodes of the triangle are negative or (c) and
(+,+,−) triangles where there are two positive edges and one negative edge between the
nodes of the triangle.
Triangles and faultline potential: Observation 3 also implies the following:
Observation 4. In any feature graph, there are no triangles with one negative and two
positive edges.
Throughout, we will denote by P(T, f), N (T, f) and F(T, f) the number of positive,
negative and conflict triangles between the workers in set T ⊆ W in the f -feature graph.
Since there are no triangles with one negative and two positive edges we have that:
P(T, f) +N (T, f) + F(T, f) =
(|T |
3
)
.
We also refer to the quantity F(T, f) as the faultline potential of group T with respect to
feature f .
Finally, we use P(T ),N (T ) and F(T ) to refer to the total number of positive, negative
and conflict triangles encountered among the members of group T across all features.
We refer to the quantity
F(T ) =
m∑
f=1
F(T, f)
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as the faultline potential of group T .
Computing the faultline potential: By definition, the faultline potential requires com-
puting the number of conflict triangles across features. Thus for T ⊆ W , F(T ) can be
computed in polynomial time. For this, one has to consider all triangles appearing in the
feature graphs and count how many of those are conflict triangles. The running time of
such computation is O(m|T |3) where |T | is the size of the team and m is the number of
features.
Speeding up the computation: Using the aggregate feature values defined earlier, the
same computation can be performed much faster. First, note that the aggregate feature
values can be computed in time O(m|T |) by simply counting all feature values of all
workers. Once the aggregate feature values are computed, the faultline potential for each
feature f that takes values v1, . . . , vL can be written as follows:
F(T, f) =
N∑
j=1
(
r(T, f)[vj]
2
)
(|T | − r(T, f)[vj]) (4.1)
For any feature f with N different possible values, the fautline potential with respect to
f can be computed in O(L) using the above equation. Thus, for m features the faultline
potential F(T ) can be computed in O(mL). Given that both the number of features m
and the number of possible values for each feature L are usually small constants, this
computational cost is negligible compared to the time required to create the aggregate
feature values.
4.3 The PARTITION problem
In this section, we define the PARTITION problem, i.e., the problem of partitioning a set
of workers W into ` teams of equal size such that the total faultline potential score across
teams is minimized. We show that this problem is not only NP-hard to solve but also
NP-hard to approximate within any bounded approximation factor, unless P = NP.
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Before we formally define the `-PARTITION problem, we need to extend the notion of
faultline potential to a collection of teams. For any partitioning T = {T1, T2, · · · , T`} of
workers into ` teams, we use F(T) to denote the total faultline potential of all teams in T.
More formally,
F(T) =
∑`
i=1
F(Ti).
Now, the `-PARTITION problem can be defined as follows.
Problem 4 (`-PARTITION). Given a pool of workers W (with |W | = ` × k), find a
partitioning T = {T1, T2, · · · , T`} of the workers W into ` teams of size k such that F(T)
is minimized.
Theorem 1. The PARTITION problem is NP-hard to solve.
Theorem 1. We present a polynomial-time reduction from `-CLIQUEPARTITION to `-
PARTITION. The `-CLIQUEPARTITION is a decision problem which asks the following
question: Given a graph H = (V,X), is it possible to partition the nodes of the graph into
` disjoint cliques of equal size?
Given a graph H = (V,X) (with V nodes and X edges), we first create the complement
of H denoted by H ′ = (V,X ′). Clearly, any clique of size ` in the original graph H
corresponds to a set of ` nodes in H ′ with no edges in between.
For our reduction, every node i ∈ V will correspond to a worker for our problem. Also,
we will interpret each edge in H ′ as an agreement and each missing edge as a disagreement.
However, Observation 3 tells us that agreements among team members with respect to a
feature must form cliques, while the edges in H ′ may not necessarily form cliques. We
resolve this issue as follows: for every edge (i, i′) in H ′, we create a feature f(i,i′) and then
construct the corresponding feature graph Gf(i,i′) that contains one “+” edge connecting
nodes i and i′, while all other edges, connecting all pairs of nodes, are negative. Figure 4.3
shows how an example graph Ĥ with three edges is transformed into three feature graphs.
Now consider the optimal solution to this instance of the `-PARTITION problem. Since
the size of each partition is fixed (k), it is easy to see that each edge of H ′ that falls within
one part creates (k − 2) conflict triangles. This implies that the optimal solution is the one
that minimizes the total number of edges that fall within the partitions. More specifically,
the optimal partitioning has a faultline potential equal to zero if and only if there exists a
partitioning of the nodes in H ′ with no edge inside the partitions which further corresponds
to a partitioning of the nodes in H into cliques.
70
21
4 3
21
4 3-
-
--
-
+
21
4 3-
+
--
-
-
21
4 3+
-
--
-
-
Figure 4.3: Graph Ĥ (in gray) and its feature graphs for the corresponding
faultline problem
Corollary 1. The PARTITION problem is NP-hard to approximate within any factor.
Proof. We will prove the hardness of approximation of PARTITION by contradiction.
Assume that there exists an α-approximation algorithm for the PARTITION problem.
Then if T∗ = {T ∗1 , T ∗2 , · · · , T ∗` } is the partitioning with lowest faultline potential and
TA = {TA1 , TA2 , · · · , TA` } is the solution output by this approximation algorithm, it will
hold that F(TA) ≤ αF(T∗). If such an approximation algorithm exists, then this algo-
rithm can be used to decide the instances of the CLIQUEPARTITION problem, for which
the optimal solution has a faultline potential equal to 0. However, this contradicts the
proof of Theorem 1, which indicates that these problems are also NP-hard. Thus, such an
approximation algorithm does not exist.
4.4 Algorithms
Since the PARTITION problem is NP-hard to solve and also NP-hard to approximate within
any bounded approximation factor, our work focuses on devising algorithms that work well
in practice. In this section, we propose a family of algorithms called TriadicMatching.
The common characteristic of these algorithms is that their decisions are guided by the
triadic relationships observed in the dataset; hence the first part of their name.
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The TriadicMatching algorithm
The TriadicMatching algorithm for the PARTITION problem is described in the pseu-
docode shown in Algorithm 5. The high-level idea of the algorithm is to start with a random
partitioning of the input population into ` equal-size groups and then to reassign individuals
to teams in an iterative fashion until the faultline potential of the obtained partitions does
not improve across iterations.
Algorithm 5 The TriadicMatching algorithm.
Input: Set of workers W with m features and the number of desired partitions `.
Output: Partitioning T = {T1, T2, . . . , T`}
1: Randomly partition W into T = {T1, . . . , T`}
2: while F(T) has not converged do
3: c = AssignCosts (W,T)
4: T = ReassignTeams(T, c)
5: return T
In each iteration, the algorithm starts with a partitioning of the set W into ` groups and
forms a new assignment with (ideally) a lower faultine potential score. This is done by
executing two functions: AssignCosts and ReassignTeams. The AssignCosts
function returns a cost associated with the assignment of every individual to every team;
i.e., c(i, Tj) is the cost of assigning individual i into team Tj . These costs are used by
ReassignTeams to produce a new assignment of individuals to teams – always guaran-
teeing that the teams are of equal size. Note that the inspiration for TriadicMatching
comes from a recent paper of M. Malinen et. al. (Malinen and Fra¨nti, 2014) for finding a
k-means clustering with balanced-size clusters. We describe the details of these the two
main routines of TriadicMatching next.
The AssignCosts routine: This routine, assigns to for every worker i and team Tj cost
c(i, Tj), which is the cost of assigning worker i to team Tj . In order to compute these costs,
AssignCosts considers the current teams in T as a baseline to evaluate if the assignment
of worker i to team Tj can lead to fewer conflict triangles. Thus, an intuitive definition
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of cost is the number of conflict triangles that i incurs when he joins Tj . This is equal to
F(Tj ∪ {i}) if i 6∈ Tj and F(Tj) if i ∈ Tj .
We observe that, if worker i already belongs to team Tj , the reassignment is not going to
change the size of the resulting team. However, if i 6∈ Tj the assigning i to Tj creates a team
of size (k + 1). This is problematic since the number of conflict triangles in teams of size k
is not comparable to that in teams of size (k + 1). This can be resolved by introducing a
normalization factor which measures the maximum possible number of conflict triangles in
a team of a fixed size. Formally, for a team of size k, we use ∆k to denote the maximum
possible number of conflict triangles that can emerge in the team across all features. Now,
we compute the cost function as follows:
c(i, Tj) =

F(Tj ∪ {i})/∆k if i 6∈ Tj
F(Tj)/∆k+1 if i ∈ Tj
(4.2)
In practice, real data tend to have a significant number of positive edges. Therefore,
instead of searching for assignments that minimize the number of conflict triangles, we
could utilize the positive-rich structure of the underlying data and explicitly maximize the
number of positive triangles. This observation motivates the following cost function:
cp(i, Tj) =

R(Tj ∪ {i})/∆k if i 6∈ Tj
R(Tj)/∆k+1 if i ∈ Tj,
(4.3)
where R(T ), with T ⊆ W is defined as R(T ) = N (T ) + F(T ). This cost scheme
considers the cost of assigning individual i to team Tj to be the number of not positive (i.e.,
the number of conflict plus negative) triangles such an assignment will cause. Of course,
this number is subject to normalization as we discussed before. Throughout, we refer to
the variants of the TriadicMatching algorithm that use the cost functions defined in
Equations 4.2 and 4.3 as TriadicM-F and TriadicM-P respectively.
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Running time: Note that computing both cost functions can be done in O(m|W |) using
the aggregate feature vectors as discussed in Section 4.2, Equation (4.1).
The ReassignTeams routine: ReassignTeams takes as input a current a cost of
assigning each one of the n individuals into each one of the ` teams and outputs a new
partition of the individuals into ` equal-size groups. The algorithm views this partitioning
problem as a minimum weight b-matching problem (Burkard et al., 2012) in a bipartite
graph, where the nodes on the one side correspond to n individuals and the nodes on the
other side correspond to ` teams. In this graph, there is an edge between every individual i
and team Tj . The weight/cost of this edge is, for example, c(i, Tj) – computed as described
above. Finding a good partition then translates into picking a subset of the edges of the
bipartite graph, such that the selected edges have a minimum weight sum, every individual
in the subgraph defined by the selected edges has degree 1, and each team has degree k.
This would mean that every worker is assigned to exactly one cluster and every cluster has
exactly k members. This is a classical b-matching problem that can be solved in polynomial
time using the Hungarian algorithm (Burkard et al., 2012; Kuhn, 1955).
Computational considerations: Computing the new partition using the Hungarian
algorithm, requires O(n3) time. This is computationally infeasible, especially since this
step needs to be completed in each iteration of TriadicMatching. In order to avoid
this computational cost, we solve the bipartite b-matching problem approximately using
a greedy heuristic that works as follows: in each iteration the edge (i, Tj) with with the
lowest cost c(i, Tj) is selected, and worker i is assigned to the j-th team Tj; this assignment
only takes place if: 1) worker i is not assigned to any team in an earlier iteration, and 2)
the j-th team has less than k workers so far (i.e., if it hasn’t reached the desired team size).
This is repeated until all the workers are assigned to a team.
To find the minimum cost edge in each iteration we need to sort all edges with respect
to their costs and then traverse them in this order. Since there are O(n`) edges, the running
time of this greedy alternative is O(n` log(n`)) per iteration.
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Table 4.1: Statistics for the real datasets.
Dataset Population # of features - edges + edges F(W ) P(W ) N (W )
DBLP 57,972 6 62% 38% 35% 26% 39%
Adult 32,561 12 50% 50% 41% 36% 23%
Census 200,469 7 49% 51% 41% 35% 23%
4.5 Experiments
In this section, we describe the experiments we performed using both real and synthetic
data. Our results verify that the problem of finding teams with a low faultiline potential
is far from trivial. In addition, the TriadicMatching algorithm emerges as the best
algorithm across all datasets.
4.5.1 Datasets
For our experiments, we use various datasets which we describe next.
Adult: The Adult dataset is a census dataset form the UCI’s machine learning repository.
The dataset contains information on 32, 561 individuals; the features in the data are age,
work class, education, marital status, occupation, relationship, race, sex, capital-gain,
capital-loss, hours-per-week, and native country.1. We convert non-categorical features
to categorical features as follows: for age and hours-per-week we bin their values into
buckets of size 10. Also, we convert both capital-gain and capital-loss into binary features
depending whether their value is equal to zero or not.
Census: The Census dataset is extracted from the US government’s “Current Population
Survey”2. We focused on the most recent collected data from the year 2014. Our dataset
contains census information on 200, 469 individuals. The dataset includes the following
features: marital status, gender, education, race, country, citizen, and army.
1https://archive.ics.uci.edu/ml/datasets/Adult
2http://thedataweb.rm.census.gov/ftp/cps_ftp.html
75
0.00
0.25
0.50
0.75
1.00
Cramer's V
(a) DBLP
0.00
0.25
0.50
0.75
1.00
Cramer's V
(b) Adult
0.00
0.25
0.50
0.75
1.00
Cramer's V
(c) Census
0.00
0.25
0.50
0.75
1.00
Cramer's V
(d) Synthetic
Figure 4.4: The Cramer’s V values for all pairs of features for all datasets.
DBLP: The DBLP dataset is created by using the latest snapshot of the DBLP website
and filtering only authors that published papers on tier-1 and tier-2 computer science
(NLP, IR, DM, DB, AI, Theory, Networks) conferences and journals 3. Although the only
known attribute in the raw dataset is the country of origin, we extracted a set of features
for each author based on his/her publications. More specifically, we have calculated the
following features for 57, 972 authors: number of years active, top area, average number
of publications in ten years, and the total number of publications. Also, we have computed
a quality feature for each author as follows. For each paper the author has published in
a top-tier conference he gets 2 points, and he receives 1 point for his other papers. We
also bin both the total number of publications and the average number of publications into
buckets of size 10, and bin the quality score into buckets of size 5.
Synthetic: In order to control the number of conflict triangles in our data, we have
3http://webdocs.cs.ualberta.ca/˜zaiane/htmldocs/ConfRanking.html
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Figure 4.5: Distribution of normalized faultline potential for real teams of
coauthors versus teams of random authors.
developed a method to create synthetic datasets given a desired percentage of conflict
triangles. To do so, we first assume that our pool of workers W is going to consist of
a single feature which can only take 3 different values X , Y , and Z. Let’s define x, y,
z to be the number of data points with these values respectively. Now, it is clear that
N (W ) = x × y × z. On the other hand, given that the total number of workers is n we
have x + y + z = n. Note that if the value of x is given, we can use these equations to
compute the value of y and z as well. To create our datasets, we manually try different
values of x and then we solve for variables y and z. Then we randomly partition workers
into three groups of size x, y, and z and assign the value X , Y , and Z to them respectively.
The resulting datasets all have the same number of negative triangles, but they number of
positive triangles in the data changes as we change the value of x. Note that we can try
this procedure multiple times and create multiple features for our set of workers. In our
experiments, we fix the percentage of negative triangles to 8%, and by changing parameter
x we obtain values with 20% up to 40% positive triangles.
Discussion: Table 4.1 shows some basic statistics of our datasets. The synthetic dataset
in Table 4.1 corresponds to a dataset of size 400 with 10 features. Note that Adult and
Census datasets are quite similar in terms of frequencies of different types of triangles.
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Figure 4.4 illustrates the Cramer’s V values for all pairs of features in all datasets. Cramer’s
V value4 simply measures the correlation between two categorical variables, and has a value
of 1 when two variables are perfectly correlated and 0 if there is absolutely no correlation
among the variables. The figure illustrates that Adult and Census are similar in terms of
correlation of their features: there is a small correlation for the majority of the features
and only a couple of them with high correlations. DBLP has rather different correlation
patterns as there appears to be large correlation among its features. Finally, by virtue of
their generation, the Synthetic datasets have significantly small Cramer’s V values.
4.5.2 Faultline potential in real-world teams
In our first experiment, we demonstrate that teams observed in the real world have a lower
faultline potential than randomly selected groups of individuals. Our motivation is to verify
the validity of our faultline measure by demonstrating that it favors real teams that have
been successful in practice over teams of randomly selected individuals.
First, we create a dataset that includes all publications from DBLP with a fixed 4
authors 5. The groups of co-authors of each publications are considered as a team.We
consider every team in this dataset to be successful for the purposes of this experiments
since the collaboration of its members led to an observable and desirable outcome: the
publication of their work. We then create a random dataset by randomly sampling teams
of 4 authors from DBLP. Figure 4.5 shows the distribution of faultline potential for both
datasets.
It is clear from Figure 4.5 that successful teams tend to have smaller faultline potential.
However, one might argue that this observation can be explained solely based on the
concept of homophily (i.e., similar people tend to work together). To test this hypothesis,
we examine the distribution of positive and negative triangles across different features.
4http://en.wikipedia.org/wiki/Cram’s_V
5our experiments with different team sizes produced similar results
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Figure 4.6 shows these distributions for two features in the DBLP dataset, namely top area
and quality.
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Figure 4.6: Distribution of positive and negative triangles for quality and
top area features in the DBLP dataset.
Figures 4.6(a) and 4.6(b) show a strong degree of homophily in the top area feature.
Specifically, 60% of successful times had 4 positive triangles, which is the maximum
possible for teams with 4 members. Similarly, the number of negative triangles is 0 in 90%
of the cases. One can observe that these trends are significant by comparing them against
the random teams. These results are intuitive, given that most authors collaborate with
people of similar interests.
Interestingly, Figures 4.6(c) and 4.6(d) show a different trend for the quality feature.
We can observe that 75% of successful teams have 0 positive triangles. This indicates a
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high level of diversity in these teams. At the same time, the number of teams with 0 positive
triangles is lower for the random teams. Recall that the quality measures the contribution of
each author to the scientific community. Therefore, the observed diversity for this features
can be explained by the fact that actual teams of co-authors typically include professors,
senior and junior students, who tend to have different levels of scientific contributions.
After repeating the same analysis for other features, we noticed that some of them, such as
country, exhibit homophily, while others, such as average number of publications in 10
years the and the total number of publications are far more diverse. Finally, no significant
similarity or homophily was observed for some features, such the number of years active.
Overall, this experiment verifies that our measure favors (i.e. assigns a lower faultline
potential) to teams that have been successfully in practice over randomly selected teams.
This is due to the presence of all positive (homophily) triangles, as well as to that of
all-negative (diversity) triangles. In addition, we observe that the levels of diversity and
homophily can vary significantly across features.
4.5.3 Evaluating TriadicMatching
In this section, we evaluate the performance of our algorithms for the PARTITION problem.
Baselines: We the performance of the two versions of the TriadicMatching algorithm,
TriadicM-P and TriadicM-F, with the performance of a simple baseline that we call
Dyadic. Essentially, Dyadic is a clustering algorithm that tries to create equal-size
partitions such that individuals with a lot of positive edges between them are placed in
the same team. Dyadic is implemented as a variant of the TriadicMatching where
the cost assignment is done to penalize for negative edges between the individual and the
team he/she is going to join. The key difference between Dyadic and our algorithms is
that the former takes into account only the dyadic and not the triadic relationships between
individuals.
In the course of our experimentation, we also compared with other baselines including
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random partitioning. We have also considered a variant of TriadicMatching that
instead of using Equations (4.2) or (4.3) focuses on the negative triangles and therefore
assigns costs in such a way so that those triangles are encouraged in teams. Since in
the majority of real datasets negative triangles are much rarer than the positive ones (see
Table 4.1), this variant did not have enough signal to perform well. In general, any algorithm
we tried (including some other greedy approaches for the problem) and not reported in our
experiments did significantly worse than any of the reported algorithms and thus we omit
them from our evaluation.
Evaluation metric: We quantify the performance of the different algorithms using our
objective function. That is, for every algorithm, we measure its performance by measuring
the faultline potential of the partitions it reports. Because some of our comparisons require
plotting results obtained from datasets of different sizes in the same figure, we apply the
following dataset-specific normalization. For a dataset of size n we divide the faultline
potential of a partition obtained for this dataset with the total number of triangles that can
be encountered in datasets of this size, i.e.,
(
n
3
)
. Thus, the y-axis of all our plots is in [0, 1].
Varying the size of the teams: For this experiment, we set the size of the population of
individuals to |W | = 400. For each real dataset, we randomly select, with replacement, 20
sets of 400 individuals. We then use the algorithms to partition the population into teams of
size k, for k ∈ {3, 4, 5, 6, 7, 8, 9, 10}. For each algorithm, we report the average normalized
faultline potential achieved over all sets for every value of k, along with the corresponding
90% confidence intervals. The results for all three datasets are shown in Figure 4.7.
Our first observation is that the Dyadic algorithm is consistently outperformed by
all the other algorithms, and for all datasets. This difference in performance is even
more significant for small teams. This demonstrates the importance of considering triadic
relationships. We also note that the faultline potential achieved by TriadicM-F and
TriadicM-P increase with the size of the team. The TriadicM-P algorithm stands out
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Figure 4.7: Real datasets; performance of all algorithms for different team
sizes (400 workers)
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as the best alternative in this experiment, due to the consistently low normalized faultline
potential that it achieves for all three datasets. The TriadicM-F algorithm was also
despotically competitive for the Adult and Census datasets, for which it achieved the
best results for a number of team sizes. As shown in the figure, the standard deviations
observed for all algorithms were consistently negligible, raising our confidence in the
reported findings.
Varying the size of the given population: For each dataset, we randomly select, with
replacement, 20 sets of n individuals, for n ∈ {100, 200, 400, 800, 1600}. We then use the
algorithms to partition each set into teams of size 5. For each algorithm, we report the
average normalized faultline potential achieved over all sets for every value of n, along
with the corresponding 90% confidence intervals. The results for all three real datasets are
shown in Figure 4.8.
We observe that all the algorithms perform better as the size of the population increases,
with the achieved normalized faultline potential values ultimately converging to a low value
around 0.1, for all datasets. In addition, the fact that the observed standard deviations drop
rapidly with the size of the population verifies that adding more individuals makes it easier
for the algorithms to find low-faultline solutions. Note that, for all datasets, TriadicM-P
outperforms the other algorithms when the population size is large. This is reasonable,
given that a larger population is more likely to contains more similar individuals (given
that the number of features is the same), and thus TriadicM-P has a clear advantage
in capturing the positive triangles among these people. In conclusion, the comparison
between the different algorithms mirrors the findings from the previous experiment, with
both TriadicM-P TriadicM-F generally outperforming Dyadic.
Varying the number of conflict triangles: The purpose of this experiment is to evaluate
the algorithm on populations with a higher potential for faultlines. While random samples
obtained from our real-world datasets differ trivially in terms of the percentage of conflict
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Figure 4.8: Real datasets; performance of all algorithms for different
population sizes (teams of size 5)
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Figure 4.9: Performance of all algorithms for synthetic datasets with
different number of bad triangles (400 workers, teams of size 5 and 10
features)
triangles, we can engineer synthetic data to obtain datasets with different number of conflict
triangles. To conduct this experiment, we use the Synthetic dataset described in Sec-
tion 4.5.1. Specifically, we considered populations of 400 individuals and set the team size
equal to 5. The results are shown in Figure 4.9. The plot verifies that finding low-faultline
partitionings becomes harder as the population’s inherent potential for such faultlines in-
creases. However, the TriadicM-F and TriadicM-P clearly outperform the Dyadic
algorithm, validating the superiority that they exhibited throughout our evaluation.
4.6 Concluding remarks
In this chapter, we introduced a domain-invariant measure for the evaluation of the faultlines
in teams. Consistent with faultline theory, our measure captures a team’s potential for
internal conflict, expressed via the presence of large homogeneous groups that significantly
differ from each other. Our work is the first to propose a complete algorithmic framework
for partitioning a given population of individuals into teams of fixed size while minimizing
the average faultline potential per team. We prove that this partitioning problem is NP-
hard both to solve and to approximate, and propose effective heuristics for its solution.
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We validate our methodology via an extensive evaluation that includes real datasets from
different domains and competitive baselines as well as synthetic data. Our results verify
the validity of our fautline measure and demonstrate the superiority of our algorithms
for the PARTITION problem over all considered baselines. Our work delivers an efficient
algorithmic framework for the empirically verified concept of fautlines and, thus, has
immediate applications in the multiple domains where team formation is a crucial task.
Part II
Editing Teams
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Given that forming new teams may not always be possible, the second part of this thesis
considers the problem of improving the functioning of existing teams. To approach this
problem, we first need to investigate how team members influence each other and whether
these influences result in productive outcomes. For instance, if there is a disagreement
between two team members, we would like to know whether how they are influenced by
others can help them resolve the issue or not. To capture how these influence dynamics
affect a team, we rely on existing models that are developed in social theory. These models
take as input the opinions of team members and predict how influence dynamics affect their
performance.
In this part, we present two problems that are motivated by the following questions: (i)
Can we change the initial opinions (or habits) of team members to minimize the tension in
the team, and (ii) can we tweak the influence dynamics to improve the social functioning
of the team. We discuss these questions in the next two chapters respectively. As before,
we highlight how our problem formulation is inspired by the existing research in social
sciences, and we demonstrate how the computational challenges can be addressed.
Chapter 5
Minimizing Binary Tension
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Individuals who participate in social networks come from different backgrounds and
therefore have different viewpoints and opinions on different topics. The difference in
opinions can be constructive as it creates an opportunity for opinions to change and evolve,
and new social processes to arise. On the other hand, differences in opinions may cause
polarization and social distress; no doubt, there are numerous political and social issues
that divide the public and cause social tension, including vaccination, military spending,
parenting styles etc. The proliferation of social networks and social media make such
phenomena manifest themselves at scale as information propagates faster than in the
physical world; online media enable people to easily express their opinions to all their
online friends simultaneously.
In this chapter, we consider social issues where the opinions of people are binary,
i.e., issues on which people can be for or against. Our quest is to reduce the tension that
differences in opinions cause in the social network, by convincing some key individuals to
change their opinions. We believe that this can be achieved via education and exposition
to alternative opinions. We call the problem of identifying these key set of individuals
the k-ALTERHABIT problem. Observe, that we do not aim to promote one direction of
change over another. We only want to reduce the overall tension in the network. On a high
level, one can think of the key nodes that our algorithms identify to be socially important
as they act as “fire extinguishers”. They correspond to a group of people that has the
collective power to lower the tension of the overall network and thus reduce aggression and
polarization and promote productivity and social welfare.
We allocate the rest of this section in providing a preview of our model and our results.
As we discuss extensively in Section 5.1, the study of opinion-formation processes
has long been of interest in economics, social and political sciences and more recently in
computer science. In this chapter, we adopt an opinion model that is a binary version of the
model proposed by Friedkin and Johnsen (Friedkin and Johnsen, 1990). In our variant, we
assume a social network G = 〈V,E〉 connecting individuals (in V ) through social edges
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(in E). Every individual i ∈ V is associated with two opinions: his prior opinion pi and
his expressed opinion xi. As we operate on binary opinions both pi, xi ∈ {0, 1}; intuitively
one can think that an opinion of 1 (resp. 0) reflects a positive (resp. negative) viewpoint on
a particular issue.
Given a network G = 〈V,E〉 and the vectors h and b of prior and expressed opinions,
we quantify the tension that these opinions cause on this graph using the same metric as
used by Bindel et. al. (Bindel et al., 2011). That is,
T (G,h,b) =
∑
i∈V
wi (pi − xi)2 +
∑
(i,j)∈E
wij(xi − xj)2.
In the above equation, the first term captures the differences between the expressed and the
prior opinions of nodes and the second term captures the differences between the expressed
opinions of neighboring nodes. The weights wi and wij capture the importance of a node
and a connection in the network respectively. That is, high wi (resp. high wij) means that it
is costly for i to express an opinion that is far from his own prior opinion (resp. far from the
expressed opinion of his neighbor j).
Given the above model, we first consider the following problem: Given the social
network G = 〈V,E〉 and the prior opinions of individuals on an issue captured in vector h,
what is the vector of expressed opinions b∗ that leads to the minimum-tension configuration,
i.e, the tension that minimizes T (G,h,b∗)?
Interestingly, we show that b∗ can be computed in polynomial time using an (s, t)-
mincut computation. Moreover, when expressed opinions are those prescribed by b∗, the
system is in equilibrium – i.e., no individual has any motivation to change his opinion. That
is, such a change will increase his own individual tension (computed using the individual’s
prior opinion and the expressed opinions of his neighbors).
However, our main contribution is the definition of the k-ALTERHABIT problem as
follows: given prior opinions h and graph G = 〈V,E〉 can we change h to h′ (also binary)
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such that ‖h−h′‖1 ≤ k and the tension of the minimum-tension configuration for opinions
h′ is minimized?
On a high level, one can think of the nodes whose prior opinions are switched as impor-
tant nodes for the social system. After all, these are nodes whose opinions affect the tension
of the overall system. Therefore, the k-ALTERHABIT problem offers a formal definition of
important nodes in a graph where nodes are associated with opinions and interact with each
other. Although notions of node importance are well-studied for graphs (Brandes, 2008;
Brandes and Pich, 2007; Freeman, 1977; Ishakian et al., 2012), we are the first to define
such notion in social networks with opinions and associate the notion of importance with
the ability to control social tension.
By building upon the connection between the minimum-tension configuration and
(s, t)-mincuts, we can show the class of inputs for which the k-ALTERHABIT problem
is not trivial. In fact, we show that for these inputs the problem is NP-hard. Then, we
design efficient and effective algorithms for solving k-ALTERHABIT. Our algorithms rely
either on the connection between the minimum-tension configuration and an (s, t)-mincut
computation or on solving simplified (yet rather interesting) variants of the k-ALTERHABIT
problem itself.
Our experiments on real datasets from online social media and collaboration networks
reveal interesting facts about our problem and demonstrate the efficiency and the efficacy
of our algorithms in practical settings.
Before concluding this chapter, we present a set of alternative ways of altering the
network for minimizing social tension. Although these problems are not necessarily
practical, e.g., it is not always easy to enforce cutting social connections, they offer
interesting insights on the combinatorial structure of the k-ALTERHABIT problem itself.
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5.1 Related work
To the best of our knowledge, we are the first to define and study the k-ALTERHABIT
problem. However, our work is related to work on team formation, network modification,
and opinion models. Here, we highlight these connections and pinpoint the distinguishing
characteristics of our setting.
Team formation: The high-level goal in team-formation problems is the following: given
a set of experts organized in a network, where each individual is associated with a set of
skills, identify a subset of experts that together can perform a given task, while at the same
time they induce a subgraph with low communication cost (Anagnostopoulos et al., 2012;
Bhowmik et al., 2014; Gajewar and Sarma, 2012; Kargar and An, 2011; Lappas et al.,
2009; Rangapuram et al., 2013). Different variants of the problem consider different cost
models or models of job arrival (e.g., offline vs online).
Although our work aims at building an effective team, our goal is to achieve that by
modifying the habits of the experts and minimizing their tension. Moreover, our model of
inherent habits and exhibited behaviors assumes some type of dynamic interaction between
the nodes of the network; the consideration of these dynamics distinguishes our problem
from other team-formation settings and raises new computational challenges.
Networks modification: In network modification problems, the goal is to modify the input
social network in order to achieve a certain social goal (Ishakian et al., 2012; Papagelis,
2015; Parotsidis et al., 2016). The common characteristic of these works is that they
modify the network by addition and deletion of edges. We focus on changing the (binary)
habits of the individual participants. Moreover, our goal is to minimize tension which is an
objective never considered in network-modification problems. Finally, the dynamics of the
interaction as introduced by our model add a new dimension to the problem that was absent
from existing network-modification problems.
Opinion formation: Our model of inherent habits and exhibited behaviors of experts has
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connections to opinion-formation processes in groups and networks (Asch, 1955; Clifford
and Sudbury, 1973; Degroot, 1974; Deutsch and Gerard, 1955; Friedkin and Johnsen,
1990; Hegselmann and Krause, 2002; Holley and Liggett, 1975; Yildiz et al., 2013).
Our work uses an underlying opinion-formation model which is a binary version of the
repeated-averaging model proposed by Friedkin and Johnsen (Friedkin and Johnsen, 1990).
Therefore, from the modeling point of view, our work builds upon (and in a way simplifies)
existing opinion-formation models. However, existing work on opinion formation has
mostly focused on the convergence properties of such models (Acemoglu and Ozdaglar,
2011; Degroot, 1974; DeMarzo et al., 2003; Golub and Jackson, 2010; Holley and Liggett,
1975), the price of anarchy observed in social systems where individuals aim to selfishly
minimize their own tension (Bhawalkar et al., 2013; Bindel et al., 2011) or the maximization
of a particular opinion in the network (Gionis et al., 2013). Our work, on the other hand,
takes a different perspective and aims to minimize tension by altering the habits of some of
the individuals involved.
5.2 Framework
In this section, we provide the necessary notation, define our model and the notion of
tension we will use throughout this chapter, and make some key observations.
Notation: We represent a collaboration network of n experts using a graph G = 〈V,E〉
where each node i corresponds to an expert and each edge (i, j) ∈ E implies that i and
j collaborate. Although the problem definition we consider is general, we focus here on
undirected graphs. All our results extend to the case where edges are associated with
weights. When we want to place an emphasis on the weighted case, we use wij to denote
the weight of edge (i, j). One can interpret wij as the importance or the frequency of the
interaction between nodes i and j. In addition to edge weights, we also consider weights
associated with nodes. This weight quantifies the strength of the connection of a node with
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itself (i.e., how often he works by himself).
Each expert i ∈ V is associated with a (work) habit hi which reflects his default
working style of i (e.g., whether he is a morning person, likes coding in python etc.), and
a behavior bi which is the working style he chooses to exhibit because of his interaction
and collaboration with others. For example, a “night owl” in a team of “morning people”
may decide to exhibit a “morning” work style in order to be able to participate in meetings
with his colleagues.
We use vectors h = [h1, h2, · · · , hn] and b = [b1, b2, · · · , bn] for the habits and the
behaviors of experts respectively and we assume that hi, bi ∈ {0, 1} (i.e., a person wants to
code in python or not).
Tension: Tension stems from differences between the behaviors of collaborators or between
the behavior and the inherent work habit of each expert. Thus, given G = 〈V,E〉, h and b,
the overall tension (or simply tension) of the network is defined as:
T (G,h,b) =
∑
i∈V
wi(hi − bi)2 +
∑
(i,j)∈E
wij(bi − bj)2. (5.1)
This definition of tension is not new, but it has been used to quantify the unanimity (or
lack thereof) of opinions in social systems in the past; see for example the seminal work of
Bindel et. al. (Bindel et al., 2011). Intuitively, the first term of the above equation captures
the difference in the habit and behavior of each expert (i.e., internal tension); the second
term captures the difference in behaviors between collaborating experts.
When G,h and b are given, then T (G,h,b) can be computed in O(|V | + |E|) time
using the above equation.
Expanded graph: Given a network G = 〈V,E〉 and vectors h and b, the corresponding
expanded graph H(G) = 〈V ′, E ′〉 is constructed as follows: for each expert i ∈ V , we
create two nodes ib and ih in V ′. These nodes correspond to the habit and the behavior of
expert i respectively. Throughout, we refer to node ib as the behavior node of i, and to
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(a) Network (b) Expanded Graph
Figure 5.1: A collaboration network of three experts and its corresponding
expanded graph.
node ih as the habit node of i. Finally, the edges E ′ are constructed as follows: for each
expert i, we create an edge between its behavior and habit nodes (i.e., ib and ih). Also, for
each edge (i, j) ∈ E, we add an edge between the behavior nodes ib and jb in E ′. We call
edges that connect behavior nodes cross edges and edges that connect the behavior with the
corresponding habit nodes internal edges.
When the input graph G has no weight on the nodes or edges, then the weights of all
the edges in the corresponding expanded graph are equal to 1. If weights are associated
with edges and nodes in G, then in the expanded graph the weight of a cross edge (ib, jb)
is equal to wij and the weight of an internal edge (ib, ih) is equal to wi. Each node of the
expanded graph is labeled with a label in {0, 1}; for every i ∈ V , node ih is labeled by hi
and node ib is labeled by bi. Figures 5.1(a) and 5.1(b) illustrate a network of three experts
and the corresponding expanded graph; the habit nodes are drawn as squares and circle
nodes correspond to the behavior nodes. Also, the white and black colors correspond to
labels 0 and 1 respectively.
Minimum-tension configuration: Consider a network G and a vector of habits h. Then,
there is a vector of behaviors b∗, such that T (G,h,b∗) is minimized. We call this vector of
behaviors as the minimum-tension configuration. Throughout, we will use T ∗ to denote the
minimum tension that is achieved by b∗; i.e.,
T ∗(G,h) := T (G,h,b∗).
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We have the following result:
Proposition 1. Given G = 〈V,E〉 and a vector of habits h, the minimum-tension configu-
ration b∗ can be computed in polynomial time with one (s, t)-mincut computation.
Proof. (Sketch) Given G = 〈V,E〉 construct the corresponding expanded graph H(G) =
〈V ′, E ′〉. Assume that the cost of all the edges in E is equal to 1 in the unweighted case
and equal to their weight in the weighted case. Moreover, extend the set of nodes V ′ with
two additional nodes s and t; s will correspond to label 0 and t will correspond to label 1.
For every habit node ih with hi = 0 we add an undirected edge (s, ih) with cost∞ and for
every habit node ih with hi = 1 we add an undirected edge (ih, t) with cost∞. Then, we
can show that the (s, t)-mincut in this extended graph can give us the minimum-tension
configuration b∗; all behavior nodes that belong to the same side of the mincut as s (resp. t)
are assigned behavior value of 0 (resp. 1).
Using the Ford-Fulkerson algorithm, this computation can be done inO(|E|×F ) where
|E| is the number of edges in the network and F is the maximum possible flow (i.e, the
minimum possible tension). In our construction for unweighted graphs, F is bounded by
the number of nodes in the graph. For weighted graphs is bounded by
∑
i∈V wi. Note
that this computation can be done faster if we approximate the (s, t)-mincut as opposed
to solving it exactly, using, for example, the recent results by Kelner et. al. (Kelner et al.,
2014), who give an almost-linear (in the number of edges) algorithm.
The model described above resembles the influence model considered by Friedkin and
Johnsen (Friedkin and Johnsen, 1990) and also adopted as an opinion-formation model by
Bindel et. al. (Bindel et al., 2011) as well as Gionis et. al. (Gionis et al., 2013). The key
difference between their model and ours is that we only consider binary values. Therefore,
we cannot use the repeated-averaging process (Bindel et al., 2011; Friedkin and Johnsen,
1990; Gionis et al., 2013) to compute the minimum-tension configuration and thus the need
for computing the min-cut as we showed above.
A game-theoretic view of style formation: Assume that each node i tries to minimize its
own tension
Ti(G,h,b) = wi(bi − hi)2 +
∑
j∈N(i)
wij(bi − bj)2,
97
where N(i) are the neighbors of i in G. One can think of Ti as the utility function of
node i and consider a strategy where each node i is trying to minimize its own tension. A
natural algorithm for this would be for every node to adopt as its behavior the majority
behavior of its neighbors and its own habit. Clearly, if such algorithm terminates, the
system is in equilibrium and no node has the incentive to change its behavior. Note that
the configuration found by the (s, t)-mincut algorithm is an equilibrium state. However,
following the majority rule may lead to many different equilibria, some of which may have
really bad overall tension.
5.3 The k-ALTERHABIT problem
The goal of the k-ALTERHABIT problem is to reduce the tension of the minimum-tension
configuration of a graph G = 〈V,E〉 with habits h. It aims to do so by picking a set of k
nodes to convince to switch their habits from h to h′ = (1− h) so that the tension in the
minimum-tension configuration of G = 〈V,E〉 with habits h′ is minimized. Formally, we
have the following problem definition.
Problem 5 (k-ALTERHABIT). Given a network G = 〈V,E〉, a vector of habits h, and a
budget k, create a new vector of habits h′ by changing (at most) k entries of h such that
T ∗(G,h′) is minimized.
Discussion: An alternative problem definition is one where we have the ability to
change the behavior rather than the inherent habits of nodes. Such a problem would not
make sense because the behaviors in our model are adjusted to minimize the tension in
the network. In other words, if the habits remain fixed then the (s, t)-mincut computation
will determine the minimum-tension configuration. Therefore, any change in the behaviors
would only increase the tension of the network. In these models only switching the inherent
habits, as we do, can lead to smaller social tension.
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5.3.1 Problem complexity
We have the following result related to the complexity of the k-ALTERHABIT problem:
Proposition 2. The k-ALTERHABIT problem is NP-hard.
Proof. We show that the k-ALTERHABIT problem is NP-hard by reducing the `-CLIQUE
problem to this problem. Given a graph G, the `-CLIQUE problem asks if graph G contains
a clique of size `.
Ce
Cu
Cv
Figure 5.2: Our construction for reducing the `-CLIQUE problem to the
k-ALTERHABIT problem.
Ce
Cu
Cv
(a)
Ce
Cu
Cv
(b)
Figure 5.3: Other potential configurations for the structure presented in
Figure 5.2.
Given a graph G = 〈V,E〉 as an instance of the `-CLIQUE problem, we create an
instance of the k-ALTERHABIT problem as follows: for each node v ∈ V in G, we create
a group of c1 experts and make them a social clique (i.e., to connect all individuals in the
clique), and we set their habits to be 0. We refer to this clique of experts as a node clique,
and we use Cv to denote it. For each edge e = (u, v) in G, we create a clique of c2 experts
that also form a social clique but with habits equal to 1. We refer to this clique as an edge
clique. Let us use Ce to denote this clique. Finally, for each edge e, we also create a single
expert with habit equal to 0 which has social links to exactly one node in each of the cliques
Cu, Cv, and Ce. We refer to this expert as a connector. Figure 5.2 shows this construction.
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We show that graph G has a clique of size ` iff the tension of our construction can be
reduced by value
(
`
2
)
using a budget of k = c1 × `+ |E|.
To simplify the proof, we will assume that we are restricted to either change the habits
of all members of a clique at once or leave them untouched; This simplifies the analysis
as it enforces experts in any clique to behave according to their habit. We will relax this
assumption later. Using this assumption, we can make two key observations.
Observation 5. We can select c2 (i.e., the size of edge cliques) to be way larger than our
budget k. By doing so, one can not change the habits of edge cliques.
Observation 6. We can select c1 (i.e., the size of node cliques) to be way larger than |E|.
Given that the budget has a value of k = c1 × `+ |E|. This budget can be used to change
the habits of ` node cliques, and the extra |E| credit in the budget would not be sufficient to
change the habit of any node cliques. Also, this extra |E| credit in our budget is enough
to change the habit of any connector in our construction since there are exactly |E| such
individuals.
Based on this observation, one can see that there are only three potential configurations
for the structure presented in Figure 5.2. This first configuration is the one shown in
Figure 5.2 where no habit is changed. This configuration has a tension of value 1. The
other two possible configurations are illustrated in Figure 5.3. Note that the cliques are
collapsed in this figure to achieve a simpler visualization.
Observe that the possibilities in Figure 5.2 and Figure 5.3(a) contribute a tension value
of 1, and thus the configuration in Figure 5.3(b) is the only possible configuration that
can reduce the tension. The reader might think of two other configurations similar to the
ones in Figure 5.3, but without changing the habit of the connector node. The tension in
these configurations is 2 which can be reduced by changing the habit of the connector node.
Also, Observation 6 suggests that avoiding to change the habit of the connector node (when
required), saves at most |E| units of the budget which can not be used to change the habits
of any cliques.
Observe that we can reduce the tension as much as we create configurations of the type
presented in Figure 5.3(b). As a result, if we select ` cliques using `×c1 units of our budget,
we can reduce the tension as much as these cliques have common connector nodes. This is
equivalent to selecting ` nodes in graph G and counting how many edges are between them.
Obviously, the maximum number of possible edges is
(
`
2
)
which occurs iff G contains a
clique of size `.
Now, we relax our assumption stating that we are not allowed to change the habits of
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only some members of a clique. Note that one can change all the behaviors in a clique of
size c by changing the habits of x ≥ c
2
individuals and saving s = c− x units of the budget.
However, by doing so the tension in the clique will be at least s units. Since the original
tension in our construction is |E|, it does not make sense for s to be larger than |E| as it
creates more tension than that we intend to remove. Given that s ≤ |E|, one can save at
most `× |E| of his budget using this trick. Now, if we set c1 such that c1 > `× |E| × 2,
then the saved budget can not be used to change the behaviors of individuals in any of the
other cliques. Thus, such savings only increase the tension without enabling one to change
the behaviors of individuals in more cliques.
5.3.2 Intuition of k-ALTERHABIT
Let us consider the case of an unweighted input graph G = 〈V,E〉 with nodes’ habits h.
Then, we can compute the minimum-tension configuration b∗ by solving the (s, t)-mincut
problem on the extended graph as we described in the proof of Proposition 1. Let M be the
set of edges in this mincut; let C ⊆M (resp. I ⊆M ) be the subset of the edges in M that
are cross (resp. internal) edges of the extended graph. Given this mincut, and budget k the
following two cases may arise:
Case 1: |I| ≥ k. In this case, the budget we have is adequate for removing k internal
edges from I; in fact removing any k edges from I will lead to the reduction of the mincut
by k and therefore maximum reduction of the tension in the network. In terms of work
habit alteration, removing an internal edge (ie, iz) ∈ I has the semantics that we change
the habit of i (from 1 to 0 or vice versa) and therefore we eliminate the edge connecting
two nodes with different labels from the cut.
Case 2: |I| ≤ k. In this case, the budget we have exceeds the number of internal edges
in the mincut M . Removing just the edges in I may not be an adequate solution; in the
worst case, I may be even empty. Even if it is not, there may be another cut M ′ with
different composition of internal and cross edges, e.g., M ′ = I ′ ∪C ′ such that |M ′| > |M |,
but the removal of k edges from I ′ makes the cost of the remaining cut smaller than the
removal of all I edges from M .
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Although the above discussion highlights some useful intuition, inputs that fall into
Case 1 rarely occur in practice. This is because the input graphs are usually weighted and
moreover they have the property that the weights of the nodes (and thus the weights of
the internal edges of the extended graph) are much larger than the weights of the cross
edges. This has been measured in real data by Das et. al. (Das et al., 2013) and it basically
suggests that humans are influenced by their social cycles, but they also give high value to
their habits. In terms of the cut, it means that M has few internal edges and thus in real
applications we usually operate in Case 2.
When the weights on the edges do not follow a particular pattern (i.e., the weights on
the internal and the cross edges are arbitrary positive numbers), then both cases 1 and 2
are computationally interesting; one can construct examples where even when |I| ≥ k,
removing top-k highest-weight internal edges will not lead to the optimal solution of the
k-ALTERHABIT problem. In fact, the optimal solution may require us to focus on another
cut (other than the mincut). The algorithms we design handle such cases effectively.
5.4 Algorithms
We describe now our algorithms for approximately solving the k-ALTERHABIT problem in
polynomial time. Both of the algorithms we describe below follow the logic described in
the pseudocode given in Algorithm 6 and they rely on the connection between our problem
and mincuts.
Algorithm 6 The general algorithm for the k-ALTERHABIT problem.
Input: Original expanded graph G = 〈V,E〉.
Output: Nodes whose habits will be flipped.
1: C = IdentifyCandidates (G = 〈V,E〉) with |C| = k
2: R = {(ih, s) and (ih, t) | i ∈ C}
3: E ′ = E \R
4: (V ′0 , V
′
1) = MinCut (G = 〈V,E ′〉)
return S = {i | ih ∈ V` and hi 6= `}
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More specifically, the algorithms first identify a set C of candidate individuals that are
going to be provided with incentives in order to change their habits. Once these candidates
are identified, the original expanded graph G = 〈V,E〉 is modified so that for every i ∈ C
the edge that connect the habit node associated with i with the terminal nodes s (encoding
label 0) or t (encoding label 1) is removed. In this modified graph G′(V,E ′), we find an
(s, t)-mincut that partitions the nodes V into two parts. For every node i ∈ C we change its
habit, i.e., we set hi = 1− hi, if and only if ih belongs to the side of the cut with label 0
(resp. 1) while its original habit hi has value 1 (resp. 0).
Our algorithms, LP-Rounding and ExpandCut, differ on the function
IdentifyCandidates in line 1 of Algorithm 6.
The LP-Rounding algorithm: Using the intuition from the proof of Proposition 1, we
can write the k-ALTERHABIT problem as an integer program (IP) as follows: given the
expanded graph H(G) = 〈V ′, E ′〉 we define a binary variable χij for each internal or
cross edge in E ′; χij takes value 1 if the edge belongs to the cut (i.e., if its endpoints have
different labels) in the final solution; otherwise χij = 0. For each internal edge (i, i′) ∈ E ′,
we also define variable φi such that φi = 1 (resp. φi = 0) if χii′ = 1 and node i is selected
to switch (resp. not switch) its habit in the final solution. Finally, for each node i, we
create a variable ψi which takes value 0 (resp. 1) if the node ends up with label 0 (resp. 1).
Using E ′I and E
′
C to denote the set of all internal and cross edges in the expanded graph
respectively, we have the following IP formulation for k-ALTERHABIT:
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minimize
∑
(i,j)∈E′C
wijχij +
∑
(i,i′)∈E′I
wiχii′ −
∑
i∈V
wiφi
s.t.
∑
i∈V φi ≤ k
χij − ψi − ψj ≤ 0, ∀(i, j) ∈ E ′
χij + ψi + ψj ≤ 2, ∀(i, j) ∈ E ′
−χij + ψi − ψj ≤ 0, ∀(i, j) ∈ E ′
−χij − ψi + ψj ≤ 0, ∀(i, j) ∈ E ′
φi ≤ χii′ ∀i ∈ V
The first term in the objective function adds up the weights of cross edges that belong
to the cut and as a result, contribute to the overall tension. The second term measures
the tension across internal edges; the third term subtracts the weight of the internal edge
that disappears from the cut when a node’s habit is switched. For the constraints: the
first constraint restricts that the habits of at most k nodes can be switched. The next four
constraints are designed to enforce the properties of a cut. More precisely, if two endpoints
have the different labels (i.e., ψi 6= ψj) then the edge must be part of the cut (i.e, χij = 1).
Similarly, when ψi = ψj then the constraint enforce χij to be 0 (i.e., not part of the cut).
Clearly a node should switch its habit only if the corresponding internal edge is in the cut –
otherwise this switch does not lead to a decrease in the tension. This is captured by the last
constraint.
While solving IPs are generally NP-hard, one can achieve a lower bound on the objective
function by relaxing the constraints that the variables are in {0, 1} and allowing them
to take any real value from the interval [0, 1]. This way, a linear program is formed.
LP-Rounding solves this linear program using an LP solver and then rounds the obtained
real-valued solution by setting to 1 the variables φi with the k highest values in the solution
returned by the LP solver.
Running time: There are numerous efficient LP solvers freely available as well as
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many commercial solvers; see (Meindl and Templ, 2013) for a detailed survey. Most
existing (non-commercial) implementations of LP solvers are variations of the Simplex
algorithm which theoretically runs in time cubic in the number of variables (Dantzig and
Thapa, 1997; Borgwardt, 1987). Given that, our theoretical running time is bounded by
O((|E|+ |V |)3). However, the LP solvers achieve a much better running time in practice.
For our experiments, we use the CVX package from MATLAB.
The ExpandCut algorithm: Let M be the set of edges in the (s, t)-mincut computed by
the algorithm described in the proof of Proposition 1, and let I ⊆ M and C ⊆ M be the
internal and cross edges of the expanded graph in this cut. If the graph is weighted or if
it is unweighted with |I| ≤ k (i.e., we are in Case 2 described in Section 5.3.2), then the
ExpandCut proceeds as follows: it gradually decreases the weights of the internal edges
of the expanded graph by a factor of (1−) and repeats the computation of the (s, t)-mincut
on the new weighted expanded graph. Clearly, the larger the decrease in the weights of the
internal edges, the more such edges will be included in the mincut. The algorithm stops
when it finds a value of the smallest  such that the number of internal edges included in
the mincut for this  is larger than k. If we denote this mincut by M = I ∪ C, then we
have that |I| ≥ k and ExpandCut uses the edges in I as candidates for removal (and
their corresponding nodes as candidates for changing their habits).
In practice, the number of these candidates (i.e., |I|) is much larger than our budget
k. Thus, we need to select a subset k of them to form set C. To do so, we assume that the
behaviors of experts can take real values (as opposed) to binary. Then, we find the set of
real-valued behaviors b that minimize the tension. We compute these behaviors using a
repeated-averaging method. That is,
bi =
wihi +
∑
j∈N(i)wijbj
wi +
∑
j∈N(i)wij
, (5.2)
where N(i) are the neighbors of i in G. This computation will converge in polynomial
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time (Bindel et al., 2011); once b is computed, the algorithm identifies as its final candidates
C the k nodes that are associated with edges in I that have the largest
∣∣bi − hi∣∣ value.
Running time: The running time of ExpandCut is O(tc × |E| × F ), whereas in the
proof of Proposition 1, F is the maximum flow, and tc is the number of updates on the
value of  that we need to do in order to find the smallest  such that |I| ≥ k. Using binary
search, we get tc = O(log(|E|)).
Discussion: We also tried other ways of exploring the connection between the (s, t)-
mincut and our problem. For example, we considered sampling random mincuts with
probability proportional to their weight and then pick k internal edges from these mincuts.
None of these methods worked well in our data and therefore we do not report their results.
5.5 Experiments
In this section, we describe the experiments we performed in order to evaluate our problem
and algorithms. Our findings show that our algorithms perform significantly better than
other (even sophisticated) baselines. We also provide anecdotal evidence that the nodes
identified by our algorithms have an intuitive interpretation.
5.5.1 Evaluating the algorithms
Datasets: For our experiments, we use the following datasets:
Blogs: The Blogs dataset is the network of hyperlinks between (roughly) 1,400
weblogs on US politics (Adamic and Glance, 2005). The dataset marks each weblog as
conservative or liberal based on its political stand. We associate label (i.e., habit) 0 with
liberal and 1 with conservative blogs. We also ignore the direction of edges to obtain an
undirected graph. Finally, we focus on the largest connected component of the network
which consists of 1,222 blogs. Table 5.1 summarizes some basic properties of the network.
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Table 5.1: Characteristics of the input datasets; |V | is the number of nodes
of the input graph G = 〈V,E〉, |E| the number of edges, d̂ the average
degree of the nodes in G, N1 (resp. N0) the number of nodes with habits
being equal to 1 (resp. 0).
Dataset |V | |E| d̂ N1 N0
Blogs 1222 16714 13.7 636 586
EgoNet1 2235 7821 3.5 1094 1141
EgoNet2 2620 9591 3.7 1310 1310
EgoNet1: The EgoNet1 dataset is a subgraph of the DBLP co-authorship network1
and is obtained by extracting Erik Demaine’s ego-net of radius two; the dataset includes
anyone who has co-authored a paper with Erik Demaine or any of his co-authors.
To assign binary habits to all individuals, we exploit the keywords used in the title of
their papers as follows: (1) we create an incidence matrix of keywords to authors, (2) we
compute the eigenvector associated with the largest eigenvalue of the incidence matrix, and
(3) we obtain the habits by rounding the high values (resp. low values) in the eigenvector to
1 (resp. 0) such that roughly half of the individuals end up with habit values 1. Table 5.1
summarizes the characteristics of the network.
EgoNet2: This dataset is created using the same procedure as the EgoNet1 dataset,
but it focuses on the ego-net of Christos Papadimitriou. Table 5.1 summarizes the charac-
teristics of this dataset as well.
Distribution of the habits in the graph: For any instance of the k-ALTERHABIT problem,
the topology of the input network plays an important role in the reported solution. However,
our experimental results suggest that an arguably more important factor is how the two
contradicting habits are distributed in the network. To clarify this, consider a graph which
consists of two cliques that are connected with only a few bridges. Assume all nodes in
one clique have habit 1 while nodes in the other clique share habit 0. Minimizing tension
1http://dblp.uni-trier.de/xml/
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Table 5.2: Distribution of habits in the neighborhoods of G = 〈V,E〉;
deg(x|y): average number of neighbors with habit x for nodes with habit y,
x, y ∈ {0, 1}.
Dataset deg(0|0) deg(1|0) deg(1|1) deg(0|1)
Blogs 0.42 0.05 0.48 0.04
EgoNet1 0.12 0.39 0.40 0.09
EgoNet2 0.11 0.38 0.40 0.09
in this case is not a trivial task as there are no obvious good choices for how the budget
should be used. Now, consider the same example, but assume that there are a few nodes of
the conflicting habits in each one of the cliques. Clearly, this is an easier instance of the
problem as switching the habits of these outlier nodes is a trivial choice that reduces the
tension.
To quantify how habits are distributed in a network, we define the following measures:
for each node i with habit y ∈ {0, 1}, we define the fraction of its neighbors with habit
x ∈ {0, 1} as degi(x|y). Finally, we use deg(x|y) to denote the average of all degi(x|y)
values. Table 5.2 summarizes the value of these measures for our datasets. From the table,
we observe that nodes with different habits are well-separated in Blogs, while this is not
the case in EgoNet1 and EgoNet2 ; in those, (on average) 38% of the neighbors of nodes
with habit 0 turn out to have habit 1. The difference in the nature of the datasets manifests
itself in the behavior of the different algorithms.
Baselines: To better understand the performance of our algorithms, we compared them
with the following baselines.
Node-based heuristics: This corresponds to a family of baseline algorithms that select
nodes to change their habits based on a simple criteria such as selecting the k nodes with the
highest/lowest degrees or highest/lowest betweenness centrality scores. The performance
of these baselines was significantly worse than our algorithms and therefore they are not
included in the plots.
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Figure 5.4: The number of internal edges in the (s, t)-mincut for different
values of relative weight λ.
Greedy-based algorithms: The most intuitive baseline would be a greedy method, which
in each iteration selects the node whose habit alteration minimizes the tension the most in
the minimum-tension configuration. Finding such a node iteratively (by trying all of the
candidates in every iteration) has high computational cost as it involves an (s, t)-mincut
computation per node per iteration.
Alternatively, we implement a greedy method for a simplified version of the k-
ALTERHABIT problem that ignores the vector of behaviors and only associates nodes with
their inherent habits. Then the objective function becomes minimizing:
∑
(i,j)∈E wij(hi −
hj)
2.
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Every step of this greedy algorithm is much more efficient as the improvement in the
above objective function caused by altering a node’s habit can be computed efficiently by
looking at its neighbors. We refer to this greedy method as the GreedySimple. We
observed experimentally that the performances of both greedy methods are quite similar.
Thus, we use GreedySimple to represent the greedy baselines in our experiments.
The RepeatedAvg algorithm: This method finds the k nodes of the original graph
that are most probably going to have different behavior from their habit and appropriately
change their habits. The algorithm does this by computing b as shown in Equation (5.2).
Since for every i ∈ V bi ∈ [0, 1], the RepeatedAvg algorithm picks the top-k nodes with
largest wi
∣∣bi − hi∣∣ as the ones to change their habits.
Random: This baseline picks k nodes uniformly at random and switches their habits.
Not so surprisingly, these changes increase the minimum tension in most cases. Therefore,
the performance of this heuristic is so bad that does not qualify for being included in our
plots.
Unweighted networks: From each one of our datasets, we obtain an unweighted network
by assigning weight 1 to all edges in the network (i.e., the cross edges of the expanded
graph). We then assign a unique weight λ to all the nodes (i.e., the internal edges of the
expanded graph). Note that λ captures the relative importance of one’s habit compared to
what his neighbors are expressing. Thus, we refer to λ as the relative weight.
Real-world measurements suggest that the value of λ > 1 (Das et al., 2013). As we
have no means to measure the value of λ for our datasets, we experiment with different
values λ ≥ 1 and pick the smallest one that makes our problem instance have the property
that the number of internal edges in the mincut that corresponds to the minimum-tension
configuration of the input is smaller than k (i.e., the maximum number of allowed habit
alterations). In this way, we guarantee that we operate in a regime where our problem is
computationally interesting. Figure 6.1 shows how the number of internal edges in the
mincut changes with λ in all three datasets. Based on these results, we set λ = 3 for the
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Blogs dataset and λ = 8 for both EgoNet1 and EgoNet2 datasets. Although in practice
the true value of λ may be larger, the relative performance of our algorithms will not be
different than the ones reported below.
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Figure 5.5: Performance of different methods for all datasets (unweighted)
Results: Figure 5.5 shows the performance of difference algorithms for different bud-
get values (i.e., from 50 to 200) for all three datasets. Note that in all datasets, the
LP-Rounding and ExpandCut achieve the minimum tension by outperforming all
other methods. The next best algorithm is RepeatedAvg. Note that RepeatedAvg
approaches the problem by solving a relaxed instance of the problem, and its performance
is expected to be inferior to LP-Rounding and ExpandCut that focus on our actual
objective function.
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Table 5.3: Characteristics of the set of selected nodes (S) reported by each
algorithm (k = 150); d̂S is the average degree of the selected nodes in the
network, and f(1→ 0) is the fraction of nodes in S with habit value 1.
ExpandCut LP-Rounding GreedySimple RepeatedAvg
d̂S f(1→ 0) d̂S f(1→ 0) d̂S f(1→ 0) d̂S f(1→ 0)
Blogs 67.8 0.00 32.9 0.00 6.3 0.31 66.2 0.00
EgoNet1 10.3 0.12 10.2 0.12 9.6 0.09 24.2 0.30
EgoNet2 8.9 0.14 8.7 0.14 8.4 0.08 22.2 0.28
An interesting observation is that GreedySimple performs very well on EgoNet1
and EgoNet2 datasets, but completely fails to lower the tension in the Blogs dataset. This
effect is due the configuration of the habits in each dataset. A glance at Table 5.2 reveals
that the two contradicting labels are well-separated in the Blogs dataset. This means that
there are many nodes whose habit alteration has the same effect on the objective function
when considered in isolation from the rest of the network. Thus, the GreedySimple
approach – or any other greedy method – that examines one node at a time chooses randomly
among nodes that appear to be locally equivalent. On the other hand, both EgoNet1 and
EgoNet2 datasets can be considered as easier instances for GreedySimple as there are
many trivial choices that the GreedySimple method can exploit. Overall we conclude
that the nature of our problem is such that algorithms that look at the nodes as groups
(like the ones we introduce in Section 5.4) are better suited for solving k-ALTERHABIT.
This is due to the fact that our objective is not greatly affected by altering the habit of one
single node. Therefore, algorithms (like GreedySimple) that examine one node at a
time cannot be effective for our problem.
To better understand the behavior of our methods, we recorded some characteristics of
the nodes reported by each algorithm. Table 5.3 summarizes these results for all datasets
and k = 150. One can observe that the average degree of the nodes reported in the solutions
(for all methods and datasets) is higher than the average degree of the input network (see
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Table 5.1). This implies that effective solutions to k-ALTERHABIT tend to consist of nodes
that are somewhat well-connected to the rest of the network. On the other hand, we can
also see that a solution that consists of high-degree nodes may not necessarily be the best;
for instance, RepeatedAvg achieves the highest average degree, but it is outperformed
by the other methods (see Figure 5.5).
Another informative measure is the distribution of nodes with habit values 1 and 0 in the
reported solution. Table 5.3 shows what fraction of nodes selected by each algorithm have
a habit value equal to 1. Note that in the Blogs dataset none of the algorithms (except for
GreedySimple which is not competitive) pick any nodes with habit equal to 1. This is
mainly due to the clear separation between the contradicting labels in the Blogs dataset.
In this case, all methods tend to invest all their budget on altering the habits of one type of
nodes (in this case those with value 0). We can see that in both EgoNet1 and EgoNet2
datasets, the solution set consist of nodes with both habit values 0 and 1. Still, most of the
selected nodes have habit value 0. This is not surprising as the second column of Table 5.2
suggests that there are many nodes with habit value 0 that have a lot of neighbors with habit
value 1. Obviously, these nodes are good candidates for alteration.
A note on running times: Although all our implementations, using python, are
not optimized we report here approximate running times so that we convey an idea
of the efficiency of our algorithms in practice. As we expected, GreedySimple
and RepeatedAvg are the fastest among the proposed algorithms. They return a
solution for our largest dataset (i.e., the EgoNet2 dataset) in roughly 5 seconds.
The running time of ExpandCut is higher; after all, it uses RepeatedAvg as a
subroutine once a desired cut is found. However, still ExpandCut returns a solution for
EgoNet2 in approximately 7 seconds; the binary search for finding parameter  does a
few iterations and only takes a couple of seconds. Finally, LP-Rounding has a simi-
lar running time; it solves the linear program for the EgoNet2 dataset in roughly 8 seconds.
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Weighted networks: For this part, we use the topological properties of the network to
assign meaningful weights to the edges in the network. More precisely, the weight of a
node (i.e., an internal edge of the expanded graph) wi is proportional to the degree of node
i in the network, and the weight of an edge (i.e., a cross edge in the expanded graph) wij is
proportional to the sum of the degree of its endpoints (i.e, i and j). If we use di to denote the
degree of node i and dmax to denote the maximum degree, then we have wi = di/dmax and
wij = (di + dj)/(2 ∗ dmax). To accommodate the empirical observation that node weights
are larger than edge weights we adjust this weighting scheme such that wi = λdi/dmax,
where λ > 1 is the relative-weight parameter we introduced in the previous paragraph.
Using a procedure similar to the one described in the unweighted datasets (Figure 6.1) we
pick λ = 15 for the Blogs and λ = 7 for the other two datasets.
Results: Figure 5.6 shows the tension achieved by each of the algorithms for different
values of the budget. The relative performance of the algorithms follows the same pattern as
the one we observed for the unweighted graphs; ExpandCut and LP-Rounding show
a significant advantage over the rest.
One can spot that the relative performance of the methods is roughly the same as what
we observed in the unweighted setting. One notable difference between the weighted and
unweighted case is the performance of LP-Rounding on the Blogs dataset; while we
observe that the rounding strategy of LP-Rounding can cause non-monotonic behavior,
it seems that for larger values of k, LP-Rounding is more robust and starts to even
outperform ExpandCut.
5.5.2 Anecdotal results
Intuitively, the solution to the k-ALTERHABIT problem can be viewed as a set of nodes
that are in an (almost) unstable configuration in the network, and that is why altering their
habit values lowers the social tension. Our next experiment is motivated by this view.
114
100
150
200
250
300
350
50 100 150 200
Budget (k)
Te
ns
io
n 
(T
)
Algorithm
RepeatedAvg
GreedySimple
ExpandCut
LP-Rounding
(a) Blogs
120
140
160
180
50 100 150 200
Budget (k)
Te
ns
io
n 
(T
)
Algorithm
RepeatedAvg
GreedySimple
ExpandCut
LP-Rounding
(b) EgoNet1
175
200
225
250
50 100 150 200
Budget (k)
Te
ns
io
n 
(T
)
Algorithm
RepeatedAvg
GreedySimple
ExpandCut
LP-Rounding
(c) EgoNet2
Figure 5.6: Performance of different methods for all datasets (weighted)
Dataset: We use a network of 105 political books2. There is a link between two books if
they are frequently purchased together (indicated by “Customers who bought this book
also bought” feature on Amazon). Each book in the dataset is labeled as either “liberal”
(L) (43 books), “conservative” (C) (49 books), or “neutral” (N) (13 books) (Krebs, ). The
co-purchase network consists of 441 edges, and the edge density of the network is 0.08. To
transform the political labels into binary features, we created two versions of the dataset,
namely Books-L and Books-C where all the neutral books are labeled as liberal and as
conservative respectively.
2http://www-personal.umich.edu/˜mejn/netdata/
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Results: We solved the k-ALTERHABIT problem for both versions of the dataset with
k = 10 using the LP-Rounding algorithm. Table 5.4 shows the books that were picked
to change in Books-L (left column) and in Books-L (right column). We also mark with
bold the books that were marked as N in the original dataset. The direction of the change
(L→ C) or (C→ L) is also shown. Note that although k = 10 only 9 nodes were switched
in the Books-C dataset.
The first interesting observation is that the union of the bold books reported in the
two columns constitutes the original set of 13 neutral books. This illustrates that our
method has the ability to detect that the labeled assigned to these books are not necessarily
the right label. Moreover, we note that there is no overlap in the bold titles reported in
the two columns. This means that each one of the neutral books has a label that more
closely identifies with. For instance, the “Power Plays” (with its label was switched to
“conservative”) is written by Dick Morris who has been an analyst at Fox News and worked
as a Republican strategist according to his Wikipedia page. Similarly, “The Future of
Freedom” (switched to “liberal”) is written by Fareed Zakaria who has supported Barack
Obama during the 2008 Democratic primary campaign and also for president.
5.6 Problem variants
One can think of the following variant of k-ALTERHABIT:
Problem 6 (k-MODIFICATION). Given an unweighted network G = 〈V,E〉, preferred
styles h, and a budget k, create a new network G′ by removing k1 edges and creating a new
vector of preferred styles h′ by changing k2 entries such that k1 + k2 ≤ k and T ∗(G′,h′) is
minimized.
The key difference between the k-ALTERHABIT and the k-MODIFICATION problem is
that in the former we can only change the preferred styles of individuals, while in the latter
we can change both the preferred styles as well as the network structure itself. In practice,
this requires cutting certain links between nodes in a social network. Although enforcing
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Table 5.4: The books selected using the LP-Rounding algorithm for
Books-L and Books-C datasets.
Books-L Books-C
L→ C L→ C
“1000 Years for Revenge”
“Sleeping With the Devil”
“Why America Slept”
“Ghost Wars”
“Meant To Be”
“Power Plays”
“The Perfect Wife”
C→ L C→ L
“Bush at War” “Bush at War”
“Rise of the Vulcans” “Rise of the Vulcans”
“Allies” “Allies”
“All the Shah’s Men”
“Surprise, Security, ...”
“Colossus”
“Plan of Attack”
“The Future of Freedom”
“Empire”
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such isolation measures in reality may be hard, we believe the computational properties of
this problem are interesting complement to what we presented in this work.
First, we observe that while for unweighted graphs the k-ALTERHABIT problem is
NP-hard (Proposition 2), the k-MODIFICATION problem is solvable in polynomial time.
Using Proposition 1, we compute the mincut of the style graph that corresponds to the
minimum-tension configuration of G with preferred styles h. This mincut has both internal
and cross edges. The optimal solution to k-MODIFICATION is obtained by removing k
edges from this cut (splitting them arbitrarily between internal and cross edges).
The variant of the k-MODIFICATION, where the cost of removing an edge (or changing
the style of a node) depends on the edge’s (or node’s) weight, becomes again NP-hard – as
it contains the PACKING problem (Garey and Johnson, 1979).
5.7 Concluding remarks
In this chapter, we introduced the k-ALTERHABIT problem, where the goal is to find a
set of at most k experts in a collaboration network such that once these workers change
their work habits the overall tension in the minimum-tension configuration of the network
is minimized. From the technical point of view, we proved the k-ALTERHABIT problem
is NP-hard to solve and designed effective algorithms to approximate it. Our algorithms
either rely on the connection between the structure of our problem and other combinatorial
problems. Our experiments with real data demonstrated that the objective function of our
problem is such that does not allow for greedy-like algorithms to perform well and that the
nodes picked by our algorithms are intuitive nodes that are centrally located in the graph.
Chapter 6
Improving Social Functioning
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The study of opinion formation through synthesis and contrast of different viewpoints
has been the subject of many studies in economics and social sciences (Friedkin and
Johnsen, 1999; Jackson et al., 2008; Noelle-Neumann, 1974; Watts and Dodds, 2007). This
process manifests itself in (online) social networks where people form their opinions via
interacting with others.
Inspired by opinion-formation models proposed by social scientists (Friedkin and
Johnsen, 1999), we consider a model where an individual i is associated with an inner
opinion zi and an expressed opinion xi. The inner opinion zi models the individual’s
predisposition towards a matter, while the expressed opinion xi models the final opinion
of the individual as a result of their social interactions. We encode this opinion-formation
process using an influence matrix F that models pairwise influence between individuals.
Thus, the expressed opinions x of individuals are considered to be the result of “applying”
the influence matrix F on the inner opinions z; that is, x = Fz. This linear-opinion model
(LOM) is a generalization of existing models of opinion formation, e.g., the repeated-average
model (Bindel et al., 2011; Friedkin and Johnsen, 1999).
Although social influence and collective opinion formation provide a basis for a healthy
social environment, there are cases when social pressure makes people feel suppressed,
or it may polarize the society and create social tension. All these conditions are causing
social dysfunction. For example, internal tension may arise when individuals are forced,
due to social pressure, to express opinions that are significantly different from their true
inner opinions. As another example, strong disagreement on a certain issue may lead to
polarization in the society. Additionally, differences in expressed opinions among friends,
or the difference between one’s inner and expressed opinion may lead to social tension.
Motivated by these observations, we consider the following question: “Can we appro-
priately modify the influence matrix F so as to optimize the social functioning of a group of
individuals?” We formally define this question for different functions that quantify healthy
social functioning. We refer to this problem as improving social functioning, or ISF for
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short. From the technical point of view, we show that there are instances of this general
problem that can be mapped to a semi-definite programming (SDP) problem and can be
solved in polynomial time. Additionally, we propose a more efficient algorithm, which
works for a larger set of problem instances and works extremely well in practice. Both
our algorithms work for all the social functions we seek to optimize. From the application
point of view, one can view the modifications of the influence matrix proposed by our
algorithms as a factor that socially-conscious friend-recommendation mechanisms should
take into consideration. In that way, friend recommendations will also seek to optimize
social functioning.
6.1 Related Work
To the best of our knowledge, we are the first to propose a generalized view of opinion-
formation model that is described using the influence matrix. We are also the first to
introduce and study the problem of improving social functioning. However, our work is
related to work on opinion-formation models as well as network editing for the social good.
Opinion-formation models: Many models have been proposed since the 1970s, in
order to capture the opinion-formation processes in groups and networks (Bindel et al.,
2011; Clifford and Sudbury, 1973; Degroot, 1974; Friedkin and Johnsen, 1990; Holley
and Liggett, 1975; Jackson et al., 2008; Yildiz et al., 2013). Our model is a generalization
of many of these models, including the DeGroot model (Degroot, 1974), as well as the
repeated-averaging model (Friedkin and Johnsen, 1990). Contrasted with our work, existing
papers on opinion formation mostly focus on studying the convergence of the models and
the properties at the model equilibrium points.
Network editing for social good: Our problem is also related to recent work on network
editing for the common good. In this latter line of research, the goal is to modify a given
social graph so that certain social objectives, e.g., average shortest path (Parotsidis et al.,
2015), centrality (Parotsidis et al., 2016), social tension (Bindel et al., 2011), time to
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reaching consensus (Patterson and Bamieh, 2010) are minimized. The main difference with
those papers and our work is that the social functions that they optimize are structural (e.g.,
average shortest path and centrality) and they are not motivated by the opinion-formation
process.
6.2 Framework
Notation: Let us consider a set V of n individuals. We will further assume that these
individuals are represented by the nodes of an undirected (and weighted) graph G = (V,E).
The key characteristic of our model is that it assumes that each individual i has an inner
opinion zi and an expressed opinion xi. The inner opinion represents the individual’s
deep-rooted opinion on a matter; the expressed opinion represents the opinion that the
individual expresses as a result of peer influence. Peer influence depends on the underlying
social-network structure, the interaction frequency with other individuals, or other social
factors. Throughout, we use vectors z and x to refer to the inner and the expressed opinions,
respectively, of all individuals.
The model: We assume that expressed opinions are formed from the inner opinions, through
“applying” the influence matrix F; The entry F(i, j) of the influence matrix quantifies the
degree to which person i influences person j. Then, given the vector of inner opinions z and
the influence matrix F, the expressed opinions are computed as x = Fz. That is, individual
i forms their expressed opinion xi by computing a weighted average of inner opinions
where the weights are the influence scores. Henceforth, we refer to this opinion-formation
process as the linear-opinion model (LOM).
Special cases: One of the foundational models for opinion dynamics in networks is the
DeGroot model which has been studied extensively in the past (Degroot, 1974; French,
1956). Given a trust matrix T and a vector of initial opinions z0, the DeGroot model
suggests that individuals update their opinions at each time step t as follows: zt = Tzt−1.
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This process continues until convergence is reached. The final set of opinions can be
written as: z∞ = (limt→∞Tt)z0. Note that the DeGroot model is a special case of the
linear-opinion model in which F = limt→∞Tt.
The linear-opinion model is also a generalization of the well-studied repated-averaging
model (Bindel et al., 2011; Friedkin and Johnsen, 1990). Proposed by Friendkin et.
al. (Friedkin and Johnsen, 1990), this model assumes that the expressed opinion of indi-
viduals is reached by a repeated averaging of their own inner opinion and the expressed
opinion of their neighbors in the social network G. As shown by Bindel et. al. (Bindel
et al., 2011), in this model x = (L+ I)−1 z, where L is the Laplacian of the social-network
graph G and I is the identity matrix. Thus, the repeated-averaging model is a special case
of our model with F = (L+ I)−1.
Finally, both repeated-averaging and DeGroot models are of interest when their iterative
process is limited to a few iterations. A specific example is when individuals can only
meet for one (or a few) sessions. These cases can also be written as special cases of the
linear-opinion model using influence matrices similar to the ones discussed above.
6.3 Problem definition
In this section, we formally define the general problem we consider, and we discuss specific
instantiations. We start by formulating the notion of social functioning, i.e., our optimization
criterion.
Social functions. In general, since the result of the opinion-formation model is the vector
of expressed opinions x, we model social functioning as a function φt(x). In particular, we
consider that an optimal state of social functioning can be modeled by a target vector t. A
measure of goodness of the resulting vector of expressed opinions x with respect to the
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target opinions t can then be formulated as the deviation of x from t, that is,
φt(x) =
n∑
i=1
(xi − ti)2. (6.1)
Different considerations for a desirable social lead to different target vectors t. Some cases
of interest are the following.
Deviation from self-expression: In this case, the target opinions are the inner opinions
of individuals, i.e., t = z and thus the deviation from self-expression is defined as:
φz(x) =
n∑
i=1
(xi − zi)2. (6.2)
Intuitively, this function quantifies how much the social environment pushes individuals to
deviate from what they truly believe.
Polarity: Another special case of φt is obtained when the target opinions are the average
opinion: that is t = p, where pi = 1n
∑n
j=1 zj . In this case, we define the polarity social
function φp as:
φp(x) =
n∑
i=1
(xi − pi)2. (6.3)
Polarity measures the variance of the expressed opinions. While the diversity of opinions is
highly desirable, large polarization may indicate controversy and tension in the society that
is due to various inequalities or bottlenecks of information flow.
Social tension: In addition to measures that are independent of a graph structure, we
also consider social tension, which is a well-studied measure for capturing the disagreement
of individuals with their relations in the social network G. The social tension φG on a graph
G = (V,E) is formally defined as follows (Bindel et al., 2011):
φG(x) =
∑
i∈V
(xi − zi)2 + 2
∑
(i,j)∈E
(xi − xj)2. (6.4)
The social-tension function is a more local version of polarity (considering the variance at
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the level of ego-networks instead of looking only at the overall variance).
Note that in practice, when more than one social functions are desirable, one can
consider a linear combination of them.
Improving social functioning. For each target vector t our goal is to minimize the value
of the social function φt(x). The minimum possible value (φt(x) = 0) can trivially be
obtained by x = t, and thus we can consider finding a matrix F∗ for which t = F∗z.
Considering the three social functions given above:
(i) deviation from self-expression φz is minimized for x = z, implying that one appro-
priate influence matrix is F∗z = I;
(ii) the polarity social function φp is minimized when x = p, implying that one optimal
influence matrix F∗p for polarity is the matrix with all entries being equal to
1
n
; and
(iii) the minimum value for the social tension function φG is achieved when F∗G =
(2L+ I)−1 (Bindel et al., 2011).
The previous observations are summarized below.
Observation 7. (i) the minimum value of φz is achieved for F = I; (ii) the minimum value
of φp is achieved for F(i, j) = 1/n for all (i, j); and (iii) the minimum value of φG is
achieved for F = (I+ 2L)−1, where L is the Laplacian matrix of the graph G.
On the other hand, we clearly cannot ignore the existing structure of the social network,
and the original influence matrix F0. Thus our goal is to find an influence matrix F, which
is “not far” from the original influence matrix F0, and for which a social function of choice
is optimized. To measure the distance of two influence matrices we use the induced norm
of the matrix difference, that is,
DIFF(F,F′) = sup
{‖(F− F′)v‖2
‖v‖2 : for all v
}
The general problem we consider in this chapter, improving social functioning (ISF), is
now defined as follows:
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Problem 7 (ISF). Given an inner-opinion vector z, a value  ≥ 0, and an influence matrix
F0, find a matrix F such that DIFF(F0,F) ≤  and a social function φ(x) is minimized,
where x = Fz.
6.3.1 Reachability: a special case of the ISF problem
A special case of the ISF problem arises when  =∞ and when there is no social function
to optimize; in this case, the inferred influence matrix F does not need to be close to the
original influence matrix F0, and there is no optimization criterion, but instead the question
is about feasibility. This leads to the following decision version of the ISF problem: given z
and t does there exist an influence matrix F such that t = Fz? In other words, is the target
vector t reachable from z via a matrix F?
We consider the general case of this reachability problem (Lemma 6), and an important
special case where we impose on the influence matrix F to be symmetric and doubly
stochastic (Theorem 2).
Lemma 6 (Reachability – general case). Given t and z 6= 0, there always exists an
influence matrix F such that t = Fz.
Proof of Lemma 6. Let us assume that all entries of z are non-zero. We will relax this
assumption later. Now for any given target vector t, we can create a diagonal matrix
F where F(i, i) = ti/zi. Using this construction we have t = Fz. Now let us assume
that z has some zero entries. In this case, we can create an intermediate influence matrix
F′ in which all entries are equal to 1
n
. Now let p = F′z. Note that all entries in p are
non-zero as they are the average of values in z. Now, we can create an influence matrix F as
discussed earlier such that t = Fp which implies that t = FF′z. Thus, FF′ is the influence
matrix that maps z to t. Note that since both F and F′ are symmetric, their product is also
symmetric.
The construction of the influence matrix in Lemma 6 can be done in polynomial time.
In fact, as our proof shows, Lemma 6 is true also when the influence matrix is restricted to
be a symmetric matrix.
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An even more interesting case is when the influence matrix is restricted to be symmetric
and doubly stochastic. For example, the influence matrix that simulates the repeated-
average model is such a matrix. To formulate our results for this case, without loss of
generality, we assume that the coordinates of both vectors z and t can be rearranged so
that they are in descending order. Note that this assumption is not restrictive as symmetric
permutation matrices are valid influence matrices that allow us to rearrange the elements of
any vector. For two sorted vectors z and t, we say vector z majorizes t and we denote it
as z  t, if for all values of k from 1 to n it is∑ki=1 z ≥∑ki=1 t. We can then obtain the
following result.
Theorem 2 (Reachability – symmetric and doubly-stochastic matrices). Given t and z,
there exists a symmetric and doubly-stochastic influence matrix F such that t = Fz if and
only if z  t.
Proof of Theorem 2. We start by showing if there exist matrix F such that t = Fz then z
must majorize t. We choose to prove this statement by contraposition. Let us consider the
smallest value of k for which
k∑
j=1
zj <
k∑
i=1
ti.
Given that t = Fz we have:
k∑
j=1
zj <
k∑
i=1
n∑
j=1
F(j, i)zj =
k∑
j=1
(
k∑
i=1
F(j, i)
)
zj +
k∑
i=1
n∑
j=k+1
F(j, i)zj
Let us define fkj =
∑k
i=1F(j, i). Now by subtracting the term
∑k
j=1(
∑k
i=1F(j, i))zj from
both sides we have:
k∑
j=1
(1− fkj )zi <
k∑
i=1
n∑
j=k+1
F(j, i)zj ≤
k∑
i=1
(
n∑
j=k+1
fj,i
)
zk+1
Note that the second inequality follows from the assumption that z is sorted. The above
inequality can be written as:
k∑
j=1
(1− fkj )zj <
k∑
i=1
(1− fki )zk+1
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This above statement is clearly a contradiction since all zi values on the left are larger that
zk+1. Hence, z must majorize t.
Next, we prove that if z  t then there exist an influence matrix F such that t = Fz.
To do so, we present an inductive construction of such matrix F. Before we start the proof,
let us define t[−i] to be vector obtained from removing the i-th element of vector t.
Note that the problem is trivial when n (i.e., the population size) is equal to 1. We
assume that the theorem holds for all populations of size n or smaller. Now consider two
vectors z and t of size n+ 1 such that z  t. If we find an influence matrix F such that (a)
z′ = Fz, (b) for some value of k we have z′k = t1, and (c) z
′[−k]  t[−1] then the proof is
complete by induction. To further clarify this, note that z′[−k] and t[−1] are of size n and
thus there is an influence matrix F′ that transforms the former to the latter. In other words,
one can first use matrix F to obtain the first element of t, and then use F′ to obtain all the
other entries of t. Next, we discuss how we can construct an influence matrix F that would
satisfy conditions (a)-(c).
Given that z  t then we have t1 ≤ z1. Thus, there must exist index k such that
zk+1 < t1 ≤ zk. Now, we can create and influence matrix in which only individuals k
and k + 1 influence each other by factor α such that z′k = t1 = (1− α)zk + (α)zk+1, and
consequently z′k+1 = zk + zk+1 − t1. Now, we need to show that z′[−k] majorizes t[−1].
Note that all entries of z′ are the same as entries of z except for indices k and k + 1. Thus,
for any numbers ` < k we have:
∑`
i=1
z′i =
∑`
i=1
zi ≥
∑`
i=1
ti ≥
`+1∑
i=2
ti
and for ` = k we have:
k−1∑
i=1
z′i + (zk + zk+1 − t1) =
k+1∑
i=1
zi − t1 ≥
k+1∑
i=2
ti
Similarly for values of ` > k we have:
k−1∑
i=1
z′i + (zk + zk+1 − t1) +
∑`
i=k+1
z′i =
`+1∑
i=1
zi − t1 ≥
`+1∑
i=2
ti
This concludes that z′[−k]  t[−1] and the proof is complete.
Note that the proof is again constructive. Thus, not only do we know whether a target
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vector t is reachable, but we also know how, given z, to construct a matrix F such that
t = Fz.
6.4 Algorithms
In this section, we present our algorithms for the ISF problem. We first present a general
algorithm, which we call linear combination (LC), and which works extremely well in
practice. Then, we present an optimal polynomial-time (yet computationally-demanding)
algorithm, which we call F-OPT, for the special case that we restrict the influence matrix to
be symmetric and doubly stochastic.
The LC algorithm: The LC algorithm assumes that for a given social function φ and a
target vector t we can compute the ideal influence matrix F∗, i.e., the influence matrix that
minimizes φ, as for example in Observation 7. Then, given F∗ and F0, LC computes F as
F = αF∗ + (1− α)F0, where 0 ≤ α ≤ 1, (6.5)
by searching for the largest value of α for which DIFF(F,F0) ≤ . Intuitively, the larger
the value of α, the better for the social function. However, due to the constraint that
DIFF(F,F0) ≤ , α cannot take arbitrarily large values. In fact, we have the following
result:
Proposition 3. The largest value of α for which the matrix F = αF∗ + (1− α)F0 satisfies
the constraint DIFF(F,F0) ≤  is given by
α =

DIFF(F∗,F0)
. (6.6)
Computing F∗: As we mentioned earlier, given the inner opinions z and a reachable
target vector t, an ideal matrix can be computed through the procedure in the proof of
Lemma 6 or that of Theorem 2. We also discussed in Observation 7 that for certain social
functions we can find one — of many possible — optimal F∗.
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Note that DIFF(F∗,F0) is a convex function, and thus can be optimized using convex
optimization techniques. However, these methods are computationally expensive. To
address this issue, we simplify the objective as follows: the function DIFF(F∗,F0) measures,
for all vectors v, the distance between their projections using F0 and F∗, and returns the
largest. Instead of considering all possible vectors v, we can select a set of k appropriately-
defined vectors, and only minimize the distance between the projection of these k vectors.
If we summarize these k vectors in an n×k matrixV, then the simplified objective function
can be written as: minimize ‖F∗V − F0V‖F .
This new objective is quadratic, as it involves the Frobenius norm. We further simplify
by minimizing ‖F∗V − F0V‖∞. This last objective can be optimized efficiently using a
linear program. Intuitively, it minimizes the maximum entry-wise gap between projections
of vectors V using F0 and F∗.
If we choose V to be the identity matrix, (i.e., if we select all standard unit vectors),
then our objective is to minimize ‖F∗ − F0‖∞. Based on these observations, we present a
variation of the LC algorithm, called LCR, which computes F∗ by selecting all unit vectors
plus k extra random vectors to form matrix V and minimize ‖F∗ − F0‖∞.
Running time analysis: For a given F∗, LC simply evaluates Equation (6.6) and then
Equation (6.5), which are linear to the size of the output. When F∗ is not given then LC
needs to solve a linear problem of O(n2) variables and O(n2 + nk) constraints. There are
numerous efficient LP solvers freely available as well as many commercial solvers (Meindl
and Templ, 2013). Most existing (non-commercial) implementations of LP solvers are
variations of the Simplex algorithm, which theoretically runs in time cubic in the number
of variables (Dantzig and Thapa, 1997; Borgwardt, 1987). However, the LP solvers achieve
a much better running time in practice.
The F-OPT algorithm: This is an optimal algorithm, which is applicable when we restrict
the influence matrix to be symmetric and doubly stochastic. The ISF problem in this case,
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can be written as follows:
minimize φt(x)
subject to
n∑
j=1
F(i, j) = 1 for i = 1, ..., n (6.7)
F(i, j) = F(j, i) for all i, j (6.8)
0 ≤ F(i, j) for all i, j (6.9)
DIFF(F,F0) ≤  (6.10)
The constraints: The first three constraints impose the basic properties of an influence
matrix as we discussed in Section 6.2. These constraints are simple linear constraints on the
entries of the influence matrix F. The last constraint (i.e., ‖F− F0‖ ≤ ) is more complex,
but it is a positive semi-definite constraint. First, let us define C = F− F0. Then, the last
constraint can be written as (Boyd and Vandenberghe, 2004): I C
CT I
  0, (6.11)
where  0 denotes that the matrix is positive semi-definite.
The social functions: All social functions we discussed earlier are quadratic functions of
the inner and the expressed opinions. Minimizing such quadratic functions can be written
as a SDP as we will describe next. This implies that our optimization problem is a standard
SDP program and we can use SDP solvers to optimize for φ(x).
Minimizing convex quadratic forms: All the social functions discussed in this chapter
are examples of convex quadratic functions. Generally, a convex quadratic function has the
following form
f(x) = xTPx+ qTx+ c
in which P is a positive semidefinite matrix. Thus, using Cholesky decomposition, matrix
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P can be written as P = MTM. Now, we can minimize this convex quadratic function
using the following SDP formulation.
minimize θ
subject to (6.12) I Mx
xTMT −c− qTx+ θ
  0 (6.13)
Running time: Current SDP solvers that employ interior-point methods run in time
O(x4.5) where x is the number of variables (Shen et al., 2008). In our case, the number
of variables is n2 (i.e., the size of the influence matrix), thus the overall computational
complexity of the F-OPT algorithm is O(n9).
6.5 Experiments
Our experimental evaluation focuses on the case where both the input and the output
influence matrices are symmetric and doubly stochastic. This choice is motivated by two
main reasons: first, common opinion formation models (like the repeated-averaging model)
is described by such an influence matrix. Second, the ISF problem for positive semidefinite
influence matrices can be solved optimally in polynomial time using F-OPT. Thus, we can
evaluate the performance of the LC algorithm with respect to the optimal.
Datasets: We use a mix of different datasets. Each dataset consists of an influence matrix
F0 and a vector of inner opinions z. We generate the following types of influence matrices:
Random-IM: This class of matrices is the class of semi-random influence matrices. As
the problem of sampling randomly symmetric doubly-stochastic matrices is very hard (Pak,
2000), we use the following method to obtain semi-random symmetric doubly-stochastic
matrices: (1) create a random symmetric matrix R by setting each entry to a random value
between 0 and 1, (2) find an influence matrix F (by solving a linear program) that is doubly
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stochastic and minimizes ‖F−R‖1.
Erdos-IM: The Erdos-IM is the class of influence matrices computed as above when
the underlying graphs are generated using the Erdos-Renyi model (with the probability of
each edge being 0.1).
Barabasi-IM: Similar to Erdos-IM, influence matrices are generated based on
graphs, but in this case, the graph are generated using the Barabasi-Albert model. The
parameter m (number of edges that is created when a new node enters the network) is set
so that the density of the graph is 10%.
We also generate different types of random vectors to use as the inner opinions of
individuals, including uniform assignment of opinions in [0, 1] or assignment of opinions
that are proportional to a node’s degree in the network. The relative performance of our
algorithms remains the same for all settings. We present here results for HighVar-Op
inner opinion assignment where 20% of individuals are chosen at random to have an
inner opinion of value 1 while the others have opinion 0. HighVar-Op inner opinions
correspond to harder instances of the problem and thus better highlight the differences
between the algorithms.
Evaluation criteria: We evaluate our algorithms for all the previously mentioned social
functions: polarity, deviation from self-expression, tension, and deviation from target
opinions. While the first three social functions are well-defined, we need to specify the
target opinions t for the last social function φt. We consider random target vectors as
follows: (1) we create a random vector r where each entry takes a random value from
interval [0, 1], (2) we normalize r so that the entries of r have the same sum as the entries
of z, and (3) if all the entries in r are between 0 and 1, and z  r then we return r as the
target vector. Otherwise, r is rejected and the process is repeated.
To evaluate how efficient different algorithms are in terms of minimizing different social
functions φ, we define a measure called reduction (R). Informally, the reduction measures
the percentage of improvement that each algorithm achieves. Let x0 = F0z, and x∗ be the
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optimal set of expressed opinions (i.e., the opinions that optimize φ for  =∞). Now, if
x denotes the expressed opinions produced by the new influence matrix, then we define
reduction follows: R = φ(x0)−φ(x
∗)
φ(x0)−φ(x) × 100.
Random baseline: To better assess the efficiency of our algorithms, we compare them
against a baseline that generates semi-random influence matrices. To find such random
matrix, we use the same technique as we use in the LC algorithm: we generate a random
influence matrix and then we find a linear combination of this matrix with the original
influence matrix F0 that satisfies the distance constraint.
Results: Figure 6.1 shows the performance of different algorithms for minimizing (a)
polarity, (b) deviation from self-expression, (c) deviation from (random) target opinions,
and (d) tension respectively. The x-axis shows the value of  (i.e., the distance from F0),
and the y-axis shows the reduction obtained. The datasets used in this experiment consists
of 100 individuals with opinions generated to be HighVar-Op. Also, each data point
shows the average reduction achieved for 3 different runs over 3 different instances.
Figure 6.1 shows that the relative performance of the algorithms stays the same across
all the experiments; F-OPT consistently has the best performance followed by LCR and
LC algorithms which both outperform the RANDOM baseline. Despite this clear pattern,
there are some interesting trends that are worth pointing out. While the random baseline is
expected to perform poorly, it actually achieves a reasonable reduction in a few cases. This
is mainly because that random influence matrices are normally close to uniform matrices
(i.e., matrices with all entries equal to 1
n
). As discussed earlier, this uniform matrices
are indeed optimal for reducing polarity which explains why RANDOM performs well
for polarity (see Figure 6.1(a)). However, we can see that this trend is not present in the
Random-IM dataset. This is due to the fact that Random-IM is already a matrix close to
a uniform matrix, and changing it in a random manner can not improve it as other methods
can. The same argument can be used to justify why RANDOM improves the distance to
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(a) Reducing polarity
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(b) Reducing deviation from self-expression
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(c) Reducing devaition from target opinion
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(d) Reducing tension
Figure 6.1: The reduction (in percentage) for different social functions for
different values of ✏ (n = 100, Inner opinions =HighVar-Op)
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Table 6.1: Running times (secs) of proposed algorithms
Algorithm n = 50 n = 100 n = 150 n = 200
F-OPT 9.14 90.32 548.30 29 063
LCR 3.62 68.70 424.40 1 609
LC 0.00 0.00 0.01 0.12
target vectors (see Figure 6.1(c)). That is, random target vectors are close to uniform and
thus RANDOM can bring the inner opinions closer to these types of target vectors.
Another interesting trend appears in Figure 6.1(b), where the performance of all algo-
rithms (except RANDOM) is almost as good as the optimal achieved by F-OPT. This is due
to the fact that deviation from self-expression is minimized when z = Fz, and the identity
matrix is the only matrix that satisfies this requirement. This leaves almost no room for
other algorithms to outperform LC.
Running times: Table 6.1 summarizes the running times of the different algorithms.
While F-OPT solves the ISF problem optimally, is computationally expensive and becomes
infeasible (i.e., takes more than 24 hours) for datasets with a size larger than 250. On the
other hand, LCR , offers is significantly faster than F-OPT – see the running time of both
algorithms for n = 200. As LCR involves solving a linear program with n2 variables it also
does not scale well for very large matrices. However, our third alternative, LC, turns out to
be very effective and fast in practice.
6.6 Concluding remarks
In this chapter, we considered LOM, a linear model for opinion formation, which generalizes
many other widely adopted opinion-formation models. The key ingredient of this model
is that the inner opinions of individuals are mapped to their expressed opinions via a
linear operator — the influence matrix F. The influence matrix encodes the influence
that individuals impose on each other during the opinion-formation process. Motivated by
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situations where the opinion-formation process may cause social distress and tension to
individuals and their friends we considered the ISF problem that asks to minimally change
the F so that certain social functions, which encode social distress, are minimized. From
the technical point of view, we studied different instances of this problem and proposed
algorithms for solving them. Our experiments with synthetic data demonstrated the efficacy
of these algorithms in multiple scenarios.
Chapter 7
Conclusions
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The work presented in this thesis is inspired by two key observations. First, the problem
of creating effective teams is inherently a computational problem where the goal is to
compute a subset of individuals (i.e., a team) such that they can work together efficiently.
Second, the existing research in social sciences allows us to define rich domain-specific
instances of the generic team-formation problem. Each instance of the problem poses new
computational challenges which require new computational techniques to be addressed.
For instance, the problem of grouping students in educational settings (discussed in Chapter
2) reduces to a one-dimensional partitioning problem which has not been studied before.
Similarly, the problem of minimizing faultline in teams (presented in Chapter 4) introduces
to a new partitioning problem where both high degrees of homogeneity and heterogeneity
are desirable. The problem of finding profit-maximizing cluster hires (introduced in
Chapter 3) introduces a natural extension of the set-cover problem which becomes much
more computationally challenging. The problems introduced in the second part of the
thesis also propose new computational challenges. The problem of minimizing binary
tension (presented in Chapter 5) highlights that reducing the tension in a team can be
viewed as a cut-minimization problem. In fact, the problem reduces to a variation of the
network-interdiction problem which has not been considered before. Finally, our work on
improving the social functioning (see Chapter 6) introduces an approximate but efficient
technique for minimizing the spectral norm of a matrix.
While the work presented here only scratches the surface of possibilities that result
from applying computational methods to the problem of engineering effective teams, it
highlights that relying on the existing research in social sciences can result in a rich set of
computational problems that are also more domain-specific and thus highly applicable.
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