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Abstract
Contributions to Microwave Passive Component Design
P. Meyer
Dissertation: DEng
December 2019
The dissertation presents an overview of the publications of the candidate 
and his research group on design techniques and structures for microwave 
passive networks which have advanced the field in a  number of a spects. They 
have also impacted materially on local industry. The work includes three main 
activities, namely numerical modelling and analysis of microwave structures, 
microwave filter applications, and microwave antenna applications.
A particular focus is placed on structures supporting multiple propagating 
modes, as this has been a recurring topic throughout the career of the author. 
Firstly applied to microwave waveguide filters, h is most r ecent work extends 
multimodal concepts also to antennas. The modelling of these structures forms 
a crucial part of the design procedure, and also contributes largely to the 
ability of designers to exploit this behaviour to achieve added functionality 
and improved performance.
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Uittreksel
Contributions to Microwave Passive Component Design
P. Meyer
Proefskrif: DIng
Desember 2019
Hierdie proefskrif bied ’n oorsig aan van die kandidaat en sy navorsingsgroep 
se publikasies in die veld van passiewe mikrogolf netwerke en antennas, wat 
’n bydrae tot die veld gemaak het, en ’n impak in industrie gehad het. Drie 
hoof aktiwiteite word aangebied, naamlik numeriese modellering en analise, 
mikrogolffilter toepassings, en mikrogolfantennas.
’n Spesifieke f okus word g eplaas o p s trukture wat d ie v oortplanting van 
meer as een modus ondersteun, aangesien hierdie ’n deurlopende tema was 
in die kandidaat se hele loopbaan. Oorspronklik toegepas op filterstrukture, 
verskyn hierdie tema ook in die mees onlangse werk op antennas. The modelle-
ring van hierdie strukture vorm ’n integrale deel van die ontwerpsiklus, en dra 
beduidend by tot die vermoë van ontwerpers om hierdie tipe gedrag te benut, 
om sodoende ekstra funksionaliteit in te bou in die ontwerp, en werkverrigting 
te verhoog.
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Chapter 1
Background
1.1 Introduction
Passive microwave component design has undergone huge changes over the
past 30 years, but in some ways has also stayed much the same. In the 1980’s,
computer power and memory, especially that of personal computers, were very
limited, and electromagnetic analysis was only possible on large mainframe
computers. Designers of passive microwave components were therefore fully
dependent on equivalent circuit models of distributed structures, with the
values of the circuit elements expressed as functions of physical dimensions such
as lengths and widths, and wavelength. Classical texts such as Marcuvitz’s
Waveguide Handbook, Microwave Filters, Impedance-Matching Networks, and
Coupling Structures by Matthaei, Young and Jones, and Collin’s Field Theory
of Guided Waves, as well as a host of journal papers, provided graphs and
formulas for equivalent circuit elements, and designers were effectively limited
to these structures. Any new structures had to characterised with approximate
(or self-written numerical) electromagnetic analysis, or measurements.
Since then, the capabilities of both personal computers and commercial
electromagnetic software have grown exponentially, with the current state-of-
the-art making the analysis of a typical planar or cavity filter possible on a
laptop, and within a time frame of minutes. This has created an enormous
amount of freedom for designers, as any geometrical shape can now be inves-
tigated for its electrical properties, and used in a design.
In addition, the application of microwave circuits have undergone a breath-
taking change - three decades have essentially witnessed the whole mobile rev-
olution. Where microwave components and sub-systems were the domain of
expensive military and communications equipment, now even a simple cell-
phone contains up to eight microwave radios. The active parts of microwave
systems have shrunk exponentially, and entire receiver-transmitter units are
currently available on commercially available chips. For designers of passive
subsystems, mobile applications have created a whole new set of very chal-
1
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lenging design requirements, with form-factors, weight, size and most impor-
tantly cost, of equal or more importance than electrical performance. New
developments in manufacturing techniques such as multi-layer stacking of mi-
crowave substrates, and inexpensive numerically controlled milling machines,
have opened up the way for completely new ways of thinking about microwave
design, resulting in three-dimensional technologies such as Surface Integrated
Waveguide (SIW) and Low Temperature Co-fired Ceramic (LTCC).
While a lot has changed, the most important aspects of microwave design
have however remained, and ironically even grown in importance. With essen-
tially unlimited design variations possible these days, it has become imperative
for present day designers to have a fundamental knowledge of how fields behave
in structures, of the characteristics of a wide range of classical and modern so-
lutions, and of the possibilities and cost of a host of manufacturing processes.
Especially for an engineer trained in classical network synthesis and modelling,
the current environment offers design opportunities never seen before.
The aim of the dissertation presented here, is to illustrate the contributions
of myself and my research group to this exciting field of microwave passive cir-
cuits, including antennas. Viewed as a body of knowledge, I believe this work
has made a significant contribution to the field in both the academic research
community, and the commercial microwave industry in South Africa. This dis-
sertation therefore describes my journey through three decades of microwave
passive component design, up to the time of writing in 2018.
1.2 A Short Profile
My tertiary education commenced when I enrolled for my BEng degree in 1983
at the Department of Electronic Engineering at Stellenbosch University. I sub-
sequently obtained all my degrees at the same department, with an MEng in
1986, a PhD in 1995, and quite dramatically different, a BA Honours degree
in English Literature in 2012. The latter was started on a whim, but ended up
being an immensely enriching experience. Whilst busy with my Master’s de-
gree, I also embarked on what turned out to be a lifelong academic career, first
as a temporary, part-time, junior lecturer, and then stepwise through all the
ranks. In 2003 I was appointed as a full professor, and most recently, in 2016,
as a Distinguished Professor. Through the years I was involved with almost
all levels of departmental management, including that of Head of Department.
Almost from the start of my career, I became active in the broader pro-
fessional environment. Over the years, I have worked as contract designer for
a host of local companies, primarily on microwave filter design. On the aca-
demic front, I started the first local newsletter of the South African branch
of the IEEE in 1990, and filled various positions in the society until I became
chairman of the local branch in 1996. I was general chair of three consecutive
local IEEE AP/MTT conferences (2005-2009), and on the technical commit-
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tee of various IEEE Region 8 africon conferences, including being chair of the
technical programme committee of IEEE region 8 africon 1999. During this
period, I was also a standing member of a THRIP panel (THRIP was one of
the largest government funding programmes in South Africa).
Since 2000, I and my research group have been involved with a number of
international cooperation programmes. Most important of these were a joint
project under the South Africa-Flaanders agreement with KU Leuven on pa-
rameter extraction techniques to establish circuit models for microwave FET?s
(2000-2006), a joint project under the South Africa-Flaanders agreement with
Antwerp University on macro-modelling of microwave circuits (2002-2006),
and a European Union FP7 project (Marie Curie) Multiwaves, on tunable and
reconfigurable filters (2010-2014). This project included Novi-Sad University
(Serbia), University of St Petersburg (Russia), and Herriot-Watt University
(Scotland).
At present, I head the Microwave and Antenna Laboratory at Stellenbosch
University, a research group funded by a number of local industrial partners,
the National Research Foundation (NRF), and the South African SKA. The
group currently consists of 10 staff members and in the region of 50 postgrad-
uate students.
1.3 Contributions
My activities over the years have covered quite a wide spectrum of research.
Starting from mainly defence orientated work on numerical electromagnetic
analysis techniques and applications to microwave filter design, I spent a sig-
nificant phase working on mathematical modelling (or meta-modelling) and
optimisation of microwave structures. This branched out to other microwave
devices such as combiners and switches. The most recent years saw a deep in-
volvement in the South African efforts on the Square-Kilometre-Array (SKA)
radio telescope which is currently under construction in the Karoo, including
work on reflector antenna feeds, arrays, receiver front ends etc.
In terms of research outputs, my body of work at present includes more
than 40 peer-reviewed journal papers, more than 80 conference papers and
workshops, 2 book chapters and 2 patents. I have supervised more than 60
postgraduate students and post-doctoral fellows, including 2 DEng candidates
- the highest degree awarded by the Faculty of Engineering at Stellenbosch
University, based on a lifetime technical contribution. The first of these was by
Prof Willem Perold on his contributions to the fields of superconductor devices
and sensors [1], and the second by Prof David Davidson on his contributions
to the field of electromagnetics [2]. A full list appears in Appendix A.
The main contributions of myself and my research group over the past three
decades, can be summarised as follows:
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• Advances in the design of devices using multiple propagating modes.
This includes modelling and analysis algorithms, structural innovation,
and measurement techniques. The range of devices includes filters, di-
viders and antennas.
• Advances in mathematical models (meta-models) of microwave devices,
including multi-variate models, and optimisation techniques exploiting
these models.
• Advances in microwave filter design. This includes a number of unpub-
lished high-performance filters for industry which will be discussed here
briefly.
• Advances in multi-modal antenna design, and work on the SKA reflector
feed designs.
These topics will be discussed in detail in the body of the dissertation, with
references to published work.
1.4 Layout
As the aim of this dissertation is purely to present contributions by myself and
my research group, it differs markedly from standard dissertations in terms of
referencing. For the purposes of the DEng, only references to work by the
author himself are included. It goes without saying however that all the work
presented here built on previous work by other authors not referenced here.
In all cases, the reader should consult the specific papers for these references.
The dissertation is structured by topic and not chronologically, as many of
the topics run throughout the whole of my career. Four main chapters make
up the bulk of the work. Chapter 2 presents my work on numerical analysis,
mathematical modelling and optimisation. Chapter 3 focuses on filters and
devices utilising higher order propagating modes, except antennas. Chapter
4 discusses work on general passive devices. Finally, Chapter 5 presents the
work on antennas.
1.5 Recognition
While the body of the dissertation provides a technical perspective on my
research career, I have over the years received more general recognition on a
number of occasions, which do not form part of the main dissertation text.
At the completion of my Master’s degree, I was awarded the Stellenbosch
University Chancellor’s medal, the highest award of the university to a student,
partially based on my research for the degree. In 2009, I was elected as Fellow
of the South African Academy of Engineering, and in 2015 I received the
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 1. BACKGROUND 5
Stellenbosch University Lifetime Award, for excellence over a career. This is
the highest award of the university to a staff member. In 2012 the South
African National Research Foundation (NRF) awarded me a B-rating (a B-
rating indicates an "internationally recognized researcher"). Finally, in 2016 I
was appointed as one of 40 Distinguished Professors at Stellenbosch University,
the highest academic rank at the university.
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Modelling
2.1 Introduction
Numerical modelling is an integral part of microwave, antenna and electromag-
netics research. Throughout a large part of my career, any analysis or design
of a structure was done using circuit models, with element values in look-up
tables or from equations, or self-written electromagnetic analysis code. Even
for filter synthesis, self-written code was required if no standard tables could be
used. The start of my career therefore focused very strongly on Computational
Electromagnetics (CEM), and the creation of numerical software tools.
In the case of numerical electromagnetic analysis, especially in-house writ-
ten code which can seldom be optimised for speed, execution times are often
long. When there is a requirement for optimisation, such a code needs to exe-
cute multiple times, which often results in design cycles which are prohibitively
slow. The late 1990’s saw a surge in attention in so-called meta-models - typ-
ically sets of general mathematical equations, such as partial fraction expan-
sions or polynomials, with coefficients calculated by a set of test points. As a
result of a joint programme with Antwerp University, meta-modelling formed
a large part of my research for almost a decade.
While meta-models proved extremely useful for passive structures, active
components such as transistors are even today still best modelled by equivalent
circuit models. To obtain the element values for such a circuit model, from
for instance a set of measurements, is however challenging, as the sensitivity
of any response to one of the elements can vary wildly between elements. So-
called parameter extraction techniques thus also formed an important part of
my research.
Finally, any device utilising multiple excitations, or multiple sets of elec-
tromagnetic fields, requires advanced network models. The development of
network theory and models for thus type of device stretches back to the very
start of my career, and has emerged again in my most recent work on multi-
mode antennas. This is however discussed in chapter 5.
6
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2.1.1 Accurate Filter Synthesis
In 1986, my final year project entailed the accurate exact design of filters using
the insertion loss method combined with cascade synthesis. At that stage,
the first personal computers typically had clock speeds of below 10MHz and
typically 128kB of RAM, and floating point operations required a special co-
processor. The problem with exact synthesis was (and is) that it is numerically
ill-conditioned, in the sense that small rounding errors at each stage of the
synthesis very quickly cause the synthesis to become unstable. In the cascade
synthesis procedure, this takes the form of two element values which should be
identical at each stage of the process, starting to diverge in numerical value. To
combat this, synthesis could either be performed in a transformed frequency
plane, known as z-plane synthesis, or by keeping all the polynomials in product
form, i.e. as a list of roots. The latter was my project, and required a complex-
valued numerical root-finding procedure at each step. No complex variable
type however existed in any of the standard compiler languages, therefore I
had to create a library of pointer-based algorithms to perform from the most
basic of numerical operations, to fairly advanced two-variable Newton-Raphson
algorithms.
This was my first taste of numerical work, and resulted in my first set of
publications [3, 4]. It also initiated me into a field which would become one of
my core research fields.
2.1.2 E-plane filters and the Mode-Matching method
Waveguide filters with thin metal inserts in the E-plane (therefore called E-
plane filters), emerged as a very popular type of filter in the early eighties.
All the inserts could be etched very accurately and inexpensively from a single
thin metal sheet, resulting a filter with waveguide performance, yet requiring
only very simple manufacturing techniques. An example is shown in Fig 2.1.
Figure 2.1: E-plane waveguide filter (from [5])
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 2. MODELLING 8
The goal of my Master’s degree was to design such a filter. As full-wave
optimisation of a three-dimensional structure was not possible, the design re-
lied on creating equivalent circuit models of each vertical post, using numerical
electromagnetic analysis of only one post. Thus resulted my first numerical
code - an implementation of the Mode-Matching Method. This code ran on an
Olivetti M24 personal computer, and could perform a narrow band frequency
sweep of a second order filter in a few hours. At the time, the work was of
significant interest to the local defence industry, as South Africa was under
severe sanctions due to the political situation, and especially microwave com-
ponents and subsystems were extremely hard to acquire on the open market.
It was therefore published locally [5].
Due to the very long analysis times, the dependence on EM analysis in
order to design these filters was problematic to local industry, and a set of
equations was next derived to approximate the analysis accurately enough to
design very narrow band filters [6, 7]. Finally, the work was extended to round
pins in waveguide [8].
2.2 The Combined Mode-Matching and
Method-of-Lines Technique
Both the technique for Mode-Matching analysis from my Master’s degree work,
and the complex root-finding technique from my undergraduate work, would
prove to be building blocks of my first serious research effort, i.e. my PhD
[9]. Again originating from industry, a serious local need had arisen for planar
filters at the time of the start of my PhD. While the theory for the Finite-
Element electromagnetic analysis (FEM) of planar circuits was well established
at that stage, analysis of even a very simple structure, such as a single dis-
continuity, was a challenge in terms of both memory and execution time on a
personal computer. Most compilers for personal computers (running Microsoft
MS-DOS) had a maximum size limit of 64kB for any single variable, and for
FEM analysis, quite complicated data structures were required which very
quickly created single variable structures exceeding this limit. Even though
various software techniques emerged to create larger variables by using more
than one 64kB block, these were slow, clumpy and often failed.
For two-dimensional planar structures, a very efficient and accurate method
of electromagnetic analysis was proposed by Pregla and Pascher in 1989. This
method solved the two-dimensional Helmholtz equation in a transformed do-
main on a set of vertical lines, and was called the Method-of-Lines (MOL). The
basic structure for half of a symmetrical two-layer planar structure is shown
in Fig. 2.2.
The MOL relied on the discretisation of the partial derivative with respect
to the horizontal direction. With the z-directed electric field on line i described
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Figure 2.2: Discretisation for 2D Method-of-Lines(from [10])
by a set of equations
∂2Ezi
∂x2
+ ∂
2Ezi
∂y2
+ (γ2 + k2)Ezi = 0 (2.1)
where i = 1 . . . N , the finite difference derivatives with respect to x can be
expressed in a matrix form as
∂2[Ez]
∂x2
= 1
h2
[Dxx][Ez] (2.2)
This allows the system to be diagonalised using standard matrix techniques
and the diagonalisation matrix [T ], consisting of the eigenvectors of [Dxx]. In
turn, this can be used to define the transformed field vector [E˜z] = [T ]t[Ez].
When inserted back into a transformed Helmholtz equation, a set of one-
dimensional, second order differential equations in y are obtained as
1
h2
[d][E˜z] +
(
∂2
∂y2
+ γ2 + k2
)
[E˜z] = 0 (2.3)
where [d] is the diagonal eigenvalue matrix of [Dxx]. Each of these equations
can be solved separately by applying the correct, transformed boundary con-
ditions and solving for values of γ.
The 2D-MOL is a very efficient numerical implementation, as only one
dimension is discretised while the other is treated analytically, resulting in
very small matrices. The extension to three-dimensional problems however
proved to be difficult, as instead of N × N -matrices (where N is the number
of lines), sets of NxNz ×NxNz matrices result (with Nx the number of lines in
the x-direction and Nz the number of lines in the z-direction). For structures
with large z-dimensions such as transmission-line filters, this proved fatal, as
the matrices simply became too large.
For my PhD, I proposed a combination of the very memory-efficient 2D-
MOL, and the equally memory-efficient Mode-Matching Method. The latter
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was one of the first numerical electromagnetic analysis techniques, and entails
the matching of orthogonal expansions of fields on both sides of an abrupt
discontinuity.
In order to do this, the work firstly developed closed-form analytical ex-
pressions for the transformed fields in the 2D-MOL [11], which at that point
were not available in literature. This was then used to find solutions for the
propagation constant γ for each cross-section of the structure. The process to
calculate γ for high numbers of modes (up to 100) is completely non-trivial, and
involves the finding of multiple imaginary and complex roots, in ascending or-
der without skipping one, of a severely non-linear function which exhibits poles
and zeros in random orders - such function not being available analytically,
but only through a computer algorithm. The next step, i.e. the application of
the Mode-Matching Method, required the solution of the generalised scatter-
ing matrix for each discontinuity, using the integrals of products of the fields.
To implement this analytically, I developed a set of Mode-Matching equations
in the transformed domain which yielded a full set of generalised S-parameters
using only analytical diagonal matrices, of low order. This was the first for-
mulation of this nature, and because of the diagonal nature and the low order
of the matrices, had a very low memory requirement, and a fast execution
speed [10]. The method was further extended to analyse whole structures by
cascading the S-parameters of each discontinuity with section of multi-modal
transmission lines.
The combined technique, called the Combined Mode-Matching and Method-
of-Lines Technique, was tested on a variety of single microstrip discontinuities
such as open and short-circuits, and gaps. As a final illustration, a small inter-
digital filter which exhibited an unexpected transmission zero, was analysed
[12]. The filter, and its cross-sections, are shown in Figs. 2.3 and 2.4
Figure 2.3: Interdigital filter top view (from [12])
The full filter response, shown in Fig. 2.5, clearly shows the transmission
zero, and a filter response with a 5% error in centre frequency as compared to
measurement.
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Figure 2.4: Interdigital filter cross-sections (from [12])
Figure 2.5: Interdigital filter response (from [12])
To assess this work after a twenty-five-year interval is complex. After two
decades of rapid progress in computational electromagnetics, it is hard to
envisage a scenario where no commercial tools were available to analyse even
a small filter. For the example shown, this code was one of a very small number
of methods at the time which could analyse such a filter on a small PC. The
result in Fig. 2.5 indeed shows only a comparison with measured data, as no
other software was available. As such, the work constituted a very useful tool
for planar design, as it could show full-wave effects in addition to the normal
circuit, or TEM-line analysis. It also extended the 2D-MOL significantly, as
the 3D implementation would never become viable due to the very large data
structures it required.
At the time, this approach had the following unique advantages over exist-
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ing methods:
• Using the smallest data structures of any full-wave method.
• Having data structures independent of the longitudinal dimension of a
structure. This was especially useful for planar filter structures having
relatively few discontinuities along the longitudinal direction, but elec-
trical lengths of a number of wavelengths.
• Having both memory requirement and execution time completely inde-
pendent of the height of the structure, as that was treated analytically.
• Yielding modal information between every two successive discontinuities.
The enormous jumps in computer hardware and software would however,
within a few years, remove the limits on variable size, and allow for huge data
structures. This suited the methods utilising full three-dimensional discretisa-
tion, which could be used for much more general structures. Methods like the
one proposed here therefore very quickly became redundant, and would indeed
be replaced rapidly by commercial software such as CST, Ansoft HFSS, etc.
The impact of this first research project on my own work would however
turn out to be significant and lasting, and a very important building block
in my career. Especially the themes related to higher order electromagnetic
modes would become a recurring theme in my work, and would appear in
future work on microwave filters, modelling, and antennas.
2.3 Other Computational Work
Following the completion of my PhD, my work would mostly shift from direct
CEM to that of modelling and structural design. However, a number of con-
tributions on CEM were made over the years, mostly as part of various bigger
projects.
The first of these was work on the so-called hybrid methods that were very
popular in the early 90’s. At this time, a large body of research focused on
the combination of different numerical methods, exploiting the strong points of
each. For this work, PhD student Dr Riana Geschke, with supervision from my
colleague Prof David Davidson, Prof Ron Ferrari from Cambridge, and myself,
implemented a method proposed by Prof Ferrari, the so-called Extended Huy-
gens’ Method, for waveguide problems [13]. The technique formed part of the
class of hybrid Integral Equation and Finite Element techniques, as applied to
general penetrable discontinuities, with the aim of treating the region exterior
to waveguide discontinuity using the Surface Integral Formulation, and the
discontinuity with the Finite Element Method. The method employed both
the electric and magnetic waveguide Green dyadics in an integral equation that
may be recognised to be of the form described as a formulation of Huygens’
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principle, here satisfying the particular field boundary conditions of a hollow
waveguide [14, 15, 16, 17]. The method proved to be efficient in terms of mem-
ory, but again the rapid improvements in computers made the work essentially
obsolete within a few years.
Other work, in the form of small niche solutions, were focused on improving
the speed of standard methods for specific structures. The first of these was
a technique for optimally selecting the modes to be used in a given Mode-
Matching implementation, which emerged from the PhD work of my student
Dr Chris Vale, during his research into multi-modal stopband filters [18]. For
general cross-sections, an infinite set of modes, including all TE, TM, and
hybrid modes need to be used to perfectly match fields at a boundary. However,
the behaviour of scattering parameters are typically influenced by only a few
dominant modes. For simple problems, it is straightforward to identify these
dominant modes, but for more complex problems, this becomes more difficult.
This work automated this process, and reduced the matrices to be solved
dramatically by ignoring non-dominant modes.
A second very useful contribution in this area, was from the Master’s de-
gree work on Method-of-Moments implementations by my student Dr Marl-
ize Schoeman [19], and took the form of a detailed analysis of the structure
of the matrices generated by the Method-of-Moments’ formulations utilising
both magnetic and electric surface currents for apertures and metal sections
respectively [20]. As for the work on Mode-Matching, this work was aimed at
packing the matrices in ways that allow for a separation between dominant
and non-dominant entries, resulting in smaller matrices. In addition, the work
provided fascinating insights into the method itself.
As a final contribution of significance in this list, an algorithm for optimis-
ing the placement of sources in the 2D Method-of-Moments analysis of coupled
line structures of arbitrary form, resulted from the undergraduate work on in-
terdigital filter design by my student Dr Dirk de Villiers [21]. The method used
straight-line shadows to calculate directly illuminated areas, with these areas
then populated with a high density of sources. The 2D Method-of-Moments
is very simple to implement, and the technique is still used widely for quick
MATLAB programmes.
While general CEM software has become the default tool for designers over
the last decade, such software is still very expensive, especially for industry.
For standard structures, many of the classical techniques can be (and often still
are) self-coded. The improvements referenced here are therefore still used in
industry, even today. Open-source software such as Python has in fact created
a small resurgence in the development of toolboxes which can analyse sets of
very specific and limited structures.
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2.4 Measurement
An important part of modelling is of course the verification of models. In
the 1990’s, this was mostly done using published results, or measurements
using Vector Network Analysers. For the latter, calibration is of essence, and
my modelling work at the time exposed me to the world of calibration and
measurements. At the time, superconductors also formed part of my interests,
and my very first postgraduate student, Mr Jakobus van Zyl, therefore worked
on calibration procedures for measurements of superconducting passive devices
[22]. This also resulted in the first international conference publication by one
of my students, an important milestone in my career [23]. This work also
brought me my first PhD student, Dr Cornel van Niekerk, who started his
career on this subject [24].
2.5 Parameter Extraction of FET Circuit
models
Starting in 1996, myself and Dr Cornell van Niekerk embarked on a project
to extract circuit models for Field-Effect transistors (FET’s) from measured
S-parameters [25]. This work was in response to a need by the local RADAR
industry to have a better first-pass design success for microwave amplifier de-
signs. At the time, few good models were available from vendors, and designers
had to rely on generic models, or measured data. The availability of a good
circuit model offered significant design advantages in terms of noise matching,
or gain optimisation over frequency.
The first step in this direction was a new procedure to calculate element
values of a general small-signal FET circuit model which would fit a given set of
small-signal S-parameters. This calls for a solution to the so-called parameter
extraction problem, a very difficult process, as the standard FET-model shown
in Fig. 2.6 has 13 circuit elements, while only four complex S-parameters, over
a limited frequency range, are available to perform a fit.
The problem can be classified as an inversely ill-conditioned sensitivity
problem, where a very small dependency of the S-parameters to some of the
circuit elements translates into great difficulty in finding an accurate value for
such an element from the S-parameters. Historically, it was approached using a
single, global multivariate error function, with the error function consisting of
a weighted sum of the differences between each of the four sets of predicted and
measured S-parameters, in a 13-dimensional error landscape. This landscape
is ill-conditioned, and exhibits large numbers of local minima with minimum
values very close to that of the absolute minimum, and large variations in
sensitivity to different variables. In the case of the FET-model, the extraction
of element values for the resistive components is particularly difficult, and the
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Figure 2.6: 13-Element small-signal FET-model (from [25])
state-of-the-art extraction techniques in 1996 produced very inaccurate results,
with errors of up to a factor of 10, for these elements.
The proposed technique called for the separate, systematic minimisation
of 13 univariate error functions - one for each circuit element - of the form
F(j,b)(x¯i, z) =
M∑
k=1
|Sk(j, b)meas − Sk(j, b)calc(x¯i, z)|2 (2.4)
where x¯i represent 12 fixed elements, k the frequency point, (j, b) the S-
parameter index, and z the element to be extracted using the i-th error func-
tion. As the value obtained for any such single extraction (or minimisation) is
dependent on the values of the other 12 elements, the 13 minimisation steps
have to be executed multiple times, until the values have converged to within
a pre-set error band. Such convergence is by no means guaranteed, as the
minimisation problem is extremely ill-natured. To solve this problem, a global
error function was formed by adding the error functions for all the S-parameters
before each set of 13 minimisation steps, and a principle components sensitiv-
ity analysis was performed on this function. This analysis uses the eigenvalues
of a Jacobian matrix, formed from the global error function, to determine the
sensitivity of the global error function at the point in the parameter space, to
each parameter. In this case, the parameters (elements) can then be ordered
in terms of decreasing sensitivity, and the 13 error functions then minimised in
this order. After each full iteration of 13 functions, a new sensitivity analysis
is performed, and the order updated. Such an adaptive ordering of the uni-
variate minimisation problems had never been used for this type of extraction
at that stage, and proved to be the key to the convergence of the procedure to
a global minimum.
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The procedure, denoted as Decomposition-Based Parameter Extraction,
was a significant step forward, and reduced the errors in extraction by or-
ders of magnitude, as can be seen from the table in Fig. 2.7, which compared
the new procedure with the state-of-the-art at that time, for a few transistors
[26].
TABLE2 The Percentage Error Made by Two Different Parameter-Extraction Routines 
FLR016XV FSX51X FLK052XV 
Model Elements b b b 
Rd, 0.003 0.316 0.210 2.078 0.067 2.282 
Cd, 0.002 0.038 ().()39 U.353 0.014 0.494 
cg, 0.004 0.352 0.244 2.349 0.o75 2.650 
Cdg 0.010 0.724 0.242 2.427 0.129 4.546 
R, 0.099 8.669 3.003 28.042 0.928 31.787 
gm 0.004 0.314 0.221 2.119 0.066 2.331 
Rd 0.030 3.111 2.497 23.895 0.752 26.005 
Ld 0.002 0.019 0.007 0.090 0.004 0.119 
Rg 9.780 884.725 23.756 228.038 12.149 438.795 
R; 0.317 28.641 3.828 36.435 2.699 96.369 
Lg 0.001 0.118 0.048 0.388 0.012 0.295 
L, 0.010 0.399 0.034 0.299 0.008 0.193 
T 0.002 0.272 (l.155 1.489 0.053 1.847 
" Results obtained with the new parameter-extraction procedure. 
0 Results obtained with the 10-step parameter-extraction procedure of Leong et al. [2). 
1.0 
---...,,-=•"".:, r 
___ I __ _ 
- S11 measured - S22 measured 
- - S 11 using extracted model - - S22 using extracted model 
- S11 using model supplied by manufacturer - S22 using model supplied by manufacturer 
(a) (b) 
- S 12 measured - S21 measured 
- - S12 using extracted model - - S,1 using extracted model
- S 12 using model supplied by manufacturer - S21 using model supplied by manufacturer
(c) (d) 
Figure 2 (a) Measured and modeled S11 response of a FLK052XV GaAs FET. (b) Measured and modeled S22 response of a 
FLK052XV GaAs FET. (c) Measured and modeled S12 response of a FLK052XV GaAs FET. (d) Measured and modeled S2i response 
of a FLK052XV GaAs FET 
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Figure 2.7: Comparison of extraction errors (from [26])
The proposed extraction algorithm was evaluated rigorously in 1997 in
a follow-up paper [27]. This paper again used simulated S-parameters, and
provided an in-depth look at the performance and accuracy of the technique.
Fig. 2.8 for example shows the robustness of the minimisation, with the global
error function climbing for more than 70 iterations before converging rapidly.
Of considerable int rest was the significant variations in the univariate
landscapes of each minimi ation probl m as a function of the iteration cycle, as
is shown in Fig. 2.9 for the variable Cgs. This gave previously undocumented
insight into the convergence characteristics of this type of extraction, and
would lead in future work to much more refined minimisation algorithms.
Finally, the paper introduced an innovative way of evaluating the robust-
ness of such a technique visually, by plotting the start and end values of a vari-
able against the extraction number, for a hundred extractions, each starting
with a different set of element values. For perfect robustness, each extraction,
irrespective of the starting value, should give the same end value - the end
values thus forming a straight line. Fig. 2.10 shows such a plot for two of
the most difficult elem nts. It is immediately clear that the algorithm is very
robust for element Ri, but much less so for element Rg.
For the last phase of this work with which I was involved, Dr Van Niekerk
teamed up with Dr Dominique Schreurs from KU Leuven, and Dr Peter Win-
son from Raytheon in Dallas, to expand the technique to multi-bias models
[28], [29]. For this, each element is simply viewed as being bias-dependent, and
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 2. MODELLING 17
250.-----.-------.-------.------,--------.------, 
200 
L.. e 150 
L.. 
co 
.c 
0 
CJ 100 
50 
Error after every cycle 
/ 
Error after single parameter search 
OL__ __ ___i,____ __ ____J_ ___ L__ __ ___i,_______.,e,-__ �_....., 
20 40 60 80 100 120 
Iteration Number N 
Figure 2.8: Global error function behaviour (from [27])
Figure 2.9: Global error function behaviour (from [27])
an extraction performed at each bias point. However, some elements are es-
sentially bias independent, and taken together over all bias points, significant
improvements can be obtained for these elements. The paper also introduced
’cold’ measurements (or zero bias) into the pool of data , and improvements
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Figure 2.10: Robustness plots and histograms (from [27])
to handle measurement noise. Very accurate models could be obtained in this
way, and fundamental insights into the circuit behaviour under different bias
conditions.
The Decomposition-Based Extraction proved to have a number of signifi-
cant advantages to other techniques at the time:
• It only made use of a single global error function for ordering the sub-
problems, not for the optimisation itself, making it more immune to
local minima and the ill-conditioned nature of the problem than other
methods.
• It determined all the elements with optimisation and proved itself to be
resistant to the effect of measurement errors.
• It required no assumptions concerning the bias dependencies of the in-
trinsic elements.
• It was suitable for modelling commercial devices about which very little
additional information was known.
The work was my first effort as a PhD supervisor, and proved to be very
successful and long-lasting. In total, this set of papers has been cited more than
80 times, with the latest citations in 2010, or two decades after publication.
In the most recent citations, the minimisation algorithms have changed, but
the basic principles introduced by Dr Van Niekerk and myself are still being
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used. Dr Van Niekerk continued this work after completion of his PhD, and
would make a distinct name for himself in the world of device modelling.
On a personal level, [27] became my first paper in the prestigious IEEE
Transactions on Microwave Theory and Techniques - a very important mile-
stone in my career.
2.6 Interpolation-Based Meta-Models of
Microwave Components
2.6.1 Adaptively sampled interpolation models
For networks of which the internal structure is not known at all, circuit-based
models are difficult to construct, and pure mathematical models, the so-called
meta-models, offer a much more general set of models. These models use math-
ematical functions which describe one or more network outputs as a function
of one or more variables, with a wide variety of mathematical functions having
been proposed. In its most general sense, this forms part of the mature math-
ematical research area of approximation functions, but in the early 2000’s, the
application to microwave structures and electromagnetic analysis was quite
new.
One of the most important goals for this class of applications, is to use the
least possible amount of analysis points (or support points) in order to establish
a model, as the generation of such points using computational electromagnetic
analysis is very time-consuming. This problem is intimately connected to the
exact type of mathematical function, as some functions naturally approximate
typical passive network functions better than others.
In 1999, my PhD student Dr Robert Lehmensiek, myself, and Profs Tom
Dhaene (then from Antwerp University, and since at Ghent University) and
Annie Cuyt from Antwerp University, initiated a project on using rational in-
terpolation functions to create meta-models for passive microwave structures
[30]. Rational functions are particularly well-suited for this type of structure,
as most passive structures can be modelled in terms of passive network func-
tions, which are fundamentally of a rational polynomial nature. The project
formed part of a larger activity of Prof Dhaene, who had for a number of years
been active in the field.
The first phase of this project was the proposal of an algorithm to reduce
the amount of support points for a single network function, dependent on one
variable only, and to use it in the very popular Space-Mapping optimisation
technique [31]. As approximation function, the rational polynomial in (2.5) was
used, with both numerator and denominator in the form of the recursive partial
fraction expansions in (2.6) and (2.7). Here, frequency (f) is the variable, and
R(f) represents a network function such as one S-parameter.
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R(f) =
ζ∑
k=0
pkf
k
ν∑
k=0
qkfk
= Nζ(f)
Dν(f)
(2.5)
where
Nk = ψ(fk, fk−1, . . . , f0)Nk−1 + (f − fk−1)Nk−2
Dk = ψ(fk, fk−1, . . . , f0)Dk−1 + (f − fk−1)Dk−2
(2.6)
and
ψk(fk, fk−1, . . . , f0) =
fi − fk−1
ψk−1(fi, fk−1, . . . , f0)− ψk−1(fk−1, fk−2, . . . , f0) (2.7)
For such a function, the order determines the number of support points,
with the location of these points not specified. The order of the function is
however unknown, as the network function can be of any complexity. In addi-
tion, the location of the support points has a dramatic effect on the accuracy
of the final function. The algorithm in [31] proposed the generation of a set
of functions of systematically increasing order. The recursive partial fraction
expansion form is very well-suited to such an algorithm, as a very natural er-
ror function can be found by simply subtracting two successive functions. To
increase the order by one, a new support point is then chosen at the point
where the two functions of highest order differ the most in the range of inter-
est. The process thus yields an adaptive sampling technique for establishing a
meta-model. This process is shown for two orders in Fig. 2.11, together with
the resulting error function. At each support point, the error function becomes
zero. The algorithm continues until the error function is smaller than some ar-
bitrary value over the range of interest. The combination of adaptive sampling
and the recursive partial fraction form, requires an order of magnitude smaller
number of support points for a certain accuracy, as all the support points are
optimally positioned.
To illustrate the power of the procedure, it was used in the Space-Mapping
optimisation algorithm to reduce the number of sampling points in the return-
loss function of a microwave filter [31]. The result of such an optimisation
is shown in Fig. 2.12, together with the actual support points. It is clear
that only a few points are required to very accurately model the return loss
function.
From my previous work, a very obvious application of the adaptively sam-
pled meta-model technique, was as an intermediate step in the calculation of
the poles and zeros of functions, and specifically in the calculation of the prop-
agation constants of higher order modes in guided-wave structures [32],[33].
Such propagation constants are typically numerically calculated by finding the
solution to the so-called characteristic function, of the form
g(γ) = det[Y (γ)] = 0 (2.8)
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 2. MODELLING 21
Ž . Ž . < Ž . Ž . <Figure 1 Illustration of the adaptive sampling technique. The interpolation functions R f , R f and the residual R f y R f3 4 4 3
are shown. The asterisk indicates the new sample point
IV. USING ADAPTIVE SAMPLING IN ASM
w xThe ASM technique 12 minimizes the number of ®ne model
simulations in the design optimization by performing opti-
mization of a coarse model instead of the actual EM model,
and iteratively establishes a mapping between the spaces of
the design parameters of the two models. De®ne the vectors
x and x as the design parameters of the coarse and theos em
Ž . Ž .®ne models, respectively, and R x and R x as theos os em em
corresponding model responses. Parameter extraction is used
to determine x , whose response matches the ®ne modelos
response at x for every space mapping iteration. Whenem
Ž .applying the adaptive sampling algorithm, R x is re-em em
Ž . Ž .placed by the adaptively determined R f , where R f is
valid for a certain ®ne model input parameter vector x em
over the entire frequency band for all of the scattering
parameters. Note that the ASM technique combined with the
adaptive sampling algorithm requires the convergence of
.three iterative processes, i.e., 1 the adaptive sampling algo-
Ž . Ž . .rithm determining R f which approximates R x ; 2em em
the parameter extraction step determining x , whose re-os
Ž . .sponse matches R f ; and 3 ®nding x that produces theem
Žoptimal response according to design speci®cations space
.mapping . The adaptive algorithm uses the minimum number
of frequency sample points per ®ne model simulation to
Ž . Ž .determine R f . Given R f , an arbitrary large number of
frequency points can be chosen to ensure the nonfailure of
Ž .the parameter extraction step. R f is determined for every
ASM iteration. The adaptive sampling algorithm can also be
Ž .applied to the response vector of the coarse model R x .os os
The design of a rectangular waveguide ®lter with eight
capacitive steps is considered. The design speci®cation for the
< <®lter is S F y25 dB in the passband, where the passband11
w xlies in the range 9 GHz, 11 GHz . The design is for a
standard WR90 rectangular waveguide. The capacitive step
lengths are all chosen 2 mm long. The ®lter is symmetric with
Ž .eight optimization variables L , L , L , L , C , C , C , C as1 2 3 4 1 2 3 4
de®ned in Figure 2. The ®ne model is a mode-matching
w xsolution combined with the generalized scattering matrix 15 .
With a TE -mode incident on a capacitive step in a rectan-10
x Ž .gular waveguide only, TE -modes with n even are neces-1n
w xsary for a complete description of the ®elds 16 . The number
of even modes considered on both sides of a waveguide
junction was set to 15. Increasing the number of modes had
no noticeable effect on the response of the ®lter. Because of
the symmetry, the generalized scattering matrices of only
four discontinuities need to be calculated with the mode-
matching algorithm. The coarse model is a transmission-line
Ž .model, as shown in Figure 2 a .
ASM assumes that x and x describe the same physicalos em
parameters, which is not the case here. We can calculate the
capacitance and the transmission-line length for a waveguide
step using the mode-matching technique for several values of
the gap opening. Interpolation of these values establishes a
mapping from the circuit model variables x to the physicalem
waveguide dimensions. Since the ASM technique compares
Ž . Ž .R x and R x this mapping is incorporated into theos os em em
ASM.
The parameter extraction optimizations are driven by a
BFGS quasi-Newton method with a mixed quadratic and
w xcubic line search procedure 14 . l norm objectives are used1
throughout the ASM algorithm. The input parameter xU ,os
which produces the optimal response, is determined by a
minimax optimization on the coarse model, also using the
BFGS quasi-Newton method. The response of xU is shown inos
Ž .Figure 3 dotted line . The solid line shows the ®ne model
Ž Ž1. . Ž1. Uresponse R x with x s x , which was determined byem em em os
the adaptive sampling algorithm with only 19 frequency sam-
Ž .ples diamonds and interpolating for a smooth response. The
two responses differ signi®cantly due to the evanescent modes
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Figure 2.11: Model responses of suc-
cessive order (from [31])
of the difference between x Ž j. and xU normalized with re-os os
spect to xU . Failure of convergence is indicated by ‘. Withos
Ž .N chosen large 70, 50, and 30 , the parameter extractions
optimization converged, and the ASM algorithm converged
quickly. With N large, N is proportional to the number ofs s
CEM evaluations. Decreasing N can cause the ASM tos
diverge or converge slowly, due to the parameter extraction
step falling into local minima. Slow convergence implies a
large number of CEM evaluations.
V. CONCLUSION
The presented adaptive sampling algorithm ef®ciently deter-
mines the selection and the minimum number of frequency
samples needed to accurately de®ne a rational function model
of the scattering parameters over the frequency range of
interest. The adaptive sampling algorithm is integrated into
the aggressive space mapping algorithm, which provides an
automatic and ef®cient way to minimize the CEM frequency
evaluations. An arbitrary number of frequency points re-
( (1) )TABLE 1 Adaptive Sampling Algorithm Iterations for R xe m e m
Interpolation Frequency
Ž . Ž < Ž . Ž . <. Ž < Ž . Ž . <.k Selected GHz max R f y R f mean R f y R fk ky1 k ky1
w x3 8, 10, 12 0.53605 0.099866
4 9.22 0.8303 0.1591
5 11.10 32.743 0.14623
6 9.66 3.4071 0.11554
7 8.82 0.15642 0.063557
8 11.68 1.5324 0.078406
9 8.88 3.2876 0.59799
10 11.20 0.89726 0.31784
11 8.42 50.271 0.54331
12 10.34 4.9408 0.0602
13 9.48 0.27409 0.048094
14 11.36 0.27793 0.017606
15 10.90 0.019483 0.0076628
16 8.22 0.038204 0.032795
17 8.54 0.032615 0.0083645
18 8.10 0.018352 0.0011104
19 10.68 0.0071846 3.4605e-5
Ž .Figure 4 Fine model response solid line after the second ASM iteration determined by the adaptive sampling algorithm using the
sample points indicated by diamonds. The dotted line represents the optimal response
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Figure 2.12: Optimised response
showing support points (from [31])
where γ is th complex propagation constant, and det[Y (γ)] the determinant
of a matrix produced by th specific numerical technique. This function is
sever ly non-linear, with an infinite nu ber of solutions, interspersed with an
infinite nu ber of poles, and very sharp non-zero local minima. The function
is also n t known in cl sed form for most microwave structures, but only at
discret fr quency points. A typical example is shown in Fig. 2.13.
Using the adaptively sa pled meta-model technique, the characteristic
function is found as separate d nominator and numerator functions, both of
which are polynomials (i.e. with only zeros), using the least number of anal-
ysis poi ts [32]. As exa ple, Fig. 2.13 lso shows the support points, with
Fig. 2.14 showing the numerator and denominator polynomials. Once the lat-
ter functions are accurately approximated, it becomes a trivial task to obtain
the zeros of the numerator.
Figure 2.13: Typical characteristic
function (from [32])
Figure 2.14: Characteristic function
as numerator and denominator show-
ing support points (from [32])
The propagation constants of two widely used structures were calculated
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in this way - one the microstrip structure shown in Fig. 2.15, and one the
finline structure in Fig. 2.16. For the microstrip example, a set of higher-order
modes both below and above cut-off is shown in Fig. 2.17, while the finline
example shows the propation constant of the fundamental mode for different
dimensions in Fig. 2.18. It should be noted that, even at the time of writing,
it is a difficult task to obtain Fig. 2.17 without such an intermediate model.
Figure 2.15: Microstrip line cross-
section (from [32])
Figure 2.16: Finline cross-section
(from [32])
Figure 2.17: Microstrip modes
(from [32])
Figure 2.18: Finline modes (from
[32])
The next phase of this project was to extend the algorithm to multi-variable
and multiple output models. For the multi-variate case, each of the ψ-functions
in (2.7) is replaced with a recursive set of functions, each recursion level con-
taining one fewer variable. The mathematical equations for this are quite
complex, and is not repeated here, but the reader is referred to [34], [35], and
for even more detail, [30].
The adaptive sampling process also has to increase to an n-dimensional
landscape, which calls for innovative sampling. In [34], samples were chosen in
an increasing fashion along constant-valued lines in the n-dimensional variable
space. Again, the reader is referred to the original texts.
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An example of a two-dimensional problem is shown in Fig. 2.19, where the
function value is plotted against the two variables, together with the support
points used. The error between the approximated function and the actual
function is shown in Fig. 2.20, for the support points in Fig. 2.19.
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TABLE I
CONVERGENCE OF <(w/h; " ) DETERMINED BY ASA1 AND ASA2 FOR THE STRIPLINE EXAMPLE
Fig. 4. Cross-sectional view of the stripline.
models, they have to be evaluated on an independent evaluation
data set, similar to the validation procedures applied to neural
networks. In the following examples, the relative squared error
between the function and the model on a 30 equispaced
grid for the bivariate cases and on a 20 equispaced grid for the
trivariate cases was calculated. In all cases, both the maximum
and average errors in decibels are shown for models of varying
size. None of these models were reduced in size after a fit was
obtained, in contrast to techniques where the order of the in-
terpolant is guessed beforehand, and the interpolation function
(calculated by a high number of CEM analyses) is systemati-
cally reduced afterwards.
A. Stripline Characteristic Impedance—Two Variables
A bivariate model w/h was determined with the
adaptive sampling algorithm for the characteristic impedance
w/h of a homogeneous symmetric stripline, as shown
in Fig. 4. The variables are the strip width-to-height (w/h)
ratio and the relative dielectric constant of the substrate.
The strip conductor was assumed infinitesimally thin, thus
w/h can be computed using the exact formula, which
is derived using a conformal transformation [36]. The model is
determined for the parameters w/h and ,
which define the interpolation space. At initialization, the nine
chosen support points produce w/h with the maximum
error equal to 16.4 dB. Table I shows the convergence of the
models using ASA1 and ASA2 as the number of support points
increase. With equivalent accuracies ( 57 dB), the model
determined by ASA2 required seven less support points than
ASA1. The response of the interpolation model w/h
with 29 support points determined with ASA2 and its relative
squared error w/h , which is less than 56 dB in the
interpolation space, are shown in Figs. 5 and 6, respectively.
B. Capacitive Step in Rectangular Waveguide—Two Variables
Bivariate models and , and
and , were determined for the reflection and transmis-
Fig. 5. ASA2: stripline example. Response of <(w/h; " ) with 29 support
points.
Fig. 6. ASA2: stripline example.E (w/h; " ) of<(w/h; " ) with 29 support
points.
sion coefficients, i.e., and , and
and , of a capacitive step in a rectangular waveguide, as
shown in Fig. 7. The variables are frequency and gap height ,
and frequency and gap length . The models were determined
for a standard WR90 rectangular waveguide. The capacitive step
was analyzed using the mode-matching method combined with
the generalized scattering matrix [37]. The models
and are determined with GHz GHz ,
mm mm and mm. Tables II and III show the con-
Figure 2.19: Two-variable function
landscape showing support points
(from [34])
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CONVERGENCE OF <(w/h; " ) DETERMINED BY ASA1 AND ASA2 FOR THE STRIPLINE EXAMPLE
Fig. 4. Cross-sectional view of the stripline.
models, they have to be evaluated on an independent evaluation
data set, similar to the validation procedures applied to neural
networks. In the following examples, the relative squared error
between the function and the model on a 30 equispaced
grid for the bivariate cases and on a 20 equispaced grid for the
trivariate cases was calculated. In all cases, both the maximum
and average errors in decibels are shown for models of varying
size. None of these models were reduced in size after a fit was
obtained, in contrast to techniques where the order of the in-
terpolant is guessed beforehand, and the interpolation function
(calculated by a high number of CEM analyses) is systemati-
cally reduced afterwards.
A. Stripline Characteristic Impedance—Two Variables
A bivariate model w/h was determined with the
adaptive sampling algorithm for the characteristic impedance
w/h of a homogeneous symmetric stripline, as shown
in Fig. 4. The variables are the strip width-to-height (w/h)
ratio and the relative dielectric constant of the substrate.
The strip conductor was assumed infinitesimally thin, thus
w/h can be computed using the exact formula, which
is derived using a conformal transformation [36]. The model is
determined for the parameters w/h and ,
which define the interpolation space. At initialization, the nine
chosen support points produce w/h with the maximum
error equal to 16.4 dB. Table I shows the convergence of the
models using ASA1 and ASA2 as the number of support points
increase. With equivalent accuracies ( 57 dB), the model
determined by ASA2 required seven less support points than
ASA1. The response of the interpolation model w/h
with 29 support points determined with ASA2 and its relative
squared error w/h , which is less than 56 dB in the
interpolation space, are shown in Figs. 5 and 6, respectively.
B. Capacitive Step in Rectangular Waveguide—Two Variables
Bivariate models and , and
and , were determined for the reflection and transmis-
Fig. 5. ASA2: stripline example. Response of <(w/h; " ) with 29 support
points.
Fig. 6. ASA2: stripline example.E (w/h; " ) of<(w/h; " ) with 29 support
points.
sion coefficients, i.e., and , and
and , of a capacitive step in a rectangular waveguide, as
shown in Fig. 7. The variables are frequency and gap height ,
and frequency and gap length . The models were determined
for a standard WR90 rectangular waveguide. The capacitive step
was analyzed using the mode-matching method combined with
the generalized scattering matrix [37]. The models
and are determined with GHz GHz ,
mm mm and mm. Tables II and III show the con-
Figure 2.20: Two-variable error
la dscape (from [34])
The multi-variate procedure was illustrated on a nu ber of examples, t o
of which a e shown here. Fig. 2.21 and Fig. 2.22 show a thick capacitive iris in
a waveguide, with the error for two frequency ranges, for increasing numbers
of support points, for two variables. Fig. 2.23 and Fig. 2.24 show an iris in
a waveguide, with the error for increasing numbers of support points, for a
three-variable case.
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TABLE II
CONVERGENCE OF < (f; h) DETERMINED BY ASA1 AND ASA2 FOR THE CAPACITIVE STEP EXAMPLE
TABLE III
CONVERGENCE OF < (f; ) DETERMINED BY ASA1 AND ASA2 FOR THE CAPACITIVE STEP EXAMPLE
TABLE IV
CONVERGENCE OF < (f; l) AND < (f; l) DETERMINED BY ASA2 FOR THE CAPACITIVE STEP EXAMPLE
Fig. 7. Cross-sectional view and side view of the capacitive step.
vergence of the models using ASA1 and ASA2 as the number of
support points increase. The models and are
determined with GHz GHz , mm mm
and mm. Table IV shows the convergence of the models
using ASA2 as the number of support points increase. With an
equivalent number of support points, the errors of the models
determined by ASA2 tend to be less by up to 10 dB compared
to those determined by ASA1.
C. Inductive Posts in Rectangular Waveguide—Two Variables
Bivariate models and were determined
for the reflection and transmission coefficients, i.e.,
and , of two perfectly conducting round posts cen-
tered in the -plane of a rectangular waveguide, as shown in
Fig. 8. The variables are frequency and post-spacing . The
diameter of the posts was set to 2 mm and the model was de-
Fig. 8. Cross-sectional view and top view of the inductive posts.
termined for a standard WR90 rectangular waveguide with
GHz GHz and mm mm . A moment-method
technique is used to analyze this structure [38]. Tables V and VI
show the convergence of the models and
using ASA1 and ASA2 as the number of support points increase.
D. Capacitive Step in Rectangular Waveguide—Three
Variables
A trivariate model was determined for the re-
flection coefficient, i.e., of a capacitive step in a
Figure 2.21: Step in waveguide
(from [34])
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TABLE V
CONVERGENCE OF < (f; w) DETERMINED BY ASA1 AND ASA2 FOR THE INDUCTIVE POSTS EXAMPLE
TABLE VI
CONVERGENCE OF < (f; w) DETERMINED BY ASA1 AND ASA2 FOR THE INDUCTIVE POSTS EXAMPLE
TABLE VII
CONVERGENCE OF < (f; h; l) DETERMINED BY ASA1 FOR THE CAPACITIVE STEP EXAMPLE
TABLE VIII
CONVERGENCE OF < (f; h; l) DETERMINED BY ASA2 FOR THE CAPACITIVE STEP EXAMPLE
rectangular waveguide, as shown in Fig. 7. The variables are
frequency , gap height , and step length . The model was de-
termined for a standard WR90 rectangular waveguide. The ca-
pacitive step is analyzed using the mode-matching method [37].
Two sets of models were determined with different interpolation
spaces, i.e., GHz GHz , mm mm , and
mm mm , and GHz GHz , mm mm ,
and mm mm . Tables VII and VIII show the results
using ASA1 and ASA2, respectively. For the smaller interpola-
tion space, the models determined by ASA1 and ASA2 attain an
error smaller than 95 dB with about 920 support points. ASA2
has a faster convergence than ASA1. For the larger interpolation
space, ASA1 failed to produce a model with good accuracy due
to the nonoptimal placement of the support points, while ASA2
achieved an error of smaller than 58 dB with 2142 support
points.
E. Iris in Rectangular Waveguide—Three Variables
A trivariate model was determined for the
transmission coefficient, i.e., of an iris in a
rectangular waveguide, as shown in Fig. 9. The variables
are frequency , gap width , and gap height . The model
Figure 2.22: Model errors for step
in waveguide (from [34])
For many problems, more than one output function needs to be modelled,
for instance S11 and S21 for a passive ircuit. Normally, two separate models
will be built for such a problem, but in [36], the same set of support points,
adaptively chosen to yield an optimum model for all output finctions, was
use . This resulted in s gnifica t reduction in support points, as shown in
Figs. 2.25, 2.26, 2.27 and 2.28, where a two-variable, two-output capacitive
Stellenbosch University https://scholar.sun.ac.za
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Fig. 9. Iris in rectangular waveguide.
TABLE IX
CONVERGENCE OF < (f; a; b) DETERMINED BY ASA1 FOR THE
IRIS EXAMPLE
TABLE X
CONVERGENCE OF < (f; a; b) DETERMINED BY ASA2 FOR THE
IRIS EXAMPLE
was determined for a standard WR90 rectangular wave-
guide with GHz GHz , mm mm ,
mm mm , and mm. The iris is analyzed using
the mode-matching method [37]. Tables IX and X show the
results using ASA1 and ASA2. ASA1 failed to produce a
model with good accuracy due to the nonoptimal placement of
the support points, while ASA2 achieved an error of smaller
than 52 dB with 736 support points.
VII. CONCLUSION
An adaptive sampling algorithm for multivariate rational in-
terpolation based on the Thiele-type BCF has been presented.
Support points have been selected efficiently to create accu-
rate mathematical models for the microwave circuits consid-
ered. Errors of smaller than 0.25% in the interpolation space
were achieved in all cases. The algorithm is fully automatic and
does not require any a priori knowledge of the microwave struc-
ture under study. It does not require derivatives, is widely appli-
cable, and is in no way restricted to the specific examples shown
here.
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Fig. 9. Iris in rectangular waveguide.
TABLE IX
CONVERGENCE OF < (f; a; b) DETERMINED BY ASA1 FOR THE
IRIS EXAMPLE
TABLE X
CONVERGENCE OF < (f; a; b) DETERMINED BY ASA2 FOR THE
IRIS EXAMPLE
was det rmined for a standard WR90 rectangular wave-
guide with GHz GHz , mm mm ,
mm mm , and mm. The iris is analyzed using
the mode-matching method [37]. Tables IX and X show the
results using ASA1 and ASA2. ASA1 failed to produce a
model with good ccuracy due to the nonoptimal placement of
the support points, while ASA2 achieved an error of smaller
than 52 dB with 736 support po nts.
VII. CONCLUSION
An adaptive sampling algorithm for multivariate rational in-
terpolation based on the Thiele-type BCF has been presented.
upport points have been select d efficiently to create accu-
rate mathematical models for the microwave circuits consid-
ered. Errors of smaller than 0.25% in the interpolation space
were achieved in all cases. The algorithm is fully automatic and
does not require any a priori knowledge of the microwave struc-
ture under study. It does not require derivatives, is widely appli-
cable, an is in no way restricted to the specific examples shown
here.
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Figure 2.24: Model errors for iris in
waveguide (from [34])
step model, and a three-variable, three-outp t coupled waveguid x mple are
shown.
single output models presented in [24], we use the
same structures.
A. Capacitive Step in Rectangular
Waveguide: Two Variables
Single output bivariate models ℜ11(f, h) and ℜ21(f, h),
and ℜ11(f, l) and ℜ21(f, l), were determined for the
reflection and transmission coefficients, i.e. S11(f, h)
and S21(f, h), and S11(f, l) and S21(f, l)] of a capacitive
step in a rectangular waveguide as shown in Figure 1.
The variables ar : frequency f and gap height h and
frequency f and gap length l. The models were deter-
mined for a standard WR90 r ctangular eguide.
The capacitive step was analyzed using the mode
matching method combined with the generalized scat-
tering matrix [33]. The models ℜ11(f, h) and ℜ21(f, h)
are determined with f  [7, 13] GHz, h  [2, 8], mm
and l  2 mm. Table I shows the convergence of the
models using ASA2 s the number of support points
increase. Table II shows the convergence of the mod-
els ℜ11(f, l) and ℜ21(f, l) determined by ASA2 with f
 [7, 13] GHz, l  [0.5, 5] mm and h  5 mm.
A multiple output model ℜ(f, h) was then deter-
mined for both S11(f, h) and S21(f, h) and the results
are tabulated in Table III. Table IV shows the results
for the multiple output model ℜ(f, l), which models
S11(f, l) and S21(f, l). A comparison of these results
with those of Tables I and II, where separate models
were determined for the reflection and transmission
coefficients, shows that with equivalent accuracies the
total number of support points is halved.
B. Inductive Post i Rectangul r
Waveguide: Two Variables
Single output bivariate models ℜ11(f, w) and ℜ21(f,
w) were determined for the reflection and transmis-
sion coeffici nts, i.e. S11(f, w) and S21(f, w), of two
perfectly conducting round posts centered in the E
plane of rectangular waveguide as shown in Fig-
ure 2. The variables are: frequency f and postspac-
ing w. The diameter of the posts d was set to 2 mm
and the model was determined for a standard WR90
rectan ular waveg ide with f  [7, 13] GHz and w
 [4, 18] mm. A moment method technique is used
to analyze this structure [34]. T ble V ex mplifies
the convergence of the models ℜ11(f, w) and ℜ21(f,
Figure 1. The cross-sectional and side views of the ca-
pacitive step.
TABLE I. Convergence of ℜ11(f, h) and ℜ21(f, h)
Determined by ASA2 for Capacitive Step Example
ℜ11(f, h) ℜ21(f, h)
No.
Support
Points
E11(f, h) (dB) No.
Support
Points
E21(f, h) (dB)
Mean Max Mean Max
15 52.5 35.4 13 52.3 44.8
20 61.4 44.9 18 61.8 51.9
22 62.5 48.2 22 64.6 28.4
37 76.2 51.1 37 91.5 71.3
44 93.2 82.3 44 94.1 80.7
The capacitive step example is derived from [24].
TABLE II. Convergence of ℜ11(f, l) and ℜ21(f, l)
Determined by ASA2 for Capacitive Step Example
ℜ11(f, l) ℜ21(f, l)
No.
Support
Points
E11(f, l) (dB) No.
Support
Points
E21(f, l) (dB)
Mea Max Mean Max
12 42.3 22.1 12 54.8 38.0
17 57.1 40.2 16 56.7 36.2
21 61.1 50.7 19 65.6 51.8
45 82.5 63.8 42 89.3 71.1
The capacitive step example is derived fr m [24].
TABLE III. Convergence of ℜ(f, h) Determined by
ASA3 for Capacitive Step Example
No.
Support
Points
E11(f, h) (dB) E21(f, h) (dB)
Mean Max Mean Max
15 52.5 35.4 54.8 37.0
20 61.3 44.6 66.1 47.2
22 62.5 48.3 65.0 36.4
37 76.3 51.2 89.9 65.0
42 96.4 85.2 98.5 85.7
TABLE IV. Convergence of ℜ(f, l) Determined by
ASA3 for Capacitive Step Example
No.
Support
Points
E11(f, l) (dB) E21(f, l) (dB)
Mean Max Mean Max
12 42.8 22.1 54.0 36.6
18 59.0 47.9 65.0 55.2
22 61.1 51.2 65.4 55.2
46 82.4 63.8 86.3 69.0
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Figure 2.25: Step in waveguide for
multi-variate, multiple output prob-
lem (from [36])
single output models presented in [24], we use the
same structures.
A. Capacitive Step i Rectangular
Waveguide: Two Variables
Single output bivariat models ℜ11(f, h) and ℜ21(f, h),
and ℜ11(f, l) and ℜ21(f, l), were deter in d for the
reflection and transmission coefficients, i.e. S11(f, h)
and S21(f, h), and S11(f, l) and S21(f, l)] of a capacitive
step in a rectangular waveguide as shown in Figure 1.
The variables are: frequency f and gap height h and
frequency f and gap l ngth l. Th models were deter-
mined for a standar WR90 rectangular waveguide.
The capacitive step was analyzed using the mode
matching method combined with the generalized scat-
tering matrix [33]. The models ℜ11(f, h) and ℜ21(f, h)
are determined with f  [7, 13] GHz, h  [2, 8], mm
and l  2 mm. Table I shows the convergence of the
models using ASA2 as the number of support points
increase. Table II shows the convergence of the mod-
els ℜ11(f, l) and ℜ21(f, l) determined by ASA2 with f
 [7, 13] GHz, l  [0.5, 5] mm and h  5 mm.
A multiple output model ℜ(f, h) was then deter-
mined for both S11(f, h) and S21(f, h) and the results
are tabulated in Table III. Table IV shows the results
for the multiple output model ℜ(f, l), which models
S11(f, l) and S21(f, l). A comparison of these results
with those of Tables I and II, where separate models
were determined for the reflection and transmission
coefficients, shows that with equivalent accuracies the
total number of support points is halv d.
B. Inductive Post in R ctangular
Waveguide: Two Vari bl s
Single output bivariate models ℜ11(f, w) and ℜ21(f,
w) wer determi ed for the reflection a d transmis-
sion coefficients, i.e., S11(f, w) and S21(f, w), of two
perfectly co ucting round posts centered in the E
plane of a rectangular waveguide as shown in Fig-
ure 2. The variables are: frequency f and postspac-
ing w. The diameter of the posts d was set to 2 mm
and h model was determined for a standard WR90
rectangular waveguide with f  [7, 13] GHz and w
 [4, 18] mm. A m nt method technique is used
to analyze this structure [34]. Table V exemplifies
the convergence of the models ℜ11(f, w) and ℜ21(f,
Figure 1. The cross-sectional and side views of the ca-
pacitive step.
TABLE I. Convergence of ℜ11(f, h) and ℜ21(f, h)
Determined by ASA2 for Capacitive Step Example
ℜ11(f, h) ℜ21(f, h)
No.
Support
Points
E11(f, h) (dB) No.
up ort
Points
E21(f, h) (dB)
Mean Max Mean Max
15 52.5 35.4 13 52.3 44.8
20 61.4 44.9 18 61.8 51.9
22 62.5 48.2 22 64.6 28.4
37 76.2 51.1 37 91.5 71.3
44 93.2 82.3 44 94.1 80.7
The capacitive step example is derived from [24].
TABL II. Convergenc of ℜ11(f, l) and ℜ21(f, l)
Determined by ASA2 for Capacitive Step Example
ℜ11(f, l) ℜ21(f, l)
No.
Support
Points
E11(f, l) (dB) No.
up ort
Points
E21(f, l) (dB)
Mean Max Mean Max
12 42.3 22.1 12 54.8 38.0
17 57.1 40.2 16 56.7 36.2
21 61.1 50.7 19 65.6 51.8
45 82.5 63.8 42 89.3 71.1
The capacitive step example is derived from [24].
TABLE III. Convergence of ℜ(f, h) Determined by
ASA3 for Capacitive Step Exam le
No.
Support
Points
E11(f, h) (dB) E21(f, h) (dB)
Mean Max Mean Max
15 52.5 35.4 54.8 37.0
20 61.3 44.6 66.1 47.2
22 62.5 48.3 65.0 36.4
37 76.3 51.2 89.9 65.0
42 96.4 85.2 98.5 85.7
TABLE IV. Convergence of ℜ(f, l) Determined by
ASA3 for Capacitive Step Example
No.
Support
Points
E11(f, l) (dB) E21(f, l) (dB)
Mean Max Mean Max
12 42.8 22.1 54.0 36.6
18 59.0 47.9 65.0 55.2
22 61.1 51.2 65.4 55.2
46 82.4 63.8 86.3 69.0
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Figure 2.26: Model erro s for step in
waveguide for multi-variate, multiple
out ut problem (from [36])
w) using ASA2 as the number of support points
increase.
A multiple output model ℜ(f, w) was then de-
termined for S11(f, w) and S21(f, w) and the results
are shown in Table VI. Comparing the results in
Table VI with those in Table V, where separate
models were determined for the reflection and
transmission coefficients, shows that with equiva-
lent accuracies the total number of support points is
approximately halved.
C. Longitudinal Slot in Common Broad
Wall of Two Rectangular Waveguides:
Three Variables
A multivariate, multiple output model ℜ(f, l, d) was
determined to characterize a longitudinal slot in the
common broad wall of two rectangular waveguides as
illustrated in Figure 3. The scattering parameters that
completely define such a discontinuity are S11(f, l, d),
S21(f, l, d), and S31(f, l, d). The port numbers are
shown in Figure 3 with port 1 being the incident port.
The variables are: frequency f, slot length l, and slot
distance from the waveguide sidewall d. The model
was determined for a standard WR90 rectangular
waveguide with f  [8, 12] GHz, l  [3.5, 10] mm, d
 [1, 11] mm, slot height t  2.54 mm, and slot width
w  0.5 mm. The structure is analyzed using the
method of moments [35]. Table VII shows the accu-
racy of the model as the number of support points
increase. An error of smaller than 58 dB was
Figure 2. The cross-sectional and top views of the induc-
tive posts.
TABLE V. Convergence of ℜ11(f, w) and ℜ21(f, w)
Determined by ASA2 for Inductive Posts Example
ℜ11(f, w) ℜ21(f, w)
No.
Support
Points
E11(f, w) (dB) No.
Support
Points
E21(f, w) (dB)
Mean Max Mean Max
18 38.1 23.7 23 59.1 41.6
28 67.2 49.2 30 52.1 27.4
53 91.5 73.7 57 87.9 72.5
The inductive posts example is derived from [24].
TABLE VI. Convergence of ℜ(f, w) Determined by
ASA3 for Inductive Post Example
No.
Support
Points
E11(f, w) (dB) E21(f, w) (dB)
Mean Max Mean Max
23 61.7 43.4 58.7 41.2
29 69.3 54.5 67.2 51.6
45 77.8 59.6 78.4 67.2
56 87.8 64.1 85.7 70.1
Figure 3. The cross-sectional, top, and side views of the
longitudinal slot in the co mon broad wall of two rectan-
gular waveguides.
TABLE VII. Convergence of ℜ(f, l, d) Determined
by ASA3 for Capacitive Step Example
No.
Support
Points
E11(f, l, d)
(dB)
E21(f, l, d)
(dB)
E31(f, l, d)
(dB)
Mean Max Mean Max Mean Max
301 58.2 14.2 62.8 39.4 60.3 17.7
403 66.0 35.9 73.5 51.8 70.0 38.8
536 71.3 47.8 70.6 48.8 74.0 48.0
577 74.0 58.2 79.0 63.8 77.4 60.3
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Figure 2.27: lot in waveguide for
multi-v riate, multiple output p ob-
l m (from [36])
w) using ASA2 as the number of support points
increase.
A multiple output model ℜ(f, w) was then de-
termined for S11(f, w) and S21(f, w) and the results
are shown in Table VI. Comparing the results in
Table VI with those in Table V, where separate
models were determined for the reflection and
transmission coefficients, shows that with equiva-
lent accu cies the total numb r of support oints is
approximately halved.
C. Longitudinal Slot in Common Broad
Wall of Two Rectangular Waveguides:
Three Variables
A multivariate, multiple output model ℜ(f, l, d) was
determined to characterize a lo gitudinal slot in the
common broad wall of two rectangular waveg ides as
illustrated in Figure 3. The scattering parameters that
completely define such a disc ntinuity are S11(f, l, d),
S21(f, l, d), and S31(f, l, d). Th port numbers are
shown in Figure 3 with port 1 being the incident port.
The var ables are: frequency f, slot length l, and lot
distance from the waveguide sidewall d. The model
was determined for a standard WR90 rectangular
waveg ide with f  [8, 12] GHz, l  [3.5, 10] mm, d
 [1, 11] mm, slot height t  2.54 mm, and slot width
w  0.5 mm. The structure is analyzed using the
method of moments [35]. Table VII shows the accu-
racy of the model as the number of support points
increase. An error of smaller than 58 dB was
Figure 2. The cross-sectional and top views of the induc-
tive posts.
TABLE V. Convergence of ℜ11(f, w) and ℜ21(f, w)
Determined by ASA2 for Inductive Posts Example
ℜ11(f, w) ℜ21(f, w)
No.
Support
Points
E11(f, w) (dB) No.
Support
Points
E21(f, w) (dB)
Mean Max Mean Max
18 38.1  3.7 23 59.1 41.6
28 67.2 49.2 30 52.1 27.4
53 91.5 73.7 57 87.9 72.5
The inductive posts example is derived from [24].
TABLE VI. Convergence of ℜ(f, w) Determined by
ASA3 for Inductive Post Example
No.
Support
Points
E11(f, w) (dB) E21(f, w) (dB)
Mean Max Mean Max
23 61.7 43.4 58.7 4 .2
29 69.3 54.5 67.2 51.6
45 77.8 59.6 78.4 67.2
56 87.8 64.1 85.7 70.1
Figure 3. The cross-sectional, top, and side views of the
longitudinal slot in the common broad wall of two rectan-
gular waveguides.
TABLE VII. Convergence of ℜ(f, l, d) Determined
by ASA3 for Capacitive Step Example
No.
Support
Points
E11( , l, d)
(dB)
E21(f, l, d)
(dB)
E31(f, l, d)
(dB)
Mean Max Mean Max Me n Max
301 58.2 14.2 62.8 39.4 60.3 17.7
403 66.0 35.9 73.5 51.8 70.0 38.8
536 71.3 47.8 70.6 48.8 74.0 48.0
577 74.0 58.2 79.0 63.8 77.4 60.3
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Figure 2.28: Model errors for slot in
waveguide for multi-variate, multiple
output problem (from [36])
In terms of citations, the work in this section represents the research from
my group with the highest impact. At the time, the algorith required the
least amount of s port points for a multi-variate problem of any of the avail-
able techniques, was very stable numerically, and produced a model that h d
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many benefits due to its partial fraction nature. The paper in the IEEE Trans-
actions on Microwave Theory and Techniques has turned out to be the most
cited paper from my group, and is still cited every year a number of times. It
provided a benchmark of sampled interpolation models for at least a decade,
and is even today still a method to which new algorithms are compared.
2.6.2 Extended meta-models
Dr Lehmensiek’s work was continued by another PhD student, Dr Marlize
Schoeman, again in cooperation with Prof Dhaene and Prof Cuyt. For the
follow-up work, we focused on the application of meta-models to microwave
resonators [37]. The analysis of high-Q resonators is quite challenging, as
most resonators exhibit multiple resonance modes, and the Q-factor of each
of these modes, as well as their centre frequencies, are often of interest. The
Q-factors are of special importance, as they determine the performance of
any device which utilises a resonator, such as filters, oscillators, etc. Typical
computational analysis of Q-values performs a loss-less eigenmode analysis to
obtain the resonance frequencies and the field distributions at each frequency,
and then uses the loss-less surface currents to calculate loss, and the loss-less
fields to calculate stored energy. From these two values, the Q is obtained as a
simple ratio. This approximated technique is used because the eigen-solution
of a structure is much more difficult if lossy boundaries (or complex impedance
boundaries) are included in the basic analysis.
For structures containing bulk loss mechanisms, such as dielectric, and
radiation or surface-wave losses, such as open microstrip, the approximate
technique does however not work, as loss has to be included in the basic for-
mulation. This also means that eigenmode analysis is mostly not possible,
except under very specific conditions. Instead, the calculation of resonant fre-
quency and Q are typically done by analysing a structure which consists of a
port, or two ports, coupling lightly to the resonator, and calculating the Q from
an |S21| or |S11| sweep against frequency, as shown in Fig. 2.29. In principle,
the resonance frequencies are simply read off from such a sweep, as the points
of maximum transmission or minimum reflection, and the Q is calculated by
the ratio of the magnitude at that point and the 3dB-bandwidth.
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Fig. 4.7. Excitation used to construct ring resonators of normalised ring width w/R = 0.1 and w/R = 0.6.
and Vector Fitting) are compared with respect to their ability to predict the resonance frequen-
cies of a loaded microwave ring resonator. The prediction of both fundamental and higher-order
resonances are investigated and results are verified against predictions obtained from commer-
cial software and measurement. In addition, a new algorithm for the extraction of the resonant
frequencies from the rational approximation of the scattering parameter magnitude plot is pro-
posed. The second study investigates the correctness of the interpolation function, by focusing
on asymmetries in the discretisation causing unwanted mode splitting.
4.2.1 Study 1—Investigation of the Accuracy of Different Model Predictions
When a loaded microstrip ring resonator is loosely coupled to its feed lines, the coupling gap
capacitances do not greatly affect the intrinsic resonant frequencies of the ring. Using this model
of loose coupling, the ring resonators of Section 4.1.4 were loaded with symmetrically arranged
feed lines as shown in Fig. 4.7. Ring #1 was excited with feed lines of length pL = 3 mm and
width pW = 1.53 mm, and a coupling gap size of g = 0.7h. However, when using the same
excitation on the lower impedance ring (Ring #2), coupling was found to be too small. To
increase the coupling, the following feed parameters were used: pL = 5 mm, pW = 1.53 mm,
α = 15◦ and g = 0.6h. This investigation focuses on the comparison of different rational meta-
models with respect to their ability to approximate the S-parameter response of a resonator
accurately before locating the resonance frequencies at the maxima of the S-parameter magni-
tude response.
Fig. 4.8(a) shows the S-parameter response of Ring #1 as calculated with the MoM code.
Using the Vector Fitting adaptive rational interpolation formulation, a response with a -100 dB
accuracy in the interpolant (Ek(f) = |<k(f)−<k−1(f)|) and only 20 support points was found.
Fig. 4.8(b) shows the comparative result when using the same number of support points, but
at equally spaced discrete frequency points. Since no additional data exist between the selected
points, this method fails to correctly predict the system response. Even if the number of discrete
evaluation points is increased to a large number, which is computationally inefficient, there is a
chance that the points of resonance will still be missed.
Figure 2.29: Input and output coupled ring resonators (from [38])
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For high-Q resonators, this is however very difficult, as the calculation de-
pend very strongly on both the exact position and the exact magnitude of a
very sharp peak in either |S21| or |S11|,. To find this position and magnitude
accurately, the frequency sweep should include this exact point, within parts of
one percent - however, this point is not known beforehand. Most commercial
solvers therefore struggle to do this. This problem is even worse in measure-
ments, as a measurement is always limited to fixed frequency points set up at
the start of the measurement, during calibration, and to position a point at
the exact resonance frequency is impossible.
In [37], the basic principle applied was to first approximate an |S21| or |S11|
curve, using adaptive sampling and a meta-model, and then find the resonance
point from the curve. In this way, the CEM analysis (or measurement sweep)
need not include the exact point. The Q-value is then determined from the
skirts of the curves in the vicinity of this point, and not from the exact value
at the resonance point.
The first attempts at this exploited some of the characteristics of the
Method-of-Moments (MoM) to fit models to computed data points for ring
resonators specifically, across a frequency range which includes a number of
resonance points [38],[39]. The advantage of this approach is clear in Fig. 2.30,
where a interpolation-based curve is compared to one using equally spaced fre-
quency points. It is evident that, in the case of discrete points, the accuracy
of the resonant point will be completely determined by the frequency spacing,
which quickly become prohibitive if accuracies better than 0.1% are required.
In addition, some resonant points are inevitably completely invisible. The
interpolated curve, on the other hand, naturally predicts this extremely accu-
rately, using a small number of points.Chapter 4—Calculation of Resonant Frequencies 44
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(a) MoM using adaptive rational interplation.
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(b) MoM using 20 discrete equally spaced support
points.
Fig. 4.8. Comparison of S21 magnitude responses obtained using an equal number of samples for the
adaptive rational interpolation formulation and the evaluation of linearly spaced discrete frequencies.
To obtain the resonant frequencies numerically from the interpolant of the S-parameters, use
is made of the fact that the interpolant can be evaluated at any frequency point with little
extra cost. An initial estimate of f0 is taken from the S-parameter plot. The interpolant is
then evaluated at a large number of equally spaced points (e.g. 100 Hz apart) around f0. The
frequency associated with the maximum magnitude then becomes the new resonant frequency.
If this frequency falls on the first or last point in the evaluated interval, the S-parameter slope
is either decreasing or increasing and the process is repeated. Otherwise, the interval includes
the correct resonance value and the spacing is decreased to 10% of the previous interval spacing,
i.e. 10 Hz. The process then repeats itself and the algorithm terminates when the frequency
spacing reaches the user defined accuracy of e.g. 0.1 Hz.
Table 4.4 shows the results of this experiment for Ring #1, while Table 4.5 lists the results for
Ring #2. The maximum discretisation size L was set to λ/35 at the maximum frequency in
each interval; and the interpolation error Ek was required to be less than -100 dB across the
band. Comments on accuracy and higher-order modes are given below.
Accuracy and Higher-Order Modes
i) As the rings are excited using colinear feed lines, only one of the dual mode frequencies
will be excited.
ii) Using the described algorithm for the extraction of the resonant frequencies from a ra-
tional approximation of the scattering parameter magnitude plot, the first four resonant
frequencies of Ring #1 were calculated as 2.02 GHz, 4.02 GHz, 6.02 GHz and 8.02 GHz,
all corresponding to the TMn10 modes.
iii) Similarly for Ring #2, five resonant frequencies were identified at 2.04 GHz, 3.62 GHz,
5.00 GHz, 5.97 GHz and 6.36 GHz, corresponding to the TM110, TM210, TM310, TM120
and TM410 modes. Note that the higher-order TM020 resonance frequency could not be
Figure 2.30: Fit of i terpolation model (from [39])
The study showed two very important sources of error [39]. One was the
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phenomenon of mode splitting, where one resonance is split into two apparent
resonances due to the convergence error limit being set at too small a value,
as shown in Fig. 2.31. The other is masked modes, where the close proximity
of two adjacent modes causes one to become ’hidden’ by the other, as shown
in Fig. 2.32.
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4.2.2 Study 2—Investigation of Mode Splitting
A microstrip ring resonator is known to support two degenerate (orthogonal) modes that coexist
independently of each other. If circular symmetrical ring resonators are used with colinear
feed lines, then only one of these modes will be excited. If the coupling lines are arranged
asymmetrically (or the symmetry of the ring is disturbed), then both modes should again be
excited and the slight splitting of the modes should be easily detected [74]. A different result
was however found when analysing a symmetrical ring structure with a coarse asymmetric mesh
discretisation—an undesirable mode splitting occurred.
The test problem consisted of a microstrip ring resonator with mean ring radius R = 7.475 mm
and a normalised ring width w/R = 0.1. The dielectric substrate has a relative permittivity
of r = 10.2 and thickness h = 0.635 mm. The coupling lines were arranged symmetrically
with a coupling gap size of g = 0.1h and the port lengths and widths were pL = 8.2 mm and
pW = 1.4328 mm respectively. No dielectric or surface losses were included in the calculations
and the problem was discretised into 87 asymmetrically spaced triangles.
Fig. 4.10(a) shows the S-parameter response around the TM110 resonant frequency for a −70 dB
and a −80 dB error in the interpolant. For the −80 dB error case, an unexpected mode split-
ting is observed, in this case traceable to a slightly assymetric MoM solution. However, this
phenomenon is absent from the −70 dB error case, where the accuracy of the fit is only slightly
worse. Using a finer symmetric discretisation of 200 triangles, mode splitting was eliminated
and only a single mode was successfully excited.
The surface current magnitudes at first resonance were analysed and plotted along symmetrical
lines around the ring. The currents, as shown in Fig. 4.10(b), are anti-metrical around the ring.
Upon mirroring one set of data around the zero position, it was found that the currents indeed
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lines around the ring.
Fig. 4.10. Mode splitting caused by slightly assymetric MoM solution.
Figure 2.31: Split modes (from [39])
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Fig. 4.9. S21 magnitude response of Ring #2 demonstrating the improbability of correctly identifying
the TM020 mode frequency.
extracted from the S-parameter response as the TM310 and the TM020 modes were too
closely spaced in frequency. This is shown in Fig. 4.9 where the TM020 mode disappears
below the skirts of the more strongly coupled TM310 mode.
iv) Compared to the resonant frequencies read off the S21 magnitude responses measured
and computed with FEKO Suite 4.2, the frequencies for Ring #1 were found to agree
within 0.6% and 0.3% respectively. Also, compared to the natural frequencies found in
Section 4.1.4 Table 4.2, results were within 0.3% of the MoM and 1.0% of the CST pre-
dictions.
v) For Ring #2, the comparisons yielded accuracies of better than 3.6% and 3.0% compared
to the measured and FEKO simulated results. Larger discrepancies in the measured results
may be as a result of the finite size ground planes used in the practical structure. Compared
to the natural frequencies found in Section 4.1.4 Table 4.3, results were within 0.7% of the
MoM and 3.3% of the CST predictions.
Conclusion
Mode identification from an S-parameter response requires the finding of resonance peaks or
maxima. Similar to the extraction techniques based on the solution of an eigenmode problem,
resonance frequencies can be predicted accurately. However, finding multiple maxima using an
automated algorithm poses a far more daunting task than to identify multiple zeros, as numerical
noise effects can easily be misinterpreted as resonance frequencies. In addition, the technique
can only identify the resonance frequencies of modes that are excited and do not disappear below
the skirts of nearby modes that are more strongly coupled.
Figure 2.32: Masked modes (from
[39])
For multiple modes on one structure, the identification of modes become
important in addition to their resonance frequencies. To automatically recog-
nise modes from field patterns requires a correlation betwee an ’ideal’ field
and the calculated field, at the exact resonant frequency. In the case of open
ring resonators, the ’ideal’ fields are calculated using magnetic wall bound-
aries on the outer circumference of the ring. Two sets of results are shown in
Figs. 2.33 and 2.34, one set for a thin ring, and one for a thick ring. The result
in Fig. 2.34 was particularly satisfactory, as both the CEM analysis and the
meta-model have to be almost excact to achieve reliable recognition of higher
order modes on thick rings.
Figs. 2.35 and 2.36 show the resonance f equ ncies for thin and thick rings
as functions of ring diameter. Again, the algorithm could create these complete
graphs in a fully automated way.
The next step was to calculate the Q-factors, using the interpol t d curves.
By a first order partial fraction expansion, it is simple to show that the form
of any of the scattering parameters in the vicinity of a resonant peak, can be
approximated as
Sij =
ait+ a2
a3t+ 1
t = 2(f − fL)
fL
(2.9)
where fL is the support point closest to the resonance point. In what is known
as the TQMF method, the constants a1 to a3 are found using a least-squares
fit of the analysis data in the vicinity of the resonant point to (2.9), from which
the Q can be simply found as the imaginary part of a3.
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TABLE 6.3
Identification of resonant modes by means of cross-correlation and variance.
(Ring parameters: R = 16.9 mm, w/R = 0.05)
Resonant 2nd Highest
Mode f0 [GHz] % Cross-Correlation Band of Variance % Cross-Correlation Band of Variance
TM110 2.0537 92.50 0.0235 83.83 0.0020
TM210 4.0986 98.61 0.0237 83.94 0.0015
TM310 6.1453 96.91 0.0224 81.28 0.0007
TM410 8.1851 99.08 0.0229 84.08 0.0011
TM510 10.2157 99.01 0.0219 81.06 0.0013
(a) TM110: 92.50% correlation. (b) TM210: 98.61% correlation. (c) TM310: 96.91% correlation.
(d) TM410: 99.08% correlation. (e) TM510: 99.01% correlation.
Fig. 6.9. Resonant modes identified using cross-correlation and variance parameters. (Ring parameters:
R = 16.9 mm, w/R = 0.05)
percentage quite low (78.15%), but it is also worse than some of the other mode correlations
achieved. Since none of these correlations are very good either (maximum of 89.30%), it was
suggested to use the band of variance instead, which indeed identified the correct resonant mode.
Figs. 6.9 and 6.10 verify the identified modes by plotting the current magnitude patterns at each
of the resonant frequencies.
It was mentioned previously that the proposed technique is limited to the availability of an
analytical field analysis model from which the ideal mode patterns can be computed. An example
is the square or meander ring resonator. In fact, so far only the annular ring resonator has the
field theory derivation for its frequency modes [74]. For square ring resonators, it is difficult
Figure 2.33: Identification of modes for thin ring (from [38])
Referring to the formulation in the previous section [30], the full one-
dimensional approximation function can be simplified in the vicinity of a res-
onant point [38],[39], to
R(f) = S0 +
f − f0
ψ1(f1, f0) + f−f1θN (fL)
(2.10)
where fL is the support point closest to the resonance point, S0 ans S1 the
two other closest points, and θ(fL) is the approximation function evaluated at
fL. It is clear that this form is the same as that of (2.9), and that the Q can
therefore be obtained by simply equating the coefficients. No least-squares fit
is however required, and the same interpolation function can be used for each
resonant point. An example of this is shown in Fig. 2.37.
The results of an example ring resonator is shown in Fig. 2.38, where the
interpolation-based method is compared to the TQMF method. Of note is the
small number of support points required for good accuracy.
At this stage, another interpolation method known as Vector-Fitting be-
came popular for microwave meta-models. In [40] and [41], this method was
shown to compare very favourably to the rational function approach, especially
for one variable, and for the modelling of resonance frequencies and Q-values.
Extended procedures to accommodate noisy data, such as obtained from mea-
surement, were also developed [42] and [43]. The use of Vector-Fitting was
also shown to be applicable to the extraction of Spice models [44].
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(a) TM110: 99.64% correlation. (b) TM210: 99.74% correlation. (c) TM310: 99.68% correlation.
(d) TM020: 99.79% correlation. (e) TM120: 99.33% correlation. (f) TM410: 99.58% correlation.
(g) TM220: 99.36% correlation. (h) TM510: 99.26% correlation. (i) TM610: 97.69% correlation.
(j) TM320: 99.31% correlation. (k) TM030: 99.23% correlation. (l) TM710: 78.15% correlation.
Fig. 6.10. Resonant modes identified using correlation and variance parameters. (Ring parameters:
R = 18.75 mm, w/R = 0.6)Figure 2.34: Identification of modes for thick ring (from [38])
As a final step, multi-variate models for resonance frequencies and Q-values
were developed using the expanded multi-variate rational interpolation tech-
nique [37]. As before, this work is mathematically dense, and beyond the scope
of this dissertation. The reader is referred to [37].
This follow-up work on meta-modelling was very valuable in terms of ce-
menting the basic algorithms. To some extent, the capabilities of commercial
EM-solvers have made parts of the work obsolete, but it is still used in-house
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Fig. 6.14. Two-dimensional model of a ring resonator with frequency and mean ring radius variable.
(Ring parameters: R = [13.5 mm, 22.5 mm], w/R = 0.05; f = [1 GHz, 11 GHz])
Fig. 6.14 plots the first six TMn10 mode frequencies that were successfully identified and approxi-
mated. Convergence of these models was reached within only 5 geometrical samples (Nx = 5),
while the total number of CEM analyses added up to Ns,tot = 163, with a total of Nz,tot = 56
resonant frequencies correctly identified. Note that these roots all occurred as degenerate reso-
nance pairs. Table 6.6 lists the individual number of samples Ns required by each of the adaptive
frequency sampling loops, with the number of samples increasing almost proportionally to the
number of roots identified.
Upon further analysis it was also noted that the TM710 resonance frequency was only identified
at R = 22.5 mm. Since at least three samples are required to build a metamodel, this mode is
not added to the output space and no model was constructed. Also, the dotted lines fall outside
of the constrained interpolation area and shows extrapolated model values. In some instances
the extrapolated values may be fairly accurate, as would seem to be the case for the present
example. However, in other situations these values cannot be trusted. Section 6.8 elaborates on
this topic of accuracy in the interpolation and extrapolation models.
TABLE 6.6
Number of samples required to reach convergence in each of the adaptive frequency
sampling loops.
(Ring parameters: R = [13.5 mm, 22.5 mm], w/R = 0.05; f = [1 GHz, 11 GHz])
Number of Geometrical Number of Frequency Number of Roots
Samples (Nx) R [mm] Samples (Ns) Found (Nz)
1 13.50 26 8
2 22.50 38 14
3 16.50 27 10
4 19.50 32 12
5 20.25 40 12
Figure 2.35: Resonance frequencies
of modes for thin ring (from [38])
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6.7.2 Study 2—Two-Dimensional Modelling, with f and w/R Variable
In this study, the ring structure was chosen to support both TMn10 modes and higher-order
TMnm0 modes by varying the normalised ring width. The test problem consisted of an unloaded
lossy microstrip ring resonator with mean ring radius R = 16.9 mm and normalised ring width
interval of w/R = [0.05, 0.6], while the frequency interval was set to f = [1.5 GHz, 10.5 GHz].
The problem was initialised withNx = 4 andNs = 5 equi-spaced samples; the adaptive frequency
sampling loops terminated upon reaching a 0.25% convergence of the roots and the adaptive
geometrical sampling loop terminated when all output models reached a convergence of better
than 0.1% over the interpolation interval.
Fig. 6.15 shows the final interpolated (solid) and extrapolated (dotted) modelling results. Con-
vergence was reached withNx = 12, requiring a total ofNs,tot = 590 CEM evaluations identifying
Nz,tot = 171 resonant frequencies. Table 6.7 lists the individual number of samples Ns required
by each of the adaptive frequency sampling loops, together with the number of roots identified.
In this example higher-order modes are also being modelled. Since these modes only exist for
w/R > 0.2, it was found that the samples tend to be more densely spaced in regions where
more outputs are being modelled. Also, note that in some instances (e.g. w/R = 0.4167)
the adaptive frequency sampling algorithm fails to identify some of the higher-order resonance
frequencies. This was found to happen only when the resonance frequencies of two different
modes are numerically close. However, this poses no significant problem, as the model for that
mode is simply built using less data. A disadvantage, however, might be that the constrained
region of interpolation ends up being more constrained than is actually the case (see TM020 and
TM120). Also, the algorithm might require selection of a few more geometrical samples with
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Fig. 6.15. Two-dimensional model of a ring resonator with frequency and normalised ring width variable.
(Ring parameters: R = 16.9 mm, w/R = [0.05, 0.6]; f = [1.5 GHz, 10.5 GHz])Figure 2.36: Resonance frequencies
of modes for thick ring (from [38])
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recurrence formula
Nk(fL) = ϕk(fk, fk−1, · · · , f0)Nk−1(fL) + (fL − fk−1)Nk−2(fL) k = 4, 5, · · · , Ns
Dk(fL) = ϕk(fk, fk−1, · · · , f0)Dk−1(fL) + (fL − fk−1)Dk−2(fL) k = 4, 5, · · · , Ns
Θk(fL) =
Nk(fL)
Dk(fL)
k = 2, 3, · · · , Ns,
(5.18)
but with different starting conditions N2(fL) = ϕ2(f2, f1, f0),
N3(fL) = ϕ3(f3, f2, f1, f0)N2 + (fL − f2), D2(fL) = 1 and D3(fL) = ϕ3(f3, f2, f1, f0).
Note that the interpolant passes through the point of resonance (fL,HL) and also the support
points H0 and H1. For a best fit these are selected as the two support points closest to fL. After
transforming Eq. 5.17 to the form of Eq. 5.11†, the loaded quality factor is given by
QL = Im{a3} = Im
{
fL
2(ϕ1(f1, f0)ΘN (fL)− f1 + fL)
}
. (5.19)
Fig. 5.5 plots the improved ree-point solutions as calculated at the two test resonance frequen-
cies discussed in Figs. 5.3 and 5.4. The method yielded Q-values of 1662.7 at fL = 2.0306 GHz
and 949.2 at fL = 4.0461 GHz. These results are within 1.6% of the values predicted with the
TMQF least-squares fit.
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(b) fL = 4.0461 GHz.
Fig. 5.5. Improved three-point rational interpolation fit on S11 data.
5.2.1 Study 1—Verification of the Three-Point Method
In this study the three-point rational interpolation method is verified theoretically for both
high-Q and low-Q values. The basic ring structure selected for this test study is that of Ring #1
(R = 16.9 mm, w/R = 0.1) described in Section 4.2.1, and supports only the TMn10 modes that
are widely spaced in frequency. The three-point method computes the loaded quality factor of a
resonator. To establish high values of QL, losses were suppressed by setting tan(δ) = 0, surface
†The result is obtained by a simple interchange from ϕ2(f2, f1, f0) to ΘN (fL) in Eq. 5.15.
Figure 2.37: Calculation of Q (from [38])
VI. CONCLUSION
In this article a rational interpolation model (Thiele-
type continued fractions) was exploited to accurately
predict the characteristics f0 and Q of a microstrip ring
resonator. Calculation of resonant frequencies was per-
formed using two techniques: one predicting the natu-
ral frequencies of an unloaded resonator (eigenmode
problem) and the other using the S-parameter response
of a loosely coupled loaded resonator. For the calcula-
tion of Q-values, a new three-point rational interpolant
function in the region of resonance was proposed. This
technique utilises already known interpolant coefﬁ-
cients and provides a direct ﬁt and solution to the Q-
factors.
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Figure 2.38: Resonant frequency and Q results (from [39])
to characterise and optimise resonators, as it improv the accuracy of normal
methods sig ificantly. It also s rved to establish a two-decade relationship
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between my group and that of Profs Dhaene and Cuyt.
2.7 Conclusion
My work on modelling has constituted a significant part of my career, and has
led to strong research cooperation with international groups. The principles
involved in computational electromagnetic modelling, circuit model parameter
extraction and meta-models also occur in a wide range of related fields, espe-
cially that of the design of passive circuits. All the methods discussed in this
chapter represented state-of-the-art solutions at the time they were published,
and together they served to establish my group internationally in the area of
modelling.
The work has continued through the activities of my graduated students,
both in academia and industry. In particular, Dr Lehmensiek (in his role at the
company EMSS Antennas) and Prof de Villiers have applied these techniques
to the design of the reflector array dishes of the Square-Kilometre-Array an-
tenna in South Africa, the biggest electronic engineering and science project
in the history of South Africa. Currently, Prof de Villiers has a large research
programme in this field, with myself restarting efforts in this field - now in the
area of statistical modelling as applied to manufacturing yield of microwave
devices.
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Microwave Filters
3.1 Introduction
The design of microwave filters has been the most constant activity throughout
my research and professional consulting career. From my very first reseach
project, up to the writing of this dissertation, filters of varying form, frequency
and type have permeated my work.
3.2 Bandpass filters utilising higher-order
modes
The Mode-Matching codes developed in the first years of my research career
naturally led me to filter structures which in some way utilised, or suffered
from, higher order mode effects. While multiple modes exist on all guiding
structures, dimensions for structures are normally chosen in such a way that
all except one of these modes are below cut-off, as most design algorithms
are based on single-mode transmission line models. A number of applications
where multiple propagating modes were not only allowed, but used to good
effect, have however been proposed through the years. Examples of this include
the use of dual- and triple-mode cavities to reduce the size of waveguide filters,
the improvement of aperture distributions in antenna feeds for reflector type
antennas, and the shaping of power distributions in waveguides for spatial
amplifier applications. Multiple propagating modes have also been utilised
effectively to implement complicated designs elegantly, such as cross-coupled
filters.
The design of devices utilising multiple propagating modes are complicated
by a few problems. In general, a typical discontinuity separating two waveg-
uides A and B is represented by an n x m scattering matrix, for which the
equivalent circuit in Fig. 3.1 was proposed in [45]. Here, W (n,m) represents
a transformer ratio directly linked to the mode-matching method, and ZA(n)
32
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and ZB(m) the impedance of modes n and m in waveguides A and B respec-
tively. In the case of single-mode propagation, only two of the terminating
impedances are replaced by ports, resulting in a standard two-port network.
All the other impedances are imaginary, and can be lumped together in one
frequency dependant reactive element. For design purposes however, models
that contain elements with non-linear frequency dependencies are virtually
useless. In practice, the model in Fig. 3.1 is approximated for a specific struc-
ture and frequency range, by a few ideal elements like inductors, capacitors
and sections of transmission line. This approach is inherently narrowband and
approximate, although excellent models do exist.
On the design of waveguide devices using multiple 
propagating modes 
Petrie Meyer1, Christopher A Vale1, Werner Steyn1 
 
Abstract - This paper presents a number of strategies which can 
be used when designing waveguide devices with multiple 
propagating modes. Three types of devices are discussed by way 
of example, namely bandstop filters for microwave heating 
applications, narrow band coupled resonator filters, and  
rectangular monopulse feeds. 
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 Multiple1modes exist on all guiding structures, but 
dimensions are normally chosen in such a way that all except 
one of these modes are below cut-off, as most design 
algorithms are based on single-mode transmission line 
models. A number of applications where multiple propagating 
modes were not only allowed, but used to good effect, have 
however been proposed through the years. Examples of this 
include the use of dual and triple mode cavities to reduce the 
size of waveguide filters [1,2,3], the improvement of aperture 
distributions in antenna feeds for reflector type antennas [4,5], 
and more recently, the shaping of power distributions in 
waveguides for  spatial amplifier applications [6,7]. Multiple 
propagating modes have also been utilized effectively to 
implement complicated designs elegantly, such as cross-
coupled filters. Finally, the dimensions of a given problem are 
not always under the control of the designer, forcing him to 
deal with these modes. 
 The design of devices utilizing multiple propagating modes 
are complicated by a few problems. In general, a typical 
discontinuity separating two waveguides A and B is 
represented by an nxm port scattering matrix, which can be 
implemented as the equivalent circuit shown in Fig. 1 [8]. 
Here, W(n,m) represents a transformer ratio directly linked to 
the mode-matching method, and ZA(n) and ZB(m) the 
impedance of modes n and m in waveguides A and B 
respectively. In the case of single-mode propagation, only two 
of the terminating impedances are replaced by ports, resulting 
in a standard two-port network. All the other impedances are 
imaginary, and can be lumped together in one frequency 
dependant reactive element. For design purposes however, 
models that contain elements with non-linear frequency 
dependencies are virtually useless. In practice, the model in 
Fig. 1 is approximated for a specific structure and frequency 
range, by a few ideal elements like inductors, capacitors and 
sections of transmission line. This approach is inherently 
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narrowband and approximate, although excellent models do 
exist.  
 In the a e of multiple propagating modes, the eq ivalent 
circuit is a multiport system with each mode represented by 
one port, and all the ports linked together through a 
complicated circuit. With the exception of the even and odd 
mode analysis which can be used for the two mode case, n  
formal synthesis techniques exist for cascaded n-ports. Also, 
general optimization techniques have great difficulty with 
these structures, as one dimen ional change normally affec s a 
number of output parameters, some positively and others 
negatively.  
 
 
W(1,1) 
W(1,2) 
W(1,3) 
W(1,M) 
1 
1 
1 
1 
ZB(1) 
ZB(2) 
ZB(3) 
ZB(M) 
ZA(1) 
W(p,1) 
W(p,2) 
W(p,3) 
W(p,M) 
ZA(p) 
ZA(N) 
1 
2 
3 
4 5 
… p 
N 
W(N,M) 
 
  
Figure 1: Circuit model of a general waveguide discontinuity 
 This paper will present a number of techniques that have 
been developed by the authors over the past few years to 
approach the design problem of devices with multiple 
propagating modes. The techniques are mostly a combination 
of synthesis and intelligent optimisation, and rely on the 
careful choice of structures (called functional blocks) which 
contain a limited modal set, and can be cascaded to produce a 
required characteristic. These choices require good knowledge 
of the field patterns in different structures, and are very 
important, as they are normally under the control of the 
designer, and as the wrong choices result in building blocks 
which are just too complicated to use.  
Figure 3.1: Circuit model for a mult-mode discontinuity (from [45])
In the case of multiple propagating modes, the equivalent circuit is a multi-
port system with each mode represented by one port, and all the ports linked
together through a complicated circuit. With the exception of the even- and
odd-mode analysis which can be used for he two-mo e cas , no formal synthe-
sis techniques exist for cascaded N-ports. Also, general optimisation techniques
have gre t difficulty with these structures, as one dimensional change normally
affects a number of output parameters, some positively and others negatively.
My first project focusing on devices which utilise higher order modes, was
on improving the design of classical multi-mode coupled waveguide cavity fil-
ters, which had been used especially in space applications since the 1970’s, but
which were at the time still mostly designed using equivalent models from as
far back as the 1940’s, or experimentation.
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The history of coupled waveguide cavity filters dates from 1948, when the
description and implementation of a direct-coupled cavity filter by Fano and
Lawson, consisting of a number of waveguide cavities separated by thin induc-
tive irises, was proposed. The irises were designed using the small aperture
theory derived by Bethe in 1944 and the measured polarisability data presented
by Cohn in 1952. The possibilities of reducing filter size by allowing more than
one mode to be resonant in the same cavity, were soon realised, and in 1951
Lin demonstrated a fifth order filter realised in a single cylindrical cavity. At
this time prototypes were deemed to be impractical, since the authors could
not achieve independent control of the wanted degenerate modes, as well as
suppression of unwanted modes.
This was the state of coupled cavity filter design until the launch of the first
commercial satellite communications systems in the late 1960s. New technol-
ogy calling for reduction in filter size and weight was required, sparking new
interest in the use of multi-mode coupled cavity filters. The first dual-mode
cavity filter was developed by Atia and Williams at Comsat Laboratories in
1970 and showed that multi-mode cavity filters were indeed commercially vi-
able, and could reduce the number of physical cavities (and thereby the size
and weight) of standard coupled cavity filters by a factor of two. Another sig-
nificant advantage of multi-mode cavities is that the structure allows coupling
to non-adjacent resonators. This can be achieved by using cross-shaped irises
or coupling screws. This cross-coupling between resonators results in transfer
function zeros along the real or imaginary axis, thereby permitting the reali-
sation of elliptical and linear phase filter functions. It was therefore possible
to improve filter performance without increasing the physical dimensions, at
the cost of increased design complexity. After dual-mode filters, the obvious
step towards the design of triple-mode filters and even quad-mode filters was
taken. For such filters, three or four inter-cavity coupling coefficients must be
controlled uniquely and simultaneously by an iris containing more than one
aperture.
At the time, numerical electromagnetic techniques had been introduced,
but were still only viable for very simple structures. In 1999, myself and a PhD
student Dr Werner Steyn, proposed a combination of the numerical Mode-
Matching technique for cylindrical waveguides, adpatively sampled rational
interpolation models, and the so-called Space-Mapping optimisation technique
for the design of multi-mode waveguide filters [45],[46],[47].
The Mode-Matching analysis of cylindrical waveguides with off-centre irises
coupling two cavities is very intensive, firstly due to the evaluation of Bessel
functions for the calculation of the two-dimensional field distributions in each
guide, and secondly as off-centre positioning requires the use of a high number
of modes. It was therefore of high importance to reduce the number of EM-
analysis steps as much as possible.
To solve the coupling factors for a coupled cavity system, the basic structure
in Fig. 3.2 is modelled as shown in Fig. 3.3 for the case of a single mode in each
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cavity. Following equations developed by Cohn, the coupling coefficient can
be extracted from the two eigen-frequencies of the circuit when both ports are
shorted. In terms of scattering parameters, this is illustrated in Fig. 3.4. For
the multi-mode case, each mode is represented by a separate port, as shown
in Fig. 3.5, and the eigen-frequencies must be solved from a characteristic
equation of the full S-matrix. As numerical root-finding is also a numerical
intensive process, the combination of this with the Mode-Matching procedure
proved to be almost intractable.
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basis of this technique is the measurement method whereby the coupling coefficients 
and resonant frequencies are determined from the phase of the reflection coefficient. 
6.2 CAD PROCEDURE 1: IRIS DESIGN FOR IDENTICAL CAVITIES
WITH NO CROSS-COUPLING 
The derivation of the standard procedure follows from the analysis of the equivalent 
circuit of two identical coupled cavities as shown in figure 6.1. 
Figure 6.1: Equivalent circuit of two coupled cavities
Placing either a perfect electric (PEC) or magnetic conductor (PMC) in the centre of 
the iris, at the symmetry plane of the structure, corresponds to either a short circuit or 
an open circuit in the symmetry plane of the equivalent circuit. Solving for the 
resonant frequencies of the circuit with either the short or open circuit in place, results 
in two natural resonant frequencies of the coupled resonator structure. 
1
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(6.1) 
where fe corresponds to the electric wall or short circuit and fm corresponds to the 
magnetic wall or open circuit. fe is the higher of the two and is only slightly lower
than the resonant frequency of the unperturbed cavity. With the coupling coefficient 
defined as MK
L
= , the equations in (6.1) can be manipulated to obtain a relation 
between the resonant frequencies and the coupling coefficient: 
Figure 3.2: Basic waveguide discon-
tinuity structure(from [45])
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where [ ]+ I corresponds to the PEC and [ ]− I to the PMC.  The system of equations in 
(6.4) has a nontrivial solution only if 
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This is the standard method for the calculation of coupling coefficients from the 
natural resonant frequencies of the structure.  Very little information is available in 
literature on how resonant frequencies are linked to propagating modes.  Accatino 
[76] uses symmetry properties of the iris structures to isolate coupling and natural 
resonant frequencies of specific propagating modes.  This requires different mode sets 
for each propagating mode, which is impractical for general CAD procedures.   
In the new CAD procedure, the natural resonant frequencies are determined by 
analysing the complete structur  of figur  6.3.  This is not usually done, because the 
complexity of the analysis is increased, but using the complete structure allows for the 
calc lation of both natural resonant frequencies of a propagating mode in one 
analysis.  Equation (6.5) then becomes: 
( ) det 0cf  ℜ = + = S I  (6.6) 
 
Figure 6.3: Mode-matching model of complete coupled cavity structure 
Figure 3.4: Basic waveguide discon-
tinuity structure(from [45])
 
Figure 12: Equivalent Circuit for Coupled Cavities 
 The problem can be olved numerically by calculating th  
scattering matrix of the cavity-iris interface, and cascading it 
with the guides forming the cavities and the iris, as shown in 
Fig. 13. By shorting the end ports, the natural frequencies of 
the full system can be obtained by solving Eq. 1. 
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Figure 13: S-matrix Model of Coupled Cavities 
 In the case of single mode pr pagation, only two roots are 
obtained, and the coupling is given by Eq. 2, with fe and fm the 
two frequencies. This method is very standard and has been 
used for the last decade to compute coupling coefficients. 
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 In the case of multiple resonant modes, the numerical 
aspects of this procedure become difficult and time 
consuming. The roots of  Eq. 1 becomes very close together, 
and the turning points of the function move to extremely close 
to the axis. This has the effect that many EM evaluations of 
the structure are necessary to find the required roots. Once this 
has been done, only one coupling value analysis has been 
completed. The next stage is to optimise the structure to give 
the required coupling values for all the modes, which requires 
a large number of coupling value analysis steps. For one 
complete design, the number of EM analysis points quickly 
become prohibitive. 
 To sole this problem, three techniques are combined, i.e. (a) 
reduction of the general scattering matrix (GSM) [11], (b) 
adaptive sampling interpolation [18] and (c) Agressive Space 
Mapping [19].  
 (a) When no cross-coupling between modes exists, i.e. 
21( , ) 0,  
cs i j i j» ¹ , two modes can be isolated by adding short 
circuits to their ports and terminating the remaining modes in 
their respective wave impedances as is shown in Fig. 14 for a 
three mode example. 
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Figure 14: Reducing the Scattering Matrix 
This has the result of reducing the generalised scattering 
matrix of the problem, and causing Eq. 1 to once again have 
only two roots instead of six. 
 (b) To limit the amount of EM evaluations needed to 
determine the roots, the function in Eq. 1 is first replaced by a 
rational interpolation model, created by an adaptive sampling 
algorithm. This algorithm is remarkably effective, and 
generates very accurate approximations to the function with 
typically 8-10 samples. 
 (c) The optimisation of the structure is performed by 
Agressive Space Mapping, with the coarse model being that 
given by small aperture theory, and the full EM analysis the 
fine model. 
 
D. Results 
 
 These three techniques combine to give excellent results, as 
shown in Fig. 15 for the design of a triple mode coupling iris 
at 10GHz. The reduction in EM evaluations is marked. 
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Figure 15: Reduction in EM Evaluations 
 With some extensions, these techniques were used to design 
a multimodal diplexer, consisting of three cavities which 
support three resonant modes each, and an input port which 
couples to different modes at the two diplexer frequencies. 
This enhances isolation between the two channels of the 
diplexer, as a spatial isolation is combined with a filter 
characteristic. A photograph of the diplexer is shown in Fig. 
16, with measured results in Fig. 17. 
 
Figur 3.5: Basi wave uide discon-
tinuity circuit (from [45])
The first step in solving this problem was to reduce the S-matrix by an
algorithm which identified uncoupled modes from the charac eristics of the
ideal two-dimensional field distributions. Instead of shorting all equivalent
ports of the network, non-coupled ports could be term ated in loads, wh ch
reduced the number of zeros in the characteristic equation substantially. This
reduced problem is however still very ill-behaved. Fig. 3.6 shows a typical
cylindrical iris with tw offset irises, and the characteristic equation of the
reduced system in Fig. 3.8. The root-finding problem is quite clear.
T e second ste was therefore to approximate the characteristic function
using the adaptively sampled rational interpolation function theory developed
by Dr Lehmensiek. This had the advantage of requiring only a few samples
to determine a very accurate approximation function, and the even greater
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advantage that the roots of the rational function can be calculated almost
directly due to the nature of the function [33].
Finally, analysis is of course only part of the design cycle. To obtain filter
dimensions, an iris structure must be optimised to produce the correct coupling
factors for multiple modes - a very difficult multi-parameter, multi-objective
problem. This phase was implemented using the (then recently developed)
Space-Mapping technique [46].
Using all three these techniques, numerical design of irises for multi-mode
couplings were made possible for the first time on a PC [47]. An example for a
typical iris is shown in Fig. 3.7, where the number of analysis steps is shown for
one design. The effect of the Space-Mapping was shown to be quite dramatic.
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Figure 9: Transmission Results for TMy11 Mode 
 
 
III.    IRIS DESIGN FOR NARROW BAND MULTIMODE 
FILTERS [11] 
 
A. Introduction 
 
 The history of coupled waveguide cavity filters dates from 
1948 with the description and implementation of a direct-
coupled cavity filter by Fano and Lawson [12],  consisting of 
a number of waveguide cavities separated by thin inductive 
irises. Irises were designed using the small aperture theory 
derived by Bethe [13] in 1944 and the measured polarisability 
data presented by Cohn in 1952 [14].  The possibilities of 
reducing filter size by allowing more than one mode to be 
resonant in the same cavity, were soon realised, and in 1951 
Lin [15] demonstrated a fifth order filter realised in a single 
cylindrical cavity.  At this time prototypes were deemed to be 
impractical, since the authors could not achieve independent 
control of the wanted degenerate modes, as well as 
suppression of unwanted modes.   
 This was the state of coupled cavity filter design until the 
launch of the first commercial satellite communications 
systems in the late 1960s.  New technology calling for 
reduction in filter size and weight was required, sparking new 
interest in the use of multi-mode coupled cavity filters.  The 
first dual-mode cavity filter was developed by Atia and 
Williams [1] at Comsat Laboratories in 1970 and showed that 
multi-mode cavity filters were indeed commercially viable, 
and could reduce the number of physical cavities (and thereby 
the size and weight) of standard coupled cavity filters by a 
factor of two. 
 Another significant advantage of multi-mode cavities is that 
the structure allows coupling to non-adjacent resonators.  This 
can be achieved by using cross-shaped irises or coupling 
screws.  This cross-coupling between resonators results in 
transfer function zeros along the real or imaginary axis, 
thereby permitting the realisation of elliptical and linear phase 
filter functions - the first multiple-coupled waveguide cavity 
filters.  It was therefore possible to improve filter performance 
without increasing the physical dimensions, at the cost of 
increased design complexity. 
 After dual-mode filters, the obvious step towards the design 
of triple-mode filters was taken.  A number of filter structures 
employing various resonant modes and realising a variety of 
filter functions were presented [2] between 1971 and 1989.  
For an elliptical triple-mode filter, three inter-cavity coupling 
coefficients must be controlled uniquely and simultaneously 
by an iris containing more than one aperture.  With the 
introduction of quadruple-mode filters [3] in 1987 the number 
of required couplings increased to four.   
 The increasing complexity of coupling elements inevitably 
led to the use of numerical techniques for analysis and design. 
The first EM-evaluation of a coupled cavity coupling 
coefficient was presented in 1991 using the mode-matching 
technique [16].  A study by Yao [17] in 1994 compared the 
accuracy of coupling coefficients determined by small 
aperture theory and the mode-matching method.  Even for 
simple geometries where only one coupling mode is 
evaluated, errors of up to 10% on the part of the small 
aperture theory was found, clearly illustrating the importance 
of numerical methods in iris design. 
 Today, most designers follow a two-step procedure to 
design coupled cavity filters.  In the first stage, the iris 
dimensions are determined by using either small aperture 
theory, or by calculating the two natural resonant frequencies 
of each mode coupled by the iris umerically.  In the second 
stage, the full filter is optimised with a numerical code.   
 
B. Choice of functional blocks  
 
 In narrowband filter applications, the functional blocks are 
chosen to couple specific modes on both sides of the block to 
each other, with very accurate oupling values. The problem 
is made a lot simpler by the narrowband application, as the 
coupling block is embedded on both sides in resonant sections 
of waveguide. The block is therefore designed to work at only 
one or two frequencies, with at the most four modes on either 
side. A typical functional block is that of the thin circular iris 
coupling two sections of cylindrical waveguide, shown in Fig. 
10. 
 
Figure 10: Typical Coupling Iris 
 
C. Design 
 
 Two identical iris coupled cavities are shown in Fig. 11, 
with the corresponding circuit model in Fig. 12. 
 
 
Figure 11: Identical Iris Coupled Cavities 
Figure 3.6: Typical cylindrical
waveguide iris (from [45])
 
Figure 12: Equivalent Circuit for Coupled Cavities 
 The problem can be solved numerically by calculating the 
scattering matrix of the cavity-iris interface, and cascading it 
with the guides forming the cavities and the iris, as shown in 
Fig. 13. By shorting the end ports, the natural frequencies of 
the full system can be obtained by solving Eq. 1. 
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Figure 13: S-matrix Model of Coupled Cavities 
 In the case of single mode propagation, only two roots are 
obtained, and the coupling is given by Eq. 2, with fe and fm the 
two frequencies. This method is very standard and has been 
used for the last decade to compute coupling coefficients. 
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 In the case of multiple resonant modes, the numerical 
aspects of this procedure become difficult and time 
consuming. The roots of  Eq. 1 becomes v ry close together, 
and the turning points of the function move to extremely close 
to the axis. This has the effect that many EM evaluations of 
the structure are necessary to find the required roots. Once this 
has been done, only one coupling value analysis has been 
completed. The next stage is to optimi e th structure to give 
the required coupling values for all the modes, which requires 
a large number of coupling value analysis steps. For one 
complete design, the number of EM analysis points quickly 
become prohibitive. 
 To sole this problem, three techniques are combined, i.e. (a) 
reduction of the general scattering matrix (GSM) [11], (b) 
adaptive sampling interpolation [18] and (c) Agressive Space 
Mapping [19].  
 (a) When no cross-coupling between modes exists, i.e. 
21( , ) 0,  
cs i j i j» ¹ , two modes can be isolated by adding short 
circuits to their ports and terminating the remaining modes in 
their respective wave impedances as is shown in Fig. 14 for a 
three mode example. 
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Figure 14: Reducing the Scattering Matrix 
This has the result of reducing the generalised scattering 
matrix of the problem, and causing Eq. 1 to once again have 
o ly t o roots instead of six. 
 (b) To limit the amount of EM evaluations needed to 
determine the roots, the function in Eq. 1 is first replaced by a 
rational interpolation model, created by an adaptive sampling 
algorithm. This algorithm is remarkably effective, and 
generates very accurate approximations to the function with 
typically 8-10 samples. 
 (c) The optimisation of the structure is performed by 
Agressive Space Mapping, with the coarse model being that 
given by small aperture theory, and the full EM analysis the 
fine model. 
 
D. Results 
 
 These three techniques combine to give excellent results, as 
shown in Fig. 15 for the design of a triple mode coupling iris 
at 10GHz. The reduction in EM evaluations is marked. 
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Figure 15: Reduction in EM Evaluations 
 With some extensions, these techniques were used to design 
a multimodal diplexer, consisting of three cavities which 
support three resonant modes each, and an input port which 
couples to different modes at the two diplexer frequencies. 
This enhances isolation between the two channels of the 
diplexer, as a spatial isolation is combined with a filter 
characteristic. A photograph of the diplexer is shown in Fig. 
16, with measured results in Fig. 17. 
 
Figur 3.7: Performance of Space-
Mapping p i i ation (from [45])
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Figure 6.5 (a):  Typical Det[S+I] of triple-mode iris in frequency band of interest. 
            (b) and (c):   Im(Det[S+I]) of the same iris showing cluster of roots. 
Once all six the natural resonant frequencies have been determined, the specific mode 
that is at resonance must be identified using the procedure introduced above.  This 
requires a single EM-evaluation of the coupled cavity structure at each of the natural 
frequencies.  Table 6.1 summarises the calculated coupling coefficients and resonant 
frequencies. 
 
 
 
 
 
Figure 3.8: Typical characteri tic
polynomial (from [46])
To illustrate the power of this integrated technique, a diplexer was designed
which supported quadruple modes in the centre cavity, two at each frequency
of the diplexer. The big advantage of this structure, was the orthogonal nature
of the two input modes at the common port feed, which increased the isolation
between channels substantially. At the time this was the first diplexer which
made use of orthogonal field decoupling. The coupling diagram of the diplexer
is shown in Fig. 3.9, with the actual manufactured structure shown in Fig. 3.10.
The complexity of the structure is obvious.
The measured results of the diplexer is shown in Fig. 3.11. The excellent
isolation in the lower passband is clearly visible, as well as the good pass-band
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124 
 Figure 7.3:  Basic coupling structure of fourth order Chebyschev channel diplexer in 
three cavities 
The two fourth order Chebyschev filter channels are identical and designed to have a 
relative bandwidth of 0.8% at 10GHz and 10.3GHz respectively.  For –20dB in-band 
reflection loss the coupling matrix required is: 
0 0.89675 0 0
0.89675 0 0.69249 0
0 0.69249 0 0.89675
0 0 0.89675 0
M
 
 
 =
 
 
 
, R1 = R2 = 1.043 (7.1) 
A simulated transmission and reflection response of the diplexer is given in figure 7.4 
where channel isolation of more than 70dB can be observed at the channel centre 
frequencies.  The simulation was performed using the equivalent circuit of the input 
structure presented in figure 7.7 and will be discussed later in this chapter.  This 
equivalent circuit allows for coupling between the first resonators of the two filter 
channels.  The remaining resonators were added without allowing coupling between 
them. 
Out
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Figure 3.9: Quad-mode diplexer
modes(from [46])
 
 
132 
 
Figure 7.13:  Photograph of constructed diplexer 
I  figure 7.12 the input port feeding the centre cavity is denoted as port one with the 
left and right output ports denoted as ports two and three respectively.  The 
transmission and reflection responses of this device were measured and the results are 
given in figure 7.14 and summarised in table 7.1. 
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Figure 7.14:  Measured transmission and reflection response of diplexer 
Figure 3.10: Quad-mode diplexer
(from [46])
return loss. This structure was at the time the most complicated multi-mode
waveguide structure ever published, and validated the design procedure very
well.
 
Figure 16: Multimodal Diplexer 
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Figure 17: Measured results for Diplexer 
 
 
IV.    MULTIMODE WAVEGUIDE ANTENNA FEED FOR 
MONOPULSE APPLICATION 
 
A. Introduction 
 
 In 1961, PW Hannan presented design objectives for 
optimum antenna feed systems for reflector type antennas in 
monopulse applications. The implementation of these ideas 
were found to be best achieved with multimode antenna feeds 
where, typically, a number of waveguide feeds are first 
combined into one overmoded waveguide, which terminates 
in the radiating aperture [20,5]. The basic problem is shown in 
Fig. 18. By exciting the four input waveguides in three 
different ways, three antenna patterns are obtained, called the 
plus, elevation and azimuth channels. 
 One of the problems with these types of feed, is the 
achievement of good input match across a wide band for all 
three excitations. As late as 1988, a system with an input 
match of -18dB for all three excitations, was reported with a 
bandwidth of only 10% [21]. The fundamental problem in 
reaching the objective of low input reflection, is that one 
physical structure, i.e. the overmoded waveguide, has to 
match three different terminating impedances to the 
impedance of the source guide. In addition, each excitation 
generates a different mode or set of modes in the overmoded 
guide, each of which has a different propagation constant. 
 Designing a quarter wave step into the guide to match for 
one excitation, can therefore easily be the worst choice of step 
length for another mode. 
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Figure 18: Monopulse Feed Structure 
 
B. Choice of functional blocks  
 
 In this type of problem, the functional blocks can be 
determined by first using symmetry to subdivide the problem 
into three different problems. This is an extension of the even 
and odd mode symmetries used in two-mode problems, such 
as coupled lines. The symmetry walls for the three excitations 
are shown in Fig. 19, with 'e' denoting a perfect electrical 
conductor and 'h' a perfect magnetic conductor. 
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Figure 19: Division of the Problem in terms of Symmetry (plus at 
top, azimuth in middle, elevation at bottom) 
Figure 3.11: Quad-mode diplexer results (from [46])
A second example of the integrated design technique, was a dual-mode
cylindrical waveguide filter, using 90 degree spatially rotated rectangular cavi-
ties at both endpoints of a cylindrical resonator, as shown in Fig.3.12 [48]. Up
to this point, cross-coupling between the two degenerate modes of a cylindrical
waveguide was typically implemented using tuning screws at a 45 degree in-
clination to the electric field of both modes. This was typically not designed,
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but simply tuned by hand after construction. In [48], thin, shallow, offset
rectangular cavities called shorted-stub couplings are coupled to the main res-
onator on both endpoints, creating a controllable coupling between the two
degenerate modes. The advantages of this were in the ability to accurately
analyse and design these cavities, and the ability to realize a filter with no
post-manufacturing tuning.STEYN AND MEYER: SHORTED WAVEGUIDE-STUB COUPLING MECHANISM FOR NARROW-BAND MULTIMODE COUPLED RESONATOR FILTERS 1625
Fig. 7. Triple-mode single-cavity filter.
Fig. 8. Measured response of the filter with two TE tuning screws.
function of all the variables and, if necessary, the filter can be
optimized for improved attenuation in this band. This is possible
due to the accuracy with which these filters can be analyzed. It is
important to note that the two tuning screws can be tuned inde-
pendently, which implies a trivial tuning procedure. In the case
of traditional triple-mode cavity filters, two coupling screws and
three tuning screws would be required, all interacting with each
other. In this filter, the new coupling element completely re-
placed coupling screws, and the number of tuning screws was
reduced to two.
IV. CONCLUSION
A new coupling mechanism has been presented in this paper
for implementing narrow-band multimode coupled cavity filters
without coupling screws. The coupling element is a shorted rect-
angular waveguide stub placed in the end walls of cylindrical
filter cavities using perturbation of the magnetic fields to ob-
tain coupling between degenerate modes. This structure has a
number of advantages over screw-type coupling elements pro-
truding into the cavity. Correct positioning can result in dual-
or triple-mode coupling. Since this element can be treated as
an off-centered iris structure, efficient computer-aided design
(CAD) procedures such as the mode-matching technique can be
used for the efficient design of filter structures.
A triple-mode cavity filter without coupling screws was de-
signed for the first time and manufactured. Measurements of this
filter resulted in a simple filter structure that required minimal
tuning effort.
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Figure 3.12: Shorted-stub filter (from [48])
Fig.3.13 shows the way the shorted stubs couple to the two degenerate
modes, and Fig.3.14 shows the measured response of an untuned filter. The
bandwidth of the filter is very narrow (1%), and the excellent result clearly
showed the power of the integrated design technique.STEYN AND MEYER: SHORTED WAVEGUIDE-STUB COUPLING MECHANISM FOR NARROW-BAND MULTIMODE COUPLED RESONATOR FILTERS 1623
Fig. 3. Basic coupling element for triple-mode cavities.
analyzed by the mode-matching method. A further development
was the use of a cylindrical ridge waveguide, shown in Fig. 2(c),
where the coupling elements can be described in cylindrical
coordinates. Fig. 2(d)–(f) shows the use of rotated rectangular
waveguide sections [2], [7], [8] and offset circular waveguide
sections [9] to control the coupling between the orthogonal de-
generate modes in a dual-mode cavity. The elliptical waveguide
allows the control of both the coupling coefficient and individual
resonant frequencies of the degenerate modes. An advantage of
the last three cases presented in Fig. 2 is that these structures can
be analyzed very efficiently with the mode-matching method.
In most of these designs, coupling is achieved by means of
cavity perturbation at positions of strong electric-field distribu-
tion along the length of the cavity. However, the same effect can
be obtained by perturbing the magnetic fields of the degenerate
modes in the cavity. Yoneda and Miyazaki [11] present coupling
between orthogonal modes via grooves in the outer cylindrical
wall of the waveguide, but do not include measured results.
This paper presents a new fixed coupling structure using mag-
netic-field coupling. Instead of positi ning the coupling elem nt
in the cylindrical wall of the cavity, as in [11], the coupling ele-
ment is a shorted rectangular waveguide stub placed in the end
walls of cylindrical filter cavities, as shown in Fig. 3, and uses
perturbation of the magnetic fields to obtain coupling between
degenerate modes. Compared to the elements in [11], this has
the significant advantage of simpler manufacturing techniques,
and the ability to construct triple-mode cavities with almost no
extra effort, as is shown later in this paper.
Compared to standard techniques, this structure offers a
number of other advantages, the most important of which is the
accuracy with which both the coupling and resonance frequen-
cies can be analyzed using standard mode-matching theory and
implemented. The coupling coefficients are controlled by the
length, width, and depth of the rectangular coupling element with
resonance frequencies determined by cavity dimensions. Pertur-
bation of the resonance frequencies by the coupling element can
be compensated for by changing the cavity dimensions during
the design phase. The accuracy with which the coupling can
be realized, combined with the elimination of coupling screws,
substantially reduce the amount of tuning. Due to the positioning
of the coupling elements, coupling values are limited, hich
makes the structure largely useful for narrow-band applications.
A third-order Chebyshev filter with no coupling screws and
only two tuning screws, realized in a single triple-mode cavity,
is presented to verify the use of the coupling structure. To the
knowledge of the authors, no fixed-coupling triple-mode devices
have been published to date.
II. SHORTED RECTANGULAR WAVEGUIDE STUB COUPLING
As magnetic coupling between modes is required, perturba-
tions should be placed at the maxima of the magnetic fields and
minima of the electric fields of coupled modes. Both and
cavity modes have thi f eld distribution at the end walls
of the cavities. If two modes possess magnetic-field components
in the same direction, perturbation of the cavity end walls will
result in magnetic field coupling between them.
A. Triple-Mode Cavity Coupling Element
The basic proposed structure for coupling in triple-mode
cylindrical cavities, which support two degenerate modes
and the mode, is presented in Fig. 3. The coupling
element is a length of a short-circuited rectangular waveguide
(stub) placed at an off-centred position at one of the end walls
of the cavity. As shown by the field plots, coupling between
the and one of the orthogonal degenerate modes is
achieved in this way. A similar structure rotated by 90 placed
at the other end of the cavity can be used to couple from the
mode to the other mode.
Since the coupling structure is very similar to a short-cir-
cuited iris structure, the coupling can be calculated by using
t e g neralized scattering mat ix (GSM), which results naturally
from the mode-matching technique. The and res-
onant frequencies are not guaranteed to be equal, therefore, the
natural resonant frequencies and cannot be used to deter-
mine the coupling coefficients. By adding an input aperture, as
how i Fig. 3, a method using the phase of the input reflec-
tion coefficient, presented by Atia and Yao [10], can be used to
find the coupling coefficient and resonant frequencies. Simplifi-
cation of the equations set forth by Atia and Yao for the case of
two resonators is given in (1) for the two resonator frequencies,
where , , and are given by the 180 and 0 crossings
of the phase of the reflection coefficient, as shown in Fig. 4, and
as follows:
(1)
The coupling bandwidth is given by
(2)
so that the coupling coefficients can be calculated from (3) as
follows:
(3)
Figure 3.13: Shorted-stub cou-
pling(from [48])
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Fig. 7. Triple-mode single-cavity filter.
Fig. 8. Measured response of the filter with two TE tuning screws.
function of all the variables and, if necessary, the filter can be
optimized fo improved attenuati n in this band. This is possible
due to the ccuracy wit which hese filters can be analyze . It is
important to note that the two tuning screws can be tuned inde-
pendently, whic implies a trivial uning procedure. In the case
of tradition l triple-mode cavity filters, two c upling screws and
thr e tuning screws would be required, all interacting with ach
other. In this filter, the new coupling element complet ly re-
plac coupling screws, and the number of tuning screws was
reduced to two.
IV. CONCLUSION
A new coupling mechanism has been presented in this paper
for implementing narrow-band multimode coupled cavity filters
without coupling screws. The coupling element is a shorted rect-
angular waveguide stub placed in the end walls of cylindrical
filter cavities using p rturbati n of the magnetic fields to ob-
tain coupling between degenerate modes. This structure has a
number of advantages over screw-type coupling elements pro-
truding into the cavity. Correct positioning can result in dual-
or triple-mode coupling. Since this element can be treated as
an off-centered iris structure, efficient computer-aided design
(CAD) procedures such as the mode-matching technique can be
used for the efficient design of filter structures.
A triple-mode cavity filter without coupling screws was de-
signed for the first time and manufactured. Measurements of this
filter resulted in a simple filter structure that required minimal
tuning effort.
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Fi u e 3.14: S orted-stub filter re-
s lts (from [48])
This work showed for the first time how powerful the combination of nu-
merical techniques, model order reduction, and Space-Mapping op imis ion
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can be when applied to multi-modal waveguide filters. Most of these tech-
niques have since been implemented into commercial software, and are used
by designers without even realising. At the time, it served as the only way
for us to design a umber of these filters for local industry, using fully in-house
software.
3.3 Bandstop filters for microwave heating
applications
In parallel with the work on bandpass filters which use higher order waveguide
modes, my PhD student Dr Chris Vale and myself in 1999 embarked on a
project to design bandstop waveguide filters for multiple propagating modes
[49]. This worked stemmed from the research activity of colleagues Profs.
Johann de Swardt and Howard Reader, on microwave dielectric heating.
The problem at the time was that many microwave heating facilities re-
quired conveyor belts passing through a microwave heating cavity, enforcing
permanent large openings in the cavity sidewalls, through which dangerous lev-
els of microwave energy can escape if not filtered. A typical system is shown in
Fig. 3.15. The solution to this problem is the placement of bandstop filters (or
chokes) on either side of the cavity to reflect and/or absorb any energy before
it can do harm to people or equipment outside. These chokes must at the same
time allow the free movement of product through the facility. The problem is
of course that the object to be heated determines the aperture size, which is
in general large enough to allow the propagation of multiple waveguide modes.
A bandstop filter able to reflect a number of modes over a specified band was
therefore required. This is a difficult problem, for which no standard design
techniques exist even at the time writing, nearly two decades later.
II.   BANDSTOP FILTERS FOR MICROWAVE HEATING 
APPLICATIONS [9] 
A. Introducti n 
 
 In many microwave heating facilities, conveyor belts 
passing through a microwave heating cavity enforce 
permanent large openings in the cavity sidewalls, through 
w ich dangerous lev ls of microwave energy can scap  if not 
filtered. A typical system is shown in Fig. 2. The solution to 
this problem is the placement of ‘chokes’ on either side of the 
cavity to reflect and/or absorb any energy before it can do 
harm to people or equipment outside. These chokes must at 
the same time allow th  free movement of product through the 
facility. 
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Figure 2: Microwave Heating Cavity with Conveyor Belt Feed 
 
 The preferred choke design solution is a reactive choke. 
This typically reflects the escaping energy back into the cavity 
using equivalent reactive elements, such as stub lines, in a 
similar fashion as would be used in a conventional bandstop 
filter design. Because of the complex nature of the microwave 
design problem, however, standard reactive choke designs 
typically enforce limitations on the aperture geometry, so as to 
apply single mode equivalent approaches. When such limited 
aperture geometries conflict with the physical requirements 
for aperture size set by the size of the product feed tube, the 
designer must resort to other solutions such as tunnels with 
absorbing walls, special arrangements of doors timed to open 
and close to admit product or ‘maze openings’ that force the 
product to ‘meander through a folder corridor lined with 
absorbing walls’ [10]. These approaches have many 
drawbacks, specifically since the use of absorbing materials 
requires bulky cooling and imposes power limitations, and the 
free flow of product may be impeded by obstacles such as 
doors and chain walls. Alternative empirical designs have the 
drawback of being limited to specific geometries and require 
redesign from scratch for each new situation.  
 
B. Choice of functional blocks 
 
 As the aim in this case is to stop power flow at specific 
frequencies for specific modes, the functional blocks used 
should create a null in transmission for at least one mode at 
one frequency. Additional constraints are that blocks do not 
intrude into the aperture, and do not cause cross-coupling 
between modes. Designing a bandstop filter under such 
circumstances is highly problematic, as a functional block 
which creates a null for one mode will excite a number of 
other modes at the same frequency. Analysis indicates that 
null-creation with limited cross-coupling can be achieved by 
functional blocks consisting of back-to-back waveguide steps 
separated by lengths of uniform guide, as shown in Figs. 3 and 
4. If the steps go from small to large to small again, and the 
size of the small waveguide is the same as the product feed 
tubes discussed above, then such functional blocks in cascade 
would fulfill the requirements of a reactive choke structure in 
terms of geometric limitations.  
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Figure 4: Functional Block Equivalent Circuit 
 
 The fundamental field activity in this block can easy be 
understood. In geometries which exhibit resonance, incident 
energy in the small guide is found to split relatively evenly 
between two modes of different propagation constant in the 
large waveguide. The electrical length of the large guide is 
different for the two modes, and, if chosen correctly, can 
allow destructive recombination of the energy in the two 
modes at the opposing step, leading to a null in propagation at 
a specific frequency. Since the dimensions of the waveguide 
step determine both how the energy is split between the two 
carriers and what their propagation constants are, and the 
length of the enlarged guide sets the path length that the 
modes must travel before recombining, it is clear that the 
performance of the block depends on a rather complex 
relationship between dimensions. In fact, a whole host of 
viable  geometries is found for a specific frequency, as shown 
in Fig. 5. The designer must choose from these, according to 
the next step in the design, i.e. the cascading procedure. 
Figure 3.15: Dielectric heating oven (from [45])
The proposed solution was an optimisation process using so-called func-
tional blocks [50], [51]. Because the conveyor-belt channel cannot be blocked in
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any way, the blocks are only allowed larger cross-sections, as shown in Fig. 3.16.
The difficulty of a synthesis is clearly illustrated by the modal equivalent cir-
cuit for one such a block shown in Fig.3.17, as a cascade of blocks is required
to have the required levels of attenuation.
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the same time allow the free movement of product through the 
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 The preferred choke design solution is a reactive choke. 
This typically reflects the escaping energy back into the cavity 
using equivalent reactive elements, such as stub lines, in a 
similar fashion as would be used in a conventional bandstop 
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absorbing walls’ [10]. These approaches have many 
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requires bulky cooling and imposes power limitations, and the 
free flow of product may be impeded by obstacles such as 
doors and chain walls. Alternative empirical designs have the 
drawback of being limited to specific geometries and require 
redesign from scratch for each new situation.  
 
B. Choice of functional blocks 
 
 As the aim in this case is to stop power flow at specific 
frequencies for specific modes, the functional blocks used 
should create a null in transmission for at least one mode at 
one frequency. Additional constraints are that blocks do not 
intrude into the aperture, and do not cause cross-coupling 
between modes. Designing a bandstop filter under such 
circumstances is highly problematic, as a functional block 
which creates a null for one mode will excite a number of 
other modes at the same frequency. Analysis indicates that 
null-creation with limited cross-coupling can be achieved by 
functional blocks consisting of back-to-back waveguide steps 
separated by lengths of uniform guide, as shown in Figs. 3 and 
4. If the steps go from small to large to small again, and the 
size of the small waveguide is the same as the product feed 
tubes discussed above, then such functional blocks in cascade 
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 The fundamental field activity in this block can easy be 
understood. In geometries which exhibit resonance, incident 
energy in the small guide is found to split relatively evenly 
between two modes of different propagation constant in the 
large waveguide. The electrical length of the large guide is 
different for the two modes, and, if chosen correctly, can 
allow destructive recombination of the energy in the two 
modes at the opposing step, leading to a null in propagation at 
a specific frequency. Since the dimensions of the waveguide 
step determine both how the energy is split between the two 
carriers and what their propagation constants are, and the 
length of the enlarged guide sets the path length that the 
modes must travel before recombining, it is clear that the 
performance of the block depends on a rather complex 
relationship between dimensions. In fact, a whole host of 
viable  geometries is found for a specific frequency, as shown 
in Fig. 5. The designer must choose from these, according to 
the next step in the design, i.e. the cascading procedure. 
Figure 3.16: Bandstop filter func-
tional block(from [45])
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 The preferred choke design solution is a reactive choke. 
This typically reflects the escaping energy back into the cavity 
using equivalent reactive elements, such as stub lines, in a 
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doors and chain walls. Alternative empirical designs have the 
drawback of being limited to specific geometries and require 
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null-creation with limited cross-coupling can be achieved by 
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 The fundamental field activity in this block can easy be 
understood. In geometries which exhibit resonance, incident 
energy in the small guide is found to split relatively evenly 
between two modes of different propagation constant in the 
large waveguide. The electrical length of the large guide is 
different for the two modes, and, if chosen correctly, can 
allow destructive recombination of the energy in the two 
modes at the opposing step, leading to a null in propagation at 
a specific frequency. Since the dimensions of the waveguide 
step determine both how the energy is split between the two 
carriers and what their propagation constants are, and the 
length of the enlarged guide sets the path length that the 
modes must travel before recombining, it is clear that the 
performance of the block depends on a rather complex 
relationship between dimensions. In fact, a whole host of 
viable  geometries is found for a specific frequency, as shown 
in Fig. 5. The designer must choose from these, according to 
the next step in the design, i.e. the cascading procedure. 
Figure 3.17: Functional block
equivalent circuit (from [45])
The first step in the solution was the development of valid parameter spaces
f r the blocks, with one param ter spac for each mode which propagates. Suc
a parameter space lists all the possible co binations of dimensions that would
yield a block which would create a single null in the frequency band for a single
mode. A typical parameter space is shown in Fig. 3.18. All the parameter
spaces are then used as input to a genetic algorithm (which at that stage were
just b coming popular in el ctro agnetic optimisation), and cascaded with
variable lengths. A typical convergence graph is shown in Fig. 3.19.
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Fig. 3. Map of viable geometries for TE in WR-90 at 19.1 GHz.
One other important use of the map is to identify blocks that
can serve more than one mode simultaneously, reducing the
number of blocks and the size of filter greatly. This can be ac-
complished by superimposing two maps over each other and se-
lecting geometries where the two maps overlap or come close to
each other. All the designs presented here use some blocks that
exhibit this property. Of course, this practice complicates the
cascading process somewhat, as two such blocks can seldom be
placed a distance apart from each other that favors all the res-
onant modes by reducing propagating between the nulls, as is
desired.
B. Method 2—Coupling Matrix Method
The principle of destructive signal recombination described
above can be used to derive a more elegant alternative method
of designing the block structures. This method is based on an
observation that the incident energy from the primary wave-
guide should split roughly evenly between only two modes in
the block for optimum cancellation. The higher of these two
modes can be either propagating or evanescent.
To find geometries that accomplish such a split, the frequency
independent coupling matrix matrix is used [4]. This matrix
is generated in during the mode-matching analysis of a wave-
guide step and relates the spatial correspondence of different
modes on both sides of the step, with a large value of
indicating a strong spatial correspondence between mode in
the larger guide and mode in the smaller guide. Each element
of is only dependent on the cross-sectional dimensions, and
can be calculated by
(1)
Here, the and vectors correspond to the normalized nonfre-
quency-dependent spatial - and -field patterns on different
sides of the step, is the direction of propagation, and and
designate the larger and smaller guides, respectively.
Assuming now that it is desired to stop mode in wave-
guide , a number of the columns are computed for a
number of modes in the larger guide for a sweep of the vari-
ables and . is typically large, and the aim is to find
a cross section for which all other values are small, except
for one other mode . A figure-of-merit for rating various
geometries is shown in
(2)
Here, is the coupling matrix for a specific step geometry
and and is a large integer. is a constant determined by the
attenuation of mode in the large guide at the design frequency
over a length of the order of the smaller guide’s dimensions
(the exact length is not crucial, as long as it is within a factor
of ten of the eventual length). Its purpose is to eliminate the
effect of nonpropagating modes that would not have a strong
influence over the length of the guide. Note that modes with the
same propagation constant and must be grouped
together by adding their and values. For a
sweep of values and , can be computed very quickly. Lower
values of indicate good geometries for resonance due to the
interaction of modes and . Fig. 4(bottom) shows a landscape
plot of for creating a null in mode with the aid of modes
, where the higher points correspond to geometries
that will not lead to a resonance for that mode at any frequency,
and the lowest points correspond to the most probable resonant
geometries. Once a cross section is determined, the length of
the block can be calculated by iteration from a starting value
that causes modes and to fall 180 out of phase.
Fig. 4(top) shows a flattened version of the map, with the
-dimension removed, produced by the grid search method to
illustrate how the two methods lead to the same viable values
of and . Close inspection of Fig. 4(bottom) shows that reso-
nances reported by the grid search method concur with values
of below some critical value, i.e., normally around 0.7. Note
that the coupling matrix method works over a rather large band
of frequencies, implying that block structures for a particular
mode will generally be of the same shape. Choosing geometries
that correspond to low values from Fig. 4(bottom) will, there-
fore, lead to good resonant blocks.
Since computation of the matrix involves no matrix in-
version or frequency dependence, this second method is much
quicker than the grid search method.
IV. DESIGN II—CASCADING THE BLOCK STRUCTURES
The block structures from stage I can be cascaded in a number
of ways to form a filter. Two proven approaches are presented
here. The first uses approximated design rules based on the
-parameters of the individual blocks, to calculate the required
length between resonant or adjacent blocks. The second allows
the entire filter structure to evolve from simple one- or two-
block structure configurations using a genetic algorithm.
A. Design Method 1—Tree Search Method
Assuming that cross coupling is typically limited to modes
with the same propagation constant, and that blocks that do not
Figure 3.18: Functional block pa-
rameter space(from [51])
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1 . Loop over all available blocks .
1a . Find required cascading length of block from cur-
rent structure according to cascading criteria.
1b . If required length is too short or lon , or if there
are seriously confl cting requirements from different
m des, skip to next availab e block (Step 2).
1c . Otherwise place block at the optim l cascading
length to creat a new (partial) filter structure.
1d . If (the last block has been placed), save new
structure as a viable configuration.
1e . Otherwise, call a new instance of the algorithm with
the new structure, and block removed from the
available block list.
2 . Move on to next available block—return to step 1.
The algorithm above executes extremely quickly as it does not
have to do any intense numerical work or work with all the
permutations of possible block configurations. It builds up vi-
able configurations in a branch-like fashion, rejecting at an early
stage in its development any configuration that is not usable
(— ). The hortest viable configurations are then optimized and
the best one selected. Optimization can be easily and quickly
performed, as the full -parameters of the blocks are already
known.
B. Design Method 2—Genetic Algorithm
The problem of finding a good configuration of block struc-
tures is an ideal challenge for an evolutionary approach. The
main reason for this is the ability for the complexity of the mem-
bers of the sample population to be increased by adding more
blocks to certain individuals. If the genetic algorithm itself is al-
lowed to do this, it will favor increasing complexity at the cost
of length, provided performance is enhanced. Furthermore, the
typical challenges of genetic algorithms, namely that of mod-
eling reproduction and competition in a meaningful way, is rel-
atively easy to accomplish with this problem.
Since the performance of a specific configuration is depen-
dent on part or parts of its structure, general good qualities of
a population member will proliferate if, in reproduction, seg-
ments of its structure are combined with other structures to pro-
duce the new structure. Simple replication of a structure with
some changes is also viable. The code that was implemented
used a combination of both approaches to produce new struc-
tures. The single replication approach allowed either addition
of a new block (from a pool of available blocks), subtraction
of a block from its configuration, changing of lengths between
blocks, and the swapping of blocks in a specific configuration.
This type of reproduction was favored in the initial stages of
the evolution, while the structures described by the configura-
tion were still quite small and simple. In later stages, reproduc-
tion favored the combination of two random parent configura-
tions with parts of thei structures combin d with minor random
changes in certain lengths.
C mp tition between m mbers of the population was ccom-
pl shed by pai ing random configurations and liminating the
one whose peak over all th m des and all the frequencies
was the highest. Competitors with similar performance were
Fig. 6. Performance of the genetic algorithm.
Fig. 7. Peak jS j distribution.
chosen instead on the basis of their total physical length in order
to encourage the evolution of short filters.
The algorithm was successfully used to generate alternative
designs for the 19.1-GHz example filter to be presented in the
following section. Fig. 6 shows a plot of the peak over
all frequencies and propagating modes of the best member of
the population for each generation. Considering that the lowest
possible value is 41 dB, the fact that the genetic algorithm
reaches this value to within only a few decibels before leveling
off confirms its suitability for this problem.
Fig. 7 is a histogram of the peak distribution over the
best 500 members of the 1000 strong populace after 100 gen-
erations. Clearly, most of the filters/populace have evolved to
yield a peak value of close to 40 dB at this time. Fig. 8 is
a histogram of total filter length distribution after 100 gener-
ations. Most filters have settled to a length around 110 mm,
which is the same length as that of the example filter f the fol-
lowing ection, which was de igned using the nonevolutio ary
Figure 3.19: Bandstop filter conv r-
gence (from [51])
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A prototype, scaled in frequency, was designed and measured. The mea-
surement in itself is non-trivial, and required a completely new system making
use of very lightly coupled probed-fed waveguides [49]. The filter is shown in
Fig.3.20, with the measured results for a number of modes in Figs.3.21 to 3.23.
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Fig. 1. Typical filter structure, serving as a bandstop filter for TE
and TM modes.
Fig. 2. Circuit analog of the filter’s operation.
discontinuities consisting of back-to-back waveguide steps sep-
arated by lengths of uniform guide. When the steps are chosen
to enlarge the waveguide, they form block structures, which,
if chosen correctly, can cause a null in propagation and unity
reflection in the multimode environment. A cascade of these
structures, each resonant at a different frequency, can build up
a stopband whose attenuation is dependent on the number of
structures used. An example of such a structure for five propa-
gating modes is shown in Fig. 1. An important advantage of this
structure is that it does not obstruct the interior of the waveguide.
This is most useful in microwave dielectric heating applications,
where such an all stop filter is required to act as a choke.
Given the correct block topologies, there will be minimal
cross coupling between modes of different propagation con-
stant. The design can thus be described by using a circuit analog,
such as is shown in Fig. 2.
Each transmission-line system corresponds to a mode (modes
with the same propagation constant, e.g., and often
cross couple unavoidably and are grouped together). Incident
energy which is not reflected will be split between the two lines
depending on their impedance relationships. If the line lengths
can be chosen correctly at the right frequency, they will cause
the energy to recombine destructively at the other end, leading
to a zero in of the structure for a specific frequency. In
the case of multimode waveguide, however, the two transmis-
sion lines are actually two propagating modes in the enlarged
waveguide, and the energy is scattered to both modes at the
waveguide step that initiates the block structure. The different
line lengths are accomplished by using two modes with different
propagation constants in the same length of enlarged waveguide.
Since the dimensions of the waveguide step determine both how
the energy is split between the two carriers and what their prop-
agation constants are, and the length of the enlarged guide sets
the path length that the modes must travel before recombining,
it is clear that the performance of the block depends on a rather
complex relationship between dimensions. Section III will show
how these structures can be found and selected to reduce phys-
ical size and/or dependence on tight manufacturing tolerances.
The cascading of these blocks is the second aspect of design.
In the electrical problem of Fig. 2, the length between the two
sections was chosen to minimize propagation in the center of the
band. The required length is easy to calculate from the properties
of the two block structures and the propagation constant in the
connecting line. In the multimode environment, all four systems
shown in this figure would share the same physical guide space.
This greatly complicates the cascading operation for a number
of reasons, but also provides opportunities to reduce the filter
size and even to improve its performance. This operation will
be detailed later.
III. DESIGN STAGE I—FINDING THE BLOCK STRUCTURES
The purpose of each block structure is to provide a trans-
mission null for at least one mode at a specific frequency. For
small cross coupling, only symmetrical single- or double-plane
back-to-back waveguide steps, centered in the middle of the
primary waveguide, are considered. The geometry of a typical
block can then be described with three variables: , , and , as
indicated in Fig. 1. Blocks at different resonant frequencies are
cascaded to generate, for instance, a Chebyshev distribution of
transmission nulls for each mode. Two methods for finding suit-
able blocks are presented.
A. Method 1—Grid Search Method
Since the block structure is described by only three variables,
it is quite possible to use a constrained grid search method. It
should be noted that large cross-sectional dimensions often re-
sult in multiple resonances in the band, which could make for
a shorter filter, but will complicate the cascading process. The
search typically results in clouds of viable geometries for each
mode. An example for the mode in WR-90 at 19.1 GHz
is shown in Fig. 3.
Ideally, the block would be chosen to be as short as possible,
though it is clear that a high sensitivity to the height dimen-
sion results from such a choice. At the cost of increased block
length, a better choice would be a geometry from higher up on
the map, where the gradient in terms of the dimension flattens
out somewhat. Also, a general petering out of viable geometries
as the -dimension increases, indicates areas where the prop-
agation zero might not be well defined, or the rolloff might be
too sharp or jagged and, thus, not particularly suited for the stop-
band filter. More useful geometries can often be found in denser
areas.
Figure 3.20: Bandstop filter(from
[51])
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Fig. 12. jS j-mode TM —m asured.
Fig. 13. jS j-mode TM —measur d.
that will be all wed to propagate through the filter under the
worst conditions.
The measurement of these filters are by no means trivial,
due to the number of propagating modes. For instance, finding
the scattering matrix of the embedding network, consisting of
a simple coaxial to waveguide transition, entails the determina-
tion of a 6 6 complex matrix containing 21 different values.
When this is viewed against the single-mode case, where only
three separate values need to be determined, the magnitude of
the problem becomes clear. In addition, due to the stopband na-
ture of the filter, both the well-known -spectrometer [5] and
far-field radiation pattern [6] methods for measuring modal con-
tent cannot be used, as the amplitudes of the modes exiting the
filter is very small.
A completely new measuring procedure was, therefore, de-
signed, using small probe coupling into waveguides terminated
at one end. This makes it possible to approximate the embedding
Fig. 14. jS j-mode TM —measured.
matrices by only a few terms, equal to the number of modes that
are excited, which can be characterized by the same number of
through measurements. When the device-under-test (DUT) is
also measured in cascade with a number of lengths of wave-
guide, the transmission parameter for each mode can be ex-
tracted. Note that this is an approximate measurement, but large
numbers of statistical analysis of the method showed it to be
accurate down to 60 dB, as long as the loads terminating the
feeding guides show reflections of less than 30 dB to the main
guide, for all modes. A detailed description of the underlying
theory is unfortunately beyond the scope of this paper, but it
will be presented in a separate paper.
The measured results for the , , and
modes for this filter are shown in Figs. 12–14, together with the
predicted responses. These three modes are excited by simple
probe coupling and are, therefore, the easiest to measure. To
measure the two other modes, aperture coupling should be
used. It is clear that the transmission parameters are all below
40 dB across the band, with good comparison to the predicted
results in most cases.
VI. CONCLUSION
This paper has introduced a new method of designing multi-
mode bandstop filters in oversize waveguide. The design uses
multiple resonant block structures that stop propagation of one
or more modes at a particular frequency in the band, and cas-
cades them to build up the entire desired stopband. The filters
are particularly suited to applications where the interior of the
waveguide cannot be obstructed by, for example, pins or septa,
such as would be required of a choke for microwave dielectric
heating applications.
Two design aspects were identified. The first involves finding
the required block structures. Two methods, one based on a grid
search and one based on knowledge of the block’s operation,
were detailed and their results compared. The second design as-
pect involves cascading the block structures to yield a short, but
Figure 3.21: Bandstop filter result -
mode 1 (from [51])
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Fig. 12. jS j-mode TM —measured.
Fig. 13. jS j-mode TM —measured.
that will be allow d to ropagate through the filter under the
worst cond tions.
The me surem nt f these filters are by no m ans trivial,
due to the number of propagating modes. For instance, finding
the scattering matrix of the embedding network, consisting of
a simple coaxial to waveguide transition, entails the determina-
tion of a 6 6 complex matrix containing 21 different values.
When this is viewed against the single-mode case, where only
three separate values need to be determined, the magnitude of
the problem becomes clear. In addition, due to the stopband na-
ture of the filter, both the well-known -spectrometer [5] and
far-field radiation pattern [6] methods for measuring modal con-
tent cannot be used, as the amplitudes of the modes exiting the
filter is very small.
A completely new measuring pr cedure was, therefor , de-
signed, usi g small probe coupling into waveguides terminated
at one end. This akes it possible to approximate the embedding
Fig. 14. jS j-mode TM —measured.
matrices by only a few terms, equal to the number of modes that
are exci ed, which can be characterized by the same number of
through measurements. When the device-under-test (DUT) is
also measured in cascade with a number of lengths of wave-
guide, the transmission parameter for each mode can be ex-
tracted. Note that this is an approximate measurement, but large
numbers of statistical analysis of the method showed it to be
accurate down to 60 dB, as long as the lo ds terminating the
feeding guides show reflection of less than 30 dB to the main
guide, for all modes. A detailed des rip ion of the underlying
theory is unfortunately beyond the scope of this paper, but it
will be presented in a separate paper.
The measured results for the , , and
modes for this filter are shown in Figs. 12–14, together with the
predicted responses. These three modes are excited by simple
probe coupling and are, therefore, the easiest to measure. To
measure the two other modes, aperture coupling should be
used. It is clear that the transmission parameters are all below
40 dB acr ss the ban , with good comp ri on to the predicted
results in most cases.
VI. CONCLUSION
This paper has introduced a new method of designing multi-
mode bandstop filters in oversize waveguide. The design uses
multiple resonant block structures that stop propagation of one
or mor modes at a particular frequency in the band, and cas-
cades them to build up the enti e desi d stopband. The filter
ar part cularly suited to a plications where the interior of the
wav guide cannot be ob tructed by, for example, pins or septa,
such as would be required of a choke for microwave dielectric
heating applications.
Two design aspects were identified. The first involves finding
the required block structures. Two methods, on based o a grid
search and one based on knowledg of the block’s operation,
were detaile and their results compared. The second design as-
pect involves cascading the block structures to yield a short, but
Figure 3.22: Bandstop filter result -
mode 2 (from [51])
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Fig. 12. jS j-mode TM —measured.
Fig. 13. jS j-m de TM —measured.
that will be allowed t ropagate through the filter under the
worst conditions.
The measurement of these filters are by no means trivial,
due to the number of propagating modes. For instance, finding
the scattering matrix of the embedding network, consisting of
a simple coaxial to waveguide transition, entails the determina-
tion of a 6 6 complex matrix containing 21 different values.
When this is viewed against the single-mode case, where only
three separate values need to be determined, the magnitude of
the problem becomes clear. In addition, due to the stopband na-
ture of the filter, both the well-known -spectrometer [5] and
far-field radiation pattern [6] methods for measuring modal con-
tent cannot be used, as the amplitudes of the modes exiting the
filter is very small.
A completely new measuring procedure was, therefore, de-
signed, using small probe coupling into waveguides terminated
at one end. This makes it possible to approximate the embedding
Fig. 14. jS j-mode TM —measured.
matrice by only a few terms, equal to the numb r of modes that
ar excited, which can be characterized by the same number of
through measurements. When the device-und r- est (DUT) is
al measur d in cascade with a u ber of leng hs of wave-
gu e, th ra smission parameter f r ac mode can be ex-
tra ted. Note that this is an a proximate measurem nt, but large
nu bers of st tis ical nalysis of the method showe it to be
accura e down to 60 dB, as long as the loads terminating th
fe ing g ides show r flections of les than 30 dB to the main
guid , for all odes. A detailed description of the u derlying
theory is unfortunately bey nd the scope of this paper, but it
will be presented i a separate paper.
The me sured esults for the , , and
modes for this filt r ar shown in Figs. 12–14, together with the
predicted responses. These three modes are excited by simple
probe coupling and are, therefore, the easiest to measure. To
measure the two other modes, aperture coupling should be
used. It is clear that the transmission parameters are all below
40 dB across the band, with good comparison to the predicted
results in most cases.
VI. CONCLUSION
This paper has introduced a new method of designing multi-
mode bandstop filters in oversize waveguide. The design uses
multiple resonant block structures that stop propagation of one
or more modes at a particular frequency in the band, and cas-
cades them to build up the entire desired stopband. The filters
are particularly suited to applications where the interior of the
waveguide cannot be obstructed by, for example, pins or septa,
such as would be required of a choke for microwave dielectric
heating applications.
Two design aspects were identified. The first involves finding
the required block structures. Two methods, one based on a grid
search and one based on knowledge of the block’s operation,
were detailed and their results compared. The second design as-
pect involves cascading the block structures to yield a short, but
Figure 3.23: Bandstop filter result -
ode 3 (from [51])
A full-sized prototype for a small mic owav hea ing fa ility using four
standard 1kW, 2.45GHz magnetrons, was also constructed and successfully
measured. This prototype, and th group invo v d in the wh l pr ject, is
shown in Fig. 3.24.
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-Filters-
5-mode bandstop filter
Figure 3.24: Dielectric heating oven (from [45])
This work, even though it focused on a niche application, represented the
first practical solution to the problem of multi-mode waveguide bandstop fil-
ters. It also presented the first tested solution for microwave heating applica-
tions requiring conveyor belts. The design approach using functional blocks
was used in the group for a number of designs, and was the only solution avail-
able until the built-in optimisation capabilities of commercial software became
so advanced as to render this work of mostly historical significance. The mi-
crowave heating system which was developed also served for many years as
test bed for materials research.
3.4 Waﬄe-iron filters
An important part of high-power transmitter systems is the output filtering,
which ensures that no signal harmonics are radiated. In waveguide systems,
the standard solution for this filtering function has for almost seventy years
been the so-called waﬄe-iron filter. In waveguide, due to the existence of
higher order modes which have different field distributions and propagation
constants at higher frequencies, filters with wide stopbands are difficult to
design. Harmonic filters typically require stopbands of up to 1:6, and therefore
need to provide an attenuation for up to 10 or 20 higher order modes in the
upper stopband. The waﬄe-iron filter is a periodic structure with a periodicity
of much less than a wavelength. From Floquet’s work, it is known that such
a structure exhibits periodic stopbands (or band-gaps). A classical waﬄe-iron
filter is shown in Fig. 3.25, where the periodic structure is terminated at both
ends with stepped transformers which reduce the waveguide height so as to
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suppress all modes with variation in the vertical direction.
Chapter 3 – Non-uniform and oblique waffle-iron filters 27
(a) Cut-away perspective view.
l
l
l/2
l´
l´
a
(b) Sectioned top view.
l/2
l
b´´
b
a
(c) Sectioned front view.
Figure 3.1:
Classical uniform waﬄe-iron filter.
CAD solutions have been developed in recent years [45, 46, 47]. The waﬄe iron structure
is modeled by a series of general scattering problems, or solved utilising hybrid mode
matching (MM) / finite element method (FEM), which allows transversal grooves to be
optimised for both adequate stop-band response, as well as equiripple transmission across
a defined frequency band. Traditional synthesis methods are, however, used for initial
values [47].
This chapter will revisit the circuit model based synthesis of [25], but apply it to the
non-uniform waﬄe iron filters proposed by [45], [46] and [47]. Secondly, this circuit model
based approach will be used to investigate waﬄe-iron filters with bosses rotated for oblique
incidence to the dominant TE10 mode propagation, in that way synthesising a phase path
along the TEM propagation directions.
F gure 3.25: Waﬄ -Iron filter (from [52])
In addition to the wide stopband requirement, w ﬄ -iron filters typically
have to be able t handle very high power levels, as they are often used on
Radar transmitters. The desig of ese filters stretches back to the early
1940’s, to a method by Marcuvitz which relies on the basic model of a cor-
rugated waveguide. This method is essentially only concerned with the filter
passband, relying on rule-of-thumb dimensions for the lowest stopband cut-off,
and the periodicity for the stopband width. No exact yn h sis technique has
ever been developed for these filters, nd even the most recent work simply
makes use of very intensive multi-parameter full-wave optimisation.
In 2010, due to a requirement from a local Radar company, my PhD student
Dr Tinus Stander and myself started work on improved waﬄe-iron filter design
[52]. In its standard form, the waﬄe-iron filter has a uniform spacing in both
longitudinal and transverse dimensions, as the design approach by Marcuvitz
is based on image parameter design, which essentially is the cascade of similar
unit cells. Dr Stander proposed a variety of design approaches which allowed
for non-uniform patterns, as well as uniform and non-uniform oblique patterns,
as shown in Fig. 3.26 and Fig. 3.27. For the non-uniform rectangular and both
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oblique cases, the Marcuvitz model was adapted, and a design procedure was
developed to enable the use of non-identical unit cells. In contrast to the
state–of-the-art solutions of the time, which consisted of brute-force full-wave
electromagnetic optimisation, the proposed technique only used circuit-level
optimisation, which is several orders of magnitude faster.
 
Figure 3: TEM phase path perturbation by uniform 
boss pattern with oblique angle of incidence. 
 
Figure 4: TEM phase path perturbated by non-
uniform boss pattern with normal angle of incidence. 
3 DESIGN 
A very simple circuit model can be used for the 
design of these filters. As they are essentially TEM 
filters, the Marcuvitz model for shorted-stub-loaded 
transmission lines are used [3] with all reactive 
compensation removed to aid circuit optimization. 
No synthesis method for these non-uniform structures 
has as yet, been published, but circuit simulators (as 
opposed to full-wave simulators) are fast enough to 
find an optimized response that adheres to the filter 
requirements.  
 
4 RESULTS 
The simulated results using the circuit model, a full-
wave model directly calculated from the circuit 
model, and a tuned full-wave model for an oblique 
waffle-iron filter is shown in Fig. 6. Although some 
fine tuning is necessary, the initial full-wave model 
(derived from the optimized circuit model) is 
established much faster than a model optimized in a 
full-wave solver. In addition, the filter can be shown 
to be more compact than normal waffle-iron filters. 
The spurious resonances excited inside the filter 
cavity are of some concern, since these are 
unaccounted for in the circuit model. This aspect has 
to be evaluated with some scrutiny in any design. 
 
 
 
 
Figure 6: Simulated response of Oblique Waffle-Iron 
Filter. 
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Figure 3.26: Waﬄe-Iron filter with
oblique pattern 1(from [53])
 
Figure 3: TEM phase path perturbation by uniform 
boss pattern with oblique angle of incidence. 
 
Figure 4: TEM phase path perturbated by non-
uniform boss pattern with normal angle of incidence. 
3 DESIGN 
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filters, the Marcuvitz model for shorted-stub-loaded 
transmission lines are used [3] with all reactive 
compensation removed to aid circuit optimization. 
No synthesis method for these non-uniform structures 
has as yet, been published, but circuit simulators (as 
opposed to full-wave simulators) are fast enough to 
find an optimized response that adheres to the filter 
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The simulated results using the circuit model, a full-
wave model directly calculated from the circuit 
model, and a tuned full-wave model for an oblique 
waffle-iron filter is shown in Fig. 6. Although some 
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The spurious resonances excited inside the filter 
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Figure 6: Simulated response of Oblique Waffle-Iron 
Filter. 
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Figure 3.27: Waﬄe-Iro filter with
oblique pattern 2 (from [53])
A number of prototypes were designed, using the standard techniques as
well as the proposed circuit-based optimisation, the latter then also used for
the design of non-uniform and oblique patterns. The simulated results of a
variety of filters are shown in Fig. 3.28. Of importa ce here is the difference
in return loss produced by the different designs, as well as the stopband roll-
off. It is clear that the use of non-uniform patterns is advantageous, which
makes standard design techniques obsolete. Either full-wave optimisation or
the proposed circuit-based optimisation is therefore required, with the latter
having a significantly shorter design time.
Chap er 3 – Non-uniform a d oblique waffl -iron filters 69
stop-band than what is actually realised.
Table 3.13:
Dimensions of four initial waﬄe-iron designs with b′′ ≈ 2 mm and lt ≈ 2×a.
Corrugated Marcuvitz Non-uniform Oblique
a 21.58 22.80 22.86 22.31
b 7.96 8.30 7.72 8.72
bT 4.67 2.42 2.97 2.80
b′′ 1.79 1.92 2 1.79
l or li 2.78 2.10 2.34, 2.34, 2.09, 1.95, 1.87, 1.87, 1.95,
2.30, 2.42, 1.95, 1.87, 1.87, 1.95,
2.42, 2.30, 1.95, 1.87, 1.87, 1.95,
2.09, 2.34, 2.34 1.95, 1.87, 1.87, 1.95
l′ or l′i 2.62 1.70 1.38, 2.80, 2.76, 1.01, 2.24, 1.64, 2.24, 2.02,
2.74, 2.67 2.76 2.24, 1.64, 2.24, 2.02
2.67, 2.74, 2.76, 2.24, 1.64, 2.24, 2.02
2.80, 1.38 2.24, 1.64, 2.24, 1.01
w or wi 2.78 2.10 2.29 1.95, 1.87, 1.87, 1.95,
1.95, 1.87, 1.87, 1.95,
w′ or w′i 2.78 1.70 2.29 1.95, 1.87, 1.87, 1.95,
1.95, 1.87, 1.87, 1.95,
lt 43.16 45.60 50.39 44.62
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Figure 3.28:
Comparison of four synthesis methods on the same specifications before full-
wave tuning, b′′ ≈ 2 mm, lt ≈ 2× a.
Doubling the length of each filter, as is done in the second set, increases the roll-off
(incre s d rder) and th maximum stop-band attenuation, as shown in Fig. 3.28. To note
from this example, is that three of the four models (Cohn’s corrugated data, Marcuvitz
data and oblique design) are increased in length by replicating existing dimensions. In the
Figure 3.28: Comparison of waﬄe-iron design approaches (from [52])
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Using the proposed technique, a prototype non-uniform, rectangular waﬄe-
iron filter was designed and tested, with the results for the return loss and the
stopband attenuation shown in Fig. 3.29 and Fig. 3.30. The excellent roll-off,
low return loss in the X-band, and good attenuation levels are clearly evident.
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Figure 3.39:
Measured electrical response of waﬄe-iron filter.
Figure 3.29: Waﬄe-Iron filter mea-
sured results S11(from [52])
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Figure 3.39:
Measured electrical response of waﬄe-iron filter.
Figure 3.30: Waﬄe-Iron filter mea-
sured results S21 (from [52])
Waﬄe-iron filters are traditionally all-metal filters, and especially for non-
uniform patterns, the manufacturing is quite expensive. Recently, my PhD
student Mrs Susan Maas and myself proposed the manufacturing of these
filters in the medium of multi-layered circuit boards, using the so-called Surface
Integrated Waveguide (SIW) structure as basis. Using substrate instead of air
reduces the power-ha dling capability of the filters substantially, but yields
significant reductions in size, weight, and cost. Especially the size and weight
are of enormous importance in the very fast developing area of cube-sats, i.e.
satellites not measuring larger than 10x10x10cm.
Manufacturing waﬄe-iron filters in this way poses significant challenges,
as the inherent uncertainty in the etching and laminating processes of soft
substrates is much higher that what can be achieved in high-quality milling.
This causes for instance the posts in the filter to all have slightly different
dimensions and spacings, as they are implemented using standard PC-board
vias. The complexity of the structure mostly manifests in the multi-layer
stackup, an example of which is shown in Fig. 3.33.
Two of these filters have been designed and manufactured - a shorter one
covering a limited bandwidth shown in Fig. 3.31, and a longer one which
includes multiple sections for improved stopband width, shown in Fig. 3.32.
Fig. 3.34 shows a few typical problems that arise in the manufacturing
process, such as vias not perfectly aligned, not with the correct depth, and
not making contact with the inner conductors. Despite this, the two filters
were manufactured and tested, with the measured transmission results shown
in Fig. 3.35 and Fig. 3.36. The good stopband performance, and the difference
in stopband width between the two filters, are evident.
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Two filters were designed, filters A and B. For each 
filter two batches were manufactured.
Pass band response, Stop band rejection response and
Power handling test were preformed on all the filters and batches.
Filter A: Short Filter
Filter B: Long Filter
Figure 3.31: Planar waﬄe-iron filter
1 (from [54])
Two filters were designed, filters A and B. For each 
filter two batches were manufactured.
Pass band response, Stop band rejection response and
Power handling test were preformed on all the filters and batches.
Filter A: Short Filter
Filter B: Long Filter
Figure 3.32: Planar waﬄe-iron filter
2 (from [54])
Figure 3.33: Planar waﬄe-iron
stackup (from [54])
Not aligned 
No Copper
Figure 3.34: Typical planar manufacturing problems(from [54])
At the time of writing, these results are still unpublished and preliminary,
but are included to give a complete picture of my work. The possibility to
manufacture waﬄe-iron filters using standard PC-board techniques will be a
completely new approach to the manufacturing of these filters, and will allow
much more complicate patterns to be implemented. It will also open the door
for the application of these very useful filters to small systems in which weight
and size are overriding factors.
3.5 Absorbing filters
While by far the most microwave filters perform their filtering action by fre-
quency selective reflection of energy, a small but important group selectively
absorb energy in the stopband. The application of these filters is in any sys-
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VNA Measurements
Stop band rejection response
Filter A: Short Filter #1 Filter A: Short Filter #2
Figure 3.35: Planar waﬄe-iron filter
1 measurement (from [54])
VNA Measurements
Pa s band -and Stop band rejection response
Filter B: Long Filter #1 Filter B: Long Filter #2
Figure 3.36: Planar waﬄe-iron filter
2 measurement (from [54])
tem where reflected energy can become problematic, such as on the output of
mixers, or high-power amplifiers. In the first, the reflection of spurious mixing
products back into the mixer can lead to increased intermodulation problems,
whereas in the latter, the power handling capability of the amplifiers can be
exceeded.
For a filter to be aborbing, it has to have significant loss in the stopbands.
Classical filter synthesis techniques however rely fundamentally on the network
being exactly loss-less, and no design techniques have yet been developed for
absorbing filters (note that some techniques, such as pre-distortion, do exist
for low-loss filters, but these work on perturbation of the loss-less theory, and
are not valid for high-loss filters).
In conjunction with the work on waﬄe-iron filters, the PhD of Dr Tinus
Stander also focused on absorbing filters, especially on combining waﬄe-iron
filters with absorbing structures [52]. A first attempt to implement such a filter
was based on design techniques for slotted-waveguide array antennas, with
each slot then replaced by an absorbing circuit [55]. The advantages to this
are manifold, as slotted waveguide array theory is a mature field of research,
with a solid body of design techniques, theory, and application examples.
For the equivalent ’absorbing slot’, an etched ring resonator was proposed,
as shown in Fig. 3.37. The ring is etched on a thin substrate, interrupted
by small surface-mount resistors at two points, and placed transversely in a
waveguide at the point where a slot would have been placed in a slotted-
waveguide antenna. The length of the ring sets the resonance frequency of the
absorber, while the resistors supply the loading.
To illustrate the procedure, a matched load was designed for the X-band,
using three etched rings in an X-band waveguide. The measured return loss
results are shown in Fig. 3.38, where the three resonant frequencies are clearly
visible, as well as the low return loss from 9-12GHz.
While the etched-ring concept is a very useful design approach, the use of
surface-mount resistors on a dielectric substrate places a significant limit on the
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ABSTRACT: A cascade of resistively loaded etched rings in waveguide is
proposed to act as the load in a balanced FMCW reﬂected power canceller
topology using a slotted waveguide array antenna. A synthesis technique
using derived equivalent circuit models is presented and tested. © 2008
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Published online in Wiley InterScience (www.interscience.wiley.com).
DOI 10.1002/mop.23262
Key words: absorbing ﬁlter; slotted waveguide antenna; reﬂected
power canceller; lossy ring resonator; circuit model
1. INTRODUCTION
FMCW radar reﬂected power cancellers (RPCs) have for many
years relied on closed-loop controllers for active cancellation [1].
Recently, a passive balanced topology to cancel transmitter leak-
age and antenna reﬂections was suggested for MMIC implemen-
tation [2]. With this topology, cancellation can be achieved across
wide bandwidths, but the implementation relies on an accurate
dummy load to balance the input reﬂection of the radar antenna.
The implementation of such a load is no trivial task, as the input
impedance has to match that of the antenna very closely over the
whole band of interest. In this article, it is shown that the slotted
waveguide antenna, often used in high frequency FMCW radars
[1, 3], allows for a particularly interesting implementation of such
a system, as a load can be designed which approximates the input
impedance of the antenna very closely. By periodic cascading of
some lossy microwave structure in waveguide, each having trans-
mission and reﬂection characteristics similar to a single radiating
slot of the antenna, a load is obtained which is not only similar to
the antenna in construction, but also in input impedance.
A structure suitable for this task was proposed by Mias [4] as
a lumped element loaded etched FSS ring. These resistor-loaded
rings are shown, in this article, to have remarkably similar elec-
trical characteristics to longitudinal waveguide slots, making them
a natural choice for the problem at hand. This article presents the
design of a waveguide load for the balanced FMCW RPCs system,
using the loaded etched FSS rings in waveguide proposed by Mias.
An accurate circuit model and design guidelines are derived for the
ring structure. As an example, a three-element cascaded loaded
resonator structure is implemented and tested.
2. THE LOADED FSS RING IN WAVEGUIDE
The basic structure of the lumped element loaded etched ring
resonator is shown in Figure 1. Mias originally proposed a double
ring implementation [4], but the reﬂection from such a disconti-
nuity is signiﬁcantly larger than that obtained from a typical
waveguide radiating slot. To reduce the structure’s reﬂection co-
efﬁcient, the two rings are replaced here by a single ring.
The circuit model of the loaded resonator is shown in Figure 2.
It is based on the model provided in [5], where it is applied to split
ring resonators in coplanar waveguide. The model has been
adapted to the current implementation by replacing the series
coupling in [5] with shunt coupling, simplifying the model by
replacing the mutually coupled inductors with an ideal trans-
former, adding a shunt capacitor to model the substrate in
waveguide [6], and adding resistance to the resonant ring. The
shunt admittance y of the ring itself (neglecting the transmission
lines and shunt capacitor Cp) is expressed as
y  g  jb

n2Rr
Lr 1Cr
2
 Rr2
 j n2
1
Cr
 Lr
Lr 1Cr
2
 Rr2 (1)
To calculate element values for the equivalent circuit, the ring
structure is simulated in a numerical EM solver, in this case, CST
Microwave Studio. Using the simulated values of peak conduc-
tance and the susceptance slope at the center frequency, and
choosing Rr to be the physical resistance in the structure 2r (where
r is the value of each of the two physical resistors), values for Lr,
Cr, and n can easily be derived. Applying this method to the
structure shown in Figure 1, using dimensions from Table 1
column (a), close correspondence in electrical characteristics be-
tween the circuit model and the ring structure is achieved, as
shown in Figure 3.
For the purpose of this article, it is important to investigate the
ability of the loaded resonator structure to approximate the elec-
trical characteristics of the waveguide radiating slot. This is also
illustrated in Figure 3, where the conductance and susceptance
(calculated from simulated S-parameters) of a longitudinal
waveguide slot 29.4 mm in length with 4.0 mm offset is added to
the comparison. From the graph, it is clear that the slot and the
loaded resonator can be designed to display very similar electrical
characteristics, both represented well by the given circuit model.
Figure 1 Loaded etched ring resonator with basic dimensions. Not
indicated in the diagram is the track etch thickness t and the chip resistor’s
value r
Figure 2 Equivalent circuit model of loaded resonator
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Figure 3.37: Etched ring absorber
(from [55])
that, to match the value of b/l0 accurately between the
loaded resonator and the circuit, it is necessary to change the value
of the SMD resistor in the EM simulation slightly so that Rr 	 2r.
Following this design procedure, the dimensions of loaded
resonators 1, 2, and 3 were obtained as indicated in Table 1,
columns (b), (c), and (d). Not indicated in the table is the optimized
waveguide length between resonators 1 and 2 (l12) of 27.24 mm
and between resonators 2 and 3 (l23) of 26.03 mm.
5. MEASUREMENT RESULTS
A three-ring prototype was constructed using Taconic TLY-5A
substrate and 0402 size thin ﬁlm resistors. The measured reﬂection
response, compared to the reﬂection responses of the circuit model
and slot array, is shown in Figure 9, with the difference in slot
array and ring array response shown in Figure 10. A reﬂection
match of 15 dB is achieved across the entire X-band.
6. CONCLUSIONS
This article presents a technique to design an accurate matched
load to a longitudinally slotted waveguide antenna array by cas-
cading loaded etched ring resonators in waveguide. The general-
ized synthesis procedure is based on a one-to-one correspondence
between loaded resonating rings and waveguide slots, using an
intermediate circuit model representation. A prototype load is
shown to match a three slot array to within 15 dB across the
X-band.
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ABSTRACT: A new rectangular waveguide power divider using multi-
ple posts is described in this paper. The waveguide power divider is
easy to fabricate and is particularly suitable for substrate-integrated
waveguide (SIW) circuits. Two designed examples are presented: one is a
rectangular waveguide power divider using nine posts along the E-plane
and the other is a SIW waveguide power divider in which three inductive
via holes are used. The measured results for the two designed power divid-
ers are presented and compared with the simulated ones by Ansoft’s high-
frequency structure simulator, and good agreement is observed. © 2008
Wiley Periodicals, Inc. Microwave Opt Technol Lett 50: 981–984, 2008;
Published online in Wiley InterScience (www.interscience.wiley.com).
DOI 10.1002/mop.23259
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1. INTRODUCTION
Power dividers are one of the most important components in
microwave networks. They are widely used in antenna feeding
systems, mixers, oscillators, etc. Waveguide T- junction is a sim-
Figure 9 Input reﬂection of simulated slot array, optimized circuit
model, and measured loaded resonator structure
Figure 10 Difference in reﬂection response between simulated slot array
and measured loaded resonator structure
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Figure 3.38: Etched ring filter re-
sults (from [55])
power-handling capabilities of the filter, as the thermal resistance from the re-
sistor to ambient is very high. To allow for higher power levels, physically larger
resistors are required, in some way thermally connected to a heat-dissipating
structure. At high frequencies, this leads to higher r active parasitics, and
space problems. For high power applications at high frequenci , the only so-
lutions are to extract the power i the stopbands in some way from the mai
signal path, and then absorb it. This, the so-called leaky-wave filter has been
doing successfully for decades. While an excellent solution, leaky-wave filters
are unfortunately long, and bulky.
Dr Stander proposed a very novel approach to the problem, namely to
refl c the en rgy in the stopband with a wideband reflective filter, such as a
waﬄe-iron fil er, and then selec ively absorb the reflected signal in aborbers
tuned to the harmonic frequencies [56]. This principle is illustrated in Fig. 3.39.
prevent non-linear source behaviour because of the reﬂected
power. Such an approach, but without implementation,
has been proposed by various authors [7, 13, 14].
Implementations using 0 dB couplers over the signal
bandwidth have been published [12], but these limit the
ﬁlter transmission bandwidth to that achievable by the
coupler. The use of leaky wall ﬁlters as harmonic pads has
been suggested [5], but not developed in the literature to date.
This paper develops a high-power broadband absorptive
ﬁlter by cascading a novel distributed harmonic pad,
consisting of a compact slotted waveguide structure, with a
lossless reﬂective ﬁlter with a wide stop-band, both in
WR-90 waveguide. A non-uniform wafﬂe-iron ﬁlter is used
as a reﬂective ﬁlter [1], although any reﬂective ﬁlter can be
used in principle. The slotted waveguide structure (similar
to a slotted waveguide antenna, but with varying slot
lengths) is designed to absorb the standing wave created by
the reﬂective ﬁlter at a number of frequencies in the
stop-band of the reﬂective ﬁlter, without affecting the
passband response of the system. Using this combination,
an absorptive ﬁlter is realised without the use of circulators,
hybrid circuits or dual signal paths. In comparison with the
standard leaky-wave ﬁlters, which utilise the systematic
absorption of a travelling wave to create both out-of-band
attenuation and absorption of any reﬂected signals, the
solution proposed here utilises reﬂection from a standard
ﬁlter to implement out-of-band attenuation, and resonant
absorbers, designed to cover the frequency bands of
interest, to implement partial absorption of the reﬂected
signals. In this way, the absorption levels comparable with
that reported in state-of-the-art leaky-wave ﬁlters can be
achieved with a structure which is signiﬁcantly more
compact. As an example, a very compact harmonic pad is
designed and tested at X-band. The pad measures only
33 mm in length, yet when combined with the reﬂective
ﬁlter, yields a reﬂection coefﬁcient of below −12.5 dB in
the stop band while attenuating the signal by better than
65 dB. In all the cases, circuit simulation is done using
AWR Microwave Ofﬁce, and full-wave simulation using
CST Microwave Studio.
2 Transversal broadwall slots in rectangular
waveguide
For use as a harmonic pad, a single waveguide slot should
extract as much of the reﬂected energy from the main guide
as possible over a speciﬁc frequency band, without
affecting the passband transmission at other frequencies.
The ideal slot should also be orientated in such a way as to
reduce the overall length of the complete structure by as
much as possible. To avoid excitation of higher order
modes, slot arrangements that preserve both E-plane and
H-plane symmetry are preferred.
A topology that satisﬁes all the above conditions, is the
transversal broadwall slot [15], which has been shown to
achieve coupling values of up to −6 dB, with a 3 dB
bandwidth of 17% [16]. If a symmetric pair of centred,
non-inclined slots is placed as shown in Fig. 2, both the
E-plane and H-plane symmetries are preserved. The width
of the auxiliary guide can be reduced to increase the TE10
cut-off frequency of the auxiliary guide to above the main
guide frequency band. This creates a natural high-pass
ﬁltering effect which inhibits energy ﬂow to the auxiliary
guide below this frequency. To absorb the power in the
auxiliary guide, the broadwall of this guide is lined with an
absorptive sheet of thickness ta = 1 mm and the guide is
terminated at both ends with matched absorbers.
The performance of such a slot pair is illustrated in Fig. 3,
which shows the full-wave simulation results of a single,
isolated pair of slots of length l = 8 mm and width w = 1
mm, coupling a standard X-band waveguide of wall
thickness t = 1 mm to a reduced auxiliary guide of
dimension 13 × 3 mm2 through each broadwall, with the
auxiliary guides terminated at both ends with a perfect
waveguide port. Deﬁning absorption as in (1)
A =
NameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe
1− S11
∣∣ ∣∣2− S21∣∣ ∣∣2
√
(1)
it is clear that this conﬁguration achieves a peak absorption of
−3.69 dB over a 3 dB bandwidth of 16.5% around
Fig. 3 Transmission, reﬂection and absorption of transversal
broadwall slot pair (l = 8 mm, w = 1 mm, t = 1 mm, a = 22.86 mm,
b = 10.16 mm, á = 13 mm, b´ = 3 mm)
Fig. 1 Block diagram of cascaded harmonic pad and reﬂective
ﬁlter
Solid lines show S21 and dotted lines S11
Fig. 2 Transversal broadwall slot pair with auxiliary waveguides
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Figure 3.39: Principle of absorbing filter (from [52])
Using the principles of slotted-waveguide antennas, two slots can b placed
in the waveguide in front of the plane of the reflective filter, at the point at
which the standing wave for a specific harmonic is e largest. The energy
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which couples through theses slots, is transferred to two waveguides which are
both loaded with absorbing material, thus absorbing the harmonic signal. The
structure of one set of slots, and its equivalent circuit, are shown in Fig. 3.40
and Fig. 3.41.
prevent non-linear source behaviour because of the reﬂected
power. Such an approach, but without implementation,
has been proposed by various authors [7, 13, 14].
Implementations using 0 dB couplers over the signal
bandwidth have been published [12], but these limit the
ﬁlter transmission bandwidth to that achievable by the
coupler. The use of leaky wall ﬁlters as harmonic pads has
been suggested [5], but not developed in the literature to date.
This paper develops a high-power broadband absorptive
ﬁlter by cascading a novel distributed harmonic pad,
consisting of a compact slotted waveguide structure, with a
lossless reﬂective ﬁlter with a wide stop-band, both in
WR-90 waveguide. A non-uniform wafﬂe-iron ﬁlter is used
as a reﬂective ﬁlter [1], although any reﬂective ﬁlter can be
used in principle. The slotted waveguide structure (similar
to a slotted waveguide antenna, but with varying slot
lengths) is designed to absorb the standing wave created by
the reﬂective ﬁlter at a number of frequencies in the
stop-band of the reﬂective ﬁlter, without affecting the
passband response of the system. Using this combination,
an absorptive ﬁlter is realised without the use of circulators,
hybrid circuits or dual signal paths. In comparison with the
standard leaky-wave ﬁlters, which utilise the systematic
absorption of a travelling wave to create both out-of-band
attenuation and absorption of any reﬂected signals, the
solution proposed here utilises reﬂection from a standard
ﬁlter to implement out-of-band attenuation, and resonant
absorbers, designed to cover the frequency bands of
interest, to implement partial absorption of the reﬂected
signals. In this way, the absorption levels comparable with
that reported in state-of-the-art leaky-wave ﬁlters can be
achieved with a structure which is signiﬁcantly more
compact. As an example, a very compact harmonic pad is
designed and tested at X-band. The pad measures only
33 mm in length, yet when combined with the reﬂective
ﬁlter, yields a reﬂection coefﬁcient of below −12.5 dB in
the stop band while attenuating the signal by better than
65 dB. In all the cases, circuit simulation is done using
AWR Microwave Ofﬁce, and full-wave simulation using
CST Microwave Studio.
2 Transversal broadwall slots in rectangular
waveguide
For use as a harmonic pad, a single waveguide slot should
extract as much of the reﬂected energy from the main guide
as possible over a speciﬁc frequency band, without
affecting the passband transmission at other frequencies.
The ideal slot should also be orientated in such a way as to
reduce the overall length of the complete structure by as
much as possible. To avoid excitation of higher order
modes, slot arrangements that preserve both E-plane and
H-plane symmetry are preferred.
A topology that satisﬁes all the above conditions, is the
transversal broadwall slot [15], which has been shown to
achieve coupling values of up to −6 dB, with a 3 dB
bandwidth of 17% [16]. If a symmetric pair of centred,
non-inclined slots is placed as shown in Fig. 2, both the
E-plane and H-plane symmetries are preserved. The width
of the auxiliary guide can be reduced to increase the TE10
cut-off frequency of the auxiliary guide to above the main
guide frequency band. This creates a natural high-pass
ﬁltering effect which inhibits energy ﬂow to the auxiliary
guide below this frequency. To absorb the power in the
auxiliary guide, the broadwall of this guide is lined with an
absorptive sheet of thickness ta = 1 mm and the guide is
terminated at both ends with matched absorbers.
The performance of such a slot pair is illustrated in Fig. 3,
which shows the full-wave simulation results of a single,
isolated pair of slots of length l = 8 mm and width w = 1
mm, coupling a standard X-band waveguide of wall
thickness t = 1 mm to a reduced auxiliary guide of
dimension 13 × 3 mm2 through each broadwall, with the
auxiliary guides terminated at both ends with a perfect
waveguide port. Deﬁning absorption as in (1)
A =
NameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe
1− S11
∣∣ ∣∣2− S21∣∣ ∣∣2
√
(1)
it is clear that this conﬁguration achieves a peak absorption of
−3.69 dB over a 3 dB bandwidth of 16.5% around
Fig. 3 Transmission, reﬂection and absorption of transversal
broadwall slot pair (l = 8 mm, w = 1 mm, t = 1 mm, a = 22.86 mm,
b = 10.16 mm, á = 13 mm, b´ = 3 mm)
Fig. 1 Block diagram of cascaded harmonic pad and reﬂective
ﬁlter
Solid lines show S21 and dotted lines S11
Fig. 2 Transversal broadwall slot pair with auxiliary waveguides
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Figure 3.40: Basic absorbing slot
structur (from [52])
19.22 GHz, and a reﬂection coefﬁcient of below −29 dB
across the band 8.5–10.5 GHz. Parameter studies show that
in general, the slot length l determines the frequency of
maximum coupling, while the bandwidth is adjusted by
varying the slot width w and wall thickness t. Variation in
peak absorption cannot be achieved by rotating or moving
the slot from the centre axis, since this would disrupt the
E-plane symmetry required to avoid the excitation of
propagating even modes. However, for a ﬁxed slot length,
|A|peak can be adjusted by varying the auxiliary guide height b′.
3 Circuit model
Single transversal coupling slots have been studied
extensively in the literature, with the original classical
models proposed by Oliner [17] expanded more recently
using models based on full-wave electromagnetic
simulations [15]. In this paper, the simple model shown in
Fig. 4 is proposed for a single symmetric pair of slots such
as depicted in Fig. 2. Here, the main guide is represented as
a transmission line with characteristic impedance Z0, the
auxiliary guides as transmission lines of length θ1 and
characteristic impedance Z1, terminated on both sides by a
load Z1, and the reactive coupling as a transformer and
resonant circuit. To model coupling through both the ﬂoor
and the roof of the main guide, one can either use two
coupled circuits in series, or one coupled circuit with all the
impedances doubled, as shown in Fig. 4. The latter is
possible as the impedance presented to the main guide
simply doubles when using slots in both broad walls.
This model is based on that of Eshrah et al. [15], but is
reduced in complexity by the use of a single resonator,
rather than two coupled resonators connected by a ﬁnite
length of transmission line. In this, it is assumed that the
thickness of the waveguide wall, which is modelled in [15]
with a ﬁnite length transmission line, is negligible at the
frequencies of interest. To determine the equivalent circuit
element values, the scattering parameters of the physical
structure are calculated through full-wave electromagnetic
simulation, with P2 and P1 terminated by ideal waveguide
ports. The resonator parameters are related simply by the
resonant frequency
v0 =
1NameMeNameMeNameMeNameMe
LC
√ (2)
at which the phase values of S11 and S21 are equal. At this
frequency, L and C cancel, and the transformer and
terminated auxiliary guide can be represented by a single
resistor of value R, which is related to the transformer turns
ration T by
T =
NameMeNameMeNameMeNameMe
4Z1
R
√
(3)
with port P2 of both the physical structure and the equivalent
circuit terminated in a matched load, and port P1
de-embedded to the centre of the symmetric coupling slots
for both cases (i.e. by distance j for the equivalent circuit),
the input impedance at port P1 is purely resistive at
resonance. At the resonant frequency, the resistance R is
then calculated from the simulated input reﬂection
coefﬁcient |Γ| = |S11| as
R = 2Z0 G| |v=v0
1− G| |v=v0
(4)
Although it is possible to calculate L or C from the slope of
the input reﬂection coefﬁcient against frequency at
resonance, or the wideband response of either S11 or S21,
both of these methods rely heavily on the accuracy of a few
data points in a full-wave simulation, and are complicated
by the presence of the embedding transmission line. A
better broadband approximation is made by deriving the
magnitude of the input reﬂection coefﬁcient of the
equivalent circuit (as referred to the de-embedded input port
in the main guide) from circuit theory as
G| | = vLRNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe
2RZ0 − 2v2 RZ0/v20
( )( )2+ Lv 2Z0 + R( )( )2
√ (5)
The value of L (and C through (3)) is determined by obtaining
simulated values of |Γ| over a 25% band around the resonant
frequency, and minimising the root-mean-square (RMS) error
between the full-wave simulated and circuit simulated values
of |Γ|. Finally, a value for j is found by equating the
transmission phase response of the full-wave simulated
transmission line ∠S21 to that of the circuit model. To
illustrate this method of modelling, the full-wave
S-parameters of the example structure in Fig. 2 (l = 8, w = 1,
t = 1, a = 22.86, b = 10.16, a′ = 13, b′ = 3) are shown in
Fig. 5, together with the S-parameters of the derived model
(T = 2.20, L = 400 fH, C = 173 pF, j = 0.28°). It is evident
that good agreement between full-wave and circuit models
is achieved. Using two of these single-slot models separated
by an ideal model of a section of TE10 waveguide, a
combination of two of the same slots as in the previous
example, cascaded with a spacing of 5 mm, is also
Fig. 4 Circuit model of a single transversal broadwall slot pair
Fig. 5 Performance of single resonator approximation of 8 mm
transversal coupling slot pair
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Figure 3.41: Absorbing slot equiva-
lent circuit (from [52])
A full absorbing filter was designed to absorb the second harmonic of an
X-band system, i.e. the band of 16-22GHz. The filter is shown in Fig. 3.42,
where the terminating reflective waﬄe-iron filter is the one discussed before,
and shown here as an S-parameter box. The measured results in Fig. 3.43 and
Fig. 3.44 show the low re urn loss in the passband (8-11GHz) as well as in the
second harmonic stopband (16-22GHz), the low insertion loss in the passband,
and the good attenuation in the second harmonic stopband.
delled, with the results shown in Fig. 6. In both cases, the
frequency range is selected to represent the second harmonic
of an X-band signal, and good agreement in both broadband
magnitude and phase response is achieved.
4 Synthesis example
The most applica le synthesis t eories for the cascaded
absorptive resonators is that of Jaumann absorbers [18],
which relies on analytical expressions which grow
exponentially more complex for higher network orders, and
is unable to accommodate arbitrary terminations. In the
absence of a viable synthesis theory for he more general
case, circuit model optimisation must be sed to sy thesise
the harmonic pad. Fig. 7 shows the circuit model for a
triple sl t structure, including the circuit simulation models
of perfect TE10 mode waveguides, cascaded with the
S-parameters of a given reﬂective ﬁlter.
The synthesis starts by setting the initial values of the
resonant frequencies fi for all of the cascaded resonators to
the centre frequency of the absorbing band, esignated as
f0. Initial values of a, b, a′ and b′ are based on the
previously chosen values of the main and auxiliary
waveguides, with initial values of Li, Ci, ji and Ti derived
from the previous c mparison between circuit simulated
and full-wave simulated responses of a single slot. This
necessitates prior full-wave simulation and circuit element
value deﬁnition of a single slot at the centre of the required
absorbing band, as was done in Section 3. Slot spacings di
(shown in Fig. 7) are chosen to place the slots at the
standing wave pattern maxima at f0 based on the complex
input reﬂection of the reﬂectiv ﬁlter at f0 and the
assumption that local maxim are formed every λg0/2,
where λg0 is the gui e w velength at f0. The circuit is then
cascaded with the S-parameters of the given reﬂective ﬁlter
and the values fi and di are optimised to achieve a goal
input reﬂection match over a given band using a random
localised optimisation algorithm. It should be noted that
each optimisation update of fi (the slot resonant frequency),
and the associated update of the relevant slot length, in
actual fact requires an update of all the equivalent circuit
elements for that slot, which in turn requires one full-wave
simulation of the updated slot. For small changes in slot
length, this step can be omitted as the other parameters are
signiﬁcantly less sensitive to slot length than fi. However,
any large change requires a new full-wave simulation. An
alternative is to establish values of L, C, j and T for a wide
range of slot resonant frequencies (and, therefore, a wide
range of slot lengths l ) before circuit optimisation, and
apply these changes periodically to th circuit model during
optimisation using interpolation-based methods. The
synthesis is considered complete when the optimisation
goals are achieved with values Li, Ci, ji and Ti that match
the ﬁnal optimised resonant frequency of each slot. The
resonant freque c es re then used to ﬁnd slot lengths li,
and used in conjunction with the values of di to construct a
full-wave model of the harmonic pad. These dimensions
can then be ﬁne-tun d in full-wave simulation to stablish a
ﬁnal manufacturing model. Owing to the accuracy of the
model, in practice, this tuning process results in
dimensional changes of <10% in any of the dimens ns.
As an example, the procedure outlined above was applied
to des gn a harmonic pad for an X-band (8.5–10.5 GHz
Fig. 6 Performance of cascaded coupled resonator circuit to
model two slot pairs separated by 5 mm
Fig. 7 Triple slot circuit model cascaded with the reﬂective ﬁlter
Table 1 Optimised circuit parameters and associated physical
dimensions
Slot # f, GHz L, fH C, pF T j, deg l, mm d, mm
1 22.49 260 193 2.39 −0.45 6.75 10.81
2 18.15 487 158 2.13 −0.44 8.45 3.87
3 20.35 351 174 2.23 −0.44 7.5 2.65
4 21.00 306 188 2.30 −0.44 7.25 3.86
5 22.11 286 181 2.35 −0.44 6.87 2.58
Fig. 8 Final harmonic pad
Note the two end-loads to the auxiliary guide made from Eccosorb™ HR and
placed in E-plane bends
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Figure 3.42: Absorbing slot filter (from [52])
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passband) ﬁlter of which the second harmonic band
(17–21 GHz) is to be absorbed and not reﬂected. An input
reﬂection match of −15 dB across the absorptive band was
used as goal function for a ﬁve-slot structure. The full-wave
simulated S-parameter data of a reﬂective non-uniform
wafﬂe-iron ﬁlter was used as termination of the circuit
model, as shown in Fig. 7. This ﬁlter utilises rectangular
waveguide of constant width, and constant height for each
section, but non-uniform boss dimensions in order to reduce
the size [1]. For the harmonic pad, a minimum slot spacing
of di > 2.4 mm was imposed in simulation, to allow
for manufacturing. The initial offset d1 was constrained as
d1 > 7.9 mm, to allow for ﬂange and an absorptive end-load
to the auxiliary guide. The auxiliary guide dimensions of
13 × 3 mm2 were retained, as well as the 1 mm wall
thickness and 1 mm slot width. This optimisation produces
the circuit values and dimensions shown in Table 1, with
the associated S-parameters in Fig. 10. The corresponding
physical structure is shown in Fig. 8, with the dimensions
listed in Table 2.
The ﬁnal dimensions were obtained after a short additional
full-wave optimisation stage aimed at reducing the reﬂection
in the absorption band, during which no dimension had to be
tuned by > 10% of its initial value. The full-wave analysis of
the ﬁnal structure is shown in Figs. 9 and 10. It is clear that the
technique produces an absorptive ﬁlter with good matching in
both the passband and absorptive band.
5 Peak power handling capability
The peak power handling capability of the structure is
determined by ﬁnding the maximum E-ﬁeld strength Emax,
and comparing it to the breakdown E-ﬁeld strength EB.
From simulation, the maximum E-ﬁeld occurs at
resonance across the slot aperture. At 19 GHz, the
simulation indicates Emax = 36996 V/m RMS for 1 W
RMS incident power, which translates to a peak incident
power Pmax 1.086 kW if the value of Emax = 12.1 kV/cm
RMS is chosen to avoid sparking across the aperture of
the slot. Away from slot resonance, the slot exhibits
maximum power handling capabilities comparable with
the waveguide itself, since there is no concentration of
E-ﬁeld in or around the slot.
6 Manufacturing and measured results
The harmonic pad was manufactured from Aluminium 6082
(Fig. 9), using Eccosorb™ FGM-40 as sheet absorber lining
the opposing broadwall in the auxiliary guide. The
absorptive end-loads in the auxiliary guides were
implemented with Eccosorb™ HR in an E-plane bend, to
make the load (and, consequently, the pad itself) more
compact. The harmonic pad has a total length of 33 mm,
ﬂanges included. The harmonic pad was attached to an
existing non-uniform wafﬂe-iron ﬁlter, with the total
measured S-parameters shown in Figs. 10–12. Calibration
was performed over the bands 8–12 and 16–22 GHz, to
cover the transmission and absorption bands of interest. A
full two-port coaxial calibration at the coaxial-waveguide
transitions was completed, followed by a TRL waveguide
Table 2 Initial and manufactured dimensions
Dimension l1 l2 l3 l4 l5 d1 d2 d3 d4 d5
initial, mm 6.75 8.45 7.5 7.25 6.87 10.8 3.87 2.65 3.86 2.58
tuned, mm 6.42 8.45 7.5 7.23 6.87 10.2 3.75 2.42 3.60 2.65
variation, % −4.89 0 0 −0.28 0 −5.64 −3.10 −8.68 −6.74 + 2.71
Fig. 9 Manufactured harmonic pad (left) and applied to a reﬂective wafﬂe-iron ﬁlter [1] (right)
Fig. 10 Measured and simulated reﬂection response
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Figure 3.43: Absorbing filter S11
(from [52])
calibration for, respectively, the two bands of interest. For the
TRL calibrations, the line standards were implemented using
short sections of WR90 waveguide between the transitions.
The complete absorptive ﬁlter exhibits −18 dB input
reﬂection across the 8.5–10.5 GHz passband (Fig. 10) and
−12.5 dB peak reﬂection in the absorptive band. The
combined structure exhibits insertion loss of > 65 dB in the
absorptive band (Fig. 11) but <0.5 dB in the passband
(Fig. 12). The discrepancies in the simulated and measured
response are attributed to some discrepancy between the
full-wave simulated S-parameter data of the reﬂective ﬁlter
(used to design the harmonic pad) and the manufactured
S-parameter measurement data of the wafﬂe-iron ﬁlter.
Nevertheless, the results indicate good agreement between
the synthesised and measured responses.
7 Conclusion
This paper presents an approach for the development of
compact harmonic pads using transversal broadwall slots in
rectangular waveguide coupling to absorptive auxiliary
guides. Good ﬁrst-iteration synthesis accuracy is achieved
in a band 17–21 GHz, producing matching over a 20%
bandwidth to below −12.5 dB.
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Figure 3.44: Absorbing filter S21
(from [52])
This work presented a very novel approach for the design of absorbing
harmonic filters, and produced a filter significantly smaller than the traditional
leaky-wave filters. It was immediately adopted by the industry partner at the
time, and has been used in successive systems since. As this is a niche field
of research, virtually no other solutions have emerged since this work, and it
still represents the state-of-the-art in terms of a compromise between size and
performance a decade later.
3.6 Tunable and Planar Filters
Planar filters, constructed using standard PC-board p ocess s, ave become
increasingly popular over the last few decades as the quality and ability of t
processes have developed. Especially the l t d c e has seen a hug surge
in the development of multi-layer microwave circuits, using substrates such as
RT-Duroid. At the same time, increases in affordable computing power, and
in the capabilities of commercial full-wave electromagnetic analysis software,
have removed most of the modelling restrictions on structures. Designers can
now propose filter structures of almost arbitrary complexity, and solve it very
accurately on machines as small as office laptops. This has lead to an ex-
plosion in filter topologies, resonating structures, coupling structures, and the
incorporation of tuning elements into planar structures.
Over the last decade, my own filter work also shifted from mostly waveg-
uide work, to mostly planar work. This was mainly driven by the needs of
local industry, who in turn was reacting to a market which changed virtu-
ally overnight from almost completely defence orientated to almost completely
commercially orientated.
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3.6.1 Triple-mode filters
One of the areas in filter design which received significant international atten-
tion, was that of multi-frequency resonators. As a general goal, the empha-
sis on planar resonators has been on miniaturisation, and the possibility to
achieve multiple resonances using a resonator with roughly the same footprint
as a singly resonant circuit, was very attractive.
In cooperation with Prof Branka Jokanovic from Belgrade, and with a
colleague Dr Riana Geschke, our first efforts in this direction was a triple-
mode etched split-ring resonator [57] and [58]. This consisted of three very
tightly coupled, concentric, split-ring resonators such as shown in Fig. 3.45.
Having the three resonators so tightly coupled, reduces the total footprint by
a huge margin, but makes the design quite complicated, as is quite clear from
the complicated circuit model shown in Fig. 3.46. This especially becomes a
problem when the resonator is to be used in a larger filter structure.
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Fig. 1. Detailed geometry and dimensions of the square composite resonator.
Fig. 2. Basic composite resonator composed of three resonators and with feed
rings indicated by light shading.
Fig. 3. Two coupling models for the composite resonator: (a) is a complete
model, which includes cross-coupling and coupling between feed and each res-
onator and (b) is a simplified model with mainline couplings only.
from the side lengths , , and , determine the self-res-
onant frequencies. The two innerresonators have U-extensions
described by parameters to . These parameters adjust the
self-resonant frequency of each resonator and can be used to
increase the resonator lengths. The spacing dimensions and
adjust the level of coupling between resonators. Resonator
linewidths , and are typically identical. The three res-
onators are usually asynchronously tuned, i.e., with different
self-resonator frequencies, to meet filter specifications.
B. Circuit Model for a Single Composite Resonator
A coupling model for a single composite resonator can be
developed by coupling the outside resonator to input and output
feeds, as shown in Fig. 2, and using the -parameters over the
whole bandwidth of interest.
Two coupling models for the structure of Fig. 2 are presented
in Fig. 3. Resonator 1, the outer resonator, is enclosed by feed
rings. Resonators 2 and 3 are rejection resonators that position
transmission zeros in the filter response.
The model of Fig. 3 is expanded in more detail in Fig. 4.
While a tightly coupled combination of two (or multiple) open-
ring half-wavelength resonators may be modeled by a single
resonant tank circuit [13], [14], it only predicts a single resonant
Fig. 4. Circuit representation of the coupling model for the resonator with cou-
pling topology of Fig. 3(b).
frequency. To represent the multiband effect, each SRR is rep-
resented by a parallel circuit. The parallel represents
the effect of a finite resonator unloaded -factor of resonator
. The coupling between resonators is modeled by frequency
independent J-inverters. These models are only accurate in the
vicinity of the resonant frequency.
The parameters in the model are the resonator unloaded
factor , assumed to be equal for all three resonators, the
loaded factor, (described by inverters and ),
the three resonator frequencies , , and , and the
inter-resonator couplings and . The coupling inverters
and resonator impedances are inter-dependent [16]. In total
there are seven parameters for the third-order filter.
To determine the resonator parameters , , and ,
(1)
where is the characteristic line impedance of resonator .
The characteristic admittance of the frequency independent ad-
mittance inverter is
(2)
with
(3)
C. Simultaneous Parameter Extraction
Two resonator examples are given to illustrate an optimiza-
tion-based parameter-extraction method and the applicability
of the lumped-element model of Fig. 4 to predict the filter re-
sponses. Resonator 1 is designed on a Rogers 5870 substrate
Figure 3.45: Triple band resonator
(from [57])
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Fig. 1. Detailed geometry and dimensions of the square composite resonator.
Fig. 2. Basic composite resonator composed of three resonators and with feed
rings indicated by light shading.
Fig. 3. Two coupling models for the composite resonator: (a) is a complete
model, which includes cross-coupling and coupling between feed and each res-
onator and (b) is a simplified model with mainline couplings only.
from the side l ngths , , and , determine the self-res-
onant frequencies. The two innerresonators have U-extensions
described by parameters to . These parameters adjust the
s lf-resonant frequency of each resonator and can be used to
i r ase the resonator lengths. T e spacing dime sions and
djust the level of coupling betwe n resonators. Resonator
linewidths , and are typically identical. The three res-
onators are usually asynchro ously tuned, i.e., with different
self-r s nat r frequencies, to meet filter sp cifications.
B. Circuit Model f r a Singl Composite Resonator
A coupling model for a single composite resonator can be
developed by coupling the outside resonator to input and output
feeds, as shown in Fig. 2, and using the -parameters over the
whole bandwidth of interest.
Two coupling mo els f r the structure of Fig. 2 are presented
in Fig. 3. Resonator 1, the outer resonator, is enclosed by feed
rings. Resonators 2 and 3 are rejection resonators that position
trans ission zeros in the filter response.
The model of Fig. 3 is expand d in more d tail in Fig. 4.
While a tightly coupl d combination of two (or multiple) open-
ring half-wavelength resonators may be modeled by a single
res nant tank circuit [13], [14], it only predicts a single resonant
Fig. 4. Circuit representation of the coupling model for the resonator with cou-
pling topology of Fig. 3(b).
frequency To represent the multiband effect, each SRR is rep-
resented by a parallel circuit. The parallel represents
the effect of a finite resonator unloaded -factor of resonator
. The coupling betwee resonators is modeled by frequency
independent J-inverters. These models are only accurate in the
vicinity of the resonant frequency.
The paramet rs in the model ar the resonator unloaded
factor , assumed to be equal for all three resonators, the
loaded factor, (described by inverters and ),
the three resonator frequencies , , an , and the
inter-r sonator couplings and . The coupling inverters
nd resonator impedances ar inter-depe ent [16]. In total
there are seven parameters for the third-order filter.
To determine the resonator parameters , , and ,
(1)
where is the characteristic line impedance of resonator .
The characteristic admittance of the frequency independent ad-
mittance inverter is
(2)
with
(3)
C. Simultaneous Parameter Extraction
Two resonator examples are given to illustrate an optimiza-
tion-based parameter-extraction method and the applicability
of the lumped-element model of Fig. 4 to predict the filter re-
spons s. Resonator 1 is designed on R gers 5870 substrate
Figure 3.46: Triple band resonator
equivalent circuit (from [57])
To enable a design process, we proposed a systema ic d tuning s stem by
which parts of the resonator could be detuned (instead of re oved), leaving the
structure to exhibit only the normal two resonances expected from a coupled
resonator system. Fr m these two frequ nci s, both th resonant frequencies
can be extracted, as w ll as the coupling facto . Th ain advantage of detun-
ing instead of removing sectio s, is of course that the structure only changes
marginally when detuned. Fig. 3.47 shows two cases of detuning - one with the
inner ring detuned, and the other with the outer ring detuned. The resulting
curves in Fig. 3.48 show only two resonance peaks in each case, from which
the relevan part of th ful mod l can then be extracted.
The m th d of syste ic detuning was used in the design of a sixth order
filter with three passbands, consisting of two coupl d triple-mode resonators,
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TABLE I
GEOMETRY AND SUBSTRATE PARAMETERS FOR TWO RESONATOR
EXAMPLES. ALL DIMENSIONS IN MILLIMETERS
TABLE II
EXTRACTED PARAMETERS FOR RESONATORS FROM USING
OPTIMIZED PARAMETER EXTRACTION METHOD
Fig. 5. Comparison between MoM predicted     -parameter by parameter ex-
traction for resonator filters 1 and 2 using the model of Fig. 3(b).
with 0.787-mm thickness and relative permittivity of 2.33. Res-
onator 2 is designed for much closer passband spacing on a sub-
strate with 0.5-mm thickness and relative permittivity of 2.2.
The dimensions and substrate details for the two resonators, 1
and 2, are listed in Table I.
The coupling model of Fig. 4 is fitted onto a method of
moments (MoM) analysis of each structure, which incorporates
substrate and copper losses, through an optimization procedure
based on magnitude and group delay. The extraction
method provides all parameters simultaneously, based on a
single optimization run.
Extracted parameters are given in Table II and the model fit-
ting for both resonators is shown in Figs. 5 and 6. It is clear that
excellent agreement exists between the circuit model and the
full-wave electromagnetic analysis, except in the region above
the third passbands. This is due to the lumped-element repre-
sentations of the resonators and the frequency independence of
the inverters. A valid model therefore requires the difference be-
tween resonator frequencies to be within acceptable limits.
D. De-Tuning Method for Parameter Extraction
An alternative method to extract coupling parameters is that
of de-tuning, similar to the procedure followed for tuning fil-
ters by de-tuning some resonators to focus attention on a single
coupling. In this approach, inter-resonator coupling is found
by calculating the resonant frequencies of two resonant peaks
Fig. 6. Comparison between MoM predicted   group delay for third-order
composite resonators 1 and 2 to that of a circuit model based on parameter ex-
traction.
Fig. 7. Layouts of the composite resonators used for de-tuning extraction.
De-tuned resonators appear in lighter shading. (a)  with cut third resonator.
(b)  with first resonator cut.
( and ), observable from the resonant frequency response
when one of the resonator rings is de-tuned.
The resonators not under consideration are de-tuned by sig-
nificantly changing their resonant frequencies. It can be done by
removing a resonator, closing it or inserting one or more cuts.
The first option is the simplest, but in many cases, not very accu-
rate. Closing the resonator typically does not shift the resonant
frequency as far upward as cutting a resonator, which is usu-
ally the best option. Selecting the position of the cut requires
detailed knowledge of the resonator layout and the coupling
mechanisms.
Fig. 7 shows the modified composite resonators used for
and coupling extraction by de-tuning. The de-tuned res-
onator in each case is cut, producing two resonators with sig-
nificantly higher resonant frequencies. Fig. 8 displays a set of
de-tuning filter responses found in this manner for various dis-
tances of separation, displaying two resonances separated by a
transmission zero for each response since one of the resonators
is a rejection resonator. For smaller coupling, the resonant peaks
are closer together as described by the expression for the cou-
pling coefficient of two asynchronously tuned coupled res-
onators
(4)
where are the self-resonant frequencies of the resonators and
are the frequencies of resonant peaks when coupled and ex-
cited by a feed [17]. When are the same, i.e., synchronous
Figure 3.47: Triple band detuned
resonator (from [57])
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Fig. 8. Typical de-tuning responses of coupling between an asynchronously
tuned mainline and rejection resonator for various separations between ele-
ments.
Fig. 9. Coupling coefficients   and   versus various substrate thicknesses,
all with relative permittivity of 2.33.
tuning of resonators, the well-known simplified expression may
be used
(5)
To evaluate whether the de-tuning was performed success-
fully, there are a number of criteria: the de-tuned response
should display only two clear resonances in the frequency
range of the filter passband, the feed separation from the res-
onators must be large enough so as to excite the resonances
at low levels, and investigation of the currents on resonators
is required to ensure that the two intended resonators are
responsible for the two resonances.
Fig. 9 demonstrates the agreement between de-tuning and
optimization-based parameter extraction using a circuit model
for and as influenced by substrate thickness. Resonator
example 1 of Table I, for various commercially available sub-
strate thicknesses was used as example. The de-tuning technique
and the optimized parameter-extraction method are compared
and the diagram shows good agreement between the extraction
methods. It demonstrates that both methods can be used to ex-
tract models for a single composite resonator.
E. Filters Using Single Composite Resonators
The resonator self-resonant frequency determines the mid-
band frequency of the filter. A comparison of Table II frequency
and Fig. 5 reinforces this statement.
The resonator frequencies and along with the coupling
are responsible for the position of transmission zeros, which
are clearly visible in Fig. 5. To position the transmission zeros,
these three parameters are adjusted.
The coupling and both influence the spacing between
passbands. Increased spacing between passbands is not obtained
by adjusting the resonator frequencies , , or as this would
lead to dramatically unequal insertion loss levels for passbands.
It is best done by increasing the coupling between resonators
by adjusting their spacing and . Comparing the responses
of resonators 1 and 2 in Section II-C, the difference in coupling
between resonators demonstrates this.
III. COUPLING IN MULTIRESONATOR FILTERS
A. Cascaded Composite Resonator Filters
With correctly designed coupling and feed structure, a single
composite resonator can be used as a triple-band filter. This
topology offers individual control over the three passband center
frequencies, as well as the position of the transmission zeros.
To control passband widths, two filter topologies are presented
in Fig. 10 using two cascaded composite resonators. The mir-
rored topology consists of two identical composite resonators
mirrored vertically. The translated topology has two identical
composite resonators placed next to each other.
In Fig. 11(a), a full coupling model, and Fig. 11(b), a reduced
coupling model, for these filters are introduced. The mainline
couplings in the reduced model, where only adjacent couplings
are considered, may all be designed independently. The model
of Fig. 11(a) includes all possible couplings, including coupling
between the input and the inner resonators, but these additional
cross-couplings are not independently controllable. The cou-
pling between the feed and inner resonators is very small. For
this reason, the reduced model is the starting point for design.
The topology of the reduced model is established in filter de-
sign in [15] in the context of dual-band filter design, where only
one coupled rejection resonator is required for dual-band filters.
The rejection resonator introduces a transmission zero. For an
additional filter passband, as is required in this work, another
coupled rejection resonator must be added. In our case, each of
the four rejection resonators 2, 3, 5, and 6 introduce a transmis-
sion zero into the response.
The theoretical model of Fig. 11(b) in principle provides con-
trol over passband spacing and bandwidths of each passband.
In practice, this is limited by the maximum coupling values
possible. Geometric proximity of the six resonators results in
the other couplings of Fig. 11(a) influencing the ideal response.
The main effect is that the transmission zeros of the ideal
model are obscured and the attenuation between passbands is
reduced. To some extent, this effect can be limited by geometric
repositioning of the resonators, as will be demonstrated in
Section IV-D.
Figure 3.48: Detuned resonance fre-
quencies (from [57])
as shown in Fig. 3.49. Using the detuning method reduced the full-wave op-
timisation efforts considerably, and enabled a systematic design of the filter
from a coupling matrix, instead of optimising the complete filter in one optimi-
sation stage, using all the variables, to satisfy the complete coupling matrix.
A photograph of one filter prototype is shown in Fig. 3.49, with the mea-
sured S-parameters in Fig. 3.50. For the substrate used in this case (r=2.5),
the fo tprint of the tripl -band filter is very smal , without deteriorating the
response.
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Fig. 14. Extracted coupling coefficient   versus separation distance. Res-
onator 1 of Table I is used.
Fig. 15. Repositioning of the two inner resonators to reduce unwanted cross-
coupling.
A prototype filter based on Fig. 11(b) is used as a starting
point. Since the filter uses two identical composite resonators,
the parameters for design are , , , , , , and .
Using optimization based on the specifications above, a
possible realization of a filter of the topology of Fig. 3(b) has
the coupling matrix
(6)
B. Composite Resonator Design
The parameters and of (6) and the resonator self-res-
onator frequencies , , and are the starting point values
for both resonators. The ring lengths, linewidths, and spacing
detailed in Fig. 1 are determined to correspond to the required
resonator resonant frequencies and the couplings and .
Initial estimates for ring lengths are made by calculating the
length of half-wavelength resonators on the selected substrate.
A number of iterations are completed where optimization pa-
rameter extraction is used to determine whether the dimensions
correspond to the required coupling matrix entries.
C. Parameters to Control Bandwidth
Once the composite resonator design is complete, it remains
to couple two identical composite resonators combined with
suitable feeds. Either the mirrored or the translated topology can
be used. The remaining parameters are and , which de-
Fig. 16. Ideal specification filter response of Fig. 11(a) and (b), compared to
the MoM filter response for the mirrored filter with the mainline coupling matrix
of (6) and the full coupling matrix of (7).
Fig. 17. Photograph of manufactured filter #1: mirrored configuration.
Fig. 18. Photograph of manufactured filter #2 to illustrate the translated filter
topology.
termine filter bandwidths. is increased by decreasing the dis-
tance between the composite resonators, as detailed by Fig. 14.
The maximum bandwidth is determined by (refer to Fig. 9
for typical realizable values). For this reason, this topology is
better suited for narrowband filters.
The input and output loaded factor is lowered by de-
creasing the feed spacing and proper selection of feed topology.
A ring-feed is used to obtain the relatively low loaded factor
required.
Figure 3.49: Triple band filter (from
[57])
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TABLE III
GEOMETRY AND SUBSTRATE PARAMETERS FOR TWO FILTER EXAMPLES. ALL DIMENSIONS IN MILLIMETERS
The optimized parameter extractio is used during each step
to extract the coupling matrix for the filter. Dimensions are ad-
justed until the desired filter response is obtained. Initially only
the simplified model of Fig. 11(b) is used, but in the last iteration
steps, all couplings of Fig. 11(a) are included in the parameter
extraction, to perform the final fine tuning of filter dimensions.
D. Mirrored Topology for Filter Design
When the standard resonators are cascaded as in Fig. 10(a),
it can be shown that the cross-couplings become problematic.
Here, the composite resonator of Fig. 1 is adjusted to decrease
the level of cross-couplings couplings , , , , and
, as is shown in Fig. 15, where mm. The spacing
between resonators is consequently reduced to maintain the
required coupling . The coupling matrix realized after the
design procedure is
(7)
with mainline couplings in bold text. The other filter parameters
are , GHz, GHz, and
GHz.
The repositioned resonators reduce the cross-couplings and
result in very controllable filter response. The filter response is
shown in Fig. 16 in comparison with the specified filter response
and the simulated results. These closely match the specifi-
cation of the coupling model prototype.
From Fig. 16, the eff ct of the cross-couplings on the filter
model can be e n: the transmission zeros predicted by the
model of Fig. 11(b) are obscured and the isolation between
passb nds is d graded.
E. Translated Topology for Filter Design
As for the mirrored case, the translated topology of Fig. 10(b)
can also be used. The design procedure is similar to that of the
mirrored topology. The realized coupling matrix is
(8)
Fig. 19. Simulated and measured  -parameters for the mirrored filter.
Fig. 20. Simulated and measured  -parameters for the translated filter.
The other filter parameters are , GHz,
GHz, and GHz.
The combined effect of the cross-couplings introduce very
sharp transmission zeros between passbands. Due to the smaller
distance between resonators required to obtain the desired
value (as compared to the mirrored topology), the cross-cou-
plings are more influential. These produce the transmission
zeros between passbands. The other effect is that the values of
the mainline couplings are required to be somewhat different
from that of the specified coupling matrix of (6).
F. Manufactured Filter Results
Figs. 17 and 18 present photographs of the two filters manu-
factured with a standard photolithography process. Filter dimen-
sions are listed in Table III. Measured results compared to the
MoM simulation are shown in Figs. 19 and 20. Filter center fre-
quencies, bandwidths, insertion loss of passbands, and dimen-
sions are listed in Table IV. Good agreement is found in terms
Figure 3.50: Triple and filter me -
su ement (from [57])
In conjunction with myself, the work w s continued by Dr J kanovic and
her group, with the next phase being a reconfigurable, three-spli -ring struc-
ture, called a compo ite split-r ng resonator [59]. An example of the structure
is shown in Fig. 3.51. Here, the ability to reconfigure the structure is made pos-
sible by the insertion of PIN-diodes at certain critical points, allowing DC bias
signals to switch sections of the structure in and out of the circuit. Fig. 3.52
graphically shows (in yellow) the active sections (i.e. those contributing to
the response) of the structure for five differe t states. As PIN-diodes are very
inexpensive, and have very low loss as compared to varactor diodes, switching
Stellenbosch University https://scholar.sun.ac.za
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instead of tuning is an excellent option, and if designed correctly, can yield a
set of transfer functions which also satisfy multi-band requirements.
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Reconfigurable Multi-State Composite
Split-Ring Resonators
Marko Ninic, Branka Jokanovic, Member, IEEE, and Petrie Meyer, Member, IEEE
Abstract—We present two versions of the reconfigurable com-
posite triple split-ring resonators (C3SRRs). Reconfigurability is
achieved by means of the de-tuning technique that enables ob-
taining different dual-band and single-band composite resonators
from one triple-band topology. Five different configurations are
obtained using the first topology: one triple-band, two dual-band
and two single-band C3SRRs. The second topology provides seven
different configurations: one triple-band, three dual-band and
three single-band C3SRRs. PIN diodes are used as switching
elements, which are placed on the vertical branches of split-ring
resonators so that the filter insertion loss does not increase. Mea-
sured and simulated data are compared and excellent agreement
is obtained.
Index Terms—Composite split-ring resonator, de-tuning, multi-
band resonator, passband, PIN diode, resonant frequency.
I. INTRODUCTION
MODERN wireless systems require the design of multi-band devices which can be adapted to multiple bands at
the same time or to different bands adjusting in real time. In
order to have small and compact devices, reconfigurable and
tunable resonators and filters are of great importance and a lot
of attention is devoted to their design nowadays.
One of the possibilities is to design tunable filters with con-
tinuous passband tuning. Such tunable single-band filter with
varicap diodes, which can tune the central passband frequency
in a relatively wide frequency range (from 1.7 to 2.7GHz), is
shown in [1], but its insertion loss is rather high, between 3.9
and 4.8dB. Another example is a single-band filter [2] with vari-
cap diodes, which can tune the central passband frequency from
1.4 to 2GHz, as well as the transmission zeroes. On the other
hand, it is possible to design filters with discrete adjustment of
resonant frequencies using PIN diodes, as shown in [3] (single-
band filter with six different configurations, three of them are
narrowband and other three are wideband configurations). All
of these filters were designed in microstrip technology, due to
the low fabrication cost and simple dc biasing of the diodes.
In this letter we present two topologies of the reconfigurable
C3SRRs with three concentric split-ring resonators (SRRs) [4]
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Fig. 1. Layout of the triple-band C3SRR. Dimensions are in mm: L1 =
14.4, L2 = 13, L3 = 10.6, Lin1 = 3.5, Lin2 = 15.8, L50 = 5, W1 = 0.4,
W2 = 0.9, W3 = 0.7, Win1 = 0.2, Win2 = 0.5, W50 = 2.4, L3a = 2.9,
h3a = 4.4, h3b = 2.4, c1 = 1, c2 = 0.6, c3 = 4.4, cin = 5.
which can be switched from triple-band to several dual-band
and single-band configurations. Reconfigurability is based on
de-tuning of the individual SRRs which become nonfunctional
in the structure due to the significant change of their resonant
frequencies. Among several ways of de-tuning the SRRs, which
increase the insertion loss and require a rather complicated
bias circuit, we apply two original de-tuning schemes in this
letter. The first is related to grounding the SRRs by means of
PIN diodes, and the second is related to interconnecting two
adjacent SRRs, thus forming a new one.
II. DE-TUNING OF SRRs
The layout of the triple-band C3SRR as the initial configura-
tion is shown in Fig. 1. Its passbands can be easily adjusted by
changing the length of each SRR and/or the distance between
adjacent SRRs. Using the de-tuning technique it is possible
to switch-off a certain ring changing its resonant frequency
significantly to obtain a configuration with one or more less
passbands. Passband frequencies are approximately equal to
passband and/or transmission zero frequencies of the initial
triple-band C3SRR, depending on which ring is de-tuned and
the way of de-tuning.
Some ways of de-tuning of SRRs are shown in Fig. 2. Red
circles denote the positions of the PIN diodes. Fig. 2(a) shows
the ways of de-tuning of the inner ring by cutting, by closing
the ring contour or by grounding the ring. In the first case the
ring is active when the diode is turned ON, so there is additional
insertion loss because of the maximum current in the middle of
the ring. In the second case the ring is active when the diode is
turned OFF, but it requires a complicated dc bias. Finally, the
third case with the grounded ring is used in this letter. It requires
1531-1309 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
Figure 3 51: Composite split-ring
resonator (from [59])
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Fig. 2. Examples of de-tuning the SRRs: (a) de-tuning by cutting, short-
circuiting and grounding of the inner ring, (b) de-tuning by interconnecting
two SRRs to obtain a new one. Solid rectangles represent active rings.
Fig. 3. C3SRRs with PIN diodes and dc bias circuit in: (a) five-state topology,
(b) seven-state topology. Input feeds are omitted.
very simple dc biasing and insertion loss is minimized because
the ring is active when the diodes are turned OFF. De-tuning by
interconnecting two SRRs is shown in Fig. 2(b) and is also used
as a way of de-tuning in this letter. When the diodes are turned
ON, two SRRs are connected forming a new SRR, which cre-
ates a dual-band C3SRR with the remaining ring. This configu-
ration exhibits negligible additional insertion loss since current
is low at the diodes positions. Applying these two ways of de-
tuning simultaneously, a single-band C3SRR can be obtained.
III. COMPOSITE RESONATOR CONFIGURATIONS
We propose two reconfigurable C3SRR topologies: the five-
state and the seven-state topologies, both shown in Fig. 3.
The C3SRRs are designed using flip-chip PIN diodes MADP-
042905 and fabricated on DiClad 880 substrate with εr =
2.17, thickness h = 0.787 mm and metallization thickness
t = 0.017 mm. Multi-state operation is performed using the
STM32F100RB microcontroller and corresponding electronic
circuits which provide required bias voltages. For the five-state
topology two levels of dc bias are used, 0 and 5 V, while for the
seven-state topology three bias voltages are necessary: −5 V,
0 V and+5 V. PIN diodes are simulated as a resistorRON = 5Ω
in the ON state and as a paralel RC network ROFF = 50 kΩ,
COFF = 0.06 pF in the OFF state. The C3SRRs are simulated
using CST software [5].
A. Five-State Topology
In this topology [Fig. 3(a)] diodes D1 interconnect the outer
and the middle rings, while the diodes D2 and D3 ground the
Fig. 4. Fabricated composite split-ring resonators: (a) five-state topology,
(b) seven-state topology. Overall dimensions are 0.37 λg×0.35 λg at 2.4 GHz.
Fig. 5. Seven-state topology: measured and simulated results are shown by
solid and dash-dot lines, respectively. (a) All diodes are OFF. (b) Diodes D1
are ON. (c) Diodes D3 are ON. (d) Diodes D1 and D3 are ON. (e) Diodes D2
and D3 are ON.
middle and the inner rings, respectively. It can be seen that
different types of de-tuning have different effects on passbands
positions. When the outer and the middle rings are intercon-
nected (diodes D1 are ON), the first passband of the triple-
band configuration is turned OFF, while the remaining two
bands (at the same positions as in the triple-band C3SRR)
form a dual-band C3SRR (see Fig. 4). When the inner ring is
grounded (diodes D3 are ON) the first passband of the dual-
band C3SRR is located approximately at the same position as
in the triple-band configuration, since it depends on the outer
ring. The second band is located approximately at the position
of the second transmission zero of the triple-band configuration.
When the filter is switched to a single-band configuration (both
D1 and D3 or D2 and D3 are ON) its passband is located at
Figure 3.52: Composit split-ring
resonator states (from [59])
The measured results for a seven-state filter are shown in Fig. 3.53. The
va iety of usable passbands, and inter-passband attenuations, are clear.
T e two struct res presented here represented the smallest footprint triple-
mode resonators (for a certain frequency and substrate) at the time, and are
still among the smallest published. The detuning synthesis method contrasts
strongly with a simple brute-force optimisation, which was the prevalent de-
sign method then. In addition to shortening the design cycle, it also had the
significant ben fit of allowing a much more systematic d sign, in the normal
way of filter synthesis.
3.6.2 Mixed-coupling multilayer filter
In another co p ration, th s time with the group of Prof Jiasheng Hong from
Heriot-Watt University in Edinburgh, and specifically with PhD students Dr
Shilong Qian from Heriot-Watt, and Dr Gerdus Brandt from Stellenbosch, the
possibilities of multi-layer structures for the implementation of small filte s
was investigated [60]. In particular, the use of multiple lay rs to implement
vertical coupling between resonators, and combinations of positive and neg-
ative couplings, were attempted. Vertical, mixed coupling structures offer
many advantages, and enables couplings to be made between non-adjacent
resonators in a very simple manner. Fig. 3.54 for instance shows a st ndard
coupling matrix resulting from a filter specification, which requires multiple
cross-couplings. Using mixed-mode coupling ( .e. combined positive and neg-
ative coupling together), and circuit transformations, the complex coupling
matrix can be implemented as the circuit in Fig. 3.55.
Using multi-layer manufacturing, the filter could then be implemented as
the structure shown in Fig. 3.56, where the different patterns are shown for
each layer, as well as the interconnects. The measured response of the filter is
Stellenbosch University https://scholar.sun.ac.za
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Fig. 2. Examples of de-tuning the SRRs: (a) de-tuning by cutting, short-
circuiting and grounding of the inner ring, (b) de-tuning by interconnecting
two SRRs to obtain a new one. Solid rectangles represent active rings.
Fig. 3. C3SRRs with PIN diodes and dc bias circuit in: (a) five-state topology,
(b) seven-state topology. Input feeds are omitted.
very simple dc biasing and insertion loss is minimized because
the ring is active when the diodes are turned OFF. De-tuning by
interconnecting two SRRs is shown in Fig. 2(b) and is also used
as a way of de-tuning in this letter. When the diodes are turned
ON, two SRRs are connected forming a new SRR, which cre-
ates a dual-band C3SRR with the remaining ring. This configu-
ration exhibits negligible additional insertion loss since current
is low at the diodes positions. Applying these two ways of de-
tuning simultaneously, a single-band C3SRR can be obtained.
III. COMPOSITE RESONATOR CONFIGURATIONS
We propose two reconfigurable C3SRR topologies: the five-
state and the seven-state topologies, both shown in Fig. 3.
The C3SRRs are designed using flip-chip PIN diodes MADP-
042905 and fabricated on DiClad 880 substrate with εr =
2.17, thickness h = 0.787 mm and metallization thickness
t = 0.017 mm. Multi-state operation is performed using the
STM32F100RB microcontroller and corresponding electronic
circuits which provide required bias voltages. For the five-state
topology two levels of dc bias are used, 0 and 5 V, while for the
seven-state topology three bias voltages are necessary: −5 V,
0 V and+5 V. PIN diodes are simulated as a resistorRON = 5Ω
in the ON state and as a paralel RC network ROFF = 50 kΩ,
COFF = 0.06 pF in the OFF state. The C3SRRs are simulated
using CST software [5].
A. Five-State Topology
In this topology [Fig. 3(a)] diodes D1 interconnect the outer
and the middle rings, while the diodes D2 and D3 ground the
Fig. 4. Fabricated composite split-ring resonators: (a) five-state topology,
(b) seven-state topology. Overall dimensions are 0.37 λg×0.35 λg at 2.4 GHz.
Fig. 5. Seven-state topology: measured and simulated results are shown by
solid and dash-dot lines, respectively. (a) All diodes are OFF. (b) Diodes D1
are ON. (c) Diodes D3 are ON. (d) Diodes D1 and D3 are ON. (e) Diodes D2
and D3 are ON.
middle and the inner rings, respectively. It can be seen that
different types of de-tuning have different effects on passbands
positions. When the outer and the middle rings are intercon-
nected (diodes D1 are ON), the first passband of the triple-
band configuration is turned OFF, while the remaining two
bands (at the same positions as in the triple-band C3SRR)
form a dual-band C3SRR (see Fig. 4). When the inner ring is
grounded (diodes D3 are ON) the first passband of the dual-
band C3SRR is located approximately at the same position as
in the triple-band configuration, since it depends on the outer
ring. The second band is located approximately at the position
of the second transmission zero of the triple-band configuration.
When the filter is switched to a single-band configuration (both
D1 and D3 or D2 and D3 are ON) its passband is located at
Figure 3.53: Composite split-ring resonator measurements (from [59])
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Fig. 1. (a) Typical coupling matrix and (b) its coupling diagram.
Fig. 2. Special orthogonal matrix .
is . The inversed matrix . When such a sim-
ilarity transformation is applied to the coupling matrix ,
the elements in row , , and column , of the new ma-
trix are changed according to the following formula:
(2)
(3)
(4)
It should be mentioned that, unlike the similarity transformation
in [10], the special orthogonal matrix being used here is
not a rotation matrix, thus this similarity transformation is not a
matrix rotation process, but it can be called a matrix reflection.
It can be seen that after such a similarity transformation with the
special orthogonal matrix , the sign of all the elements in row
and column are changed, except that the diagonal element
(frequency offset) is not affected. In the coupling diagram,
such a similarity transformation changes the signs of couplings
associated with the resonator . Fig. 3 shows the new coupling
diagram after applying such a similarity transformation on the
coupling diagram in Fig. 1(b) with a transformation matrix .
Fig. 3. New coupling diagram after applying to the matrix of Fig. 1(b).
Fig. 4. Lumped-element admittance inverters.
Fig. 5. Resonator and its adjacent admittance inverters.
B. Nonideal Inverters
The theory of the coupled-resonator filter is usually used to
design a narrowband filter. This is because the practical res-
onators and impedance/admittance inverters have the required
performances only within a limited bandwidth. In a coupled-
distributed-resonator filter, both the resonators and couplings
are based on narrowband assumption. In a coupled-lumped-res-
onator filter, although the lumped-element resonators behave
like ideal lumped-element resonators over a much wider band-
width, the lumped-element or inverters, as in Fig. 4, are
very frequency dependent (although they provide frequency-in-
variant phase shift). In this case, to design a coupled-lumped-
resonator filter with wideband matching with the coupling ma-
trix prototype, the nonideal effect from the lumped-element in-
verters should be minimized.
Considering the two-port network, as shown in Fig. 5, two
admittance inverters are separated by a shunt parallel resonator.
The of such a network is represented by (5), which is ob-
tained from network analysis. In an ideal case, B1 and B2 are
frequency independent. Thus, the frequency response of is
only dependent on the resonator .
By replacing and with the inverters in Fig. 4, the fol-
lowing four different combinations can be obtained.
1) , .
2) , .
3) , .
4) , .
Figure 3.54: Mixed coupling matrix
(from [60])
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Fig. 11. (a) Circuit model for physical implementation and (b) values of its elements.
an extra element in the circuit. To produce an optimal circuit
model for a miniature implementation, some further similarity
transformations, as explained in Section II-A, can be done to
separate the two inductive couplings. The matrix in Fig. 10 can
be obtained for the final implementation.
The final circuit model is shown in Fig. 11(a) and it is ob-
tained by absorbing all the negative capacitors and inductors
into adjacent resonators. The input/output matching is done by
using an L-shape matching section [11] other than a section
to reduce the number of elements. It should be noticed that after
the absorbing process, , is no longer the original resonator
capacitor, as they absorbed adjacent negative capacitance from
the inverters or L-matching sections. An optimization is then
carried out to ultimately match the response of the coupling ma-
trix. It should be clarified that by using such a mixed coupling
approach, it does not mean that no optimization is needed at the
circuit model level. For other coupling configurations, an ulti-
mate match could not be possible even with optimization, as
already shown in Fig. 7(a). Thus, this mixed-coupling approach
differs from others by the fact that it provides the possibility to
almost fully match the response set by the coupling matrix.
This circuit model is then implemented as a four-metal layer
LCP module, as shown in Fig. 12(a), the initial physical dimen-
sions are obtained by using the element value extraction process
from [12], then a tuning/optimization process can be carried out
to obtain a good match with the circuit model. The dimensions
of the filter are (22.6 mm
23.25 mm 0.4 mm), where is the guided wavelength
at the center frequency of 250 MHz. In terms of guided wave-
lengths, this is relatively small compared with other published
multilayer filters [12]–[16]. Its final full-wave simulation result
[17] is shown in Fig. 12(b).) It can be seen that the circuit model
in Fig. 11(a), the physical implementation in Fig. 12(a), and the
coupling matrix prototype have almost identical frequency re-
sponses. The only main difference between the final design and
the coupling matrix prototype is the stopband attenuation. This
is due to the input and output coupling capacitors bringing an
extra high-pass effect to the design. For an coupling
matrix, by adding input/output couplings into the matrix, an
coupling matrix can be formed. By using
the similarity transformation from Section II.A, it can then be
seen that the signs of the input/output couplings can be changed
freely, as the input and output are not involved with any cross
coupling. This means that one of the input and output coupling
elements in the circuit model could be changed to inductor to get
a better match with the coupling matrix prototype, although the
value of this inductor would be large (but realizable), and this
would decrease the self resonant frequency (SRF). For a filter
designed with a maximum number of finite frequency transmis-
sion zeros using an coupling matrix, the
input/output coupling can still be changed by using similarity
transformations from Section II-A, but all couplings linked to
the source/load should be changed according to (2)–(4). All the
lumped elements that are used in this design are compact low-
components and the insertion loss of this design is 3.2 dB at the
center frequency. This can be improved by using wider lines for
the inductors with the cost of lower SRF and larger size.
B. General Design Process
A general design process for such a type of lumped-element
coupled-resonator filter can be summarized as follows.
1) Obtain the coupling matrix and reduce it to a folded form
or other simplified forms.
2) Transform the reduced matrix into a form that has an equal
number of capacitive and inductive main couplings if the
order of the filter is odd; if the order is even, the designer
can transform the matrix to have one extra capacitive or in-
ductive coupling, depending on which one gives a “better”
response according to the specification.
3) For filters with narrow or moderate bandwidths, any two
inductive main couplings should be separated by a capaci-
tive coupling. For wideband bandwidths, this is not neces-
sary.
4) Replace all the ideal inverters in the coupling matrix proto-
type with lumped-element capacitive/inductive inverters;
Figure 3.55: Mixed coupling circuit
(from [60])
shown in Fig. 3.57. Due to the vertical integration, the footprint of the filters is
exceedingly small at these frequency ranges, while still giving excellent results.
3.6.3 Pedestal SIW filters
The joint programme with Prof Hong would later serve as the seed for a new
type of multi-layer, planar resonator, i.e. the so-called p destal resonator. This
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Fig. 12. (a) 3-D structure of the proposed filter and (b) simulated response.
Fig. 13. (a) Modified three-layer capacitor and (b) its planar structure (dashed
lines are for the middle layer).
for the input/output coupling, an L-shape matching section
can be used.
5) Simplify the circuit model by absorbing all the negative
elements into adjacent resonators and then apply to
transformation if necessary to obtain realizable values for
the inductive coupling.
6) Perform an optimization process to obtain the required per-
formances [18].
7) Transform the circuit model into a desired physical imple-
mentation.
Fig. 14. (a) Photograph of the fabricated filter with two transmission zeros.
(b) Its measured wideband response and (c) narrowband response.
IV. FABRICATION AND MEASUREMENT
The above filter example is fabricated using the multilayer
LCP fabrication process from [12]. From Fig. 11(b), it can be
seen that the differences between the values before and after op-
timization are very small. This also suggests that the fabrication
errors should be well controlled to ensure the fabricated samples
have the designed performances. For this reason, all the multi-
layer capacitors appeared in the design are implemented in a
way as shown in Fig. 13. For a three-layer capacitor, the middle
layer patch is designed to be slightly larger than the first and
Figure 3.56: Mixed coupling filter
layout (from [60])
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Fig. 12. (a) 3-D structure of the proposed filter and (b) simulated response.
Fig. 13. (a) Modified three-layer capacitor and (b) its planar structure (dashed
lines are for the middle layer).
for the input/output coupling, an L-shape matching section
can be used.
5) Simplify the circuit model by absorbing all the negative
elements into adjacent resonators and then apply to
transformation if necessary to obtain realizable values for
the inductive coupling.
6) Perf rm an optimization process to obtai the required per-
formances [18].
7) Transform the circuit model into a desired physical imple-
mentation.
Fig. 14. (a) Photograph of the fabricated filter with two transmission zeros.
(b) Its measured wideband response and (c) narrowband response.
IV. FABRICATION AND MEASUREMENT
The above filter example is fabricated using the multilayer
LCP fabrication process from [12]. From Fig. 11(b), it can be
seen that the differences between the values before and after op-
timization are very small. This also suggests that the fabrication
errors should be well controlled to ensure the fabricated samples
have the designed performances. For this reason, all the multi-
layer capacitors appeared in the design are implemented in a
way as shown in Fig. 13. For a three-layer capacitor, the middle
layer patch is designed to be slightly larger than the first and
Figure 3.57: M x d coupling filt r
measurements (from [60])
concept was developed by my PhD student, Dr Shamim Nassar, and myself,
as a structure to fill the gap between classical Surface Integrated Waveguide
(SIW) resonators, and other types of planar esonators, such as ring, spli -ring,
patch etc. [61]
SIW has become very popular over the last decade, as it is a very cost-
efficient way of constructing dielectric filled waveguides. In SIW, the vertical
’walls’ of the waveguide is implemented using closely spaced vias, running
between the upper and lower ground planes of a double-sided microwave sub-
strate. SIW resonators have higher Q-factors than other planar resonators,
but due to the reduced height of the waveguide, and the introduction of a
dielectric, typically an order of magnitude lower Q-values than standard metal
waveguide. They are of course significantly smaller, as the height is set by the
dielectric thickness, and the transverse dimensions by the permittivity of the
dielectric.
As w th normal waveguide, SIW suffers from the problem of spurious reso-
nances due to the propagation of higher order modes. In standard waveguide,
this problem is solved by t e use of ridged waveguide, which increases the
spacing b tween the cut-off frequencies of he fir t two modes by a factor of
up to five or six. The pedestal resonator proposed in [62] can be viewed as a
doubly folded ridge waveguide resonator as implemented in SIW, and retains
to an extent the good modal separation of ridge waveguid . It can lso be
viewed as a loaded SIW resonator, with full control over the extent of loading.
As in all waveguide, higher loading incurs smaller size and lower Q-values, but
in the pedestal resonator, this compromise between Q-value, size and spurious
resonance separation, can be chosen by the designer.
The pedestal resonator is constructed by a patch situated between the two
ground planes of an SIW resonator, connected to the one ground plane through
a via, or a set of vias. Two basic shapes are shown in Fig. 3.58.
The main characteristics of the pedestal resonator are shown in Fig. 3.59(a),
which shows the resonance frequency of the second resonance as a function of
the first resonance, for a set of typical resonators, and Fig. 3.59(b), which
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approach, it does not offer much insight into the advantages of the
structure, and the design is by optimisation only. In comparison,
the development from a T-ridge waveguide structure allows for a
much more direct correlation with the cut-off frequencies of the
different modes. A related structure, using SIW techniques to
create an effective metal insertion into a waveguide, was also
proposed in [19]. This structure is however based on a perturbed
waveguide model.
Two alternative models can also be considered for the structure
proposed in this paper, namely that of a very high impedance
vertical coaxial line top loaded with a very large capacitance, or
that of an evanescent waveguide loaded by a capacitive obstacle.
Neither of these two approaches however yield accurate models of
the actual structure.
Additional improvements to the structure to separate adjacent
resonant modes are possible. Fig. 4 shows a top view of a square
resonator, with the areas of high electric field intensity for the first
three resonant modes, calculated at resonance for each one,
depicted using different colours. It is clear that the two higher order
modes have the strongest field components on-axis, and that
Q1
Q2
changing the structure in those areas will affect all the modes in the
same way, i.e. reduce the total stored electric field and therefore the
resonance frequency. If however the corner sections are removed,
the fundamental mode will suffer a bigger disturbance than the
higher order modes, increasing the resonant frequency separation.
The resulting shape is a cross-shaped pedestal, the SIW
implementation of which is shown in Fig. 3c. 
Following, the performance of the two types of resonator is
compared in terms of the resonant frequencies and the unloaded
quality factors attainable by each cavity, using the eigenmode
solver of CST Microwave Studio. Note that in both cases, the
structure is allowed to become rectangular. The parameter k
influences the length of the top of each resonator, while s denotes
the width. To have both resonators display resonance for mode 1 in
the same range, they are slightly different in size. For both
resonators, Rogers RO4003C is used as substrate, with a height of
0.5 mm, relative permittivity of 3.38, copper thickness of 0.017 
mm, and loss tangent of 0.0027 (constant versus frequency). The
basic structure for both resonators therefore has b = 1 mm, t = 
0.017 mm, p1 = 1.4 mm, via diameter = 1 mm, d = 0.5 mm, and j = 
2.8 mm. The rest of the dimensions are (see equation below) Note
that the rectangular resonator is overall smaller than the cross-
shaped one, for roughly the same range of resonant frequencies.
The resonant frequencies of the first two modes for both resonators
are shown in Fig. 5, as a function of parameter k. It is clear that
while the rectangular resonator shows a bigger change in the
frequency of mode 1, the frequency of mode 2 also reduces quite
rapidly. The ratio is also shown in Fig. 6a, where the two
frequencies are plotted against each other. To put this performance
into perspective, the ratios of the first two resonant frequencies for
a number of standard resonators are also shown in the figure,
specifically those for a half-wave stripline resonator, a ring
resonator, and a rectangular dielectric filled waveguide (equivalent
to standard SIW guide), all realised on the same substrate. 
As expected, the standard dielectric filled waveguide shows the
smallest mode separation due to the occurrence of the TE20 mode,
while both the half-wave stripline and ring resonators show a ratio
of 1:2. The two new pedestal SIW resonators lie in between these
two boundaries, with the cross-shaped one showing almost a 1:2
ratio at 9 GHz. In absolute terms, the increase in pass-band
separation for the pedestal structures is between 3 and 4 GHz more
than that of the standard guide. Empiric studies have also shown
that for most cases, at least one of the pedestal structures can
always be optimised to yield a ratio of very close to 1:2.
A very important distinguishing factor between these resonators
is the unloaded quality factor (Q-factor). Using the same set of
resonators as in the previous figures, the Q-factor for each one is
calculated at resonance, using the CST eigenmode solver. Note that
this solver ignores all losses when determining the resonant
frequencies, but then uses the ideal fields to calculate metal surface
losses and dielectric losses in a post-processing step. For these
calculations, all metal parts were assumed to be copper, with a
conductance of 5.8·107, and the substrate as stated before. This
yields an upper bound for the Q-factor in each case, as no surface
Fig. 3  Side view and top view of SIW pedestal resonator
(a) Side view of rectangular SIW pedestal resonator, (b) Top view of rectangular SIW pedestal resonator, (c) Top view of cross-shaped SIW pedestal resonator
 
Q6
Fig. 4  Areas of high electric field intensity for the first three resonant
modes of a square pedestal resonator
 
Rectangular resonator: � = 7.5mm, � = 5.0mmCross− shaped resonator: � = 7.9mm, � = 5.4mm, �1 = 3.2mm
Fig. 5  Resonant frequencies of modes 1 and 2 versus k
 
IET Microw. Antennas Propag.
© The Institution of Engineering and Technology 2016
3
Figure 3.58: Pedestal resonator structure (from [62])
shows the Q-values of the same set. It is clear that the pedestal resonator
offers an option between classical resonators, and standard SIW. By choosing
the dimensions of the pedestal top, performance can be moved to ard that
of standard SIW, or the other way.
roughness is included. Fig. 6b shows the results of the set of
analyses.
As expected, the rectangular dielectric filled guide shows the
highest Q-factor, while the half-wave stripline shows the lowest. It
is clear that the pedestal r son tors achieve Q-values which are
significantly higher than the half-wave stripline, as well as the ring
resonator, but fall short of the standard guide. It should be noted
that the difference between the line-based resonators and the
waveguide-based resonators will increase when a better substrate is
used, as the former are more affected by conductor loss.
In terms of relative size, the footprints of the various resonators
are shown in Table 1, all for a resonance frequency of mode 1 of 9 
GHz, and all for a substrate height of 1 mm. Note that for the
stripline and ring reson tors, the footprint dimensions only in lude
the metal lines. In practice, the footprint will include a certain
amount of spacing around the metal strips, typically two to three
times the substrate height. 
It is clear that the pedestal resonators achieve a good
compromise between size, Q-factor, and the ratio of the first two
resonant modes.
4 X-band filter using proposed resonator
To illustrate the usage of the proposed resonators, two fourth-order
filters were designed. The first, denoted as filter A, uses the cross-
shaped pedestal resonator to implement a filter with a centre
frequency of 9.1 GHz and a fractional 3 dB bandwidth of 4%. A
standard inline coupled-resonator design is obtained from tables for
a 0.01 dB ripple Chebyshev prototype, and the bandwidth scaled to
yield the following k-and q-values: q1 = q2 = 26, k12 = k34 = 0.029,
and k23 = 0.0217. The inline configuration is implemented in a
square layout of four resonators, with no cross-couplings. The
second filter, filter B, uses almost the same outer dimensions, but
increased resonator loading through the use of the square pedestal,
to implement a filter with a centre frequency of 7 GHz and a 20 dB
equi-ripple return loss bandwidth of 200 MHz (or 2.9%). This filter
also utilises a square layout of resonators, but with one negative
cross-coupling between resonators 1 and 4, for increased stopband
roll-off. Again following classical coupled-resonator design for this
filter, but allowing for one negative cross-coupling, and with an
additional specification of a high-end attenuation of better than 48 
dB at 7.27 GHz, k-and q-values are obtained as q1 = q2 = 35.5, k12 
= k34 = 0.0246, k23 = 0.0203, and k14 = −0.00195.
The two filters were chosen to illustrate the flexibility offered
by this topology, especially in terms of ease of input coupling,
implementation of cross-coupling, and the ability to have the same
space envelope for quite a wide range of centre frequenc es. Both
were designed for Rogers RO4003 substrate, with a thickness of
0.508 mm and a loss tangent of 0.0027.
The first phase in the realisation of a prototype is the
construction of the resonator, in two steps. In step one, for a given
substrate, the via diameter and spacing p1 are determined to realise
an SIW guide in the correct frequency range (here 1 mm diameter
and 1.4 mm spacing). Following, the cross-section of the guide is
determined using a 2D electromag etic s lver such as CST
Microwave Stu io. Here, values for the parameter  a and s are
determined, with s1 calculated from the via spacing and diameter.
Alternatively, a single via can also be used as the post of the
pedestal. Note that a single solution does not exist in this case – the
designer must find an optimum compromise between size and
mode separation for the specifications. The length of a rectangular
resonator is then determined for resonance at the correct frequency,
in this case using a 3D electromagnetic solver. The phase is
completed by a choice between a rectangular opology and a cross-
shaped topology, and if required, a short manual optimisation of
the parameters s, k, and j1, in order to give a good compromise
between Q-factor, size, and mode separation. Note that parameter j
is calculated to just enclose the vias forming the base of the
pedestal. While the design of the resonator requires the optimum
determination of various dimensions, this is no different from all
modern filter designs, where 3D electromagnetic simulators are
used to optimise the dimensions for best usage of space.
Once the resonator is fixed dimensionally, the filter design
progresses systematically using the classical S11 group delay tuning
procedure by Ness. First, one resonator is coupled to an external
port, and the spacing dimensions determined to yield the correct
S11 group delay as calculated from design parameter q1. Again, this
process requires a full 3D electromagnetic solver. In this step, the
resonator dimensions typically need to be changed slightly to
compensate for the frequency shift caused by the external loading.
Following, the second resonator is introduced and coupled to the
first – here by means of aperture coupling in the normal waveguide
manner, where in this case the aperture is set by the gap between
two vias in the via wall separating the two resonators, and/or the
spacing between the two resonators. Again using an iterative
approach based on results from electromagnetic simulation, the
coupling gap is determined to yield the S11 group delay as
calculated from design parameter k12. As in the previous step, this
step also typically requires small adjustments to the resonator.
This process is then continued until the full filter without cross-
couplings has been realised. The final step is introducing a cross-
Fig. 6  Two frequencies of mode 1 and mode 2 are plotted against each other
(a) Resonant frequency of mode 2 versus that of mode 1, (b) Q-factors of mode 1 versus frequency
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Table 1 Footprint dimensions of various resonators
Half-wave stripline (50 Ω) 8.8 × 1.5
Ring resonator (50 Ω) 6.0 × 6.0
Rectangular dielectric filled waveguide 13.2 × 12.34
Rectangular pedestal 8.0 × 8.0
Cross-shaped pedestal 8.4 × 8.4
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Figure 3.59: Pedestal resonator ch racteristics (from [62])
T e first filters making use of the pedestal SIW resonator, are shown in
Fig. 3.60, where (a) and (b) show two layers of a filter using a cros -shaped
pedestal op and inline mag etic coupling, and (c) and (d) show the two layers
of a filter using square-topped pedestals, inline magnetic ouplings, and on
electric cross-coupling. It s ould b noted that the very simple implementa-
tion of two typ s f coupling in his structure is one of the most favourable
characteristics.
Measurement for the two filt rs are shown in Fig. 3.61 a d Fig. 3.62.
Goo performance in the pass-band is obt ined together with a very wide
stopband, compared to normal SIW. The tra smission zeros created y th
electric coupling in the second filte , are clearly visible.
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coupling, and adjusting the dimensions of the coupling, as well as
the two resonators affected by the coupling. Note that in each case,
only one or two dimensions are typically changed – nowhere in the
process is an optimisation performed using all the variables. This
process typically yields filters with small errors in frequency and/or
return loss – in the order of 1–2%. If more accurate responses are
required, a full 3D optimisation can be performed as a final step.
For the case of filter B, this required 31 analysis steps, optimising
three variables only.
The two-layer implementation of the final structure of filter A is
shown in Figs. 7a and b. The resonators are coupled to each other
using magnetic coupling. The input and output couplings are also
magnetic, by means of a post-transitioning from a co-planar feed
line on the top layer, and shorted at the bottom ground plane. The
total outside dimensions of the filter are 16.8 × 16.8 mm, not
including the board edges. 
Filter A was constructed, with the final filter shown in Fig. 8.
An Agilent PNA-X was used for the verification. For measurement
purposes, very simple SMA transitions were used as shown, with a
loose shielding wall (not shown) between the connectors to
prevent direct coupling between them. In use, the filter will be
Q3
mounted face-down on a base in the manner of flip-chips, with the
ground section connected to the ground of the base, which should
ensure almost perfect isolation between the ports. The
measurement results are compared with the full-wave
electromagnetic simulation results in Fig. 9. A centre frequency for
the main pass-band of 9.4 GHz is achieved, 113 MHz above that of
the simulated response. The insertion loss of the measured filter is
4.7 dB at the centre frequency, compared with the simulated value
of 2.4 dB. This is due to the fact that no surface roughness was
included in the simulation. The measured 3 dB bandwidth of 365 
MHz (3.9%) is very close to the simulated bandwidth of 368 MHz.
Reflection is below −14 dB in the band 9.277–9.485 GHz. The
measured second pass-band peak is at 18.23 GHz, or 1.94f0. This
constitutes an absolute pass-band separation of 8.8 GHz. 
The layout for filter B is shown in Figs. 7c and d. Due to the
stronger loading of the resonators created by the square pedestals,
almost the same outer dimensions are achieved, even though the
centre frequency is 2 GHz lower. To realise the filter in a square
layout, the coupling between resonators 2 and 3 can only be
changed by changing the waveguide dimensions. In comparison,
the cross-shaped pedestal allowed for the extension of the pedestal
top in a rectangular (i.e. not square) fashion to obtain closer
proximity without changing the waveguide dimensions. Note also
the inductive feed which passes through the pedestal tops of
resonators 1 and 4 to achieve the desired level of input coupling.
The negative cross-coupling between resonators 1 and 4 is
achieved very simply by an etched T-section. It should be noted
that the simplicity of such a coupling is a distinct advantage of this
topology.
The filter was simulated in CST with lossy metal and lossy
dielectric, and the results are shown in Fig. 10. As a short full
optimisation was performed, the return loss performance is almost
exact, with −19.8 dB achieved over the design bandwidth of 6.9–
7.1 GHz. An insertion loss of 1.8 dB is predicted in the centre of
the band. The attenuation is as designed, with the asymmetry
between low-band and high-band attenuation due to the frequency
dependence of the cross-coupling and the frequency behaviour of
waveguide cavities. This is standard for waveguide cavities of any
Fig. 7  Two-layer implementation of the final structure of filter A
(a) Filter A top layer, (b) Filter A internal layer, (c) Filter B top layer, (d) Filter B internal layer
 
Fig. 8  . Filter A constructed
(a) Perspective view, (b) Top view
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Figure 3.60: Pedestal resonator filters (from [62])
technology. A better than 40 dB spurious-free attenuation is
predicted from 7.2 to 15.5 GHz, with the main second pass-band
centred at 16.24 GHz, or 2.32f0. 
The results of the two filters can be compared with existing
solutions. In [2], full-sized microstrip and coplanar waveguide
resonators are loaded with complementary split ring resonators
(CSRRs). Two third-order filters, one at f0 = 1.8 GHz and one at f0 
= 2.4 GHz, both with 10% relative bandwidth, achieve stopbands
of better than 20 dB over, respectively, 5 and 8 GHz. In [20], a so-
called ‘butterfly resonator’ is used in a single resonator low-pass
filter with a cut-off of 1 GHz. This resonator achieved a very small
size of 0.1 of a wavelength, and attenuation of 17 dB from 2.37
to18 GHz. The author also provided a useful table of other planar
resonators and their performance. While the stopbands of these
filters are all very wide, they are all non-waveguide solutions, with
lower Q-values than waveguide. In many cases, the resonators
effectively approximate lumped elements, which accounts for the
very wide stopbands. In terms of waveguide solutions, Salehi and
Mehrshahi [14] uses dissimilar oversized SIW cavities with slot
loading to design two filters at f0 = 10 GHz and better than 30 dB
attenuation stopbands of up to 19 GHz. In [21, 22], authors use
cross-coupling of normal or higher-order modes to create
transmission zeros distant from the pass-band, with, respectively, a
50 dB attenuation stopband achieved between 27.5 and 31.3 GHz
for a fourth-order filter with a pass-band of 19.2 to 21.2 GHz, and a
50 dB attenuation stopband of 0–10 GHz achieved for a third-order
filter with a 1 GHz bandwidth at f0 = 13 GHz.
The most similar solutions to the structure proposed in this
paper, are those in [23–25]. In [23], waveguides are loaded
dielectrically to reduce size, achieving a fourth-order Chebyschev
filter, measuring 40 × 40 × 12 mm, with f0 = 3.8 GHz, a bandwidth
of 3%, insertion loss of 0.4 dB, and better than 70 dB attenuation
over the band 2.3–3.6 GHz, and better than 20 dB attenuation over
the band 4–5 GHz. Both [24, 25] use CSRRs to load SIW cavities,
and, respectively, achieve a filter with transverse dimensions of 70 
× 20 mm, with f0 = 5 GHz, a 3 dB bandwidth of 320 MHz,
insertion loss of 3.9 dB, and an attenuation of better than 40 dB
from 5.5 to 6.5 GHz, and a filter with transverse dimensions of 45 
× 12 mm, with f0 = 5.45 GHz, a 3 dB bandwidth of 187 MHz,
insertion loss of 5.8 dB, and an attenuation of better than 45 dB to
up to 9 GHz. It should be clear that the proposed filters offer
smaller footprints, similar insertion loss, and a wider stopband.
5 Conclusions
Pedestal SIW resonators are proposed which utilise the mode
separation characteristics of ridge surface integrated waveguide,
specifically T-ridge SIW guide. Two shapes of the pedestal
resonator are compared with standard resonators, and are shown to
offer a good compromise between size, Q-factor, and mode
separation. Two fourth-order filters are designed in PCB
multilayered technology and performance verified by both
simulation and/or measurement. The results show improved
performance over published filters employing similar
miniaturisation techniques.
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Figure 3.61: Pedestal resonator filter 1 meas rements (from [62])
The pedestal SIW resonato has since inception already been used in a
variety of industrial filters, and has proven to be an excellent alternative to
more classical planar resonators. The ability of the designer to choose an
optimal compromise between size and performance is extremely useful, and
it is currently one of very few structures which allows this. At the time of
writing, it has become the focus of a large study to develop filter structures
based on this topology.
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technology. A better than 40 dB spurious-free attenuation is
predicted from 7.2 to 15.5 GHz, with the main second pass-band
centred at 16.24 GHz, or 2.32f0. 
The results of the two filters can be compared with existing
solutions. In [2], full-sized microstrip and coplanar waveguide
resonators are loaded with complementary split ring resonators
(CSRRs). Two third-order filters, one at f0 = 1.8 GHz and one at f0 
= 2.4 GHz, both with 10% relative bandwidth, achieve stopbands
of better than 20 dB over, respectively, 5 and 8 GHz. In [20], a so-
called ‘butterfly resonator’ is used in a single resonator low-pass
filter with a cut-off of 1 GHz. This resonator achieved a very small
size of 0.1 of a wavelength, and attenuation of 17 dB from 2.37
to18 GHz. The author also provided a useful table of other planar
resonators and their performance. While the stopbands of these
filters are all very wide, they are all non-waveguide solutions, with
lower Q-values than waveguide. In many cases, the resonators
effectively approximate lumped elements, which accounts for the
very wide stopbands. In terms of waveguide solutions, Salehi and
Mehrshahi [14] uses dissimilar oversized SIW cavities with slot
loading to design two filters at f0 = 10 GHz and better than 30 dB
attenuation stopbands of up to 19 GHz. In [21, 22], authors use
cross-coupling of normal or higher-order modes to create
transmission zeros distant from the pass-band, with, respectively, a
50 dB attenuation stopband achieved between 27.5 and 31.3 GHz
for a fourth-order filter with a pass-band of 19.2 to 21.2 GHz, and a
50 dB attenuation stopband of 0–10 GHz achieved for a third-order
filter with a 1 GHz bandwidth at f0 = 13 GHz.
The most similar solutions to the structure proposed in this
paper, are those in [23–25]. In [23], waveguides are loaded
dielectrically to reduce size, achieving a fourth-order Chebyschev
filter, measuring 40 × 40 × 12 mm, with f0 = 3.8 GHz, a bandwidth
of 3%, insertion loss of 0.4 dB, and better than 70 dB attenuation
over the band 2.3–3.6 GHz, and better than 20 dB attenuation over
the band 4–5 GHz. Both [24, 25] use CSRRs to load SIW cavities,
and, respectively, achieve a filter with transverse dimensions of 70 
× 20 mm, with f0 = 5 GHz, a 3 dB bandwidth of 320 MHz,
insertion loss of 3.9 dB, and an attenuation of better than 40 dB
from 5.5 to 6.5 GHz, and a filter with transverse dimensions of 45 
× 12 mm, with f0 = 5.45 GHz, a 3 dB bandwidth of 187 MHz,
insertion loss of 5.8 dB, and an attenuation of better than 45 dB to
up to 9 GHz. It should be clear that the proposed filters offer
smaller footprints, similar insertion loss, and a wider stopband.
5 Conclusions
Pedestal SIW resonators are proposed which utilise the mode
separation characteristics of ridge surface integrated waveguide,
specifically T-ridge SIW guide. Two shapes of the pedestal
resonator are compared with standard resonators, and are shown to
offer a good compromise between size, Q-factor, and mode
separation. Two fourth-order filters are designed in PCB
multilayered technology and performance verified by both
simulation and/or measurement. The results show improved
performance over published filters employing similar
miniaturisation techniques.
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Figure 3.62: Pedestal resonator filter 2 measurements (from [62])
3.6.4 Tunable staircase filters
Tunable planar filters hav become a huge research field in the last few years.
This effort is primarily driven by the personal communications market, where
size is of prime importance. Tunable filters offer the possibility to have one
filter structur which can be used for various frequ ncy bands.
While a host of new types of tunable planar resonators, and tuning topolo-
gies, have emerged over th last five years, one of the oldest planar filters, i.e.
the staircase filter, offers very attractive char cteristics for the construction
of tunable filters. This topology has therefore been at the focus of one of my
research projects since 2015.
Tunable filters require a combination of resonators and tuning elements, the
latter requir ng iasi g circuits. The humble, and very old, halfwave planar
resonator, used in staircase filters, offer a ry simple way to implement a
tuna le s ructure, with a varactor diode to ground being attached to each
end, and a biasing circuit connected at some point on the resonator. The first
step in our work on these filters was the development of a novel biasing circuit
for such a tunable halfwave resonator, by my PhD student Dr Elmine Meyer
and myself. This structure exploits the symmetry of fields, and the fact that
the symme ry s u aff cted by the change in resonant frequency [63], [64].
The basis of the biasing network is shown in Fig. 3.63, where the electric
and magnetic fields on a resonant halfwave line are show , to ether with the
field orientations of a vertically connected biasing wire. Due to the orientation
and the placing, the wire connects to a point of zero electric field on the line,
with completely orthogonal magnetic fields. As neither of these fields change
in position as the resonant frequency changes, the biasing line is spatially
decoupled from the line for all frequencies. This is quite an advantage, as
no extra circuitry is required, and the structure is theoretically of infinite
bandwidth.
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pin which is spatially decoupled from the resonator electric and
magnetic ﬁelds.
For an investigation of a practical implementation of such a
biasing network, a suspended substrate with the following
parameters is used: ɛr = 10.2, substrate thickness = 0.25 mm,
copper cladding thickness on both sides = 18 μm, and substrate
spacing from ﬂoor = 0.25 mm. The suspended structure is used to
reduce loss [10] and is the same as that used in the ﬁnal ﬁlter design.
For practical bias pins of non-zero diameter, the pin volume must
displace electric ﬁeld even when positioned perfectly at the centre of
the resonator, and will therefore have a measurable inﬂuence on the
resonant frequency. As the magnetic decoupling is based on
symmetry, pin thickness will not have a signiﬁcant effect
on performance as long as the pin is orientated perfectly vertically
on the symmetry axis. To quantify the effects of ﬁnite pin
diameter, a resonator with a bias pin was coupled to input and
output lines as shown in Fig. 3a, and the structure simulated in
CST Microwave Studio. For light couplings, such a simulation
should show a resonant point in the reﬂection coefﬁcient at the
resonant frequency of the resonator. Figs. 3c and d, respectively,
show the simulated reﬂection coefﬁcient for different pin
diameters for the case where the pin is placed between the roof of
the enclosure and the resonator, and between the bottom of the
enclosure and the resonator. It is clear that for a resonator with
line length 7.2 mm and line width 1.2 mm, a pin radius of
0.25 mm or less has no measurable inﬂuence on the resonance
frequency of the resonator when fed from the top. Feeding from
the bottom clearly creates a much larger sensitivity to the pin
diameter.
In terms of leakage, for any energy which may couple to a ﬁnite
biasing pin, the pin itself provides inductive properties and
functions like an RF choke to reduce RF leakage to the DC
biasing and control circuitry. This effect is further enhanced by
ensuring a high capacitance between the biasing pin and the roof
of the enclosure at the pin exit point, in effect creating a low-pass
LC-ﬁlter. To achieve this, the pin is fed through an aperture in the
roof with a thin dielectric cylinder separating the pin and
the enclosure, as shown in Fig. 3a. Fig. 3b shows the effects of
the pin-enclosure capacitance using a simulation of the same
structure as before, but now with an extra coaxial port where the
pin exits the enclosure. The pin therefore forms the centre
conductor and the enclosure the outer conductor of the coaxial
port. The ﬁgure shows the transmission coefﬁcient from the
excitation port to this port, where any transmission indicates
energy which leaks out of the enclosure due to the biasing pin. By
varying the radius of the dielectric (teﬂon) cylinder between the
pin and the enclosure, and keeping the pin radius constant at 0.25
mm, a set of curves representing leakage can be obtained, as
shown in the ﬁgure. It is clear that even for fairly large exit holes,
the leakage is still small.
Fig. 1 Cut-plane view of the biasing structure for planar staircase ﬁlters
Fig. 2 Electric and magnetic ﬁelds for an ideal open-circuited half-wave transmission line resonator on suspended substrate
a Electric ﬁeld distribution
b Magnetic ﬁeld distribution
c Real part of electric and magnetic ﬁelds along the length of an ideal l/2 transmission line resonator
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Figure 3.63: Spatially decoupled biasing principle (from [63])
The biasing structure was used to implement a tunable staircase filter at
10GHz, as shown in Fig. 3.64, where the varactors loading the resonators, and
the biasing lines, are shown, as well as the full suspended substrate construc-
tion. Measured results for the filter, shown in Fig. 3.65, shows the tuning
range, and a good insertion loss.
decoupling circuitry. It should also be clear that, when varactor
diodes are added symmetrically to both ends of such a resonator
the ﬁeld symmetry of the magnetic ﬁeld and the null in the electric
ﬁeld will be maintained at the same position of the line, enabling
the use of the proposed biasing structure. Fi ally, if the varactors
are used to change the centre frequency of the resonator, neither of
these characteristics will change as they are both linked to the
symmetry of the structure. This independence of frequency due to
spatial considerations is a signiﬁcant advantage of the proposed
structure.
3 Prototype filter
Planar staircase ﬁlters have for many years been one of the more
popular classical ﬁlter topologies. As they can be designed from a
coupled resonator perspective using half-wave resonators, they are
eminently suited to the biasing structure proposed here. To
illustrate the biasing technique, a ﬁfth-order staircase ﬁlter with a
3 dB bandwidth of 500 MHz at a nominal center frequency of 12
GHz, tunable from 11.75 to 12.25 GHz, is designed using a
Chebychev low-pass prototype and methods described in [1]. To
reduce loss, suspended substrate technology is used.
At these frequencies and for such a narrow bandwidth, stringent
requirements hold for the tuning elements, especially low series
resistance and inductance. In addition, the capacitance range must
allow for the required tuning range. For the purposes of this
prototype, the Skyworks SMV1405–240 varactor is again used as
the tuning component. Owing to the sensitivity of the ﬁlter to
parasitics at high frequencies, accurate measurements of the
varactors are used in the design cycle and line lengths are
compensated to include the parasitic inductance and capacitance.
The ﬁlter is manufactured using the same substrate and suspension
as described in the single resonator circuit from Section 2. However,
to improve manufacturing tolerances, the substrate was etched
instead of milled. The ﬁlter structure with the enclosure removed
is shown in Fig. 5a, with the exploded view of the full ﬁlter with
its enclosure shown in Fig. 5b. The resonators all have a width of
1.18 mm and a length between 6.9 and 7.2 mm. The spacing
between resonators 1 and 2 is 1.4 mm, between resonators 2 and 3
it is 1.75 mm, and between the feed line and resonator 1 there is a
0.12 mm space. To improve the input coupling, an additional line,
of length 3.15 mm and width 0.71 mm, was inserted on the
bottom of the substrate in between the feed line and resonator 1.
Fig. 6 Simulated isolation between input port and biasing pins (no
varactors)
Fig. 4 Manufactured single resonator circuit with vertical biasing and
varactors
Fig. 5 Tunable ﬁlter structure
a Three-dimensional view of designed tunable ﬁlter
b Breakdown of tunable ﬁlter structure
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Figure 3.64: Tunable staircase filter
using spatial decoupling (from [63])
bandwidth, RBW is the relative or absolute bandwidth, and RL is used
as the abbreviation of return loss. Note that the point of minimum
input reﬂection coefﬁcient is used as the centre frequency and the 3
dB bandwidths are calculated from the transmission coefﬁcient plot.
The table shows that the 3 dB fractional bandwidth increases by
18% when the centre frequency is tuned from 11.75 to 12.15 GHz.
To stabilise the bandwidth, compensation for changes in the
coupling between resonators is necessary.
In comparison to the tunable planar resonator ﬁlters in [4, 14–16],
the tunable ﬁlter presented here has the advantage of using the least
amount of components per tuning element for the biasing structure.
In comparison with the data presented in [17] on the performance of
reported tunable ﬁlters, the ﬁlter presented here has a larger insertion
loss and a wider bandwidth, but is similar in tuning range. It is
important to note that the ﬁlters compared in [17] operate at a
much lower frequency and thus the difference in insertion loss is
to be expected. In comparison to [16], a very similar tuning range
is achieved while the insertion loss differs slightly. It is evident
that, while the proposed ﬁlter operates at a much higher frequency
than the ﬁlters in [4, 14, 15], and is of a higher order than all of
the ﬁlters compared in Table 4, the tuning range and insertion loss
are competitive with recently published works.
5 Conclusion
A novel biasing structure for planar staircase ﬁlters, with electrical
decoupling achieved through spatial placement and orientation of
the biasing lines, is presented. The structure obviates the need for
any decoupling circuit elements, by placing the biasing line at a
point of zero RF voltage, on a line of minimum E-ﬁeld, and
symmetrically with respect to the magnetic ﬁeld. For half-wave
resonators, this point is stationary under changes in centre
frequency, which is a signiﬁcant advantage for tunable ﬁlters. The
proposed structure is illustrated by a ﬁfth-order planar staircase
X-band ﬁlter with varactors at each open-end of each resonator,
each pair controlled by a single DC bias voltage applied through the
spatially decoupled bias feed. The individual tuning capability of
each resonator enables compensation for minor manufacturing errors
and tolerances, as well as the ability to ﬁne-tune the ﬁlter to a
speciﬁc centre frequency. The biasing structure provides a good
alternative for spatially constrained designs where it might not be
possible to incorporate lumped components. The spatially decoupled
placement and length of the biasing pins provide good isolation and
minimal interference, thus eliminating the need for additional
decoupling circuitry and minimising the total size of the structure.
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Fig. 10 Transmission coefﬁcient measurements
a Transmission coefﬁcient from 10 to 14 GHz
b Transmission coefﬁcient from 11.2 to 12.6 GHz
Table 3 Summary of the measured results
f0,
GHz
3 dB FBW,
%
3 dB RBW,
MHz
−15 dB RL
FBW,%
−15 dB RL RBW,
MHz
11.75 3.58 420 2.04 240
11.84 3.55 420 2.11 250
11.92 4.03 480 2.60 310
11.95 4.01 480 2.59 310
12.15 4.23 510 2.39 290
Table 4 Comparison with recently published works
Filter Tuning frequencies,
GHz
Tuning range,
MHz
Insertion loss,
dB
[4] 0.766–1.228 400 5–7.3
[14] 1–1.4 400 3.5–3.8
[15] 4.25–4.4 and 6.25–6.4 150 for both
bands
3.0–3.6
[16] 10.50–10.92 420 ∼3
presented 11.75–12.25 400 5.4–6.0
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igure 3.65: Filter measurements
(fro [63])
As filters are tuned over a frequency range, the bandwidth cha ges as
well. For fixed absolute bandwidth system , this is very u desirabl , and
an important part of tunable filter research has been focused on bandwidth
control of these filters. The second phase f ur work o tu abl tai ase
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filters was therefore a proposal for the control of the inter-resonator couplings.
For this, my PhD student Dr Satyam Sharma and myself proposed a novel
type of tunable inverter, based on a non-resonant-node (NRN) placed between
resonators [65], [66].
The principle for this tunable NRN inverter is shown in Fig. 3.66, with the
NRN realised by a short piece of line, terminated at both ends by a varactor
diode to ground. The resulting equivalent circuit shows that a change in the
varactor capacitance will result in change in the inverter value. As the coupling
coefficient between resonators are directly controlled by this inverter constant,
a tunable coupling is realised in this way.
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Fig. 2: Equivalent NI circuit
k ≈ B
2
Y0Y1
ω0
ω1
(9)
A doubling of k therefore requires halving ω1, a significant
change. For large changes in k, care must therefore be taken
that the resonance frequency of the NRN does not stray into
the filter band of interest.
III. TEM COUPLED LINE NI
The concept of a tunable NI can easily be implemented in
a classical staircase coupled-line planar filter. Fig. 2(a) shows
such an implementation, where a short piece of shunt trans-
mission line, terminated at both ends with a varactor diode,
is inserted between two edge-coupled half-wave resonators.
The inserted line is much shorter than λ0/2, thereby creating
an NRN with a self-resonance much higher than the filter
centre frequency. By changing the varactor capacitances, the
resonance frequency of the NRN is adjusted. From section II,
it is therefore clear that the structure can act as a tunable NI.
An equivalent circuit for Fig. 2(a) is shown in Fig. 2(b).
The coupling on either side of the line L1 is modelled by a
reactive pi-network, here explicitly drawn as a central inverter
with additional admittances B′ and B′′. Line L0 is modelled
by an ideal transmission line of characteristic admittance Y0
and electrical length θ0, while the NRN is modelled as an ideal
transmission line of characteristic admittance Y1 and electrical
length θ1, loaded on both sides by a variable capacitance Cv .
To simplify the model, the capacitively loaded line L1 is first
replaced with an equivalent unloaded line, with characteristic
admittance Y ′1 and electrical length θ
′
1, where
(Y ′1)
2 = Y 21 + 2ωCvY1 cot θ1 − ω2C2v
sin θ′1 =
Y ′1
Y1
sin θ1
(10)
Using the same procedure as in section II, the inverter constant
is obtained as
Bn = − B
2
Y ′1 tan θ
′
1 + 2B
′ (11)
Equivalent shunt transmission line resonators can now be
calculated by adding B′′ and Bn to the input of lines L0,
resulting in the inverter-coupled equivalent circuit in Fig. 2(c),
with Jn = Bn.
The relationship in (11) is of limited use, as B is not only
dependent on the line widths and spacings, but also on θ1, the
position of the NRN with respect to the adjacent resonators,
and Cv . A closed-form expression for B can be derived,
but is very cumbersome, and of little use. An approximate
proportionality relationship can however be established by
recognising from [22] that B is proportional to tan θ′1, giving
Bn ≈ −B
2
n0 tan θ
′
1
Y ′1
(12)
where Bn0 is a length-independent coupling susceptance
which is only dependent on the line widths and spacings, and
B′ is assumed small. An exact analysis for ideal TEM lines,
which includes all effects, is presented in the Appendix.
IV. IMPLEMENTATION IN MICROSTRIP
For implementation in quasi-TEM structures such as mi-
crostrip, the derivation in the Appendix neglects open-end
effects at the ends of the lines, as well as the difference in
propagation speeds of the even and odd modes. This has a
significant effect on the coupling values. To give more accurate
results, the structure in Fig. 2(a) can be analysed in a full 3D
EM solver such as CST Microwave Studio.
Two half wavelength microstrip resonators on Rogers RO
4003C substrate with r = 3.38 and a thickness of 0.508mm
are chosen for the study. With reference to Fig. 2(a), the
nominal dimensions are L0 = 17 mm, L1 = 3.5 mm,
and W1 = W0 = 1.175 mm. In isolation, the resonators
have a nominal resonant frequency of 5 GHz and impedance
Z0 = 50. In order to get maximum variation in coupling
between resonators, the NI is placed symmetrically between
the resonators.
Using the eigenmode solver in CST, the coupling coeffi-
cients and resonant frequencies can be calculated from the
modal resonant frequencies using standard formulations. Fig. 3
shows the variation of coupling value as a function of NRN-
width (W1) for various values of spacing (S), and with
Cv = 0. The observed inverse dependence on W1 agrees
with the prediction by (12), given that Y ′1 is proportional to
W1, and Bn0 and θ′1 are much weaker functions of W1. The
dependency on the spacing S is due to Bn0 having a very
Figure 3.66: Non-resonant node inverter principle (from [65])
Fig.3.67 shows simulation results for the change in coupling coefficient as a
function of the varactor capacitance, with very large range of coupling values
clearly realizable. Unfortunately, such a structure will support a spurious
resonance frequency as well, which will also be dependent on the varactor
capacitance. This is shown in Fig. 3.68, and needs to be tightly controlled.
A set of tunable staircase filters, with tunable NRN inverters, and using the
spatially decoupled biasing structur , was de ign d and tested, one f which is
shown in Fig. 3.69. In order to compensate for the change in loaded q-values
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strong dependency on S, with larger spacings resulting in
smaller values for Bn0, and therefore smaller coupling values.
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In Fig. 4, the coupling coefficient is shown as a function of
NRN-length (L1) for various spacings (S), again for Cv = 0.
In this case in (12), the change in θ′1 dominates the behaviour,
resulting in an increase in coupling coefficient for increasing
NRN-length. Variations in spacing again mostly influences
Bn0 as before.
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From (10), increasing Cv will cause an increase in θ′1.
It follows from (12) that such an increase will then also
increase Bn, giving a mechanism for changing the coupling
using a variable capacitance. Fig. 5 shows the dependence
of k on the variable capacitance Cv . It is clear that a wide
range of coupling values can be obtained for realistic varactor
capacitance ranges.
For ideal microstrip edge coupled lines, a spurious trans-
mission band occurs at double the quarter-wave frequency.
The position of this spurious frequency is strongly influenced
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Fig. 6: Spurious response for different DC bias voltage ranges
by Cv , with increasing values of capacitance causing a sharp
lowering of the frequency. It is therefore imperative that this
behaviour is included in the design. For such an investigation,
a Spice model of the MA46H120 varactor diode operating
between 0-12V is used as variable capacitance. This voltage
range results in a capacitance variation of approximately 0.2-
0.8pF. Using lightly edge-coupled lines to input and output
ports, a two-port analysis is performed using the CST fre-
quency solver within the CST circuit simulator, and the results
shown in Fig. 6. The position of the spurious frequency is
clearly visible, but the graph also shows that the loss of the
varactor strongly attenuates the signal at this frequency. Fur-
thermore, in a higher-order filter, these spurious points will not
coincide, diminishing their influence even more. Nevertheless,
it is clear that this behaviour must be considered in the design
of any filter, as it can limit the stop-band attenuation. In filters
requiring high stop-band attenuation, it may even be required
to add a low-order low-pass filter before or after the main
filter.
V. FILTER CONSTRUCTION AND MEASUREMENT
Three microstrip staircase filters were designed and tested
to illustrate the proposed tunable NI implementations. In all
cases, the following design steps were performed:
• General design equations presented in [19] are utilized to
calculate coupling coefficients and external quality factors
Figure 3.67: Tunable NRN Cou-
pling (from [65])
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Figure 3.68: Tunable NRN spurious
response (from [65])
at the input and output as frequency changes, these lines are also loaded with
varactors. The measured results for a range of centre frequencies are shown in
Fig. 3.70 and Fig.3.71. A tunable range of almost 1GHz is achieved, with a
fixed bandwidth of 200MHz across the full tun ng range. Insertion loss is on
par for a filter of this nature, and return loss is acceptable across the whole
tuning range. Fig. 3.72 shows the measurement of bandwidth if the centre
frequency is kept onstant, and only the bandwidth is tuned. A range of
almost 1:2 can be achieved, without spurious pr blems.
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Fig. 9: Second order filter bandwidth change at 4.7 GHz
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Fig. 10: Second order filter bandwidth change at 4.7 GHz
Skyworks SMV1405 varactor diodes (Ct ∼ 0.63− 2.67pf, Rs
= 0.8 ohms) as tuning elements, a filter is realised which can
achieve a fixed 210MHz bandwidth over a 1GHz band.
The filter is again fabricated on Rogers RO4003C substrate
with relative dielectric constant εr = 3.38 and loss tangent
tan δ = 0.0027, with substrate thickness 0.508 mm. After
fine-tuning using CST, the final filter dimensions are L1 = 28
mm, W1 = W2 = W3 = W4 = 1.15 mm, S1 = 0.2 mm,
L2 = 16.86 mm, L3 = L4 = 2 mm, and S2 = S3 = 0.26 mm.
The full filter layout is shown in Fig. 11, with a photograph
of the filter in Fig. 12.
MA46H120 varactor diodes (Cv ∼ 0.14 − 1pF, Rs = 0.8
ohms) from M/A-COM technology solutions are utilized to
implement diodes D1, D2, D3, D4, D5 and D6 while Skyworks
SMV1405 varactor diodes are utilized to implement diodes
D7-D10. Spatially decoupled biasing with 0.4 mm vias is again

(b)
Fig. 11: Third order filter (a) top view (b)bottom view
Fig. 12: Fabricated third order filter with Qe tuning circuit
used for biasing.
From classical coupled resonator theory, it follows that
to achieve a fixed absolute bandwidth and a set reflection
coefficient simultaneously, for a varying centre frequency, the
input and output q-factors must change with frequency. In the
prototype proposed here, such a compensation is implemented
by adding a varactor diode to the end of each feed line.
By changing the capacitance, the current distribution on the
feedline is changed, thereby changing the coupling.
Two sets of measured results are shown. In Figs. 13, 14 and
15, no compensation is used for the input and output coupling,
and the diodes D11 are removed. Figs. 16, 17 and 18 show
Figure 3.69: Tunable NRN Filter
(from [65])
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Fig. 16: Measured S21 for the third order filter with input and
output compensation
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Fig. 17: Measured S11 for the third order filter with input and
output compensation
The proposed technique is not limited to certain orders of
filters, and also not specifically to the staircase topologies used
as illustration, but can be used for any Coupled-Resonator
topology. For frequencies above 5 GHz, higher order filters
will however suffer significant insertion loss due to the finite
and relatively low varactor Q-factors.
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Fig. 19: Filter topology using reconfigurable NRN inverter
due to the terminations of the lines, no closed-form analysis
is possible. Following [21], the structure is subdivided into a
3-line coupled-line section between nodes 1 to 6, as shown in
Fig. 19(b).
At nodes 2 and 5 identical variable capacitors are connected,
while nodes 3 and 4 are terminated with line sections of
characteristic admittance Y0 and lengths Lr1 and Lr2. From
classical TEM-line theory, the coupled-line section can be
characterized by an admittance matrix
Figure 3.70: Tunable NRN filter
measurements S21 (from [65])
This work showed that the classical staircase filter is an excellent candi-
date for tunable filter implementations. The symmetry of fields, and simple
manufacturing possibilities for adding tunable components, as well as the very
simple spatially decoupled biasing network, offer cost-effective manufacturing
options. The tunable inverter based on an NRN represents the first implemen-
tation of such a structure, based on rigorous synthesis techniques.
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Fig. 19: Filter topology using reconfigurable NRN inverter
due to the terminations of the lines, no closed-form analysis
is possible. Following [21], the structure is subdivided into a
3-line coupled-line section between nodes 1 to 6, as shown in
Fig. 19(b).
At nodes 2 and 5 identical variable capacitors are connected,
while nodes 3 and 4 are terminated with line sections of
characteristic admittance Y0 and lengths Lr1 and Lr2. From
classical TEM-line theory, the coupled-line section can be
characterized by an admittance matrix
Figure 3.71: Tunable NRN filter
measurements S11 (from [65])
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Fig. 19: Filter topology using reconfigurable NRN inverter
due to the terminations of the lines, no closed-form analysis
is possible. Following [21], the structure is subdivided into a
3-line coupled-line section between nodes 1 to 6, as shown in
Fig. 19(b).
At nodes 2 and 5 identical variable capacitors are connected,
while nodes 3 and 4 are terminated with line sections of
characteristic admittance Y0 and lengths Lr1 and Lr2. From
classical TEM-line theory, the coupled-line section can be
characterized by an admittance matrix
Figure 3.72: Tunable NRN filter
measurements S11 (from [65])
3.7 Multi-ban filters
Like tunable filters, multi-band filters hav also receiv d an enormous mount
of attention in the filter research environment over the last decade, and for
exactly the same reasons. However, whereas a tu able filter relies o a single-
band design procedure, multi-band filte requir a sign approach which
realises a number of pass-bands simultaneously. Three main approaches have
been used to design these types of filters. Firstly, and also the simplest ap-
proach, is th interc nnection of single-band filters. This approach typically
results in larger structures, with performance degradation due to the intercon-
nection structures. A second popular approach has been to use resonators with
multiple resonances to create multiple pass-bands, with especially Stepped
Impedance Resonators (SIR) proving to be quite popular. While centre fre-
quencies c n readily be controlled in this way, the control over pass-band
bandwidths are challenging, especially for higher rder filter . However, this
technique has the advantages of small size and the ability to accommodate
cases where th re is a wide separation betwee the pass-b nds.
The last, and most rigorous, methods to design multi-band filters are to
either construct the approximation function to include multiple bands, and
perform a standard synthesis, or to transform the approximation function and
consequently the low-pass elements as well, to a multi-band one. The lat-
ter approach can also be viewed as an extension of the standard low-pass to
band-pass transform. This approach makes it possible to design multi-band
filters with pre-determined topologies and transfer functions, but has the dis-
advantage that the responses of all the bands are determined by the original
prototype response.
In 2014, a rigorous theoretical background for the design of multi-band
filters had not been established, and most designs relied on a mixture of ap-
proximate design and optimisation. Together with my PhD student Dr Gerdus
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Brandt, we therefore set out to derive such a procedure. This led to a formal
mathematical procedure to transform a low-pass transfer function of any form,
to a multi-band one of arbitrary order, and with arbitrary bands, using no op-
timisation, and only exact transformations [67], [68].
The basic transformation problem is shown in Fig. 3.73, where a single-
band, low-pass transfer function has to be transformed into a multi-band func-
tion with arbitrary band-edge frequencies.
LC-network, transformed through a band-pass to low-pass
transformation, as given in (1).
Xs Xmð Þ 5 aNX
N
m1 aN21X
N21
m 11 a1Xm1 a0
bN21X
N21
m 11 b1Xm11
5
PðXmÞ
QðXmÞ
(1)
The rational function in (1) has N zeros, z1; . . . ; zN ,
and N11 poles, p1; . . . ; pN21; 61. With,
z1 < p1 < z2 < p2 <    < zN21 < pN21 < zN . The low-
pass filtering function evaluated at its centre frequency
maps to the N zeros of the mapping function in (1), while
frequencies at 61 maps to the poles of the function in
(1). As a consequence, each pi ! zi ! pi11 region on the
multiband frequency axis is a bandwidth-scaled replica of
the low-pass filtering function. In addition to satisfying
the mapping requirements, this choice of mapping func-
tion has the following important advantages:
 There is no theoretical limit on the number of pass-
bands, which can be obtained.
 Each pass-band has the exact same reflection and trans-
mission responses as the original low-pass transfer
function in terms of amplitude and phase.
 The centre frequency and bandwidth for each band can
be chosen completely arbitrarily.
 By simply choosing the correct poles and zeroes, or
equivalently the pass-band edges for each band, a valid
Figure 2 Graphical representation of the ideal frequency mapping function.
Figure 1 Low-pass to multiband response transformation using an unsymmetrical intermediate response.
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Figure 3.73: Multiband frequency transform (from [68])
To find a function to do this is not trivial. For a pure polynomial, a
minimum order Lagrange interpolation polynomial can for instance easily be
constructed to map each band-edge as required. However, the behaviour of
the function between these points can in t is case not be specified, a d the
function can easily map parts of the low-pass stop-band into pass-bands. Both
these aspects are significant drawbacks. To alleviate this, the order of the
polynomial can be increased to create more degrees of freedom. This owever
becomes very difficult, as no new real-valued zeros are allowed. For higher-
order polynomials the behaviour of the function also becomes more complex,
and th possibility of straying i to forbidden regions becomes ven higher.
Optimisation of the polynomial coefficients therefore becomes necessary, and
in many cases a solution does not exist.
In contrast, a rational fraction with poles and zeros offers a much improved
mapping function, as the pole and zero positions can be specified separately.
While an infinite number of rational functions can be constructed, we showed
that the classical LC one-port reactance function can be used very effectively
for this purpose, and is indeed an superb function to use, as it also maps
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reactive circuit elements only to other reactive circuit elements. Such a trans-
formation function is shown in Fig. 3.74, with the corresponding element trans-
forms in Fig. 3.75 and Fig. 3.76, and can be seen to be a high-order extension
of the classical low-pass to band-pass transformation. The advantages of this
transformation function are manifold, as discussed in [68].
LC-network, transformed through a band-pass to low-pass
transformation, as given in (1).
Xs Xmð Þ 5 aNX
N
m1 aN21X
N21
m 11 a1Xm1 a0
bN21X
N21
m 11 b1Xm11
5
PðXmÞ
QðXmÞ
(1)
The rational function in (1) has N zeros, z1; . . . ; zN ,
and N11 poles, p1; . . . ; pN21; 61. With,
z1 < p1 < z2 < p2 <    < zN21 < pN21 < zN . The low-
pass filtering function evaluated at its centre frequency
maps to the N zeros of the mapping function in (1), while
frequencies at 61 maps to the poles of the function in
(1). As a consequence, each pi ! zi ! pi11 region on the
multiband frequency axis is a bandwidth-scaled replica of
the low-pass filtering function. In addition to satisfying
the mapping requirements, this choice of mapping func-
tion has the following important advantages:
 There is no theoretical limit on the number of pass-
bands, which can be obtained.
 Each pass-band has the exact same reflection and trans-
mission responses as the original low-pass transfer
function in terms of amplitude and phase.
 The centre frequency and bandwidth for each band can
be chosen completely arbitrarily.
 By simply choosing the correct poles and zeroes, or
equivalently the pass-band edges for each band, a valid
Figure 2 Graphical representation of the ideal frequency mapping function.
Figure 1 Low-pass to multiband response transformation using an unsymmetrical intermediate response.
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Figure 3.74: Multiband frequency transform function (from [68])
Xm5
1
D
x
x0
2
x0
x
 
(6)
where D5ðxNU2x1LÞ=x0 and x05 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃxNUx1Lp , if we
denote the high band-edge of the highest pass-band as
xNU and the low band-edge of the lowest pass-band as
x1L. Due to the nature of the mapping function in (1), the
combination of the two transformations (1) and (6), when
applied to a valid low-pass network function, will again
result in a valid network function showing N bands with
identical amplitude and phase responses, but arbitrary
centre frequencies and bandwidths.
III. IMPLEMENTATION AS COUPLED-RESONATOR
STRUCTURE
Once a transformation function is found, a multiband
coupled-resonator filter structure can simply be imple-
mented by designing a low-pass coupled-reactance filter
using standard techniques, followed by a step in which
each reactive element is replaced by a reactive circuit.
This is done in a four-step procedure.
Step 1. As a first step, each reactive element in the
low-pass filter is replaced with a circuit which is the
direct network expansion (as admittance or impedance) of
the low-pass to multiband mapping function. There are
numerous classical techniques available in the literature to
synthesize the required transformation subcircuit from the
reactance (susceptance) function, with two of the simplest
forms being the Cauer I and II topologies [25]. For a net-
work containing frequency-independent reactances, the
Cauer I expansion is shown in (7), with the circuit form
in Figure 3.
jXs Xmð Þ5jXmk11jh11 1
jXmk21jh21 1
. .
.
(7)
Step 2. The Cauer I expansion in Figure 3 is trans-
formed to a coupled reactance low-pass structure with
equal shunt capacitance or series inductance values
coupled by J or K inverters, respectively. The frequency-
independent reactance/susceptances are also transformed
using the same inverter constants.
Step 3. Each frequency-dependant element in the
resulting coupled-reactance structure is replaced by the
standard resonant circuit obtained from the transform in
(6). This results in a classical coupled-resonator structure
with the addition of a frequency-independent reactance or
susceptance in each arm. Note that, as all the frequency-
dependent elements in a low-pass coupled-reactance cir-
cuit are normally chosen to be equal, all of the expanded
networks will be identical.
Step 4. An equivalent resonator is constructed for each
arm by the combination of the resonant circuit obtained
by application of (6), with the frequency-independent
reactance in that arm, as shown in Figure 4. For the case
of a shunt capacitance for instance, the admittance of a
branch in the low-pass coupled-resonator circuit will be
given by (8).
Y jXmð Þ5 jXmC1jB (8)
Using the transform in (6), we obtain the admittance
of an arm in the final multiband filter as
Y
0 ðjxiÞ5j CD
xi
x0
2
x0
xi
 
1jB5jxiC
0
1
1
jxiL
0 (9)
where C0 and L0 are the element values for the equivalent
resonator, and xi the new resonant frequency. To calcu-
late these values, we note that at resonance the input
Figure 3 Cauer I forms of the low-pass to multiband mapping function.
Figure 4 Equivalent resonators.
Designing Multiband Coupled-Resonator Filters 85
International Journal of RF and Microwave Computer-Aided Engineering DOI 10.1002/mmce
Figure 3.75: Multiband LC trans-
form (from [68])
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where D5ðxNU2x1LÞ=x0 and x05 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃxNUx1Lp , if we
denote the high band-edge of the highest pass-band as
xNU and the low band-edge of the lowest pass-band as
x1L. Due to the nature of the mapping function in (1), the
combination of the two transformations (1) and (6), when
applied to a valid low-pass network function, will again
result in a valid network function showing N bands with
identical amplitude and phase responses, but arbitrary
centre frequencies and bandwidths.
III. IMPLEMENTATION AS COUPLED-RESONATOR
STRUCTURE
Once a transformation function is found, a multiband
coupled-resonator filter structure can simply be imple-
mented by designing a low-pass coupled-reactance filter
using standard techniques, followed by a step in which
each reactive element is replaced by a reactive circuit.
This is done in a four-step procedure.
Step 1. As a first step, each reactive element in the
low-pass filter is replaced with a circuit which is the
direct network expansion (as admittance or impedance) of
the low-pass to multiband mapping function. There are
numerous classical techniques available in the literature to
synthesize the required transformation subcircuit from the
reactance (susceptance) function, with two of the simplest
forms being the Cauer I and II topologies [25]. For a net-
work containing frequency-independent reactances, the
Cauer I expansion is shown in (7), with the circuit form
in Figure 3.
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jXmk21jh21 1
. .
.
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Step 2. The Cauer I expansion in Figure 3 is trans-
formed to a coupled reactance low-pass structure with
equal shunt capacitance or series inductance values
coupled by J or K inverters, respectively. The frequency-
independent reactance/susceptances are also transformed
using the same inverter constants.
Step 3. Each frequency-dependant element in the
resulting coupled-reactance structure is replaced by the
standard resonant circuit obtained from the transform in
(6). This results in a classical coupled-resonator structure
with the addition of a frequency-independent reactance or
susceptance in each arm. Note that, as all the frequency-
dependent elements in a low-pass coupled-reactance cir-
cuit are normally chosen to be equal, all of the expanded
networks will be identical.
Step 4. An equivalent resonator is constructed for each
arm by the combination of the resonant circuit obtained
by application of (6), with the frequency-independent
reactance in that arm, as shown in Figure 4. For the case
of a shunt capacitance for instance, the admittance of a
branch in the low-pass coupled-resonator circuit will be
given by (8).
Y jXmð Þ5 jXmC1jB (8)
Using the transform in (6), we obtain the admittance
of an arm in the final multiband filter as
Y
0 ðjxiÞ5j CD
xi
x0
2
x0
xi
 
1jB5jxiC
0
1
1
jxiL
0 (9)
where C0 and L0 are the element values for the equivalent
resonator, and xi the new resonant frequency. To calcu-
late these values, we note that at resonance the input
Figure 3 Cauer I forms of the low-pass to multiband mapping function.
Figure 4 Equivalent resonators.
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The method was illustrated for various filters, with a triple-band one shown
in Fig. 3.77, together with its ide l response in Fig. 3.78. As the transforma-
tion is exact, there is of course no the retical limit on the number, or edge-
frequencies, of the fi al network. The only limitation is that each band is an
exact c p of t e original low-pass transfer function.
The procedure w s also applied to a triple-band waveguide filter, yield-
ing the filter i Fig. 3.79, with simulated electromagnetic response shown in
Fig. 3.80 [69].
As practical example, a triple-band, twelfth-order filter, using coaxial res-
onators, was also designed and tested [67]. The filter layout and a photograph
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shown in Figure 10. As with all coupled-resonator filters,
each resonator can be chosen arbitrarily, as they are
coupled by inverters. Here, all resonators are chosen as
quarter-wave transmission lines with equal impedances of
50 X. The couplings of the final circuit in Figure 10 are
defined as follows:
Main coupling path : Jij5
DMij
ﬃﬃﬃﬃﬃﬃﬃ
bibj
p
k1
i 6¼ j; i; j 2 ½1; 4
Input : JS15
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Db1Gs
k1
r
Ms1
Output : JL45
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Db4GL
k1
r
ML4
Branch : Jx5 JXD
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bxbx11
p
x 2 fa; b; c; dg
In each case bi is the susceptance slope of resonator i
[28]. For a quarter-wavelength shunt transmission line res-
onator, this equates to p
4ZL
, where ZL is the impedance of
the resonator. For LC resonators this would evaluate
to xiCi. The remaining parameters are as follows: GS and
GL represent the source and load conductances, respec-
tively, D is the fractional bandwidth of the entire fre-
quency response, k1 is a scalar defined in Eq. (7) and Mij
is an appropriate matrix entry from Eq. (13). The centre
frequencies of the different nodes are found using the fre-
quency invariant susceptances shown in Figure 9 and the
formulas provided in Figure 4. The final element values
are shown in Table IV, and the circuit simulation in Fig-
ure 11. Note that the response meets the design specifica-
tions exactly.
TABLE III Reactance Transformation Coefficients
i ki hi
1 1.666 0.009788
2 1.876 20.01115
3 2.672 20.07784
Figure 9 (a) Low-pass element and (b) multiband expansion
circuit. Refer to Figure 7 for symbol definition.
Figure 10 Three-band filter circuit.
TABLE IV Component Values for Circuit in Figure 10
Component Value
T1–T3 ZL550 X, h5p=4
f1 3.425 GHz
f2 3.427 GHz
f3 3.430 GHz
GS;GL 0.02 S
JS1; J4L 0.003825 S
J12; J34 0.0006185 S
J23 0.0004985 S
J14 20.00004138 S
Ja 0.000649 S
Jb 0.0005125 S
Figure 11 Circuit simulation of the three-band filter.
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Figure 3.78: Multiband filter re-
sponse (from [68])
Figure 3.79: Multiband waveguide
filter (from [69]) Figure 3.80: Multiband waveguide
filter response (from [69])
is shown in Fig. 3.81 and Fig. 3.82, with the measured results in Fig. 3.83 and
Fig. 3.84. One of the main drawbacks of these filters is clearly shown here,
i.e. the effects of loss in at least one of the pass-bands. Another aspect which
clearly emerged from the practical example, was the extreme difficulty in tun-
ing such a multi-band filter, an issue which is largely ignored by the research
community.
For me, the work on multi-band filters represents one of my best research
efforts, as it provides a rigorous synthesis framework for a complete class of
filters, and is inclusive of numerous published filters which were designed using
partial versions of this theory. It is an elegant method, with virtually no
theoretical limitations, and no special validity conditions beyond the normal
ones of passivity and the absence of loss.
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Fig. 13. Fourth order coupled resonator prototype RS = RL = 1Ω, JP01 =
JP23 = 0.8487 and J
P
12 = 0.6532
The coupled resonator form of this filter is shown in
Fig. 13, with YMB1 replacing the capacitance of the coupled
admittance circuit in the same way as in Fig. 9(a).
To obtain YMB1, the reactance mapping function is con-
structed, and realized. For improved numerical manipulation, a
frequency scaling of 2pi ·1.65·109 is used. Using the technique
in section II, the reactance mapping function is determined
as in (1), with the coefficients given in table VI. From these
values, the circuit values for YMB1 in Fig. 11 is calculated and
de-normalized with the frequency scaling constant to give the
values in table VII. Note that this is for an impedance level
of 1Ω.
TABLE VI
DETAILS OF THE MAPPING FUNCTION
Coefficients
a4 = −2.7349
a2 = +2.4893
a0 = −0.75405
b5 = +0.054545
b3 = −0.099480
b1 = +0.45276
TABLE VII
ELEMENT VALUES OF COUPLED RESONATOR REALIZATION
Element Value
C0 1.650 ·10−9
L0 6.206 ·10−12
C1 1.649 ·10−9
L1 6.201 ·10−12
C2 1.647 ·10−9
L2 6.193 ·10−12
J01 0.8794
J12 0.6941
The filter was constructed using 12 combline resonators
with square 15x15mm inner conductors with a height of
22mm, and square 41x41mm outer conductors with a height
of 25mm. Each resonator can be tuned using a tuning screw
with a diameter of 3mm. The coupling aperture and wall
thickness between resonators are determined by mechanical
considerations and using full-wave analysis in CST. This is
carried out first by using the classical two-resonator eigen-
frequency technique to realize the calculated coupling coeffi-
cients, and then fine-tuned by systematically tuning the filter
in CST using the group delay method. The final dimensions
of the coupling apertures are listed in table VIII, where w and
d denotes the wall thickness and aperture width respectively,
and the resonator numbering is as indicated in Fig. 14. Note
that the filter is symmetrical, therefore not all the dimensions
are shown. Resonator 1 and resonator 4 are fed by extending
the centre pin of an SMA connector to connect with the inner
conductor of each, and the tapping point is determined by the
loaded q-values. A top view of the final filter is shown in
Fig.14, with a photograph of the constructed filter in Fig.15.
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R2A
R2B
R3
R3A
R3B
R4
R4A
R4B
Metal housing and resonator centre conductors.
SMA centre conductors.
Tuning screws for centre frequencies and couplings.
SMA dielectric.
A A'
Section A-A':
X
Y
X
Z
Z
Y
Fig. 14. Construction of combline filter
Fig. 15. Photograph of combline filter
TABLE VIII
COUPLING APERTURE DIMENSIONS
R1-R2 w=2.0 d=28.2 R2-R3 w=1.5 d=22.2
R1-R1A w=1.5 d=28.6 R1A-R1B w=1.5 d=24.4
R2-R2A w=1.5 d=27.0 R2A-R2B w=1.5 d=24.4
Figure 3.81: Mult band coaxial fil-
ter layout(from [67])
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The coupled resonator form of this filter is shown in
Fig. 13, with YMB1 replacing the capacitance of the coupled
admittance circuit in the same way as in Fig. 9(a).
To obtain YMB1, the reactance mapping function is con-
structed, and realized. For improved numerical manipulation, a
frequency scaling of 2pi ·1.65·109 is used. Using the technique
in section II, the reactance mapping function is determined
as in (1), with the coefficients given in table VI. From these
values, the circuit values for YMB1 in Fig. 11 is calculated and
de-normalized with the frequency scaling constant to give the
values in table VII. Note that this is for an impedance level
of 1Ω.
TABLE VI
DETAILS OF THE MAPPING FUNCTION
Coefficients
a4 = −2.7349
a2 = +2.4893
a0 = −0.75405
b5 = +0.054545
b3 = −0.099480
b1 = +0.45276
TABLE VII
ELEMENT VALUES OF COUPLED RESONATOR REALIZATION
Element Value
C0 1.650 ·10−9
L0 6.206 ·10−12
C1 1.649 ·10−9
L1 6.201 ·10−12
C2 1.647 ·10−9
L2 6.193 ·10−12
J01 0.8794
J12 0.6941
The filter was constructed using 12 combline resonators
with square 15x15mm inner conductors with a height of
22mm, and square 41x41mm outer conductors with a height
of 25mm. Each resonator can be tuned using a tuning screw
with a diameter of 3mm. The coupling aperture and wall
thickness between resonators are determined by mechanical
considerations and using full-wave analysis in CST. This is
carried out first by using the classical two-resonator eigen-
frequency technique to realize the calculated coupling coeffi-
cients, and then fine-tuned by systematically tuning the filter
in CST using the group delay method. The final dimensions
of the coupling apertures are listed in table VIII, where w and
d denotes the wall thickness and aperture width respectively,
and the resonator numbering is as indicated in Fig. 14. Note
that the filter is symmetrical, therefore not all the dimensions
are shown. Resonator 1 and resonator 4 are fed by extending
the centre pin of an SMA connector to connect with the inner
conductor of each, and the tapping point is determined by the
loaded q-values. A top view of the final filter is shown in
Fig.14, with a photograph of the constructed filter in Fig.15.
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Fig. 14. Construction of combline filter
Fig. 15. Photograph of combline filter
TABLE VIII
COUPLING APERTURE DIMENSIONS
R1-R2 w=2.0 d=28.2 R2-R3 w=1.5 d=22.2
R1-R1A w=1.5 d=28.6 R1A-R1B w=1.5 d=24.4
R2-R2A w=1.5 d=27.0 R2A-R2B w=1.5 d=24.4
Figure 3.82: Multiband coaxial fil-
ter photograph (from [67])
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The constructed filter is physically tuned following the same
procedure that was followed for the calculation of the coupling
apertures, namely a systematic group-delay based procedure.
It should be noted that this is not a trivial process due to the
complexity of the filter. Fortunately, the natural consequence
of the design process is a filter of which all the ’legs’
are identical, which makes the tuning process significantly
simpler.
The measured and simulated S-parameters of the filter are
shown in Figs.16(a) and 16(b). Note that the simulation is
a full-wave electromagnetic analysis for loss-less structures,
using CST.
|S
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| d
B
CST
Measured
(a) S21
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21
| d
B
CST
Measured
(b) S11
Fig. 16. Measured and simulated results
It is clear that the filter is well-matched over the correct
bands, with a small detuning of the upper band. The loss in
the low-frequency band is fairly high, but it should be noted
that the relative bandwith of each band is only 2%, and that
neither the filter nor the tuning screws were silver-plated. Of
importance is the good isolation achieved between each pass-
band. Overall, the measurements clearly validate the design
process.
V. PRACTICAL ISSUES
It should be noted all the examples of sections III-A and
III-B were chosen for ease of presentation, i.e. a very simple
low-pass ladder network with no cross-couplings and no
transmission zeros, and frequency bands for the multi-band
filter which are well spaced in order to be clearly visible
on small graphs. This should in no way be taken as the
extent of the capabilities of the technique, which is, as stated
before, only limited by the numerical accuracy of the computer
hardware. The authors have designed numerous filters to
ascertain this, using both ladder and coupled-immitance low-
pass networks with and without multiple transmission zeros,
for multi-band filters with up to five bands, ranging from
equally spaced very wide bands (relative bandwidth > 100%)
to equally spaced very narrow bands (relative bandwidth <
1%), and combinations of very wide and very narrow bands
spaced closely and widely. Resonators included LC-pairs,
TEM transmission lines, and waveguide cavities. The design
procedure gives exact results for all of these.
However, a number of important aspects should be noted
when the designs have to be implemented in a specific
technology. First of these is the added complexity of the filters.
A fourth-order low-pass filter with three bands becomes a
twelfth-order filter, with the same tuning and manufacturing
issues of higher order filters. Particular to this type of multi-
band filter, each resonator plays a role in the complete re-
sponse, which makes tuning even more difficult. This of course
is true of all multi-band filters which are not designed using
multiplexers. In practice, four pass-bands seems to be what can
realistically be achieved for low-order low-pass prototypes. For
the coupled resonator implementations, it should also be noted
that the impedance and/or admittance inverters should work as
good inverters over the whole frequency band from the low
band-edge of the lowest pass-band, to the high band-edge of
the highest pass-band. Given typical commercial requirements,
this is an aspect that needs careful attention before a topology
is decided upon. As with standard filters, however, there is the
possibility here of ladder-type implementations, which do not
require any inverters.
On the positive side, the introduction of transmission zeros
in the low-pass filter via the use of cross-couplings does not
significantly increase the complexity of the final multi-band
filter, and is very easy to implement. It should be noted that the
design technique does not introduce any new cross-couplings
into the filter, i.e. if the low-pass filter has one cross-coupling,
the final multi-band filter will also have only one.
VI. CONCLUSIONS AND RECOMMENDATIONS
This paper presents a mathematically rigorous analytical
method to design multi-band filters with arbitrary numbers
of bands, each having an arbitrary bandwidth, without any
approximations or optimization. Using a reactance function
as mapping function, a multi-band topology is constructed by
simply replacing each reactive element of a low-pass prototype
with a circuit realization of the mapping function itself. The
procedure results in a multi-band filter of which each band is a
bandwidth-scaled and frequency-translated copy of the original
low-pass filter. The technique can be applied to any low-pass
topology, and for any number of bands. Various ladder-type
and coupled-resonator examples are shown, and a twelfth-
order, three-band L-band combline filter using square coaxial
Figure 3.83: Multiband coaxial fil-
ter measurements(from [67])
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The constructed filter is physically tuned following the same
procedure that was followed for the calculation of the coupling
apertures, namely a systematic group-delay based procedure.
It should be noted that this is not a trivial process due to the
complexity of the filter. Fortunately, the natural consequence
of the design process is a filter of which all the ’legs’
are identical, which makes the tuning process significantly
simpler.
The measured and simulated S-parameters of the filter are
shown in Figs.16(a) and 16(b). Note that the simulation is
a full-wave electromagnetic analysis for loss-less structures,
using CST.
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It is clear that the filter is well-matched over the correct
bands, with a small detuning of the upper band. The loss in
the low-frequency band is fairly high, but it should be noted
that the relative bandwith of each band is only 2%, and that
neither the filter nor the tuning screws were silver-plated. Of
importance is the good isolation achieved between each pass-
band. Overall, the measurements clearly validate the design
process.
V. PRACTICAL ISSUES
It should be noted all the examples of sections III-A and
III-B were chosen for ease of presentation, i.e. a very simple
low-pass ladder network with no cross-couplings and no
transmission zeros, and frequency bands for the multi-band
filter which are well spaced in order to be clearly visible
on small graphs. This should in no way be taken as the
extent of the capabilities of the technique, which is, as stated
before, only limited by the numerical accuracy of the computer
hardware. The authors have designed numerous filters to
ascertain this, using both ladder and coupled-immitance low-
pass networks with and without multiple transmission zeros,
for multi-band filters with up to five bands, ranging from
equally spaced very wide bands (relative bandwidth > 100%)
to equally spaced very narrow bands (relative bandwidth <
1%), and combinations of very wide and very narrow bands
spaced closely and widely. Resonators included LC-pairs,
TEM transmission lines, and waveguide cavities. The design
procedure gives exact results for all of these.
However, a number of important aspects should be noted
when the designs have to be implemented in a specific
technology. First of these is the added complexity of the filters.
A fourth-order low-pass filter with three bands becomes a
twelfth-order filter, with the same tuning and manufacturing
issues of higher order filters. Particular to this type of multi-
band filter, each resonator plays a role in the complete re-
sponse, which makes tuning even more difficult. This of course
is true of all multi-band filters which are not designed using
multiplexers. In practice, four pass-bands seems to be what can
realistically be achieved for low-order low-pass prototypes. For
the coupled resonator implementations, it should also be noted
that the impedance and/or admittance inverters should work as
good inverters over the whole frequency band from the low
band-edge of the lowest pass-band, to the high band-edge of
the highest pass-band. Given typical commercial requirements,
this is an aspect that needs careful attention before a topology
is decided upon. As with standard filters, however, there is the
possibility here of ladder-type implementations, which do not
require any inverters.
On the positive side, the introduction of transmission zeros
in the low-pass filter via the use of cross-couplings does not
significantly increase the complexity of the final multi-band
filter, and is very easy to implement. It should be noted that the
design technique does not introduce any new cross-couplings
into the filter, i.e. if the low-pass filter has one cross-coupling,
the final multi-band filter will also have only one.
VI. CONCLUSIONS AND RECOMMENDATIONS
This paper presents a mathematically rigorous analytical
method to design multi-band filters with arbitrary numbers
of bands, each having an arbitrary bandwidth, without any
approximations or optimization. Using a reactance function
as mapping function, a multi-band topology is constructed by
simply replacing each reactive element of a low-pass prototype
with a circuit realization of the mapping function itself. The
procedure results in a multi-band filter of which each band is a
bandwidth-scaled and frequency-translated copy of the original
low-pass filter. The technique can be applied to any low-pass
topology, and for any number of bands. Various ladder-type
and coupled-resonator examples are shown, and a twelfth-
order, three-band L-band combline filter using square coaxial
igure 3.84: Multiband coaxial fil-
ter measurements (fro [67])
The work has been included in two books - one as a chapter by the authors
[70], and the other the highly regarded Microw ve Filters for Communica-
tion Systems - 2nd edition by Prof Richard Cameron. The work also led to
collaboration on a more general book chapter in multi-ba d filters [71].
3.8 Other Filters
Through the years, myself, or myself with some students, designed a wide
variety of filters which do not fit into into any of the categories in this chapter.
A few of them re discussed in this section (in no particular rd r), as they
in ome way present original ideas a d concepts. While some of these have
been published, a number was designed for commercial purposes, and therefore
never published.
The first of these is a novel extension of the evanescent-mode PIN-diode
switch from [72], using the same structure to create a tunable X-band evanescent-
mode filter [64]. In principle, this is simply achieved by replacing the PIN-
diodes with varactor diodes, as shown in Fig. 3.85. In practice however, a
complete re-design is required, using a filter procedure instead of a switch
design procedure. The measured results of a prototype filter are shown in
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Fig. 3.86, where a large frequency range is achieved successfully. At these
frequencies, the loss of the varactor diodes is by far the most significant loss
mechanism, dominating the loss of the waveguide completely, and results in
high insertion loss especially towards the lower end of the tuning range.
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Fig. 2: Third Order Evanescent Mode Waveguide Filter Equivalent Circuit
Fig. 3: Tunable Evanescent Mode Waveguide Filter
Fig. 4: Manufactured 3rd Order E-mode Waveguide
to inductance added by fixed structures, i.e. the tuning screws, the
biasing wires and the ground plate. For the full wave simulation, the
resistance was altered from 10 Ω to 3 Ω and the capacitance from
0.61 pF to 0.18 pF as the biasing voltage is increased from 0 V to 20
V, which are realistic values when referring to the data sheet of the
component.
In comparison with other recently published works such as pre-
sented in [6] for a mich lower frequency, the presented evanescent
mode filter achieves a wider tuning range at the cost of higher inser-
tion loss at the lower extreme. Compared to the two pole waveguide
iris filter presented in [4], the presented filter achieved a smaller
total tuning range, but offers continuous tuning in comparison to
the discrete tuning provided by the MEMS switches. The insertion
loss presented in [4] is lower than the presented filter insertion loss,
which is expected considering the use of MEMS switches versus var-
actor diodes as well as the use of evanescent mode waveguide versus
regular waveguide. The overall size of the iris filter is approximately
(15.8 mm x 7.9 mmx32.4 mm), not including the feed. In compari-
son to the presented filter, the smaller width and height dimensions
are due to the higher frequency of operation, but the length is still
smaller for the evanescent mode filter.
Fig. 5: Measurement Setup for 3rd Order tunable filter
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5 Conclusion
A novel structure for tunable evanescent mode waveguide filters
is presented. The filter exploits a diode mounting structure previ-
ously proposed by [1] for an evanescent mode waveguide switch,
IET Research Journals, pp. 1–4
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Figure 3.85: Tunable evanescent
mode filter (from [64])
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to inductance added by fixed structures, i.e. the tuning screws, the
biasing wires and the ground plate. For the full wave simulation, the
resistance was altered from 10 Ω to 3 Ω and the capacitance from
0.61 pF to 0.18 pF as the biasing voltage is increased from 0 V to 20
V, which are realistic values when referring to the data sheet of the
component.
In comparison with other recently published works such as pre-
sented in [6] for a mich lower frequency, the presented evanescent
mode filter achieves a wider tuning range at the cost of higher inser-
tion loss at the lower extreme. Compared to the two pole waveguide
iris filter presented in [4], the presented filter achieved a smaller
total tuning range, but offers continuous tuning in comparison to
the discrete tuning provided by the MEMS switches. The insertion
loss presented in [4] is lower than th presented filter insertion loss,
which is expected considering the use of MEMS switches versus var-
actor diodes as well as the use of evanescent mode waveguide versus
regular waveguide. The overall size of the iris filter is approximately
(15.8 mm x 7.9 mmx32.4 mm), not including the feed. In compari-
son to the presented filter, the smaller width and height dimensions
are due to the higher frequency of operation, but the length is still
smaller for the evanescent mode filter.
Fig. 5: Measurement Setup for 3rd Order tunable filter
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5 Conclusion
A novel structure for tunable evanescent mode waveguide filters
is presented. The filter exploits a diode mounting structure previ-
ously proposed by [1] for an evanescent mode waveguide switch,
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Figure 3.86: Filter measurements
(from [64])
A second interesting filter is a wire-cut combline filter incorporating very
heavily end-loaded, square resonators, and inter-resonator shielding to reduce
the length [73]. The end-loading is achieved by inserting the open ends of
the resonators into cut-outs in the roof of the filter, as shown in Fig. 3.87, and
Fig. 3.88. The wire-cut manufacturing process is eminently suited for combline
filters, as shown in the exploded assembly drawing. The combination of the
end-loading and inter-resonator shielding makes this one of the smallest S-
band filters p b ished. The end-loading also ensures a very large stopband,
as compared to ormal combline filters. The measured responses in Fig. 3.89
and Fig. 3.90 show the good return loss and insertion loss, as well as the wide
stopband.resonators in the classical configuration to be spaced far apart, thereby in reasing the length of the filter substantially. To 
reduce this spacing, isolating septa are inserted between the 
esonators, resulting in a structure more resembling an inline 
coupled reso ator filter than a combline filter. 
Fig. 2. Modified Combline Structure 
More importantly, the issue of pass-band separation is 
addressed. Combline filters are known for the favourable 
property of extending the stop-band by reducing the lengths of 
the resonators and loading it with end-capacitances. This is 
normally achieved by simply reducing the space between the 
housing and the ends of the resonators in Fig.1. However, for 
applications requiring very wide stop-bands, the line lengths 
have to be reduced by large fractions, and the end-gaps 
become so small that mechanical tolerances become a 
significant problem. For the filter presented here, the stop-
band requirement called for resonators with electrical lengths 
of smaller than 40 degrees, resulting in end-gaps of smaller 
than 0.1mm. To alleviate this problem, the end of each 
resonator is ‘inserted’ into a lowered roof, as shown in Fig 2. 
This allows for significant increases in end-capacitance 
without any of the gap dimensions becoming too small. 
While obvious, it is nevertheless worth noting that the 
advantages of the proposed changes would be difficult to 
achieve when using cylindrical resonators, as the end-
capacitances will be reduced significantly for equivalent gap 
dimensions. The use of square resonators also enables the 
manufacturing process of wire-cutting to be utilized to good 
effect, allowing the complete central part of the structure to be 
cut from one piece of metal. This is shown in Fig 5, and is 
highly advantageous, as very high accuracy of the critical 
dimensions can easily be achieved. 
III. STOPBAND CONSIDERATIONS
A number of alternative approaches can be followed to 
create a housing containing cavities into which the resonators 
can be inserted. Wire-cutting however restricts the options to 
rectangular sections, with the only free parameters being the 
gap dimension between the resonator and the housing, and the 
width of the embedding section, denoted by W in Fig 3. While 
theoretically equivalent if the same end-capacitance is realized 
in all cases, in practice a marked difference in performance 
occurs for different values of W. To illustrate this, two cases 
are investigated, as shown in Fig. 3:  
• Case A: With W equal to the resonator width (i.e.
forming a ridge in the roof as shown in Fig 3(a)),
and
• Case B: With W equal to the housing width (as
shown in Fig 3(b)).
Fig. 3(a). Embedded Resonator Detail: Case A 
Fig. 3(b). Embedded Resonator Detail: Case B 
For both cases, the resonator was coupled to input and 
output ports, and tuned to the same resonating frequency. 
Using CST Microwave Studio, wideband transmission 
responses were simulated, with the results shown in Figs. 4(a) 
and (b). The difference is quite marked. For Case A, the 
attenuation starts declining at frequencies just over 7GHz 
already, with the lower edge of a well-defined second pass-
band occurring at 9.5GHz. For Case B, the lower edge of the 
second pass-band only occurs at 11.3GHz, an increase of 
1.8GHz over that of Case A. The results for Case B are also 
much more in line with that predicted by TEM-line theory. For 
case A, an investigation into the higher-order modal content in 
the filter indeed shows the presence of unwanted higher-order 
modes due to an effective ridge waveguide being formed along 
the roof of the filter. 
W
Front View Side View 
Figure 3.87: Miniaturised combline
filter structure (fr m [73])
Fig. 4(a). Stop-band Response for Case A 
Fig. 4(a). Stop-band Response for Case B 
IV. RESULTS
A filter with centre frequency of 2.55GHz and a bandwidth 
of 40MHz (1.6%) was constructed and measured. The filter 
measured only 77.12×11.6×27mm, and was manufactured 
using wire-cutting. The centre section was manufactured from 
one solid block, as shown in the assembly drawing in Fig. 5, 
and in the photo raph in Fig. 6. 
Fig. 5. Filter Construction 
The results are shown in Figs. 7 and 8, with the response in 
the region of the pass-band shown in Fig. 7, and a wideband 
response in Fig. 8. Due to the reduced size, the insertion loss 
in the pass-band is fairly high, but a return loss of better than 
17dB is achieved over the band. The wideband response 
shows that an attenuation of better than 55dB is maintained up 
to 11GHz, or 4.3f0.  
Fig. 6. Manufactured Filter 
Fig. 7. Measured Pass-band Response 
Fig. 8. Measured Wideband Response 
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Figure 3.88: Miniaturised combline
filter (from [73])
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Fig. 4(a). Stop-band Response for Case A 
Fig. 4(a). Stop-band Response for Case B 
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measured only 77.12×11.6×27mm, and was manufactured 
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one solid block, as shown in the assembly drawing in Fig. 5, 
and in the photograph in Fig. 6. 
Fig. 5. Filter Construction 
The results are shown in Figs. 7 and 8, with the response in 
the region of the pass-band shown in Fig. 7, and a wideband 
response in Fig. 8. Due to the reduced size, the insertion loss 
in the pass-band is fairly high, but a return loss of better than 
17dB is achieved over the band. The wideband response 
shows that an attenuation of better than 55dB is maintained up 
to 11GHz, or 4.3f0.  
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Figure 3.89: Miniaturised combline
filter measurements (from [73])
Fig. 4(a). Stop-band Response for Case A 
Fig. 4(a). Stop-band Response for Case B 
IV. RESULTS
A filter with centre frequency of 2.55GHz and a bandwidth 
of 40MHz (1.6%) was constructed and measured. The filter 
measured only 77.12×11.6×27mm, and was manufactured 
using wire-cutting. The centre section was manufactured from 
one solid block, as shown in the assembly drawing in Fig. 5, 
and in the photograph in Fig. 6. 
Fig. 5. Filter Construction 
The results are shown in Figs. 7 and 8, with the response in 
the region of the pass-band shown in Fig. 7, and a wideband 
response in Fig. 8. Due to the reduced size, the insertion loss 
in the pass-band is fairly high, but a return loss of better than 
17dB is achieved over the band. The wideband response 
shows that an attenuation of better than 55dB is maintained up 
to 11GHz, or 4.3f0.  
Fig. 6. Manufactured Filter 
Fig. 7. Measured Pass-band Response 
Fig. 8. Measured Wideband Response 
2.45 2.5 2.55 2.6 2.65 2.7
-80
-60
-40
-20
0
f [GHz]
|S
11
|d
b,
 |S
21
|d
B
2 4 6 8 10 12 14 16
-80
-60
-40
-20
0
f [GHz]
|S
21
|d
B
Figure 3.90: Wideband measure-
ments (from [73])
One of the very interesting filter requirements in the last decade, stemmed
from the receivers required for the Square Kilometre Antenna (SKA) project.
As pre-cursor to the SKA, two smaller projects were first launched by the South
African government, nam ly the Karoo Array Telescope (KAT), a one-dish, L-
band demonstrator, and KAT7, a seven-dish extension of KAT. For both, the
receivers required extreme magnitude flatness over frequency. As the filters
in the receive chains have the strongest influence of overall system amplitude
flatness, the required filters demanded very flat magnitude responses, in ad-
dition to wide bandwidths. The first solution for KAT is shown graphically
in Fig. 3.91, and consisted of a basic combline filter with cylindrical rods, but
tuned for insertion loss flatness at the expense of return loss. The measured
results are shown in Fig. 3.92 and Fig. 3.93, where a 0.1dB insertion loss flat-
ness was achieved over the band. The negative on the return loss, inherent to
this type of design, is also clearly visible.KAT-7 4200MHz FILTER Measured Response for 8th-order filter 
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Figure 3.91: Combline filter for KAT receiver
For the second iteration of KAT, KAT7 had even more stringent specifica-
tions, with bandwidth, together with amplitude flatness, posing a very chal-
lenging problem. A very old structure, using parallel halfwave lines, spaced at
half wavelengths, was used in this case, as shown in Fig. 3.94 and Fig. 3.95.
Again, the measured results in Fig. 3.96 and Fig. 3.97 show the very flat am-
plitude response over the full band. In this case, as the filter was quite lossy
due to the substrate, the return loss is significantly better, at the expense of
insertion loss.
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Response 1: Q=1725 
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Figure 3.92: KAT combline filter
measurements)
Filter 2: Alodined 
 
 
 
 
 
 
 
Figure 3.93: KAT filter measure-
ments
Figure 3.94: KAT7 filter photo-
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Figure 3.95: KAT7 filter layout
KAT Filter Results v2 
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Figure 3.97: KAT7 filter measure-
ments
I have also designed a wide variety of diplexers for commercial purposes, a
few of which are discussed below. The first is a dual-mode cylindrical waveg-
uide diplexer, using iris-coupled dual-mode resonators. The challenge here was
the close proximity of the bands, and the sharp roll-off, which could only be
achieved by waveguide. The filter and the measured performance are shown
in Fig. 3.98.
The second diplexer is at a much lower frequency, and was interesting due
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13 GHz Dual-Mode Diplexer
Meyer 2007
Dual-Mode Waveguide Diplexers
Figure 3.98: Cylindrical waveguide diplexer
to the specific space envelope available, which called for a shallow and wide
design. The resulting diplexer consisted of two combline filters lying in the
same plane next to each other, and coupled to a central port through one half-
wave input line. The input coupling is quite novel, as it exploits the mirror
arrangement of the combline filters. the filter is shown diagrammatically in
Fig. 3.99, with the measured results in Fig. 3.100 and Fig. 3.101. A zoomed-in
measurement shows the good insertion loss characteristics of the filter.
 
Figure 3.99: Combline diplexer
The final diplexer, and final filter in this chapter, represents the most chal-
lenging filter I have designed over my career. The filter consists of two 8th-
order coaxial filters, each with three cross-couplings, which creates asymmetric
transmission zeros on the high-band and low-band sides of the two filters re-
spectively. The space envelope was extremely small, and the design pushes the
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CBACS Diplexer Measurement 
 
 
 
Measurement with light clamping on output ports 
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Figure 3.100: Combline diplexer
measurements
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Figure 3.101: Combline diplexer
measurements
limits of almost all the design specifications in terms of size, loss, weight, pro-
portions, locations of the three feed points, insertion loss, returns loss, roll-off
and isolation. The filter is shown in Fig. 3.102, with the measured response in
Fig. 3.103. In all, 20 of these filters were built successfully, and combined into
receiver systems.
Coaxial Diplexer
4GHz Diplexer
2x 9th order with asymmetrical transmission zeros
Positive nd Negativ  Triplets
Meyer 2010Figure 3.102: Coaxial diplexer
Coaxial Diplexer
4GHz Diplexer
2x 9th rder with asymmetrical ra mission zeros
Positive and Negative Triplets
Meyer 2010Figure 3.103: Coaxial diplexer mea-
surements
My commercial filter work involved me in the local industry in a way that
no research activity could do. It exposed me to a variety of projects and
systems, and allowed me to work closely with extremely talented engineers
with decades of experience. It also showed me that some of the toughest
research problems originate in industry. In terms of technical aspects, whereas
a research project needs only present proofs-of-concept, commercial prototypes
need to work exactly to specifications. This is a significant difference, and has
often exposed a lack of understanding of the subtleties or fundamentals of a
particular piece of theory in my armoury of knowledge.
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3.9 Conclusion
Microwave filters have been, and currently still are, one of the main pillars of
my professional career, in terms of both research and industrial involvement.
The combination of requirements on structural and electrical design, electro-
magnetic analysis, modelling, and optimisation, created numerous opportuni-
ties for innovation over the years. The explosion in personal communications
over the last decade has increased the pressure on the available spectrum by
orders of magnitude, making the role of filters more and more important.
With the 5G-standard set to dominate communications for the next decade,
the need for filters will increase even more. In addition, integration of anten-
nas, amplifiers and filters is set to become one of the most important system
requirements, calling for new design techniques and new measurement tech-
niques. Massive integration will also in all likelihood more and more require
non-traditional design and manufacturing techniques.
Due to our long history of development in this field, my group has estab-
lished itself as the primary filter group in South Africa, with virtually all the
filter designers in local industry being graduates from the group. Internation-
ally, the group is involved with a number of other groups, and international
companies. My activity on filters is therefore set to continue into the next
decade, and in all likelihood until the end of my career.
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Passive Devices
4.1 Introduction
In terms of passive devices, microwave systems not only require filters, but a
large variety of different signal control devices, such as switches, power dividers
and combiners, couplers, matching networks and transitions between guiding
structures. My work has included a number of these over the years, mostly as
a result of requirements by the local Radar industry.
4.2 Matching networks
So-called finline structures became very popular in the 1990’s as a way of
inserting lumped components into waveguide. A typical single-sided finline
is effectively a slotline on a substrate, which is inserted in the E-plane of a
waveguide. As the substrate is typically quite thin, a very low-loss structure
is obtained, but with the ability to add components across the slot.
For general applications, the use of finlines normally requires transitions
between empty waveguide and the finline. As with normal planar structures,
both stepped quarter-wave sections and smoothly tapered sections work well
for finline. However, in waveguide these structures can become quite long.
A classical exponentially tapered finline transition, also showing a stepped
section created by cutting out a quarter-wave section of the substrate at the
interface with the empty waveguide, is shown in Fig. 4.1.
I started work on the problem of finding optimal finline taper profiles in
1998 with the help of a Master’s degree student, Mr JC Kruger (who qualified
as a clinical psychologist after completion of his Master’s degree, and is cur-
rently a practising professional psychologist). In this work, simple tapers such
as exponential, linear, single circular arc and double circular arc tapers were
experimentally investigated [74], [75]. This formed the starting point of work
by myself and a student who was at that stage only an undergraduate final
year student, Dr Chris Vale. The aim was to find an optimisation procedure
73
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which would allow for almost completely arbitrary slot-width profiles, with the
only restriction being that they be smooth. This type of structural optimisa-
tion typically uses a high number of unknowns, and is a common problem in
any taper design. Furthermore, the numerical analysis of finline at that stage
was still quite time-consuming, and when combined with the optimisation of
20-50 variables, became intractable very quickly.
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Designing High-Performance Finline Tapers with
Vector-Based Optimization
Christopher A. W. Vale, Studen Member, IEEE, and Petrie Meyer, Member, IEEE
Abstract— In this paper, a novel two-step optimization algo-
rithm is presented for the design of high-performance finline
tapers. The first step utilizes a focusing approach, where the
optimization is performed with an increasing number of vari-
ables, while the second step exploits the vector representation of
the integral form of the reflection coefficient of smoothly varying
tapers. A few high-performance X-band tapers are designed and
measured, including one measuring only 0.470 (17.5 mm) at
8 GHz with a 25-dB reflection bandwidth of 7.4–11.3 GHz, and
one designed to work without a quarter-wave notch transformer,
with a 30-dB reflection bandwidth of 8.1–10.9 GHz.
Index Terms—CAD, finline, optimization.
I. INTRODUCTION
SINCE THE introduction of finline in 1974 [1], it hasbecome popular due to its properties of low loss, wide
bandwidth, and ease of fabrication. Smoothly varying finline
tapers form a basic building block in finline circuits, and have
been described extensively in literature [2]. A typical taper
is shown in Fig. 1, with a quarter-wave notch cut into the
dielectric to create an impedance transformer between the open
guide and dielectric-filled guide. The design of these notch
transformers is normally treated as a separate problem from
that of the finline taper, and standard design equations are
available [3].
Due to the dependence of both the impedance and propaga-
tion constant on frequency and slot dimensions, the standard
theory of taper design does not yield optimum results for
finline tapers. As a result, high-performance tapers have been
the object of a number of studies, such as that performed by
Schlieblich et al. [4] on optimal lengths for taper sections
using dispersion formulas. Many authors use standard geo-
metrical impedance profiles such as circular arcs [5], often
obtaining good results. Using the same geometrical profile on
substrates with different dielectric constants and thicknesses
does, however, produce varying results.
The only way to include the effects of the impedance
and propagation constant dependence on frequency is by
optimization. To provide for arbitrary shapes, however, the
taper has to be described by large numbers of variables,
typically an array of slot widths. This, in turn, normally
implies a large number of local minima in the error function
to minimize creating problems for most standard optimizers.
Manuscript received March 26, 1999; revised July 12, 1999.
The authors are with the Department of Electronic Engineering,
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Fig. 1. Typical finline taper.
This paper presents a novel two-step optimization algorithm
for the design of finline tapers. The first step relies on a
systematic increase of variables, similar to the method used
by Kozak et al. [6], while the second step exploits the vector
nature of the integral formulation of the reflection coefficient
of smoothly varying tapers, as derived by Collin [7]. The
algorithms are evaluated with respect to convergence and
sensitivity to starting values, and are shown to be robust
and to display stable minimization behavior for any number
of variables. As examples, four -band tapers are shown
with their measured results: two very short tapers of 0.47
and 0.67 at 8 GHz (17.5 and 25 mm, respectively), and
two tapers illustrating how the air–dielectric interface can be
included in the optimization, with one taper compensating for
the nonideal behavior of the notch transformer, and one taper
compensating for a straight air–dielectric interface. The latter
still displays a reflection coefficient of better than 30 dB across
the 8.1–10.9-GHz band, despite having no notch transformer.
II. TWO-STEP OPTIMIZATION PROCEDURE
The taper shape is defined as the curve described by cubic
interpolation between an arbitrary number of variable gap-
width values spaced equally along the length of the taper. The
more variables chosen to describe the taper shape, the more
arbitrary the taper shape may become. A method of arbitrary
taper analysis is therefore required which not only executes
very quickly, but also provides accurate results. For the
purposes of this paper, the standard formula for the reflection
coefficient of smoothly varying tapers [7], shown in (1), is used
with , the reflection coefficient, and , the characteristic
impedance and propagation constant, respectively, the length
along the taper, the total taper length, and the frequency
in radians per second
(1)
0018–9480/99$10.00  1999 IEEE
Figure 4.1: Waveguide to finline transition (from [76])
The proposed solution was a two-step process [76],[77]. For the inner pro-
cess, a new optimising procedure which exploited a simplified form of the
reflection coefficient, the so-called VR-optimiser, was proposed. For smoothly
varying tapers, the theory of small r flections yields an integral of the form
ρ(ω) = 12
∫ L
0
∂
∂z
[
ln[Z0(z, ω)]
]
· e−2j
∫ z
0 β(ζ,ω) ζdz =
∫ L
0
Mejθ+npidz (4.1)
where Z0(z, ω) is the impedance profile as a function of frequency and the
distance along the line, and β the propagation constant. The integrand can
clearly be viewed as a phasor (or vector). The proposed optimiser, instead of
calculating the full integral, simply calculated a set of these vector values along
the length of e line, and then attempted to reduce the largest one during
one iteration. This process is illustrated in Fig. 4.3.
For he outer optimisation loop, a process using progressively more vari-
ables, the so-called foucussing optimiser, was propos . With each variable
a value of the slot-width at a certain distance along the line, the widths in
between are calculated from spline interpolations between the points. Once a
minimum for a set number of variables is reached, the number of variables, and
hus the complexity of the taper, is increased. This is illustrated in Fig. 4.2.
The process worked extremely well, and yield d tapers significantly shorter
than what was available at the stage. Two results are shown from the IEEE
Transactions paper ([76]) in Fig. 4.4, which shows a taper just longer than a
half-wavelength at 10GHz, and Fig. 4.5, which shows a taper of which the full
leng h s shorter than on half wavelength.
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Figure 2: Flow diagram of the Focusing Optimizer
12
Figure 4.2: Focussing optimiser
(from [76])
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Fi . 2. Flow diagram of the fo using optimizer.
The integral is evaluated numerically using a high level of
discretization to ensure accurate results. For increased speed,
the impedance and propagation constant values are read from
data tables. Such data tables can be computed either by using
approximate formulas [8]–[11] or accurate two-dimensional
(2-D) FEM analysis. The proviso that the taper should be
smooth for this formula to hold [7] is achieved by the use
of cubic interpolation to construct the taper profile from the
variables.
For the optimization approach, the error function to be
minimized is defined as the peak reflection coefficient in
the band of interest. This particular definition causes severe
problems for standard optimization techniques. In addition to
the stochastic behavior of the error function caused by the
nonlinear formulation, a host of local minima results from
the large number of variables used to describe the tapers.
Unfortunately, a good taper must have a large freedom of
form, which necessitates a large number of variables.
The solution to this problem is two new optimization
techniques: the focusing and vector representation (VR) tech-
niques.
A. Focusing Optimizer
The number of local minima in an error function is related to
the number of variables. Viewed from the opposite perspective,
small local minima in an error function are only visible
when using a large number of variables to describe the
function. By starting an optimization with fewer variables,
the error landscape can be “de-focused,” leaving only the
large minima visible. When the optimizer reaches the lowest
point on that out-of-focus landscape, the focus is improved
and the optimizer is allowed to find the slightly more accurate
minimum position. This process is repeated until the landscape
is viewed with an acceptable resolution.
In the focusing algorithm, optimization is initially done with
only two variables, thereby finding the optimal rough shape
of the taper form. Retaining this shape, variables are added
to the taper form in a branch-like fashion. All variables are
then optimized again, updating and refining the rough shape
until enough variables have been added to ensure a shape with
enough freedom of form. The process is illustrated in Fig. 2.
The branch-like addition scheme of variables was found to
work more efficiently than introducing variables one at a time
in random positions, though both produced similar results.
Fig. 3. Vector diagram illustrating the VR optimizer.
B. The VR Optimizer
For lossless systems ( real), the integrand term in (1) can
be expressed in vector form as
(2)
with
(3)
and for positive or for negative derivative terms.
The vector reflection coefficient at any frequency can,
therefore, be seen as the summation of a number of these
vectors along the length of the taper, as shown in Fig. 3.
At the frequency where maximum magnitude of the re-
flection coefficient occurs, the optimizer based on the vector
representation finds the vector or vectors along the taper
length that have the same angle as that of the reflection-
coefficient vector. The magnitudes of these vectors are then
reduced, while increasing the magnitudes of vectors opposite
in direction. When the vectors sum to the reflection coefficient,
the reduction in vector contributions will reduce the reflection-
coefficient magnitude at that frequency.
While the vector magnitude is not directly a physical
variable quantity, there is a direct correspondence between it
and the gap-width due to the dependence of on . The
derivative term or magnitude of the vector can, therefore, be
reduced or increased by reducing or increasing the derivative
of the width profile. Varying the magnitude of solitary vectors
in this way, however, creates rather abrupt changes in the
width profile at the positions of the altered vectors, violating
the smooth taper proviso and degrading performance at other
frequencies markedly. This can be overcome by spreading
the changes in vector magnitude over a sinusoidal curve. The
formula for calculating the new width profile is shown in (4)
(4)
Figure 4.3: VR optimiser (from [76])
Figure 7.  Measured reflection coefficient for a 25mm taper adapted to a notch transformer
17
Figure 4.4: Finline taper measured
results for a 25mm taper (from [76])
Figure 9. Measured reflection coefficient for a 17.5mm taper
19
Figure 4.5: Finline taper measured
resul s for a 17.5 m taper (from [76])
his work represe ted some of the first work on structural optimisation in
microwave planar design, which allowed for conti uously variable, random pro-
files. This would become very popular over the next decades as the capabilities
of computer codes increased. It showed that t e exploitation of mathematical
forms can y eld superi r results, and proposed an approach for optimisation
problems with high numbers of variables.
This pr ject was pa ticularly sati fying as it was the first and only IEEE
MTT Transactions paper I published from undergraduate work. Dr Vale would
subsequently do a PhD, at the completion of which he would be awarded the
Stellenbosch University Chancellor’s medal.
4.3 Directional Couplers
In addition to work on finline tapers, Mr Kruger’s Master’s work also included
work on waveguide directional couplers [75]. By accident, I had discovered pre-
viously that traditional Bethe-hole couplers showed enormous improvements
in coupling bandwidth when the waveguide roof was lowered. Mr Kruger in-
vestigated this in detail, using the classical Moreno crossed-slot, crossed guide
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coupler, as shown in Fig. 4.6. For analysis, we used one of the first versions
of Ansys, an EM analysis software package which was derived from a FEM
structural analysis package.
CHARACTERISTICS OF TIGHTLY COUPLED CROSSED-GUIDE 
WAVEGUIDE DIRECTIONAL COUPLERS 
P.Meyer 
Dept. ofElectrbnic Engineering, University of Stellenbosch 
Stellenbosch, 7600, South Africa 
Abstract: Characteristics of crossed-guide waveguide directional couplers with coupling factors of above -1 OdB are presented. 
The tight coupling is achieved by using reduced height waveguide. This type of structure displays a much wider bandwidth than 
. . 
couplers in full-height waveguide. 
1. Introduction 
Directional couplers [1, 2] are finding increased usage in the design of dividers/combiners for distributed power amplifiers [3, 
4. 5). Waveguide couplers seem particularly attractive due to their low losses [6] . Un.fortunately, these dividers utilize coupling 
values up to -3dB. The difficulties in achieving coupling values this high are evident from many of the referenced papers. In 
general, tight coupling is only achieved by the use of multi-aperture couplers. 
A basic waveguide coupler consists of two wave uides joined by a mutual aperture, for instance a hole in the conunon broad wall. 
The most popular types are inline broadwall couplers, able to achieve coupling over large bandwidths. However, they are very 
bulky because of the large numbers of apertures needed. The crossed-guide coupler shown in figure 1 offers very compact size 
but smaller coupling values. Most couplers use crossed slots as coupling apertures due to the improved directivity [7] . 
~ TOPVTF.W SIDEVTEW 
'fl 
Figure l: Crossed-Guide Coupler with Dimensions 
Design data on waveguide crossed-guide couplers is readily available for coupling values ofup to • 15dB [8, 9, 10 and various 
engineering handbooks]. For higher values, no data exists in standard literature. Only one author describes a way of obtaining 
tighter coupling by lowering the waveguide roof [11] . Un.fortunately, he does not supply any design graphs, only a single 
example. 
Th.is paper will show how tight coupling can be achieved for crossed-guide couplers by using reduced-height waveguide. A large 
imp;overhent in bandwidth, hinted at by Gerlack [11] is also illustrated. Finite-element analyses are used to investigate the 
dependence of the S-parameters on the different dimensions. The data presented here clearly defines the limits of operation for 
these couplers and constitutes valuable information for design engineers, as the characteristics of these reduced-height couplers 
are not available in standard literature. 
2. Characteristics of Crossed-Guide Couplers 
Most existing data on crossed-guide waveguide couplers is based on the analytical Bethe approach [7] . As the coupling can vary 
quite considerably and unexpectedly with frequency, and effects of resonance or coupling between slots can exist, this type of 
analysis is frequently inaccurate, and numerical analysis techniques have to be used. Rengarajan [12, 13], for instance, presents 
an analysis of resonant slot coupling, but no analyses are available for directional couplers. A Finite Element (FEM) technique 
(Maxwell Eminence from Ansoft) was used for this paper to accurately investigate the characteristics of these couplers. 
A number of interesting properties will be illustrated in this paper, the most important being the influence of waveguide height 
shown in figure 2. Port numbers refer to figure 1. 
- 211 -
Figure 4.6: Moreno crossed-slot directional coupler (from [78])
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Figure 2: Effect of waveguide height: a=22.86, t=O, ~=11.43, w=LO, t=l2.0 
For the same slot length, the coupling for the reduced height case changes by ldB from 8 to 11 GHz, while for full-heigh 
the change is 13dB. In addition, the coupling value at 10GHz is approximately 7dB higher for the reduced height case. HO\ 
an increase in coupling f rces an increase in reflection and a reduction in directivity. Other properties to be discussed i 
paper are the ef(ects of slot length, cross separation and wall thickness. · 
3. A Prototype Coupler - Analysis and Measurements 
The results of a three-level coupler with guides crossing on both top and undersides of the main guide, is shown in fig 
Measurements and predicted responses include a coaxial to waveguide transition at each port. Port 3 is the input port, i: 
and 5 the coupled ports, and ports 2 and 6 the isolated ports. · 
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Figure 3: Measured and Predicted response of three-level coupler 
It is clear that a wide-band coupler has been constructed with coupling value of 12 to 12.5 dB across a 2GHz bandwidth, 
to 13dB across 2.5GHz. The coupling is equivalent to a two-level coupler with a coupling value of 9dB and is only made p< 
by the use of the reduced height waveguides. 
4. Conclusions 
A number of the characteristics of waveguide crossed-guide couplers will be discussed in this paper. Using this, design 
can be derived for this kind of coupler. A prototype coupler showed good results and proved the validity of the FEM ai 
used. Complete agreement is however impossible because of the complexity of the problem and the inability to model 
whole. 
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Figure 4.7: Bandwidth comparisons for couplers with different roof heights. S11
is the reflection, S21 the through path, S31 the coupled path, S41 the isolated path,
and b the waveguide height. (from [78])
What was singularly problematic of this software, was that no delete func-
tion was available in the drawing interface, which meant any mistake, or change
in im nsion, called for a re rawing of the complete structure!
Fig. 4.7 shows the simulated S-parameters for full-height and reduced-
height crossed-slot, crossed-guide Moreno couplers [78]. It is evident that a
coupler with a lowered roof (1mm height instead of the standard 10.16 mm for
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Figure 5: Coupling values for different height 
waveguides and slot length 7mm. 
PROTOTYPE COUPLERS 
The measurement setup of two couplers is shown in 
figure 6. The coupler is embedded into 4-section 
quarter-wave transformers at each port to create 
transitions from standard waveguide to the reduced 
height guide. A waveguide height of lmm was chosen 
for both examples. The spacing between guides is 
created by means of a metal sheet of 0. lmm hckness, 
replacing the waveguide walls. This structure has the 
advantage of allowing etched slots, which are easy and 
inexpensive to manufacture, even for stringent 
tolerances. Measurements were carried out using a 
HP85 10 vector network analyser with a TRL full- 
height waveguide calibration. 
The results of the two prototypes are shown in figures 
7 and 8, with the dotted line in each case representing 
the predicted response and the solid line the measured 
response. Due to the effects of the transformers, SI1 
measurements below -20dB are meaningless. 
It is clear that wide-band couplers have been 
constructed with coupling values of 5*0.5dB across a 
40% bandwidth and 4*0.5dB across a 30% bandwidth. 
The good correspondence between simulated and 
measured results validates the design graphs to within 
1dB error in coupling value. 
v v v  
Figure 6: Crossed-guide coupler measurement setup 
showing quarter-wave transformers and 
coupling slots. 
. . . . . . .  . . . . . .  
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Figure 7: Results for prototype 1 a=22.86, b=l.O, 
Az11.43, T-2.0, FO.1, Q=11.O 
-- - measured - - - = predicted 
255 
Figure 4.8: Two-layer crossed-slot
measured results for 11mm slots (from
[79])
disadvantages by a large margin. 
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Figure 4.9: Two-layer crossed-slot
measured results for 12mm slots (from
[79])
X-band guide) creates a coupler with almost constant coupling over a 8-11.5
GHz band. (Note the coarse frequency interval of 0.5GHz - this was the finest
interval for an analysis to fit into half a day.) A large set of experimental
structures was constructed and tested, and reported at the 1998 IEEE IMS
conference [79]. Some of the measured res lts are sh wn in Figs. 4.8 nd 4.9.
Due to the excellent performance of the reduced-height coupler, the work
was extended to that of a three-layered structure, with two reduced-height
guides crossing a third reduced-height guid on both broad walls. The results
are shown in Fig. 4.10. Note that these results include coaxial to reduced-
height waveguide transitions at all ports, which is the main reason for the
variations.
This work was later extended to a full 10-way chain power divider for
a local company. While it showed excellent coupling bandwidth, the losses
were substantially higher than for normal height guide, which reduced the
application of the principle substantially, especially for cascade couplers such
as the chain divider. Nevertheless, it proved a valuable training ground for
careful design of measurement experiments, and a first taste of commercial
numerical electromagnetic analysis software.
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Figure 2: Effect of waveguide height: a=22.86, t=O, ~=11.43, w=LO, t=l2.0 
For the same slot length, the coupling for the reduced height case changes by ldB from 8 to 11 GHz, while for full-heigh 
the change is 13dB. In addition, the coupling value at 10GHz is approximately 7dB higher for the reduced height case. HO\ 
an increase in coupling forces an increase in reflection and a reduction in directivity. Other properties to be discussed i 
paper are the ef(ects of slot length, cross separation and wall thickness. · 
3. A Prototype Coupler - Analysis and Measurements 
The results of a three-level coupler with guides crossing on both top and undersides of the main guide, is shown in fig 
Measurements and predicted responses include a coaxial to waveguide transition at each port. Port 3 is the input port, i: 
and 5 the coupled ports, and ports 2 and 6 the isolated ports. · 
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Figure 3: Measured and Predicted response of three-level coupler 
It is clear that a wide-band coupler has been constructed with coupling value of 12 to 12.5 dB across a 2GHz bandwidth, 
to 13dB across 2.5GHz. The coupling is equivalent to a two-level coupler with a coupling value of 9dB and is only made p< 
by the use of the reduced height waveguides. 
4. Conclusions 
A number of the characteristics of waveguide crossed-guide couplers will be discussed in this paper. Using this, design 
can be derived for this kind of coupler. A prototype coupler showed good results and proved the validity of the FEM ai 
used. Complete agreement is however impossible because of the complexity of the problem and the inability to model 
whole. 
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Figure 4.10: Three-layer crossed-slot measured results. Port 3 is the input port,
1 and 5 the coupled ports, and 2 and 6 the isolated ports. (from [78])
4.4 Power dividers and combiners
Pulsed search RADAR systems require the generation of short pulses of very
high power, on the order of a few kilowatts typically. Historically, this was
done using travelling ave tube (TWT) technology, but the late 90’s saw a
transition to the use of combined solid-state devices. This technology offered
the very desirable characteristic of graceful degradation, as opposed to single
point failure in TWT systems, but required low-loss combiners which could
handle very high peak powers, and multiple inputs.
In 2005, myself and my PhD student Dr Dirk de Villiers started work on X-
band combiners using a proposal by Prof PW van der Walt, a RADAR expert
working in local industry, for a conical line combiner [80]. Conical line combin-
ers look similar to radial combiners, but use conical lines instead of radial lines.
While similar, the design and performance of conical line combiners are hugely
different from radial combiners, as a conical line supports a TEM mode, with
the line impedance defined by the angle between the two conductors. This
offers a number of advantages, of which a wide spurious free frequency range,
and the ability to use standard impedance matching techniques are the most
important.
The first iteration of a ten-way conical line combiner was published in 2007
[81]. The basic structure of the combiner is shown in Fig. 4.11. Stepped
impedance transformers were used on the input ports as well as the common
output port - in the former case a very simple one using a cut-out of the
dielectric surrounding the centre conductor of an extended dielectric SMA
connector as shown in Fig. 4.12, and in the latter case a higher order stepped
coxial line as shown in Fig. 4.13. A cross-section of the final combiner is shown
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in Fig. 4.14.
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Fig. 1. Basic configuration of the unmatched conical power combiner.
Fig. 2. Numbering of the ports of a ten-way combiner.
II. COMBINING STRUCTURE
A 2-D cross section of the basic structure of the conical trans-
mission line power combiner is shown in Fig. 1, and a sketch
showing the port numbering is shown in Fig. 2.
The combiner consists of three sections, i.e.: 1) the central
coaxial to conical transition; 2) the conical transmission line;
and 3) the input port probes. The central coaxial line has an air
dielectric and inner and outer radii of and , respectively.
The conical line is also air filled and is defined by the angles
and . Probes that feed the input coaxial lines are placed at a
distance from the axis. A short circuit is placed in the conical
line a distance from the center of the peripheral ports.
The desired mode within the combining structure is the dom-
inant TEM mode, which has perfect axial symmetry and no cir-
cumferential variations. The TEM electric field has a -directed
component only, and the magnetic field has a -directed com-
ponent only. Higher order modes also have axial symmetry, but
their polarity change circumferentially every angle (where
is the mode number). In order to prevent the excitation of
higher modes, which would cause amplitude and phase imbal-
ance between individual peripheral ports, the conical transmis-
sion line must be fed symmetrically.
Fig. 3. Construction of coaxial-to-conical line constant impedance transition
profile.
A. Central Transition Design
In an -way combiner fed by 50- input ports, the
impedance of the conical line would normally be for
the line to be matched to the parallel ports, or 5 for a
ten-way combiner. The characteristic impedance of a conical
transmission line operating in the TEM mode is found as [8]
(1)
where the characteristic impedance of free space has been
approximated to . The characteristic impedance of
an air dielectric coaxial line is given by
(2)
Equation (1) reduces to (2) when , .
One of the advantages of using a conical line is the simple
broadband coaxial-to-conical transition possible. A profile that
connects the 5- coaxial line to the 5- conical line can be de-
fined with two circles that produce a curved conical transmis-
sion line of constant impedance from point to point [10]. A side
view of this profile is shown in Fig. 3. The details for the design
and proof of the constant impedance characteristic of the profile
can be found in [10].
This transition produces very low reflections and has much
higher peak power-handling capability than the simple transi-
tion in Fig. 1. Simulations of the simple and curved transitions
and a comparison of the reflection and peak electric field for
an input power of 0.05 W is shown in Fig. 4. Using an air-di-
electric breakdown field strength of 2.9 MV/m, from Fig. 4, the
maximum predicted power-handling capability of the smooth
transition is approximately three times higher than for the sharp
edged transition. These results should be treated cautiously be-
cause of the uncertainty in predicting fields near sharp corners.
B. Conical Transmission Line and Peripheral
Port Probe Design
The conical transmission line in the combining structure is
defined by the two angles, i.e., and . Since the impedance
of the line is determined by a ratio of these angles, as shown in
(1), any one of the angles can be chosen freely (in this case, ).
Figure 4.11: Basic conical line com-
biner (from [81])
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Fig. 7. Schematic representation of circuit to be optimized in MWO. The S-parameter block was generated with a field simulation of the combining structure and
needs not be optimized.
Fig. 8. Sketch of an extended dielectric SMA connector inserted into the top
of the metal structure to form two short coaxial transmission lines.
lines can be formed with different impedances. The bottom sec-
tion of length has a 50- impedance like the normal SMA
co nector, but the sec nd section of length has a variable
impedance. The impedance can be calculated as
(3)
with
(4)
is the relative permittivity of the dielectric (Teflon:
). The effective relative permittivity of the partially
filled coaxial line is found by solving Laplace’s equation within
the boundary conditions imposed by the structure, and then cal-
culating the static capacitance, as shown in the Appendix.
The variables for optimization are, therefore, the lengths of
the two transmission lines ( and ), bearing in mind that
the total length of available connectors is constant, and the
impedance of the second length of line ( ), which can be
varied from 50 to approximately 65 in order not to completely
remove the dielectric, which would make insertion into the hole
in the metal structure impossible.
B. Central Output Matching Network Description
The output transmission line matching network is a stepped
impedance coaxial airline. The outer conductor diameter is
chosen as 7 mm to be compatible with a precision -type con-
nector. The diameter of the inner conductor is stepped to obtain
the desired impedance levels. Two sections of lengths and
Fig. 9. Sketch of the stepped impedance coaxial airline feeding the combining
conical line.
are used. The optimization variables are, therefore, the lengths
of the two sections ( and ), and their impedances, which are
dependent on the inner radii ( and ) [see (2)]. Fig. 9 shows
the configuration. The inner conductor mm of the
-type connector is also shown in this figure.
The discontinuities caused by the steps in the inner conductor
can be modeled as capacitances to ground [15]. These capaci-
tances are included in the model of Fig. 7 as the lumped-element
capacitors .
The final values obtained for the parameters are
mm, mm, mm, mm,
mm, mm, and mm.
IV. SUMMARY OF THE STEP-BY-STEP DESIGN PROCEDURE
The full design process can be summarized as follows.
1) The combining structure is designed and the exact response
of the structure is determined with a full-wave solver.
a) Determine the impedance of the conical line from the
number of ports as .
b) Construct the central transition between conical and
coaxial lines, as described in [10], using
and calculating from (1).
c) Determine the radius where the input ports are
placed based on the width of the connectors, the
spacing between the connectors, and the number of
connectors used. Keep as small as possible to
reduce higher order modes.
Figure 4.12: Conical combiner input
port detail (from [81])
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Fig. 7. Schematic representation of circuit to be optimized in MWO. The S-parameter block was generated with a field simulation of the combining structure and
needs not be optimized.
Fig. 8. Sketch of an extended dielectric SMA connector inserted into the top
of the metal structure to form two short coaxial transmission lines.
lines can be formed with different impedances. The bottom sec-
tion of length has a 50- impedance like the normal SMA
connector, but the second section of length has a variable
impedance. The impedance can be calculated as
(3)
with
(4)
is the relative permittivity of the dielectric (Teflon:
). The effective relative permittivity of the partially
filled coaxial line is found by solving Laplace’s equation within
the boundary conditions imposed by the structure, and then cal-
culating the static capacitance, as shown in the Appendix.
The variables for optimization are, therefore, the lengths of
the two transmission lines ( and ), bearing in mind that
the total length of available connectors is constant, and the
impedance of the second length of line ( ), which can be
varied from 50 to approximately 65 in order not to completely
remove the dielectric, which would make insertion into the hole
in the metal structure impossible.
B. Central Output Matching Network Description
The output transmission line matching network is a stepped
impedance coaxial airline. The outer conductor diameter is
chosen as 7 mm to be compatible with a precision -type con-
nector. The diameter of the inner conductor is stepped to obtain
the desired impedance levels. Two sections of lengths and
Fig. 9. Sketch of the stepped impedance coaxial airline feeding the combining
conical line.
are used. The optimization variables are, therefore, the lengths
of the two sections ( and ), and their impedances, which are
dependent on the inner radii ( and ) [see (2)]. Fig. 9 shows
the configuration. The inner conductor mm of the
-type connector is also shown in this figure.
The discontinuities c used by the steps in the inner condu tor
can be modeled as capacitances to ground [15]. These capaci-
tances are included in the model of Fig. 7 as the lumped-element
capacitors .
The final values obtained for the parameters are
mm, mm, mm, mm,
mm, mm, and mm.
IV. SUMMARY OF THE STEP-BY-STEP DESIGN PROCEDURE
The full design process can be summarized as follows.
1) The combining structure is designed and the exact response
of the structure is determined with a full-wave solver.
a) Determine the impedance of the conical line from the
number of ports as .
b) Construct the central transition between conical and
coaxial lines, as described in [10], using
and calculating from (1).
c) Determine the radius where the input ports are
placed based on the width of the connectors, the
spacing between the connectors, and the number of
connectors used. Keep as small as possible to
reduce higher order modes.
Figure 4.13: Conical combiner com-
mon port detail (from [81])
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Fig. 10. 2-D sid view of the onical co bin r structure showing all connec-
tors, feeding probes, and fastening screws.
Fig. 11. Simulated and measured reflection coefficient at the central output
port.
d) Determine the diameter of the feeding probes. Wider
probes give better bandwidth, but the diameter is lim-
ited by the outer diameter of the input feeding coaxial
lines.
e) Determine the length of the back-short using a field
simulation parameter sweep. (Optional: can also
be used for a slightly detuned performance.)
f) Analyze the entire structure with a field solver to get
the -parameters at all the ports.
2) Optimize stepped impedance transmission lines on the
input and output sides of the combining structure in MWO
to achieve a wide matched bandwidth.
V. MEASURED RESULTS
A 2-D side view of the manufactured structure is shown in
Fig. 10 showing all the components of the assembly. The alu-
minum structure was manufactured with a CNC lathe.
The simulated and measured reflection results of the common
port of the constructed combiner is shown in Fig. 11. A matched
bandwidth of 74% is achieved with a maximum return loss of
14.7 dB from 6.5 to 14.1 GHz. The difference between the
Fig. 12. Measured transmission coefficients in the operating band of the com-
biner (S , n = 2; 3; . . . ; 11). (a) Amplitude. (b) Phase.
simulated and measured results is caused by the difficulty in
accurately simulating and manufacturing a large structure with
very narrow gaps. The gap in the central coaxial-to-conical tran-
sition is only 0.28 mm compared to the diameter of the structure,
which is 65.2 mm.
The measured transmission characteristics of the combiner is
shown in Fig. 12. A maximum amplitude imbalance of 1 dB
and a phase imbalance of 5 is observed in the 8–12-GHz
band, and an amplitude imbalance of 1.5 dB and a phase im-
balance of 10 is observed in the 6–14-GHz band.
The simulated and measured isolation characteristics of the
combiner are shown in Fig. 13 where good agreement between
the results is demonstrated. It is noted that the worst isolation
is between ports 2 and 7 (the ports located at the opposite sides
of the combiner), which is consistent with the remarks made in
[4]. This is caused by the excitation of the mode when the
structure is driven in an unsymmetrical fashion. As reported in
[4], these values are consistent with reactive radial combiners.
No attempt was made to improve the isolation of the combiner,
Figur 4.14: Co cal combiner cross
section (from [81])
Th proposed combin r showed excellent wideband performanc , a shown
for he input reflection t the co mon port in Fig. 4.15, and t e transmissi n
responses between all input ports and the common port in Fig. 4.16. However,
it had very small p at the transition from the common port coaxial line
to the conical line, which called for high-accuracy manufacturing, and reduced
t e maximum power h ndling capability substan ially.
To improve the design, a tapered i pedance matching network wsa intro-
duced in the common port coaxial line, as well as in the conical line [82]. This
illustrated the advantages of a conical line very well, as the whole taper in
both lines could be designed without optimisation. In comparison, attempting
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Fig. 10. 2-D side view of the conical combiner structure showing all connec-
tors, feeding probes, and fastening screws.
Fig. 11. Simulated and measured reflection coefficient at the central output
port.
d) Determine the diameter of the feeding probes. Wider
probes give better bandwidth, but the diameter is lim-
ited by the outer diameter of the input feeding coaxial
lines.
e) Determine the length of the back-short using a field
simulation parameter sweep. (Optional: can also
be used for a slightly detuned performance.)
f) Analyze the entire structure with a field solver to get
the -parameters at all the ports.
2) Optimize stepped impedance transmission lines on the
input and output sides of the combining structure in MWO
to achieve a wide matched bandwidth.
V. MEASURED RESULTS
A 2-D side view of the manufactured structure is shown in
Fig. 10 showing all the components of the assembly. The alu-
minum structure was manufactured with a CNC lathe.
The simulated and measured reflection results of the common
port of the constructed combiner is shown in Fig. 11. A matched
bandwidth of 74% is achieved with a maximum return loss of
14.7 dB from 6.5 to 14.1 GHz. The difference between the
Fig. 12. Measured transmission coefficients in the operating band of the com-
biner (S , n = 2; 3; . . . ; 11). (a) Amplitude. (b) Phase.
simulated and measured results is caused by the difficulty in
accurately simulating and manufacturing a large structure with
very narrow gaps. The gap in the central coaxial-to-conical tran-
sition is only 0.28 mm compared to the diameter of the structure,
which is 65.2 mm.
The measured transmission characteristics of the combiner is
shown in Fig. 12. A maximum amplitude imbalance of 1 dB
and a phase imbalance of 5 is observed in the 8–12-GHz
band, and an amplitude imbalance of 1.5 dB and a phase im-
balance of 10 is observed in the 6–14-GHz band.
The simulated and measured isolation characteristics of the
combiner are shown in Fig. 13 where good agreement between
the results is demonstrated. It is noted that the worst isolation
is between ports 2 and 7 (the ports located at the opposite sides
of the combiner), which is consistent with the remarks made in
[4]. This is caused by the excitation of the mode when the
structure is driven in an unsymmetrical fashion. As reported in
[4], these values are consistent with reactive radial combiners.
No attempt was made to improve the isolation of the combiner,
Figure 4.15: Conical combiner mea-
sured S11 (from [81])
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Fig. 10. 2-D side view of the conical combiner structure showing all connec-
tors, feeding probes, and fastening screws.
Fig. 11. Simulated and measured reflection coefficient at the central output
port.
d) Determine the diameter of the feeding probes. Wider
probes give better bandwidth, but the diameter is lim-
ited by the outer diameter of the input feeding coaxial
lines.
e) Determine the length of the back-short using a field
simulation parameter sweep. (Optional: can also
be used for a slightly detuned performance.)
f) Analyze the entire structure with a field solver to get
the -parameters at all the ports.
2) Optimize stepped impedance transmission lines on the
input and output sides of the combining structure in MWO
to achieve a wide matched bandwidth.
V. MEASURED RESULTS
A 2-D side view of the manufactured structure is shown in
Fig. 10 showing all the components of the assembly. The alu-
minum structure was manufactured with a CNC lathe.
The simulated and measured reflection results of the common
port of the constructed combiner is shown in Fig. 11. A matched
bandwidth of 74% is achieved with a maximum return loss of
14.7 dB from 6.5 to 14.1 GHz. The difference between the
Fig. 12. Measured transmission coefficients in the operating band of the com-
iner (S , n = 2; 3; . . . ; 11). (a) Amplitude. (b) Phase.
sim lated and measured results is caused by the difficulty in
accurately simulating and manufacturing a l rge structure with
very narro gaps. The gap in the c ntral coaxial-to- nical tran-
sition is only 0.28 mm compared to the diameter of the structure,
which is 65.2 mm.
The measured transmission characteristics of the combiner is
shown in Fig. 12. A maximum amplitude imbalance of 1 dB
and a phase imbalance of 5 is observed in the 8–12-GHz
band, and an amplitude imbalance of 1.5 dB and a phase im-
balance of 10 is observed in the 6–14-GHz band.
The simulated and measured isolation characteristics of the
combiner are shown in Fig. 13 where good agreement between
the results is demonstrated. It is noted that the worst isolation
is between ports 2 and 7 (the ports located at the opposite sides
of the combiner), which is consistent with the remarks made in
[4]. This is caused by the excitation of the mode when the
structure is driven in an unsymmetrical fashion. As reported in
[4], these values are consistent with reactive radial combiners.
No attempt was made to improve the isolation of the combiner,
Figure 4.16: Conical combiner mea-
sured Sn1 (from [81])
such a structure using radial lines is exceedingly difficult, and requires a design
proc dur consisting almost fully of optimisation with full 3D electromagnetic
solvers. The improved common port matching is shown in Fig. 4.17, with a
cross-section of he f ll combiner in Fig. 4.18.
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Fig. 5. Field simulation results of the combining structure central output port
reflection and transmission coefficients.
Fig. 6. 2-D profile of the coaxial taper showing optimization variables.
III. CENTRAL OUTPUT PORT MATCHING DESIGN
To match the 25- conical combining structure to a 50-
-type connector across he entire -band, with no sharp
edges in the matching network, an optimized taper is used
in the feeding coaxial line. For simple construction, only the
diameter of the inner conductor is tapered. The optimization
is done in MATLAB using transmission line models connected
to the -parameter box generated by a field simulation in
Section II-C.
Since accurate construction of complex smooth profiles is
difficult, even when a computer numerically controlled lathe is
used, a taper consisting of several linear sections in the center
conductor of the coaxial line is designed. Fig. 6 shows a 2-D
profile of the taper with the definition of the optimization vari-
ables. The total length of the taper is and it consists of
sections defined by the diameters and length .
The optimization routine written in MATLAB optimizes only
the diameters using a standard MATLAB function minimizer
to yield a minimum in the 8–12-GHz band. The length of
Fig. 7. Simulated reflection coefficient of a matched ten-way tapered line con-
ical power combiner.
Fig. 8. 2-D section view of the tapered line conical combiner showing all con-
nectors, feeding probes, and fastening screws.
the taper is chosen as mm since manufacturing becomes
difficult if the coaxial line is too long. For easy manufacturing,
the diameters are constrained so that with
mm and mm. The number of sections
must also be kept to a minimum. A linear taper is used as the
seed for the optimizer.
The reflection results of a five-section taper (increasing the
number of sections does not significantly improve the reflec-
tion performance) is shown in Fig. 7. The final values of the
optimization variables are mm, mm,
mm, and mm. The length of each section
is mm. The predicted reflection result from a CST-MWS
simulation of the entire structure is also plotted in Fig. 7, and is
in very good agreement with the MATLAB prediction. The return
loss is better than 28 dB across the 8–12-GHz band.
IV. CONSTRUCTION AND MEASUREMENT
A 2-D section view of the entire manufactured aluminum
structure with all the connectors, tuning posts, and fastening
screws included, is shown in Fig. 8.
The simulated and measured reflection results of the common
port of the constructed combiner is shown in Fig. 9. A matched
Figure 4.17: Tapered line conical
combiner common port detail (fr m
[82])
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Fig. 5. Field simulation results of the combining structure central output port
reflection and transmission coefficients.
Fig. 6. 2-D profile of the coaxial taper showing optimization variables.
III. CENTRAL OUTPUT PORT MATCHING DESIGN
To match the 25- conical combi ing structure to a 50-
-type connector across the entire -band, with o sharp
edges in the matching network, an optimized taper is used
in the feeding coaxial line. For simple co struction, only the
diameter of the inner c nductor is tapered. The optimization
is done in MATLAB using transmission line models connected
to the -paramet r box generated by a field simulation in
Section II-C.
Since accurate construction of complex smooth profiles is
difficult, even w en a computer numerically controlled lathe is
used, a taper consisting of s veral linear sections in the center
conductor of the coaxial line is designed. Fig. 6 shows a 2-D
profile of the taper wit the definition of the optimization vari-
ables. The total length of the taper is and it c nsists of
sections defined by the di meters and length .
The optimization routine written in MATLAB optimizes only
the diameters using a standard MATLAB function minimizer
to yield a minimum in the 8–12-GHz band. The length of
Fig. 7. Simulated reflection coefficient f a matched te -way tapered line con-
ical pow r combiner.
Fig. 8. 2-D section view of the tapered line conical combiner showing all con-
nectors, feeding probes, and fastening scr ws.
the taper is chosen as mm since manufacturing becomes
difficult if the coaxial line is too long. For easy manufacturing,
the diameters are constrained so that with
mm and mm. The number of sections
must also be kept to a minimum. A linear taper is used as the
seed for the optimizer.
The reflectio results of a five-section taper (increasing the
number of sections does not significantly i prove the reflec-
tion performance) is shown in Fig. 7. The final values of the
optimization variables are mm, mm,
mm, and mm. The length of each section
is mm. The predicted reflection result from a CS -MWS
simulation of the entire structure is also plotted in Fig. 7, and is
in very good agreement with the MATLAB prediction. The return
loss is better than 28 dB across the 8–12-GHz band.
IV. CONSTRUCTION AND MEASUREMENT
A 2-D section view of the entire manufactured aluminum
structure with all the connectors, tuning posts, and fastening
screws included, is shown in Fig. 8.
The simulated and measured reflection results of the common
port of the constructed combiner is shown in Fig. 9. A matched
Figure 4.18: Tapered line conical
combiner cross section (from [82])
The measured r sults for e improved combin r are shown i Figs. 4.19
and 4.20. It is clear that a lower reflection coefficient was obtained, and an
improved power balance to all ports. Most importa tly, however, was the
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reduction in the required manufacturing tolerances, and the increase in power
handling capability.
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Fig. 9. Comparison between the simulated and measured reflection coefficient
of a tapered line ten-way combiner.
bandwidth of 47% is achieved with a maximum return loss of
18.5 dB from 7.7 to 12.4 GHz. This match is narrower and
deeper than the previous design in [3], and is in much closer
agreement to the simulated results. The nonideal response in the
center of the band is due to the central coaxial line to -type
transition in the structure, and the -type to SMA adaptor used
in the measurement. These were not included in the simulation
and typically have a reflection of around 20 dB.
The measured transmission characteristics of the combiner is
shown in Fig. 10. The simulated transmission coefficients are
not shown since the simulated structure is perfectly symmet-
rical. A maximum amplitude imbalance of 0.7 dB and a phase
imbalance of 5 is observed in the 8–12-GHz band.
The simulated and measured isolation characteristics of the
combiner are shown in Fig. 11 where good agreement between
the results is demonstrated.
Fig. 12 shows the total loss of the combiner. The maximum
loss in the operating band is 0.28 dB, and the average loss is only
0.18 dB. The loss includes the effects of the SMA transitions, as
well as an SMA to -type transition used in the measurement
setup. Again, the simulated loss is not included since the simu-
lated structure is completely lossless.
V. ELECTRIC FIELD STRENGTH AND
PEAK POWER CONSIDERATIONS
The peak power-handling capacity of transmission lines is
usually limited by breakdown due to ionization caused by high
electric field strengths of the gas that fills the guide.
The simulated magnitudes of the -fields, evaluated along
a curve on the surface of the inner conductor of the central
feed line from the central output port to one of the peripheral
input ports, in the tapered line combiner developed here and the
stepped-impedance combiner in [3], are shown in Fig. 13 (note
that the curve length of the tapered line combiner is longer than
that of the stepped-impedance case due to the larger size of the
structure).
Fig. 13 clearly shows much lower peak -field values for
the tapered line combiner than those of the stepped-impedance
combiner. There are no sharp peaks in the -field, except in the
vicinity of the corners at the peripheral ports. The -field value
Fig. 10. Measured transmission coefficients in the operating band of a tapered
line ten-way combiner (S with n = 2; 3; . . . ; 11). (a) Amplitude. (b) Phase.
here is, however, much lower than the field in the central part
of the combiner due to the power-combining action. The peak
-field strength in the tapered line combiner is approximately
half of that of the stepped-impedance combiner for the same
input power, and it can, therefore, be expected that the tapered
line combiner has a four times greater peak power-handling ca-
pability. Due to the uncertainty in the calculation of fields in the
vicinity of sharp corners, common to EM solvers, these results
should only be used in a comparative rather that a quantitative
sense.
VI. CONCLUSION
A simple improved technique has been presented for the de-
sign of conical transmission line power combiners with highly
predictable performance. The technique is general and may be
applied to the design of similar -way combiners.
By using simple quarter-wavelength matching sections in the
peripheral feeds, and a tapered line matching section in the con-
ical line, the impedance at the central port is raised, which allows
for easier matching to the output connector, and also more ac-
curate construction. An optimized tapered line matching section
is employed at the central output port to obtain wideband per-
formance. The simulated peak power-handling capability of the
Figure 4.19: Conical combiner mea-
sured S11 (from [82])
1482 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 56, NO. 6, JUNE 2008
Fig. 9. Comparison between the simulated and measured reflection coefficient
of a tapered line ten-way combiner.
bandwidth of 47% is achieved with a maximum return loss of
18.5 dB from 7.7 to 12.4 GHz. This match is narrower and
deeper than the previous design in [3], and is in much closer
agreement to the simulated results. The nonideal response in the
center of the band is due to the central coaxial line to -type
transition in the structure, and the -type to SMA adaptor used
in the measurement. These were not included in the simulation
and typically have a reflection of around 20 dB.
The measured transmission characteristics of the combiner is
shown in Fig. 10. The simulated transmission coefficients are
not shown since the simulated structure is perfectly symmet-
rical. A maximum amplitude imbalance of 0.7 dB and a phase
imbalance of 5 is observed in the 8–12-GHz band.
The simulated and measured isolation characteristics of the
combiner are shown in Fig. 11 where good agreement between
the results is demonstrated.
Fig. 12 shows the total loss of the combiner. The maximum
loss in the operating band is 0.28 dB, and the average loss is only
0.18 dB. The loss includes the effects of the SMA transitions, as
well as an SMA to -type transition used in the measurement
setup. Again, the simulated loss is not included since the simu-
lated structure is completely lossless.
V. ELECTRIC FIELD STRENGTH AND
PEAK POWER CONSIDERATIONS
The peak power-handling capacity of transmission lines is
usually limited by breakdown due to ionization caused by high
electric field strengths of the gas that fills the guide.
The simulated magnitudes of the -fields, evaluated along
a curve on the surface of the inner conductor of the central
feed line from the central output port to one of the peripheral
input ports, in the tapered line combiner developed here and the
stepped-impedance combiner in [3], are shown in Fig. 13 (note
that the curve length of the tapered line combiner is longer than
that of the stepped-impedance case due to the larger size of the
structure).
Fig. 13 clearly shows much lower peak -field values for
the tapered line combiner than those of the stepped-impedance
combiner. There are no sharp peaks in the -field, except in the
vicinity of the corners at the peripheral ports. The -field value
Fig. 10. Measured transmission coefficients in the operating band of a tapered
line ten-way combiner (S with n = 2; 3; . . . ; 11). (a) Amplitude. (b) Phase.
here is, however, much lower than the field in the central part
of the combiner due to the power-combining action. The peak
-field strength in the tapered line combiner is approximately
half of that of the stepped-impedance combiner for the same
input power, and it can, therefore, be expected that the tapered
line combiner has a four times greater peak power-handling ca-
pability. Due to the uncertainty in the calculation of fields in the
vicinity of sharp corners, common to EM solvers, these results
should only be used in a comparative rather that a quantitative
sense.
VI. CONCLUSION
A simple improved technique has been presented for the de-
sign of conical transmission line power combiners with highly
predictable performance. The technique is general and may be
applied to the design of similar -way combiners.
By using simple quarter-wavelength matching sections in the
peripheral feeds, and a tapered line matching section in the con-
ical line, the impedance at the central port is raised, which allows
for easier matching to the output connector, and also more ac-
curate construction. An optimized tapered line matching section
is employed at the central output port to obtain wideband per-
formance. The simulated peak power-handling capability of the
Figure 4.20: Conical combiner mea-
sured Sn1 (from [82])
While the pass-band design of conical line combiners can be performed
using TEM-line theory, designing for spurious responses requires knowledge
of the cut-off frequencies of the higher order modes which can exist in the
line. To calculate these is however a very difficult numerical task, and up to
2008, no such an lysis had ever e n published. The basic theory of conical
line analyis is fairly well-known, dating back to the fundamental work by
Schelkunoff. However, very limited numerical results had been published as, in
order to tain umerical results for the field distributions of the higher order
modes in any conical tr nsmission l ne, a set of tran cendental equa ions h s
to be solved. This requires accurate solutions of the nonnegative integer order
a s ciat d Legendr functions up to very high positive real degrees (typically
up 100). Furthermore, to accommodate all conical lines, the argu e t of the
functions should include all real values between -1 and 1.
In [83], we pre ented for the first time in open literature a detailed method
to calculate th cut-off frequencies and fi ld patterns f higher ord r modes
in conical lines. A typical result for the cut-off freq encies of a few modes
is shown in Fig. 4.21, and an example of a modal field pattern in Fig. 4.22.
Especially the field plots proved valuable in the calculation of the limiting
dimensions in these combi ers.
The final part of this work was then a systematic description of the de-
sign constrain s combine s using conical lines [84]. This paper derived very
simple expressions for the limits on esp cially the maximu diam ter of the
combiner to prevent higher order modes up to a given frequency. The approx-
imat d equations compared very well with the exact equations, and provid d
designers with a very simple way of designing these combiners.
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IV. RESULTS
A. Associated Legendre Function
Calculations
Results found with an implementation of the above
solution method for the associated Legendre func-
tions in The Mathworks’ MATLAB were compared
to those found by Mathematica 4.1 for a wide range
of the parameters. For the associated Legendre func-
tions of the first kind, Pmm (x), results agree to at least
11 significant digits for all arguments in the range
21\ x\ 1, real degrees up to m 5 1000 and integer
orders up to m 5 50. The second kind functions,
Qmm (x), agree well for all arguments in the range 21
\ x\ 1 for degrees up to m 5 100 and orders up to m
5 15, where at least eight significant digit agreement
is achieved. For higher orders and degrees, however,
this agreement becomes progressively worse. It can
be seen in Figure 4 that the Mathematica solutions
start to become erratic for large orders and degrees,
in this case m 5 18 and m[ 150, while this imple-
mentation’s solutions remain perfectly smooth.
The solutions found by the implementation of the
algorithm in Section III.B. remain smooth for real
degrees up to m 5 1000 and integer orders up to m 5
50. It is clear that the solutions found by this imple-
mentation are more robust than the Mathematica sol-
utions for large degrees and orders. Note also that
solutions for degrees up to m 5 1200 are required to
generate the full plots shown in Figures 5 and 6.
B. Roots of the Transcendental
Equations
The roots of the transcendental equations calculated
by an implementation of the theory in Section III
were compared to the roots found by using standard
Mathematica functions for a wide range of the pa-
rameters. The first three TE and TM roots were calcu-
lated for m 5 0,1 and 2 for the cases where first y2
was varied between 108 and 908 and y1 was chosen to
give a 50 X line impedance, and also where y2 5
22.58 and y1 is varied to give line impedances of Z0
5 10, 25, 50, 75, 100, and 125 X. Roots were also
computed for y2 5 908 and y1 5 85.2318 (5 X line
impedance) for m 5 1:15. All the results agree to at
least five significant digits.
Figure 4. Comparison of the solutions of this implemen-
tation to Mathematica solutions for Qmm (x) with m 5 18
and x 5 0.9 and 150  m  200. [Color figure can be
viewed in the online issue, which is available at www.
interscience.wiley.com.]
Figure 5. Normalized cutoff wavelength of higher order modes in a conical transmission line
with y2 constant and Z0 varied.
106 de Villiers and Meyer
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Figure 4.21: Conical line cut-off frequencies (from [83])
The work on conical line combiners and dividers showed for the first time
that the conical line, which had up to this point mostly been used as the-
oretical model for dipole antennas, could be used very effectively in power
combiners. The TEM characteristic of these lines makes it possible to use
standard impedance matching techniques and profiles, which is a significant
advantage. In addition, the frequency spacing between the fundamental mode
cut-off (at DC) and that of the first higher order modes is much larger than
for radial lines. The work on the calculation of the higher order modes by Dr
De Villiers represented a high point of numerical mathematical algorithms in
my career, with reviewers of the paper specifically pointing out the absence
of work of this nature in literature, and the high quality of the mathematical
and numerical innovation.
The research on conical line combiners also continued after completion of
the work reported here, and formed one of the key research areas of Dr de
Villiers and his research students.
4.5 Microwave Switches
One of the key components in a pulsed RADAR system is a microwave switch
which can control the signal from the antenna to the receiver input port.
For high power search RADAR, such a switch should in its off-state have a
very large isolation to protect the high power transmitted signal from leaking
through to the sensitive receiver. In its on-state, the switch should show a
very low loss, as this loss directly impacts the detection range. Finally, the
structure should be able to protect against power levels of several kilowatt.
To satisfy all these conditions, most high-power switches make use of waveg-
uide technology due to its low loss and high power capability. However, to
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C. Higher Order Modal Cutoff Plots
In this subsection plots are shown of the normalized
cutoff wavelength of some of the higher order modes
in conical transmission lines. The geometries of the
lines are chosen to be consistent with the structures
published in [3] (y2 5 108 and Z0 5 100 X) and [4]
(y2 5 908 and Z0 5 5 X). The plots are shown with
either y2 constant and varying Z0, or Z0 constant and
varying y2.
The results in Figure 5 agree perfectly with those
published in [3]. It can also be seen that for low im-
pedance lines the TEm1 modes dominate. Also note in
Figure 6a that this is no longer the case in high im-
pedance lines with a large y2. These lines have a
wider conductor spacing than low impedance lines
with small y2. The dominance of the TEm1 modes for
narrow lines will be explained by some modal field
plots in the following subsection.
D. Modal Field Plots
Normalized field patterns for the TE11 and TE12
modes in a conical line with y2 5 108 and Z0 5 100
X, calculated from the equations in Section II.B., are
shown in Figures 7 and 8.
The TE11 mode in Figure 7 is seen to have little y
variation of the y-directed E-field and the u-directed
H-field. In the TE21 mode of Figure 8, the E-field is
mainly u-directed and the expected zeros of the tan-
gential E-fields at the conductors are observed. TEmn
modes are similar to the modes shown here, but with
Figure 8. Normalized field patterns of the TE12 mode in a conical line with y2 5 108 and Z0
5 100 X. (See Fig. 1 for axis reference.).
108 de Villiers and Meyer
International Journal of RF and Microwave Computer-Aided Engineering DOI 10.1002/mmce
Figure 4.22: Co ical line mode pattern (from [83])
achieve very high isolation in standard waveguide is difficult, as the signal
simply ’leaks’ around typical obstacles. In 2005, my PhD student Dr Thomas
Sick l, toge her with myself and Prof PW van der Walt, proposed a PIN-diode
switching structure in evanescent mode waveguide [72], [85]. Evanescent mode
waveguide offers the significant advantage of having excellent isolation charac-
teristics, but is much more difficult to work with than ormal waveguide, as
all the electrical parameters are strong non-linear functions of frequency.
At the core of the proposed switching structure was a novel PIN-diode
mounting structure, s own i Fig. 4.23, with the equivalent circuit f r the
diodes in their off-state shown in Fig. 4.24. The mounting structure consists
of two diodes mounted back-to-back on a thick, flat conductor which extends
horizontally to the waveguide wall, where it is grounded. This plate is orthog-
onal to the electric field of the TE10-mode, and therefore does not affect the
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 4. PASSIVE DEVICES 84
signal path. The direct connections between the diodes, the grounding plate,
and the waveguide wall creates a path of very low thermal resistance, which
allows the diodes to dissipate high heat loads. This in turn allows the switch
structure to protect against very high peak and average power levels. The
bias to the diodes is supplied through two thin conductors running from the
non-terminated side of each diode to a small hole in the waveguide wall. As
these conductors are very thin, and approximately orthogonal to the electric
field, they also disturb the signal path very little.
282 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 55, NO. 2, FEBRUARY 2007
Fig. 1. Horizontal-ground horizontal-feed air-gap design. (a) Physical setup.
(b) Lumped-element model. (c) Prototype.
ating in the low-loss state, and 18-dB isolation and 1.1-dB re-
turn loss when operating in the isolation state, over a fractional
BW of 15%; and 15-dB return loss and 1.53-dB insertion loss
when operating in the low-loss state, and 24.4-dB isolation and
0.913-dB return loss when operating in the isolation state, over
a fractional BW of 25%. The three-module switch produced
15.73-dB return loss and 1.23-dB insertion loss when operating
in the low-loss state, and 62-dB isolation and 1.29-dB return
loss when operating in the isolation state, over a fractional BW
of 21%.
II. PROPOSED DIODE MOUNTING TOPOLOGY
The topology is based on a standard construction of two
back-to-back diodes mounted on a vertical post in a waveguide
with a central horizontal ground extending to the waveguide
wall, and separated by a fixed capacitive gap. The proposed
diode mounting topology is shown in Fig. 1. The central-ground
protruding horizontally from the narrow wall of the waveguide
is manufactured from 0.5-mm copper shimstock, and is crucial
in the mechanical stability and thermal aspects of the mount.
Rigidity of the structure and good heat flow from the diodes to
the waveguide determines the minimum thickness and width
requirement of the plate. Two p-i-n diodes are soldered onto
Fig. 2. Basic model of evanescent-mode waveguide switch and p-i-n diode
branch setup.
the top and bottom of the central-ground plate, respectively.
Feed lines, constructed from 0.1-mm copper shimstock with
added circular pads at the ends, feed dc bias to the top and
bottom diodes. The circular pads serve as one side of tunable
air-gap capacitances formed between the pads and tuning rotors
entering from the top and bottom of the waveguide.
The lumped-element model of the mount/feed structure con-
sists of two air-gap capacitances , as well as a parallel combi-
nation of and to model the horizontal central-ground
plane. The influence of both the ground and feed lines in the
mount are reduced by having them enter through the narrow wall
of the waveguide, which makes the larger central-ground plate
exactly perpendicular, and the smaller dc-feed lines roughly per-
pendicular, to the electric field orientation.
III. PRINCIPLE OF OPERATION
The mounting structure is illustrated through its application
to an evanescent-mode -band waveguide switch, as the ability
to tune the capacitance is most useful in a device where the
diodes are embedded in a shunt-coupled filter topology. Evanes-
cent-mode devices were popularized by Craven and Mok in
the 1970s [6], and commercially available switches operating
below-cutoff have excellent wideband performance. The basic
structure of an evanescent-mode switch is shown in Fig. 2. Two
reduced-height -band guides are separated by a section of the
evanescent-mode guide with two diodes mounted vertically in
the center of the evanescent-mode section. By varying the length
of the evanescent-mode section, the BW of the structure may
be adjusted. The equivalent lumped-element circuit model of
the evanescent-mode waveguide and almost linear nature of the
p-i-n diode in forward and reverse bias allows conventional cir-
cuit analysis and synthesis to be employed in the design.
A simple equivalent circuit consisting of a -network of in-
ductors can be used to represent a section of a below-cutoff
guide, which may be rearranged to represent shunt inductances,
, coupled by a inverter of reactance value , [6].
By using the reverse-bias state of the diodes to introduce suit-
able capacitive obstacles at correct intervals along the evanes-
cent-mode waveguide, a microwave analog of a lumped induc-
tance bandpass filter with series inductance coupling results.
The equivalent-circuit model of the complete evanescent-mode
waveguide switch is shown in Fig. 3, where the central capaci-
tance is formed by the p-i-n diode mount with the p-i-n diodes in
the reverse-bias state. The junctions, known as -plane steps,
are modeled by a transformer of turns ratio and susceptance
Figure 4.23: PIN diode mounting
structure (from [72])
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Fig. 3. Equivalent-circuit model of evanescent-mode p-i-n diode switch.
Fig. 4. Forward- and reverse-bias conditions of p-i-n diode branch.
[7]. Brass rotors at the junctions implement the end capaci-
tances, forming broadband resonators with the junction suscep-
tances.
When reverse biased, the capacitances of the p-i-n diodes
resonate in parallel with effective guide inductances to
form the central resonator of the filter, as shown in Fig. 4. Res-
onances are indicated by arrows. The diode mount creates addi-
tional capacitance to resonate in series with the combined
p-i-n diode inductances . In the forward-bias state, the se-
ries resonance between the mount capacitance and com-
bined p-i-n diode inductances remains as in the reverse-
bias state. The resistive nature of the -region in the forward-
bias state res lts in a thoroughly detuned parallel resonator sec-
tion, also shown in Fig. 4.
Capacitive obstacles ar introduced at the junctions between
the propagating and evanescent-mode guide to tune out junc-
tion susceptances, resulting in a third-order filter response, when
using a single central diode mount, as s own in Fig. 2.
IV. SWITCH DESIGN AND RESULTS
Thr e switches are designed. Two of the modules are de-
sign d to operate over approximately 15% and 25% fractional
BW at -band, respec ively, using only a single diode mount
with two diodes per ount. The third module is designed using
three diode mounts employing a otal of six diodes. The mount/
feed structure is pr sented with measur d and simulated data
of positive and negative -i-n iode bias conditions. The de-
signed switch was fabricated in an aluminium waveguide using
high-power p-i-n switching diodes. As the number of untuned
p-i-n diode branches increase in a higher order system, the iso-
lation increases due to a greater distance between the junction
Fig. 5. 15% fractional BW structure—measurement versus theory. (a) Switch
transmission. (b) Switch isolation.
resonators and high attenuation characteristics of the evanes-
cent mode. Switch transmission and isolation conditions were
Figure 4.24: Embedd d PIN diode
model (fr m [72])
To achieve the high isolation necessary, the diodes are mounted in a sec-
tion of waveguide operating below its cut-off frequency, forming the so-called
evanescent mode waveguide, as shown in Fig. 4.25. For th diode in the
off-state, this structure is very accurately described by the circuit model in
Fig. 4.26, where the strong non-linear dependency of the equivalent i ductors
on frequency is also shown. In the on-state, the i des are for ard-biased and
present as resistors of low value, almost short-circuits.
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Fig. 1. Horizontal-ground horizontal-feed air-gap design. (a) Physical setup.
(b) Lumped-element model. (c) Prototype.
ating in the low-loss state, and 18-dB isolation and 1.1-dB re-
turn loss when operating in the isolation state, over a fractional
BW of 15%; and 15-dB return loss and 1.53-dB insertion loss
when operating in the low-loss state, and 24.4-dB isolation and
0.913-dB return loss when operating in the isolation state, over
a fractional BW of 25%. The three-module switch produced
15.73-dB return loss and 1.23-dB insertion loss when operating
in the low-loss state, and 62-dB isolation and 1.29-dB return
loss when operating in the isolation state, over a fractional BW
of 21%.
II. PROPOSED DIODE MOUNTING TOPOLOGY
The topology is based on a standard construction of two
back-to-back diodes mounted on a vertical post in a waveguide
with a central horizontal ground extending to the waveguide
wall, and separated by a fixed capacitive gap. The proposed
diode mounting topology is shown in Fig. 1. The central-ground
protruding horizontally from the narrow wall of the waveguide
is manufactured from 0.5-mm copper shimstock, and is crucial
in the mechanical stability and thermal aspects of the mount.
Rigidity of the structure and good heat flow from the diodes to
the waveguide determines the minimum thickness and width
requirement of the plate. Two p-i-n diodes are soldered onto
Fig. 2. Basic model of evanescent-mode waveguide switch and p-i-n diode
branch setup.
the top and bottom of the central-ground plate, respectively.
Feed lines, constructed from 0.1-mm copper shimstock with
added circular pads at the ends, feed dc bias to the top and
bottom diodes. The circular pads serve as one side of tunable
air-gap capacitances formed between the pads and tuning rotors
entering from the top and bottom of the waveguide.
The lumped-element model of the mount/feed structure con-
sists of two air-gap capacitances , as well as a parallel combi-
nation of and to model the horizontal central-ground
plane. The influence of both the ground and feed lines in the
mount are reduced by having them enter through the narrow wall
of the waveguide, which makes the larger central-ground plate
exactly perpendicular, and the smaller dc-feed lines roughly per-
pendicular, to the electric field orientation.
III. PRINCIPLE OF OPERATION
The mounting structure is illustrated through its application
to an evanescent-mode -band waveguide switch, as the ability
to tune the capacitance is most useful in a device where the
diodes are embedded in a shunt-coupled filter topology. Evanes-
cent-mode devices were popularized by Craven and Mok in
the 1970s [6], and commercially available switches operating
below-cutoff have excellent wideband performance. The basic
structure of an evanescent-mode switch is shown in Fig. 2. Two
reduced-height -band guides are separated by a section of the
evanescent-mode guide with two diodes mounted vertically in
the center of the evanescent-mode section. By varying the length
of the evanescent-mode section, the BW of the structure may
be adjusted. The equivalent lumped-element circuit model of
the evanescent-mode waveguide and almost linear nature of the
p-i-n diode in forward and reverse bias allows conventional cir-
cuit analysis and synthesis to be employed in the design.
A simple equivalent circuit consisting of a -network of in-
ductors can be used to represent a section of a below-cutoff
guide, which may be rearranged to represent shunt inductances,
, coupled by a inverter of reactance value , [6].
By using the reverse-bias state of the diodes to introduce suit-
able capacitive obstacles at correct intervals along the evanes-
cent-mode waveguide, a microwave analog of a lumped induc-
tance bandpass filter with series inductance coupling results.
The equivalent-circuit model of the complete evanescent-mode
waveguide switch is shown in Fig. 3, where the central capaci-
tance is formed by the p-i-n diode mount with the p-i-n diodes in
the reverse-bias state. The junctions, known as -plane steps,
are modeled by a transformer of turns ratio and susceptance
Figure 4.25: PIN diode in evanes-
cent mode waveguide (from [72])
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Fig. 3. Equivalent-circuit model of evanescent-mode p-i-n diode switch.
Fig. 4. Forward- and reverse-bias conditions of p-i-n diode branch.
[7]. Brass rotors at the junctions implement the end capaci-
tances, forming broadband resonators with the junction suscep-
tances.
When reverse biased, the capacitances of the p-i-n diodes
resonate in parallel with effective guide inductances to
form the central resonator of the filter, as shown in Fig. 4. Res-
onances are indicated by arrows. The diode mount creates addi-
tional capacitance to resonate in series with the combined
p-i-n diode inductances . In the forward-bias state, the se-
ries resonance between the mount capacitance and com-
bined p-i-n diode inductances remains as in the reverse-
bias state. The resistive nature of the -region in the forward-
bias state results in a thoroughly detuned parallel resonator sec-
tion, also shown in Fig. 4.
Capacitive obstacles are introduced at the junctions between
the propagating and evanescent-mode guide to tune out junc-
tion susceptances, resulting in a third-order filter response, when
using a single central diode mount, as shown in Fig. 2.
IV. SWITCH DESIGN AND RESULTS
Three switches are designed. Two of the modules are de-
signed to operate over approximately 15% and 25% fractional
BW at -band, respectively, using only a single diode mount
with two diodes per mount. The third module is designed using
three diode mounts employing a total of six diodes. The mount/
feed structure is presented with measured and simulated data
of positive and negative p-i-n diode bias conditions. The de-
signed switch was fabricated in an aluminium waveguide using
high-power p-i-n switching diodes. As the number of untuned
p-i-n diode branches increase in a higher order system, the iso-
lation increases due to a greater distance between the junction
Fig. 5. 15% fractional BW structure—measurement versus theory. (a) Switch
transmission. (b) Switch isolation.
resonators and high attenuation characteristics of the evanes-
cent mode. Switch transmission and isolation conditions were
Figure 4.26: Evanescent mo e
waveguide model (from [72])
Wh n he io es are in their on-st te, or forwa d-biased, t e signal is
shunted to ground through the eff ctiv resistors, and the two orts are iso-
la ed. In the off-st te however, the diodes present as capacitances, and a
signal can pass betw en th ports. It should e clear that car ful de ign can
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 4. PASSIVE DEVICES 85
incorporate such capacitances into a filter structure, which would then cre-
ate a pass-band with very low loss and low input reflection. As such a filter
response is very sensitive to the exact capacitance values, typical waveguide
diode mounting structures often create filters with non-optimal responses, and
as the structures are typically fixed, little tuning is possible. One of the key
aspects of the mounting structure proposed in [72] was however a small gap
above each diode, with a tuning screw then inserted above the gap. As the
gap presents as a series capacitor in the mounting chain, this enables the post-
manufacturing fine-tuning of each equivalent capacitance without taking the
structure apart, a so-called in-situ tuning. Almost perfect filter responses can
therefore be obtained.
The assembly drawing of a third order switch is shown in Fig. 4.27. A fifth
order filter was also constructed, and the measurements shown in the following
graphs. Fig. 4.28 shows 60dB of isolation for the switch when the diodes are
forward-biased, across the X-band. Such an isolation is very difficult to achieve
using standard waveguide.
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Fig. 6. 25% fractional BW structure—measurement versus theory. (a) Switch
transmission. (b) Switch isolation.
measured on an HP8510c network analyzer at 10-V bias and
20-mA bias per p-i-n diode, respectively. High-power isola-
tion conditions were measured with an increased diode bias of
Fig. 7. Fifth-order switch.
150 mA per diode. All simulations were performed using CST
Microwave Studio and AWR Microwave Office.
The evanescent guide length on either side of the diode may
be changed to control the BW of the structure. The first single-
mount switch achieved a fractional BW of 15% in the 15% BW
structure with 22-dB return loss and 0.8-dB insertion loss when
operating in the low-loss state, and 18-dB isolation and 1.1-dB
return loss when operating in the isolation state, as shown in
Fig. 5; and the second single mount switch achieved a fractional
BW of 25.5% in the 25% BW structure with 15-dB return loss
and 1.53-dB insertion loss when operating in the low-loss state,
and 24.4-dB isolation and 0.913-dB return loss when operating
in the isolation state, as shown in Fig. 6.
Good insertion- and return-loss characteristics when oper-
ating in the low-loss and isolation states, respectively, as well
as the simple in situ tuning ability, ensure the design as a fa-
vorable choice in the implementation of a higher order switch
structure.
To obtain an increased level of attenuation for the purpose
of higher power handling, a higher order switch is designed,
incorporating a total of six diodes using three diode mounts,
as shown in Fig. 7. Measured data of first-order sections is
used to build up accurate lumped-element models of diode
mounts, evanescent-mode guide sections, and junctions between
evanescent-mode and propagating guide sections. Sections
are cascaded with dimensions determined by an optimized
approach, where evanescent guide lengths, mount capacitances,
and junction capacitances are tuned for optimal switch operation
in low-loss and isolation states. The addition of junction tuning
rotors on the input and output of the switch results in a fifth-order
filter structure. The switch achieves a switch fractional BW
of 21% with 15.73-dB return loss and 1.23-dB insertion loss
with a 0.155-dB amplitude flatness when operating in the
low-loss state, and 62-dB isolation and 1.29-dB return loss
when operating in the isolation state, as shown in Fig. 8.
The higher order switch successfully reflected an input pulse
level of 4 kW at 9.5 GHz for a 24- s pulsewidth at 4.8%
duty cycle.
A good agreement between measurement and theory is ob-
tained for low-loss and isolation states. At extremely low power
levels, as seen in the isolation state of the fifth-order switch in
Figure 4.27: Third order switch
construction (from [72])
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Fig. 8. Fifth-order switch—measurement versus theory. (a) Switch transmis-
sion. (b) Switch isolation.
Fig. 8(b), the relatively simple equivalent-circuit model is un-
able to accurately model the measured response.
V. CONCLUSION
The proposed diode mounting topology allows simple tuning
of the resonant frequency of the structure, employing ground
and feed lines entering through the narrow walls of the wave-
guide, perpendicular to the electric field orientation. The three
switches show good transmission and isolation characteristics
over a relatively wide BW at -band. The final six-diode switch
achieves an isolation of greater than 60 dB across the entire
measured band (6.7 13 GHz) when operating in the isolation
state, and 15.73-dB return loss and 1.23-dB insertion loss over
a fractional BW of 21% when operating in the low-loss state.
The mount displays good thermal and RF grounding prop-
erties between the diodes and waveguide with a measured suc-
cessful reflection of an input pulse level of 4 kW at 9.5 GHz
for a 24- s pulsewidth at 4.8% duty cycle. The diode mounting
topology has only been implemented in evanescent-mode struc-
tures, however, it may possibly be implemented in propagating
structures with minor adjustments.
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Figure 4.28: Fifth order switch at-
te uation (fr m [72])
The performa ce of the switch as a filter, i.e. wh n th diodes ar reverse-
biased, is shown in Fig. 4.29 and Fig. 4.30. Note the excellent return loss
characteristic, as well as the small pass-band loss. This was only possible due
to the in-situ tuning capability of the switch.
An important part of the complete switch is the power handling capability.
High power signals being shorted through the forward-biased diodes create
large currents, which in turn create large amounts of heat in the diodes. A
significant par of the design was therefore the development of an accurate
thermal model, which not only includes thermal resistance, but also thermal
capacitance. E pecially he latter is of v ry high importance in pulsed systems.
Such a model, together with both high and low power measurements, was
published in [86]. Some f the results, showing model response and measured
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Fig. 8. Fifth-order switch—measurement versus theory. (a) Switch transmis-
sion. (b) Switch isolation.
Fig. 8(b), the relatively simple equivalent-circuit model is un-
able to accurately model the measured response.
V. CONCLUSION
The proposed diode mounting topology allows simple tuning
of the resonant frequency of the structure, employing ground
and feed lines entering through the narrow walls of the wave-
guide, perpendicular to the electric field orientation. The three
switches show good transmission and isolation characteristics
over a relatively wide BW at -band. The final six-diode switch
achieves an isolation of greater than 60 dB across the entire
measured band (6.7 13 GHz) when operating in the isolation
state, and 15.73-dB return loss and 1.23-dB insertion loss over
a fractional BW of 21% when operating in the low-loss state.
The mount displays good thermal and RF grounding prop-
erties between the diodes and waveguide with a measured suc-
cessful reflection of an input pulse level of 4 kW at 9.5 GHz
for a 24- s pulsewidth at 4.8% duty cycle. The diode mounting
topology has only been implemented in evanescent-mode struc-
tures, however, it may possibly be implemented in propagating
structures with minor adjustments.
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Figure 4.29: Fifth order switch in
filter mode (from [72])
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Fig. 8. Fifth-order switch—measurement versus theory. (a) Switch transmis-
sion. (b) Switch isolation.
Fig. 8(b), the relatively simple equivalent-circuit model is un-
able to accurately model the measured response.
V. CONCLUSION
The proposed diode mounting topology allows simple tuning
of the resonant frequency of the structure, employing ground
and feed lines entering through the narrow walls of the wave-
guide, perpendicular to the electric field orientation. The three
switches show good transmission and isolation characteristics
over a relatively wide BW at -band. The final six-diode switch
achieves an isolation of greater than 60 dB across the entire
measured band (6.7 13 GHz) when operating in the isolation
state, and 15.73-dB return loss and 1.23-dB insertion loss over
a fractional BW of 21% when operating in the low-loss state.
The mount displays good thermal and RF grounding prop-
erties between the diodes and waveguide with a measured suc-
cessful reflection of an input pulse level of 4 kW at 9.5 GHz
for a 24- s pulsewidth at 4.8% duty cycle. The diode mounting
topology has only been implemented in evanescent-mode struc-
tures, however, it may possibly be implemented in propagating
structures with minor adjustments.
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Figure 4.30: Fifth order switch at-
tenuation in filter mode (from [72])
response, are shown in Fig. 4.31 for a low power, 1 microsecond pulse at a 10%
duty cycle, and in Fig. 4.32 for an 8kW, 25 microsecond pulse at a 5% duty
cycle. It is clear that the high power mea ur m nts show much higher peak
temperatures for the model than in measurement. This can be attributed
to a difficult-to-model increase of the I-region thermal capacitance at high
peak powers. For the average temperature predictions however, the difference
between the model and the measurements was only 11 degrees in the high
power test. In all, the switch performed well at the 8kW peak power level.
 
 
Figure 5. 1ms Pulse Width, 10% Duty Cycle, Lo  Power 
 
Figure 6. 200 μs Pulse Width, 10% Duty Cycle, Low Power 
 
Figure 7. 50 μs Pulse Width, 10% Duty Cycle, Low Power 
The average diode junction temperature is measured as 
roughly 132˚C with a 2 kW peak input power level.  During the 
measurement of a 4 kW pulse, the observed average diode 
voltage dropped by roughly 350 mV, implying an average 
diode junction temperature of around 230˚C.  This value 
greatly exceeds the specified average upper temperature limit 
of 175˚C, with no signs of diode failure.  The exact upper 
temperature at which heating will incur diode failure is 
therefore unknown.  A further uncertainty is the exact 
relationship between diode voltage and diode temperature at 
high temperatures, since the temperature calibration only 
shows values up to a maximum temperature of 100˚C. 
 
 
Fig. 8. 25 μs Pulse Width, 5% Duty Cycle, High Power 
V. CONCLUSION 
The temperature values and time constants of the low 
power measurements are predicted relativ ly accurately by the 
developed electric circuit analog of the PIN diode transient 
thermal heating model. Peak temperatures predicted by the 
thermal model for high input power levels are not observed in 
the measured junction temperature response. These peak values 
increase the average junction temperature considerably, 
resulting in an inaccurate peak power prediction ability of the 
simple thermal model.  Refinements to the model using further 
high power measurement data, should improve the peak power 
prediction, resulting in accurate maximum power predictions 
for CW and pulsed switching conditions for waveguide 
mounted PIN diodes. 
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Figure 4.31: Evanescent mode
switch low power test results (from
[86])
 
 
Figure 5. 1ms Pulse Width, 10% Duty Cycle, Low Power 
 
Figure 6. 200 μs Pulse Width, 10% Duty Cycle, Low Power 
 
Figure 7. 50 μs Pulse Wi th, 10% Duty Cycle, Low Power 
The average diode junction temperature is measured as 
roughly 132˚C with a 2 kW peak input power level.  During the 
measurement of a 4 kW pulse, the observed average diode 
voltage dropped by roughly 350 mV, implying an average 
diode junction temperature of around 230˚C.  This value 
greatly exceeds the specified average upper temperature limit 
of 175˚C, with no signs of diode failure.  The exact upper 
temperature at which heating will incur diode failure is 
therefore unknown.  A further uncertainty is the exact 
relationship between diode voltage and diode temperature at 
high temperatures, since the temperature calibration only 
shows values up to a maximum temperature of 100˚C. 
 
 
Fig. 8. 25 μs Pulse Width, 5% Duty Cycle, High Power 
V. CONCLUSION 
The temperature val es and time consta ts of the low 
power measurements are predicted relatively accurately by the 
developed electric circuit analog of the PIN diode transient 
thermal heating model. Peak temperatures predicted by the 
thermal model for high input power levels are not observed in 
the measured junction temperature response. These peak values 
increase the average junction temperature considerably, 
resulting in an inaccurate peak power prediction ability of the 
simple thermal model.  Refinements to the model using further 
high power measurement data, should improve the peak power 
prediction, resulting in accurate maximum power predictions 
for CW and pulsed switching conditions for waveguide 
mounted PIN diodes. 
ACKNOWLEDGEMENT 
The authors wish to thank the National Research 
Foundation (NRF) of South Africa, the Wilhelm Frank Trust 
and Reutech Radar Systems (RRS) for support during the 
period of research. 
REFERENCES 
[1]  W.J. Morony and R.H. Brunton III, Temperature Rise of PIN Diodes 
from X-Band Pulses, Electronic Letters, May 1965, p. 65. 
[2]   K.E. Mortenson, Analysis of the Temperature Rise in PIN Diodes 
Caused by Microwave Pulse Dissipation, IEEE Trans Electron Devices, 
March 1966. 
[3]   T. Sickel, P. Meyer and P.W. van der Walt, An In Situ T nable Diode 
Mounting Topology for X-Band Waveguide Switches, IEEE Trans 
Microwave Theory and Tech v 55, n 2, February, 2007, p 281-285. 
[4]   J.F. White, Microwave Semiconductor Engineering, J.F.White 
Publications, 1995. 
[5]   P.W. van der Walt, Private Correspondence. 
[6]  T Sickel, P Meyer, PW van der Walt, ‘Diode Mounting Topologies For 
X-Band Waveguide Switches’, 2007 IEEE Region 8 Africon 
Conference, September 2007, Windhoek, Namibia 
 
 
Figure 4.32: Evanescent mode
switch high power t st results (f om
[86])
The mounting structure discussed above was not the o ly structure inves-
tigated in [85]. A variety of mounting structures was design d and evaluat d,
with an overview published in [87].
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The work on the evanescent mode waveguide switch was my first work on
devices using high-power diode control elements. Commercially, these switches
are produced in very low numbers, at high cost, and for the specific requirement
this work was aimed at, only one company globally was prepared to quote
at the time. The successful completion of this product, and its subsequent
introduction into the RADAR systems of the local sponsoring company, made
this research some of the most directly applicable industry-related work of my
career.
4.6 Conclusion
My research on passive devices has formed a significant part of my overall
work. Being very closely coupled to local industry and its requirements, this
work also created the need for a number of other research topics over the
years, such as my work on modelling, optimisation and so forth. Throughout
my career I have found that some of the most challenging research topics
stem from industry products, as commercial systems in most cases require
the satisfaction of a huge number of requirements - not only electrical, but
also mechanical and thermal, with spatial and weight constraints typically
very important. As such, this research often calls for high levels of originality,
combined with very practical constraints.
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Chapter 5
Antennas, Antenna Feeds, and
Mixed-Mode Formulations
5.1 Introduction
For most of my career, my work was primarily aimed at microwave receiver sub-
systems, and stopped short of antennas. Due to the close integration between
the filtering subsystems and the antenna feed in typical receivers and trans-
mitters, antenna feeds however also on occasion formed part of my work up to
2012. In 2013, my research focus took a quite dramatic turn towards actual
antennas, through my involvement with the Square Kilometre Array (SKA)
project. Especially my involvement in higher order modes on guided structures
would prove to be very useful in this area, and lead to various projects utilising
the modal characteristics of structures in antenna and antenna feed design.
5.2 X-band monopulse waveguide feed
My first project on antenna feeds stemmed directly from my work on Mode-
Matching and waveguide filter design, and involved the design of a waveguide
feed for an X-band reflector antenna system for monopulse RADAR in 1999.
In these systems, a number of waveguide feeds are typically first combined into
one overmoded waveguide, which terminates in the radiating aperture. Using
three specific combinations of excitations at the four waveguide ports, a single
mode is excited in the radiating aperture in each case. For the excitations
shown in Fig. 5.1 for instance, the TE10, TE20 and TE11 modes are respectively
excited, which in turn radiate in what is called the plus, elevation and azimuth
modes.
One of main the problems with the design of these types of feed in the
late 1990’s, was the achievement of good input match across a wide band for
all three excitations. At the time, the state-of-the-art was a system with an
input match of -18dB for all three excitations, over a bandwidth of only 10%.
88
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The fundamental problem in reaching the objective of low input reflection, is
of course that one physical structure, i.e. the overmoded waveguide, has to
match three different terminating impedances to the impedance of the source
guide - one for each mode. In addition, each excitation generates a different
mode or set of modes in the overmoded guide, each of which has a different
propagation constant. This is a classical optimisation problem, which, given
the analysis software at the time, was simply intractable.
 
Figure 16: Multimodal Diplexer 
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Figure 17: Measured results for Diplexer 
 
 
IV.    MULTIMODE WAVEGUIDE ANTENNA FEED FOR 
MONOPULSE APPLICATION 
 
A. Introduction 
 
 In 1961, PW Hannan presented design objectives for 
optimum antenna feed systems for reflector type antennas in 
monopulse applications. The implementation of these ideas 
were found to be best achieved with multimode antenna feeds 
where, typically, a number of waveguide feeds are first 
combined into one overmoded waveguide, which terminates 
in the radiating aperture [20,5]. The basic problem is shown in 
Fig. 18. By exciting the four input waveguides in three 
different ways, three antenna patterns are obtained, called the 
plus, elevation and azimuth channels. 
 One of the problems with these types of feed, is the 
achievement of good input match across a wide band for all 
three excitations. As late as 1988, a system with an input 
match of -18dB for all three excitations, was reported with a 
bandwidth of only 10% [21]. The fundamental problem in 
reaching the objective of low input reflection, is that one 
physical structure, i.e. the overmoded waveguide, has to 
match three different terminating impedances to the 
impedance of the source guide. In addition, each excitation 
generates a different mode or set of modes in the overmoded 
guide, each of which has a different propagation constant. 
 Designing a quarter wave step into the guide to match for 
one excitation, can therefore easily be the worst choice of step 
length for another mode. 
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Figure 18: Mono ulse Feed Structure 
 
B. Choice of functional blocks  
 
 In this type of problem, the functional blocks can be 
determined by first using symmetry to subdivide the problem 
into three different pr ble s. This is an extensi n of the even 
and odd mode symmetries used in two-mode problems, such 
as coupled lines. The symmetry walls for the three excitations 
are shown in Fig. 19, with 'e' denoting a perfect electrical 
conductor and 'h' a perfect magnetic conductor. 
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Figure 19: Division of the Problem in terms of Symmetry (plus at 
top, azimuth in middle, elevation at bottom) Figure 5.1: Monopulse feed modes
(from [45])
 
 From these subproblems, it is clear that the obvious 
functional blocks will be horizontal and vertical steps, as they 
will have the smallest amount of cross-coupling between 
modes. The division also makes it possible to see exactly what 
the influence of any step will be on all of the three problems, 
for instance, a thin vertical pin in the center of the overmoded 
guide will have almost no effect on the azimuth channel. 
 
C. Design 
 
 Th  cascading of the functional blocks is performed in three 
stages. First, each of the input guides are reduced in width to 
ensure that only the wanted modes are excited when they open 
up into a bigger guide. This step is trivial, as only one mode 
exists in each of these guides. The resulting structure and 
calculated reflection coefficient is shown in Fig. 20. 
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Figure 20: Reduction in Width of Input Guides 
 
 The next stage is to cascade a number of vertical steps to 
remove the vertical wall separating the guides. These blocks 
affect the plus and elevation channels in the same way, with a 
relatively small effect on the azimuth channel. The final stage 
is to cascade a number of horizontal steps to remove the  
horizontal wall separating the guides. These steps have a big 
influence on the elevation channel, and a smaller effect on the 
other two channels. Both these stages are performed by 
optimising all three problems together. 
 
 
D. Results 
 
 The final feed structure is shown in Fig. 21, with the 
calculated results shown in Fig. 22. An input match of better 
than 19dB is achieved over a 20% band. At the time of 
publication, measured results are not yet available. 
 
 
Figure 21: Monopulse Feed 
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Figure 22: Predicted Results for Monopulse Feed 
 
V.   CONCLUSIONS 
 
 A number of designs have been presented to illustrate an 
approach to the design of devices utilising multiple 
propagating modes. All the designs are based on the 
identification of functional blocks which are cascaded to form 
a device. The devices include wideband and narrowband 
designs, as well as passband and stopband topologies. 
Numerical analysis and optimisation play a large role in the 
designs, but must be preceded by intelligent choices of 
functional blocks, which in turn depend on a good 
understanding of the electromagnetic properties of the 
problem, and the field distributions. 
 
ACKNOWLEDGEMENT 
 
 The authors acknowledge Mr. Wessel Croukamp, who was 
responsible for the construction of all of the prototypes.  
 
 
 
Figure 5.2: Monopulse feed struc-
ture (from [45])
Using my in-house Mode-Matching code, and a very optimised multi-objective,
multi-parameter in-house optimisation procedure, the structure in Fig. 5.2 was
obtained, with a predicted return loss for each mode as shown in Fig. 5.3 [45].
The measurement of such a structure is quite challenging, as a multiport
S-parameter calibration is required, with one port being a non-standard, over-
moded port. In this case, only the input return loss at the X-band feeds were
of interest, and the overmoded port could be terminated in a long guide of
constant cross-section, and the measurement at the other ports time-gated to
mode a terminating line of infinite length. The measurements for each channel
are shown in Fig. 5.4, Fig. 5.5, and Fig. 5.6. Note that, bec use of ma ufactur-
ing tolerances and measurement inaccuracies, the four ports for each channel
are not exactly equal as in the predicted response, but show slight differences.
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 From these subproblems, it is clear that the obvious 
functional blocks will be horizontal and vertical steps, as they 
will have the smallest amount of cross-coupling between 
modes. The division also makes it possible to see exactly what 
the influence of any step will be on all of the three problems, 
for instance, a thin vertical pin in the center of the overmoded 
guide will have almost no effect on the azimuth channel. 
 
C. Design 
 
 The cascading of the functional blocks is performed in three 
stages. First, each of the input guides are reduced in width to 
ensure that only the wanted modes are excited when they open 
up into a bigger guide. This step is trivial, as only one mode 
exists in each of these guides. The resulting structure and 
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Figure 20: Reduction in Width of Input Guides 
 
 The next stage is to cascade a number of vertical steps to 
remove the vertical wall separating the guides. These blocks 
affect the plus and elevation channels in the same way, with a 
relatively small effect on the azimuth channel. The final stage 
is to cascade a number of horizontal steps to remove the  
horizontal wall separating the guides. These steps have a big 
influence on the elevation channel, and a smaller effect on the 
other two channels. Both these stages are performed by 
optimising all three problems together. 
 
 
D. Results 
 
 The final feed structure is shown in Fig. 21, with the 
calculated results shown in Fig. 22. An input match of better 
than 19dB is achieved over a 20% band. At the time of 
publication, measured results are not yet available. 
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Figure 22: Predicted Results for Monopulse Feed 
 
V.   CONCLUSIONS 
 
 A number of designs have been presented to illustrate an 
approach to the design of devices utilising multiple 
propagating modes. All the designs are based on the 
identification of functional blocks which are cascaded to form 
a device. The devices include wideband and narrowband 
designs, as well as passband and stopband topologies. 
Numerical analysis and optimisation play a large role in the 
designs, but must be preceded by intelligent choices of 
functional blocks, which in turn depend on a good 
understanding of the electromagnetic properties of the 
problem, and the field distributions. 
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Figure 5.3: Monopulse feed pre-
dicted modal return loss (from [45])
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Figure 5.4: Monopulse feed plus
channel return loss
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Figure 5.5: Monopulse feed azimuth
channel return loss
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Figure 5.6: Monopulse feed eleva-
tion channel return loss
It is however clear that good return loss is measured for each port of each
channel over the full X-band of 8-12GHz, or a 40% bandwidth.
These results represented a factor of four improvement in bandwidth over
the state-of-the-art, and provided validation of the analysis and optimisation
techniques developed in-house. This type of antenna, which has different radi-
ation patterns for different excitation combinations, would later become part
of a class of antennas which currently is called multi-mode antennas, and the
expertise gained in this project would prove to be extremely useful two decades
later.
5.3 The Square Kilometre Array Antenna
Many years would pass before I would become involved in antenna work again.
The event which would trigger this was the SKA initiative which started in
the early 2000’s, with the aim of creating the world’s largest radio-astronomy
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antenna - one with an effective receiving aperture of one square kilometre.
Such a telescope would enable radio astronomy science at a completely new
level of sensitivity.
The project was of particular interest to South Africa, as we have some of
the most easily accessible radio-quiet zones in the world in a semi-desert region
known as the Karoo. In order to convince the international SKA steering group
of the viability of situating the antenna system in South Africa, the South
African Department of Science and Technology (DST) approved the biggest
funding for a single science project in the history of the country, with the aim
of building a pathfinder antenna array on the proposed site. The name of the
first phase of seven large dishes was proposed as the Karoo Array Telescope,
or KAT-7. This phase was extended to 64 dishes, with the new name of
MEERKAT. (In Afrikaans, ’meer’ means more, thus literally ’more KAT’, but
a meerkat is also a small rodent which is unique to Africa.) Both KAT-7 and
MEERKAT were fully designed and constructed locally, using local engineers,
companies and universities.
At the time of writing, the main SKA site has been confirmed as the Karoo,
and phase 1 of the SKA is starting construction. By some coincidence, on
this day of writing, i.e. Friday 13 July 2018, the full MEERKAT array was
inaugurated in a ceremony at the site close to Carnavon - a historic moment
for South African engineering and science. The partially completed telescope
has been in operation for science work for almost a year already, and the first
science paper was published early in 2018. A recent photograph is shown in
Fig. 5.7.
Figure 5.7: The MEERKAT antenna array
Alongside the actual technical project, the DST also launched an SKA
focused human capital development programme, which currently supports on
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the order of 100 postgraduate students in the country. The SKA programme
has had a significant influence on the research landscape in South Africa, and
has been a focal point of government funding.
My own involvement in the SKA project has been substantial, both on
the technical side with the development of receiver subsystems for KAT-7
and MEERKAT, and on the research side. Through my own efforts and that
of my colleagues Profs David Davidson and Howard Reader, our department
developed very strong ties with the South African SKA office, and currently
have three staff positions funded in this way - one being a full research chair
which forms part of the South African research Chairs’ Initiative (SARCHI),
a highly prestigious position.
The involvement with the SKA project caused me for the first time to
broaden my research interest to include antennas and antenna systems. Two
areas were of specific interest to SKA, namely wideband waveguide feeds for
reflector antennas (SKA Phase 1 and 2), and small, inexpensive, lower fre-
quency antenna elements which could be used as part of an array of thousands
of fixed antennas (the SKA Mid-Frequency Aperture Array, or MFAA). In
2013, in cooperation with Profs Marianna Ivashina and Rob Maaskant from
Chalmers University in Gothenburgh, I and two of my PhD students started
on what would be my first serious antenna research.
5.4 Multi-mode antennas and mixed-mode
systems
5.4.1 Dual-mode antennas
The first of these projects ran from 2013 to 2105 with my PhD student Dr
David Prinsloo, co-supervised by the Chalmers group, and focused on de-
veloping a stationary antenna element to form part of the MFAA [88]. As
stationary elements rotate with the earth, maximum observation times are di-
rectly dependent on the field-of-view of each element, with the ideal element
having a ±90◦ coverage from zenith. In radio astronomy, images are created
by integrating for long periods (hours) while looking at a fixed point in the
sky, therefore longer observation times yield better results. Antenna elements
with fields-of-view approaching a full hemisphere are however very rare, with
the quadrifilar helix being the best option at that time.
The first attempt at creating an element with a hemispherical field-of-view,
was reported in [89], and is shown in Fig. 5.8. The antenna consists of a double-
sided substrate, with on one side a narrow section of groundplane, connected to
a single, open-circuited quarter-wave line. On the other side of the substrate,
a balanced folded dipole structure is implemented. Only the two lines feeding
the dipole are excited with respect to the narrow groundplane. Two possible
orthogonal excitations can be used, i.e. a common mode and a differential
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When excited differentially, no current is present on
the monopole, creating a pure dipole-over-ground
pattern. In the case of a CM excitation, radiation
from the in-phase dipole arms cancel, and a near
pure monopole pattern is realised.
When excited by two SE wave sources, two
Embedded Element Patterns (EEPs) f1 (θ, φ) and
f2 (θ, φ) result, and a SE two-port description is
obtained in the form of SantSE . Due to linearity, the
DM and CM patterns and S-matrix can simply be
obtained by superposition of the SE excitations, to
yield fd (θ, φ) and f c (θ, φ) and S
ant
MM as expressed
in equations (1) to (3). That is,
SE –MM Transformation Model
fd (θ, φ) =
1√
2
[f1 (θ, φ)− f2 (θ, φ)] (1a)
f c (θ, φ) =
1√
2
[f1 (θ, φ) + f2 (θ, φ)] , (1b)
and
SantMM =
[
Santdd S
ant
dc
Santcd S
ant
cc
]
, (2)
where [8]
Santdd = (S
ant
11 − Sant12 − Sant21 + Sant22 )/2 (3a)
Santdc = (S
ant
11 + S
ant
12 − Sant21 − Sant22 )/2 (3b)
Santcd = (S
ant
11 − Sant12 + Sant21 − Sant22 )/2 (3c)
Santcc = (S
ant
11 + S
ant
12 + S
ant
21 + S
ant
22 )/2. (3d)
By optimizing the respective complex beam
forming weights wd (θ, φ) and wc (θ, φ), for the DM
and CM EEPs, the antenna gain G(Ω) can be max-
imized over the FoV, i.e.,
G(Ω) = 4pi
P (Ω)
Pin
(4)
where P (Ω) is the radiated power per solid angle
defined in terms of the weighted MM EEPs:
P (Ω) =
1
2η
|wdfd(Ω) + wcf c(Ω)|2, (5)
and where
Pin = w
H
[
I− (SantMM)H SantMM]w (6)
is the total input power, with w = [wd, wc]
T
, and
H and T denoting the Hermitian and Transposition
operators, respectively.
3 DUAL-MODE ANTENNA DESIGN
The SE to MM transformations introduced in Sec. 2
are applied to the proposed dual-mode antenna de-
sign shown in Fig. 2. The antenna is designed to
operate over a narrow frequency bandwidth cen-
tered around 1 GHz, and is fabricated on 0.508 mm
thick Rogers 4003 laminate with one ounce copper
cladding.
Figure 2: Dual-mode antenna design parameters.
The solid lines in Fig. 2 indicate the balanced
Microstrip transmission line feed and Inverted-V
dipole antenna, printed on the top layer of the sub-
strate, while the dashed lines indicate the extended
ground plane and monopole printed on the bottom
layer. Table 1 summarizes the final design dimen-
sions.
Parameter Value Description
α 33◦ Dipole arm rotation
W1 5 mm Feed line separation
W2 1.8 mm Microstrip width
W3 10 mm Dipole arm width
W4 23.6 mm Ground plane width
W5 10 mm Monopole width
L1 55 mm Microstrip length
L2 63.5 mm Dipole arm length
L3 77 mm Monopole length
Table 1: Dual-mode antenna design parameters.
Figure 5.8: Dual mode antenna
layout (from [89])
Design of an Active Dual-Mode Antenna with Near
Hemispherical Field of View Coverage
D. S. Prinsloo∗ P. Meyer∗ R. Maaskant† M. Ivashina†
Abstract — A dual-mode antenna design, utiliz-
ing a combination of differential- and common-mode
excitations, is presented. This antenna offers the
possibility to complex-combine both modes in or-
der to obtain a near-hemispherical Field of View
(FoV) coverage. A Single-Ended (SE) to Mixed-
Mode (MM) transformation model is introduced to
determine the MM radiation characteristics of this
antenna from SE scattering parameters and embed-
ded element patterns. A FoV of ±90◦, from zenith,
is achieved with a maximum gain variation of 5 dB.
1 INTRODUCTION
Large Aperture Array (AA) antennas represent one
class of the novel antenna technologies that are cur-
rently being considered for the low and middle fre-
quency range receivers for the Square Kilometre Ar-
ray (SKA) telescope. For sufficiently large arrays
consisting of individually excited, electrically small
antennas, the array beam can be steered electron-
ically by applying complex beam forming weights
to the signals induced in the individual antenna el-
ements. Despite the small collecting surface of the
individual antenna elements, electrically small an-
tennas tend to produce broad beam patterns, allow-
ing for a wide Field of View (FoV) over which the
AAs can be steered electronically, thereby greatly
increasing the survey capabilities of the SKA radio
telescope.
According to the preliminary specifications for
the SKA, antenna elements with beam patterns ca-
pable of allowing scan angles as large as 60◦ from
zenith are desired for the AAs of the SKA [1]. To
investigate the feasibility of the dense AA technol-
ogy, a number of demonstrator projects have been
set into motion during the past decade, the most
promising demonstrators being: the FG-IGN Dif-
ferential Active Antenna Array (FIDA3), the Elec-
tronic Multi Beam Radio Astronomy Concept (EM-
BRACE), and the Dual Polarization All Digital (2-
PAD) aperture array [2,3]. At present these demon-
strator arrays all implement differentially excited
antenna elements that achiev a m xi um FoV of
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about ±45◦ from zenith [2–4]. Due to the differen-
tial nature of the antennas, Common-Mode (CM)
propagation is generally suppressed within the an-
tenna feeding network. Furthermore, CM reso-
nances within the transmission lines feeding the an-
tenna have been reported to degrade array perfor-
mance at certain frequencies and scan angles [5–7].
This paper presents a dual-mode antenna ele-
ment which, instead of requiring pure differential
excitation, exploits the combination of Differential-
Mode (DM) and CM excitations to achieve a much
improved FoV coverage. A first iteration prototype
displayed a maximum gain variation of 5 dB over
a hemispherical FoV. Conventional Single-Ended
(SE) antenna theory is extended in Sec. 2 to allow
for pure differential- and common-mode, or Mixed-
Mode (MM), characterization of antennas. A dual-
mode antenna design is discussed in Sec. 3 and
used to validate the MM antenna characterization
in Sec. 4.
2 MIXED-MODE ANTENNA CHARAC-
TERIZATION
(a) (b)
Figure 1: Operation principle of the considered dual-
mode antenna: (a) differential-mode (dipole) radiation;
(b) common-mode (monopole) radiation.
The operation of the proposed dual-mode an-
tenna is illustrated in Fig. 1. The antenna consists
of a dipole over ground and a monopole of which
the feeding line forms a ground for the dipole feed.
Figure 5.9: Modal radiation patterns (a)
Even ode and (b) Odd mode (from [89])
mode, with th common mode exciting a mon pole radiatio pattern, and t e
differential mode exciting a dipole mode, as shown in Fig. 5.9. As it is designed
t work for both modes, the antenna can be classified as a dual-mode antenna.
At this time, modal antennas in waveguide had been used for decades, with the
best examples that of monopulse RADAR antennas. However, the concept was
rarely used for etche or wire a tennas, where common modes were typically
deemed to be undesired and therefore suppressed. The dual-mode antenna
proposed here was amongst the first of a class of antennas which would become
known as multi-modal antennas, which currently is an active field of research
worldwide. The first prototype was built and successfully measured, as shown
in Fig. 5.10.
What made the dual-mode concept very attractive, was the possibility
of combining the differential and common mode excitations to create new
patterns. One such a pattern is shown in Fig. 5.11 (indicated as DM+CM)
together with the common ode and differential mode pattern cuts. This pattern
combines the the dipole and the monopole patterns to give maximum gain at
all angles, and good coverage up to the horizon.
An improved version of this antenna followed after the first prototype [90].
Here, as shown in Fig. 5.12, the groundplane is replaced with the ground sheath
of a balanced coaxial line, while the monopole section is formed by folding the
ground sheath back upon itself. This improved the φ variation of the pattern
markedly, and reduced the size by half. The two orthogonal excitation modes
at the feed port are shown in Fig. 5.13.
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Figure 5: Differential- and common-mode return loss
calculated from SE measurements.
the simulated results, deviating by a maximum of
1.3 dB for scan angles from zenith to ±60◦. Note
that the loss in CM gain, seen when comparing
Figs. 4 and 6, is due to the finite ground plane used
for the physical antenna.
(a)
(b)
Figure 6: Measured and simulated antenna gain (a)
E-plane and (b) H-plane.
5 CONCLUSION
A dual-mode antenna allowing both DM and CM
excitations has been presented. Unlike conven-
tional differentially excited antennas, the design
utilizes CM propagation in order to increase the
FoV coverage of the antenna. The MM perfor-
mance of the antenna can readily be solved from
SE S-parameter and gain measurements using the
presented transformations, removing the need for
couplers during measurements. When used in a
large antenna array, the presented antenna element
could potentially provide near hemispherical FoV
coverage.
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Figure 5.10: Measured radiation
patterns (a) E-plane and (b) H-
plane(from [89])
4 VERIFICATION RESULTS
4.1 Simulated Results
The antenna design described in Sec. 3 is anal-
ysed with an infinite ground plane in both the SE
and MM excitation configurations, using CST MI-
CROWAVE STUDIOr. Using (1), the equivalent
DM and CM EEPs of the antenna can be deter-
mined from the SE EEPs shown in Fig. 3. The
transformed E- and H-plane EEPs are compared
to the MM EEPs, simulated with DM and CM ex-
citations, in Figs. 4(a) and (b), respectively. It is
clear from Fig. 4 that (1) provides a near exact
solution for the MM EEPs of the antenna.
(a)
(b)
Figure 3: Simulated SE embedded element patterns
(a) E-plane and (b) H-plane.
As illustrated conceptually in Fig. 1, Fig. 4 shows
that DM and CM excitations realise dipole-over-
ground and monopole beam patterns, respectively.
The sharp decrease in gain of the DM EEP, seen
for scan angles greater than 60◦, can therefore be
prevented by applying a CM excitation. By solving
the respective MM complex beam forming weights
the antenna gain (4) can be maximised for each
scan angle. The optimally combined E- and H-
plane gain (DM + CM), shown in Fig. 4, can be
seen to follow the DM EEP for 0◦ ≤ θ ≤ 60◦, from
where the DM gain decreases significantly. For scan
angles 60◦ ≤ θ ≤ 90◦ the combined gain follows
the CM EEP closely. Note that the combined E-
(a)
(b)
Figure 4: Simulated and transformed MM embedded
element patterns (a) E-plane and (b) H-plane with
maximized gain per scan angle.
plane gain shown in Fig. 4(a) is greater than ei-
ther the DM or CM gains for scan angles larger
than ±20◦ from zenith, whereas the combined H-
plane gain [cf. Fig. 4(b)] follows the DM EEP from
zenith up to the point of intersect with the CM
EEP (θ = 60◦), from where the combined gain in-
creases again along with the CM EEP. The result-
ing gain variation of the combined DM and CM
gain is shown to be less than 5 dB in both planes.
4.2 Measured Results
To measure the S-parameters and gain, the antenna
is fixed to a circular ground plane with a diameter
of 500 mm. The S-parameters of the MM antenna
are obtained by applying the transformation in (3)
to the measured SE antenna S-matrix. Fig. 5 shows
that the transformed (measured) DM and CM re-
turn loss of the antenna agrees well with the simu-
lated MM return loss.
Gain measurements are performed by exciting
each of the SE ports individually, while terminat-
ing the remaining port in a 50 Ω load. The MM
EEPs of the antenna can then be solved from the
SE measurements using the transformations in (1).
Figs. 6(a) and (b) compare the measured E- and
H-plane gain of the antenna to simulated results.
The measured gains show good agreement with
Figure 5.11: Combined radiati
patterns (a) E-plan and (b) H-plane
(from [89])
5.4.2 Mixed-mode sensitivity analysis
While both these dual-mode antennas can be analysed using normal 50 ohm
port from each feed line to ground (the so-called single-ended excitations), the
antennas are actually defined in terms of the fund ntal orthogo al modes,
i.e. the common mode and the differential mode. It therefore makes sense to
describe, design and model them in terms of these modes, using for instance
mixed-mode S-parameters, impedances, patterns, gains etc. However, the the-
ory at the time for the analysis of receiver systems made no provision for this,
being simply formulated in terms of single-ended ports.
In 2014, we therefore proposed a fully modal-based receiver analysis fram -
work for analysing the dual-mode antenna, together with low-noise amplifiers
and a beam-forming network, working fully in the mixed-mode domain. As in
classical analysis of symmetrical circuits, such a treatment made many sim-
plifications in the analysis possible. Fig. 5.14 shows the equivalent system
for each of the modes in the dual-mode system analysis. For this analysis,
standard mixed-mode S-parameter theory was available, but new mixed-mode
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 5. ANTENNAS, ANTENNA FEEDS, AND MIXED-MODE
FORMULATIONS 95
5
verified experimentally. Whilst demonstrating the viability of
a dual-mode structure, this antenna exhibited limited band-
width and significant sensitivity variation over the FoV. The
present paper proposes an improved dual-mode antenna design
exhibiting a smaller gain variation and receiving sensitivity
variation over the FoV.
A. Dual-Mode Antenna Design
Fig. 5. Cylindrical dual-mode antenna design with cut planes at the bottom,
middle (semi-rigid coaxial to air-core twinaxial transition) and top of the
antenna feed.
TABLE I
CYLINDRICAL DUAL-MODE ANTENNA DESIGN PARAMETERS.
Parameter Value [mm] Description
L1 141 Dipole length
L2 75 Dipole height
L3 70 Feed/Monopole height
L4 5 Dipole-Monopole separation
L5 35 Height of twinaxial transition
W1 3 Coaxial dielectric diameter
W2 0.91 Coaxial conductor diameter
W3 10 Feed ground shield outer diameter
W4 5 Dipole/Feed line separation
W5 13.66 Monopole sleeve inner diameter
W6 15 Monopole sleeve outer diameter
W7 2 Twinaxial inner conductor diameter
W8 1.15 Dipole arm diameter
W9 8 Twinaxial ground shield inner diameter
d1 1 Monopole Teflon support
d2 2 Twinaxial conductor Teflon support
d3 5 Twinaxial conductor Teflon support
d4 1 Monopole-Feed ground cap thickness
g1 2 Monopole-Ground plane gap height
The improved dual-mode antenna is realized by combining
a cylindrical dipole and monopole element with a single
twinaxial feed, as depicted in Fig. 5. The cylindrical dual-
mode antenna is realized by a single balanced transmission
line feeding a dipole element – where each of the two center
conductors is connected to one of the dipole arms. Rather
than extending the monopole from the ground conductor of
the transmission line, as is done in the planar design [13], the
monopole is realized by folding the ground conductor back
towards the ground plane – leaving a small gap between the
monopole and the ground shield of the feed as well as the
ground plane (g1). To keep the monopole sleeve in place,
a small Teflon spacer is placed at the foot of the antenna.
The antenna is excited through two 3 mm semi-rigid coaxial
cables extending midway into the antenna feed, from which
point the center conductors of the semi-rigid coaxial cables
extend further to form an air-core twinaxial transmission line.
To ensure the stability of the center conductors of the twinaxial
transmission line, another Teflon spacer is placed at the top of
the monopole sleeve. Table I summarizes the antenna design
parameters illustrated in Fig. 5.
(a) (b)
(c) (d)
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Fig. 7. Differential and common mode E-plane and H-plane gain simulated
at 1 GHz.
Fig. 7 shows the normalized E- and H-plane MM gain
patterns resulting from the DM and CM excitations depicted
in Fig. 6. The curves in Fig. 7 clearly illustrate that a typical
dipole-over-ground radiation pattern is realized by a DM
excitation, and that a CM excitation results in a monopole-
over-ground radiation pattern.
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Figure 5.12: Dual mode antenna -
second prototype (from [90])
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verified experimentally. Whilst demonstrating the viability of
a dual-mode structure, this antenna exhibited limited band-
width and significant sensitivity variation over the FoV. The
present paper proposes an improved dual-mode antenna design
exhibiting a smaller gain variation and receiving sensitivity
variation over the FoV.
A. Dual-Mode Antenna Design
Fig. 5. Cylindrical dual-mode antenna design with cut planes at the bottom,
middle (semi-rigid coaxial to air-core twinaxial transition) and top of the
antenna feed.
TABLE I
CYLINDRICAL DUAL-MODE ANTENNA DESIGN PARAMETERS.
Parameter Value [mm] Description
L1 141 Dipole length
L2 75 Dipole hei ht
L3 70 Feed/Monopole height
L4 5 Dipole-Monopole separation
L5 35 Height of twinaxial transition
W1 3 Coaxial dielectric diameter
W2 0.91 Coaxial conductor diameter
W3 10 Feed ground shield outer diameter
W4 5 Dipole/Feed line separation
W5 13.66 Monopole sleeve inner diameter
W6 15 Monopole sleeve outer diameter
W7 2 Twinaxial inner conductor diameter
W8 1.15 Dipole arm diameter
W9 8 Twinaxial ground shield inner diameter
d1 1 Monopole Teflon support
d2 2 Twinaxial conductor Teflo support
d3 5 Twinaxial conductor Teflon support
d4 1 Mo opole-Fee gr und cap thickness
g1 2 Mo opole-Ground plane gap height
The improved dual-mode antenna is realized by combining
a cylindrical dipole and monopole element with a single
twinaxial feed, as depicted in Fig. 5. The cylindrical dual-
mode antenna is realized by a single balanced transmission
line feeding a dipol element – where each of the two center
conduc ors is connect to one of the dipol arms. Rather
than extending the monopole from the ground conductor of
the transmission line, as is d e in the planar design [13], the
monopole is realized by folding the ground conductor back
towards the ground plane – leaving a small gap between the
monopole and the ground shield of the feed as well as the
ground plane (g1). To keep the monopole sleeve in place,
a small Teflon spacer is placed at the foot of the antenna.
The antenna is excited through two 3 mm semi-rigid coaxial
cables extending midway into the antenna feed, from which
point the center conductors of the semi-rigid coaxial cables
extend further to form an air-core twinaxial transmission line.
To ensure the stability of the center conductors of the twinaxial
transmission line, another Teflon spacer is placed at the top of
the monopole sleeve. Table I summarizes the antenna design
parameters illustrated in Fig. 5.
(a) (b)
(c) (d)
Fig. 6. Simulated electric field distributions (a) DM antenna near field (b)
CM antenna near field (c) DM port excitation (d) CM port excitation.
Fig. 6 illustrates the MM operation of the antenna topology,
shown in Fig. 5, simulated over an infinite ground plane using
CST. The DM field distribution in the balanced transmission
line feed [c.f. Fig. 6(c)] is seen to excite the dipole arms out
of phase, realizing a typical dipole radiated electric near field
[c.f. Fig. 6(a)]. A CM excitation realizes the field distribution
of the feed as depicted in Fig. 6(d) and is shown to excite
the dipole arms in-phase, but out-of-phase with respect to the
monopole sleeve, resulting in a monopole-like radiated electric
near field [c.f. Fig. 6(b)].
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Fig. 7. Differential and common mode E-plane and H-plane gain simulated
at 1 GHz.
Fig. 7 shows the nor alized E- and H-plane MM gain
patterns resulting from the DM and CM excitations depicted
in Fig. 6. The curves in Fig. 7 clearly illustrate that a typical
dipole-over-ground radiation pattern is realized by a DM
excitation, and that a CM excitation results in a monopole-
over-ground radiation pattern.
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Figure 5.13: Modal excitations (a)
Differential mode (b) Common mode
(from [90])
treatments had to be developed for noise analysis, including concepts such as
the noise correlation matrix. Fi ally, a full rec iver sensitivity an lysis was
performed in the mi ed-mo e domain [90]. The results in Fig. 5.15 showed
that, compared to a single differential mode dipole antenna, the mixed-mode
usage of the proposed dual-mode antenna made huge increases in sensitivity
possible towards the horizon.
5.4.3 Quad-mode antennas for polarimetric
measurements
For many radio astron my applicatio s, the ability to discriminate between
polarisations is of prime importance. To allow for this type of measurement,
the dual-mode concept was expanded to an antenna supporting four orthogonal
modes, named the quad-mode antenna [91]. Th s s ructure was similar to the
second teration dual-mode antenna, but added a second dipole to form a
crossed-dipole structure, with the hole an enna being fed by a quadraxial
transm ison line, as shown in Fig. 5.16. The combined quad-mode antenna
with a four-channel receiver and beam-forming network, can then be modelled
in terms of the modes, as illustrated in Fig. 5.17. The orthogonal excitation
modes and corres on ing patterns are shown in Fig. 5.18.
T e best figure of erit used to quantify polarimetric discrimination in
radio astronomy, is the so-called Intrinsic Cross-Polarisation Ratio (IXR) as
defined by Ca zzi and Woan in 2011. In additi n to th proposal of the
improved antenna structure, [91] evaluated the performance of the antenna
in terms of the IXR. For each scan angle, a set of beam-forming weights are
calculated to optimise the IXR. These sets are different than those required
for maximum gain in a specified scan angle, as is shown in Fig. 5.19, where the
calculated gain is shown for each scan angle when beamforming for maximu
gain, and maximum IXR respectively. Fig. 5.20 shows the difference in IXR
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b3
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SdLNASE
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ad;1
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ac;2
bc;2
bd;2
SdLNAMM
Fig. 2. Incident and reflected power waves at the SE and MM input and
output ports of the corresponding LNAs.
It is useful to block-partition the MM scattering matrix as
SdLNAMM =
[
SdLNAdd S
dLNA
dc
SdLNAcd S
dLNA
cc
]
(6)
where SdLNAdd , S
dLNA
cc , and {SdLNAcd ,SdLNAdc }, denote the 2×2 DM,
CM, and cross-mode S-parameter matrices of the dLNA, re-
spectively. For the balanced system considered in this analysis,
the two SE LNAs are assumed to be identical and perfectly
isolated, i.e. SLNA1 = SLNA2 = SLNA, so that the four-port SE
scattering matrix takes the form
SdLNASE =

SLNA11 S
LNA
12 0 0
SLNA21 S
LNA
22 0 0
0 0 SLNA11 S
LNA
12
0 0 SLNA21 S
LNA
22
 , (7)
which, after the application of (4), renders the cross-terms
SdLNAcd = S
dLNA
dc = 0 in (6).
In addition to the MM S-parameters, a corresponding set
of MM equivalent noise parameters of the dLNA is required.
The derivation of such a set of noise parameters is presented
in the Appendix, and summarized in (8) for the case of two
identical and isolated LNAs of which the noise contributions
are uncorrelated. In (8), Rn, Fmin, and Yopt are the standard
SE noise parameters.
DM Noise Parameters CM Noise Parameters
F dmin = Fmin F
c
min = Fmin
Rdn = 2Rn R
c
n = Rn/2
Y dopt = Yopt/2 Y
c
opt = 2Yopt
(8)
In general the LNAs in active antenna systems are fed by
coupled transmission lines. The DM and CM characteristic
impedances of a pair of coupled transmission lines can,
respectively, be related to the odd mode (Zo0 ) and even mode
(Ze0) characteristic impedances of each line, i.e., [18]
Zd0 = 2Z
o
0, and Z
c
0 = Z
e
0/2 (9)
from which the equivalent SE characteristic impedance is
calculated as [24]
Z0 =
√
Zo0Z
e
0 (10)
where Z0 is the real-valued SE characteristic impedance. As-
suming uncoupled transmission lines results in Zo0 = Z
e
0 = Z0.
Together with (8), and for identical SE LNAs, each with
optimum source reflection coefficient Γopt, this results in
Γdopt = Γ
c
opt = Γopt. (11)
III. RECEIVING SENSITIVITY MODELING
Modeling the receiving sensitivity requires a detailed de-
scription of the receiver noise. In [17] it is shown that higher
sensitivity is achieved when the receivers are noise matched to
the active reflection coefficient of a beamforming array rather
than the passive reflection coefficient of the array antennas.
This section applies a similar analysis to the dual-mode
active antenna to solve both the SE and MM active reflection
coefficients, effectively noise-decoupling the two channels (or
modes). The noise analysis presented in [19] is then applied
to the noise-decoupled receivers, of both the SE and MM rep-
resentations, in order to evaluate the respective receiver noise
temperatures. In the analysis to follow, [p, q] denotes either the
channels [1, 2] or the modes [d, c], and {S(p),S(q)} represent
the scattering parameters {SLNA1,SLNA2} or {SdLNAdd ,SdLNAcc }
for the SE and MM representations, respectively.
A. Receiver Noise
+
c
(2)
2
c
(2)
1
ctot = c
(1)
tot + c
(2)
tot
c
(1)
1
c
(1)
2
w2
SLNA2SLNA1
w1
+
wc
c
(d)
1
c
(d)
2
c
(c)
1
c
(c)
2
ctot = c
(d)
tot + c
(c)
tot
SccSdd
wd
(a)
(b)
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Figure 5.14: Dual mode receiver (a)
Common mode (b) Differential mode
(from [90])
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LNA. The normalized sensitivity, in both the E- and H-
planes, of the MM receiver is compared to the sensitivity
of a conventional differential receiver in Figs. 13(a) and (b),
respectively.
(a)
(b)
Fig. 13. Purely differential and dual-mode sensitivity (a) E-plane and (b)
H-plane.
Fig. 13 indicates that, regardless of the increase in the
equivalent noise temperature attributed to the CM present
in the MM receiver, the utilization of CM propagation can
result in an increase in the sensitivity over the entire FoV
coverage when compared to the conventional receivers where
CM is completely rejected – realizing a variation in sensitivity
of less than 50% in the E- and 60% in the H-plane. A
comparison between the variation in sensitivity in Fig. 13 and
the gain variation depicted in Fig. 11 shows that the variation
in sensitivity corresponds to the gain variation in both planes.
As a final validation of the MM receiver model presented
in this paper, Fig. 13 shows that the MM sensitivity analysis
produces the same result obtained when analyzing the antenna
and receiver using the equivalent SE S-matrix SantSE and EEPs
f1 (θ, φ) and f2 (θ, φ) with the corresponding SE complex
beamforming vector w = [w1, w2]T solved for maximum
sensitivity at each scan angle.
VI. CONCLUSIONS AND RECOMMENDATIONS
With the theoretical framework presented in this paper,
single-polarized active receiving antennas can be modeled
using a mixed differential and common mode analysis. The
proposed mixed-mode model has been used to investigate
the sensitivity of a novel active dual-mode receiving antenna
utilizing, rather than rejecting, CM propagation. It was shown
that, regardless of the additional noise contributed by the
presence of a CM channel, the active dual-mode antenna
exhibits only a 3 dB sensitivity loss at 60◦ E-plane scan, as
compared to a 10 dB loss for a conventional active receiver
rejecting CM propagation.
Previous works [26], [27] have shown that similar an-
tenna structures, referred to as tripole antennas, were found
to have good polarimetric beam properties and polarization
discrimination capabilities over the field of view when used
as a receiving antenna, which is of particular importance in
radio astronomy applications [28]. Hence, the polarimetric
analysis of a dual-polarized mixed differential and common
mode active receiving antenna will be considered in future, as
well as an array thereof operating over an increased frequency
bandwidth.
APPENDIX
In addition to the MM S-parameters, we derive a cor-
responding set of MM equivalent noise parameters of the
dLNA. Toward this end, the equivalent MM noise parameters
of the balanced dLNA are expressed in terms of the SE noise
parameters of the constituent SE LNAs shown in Fig. 2 (left).
Note that the derivation presented here assumes that the SE
LNAs are identical, isolated, and with their noise contributions
uncorrelated.
- -
+ +
- -
+ +
I3
V3
I4
V4
en2
in2
ASE2
CA2
en1
V1
I1 I2
V2in1
ASE1
CA1
CA;DM CA;CM
- -
++
- -
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CY2
in4
YdLNASE C
dLNA
Y;SE
I4
V4
I2
V2in1
V3
V1
I3
I1
in3
in2
YSE1
CY1
YSE2
(a) (b)
Fig. 14. Equivalent noise sources and corresponding noiseless network for two
isolated LNAs in (a) chain representation, and; (b) admittance representation.
Each SE LNA can be represented by a noiseless ABCD-
matrix with a noise voltage and current source applied to the
input of the noiseless two-port, as shown in Fig. 14(a). This
representation is referred to as the chain representation [29].
A physically significant representation of these noise sources
is given by their self and cross-power spectral densities, which
when arranged in matrix form constitutes the so-called noise
correlation matrix, henceforth referred to as the correlation
matrix. One of the fundamental advantages of the chain
representation of the correlation matrix is the direct relation
of its elements to the noise parameters of the two-port device,
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Figure 5.15: Sensitivity (a) E-plane
(b) H-plane (from [90])
obtained by a normal crossed-dipole antenna, and the QMA. It is clear that
the crossed-dipole only achieves a good IXR over a small region around zenith,
whereas the QMA shows excellent IXR over broad scan range.
5.4.4 Further improvements
The development of the QMA concept was to continue for a number of years in
a quest for wider bandwidth, and to better co trol the matching of the fourth
mode. Firstly, the crossed dipole was replaced by an etched, crossed bow-tie
antenna, and the cylindrical sheath by a conical one, as shown in Fig. 5.21,
and then a tapered-slot antenna was implemented in th gaps between the
bow-ties, as shown in Fig. 5.23. From Figs. 5.22 and 5.24, it is clear that both
modifications improved the matching bandwidth, but that the addition of the
TSA was the final required step to create a QMA with all four modes matched
over a wide bandwidth.
These antennas were evaluated for different beam-forming strategies in [94],
manufacturability [92], and quality of IXR [93]. In terms of radio astronomy
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Fig. 5. Quad-mode antenna [11]
y
x
+
y
x
y
x
y
x
(a) MM-mode 1 (b) MM-mode 2
(c) MM-mode 3 (d) MM-mode 4
-
+
-
+
-
-
+ -
+
+
+
+ +
-
+
Fig. 6. Multi-mode field distributions for port modes 1-4
For the single-ended case, four different modes are excited,
as shown in Fig. 7 and denoted as SE-modes. Due to symmetry,
these modes are simply rotated forms of each other, and
therefore all have the same port impedance.
With the single-ended case represented by network A (de-
noted SE), and the multi-mode case by network B (denoted
MM), the impedance matrices necessary for the transformation
in (15) can be determined from numerical analysis of the ports.
Using CST, the impedance matrices for the specific antenna
in [11] are shown in (34).
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Fig. 7. Single-ended field distributions for port modes 1-4
ZSE = diag (69, 69, 69, 69)
ZMM = diag (47, 47, 39, 29)
(34)
The matrices Kv and Ki can be established from the excitation
of the four inner conductors, as shown in Fig. 8, where the
numbering of the inner conductors correspond to the single-
ended modes in Fig. 7. The single-ended voltages are simply
the voltage on each inner conductor, and the single-ended
currents the current at each inner conductor (with positive
current entering the node as normal).
The single-ended voltages and currents can be calculated by
superposition of the four excitations, as in (35) and (36).
VSE1 =
1
2
Vmm1 +
1
2
Vmm2 + Vmm3 +
1
2
Vmm4
VSE2 =
1
2
Vmm1 − 1
2
Vmm2 + Vmm3 − 1
2
Vmm4
VSE3 = −1
2
Vmm1 − 1
2
Vmm2 + Vmm3 +
1
2
Vmm4
VSE4 = −1
2
Vmm1 +
1
2
Vmm2 + Vmm3 − 1
2
Vmm4
(35)
ISE1 =
1
2
Imm1 +
1
2
Imm2 +
1
4
Imm3 +
1
2
Imm4
ISE2 =
1
2
Imm1 − 1
2
Imm2 +
1
4
Imm3 − 1
2
Imm4
ISE3 = −1
2
Imm1 − 1
2
Imm2 +
1
4
Imm3 +
1
2
Imm4
ISE4 = −1
2
Imm1 +
1
2
Imm2 +
1
4
Imm3 − 1
2
Imm4
(36)
The inverse relationships now yield matrices Kv and Ki as
in (37) and (38).
Figure 5.16: Quad-mode antenna
(from [91])
(a)
(b)
Fig. 3. Gain of the quad-mode antenna over the hemispherical FoV, simulated
at 1 GHz, when beamforming for (a) maximum gain and (b) optimum IXR
at each scan angle.
The four fundamental TEM field distributions of the
quadraxial transmission line with their corresponding far-field
radiation patterns, simulated at 1 GHz with an infinite ground
plane using CST, are shown in Fig. 2. Considering the four
excitation field distributions [c.f. Fig. 2(a)–(d)] it is clear that
two orthogonal differential mode excitations can be realised, to
excite the x- and y- oriented dipoles individually, by two linear
combinations of modes TEM1 and TEM2. A common mode
excitation is realised by exciting all four centre conductors
in-phase, that is, excitation TEM3 shown in Fig. 2(c). Due to
the integrated monopole element, a common mode excitation
is seen to result in a monopole-like far-field radiation pattern
[c.f. Fig. 2(g)]. The fourth fundamental mode, TEM4, shown
in Fig. 2(d) excites each orthogonal dipole arm out of phase,
resulting in power radiated diagonal to the orientation of the
dipole elements [c.f. Fig. 2(h)]. Analogous to the analysis
published in [5], near-hemispherical FoV coverage can be
obtained by combining all four modes. Fig. 3 shows the gain
of the quad-mode antenna over the hemispherical FoV when
beamforming for maximum gain [c.f. Fig. 3(a)] and optimum
IXR [c.f. Fig. 3(b)] at each scan angle. Comparing Fig. 3(a)
and (b) it can clearly be seen that a near-axisymmetric gain
pattern is realised when beamforming for optimum IXR.
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Fig. 4. Polarimeter model of the quad-mode antenna.
IV. POLARIMETRIC ANALYSIS
Since the four excitation modes of the antenna element
introduced in Section III are orthogonal, the antenna element
can be modelled as a four-element radio polarimeter as shown
in Fig. 4. The polarimeter is realised by representing each
radiating mode, corresponding to one of the excitation modes,
as a separate antenna element. For the polarimetric analysis
presented in this section the incident electric field is expressed
in terms of the Ludwig-3 coordinate system [10], that is,
E (r) = ECO (r) CˆO+ EXP (r) XˆP, (9)
where CO and XP represent the co- and cross-polar compo-
nents of the incident electric field, respectively. Furthermore,
without affecting the conclusion of the presented study, iden-
tical, isolated, unilateral, and matched low-noise amplifiers
are assumed. In order to construct the Jones matrix of the
polarimeter, the method published in [11] is used.
The receiver output voltages corresponding to each com-
ponent of the incident electric field, in each mode, can be
represented by the two vectors eCO and eXP i.e.,
eCO =

eTEM1CO
eTEM2CO
eTEM3CO
eTEM4CO
 eXP =

eTEM1XP
eTEM2XP
eTEM3XP
eTEM4XP
 , (10)
where the superscripts TEM1 – TEM4 represent the four
fundamental TEM modes depicted in Fig. 2(a)–(d). Applying
complex beamforming weight vectors wCO and wXP, defined to
ensure axisymmetric reception of the co- and cross-polar com-
ponents of the incident electric field [8], the signal response of
the polarimeter to the co- and cross-polar components of the
incident field can be expressed as the two beamformer output3796 Figure 5.17: Quad-mode receiver(from [91])the Jones matrix in (2), such that the Jones matrix takes theform [7] J′ = c [1 dd 1] , (5)where c = 12 (gmax + gmin) , d = gmax − gmingmax + gmin , (6)and gmax and gmin are the respective singular values of theJones matrix. For the polarimeter alignment resulting in (5),the XPRs equate toXPDu = XPDv = XPI1 = XPI2 = IXR, (7)with IXR = 1d2 . (8)Using IXR as a polarimetric FoM, the polarisation perfor-mance can be assessed independent from the chosen coor-dinate system. For this reason it is used to analyse the polari-metric performance of the quad-mode antenna introduced inSection III. III. QUAD-MODE ANTENNA(a)(b)Fig. 1. Quad-mode antenna design (a) y-axis normal to cutting plane (b)Top view of dual-polarised dipoles.In [5] the authors illustrate the feasibility of integrating adipole element and a monopole into a single antenna fed bya balanced transmission line, and demonstrate that differentialand common mode excitations result in typical dipole-over-ground and monopole radiation patterns, respectively. TABLE IQUAD-MODE ANTENNA DESIGN PARAMETERSParameter Value [mm] DescriptionW1 3 Antenna feed line DiameterW2 14.5 Ground shield DiameterW3 2 Dipole arm Diameterg1 2.5 Antenna feed lines Gapg2 3 Feed lines - ground shield Gapg3 4 Ground shield - monopole Gapg4 2 Monopole - ground plane GapL1 136 Dipole LengthL2 75 Dipole HeightL3 66 Monopole LengthL4 7 Dipole - monopole SeparationBased on the same operating principle the quad-modeantenna, shown in Fig. 1, is realised by integrating a pairof orthogonal dipoles and a monopole fed by a quadraxialtransmission line. The new cylindrical configuration reducesthe overall height of the quad-mode antenna and allows for amuch more symmetrical design, when compared to the printeddesign in [5]. As depicted in Fig. 1, each of the four centreconductors of the feed is connected to one of the dipole arms,while the ground shield of the feed is folded back toward theground plane, effectively realising the monopole element. Theantenna design parameters indicated in Fig. 1 are summarisedin Table I. + + __(a) (e)++ __(b) (f)+++ +(c) (g)++ __ (d) (h)Fig. 2. Simulated excitation field distributions for modes (a) TEM1 (b)TEM2 (c) TEM3 (d) TEM4 and corresponding far-field radiation patterns for(e) TEM1 (f) TEM2 (g) TEM3 and (h) TEM4 excitation modes.3795 Figure 5.18: Quad-mode excitationsand patterns (from [91])applications, th project reached its culmination in a theoretical study whichcompar d the existing LOFAR array with an array of QMA-elements of exactlyth s me siz , a d placement. (The LOFAR telescope consists of 48 stationscontaining two distin t arrays of 96 dual-polarized antenna elements each:an irregular array of inverted-V dipoles, referred to as Low Band Antennas(LBAs) which op ra es from 10 MHz to 90 MHz, and a more d nse array ofHigh Band Antennas (HBAs) operating from 110 MHz to 240 MHz.) Thephysical layout of the LOFAR LBA configuration at Onsala Observatory isshown in Fig. 5.25, and a comparison of the maximum possible array gains forthe array using QMA-elements, LBA-elements and ideal point source radiators,in Fig. 5.26. It is clear that the use of QMA-elements results in significantlyhigher gain values towards the horizon.Stellenbosch University https://scholar.sun.ac.za
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(a)
(b)
Fig. 3. Gain of the quad-mode antenna over the hemispherical FoV, simulated
at 1 GHz, when beamforming for (a) maximum gain and (b) optimum IXR
at each scan angle.
The four fundamental TEM field distributions of the
quadraxial transmission line with their corresponding far-field
radiation patterns, simulated at 1 GHz with an infinite ground
plane using CST, are shown in Fig. 2. Considering the four
excitation field distributions [c.f. Fig. 2(a)–(d)] it is clear that
two orthogonal differential mode excitations can be realised, to
excite the x- and y- oriented dipoles individually, by two linear
combinations of modes TEM1 and TEM2. A common mode
excitation is realised by exciting all four centre conductors
in-phase, that is, excitation TEM3 shown in Fig. 2(c). Due to
the integrated monopole element, a common mode excitation
is seen to result in a monopole-like far-field radiation pattern
[c.f. Fig. 2(g)]. The fourth fundamental mode, TEM4, shown
in Fig. 2(d) excites each orthogonal dipole arm out of phase,
resulting in power radiated diagonal to the orientation of the
dipole elements [c.f. Fig. 2(h)]. Analogous to the analysis
published in [5], near-hemispherical FoV coverage can be
obtained by combining all four modes. Fig. 3 shows the gain
of the quad-mode antenna over the hemispherical FoV when
beamforming for maximum gain [c.f. Fig. 3(a)] and optimum
IXR [c.f. Fig. 3(b)] at each scan angle. Comparing Fig. 3(a)
and (b) it can clearly be seen that a near-axisymmetric gain
pattern is realised when beamforming for optimum IXR.
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Fig. 4. Polarimeter model of the quad-mode antenna.
IV. POLARIMETRIC ANALYSIS
Since the four excitation modes of the antenna element
introduced in Section III are orthogonal, the antenna element
can be modelled as a four-element radio polarimeter as shown
in Fig. 4. The polarimeter is realised by representing each
radiating mode, corresponding to one of the excitation modes,
as a separate antenna element. For the polarimetric analysis
presented in this section the incident electric field is expressed
in terms of the Ludwig-3 coordinate system [10], that is,
E (r) = ECO (r) CˆO+ EXP (r) XˆP, (9)
where CO and XP represent the co- and cross-polar compo-
nents of the incident electric field, respectively. Furthermore,
without affecting the conclusion of the presented study, iden-
tical, isolated, unilateral, and matched low-noise amplifiers
are assumed. In order to construct the Jones matrix of the
polarimeter, the method published in [11] is used.
The receiver output voltages corresponding to each com-
ponent of the incident electric field, in each mode, can be
represented by the two vectors eCO and eXP i.e.,
eCO =

eTEM1CO
eTEM2CO
eTEM3CO
eTEM4CO
 eXP =

eTEM1XP
eTEM2XP
eTEM3XP
eTEM4XP
 , (10)
where the superscripts TEM1 – TEM4 represent the four
fundamental TEM modes depicted in Fig. 2(a)–(d). Applying
complex beamforming weight vectors wCO and wXP, defined to
ensure axisymmetric reception of the co- and cross-polar com-
ponents of the incident electric field [8], the signal response of
the polarimeter to the co- and cross-polar components of the
incident field can be expressed as the two beamformer output3796Figure 5.19: Quad-mode antennagain when beamforming for (a) max-imum gain and (b) optimum IXR ateach scan angle (from [91]) +(a) +(b)Fig. 5. Simulated IXR at 1GHz over the hemispherical FoV of (a) the quad-mode antenna and (b) conventio al dual-polarised dipoles (scale li ited to amaximum of 40 dB).voltage vectors, vCO = [vCO1vCO2 ] = [wHCOeCOwHXPeCO] (11)and vXP = [vXP1vXP2 ] = [wHCOeXPwHXPeXP] , (12)with H denoting the Hermitian-transpose of the vector. Using(11) and (12), the Jones matrix of the polarimeter can beconstructed, i.e., J = [vCO|vXP] , (13)and by calculating the singular values (gmax and gmin) of theJones matrix the IXR can be solved using (8).Through solving the Jones matrix for each scan an-gle, the IXR can be analysed over the hemispherical FoV.Fig. 5(a) and (b) show the IXR of the introduced quad-modeantenna as well as a dual-polarised antenna comprising of onlya pair of crossed dipole elements, respectively.Comparing the IXR of the quad-mode antenna in Fig. 5(a)to that of the conventional dual-polarised antenna in Fig. 5(b),it is clearly visible that the judicious usage of the availableexcitation modes results in a substantial improvement in the polarimetric performance of the antenna. Where the quad-mode antenna is seen to exhibit IXR greater than 20 dB forscan angles up to 60◦ from zenith, whereas the IXR of theconventional dual-polarised antenna element drops below thisvalue for scan angles larger than 30◦.V. CONCLUSIONThe polarimetric performance of a quad-mode antenna,excited by a quadraxial transmission line, has been analysedand compared to the performance of an antenna element thatutilises only two of the available excitation modes. Using theIXR as a FoM it has been shown that, by the addition ofan integrated monopole, fundamental excitation modes presentin the quadraxial feed can be utilised – effectively doublingthe polarimetric capabilities of the antenna over the FoV.Since the results presented in this work has been obtainedusing only simulated data of a narrowband wire antennadesign, the analysis will, in future, be applied to a quad-modeantenna with improved operating bandwidth and be verifiedexperimentally. ACKNOWLEDGMENTThe authors would like to thank SKA South Africa, theSouth African Research Chairs Initiative of the Department ofScience and Technology, the National Research Foundation, aswell as the Swedish VR and VINNOVA agencies, for fundingthis work. REFERENCES[1] P. E. Dewdney et al. (2013, Mar.) Ska1 system baseline design.(SKA-TEL-SKO-DD-001-1 BaselineDesign1.pdf). [Online]. Available:http://www.skatelescope.org/?attachment id=5400[2] A. Faulkner et al. (2010, Apr.) The aperture arrayfor the ska: the skads white paper. [Online]. Available:http://www.skatelescope.org/publications[3] E. de Lera Acedo et al., “Study and design of a differentially-fed taperedslot antenna array,” IEEE Trans. on Antennas Propag., vol. 58, no. 1,pp. 68 –78, Jan. 2010.[4] D. Cavallo et al., “Common-mode resonances in ultra wide bandconnected arrays of dipoles: Measurements from the demonstrator andexit strategy,” in Proc. Int. Conf. on Electromagn. in Adv. Applicat.(ICEAA), Torino, Sep. 2009, pp. 435–438.[5] D. Prinsloo, P. Meyer, R. Maaskant, and M. Ivashina, “Desin of an activedual-mode antenna with near hemispherical field of view coverage,” inProc. Int. Conf. on Electromagn. in Adv. Applicat. (ICEAA), Torino, Sep.2013, pp. 1064–1067.[6] IEEE Standard Definitions of Terms for Radio Wave Propagation, IEEEStd. 211-1997, Rev. May 1998.[7] T. Carozzi and G. Woan, “A fundamental figure of merit for radio po-larimeters,” Antennas and Propagation, IEEE Transactions on, vol. 59,no. 6, pp. 2058–2065, 2011.[8] K. F. Warnick, M. Ivashina, S. Wijnholds, and R. Maaskant, “Polarime-try with phased array antennas: Theoretical framework and definitions,”Antennas and Propagation, IEEE Transactions on, vol. 60, no. 1, pp.184–196, 2012.[9] B. Fiorelli, M. Arts, G. Virone, E. de Lera Acedo, and W. van Cappellen,“Polarization analysis and evaluation for radio astronomy aperture arrayantennas,” in Antennas and Propagation (EuCAP), 2013 7th EuropeanConference on, 2013, pp. 461–465.[10] A. Ludwig, “The definition of cross polarization,” IEEE Trans. AntennasPropag., vol. AP-21, no. 1, pp. 116–119, Jan. 1973.[11] M. Ivashina, O. Iupikov, R. Maaskant, W. Van Cappellen, and T. Oost-erloo, “An optimal beamforming strategy for wide-field surveys withphased-array-fed reflector antennas,” Antennas and Propagation, IEEETransactions on, vol. 59, no. 6, pp. 1864–1875, 2011.3797Figure 5.20: Simulated IXR at1GHz ov r the hemispherica FoV of( ) the quad- mode antenna and (b)conventional dual-polarised dipoles(from [91])5.4.5 Mu ti-mode nt nnas in communication syste sWhile the development of a multi- de antenna was intended for radio astron-omy purposes, the applications of such an a tenna to wireless communications,especially the so-called Multiple-Input-Multiple-Output (MIMO) systems, soonbecame obvious. In MIMO, an effective system gain called the diversity gai ,is obtained by using iverse signal paths, and is optimal for completely in-dependent paths. The QMA offers four fully orthogonal p tter s, nd there-fore satisfies this criteria optimally in some directions. Furthermore, the widefield-of-view of the QMA is a sought-after characteris c of small b s -stat onantennas.The first investigation into the cross-over from radio astronomy to wire-less communications looked at the use of communications system analysis toevaluate radio astronomy antennas [96]. This paper aimed to illustrate thatthe techniques used to characterise the Random-Line-of-Sight performance ofantenna elements in wireless systems, can readily be applied to the character-isation of antenna elements used in radio astronomy applications. This was
followed by a full paper describing the characterisation of the QMA in MIMO
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Abstract—A conical quad-mode antenna excited through four
orthogonal transverse electromagnetic modes is presented. The
radiation characteristics of each mode are validated through
measurements, illustrating the complimentary nature of the four
far-field radiation patterns through which near-hemispherical
field-of-view coverage can be achieved.
I. INTRODUCTION
The authors recently proposed the use of multi-mode an-
tennas to extend the Field-of-View (FoV) coverage of phased-
array antenna elements implemented in sparse configurations
[1], [2]. These antennas utilize multiple orthogonal Trans-
verse Electromagnetic (TEM) modes to excite integrated, and
co-located, dipole and monopole elements through a multi-
conductor transmission line. In [3], the authors introduce a
conical quad-mode antenna and illustrate the improved FoV
coverage with respect to gain, sensitivity and polarimetric
performance that can be obtained through judicious use of
the four available TEM excitation modes.
This paper presents the measured multi-mode response of
a conical quad-mode antenna design. The presented results
affirm the complimentary nature of the four orthogonal exci-
tation modes that enables the quad-mode antenna to achieve
near-hemispherical FoV coverage.
II. CONICAL QUAD-MODE ANTENNA DESIGN
The conical quad-mode antenna design presented in this
paper operates at a center frequency of 950 MHz with an op-
erating frequency bandwidth of approximately 35%. As shown
in Fig. 1, the antenna comprises two perpendicularly oriented
bow-tie antennas printed on a FR-4 substrate positioned above
a 2 mm thick aluminium conical monopole sleeve connected
to the ground shield of a quadraxial transmission line at the
apex. The conical monopole element extends downward up to
a distance (h1) from the ground plane. To excite the antenna,
four coaxial connectors are positioned below the ground plane,
where the center conductor of each connector is connected to
one of the brass inner conductors of the air-core quadraxial
feed – each with a diameter of 5 mm. As shown in Fig. 1(b),
the four inner conductors of the feed are each terminated in one
of the bow-tie arms. Table I summarizes the design dimensions
indicated in Fig. 1.
To illustrate the radiation characteristics of the quad-mode
antenna consider the simulated field distributions of the four
(a)
(b)
Fig. 1. Conical quad-mode antenna design (a) side view showing inner
conductor of quadraxial feed (b) top view of printed bow-tie antennas.
TABLE I
CONICAL QUAD-MODE ANTENNA DESIGN PARAMETERS
Parameter Value [mm] Description
w1 26.15 Ground shield outer diameter
w2 4 Reduced inner conductor diameter
w3 3.3 Bow-tie inner edge width
t1 3 Aluminium feed short thickness
t2 4 Bottom Teflon spacer thickness
t3 1 Top Teflon spacer extrusion above cone
t4 1.6 FR-4 substrate
t5 2 Top Teflon spacer feed extrusion depth
l1 96 Conical monopole bottom length
l2 40 Conical monopole top length
l3 150 Bow-tie dipole length
h1 11 Conical monopole - ground plane separation
h2 70 Quadraxial feed height
h3 75 Dipole height
s1 14.15 SMA feed center separation
s2 8 Bow-tie arm inner edge separation
𝜃 72 Bow-tie arm flare angle
Figure 5.21: Quad-mode antenna
with bow-tie (from [92])
CHAPTER 3. MULTI-MODE ANTENNAS 53
bandwidth of modes MM1 and MM2. The input reflection coefficients of modes MM1 and MM2,
are seen to be in better agreement with the simulated response, with both approximately equal
to one another over the entire frequency band. Lastly, similar to the simulated response, the
measurements show that mode MM4 is largely mismatched across the band.
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Figure 3.34: Input reflection coefficients of the four orthogonal excitation modes for the conical quad–
mode antenna transformed from SE measurements compared to simulated results.
Despite these small discrepancies between the simulated and measured response, the measure-
ments still illustrate that two orthogonal dipoles and a conical monopole element can be inte-
grated and individually excited through a single quadraxial transmission line. As the curves
in Fig. 3.34 show, an input match below -10 dB can be achieved within the same frequency
bandwidth for all three integrated elements of the conical quad-mode antenna.
The radiated far-field patterns corresponding to each of the four orthogonal excitation modes can
be solved from the measured radiated far-field of the four SE excitations, using the transforma-
tion in (3.38), where similar to the S-matrix transformation, the voltage and current coefficient
matrices are given by (3.54) and (3.55), and the SE and multi-mode characteristic impedance
matrices are given by (3.57) and (3.58), respectively. The SE far-field patterns are obtained by
measuring the co- and cross-polar field components radiated by the conical quad-mode antenna
when exciting each SE port, in turn, with the remaining three ports characteristically termi-
nated. The performance of the conical quad-mode antenna is measured in two planes, φ = 0◦
and φ = 90◦, each respectively parallel to the electric field radiated by the two orthogonal bow-
tie dipole elements. The graphs in Fig. 3.35 and Fig. 3.36 compare the simulated co-polar
gain, normalised to the maximum value, to the normalised co-polar gain of each mode obtained
through the transformation of the measured SE radiated far-fields in the φ = 0◦ and φ = 90◦
planes, respectively, at 100 MHz intervals within the frequency band ranging from 0.8 GHz to
1.1 GHz. The effect the finite ground plane has on the radiated far-fields can be seen when
comparing the radiation patterns in Fig. 3.35 to the patterns shown in the graphs in Fig. 3.31,
Figure 5.22: Matching of QMA with
bow-tie (from [88])with mode MM4 largely mismatched within the op-
erating frequency bandwidth. To improve the input
match of mode MM4, the presented QMA shown
in Fig. 2 integrates tapered slot antenna (TSA) el-
ements between the adjacent dipole segments.
(a)
(b)
Figure 2: Conical QMA with integrated tapered
slot antennas (a) top view of printed bow-tie ele-
ments with integrated TSAs (b) side view showing
quadraxial feed.
Analogous to the design in [4], the bow-tie
dipoles with integrated TSA elements are printed
on a piece of FR-4 substrate with each of the in-
ner conductors of the quadraxial feed connected to
one of dipole segments. For the design depicted in
Fig. 2 the cylindrical sheath of the quadraxial feed
is positioned in a solid conical section connected to
the ground plane. Implementing a solid cone con-
nected to the ground plane allows for a rigid de-
sign and suppresses the excitation of spurious reso-
nances observed in the hollow conical section of the
design in [4]. To keep the inner conductors in place
a Teﬂon spacer is positioned between the substrate
and the top of the cone. The design dimensions
indicated in Fig. 2 are summarized in Table 1.
2.2 Simulated response
The antenna design introduced in Sec. 2.1 is de-
signed for a maximum operating frequency of
1.45GHz. Using CST Microwave Studio R⃝, the re-
sponse of the antenna for the four orthogonal ex-
citation modes illustrated in Fig. 1(a)–(d) is simu-
Parameter Value [m ] Description
𝑤1 6 Feed separation
𝐿1 93 TSA length
𝑅 0.0964 Taper opening rate
𝑤2 96 Taper opening width
𝑤3 10 Taper edge width
𝐿2 82 Antenna height
𝑤4 1.6 Substrate thickness
𝑤5 5 Bow-tie to cone gap
𝐷1 25 Cone top diameter
𝐷2 185 Cone bottom diameter
𝐷3 21.5 Ground shield diameter
𝐷4 3.18 F ed pin diameter
𝑤6 2 Teﬂon spacer depth
Table 1: QMA design paramet rs.
lated o an inﬁnite ground plane. Figure 3 shows
the magnitude of the simulated input reﬂection co-
eﬃcients of the four excitation modes.
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Figure 3: Simulated input reﬂection coeﬃcients of
the four orthogonal excitation modes.
The simulated S-parameters in Fig. 3 show that
excitation modes MM1–MM3 are matched below
−10 dB from 0.8GHz up to 1.5GHz. Despite the
fact that these modes are matched for frequencies
above 1.5GHz, the operating bandwidth remains
limited to 1.45GHz due to the deformation of the
radiated far-ﬁeld patterns at higher frequencies. As
seen in the graph, the integrated TSA elements –
excited through mode MM4 [c.f. Fig. 1(d)] – are
matched below−10 dB for frequencies above 1GHz.
Given the orthogonal nature of the four excitation
modes, the simulated coupling between the modes
is less than −40 dB across the frequency band. The
diﬀerence in the frequency response observed be-
Figure 5.23: Quad-mode antenna
with TSA (from [93])
with mode MM4 largely mismatched within the op-
erating frequency bandwidth. To improve the input
match of mode MM4, the presented QMA shown
in Fig. 2 integrates tapered slot antenna (TSA) el-
ements between the adjacent dipole segments.
(a)
(b)
Figure 2: Conical QMA with integrated tapered
slot antennas (a) top view of printed bow-tie ele-
ments with integrated TSAs (b) side view showing
quadraxial feed.
Analogous to the design in [4], the bow-tie
dipoles with integrated TSA elements ar printed
on a piece of FR-4 substrate with each of the in-
ner conductors of the quadraxial feed connected to
one of dipole segments. For the design depicted in
Fig. 2 the cylindrical sheath of the quadraxial feed
is positioned in a solid conical section connected to
the ground plane. Implementing a solid cone con-
nected to the ground plane allows for a rigid de-
sign and suppresses the excitation of spurious reso-
nances observed in the hollow conical section of the
design in [4]. To keep the inner conductors in place
a Teﬂon spacer is positioned between the substrate
and the top of the cone. The design dimensions
indicated in Fig. 2 are summarized in Table 1.
2.2 Simulated response
The antenna design introduced in Sec. 2.1 is de-
signed for a maximum operating frequency of
1.45GHz. Using CST Microw ve Studio R⃝, the re-
sponse of the antenna for the four orthogonal ex-
citatio modes illustrated in Fig. 1(a)–(d) is simu-
Parameter Value [mm] Description
𝑤1 6 Feed separation
𝐿1 93 TSA length
𝑅 0.0964 Taper opening rate
𝑤2 96 Taper opening width
𝑤3 10 Taper edge width
𝐿2 82 Antenna height
𝑤4 1.6 Substrate thickness
𝑤5 5 Bow-tie to cone gap
𝐷1 25 Cone top diameter
𝐷2 185 Cone bottom diameter
𝐷3 21.5 Ground shield diameter
𝐷4 3.18 Feed pin diameter
𝑤6 2 Teﬂon spacer depth
Table 1: QMA desig parameters.
lated on an inﬁnite ground plane. Figure 3 shows
the magnitude of the simulated input reﬂection co-
eﬃcients of the four excitation modes.
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Figure 3: Simulated input reﬂection coeﬃcients of
the four orthogonal excitation modes.
The simulated S-parameters in Fig. 3 s ow that
excitation modes MM1–MM3 are matched below
−10 dB from 0.8GHz up to 1.5GHz. Despite the
fact that these modes are matched for frequencies
above 1.5GHz, the operating bandwidth remains
limited to 1.45GHz due to the deformation of the
radiated far-ﬁeld patterns at higher frequencies. As
seen in the graph, the integrated TSA elements –
excited through mode MM4 [c.f. Fig. 1(d)] – are
matched below−10 dB for frequencies above 1GHz.
Given the orthogonal nature of the four excitation
modes, the simulated coupling between the modes
is less than −40 dB across the frequency band. The
diﬀerence in the frequency response observed be-
Figu e 5.24: Matching of QMA with
TSA (from [93])
scenarios [97], in both Random-Line-of-Sight (RLOS) and Rich Isotropic Mul-
tipath (RIMP) environments.
During the s me period, both th rossed-bowtie and tapered-slot versio s
of the QMA were awarded patents [98][99]. This led to an award from the
South African government’s Technology Innovation Agency (TIA) seed fund,
which sup orts th development of innova ive id as into commercial pr ducts,
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Fig. 5. Onsala LOFAR LBA array configuration.
From Figs. 6(a)–(d), the input reflection coefficients –
shown along the diagonal of each graph – are seen to be
below -10 dB for modes TEM1 – TEM3, with mode TEM4
largely mismatched. Given the low radiated power of mode
TEM4, mutual coupling between the elements of the array is
below -30 dB when excited with mode TEM4 [c.f. Fig. 6(d)].
Due to the similar radiation characteristics of modes TEM1
and TEM2 the mutual coupling between the QMA elements
[c.f. Fig. 6(a) and (b)] are seen to be nearly identical for
these two excitation modes. Since the QMA radiates in a
dipole-over-ground fashion when excited by modes TEM1 and
TEM2, little power is radiated toward adjacent array elements,
resulting in low mutual coupling between the elements. As
shown in Fig. 6(c), the monopole-like radiation pattern of
mode TEM3 results in significantly more mutual coupling
between the array elements. Despite the relatively close prox-
imity of some of the array elements, mutual coupling between
the elements remain below -15 dB for all excitation modes.
Given the orthogonal nature of the four excitation modes, the
simulated cross-coupling between modes are below -20 dB
and are therefore omitted.
IV. MAXIMUM GAIN OF QUAD-MODE ANTENNA ARRAY
Using (1) the gain of the QMA array can be computed over
the hemispherical FoV, where N = 384 for the four excitation
modes of the 96 element array. Once again conjugate field
matching is applied to solve the weight set w = [w1 ... wN]
T
in order to maximize the QMA array gain at each scan angle Ω.
The graphs in Fig. 7(a) and (b) show the maximum gain
achieved by the QMA and LBA arrays over the hemispherical
FoV.
The QMA array [c.f. Fig. 7(a)] achieves slightly higher gain
at boresight compared to the LBA array [c.f. Fig. 7(b)], with
the variation in gain of the QMA array below 5 dB over the
hemispherical FoV coverage. The LBA array, in comparison,
shows a reduction in gain of approximately 8 dB when scan-
ning toward the horizon. Comparing the variation in gain of the
(a)
(b)
(c)
(d)
Fig. 6. Magnitude of the S-paramters of each TEM excitation mode
of the QMA array.
Figure 5.25: Onsala LOFAR LBA
array configuration (from [95])
(a)
(b)
Fi . 7. Maximum gain over the hemispherical FoV (a) QMA array,
and (b) LBA array.
QMA array to that of the single isolated element [c.f. Fig. 4] a
2 dB increase in gain variation is observed for the QMA array.
To gain a better understanding of this increased variation in
gain observed for the QMA array, the response of an array of
hemispherically radiating point source elements positioned in
the LBA array configuration is assessed. The fields radiated by
each point source elementEpm (θ, φ) (m = 1, ..., 96), is defined
in the Ludwig-3 coordinate system [7] as
Epm (θ, φ) =
{
[1 ˆaCO + 1 ˆaXP] e
jkrˆ·rm for |θ| < 90◦
0 for |θ| ≥ 90◦ ∀φ
(2)
where k denotes the wave number, the vector rm is directed
toward the mth point source element in the the array config-
uration [c.f. Fig. 5], and rˆ is a unit vector directed toward
the point of observation. Since the point source elements are
ideal, no deformation of the embedded elements patterns occur
within the array environment and the resulting gain of each
element is therefore 3 dBi over the entire hemispherical FoV.
In Fig. 8 the maximum gain over the scan range from
−90◦ to 90◦ of the QMA, LBA, and point source arrays
are compared in the φ = 0◦ plane, where a similar 2 dB
variation in the gain of the array of point source elements
is observed. The reduction in gain at larger scan angles can
−100 −80 −60 −40 −20 0 20 40 60 80 100
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20
25
30
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i|
θ [deg]
Maximum Gain [φ=0]
 
 
LBA Array
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Fig. 8. Comparison of the maximized gain of the QMA and
LBA arrays with an array of hemispherically radiating point source
elements.
therefore largely be ascribed to the phase variation of the
embedded element patterns due to the geometry of the array
as opposed to shielding and mutual coupling of the physical
antenna elements within the array.
V. CONCLUSION
Using the layout of the LOFAR LBA station at Onsala
space observatory in Sweden, the maximum gain of a QMA
array has been compared with the maximum gain achieved
by the LBA array over a hemispherical FoV. It is shown that
the mutual coupling between the four fundamental excitation
modes of the QMA elements are below -15 dB, with the
monopole-like radiation pattern of excitation mode TEM3
resulting in the largest coupling between the QMA elements.
The QMA array shows a 2 dB increase in gain variation over
the FoV coverage compared with that of a single isolated
QMA. Through the simulated response of an identical array of
hemispherically radiating point source elements it is illustrated
that the dominant cause of the reduction in gain observed
at larger scan angles is due to destructive field interference
caused by the element spacing within the array. Despite the
increased gain variation, the QMA array still exhibits a 5 dB
increase in gain towards the horizon when compared with the
LBA array. Since the layout of the LBA station has not been
optimized for the QMA array, future work will be done toward
an optimized QMA array configuration wherein the sensitivity
and polarimetric response of the QMA array will be assessed.
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to develop a QMA for a wifi router. This work has been completed successfully
at the time of writing.
5.4.6 General Scattering Para eter transformations
applied to antennas
One of the nexpected outcomes of the work on multi-mode antennas was the
development of circuit analysis formulations in terms of mo e i ste d of ports.
This can be classified under the general topic of mixed-mode formulations, and
alt o gh a la ge body of work existed in his field prior to 2015, formula ions
for multi-mode antennas, general multi-mode networks, and networks with
coupled ports did not exist at this time.
The mixed-mode sensitivity analysis discussed in section 5.4.2 formed the
starting point of this w rk, w ich in addition to [90], led to work specifically on
mixed-mode noise modelling. The first basic work for differential-mode LNA’s
was reported in [100] and [101] as a result of the Master’s degree work of Dr
Prinsloo. Following is PhD work, this work was extended to full, ge eral,
mixed-mode systems [102]. Of particular significance in this last paper, is
the dev lopment of a general mixed-mode noise correlation matrix - the first
formulation of its kind in literatur . This enables designers of mixed-mode
systems to perform the full design and analysis, including noise, in the mixed-
mo e d main.
The culmination of this work however, was general formulation named the
Generalized Multi-Mode Scattering Matrix Transformation, which extended
the network theory at the time to include completely general modal sets con-
sisting of arbitrary combinations of coupled ports with arbitrary weighting.
In addition, it showed that not only circuit parameters could be transformed,
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but also the radiation patterns of multi-mode antennas [103]. Especially the
extension to general and coupled system is very powerful, as it allows any set
of single-ended measurements, including antenna measurements, to be trans-
formed to any set of mixed-mode parameters.
To perform a transformation, the port voltages and currents of one network
(network B) must be expressed as linear combinations of any or all of the port
voltages and currents of another network (network A). In terms of Fig. 5.27,
the port voltages and currents become
V Bn = kvn1V A1 + kvn2V A2 + · · ·+ kvnNV AN
IBn = kin1IA1 + kin2IA2 + · · ·+ kinNIAN
for n = 1, ..., N
(5.1)
2
nique is especially useful for the transformation of antenna
far-fields. It is shown that the antenna far-fields generated by
arbitrary multi-mode excitations can be successfully calculated
from a set of far-fields generated by single-ended excitations
of the transformed network, using the same transformation
as applied to the S-parameters. This makes it possible to
determine multi-mode antenna far-fields from a set of single-
ended measurements, such measurements being significantly
easier to perform than multi-mode measurements.
II. S-PARAMETER TRANSFORMATIONS
To develop the theory, consider an N-port network excited
in two different ways to form two equivalent N-port networks
A and B, a shown in Fig. 1. Each network is described by an
S-matrix SA,B, with port voltages
(
V A,Bn
)
, port currents
(
IA,Bn
)
,
and port impedances
(
ZA,Bn
)
indicated for both networks. In
addition, the incident
(
aA,Bn
)
and reflected
(
bA,Bn
)
waves are
also shown at each port. For the case where the port voltages
and port currents of network B are linear combinations of the
voltages and currents of network A, the aim is to establish
a transformation from SA to SB for an arbitrary set of port
impedances. A typical scenario would for instance be one
where network A consists of N single-ended ports, each
terminated by the same reference impedance, and network B
of sets of differential ports and possible single-ended ports,
each terminated by a different impedance.
A
1V


A
1Z
A
1I
A
1a
A
1b
A
NV


A
NZ
A
NI
A
Na
A
Nb
 
 
AS
(a)
B
1V


B
1Z
B
1I
B
1a
B
1b
B
NV


B
NZ
B
NI
B
Na
B
Nb
 
 
BS
(b)
Fig. 1. N-port networks with ports using (a) mode set A and (b) mode set B
For the completely general case, the port voltages and
currents of network B can be expressed as linear combinations
of any or all of the port voltages and currents of network A.
That is,
V Bn = k
v
n1V
A
1 + k
v
n2V
A
2 + · · ·+ kvnNV AN
IBn = k
i
n1I
A
1 + k
i
n2I
A
2 + · · ·+ kinNIAN
for n = 1, ..., N
(1)
or
VB = KvVA (2a)
IB = KiIA (2b)
where VA,B and IA,B denote [N × 1] matrices containing the
port voltages and currents of networks A and B and Kv,i are
[N × N ] matrices as in (3) and (4).
Kv =
k
v
11 k
v
12 · · · kv1N
...
...
. . .
...
kvN1 k
v
N2 · · · kvNN
 (3)
Ki =
k
i
11 k
i
12 · · · ki1N
...
...
. . .
...
kiN1 k
i
N2 · · · kiNN
 (4)
While Kv and Ki can in general be chosen independently,
a choice which guarantees the conservation of power under
the transformation makes more physical sense, and will also
be seen to reduce to the standard formulations in the case of
differential and common-mode descriptions. In this case, the
total complex power in networks A and B are set to be equal,
requiring from Tellegen’s theorem that the sum of the products
of each port voltage and current remains constant under the
transformation, as shown in (5).
VA
†
IA = VB
†
IB (5)
where † denotes the conjugate transpose. From (2a) and (2b)
VB
†
IB =
(
KvVA
)†
KiIA = VA
†
Kv†KiIA (6)
and for the power relation in (5) to hold,
Kv†Ki = IN (7)
with IN denoting an [N ×N ] identity matrix.
The incident and reflected waves at each port of both
networks A and B can be related to the port voltage and current
at that port using the classical definitions by Kurokawa for
real port impedances [12]. Omitting the network identifier, the
general relationship (valid for both networks) can be expressed
in matrix form as
a =
1
2
(Z)−
1
2 V +
1
2
(Z)
1
2 I (8a)
b =
1
2
(Z)−
1
2 V − 1
2
(Z)
1
2 I (8b)
or alternatively as
V = (Z)
1
2 (a + b) (9a)
I = (Z)−
1
2 (a− b) (9b)
where {a, b} denote [N × 1] matrices containing the com-
plex magnitudes of the incident and reflected waves respec-
tively, and Z is a diagonal matrix containing the characteristic
port impedances as shown in (10).
Z =
Z1 · · · 0... . . . ...
0 · · · ZN
 (10)
Figure 5.27: Muli-port Networks
(from [103])
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Fig. 4. N-port network with differential/common-mode ports and single-ended
ports
any modification. For the combination treated by Ferrero, the
port voltages and currents for the differential/common-mode
ports of network B are defined as in (27) for k = 1, . . . , P ,
with those of ports 2P + 1 to N equal for networks A and B.
VA =
V1...
VN
 IA =
I1...
IN
VB =

Vd1
...
VdP
Vc1
...
VcP
Vs(2P+1)
...
VsN

IB =

Id1
...
IdP
Ic1
...
IcP
Is(2P+1)
...
IsN

(31)
The K matrices can simply be extended by the addition of a
unity matrix to allow for this case, as in (32)
Kv=

1 −1 · · · 0
...
. . . . . .
...
0 · · · 1 −1
1
2
1
2 · · · 0 [0]
...
. . . . . .
...
0 · · · 12 12
1 · · · 0
[0]T
...
. . .
...
0 · · · 1

Ki=
(
Kv†
)−1
(32)
where [0] denotes a [2P × (N −2P )] zero matrix. Finally, the
diagonal port impedance matrices are given by (33).
ZA = diag (Z1...ZN)
ZB = diag (Zd1...ZdP, Zc1...ZcP, Zs(2P+1)...ZsN)
(33)
It is again straightforward to show that this formulation
yields the same numerical values for the three-port example
discussed by Ferrero et al.
The theory of section II clearly accommodates both of the
cases discussed in this section, as well as their generalisations.
However, it also allows for much more general formulations
in which any number of ports of network A are combined
using arbitrary weights, to form any port in network B,
by simply choosing the entries of the matrices Kv and Ki.
Furthermore, arbitrary port impedances can be accommodated
in both networks.
IV. QUADRAXIAL FEED FORMULATION
Such a general multi-mode formulation becomes especially
useful in structures excited by multi-conductor transmission
lines, such as two quad-mode antennas proposed recently
[11], [13], both fed by quadraxial transmission lines. The
propagation on such a quadraxial line (i.e. four conductors
within a cylindrical sleeve) can be described by an infinite
number of sets of four orthogonal modes, ranging from a
set of four single-ended modes, to sets of differential and
common modes or any combination thereof. While most multi-
conductor antennas are designed to utilise only one excitation
mode (typically differential), in the case of [11] weighted com-
binations of all four modes are used to extend the field-of-view
of the antenna. Though the antenna is designed using specific
modal sets, characterisation through measurement using these
sets is very difficult, if not impossible. To perform such a
measurement, a network has to be constructed to produce the
required excitation of each line over the whole bandwidth,
for each mode. Following the measurement, this network then
needs to be de-embedded to obtain the antenna characteristics.
This however becomes completely unnecessary if a set of four
single-ended measurements can effectively be transformed to
the correct modal excitations using the techniques in section II.
It should be clear that such a transformation is not possible us-
ing the standard differential and common-mode formulations,
but requires the more general approach presented here.
The antenna in [11] consists of a crossed-dipole above a
ground plane, fed by the four inner conductors of a quadraxial
line, co-located with a monopole element which is formed by
folding back the outer conductor of the quadraxial line, as
shown in Fig. 5.
For the antenna design, the set of four orthogonal modes
shown in Fig. 6 and denoted as MM-modes is used, where
each mode of the set is obtained using a multi-pin feed
with the indicated polarity in the time-domain solver of CST
Microwave Studior. In [11] it is shown that MM-modes
1 and 2 excite only the differential dipole elements, MM-
mode 3 only the monopole antenna element, and MM-mode
4 a combination thereof. By correctly choosing the mode
amplitudes, a combination of dipole and monopole patterns
can therefore be achieved. This set of modes will be referred
to as the multi-mode case.
Figure 5.28: General mixed-mode
network (from [103])
By defining matrices MS and MC in terms of matrix forms of the k-values,
and diagonal matrices containing the port impedances of each network, an
expression for the incident and reflected waves can be derived.
MS =
1
2
(
ZB
)− 12 Kv (ZA) 12 + 12
(
ZB
) 1
2 Ki
(
ZA
)− 12 (5.2a)
MC =
1
2
(
ZB
)− 12 Kv (ZA) 12 − 12
(
ZB
) 1
2 Ki
(
ZA
)− 12 (5.2b)
aB = MSaA + MCbA (5.3a)
bB = MCaA + MSbA (5.3b)
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In terms of scattering parameters, bA = SAaA and bB = SBaB, and it follows
that SB can be expressed in terms of SA by
SB =
(
MC + MSSA
) (
MS + MCSA
)−1
(5.4)
A very important special case occurs when the port impedances of network B
are related to the port impedances of network A by (5.5).
ZB = Kv ZA
(
Ki
)−1
(5.5)
In this case, MC = 0, and the transformation in (5.4) simply becomes that
shown in (5.6).
SB = MSSA (MS)−1 (5.6)
where
MS =
(
ZB
)− 12 Kv (ZA) 12 (5.7)
Note that this special case is the one most widely used for the transformation
of single-ended S-parameters to mixed-mode S-parameters, often erroneously.
The new formulation thus removed the restriction, and allowed for arbitrary
impedances. In practice, the choosing of port impedances also allow for multi-
line coupled-line networks to be used. A general example of transforming
single-ended S-parameters to a mixed-mode set is shown in Fig. 5.28, where
the mixed-mode network consists of differential ports, common-mode ports,
and single-ended ports.
Figs. 5.29 and 5.30 show the effect of using this transformation on the four
radiation modes of the quadraxial line feed of the QMA. In Fig. 5.29, each
line of the quadraxial line is excited in turn, with the other three terminated,
giving four single-ended radiation patterns. When transformed to four modal
excitations, the patterns in Fig. 5.30 result.
This transformation of radiation patterns was used to experimentally verify
various QMA’s. As it is virtually impossible to apply modal excitations in a
practical measurement setup, the antennas were measured using single-ended
excitations on each conductor of the quadrixial line successively, and the full set
of measurements could then be transformed to the modal case, and compared
to the theoretical modal patterns. An example for one QMA is shown in
Fig. 5.31.
5.4.7 General Scattering Parameter transformations
applied to multi-conductor lines
The General Scattering Parameter transformation, once developed, was a
promising technique to apply to networks. Multi-conductor transmission lines
especially have been the focus of many modelling algorithms, as it forms part
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8
F¯MM =
 f¯
MM
1 (θ, φ)
...
f¯MMN (θ, φ)]
 = [MS + MCSSE] F¯SE. (40)
From these fields, the gain of the antenna for each multi-
mode excitation can be calculated. Using the same simulated
example as in section IV, the radiated electric far-fields for
the four single-ended excitations are shown in Fig. 10, with
the transformed multi-mode far-fields in Fig. 11.
(a) SE-mode 1 (b) SE-mode 2
(c) SE-mode 3 (d) SE-mode 3
Fig. 10. Single-ended electric far-field distributions for port modes 1-4
The comparison of the antenna gain calculated by CST
for the four multi-mode excitations to those calculated by
transforming the four far-fields produced by the single-ended
excitations is shown in Fig. 12 for a frequency of 1GHz.
Again, it is clear that the transformation gives the correct
results. As with the S-parameters, the proposed transformation
thus allows the far-field pattern for multiple sets of multi-mode
excitations to be calculated from a single set of single-ended
far-fields, without redoing the full electromagnetic analysis. In
this case, it is however of even more importance, as antenna
simulations are normally quite computationally intensive. The
transformation also makes it possible to determine the multi-
mode far-fields of the antenna from a set of simple single-
ended measurements.
To show this, the procedure was also applied to the measure-
ment of a manufactured quad-mode antenna shown in Fig. 13
[14]. Figs. 14(a) and 14(b) respectively show the comparison
between the E-plane and H-plane cuts of the antenna gain of a
quad-mode antenna at 1GHz for each of the four fundamental
modes. Here, graphs denoted as CST are the direct CST
time-domain analyses using the fundamental modes of an
(a) MM-mode 1 (b) MM-mode 2
(c) MM-mode 3 (d) MM-mode 4
Fig. 11. Multi-mode electric far-field distributions for port modes 1-4
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Fig. 12. Comparison of simulated transformed single-ended gains and
simulated multi-mode gains
ideal waveguide port which terminates the quadraxial line,
while Measured denotes the gain calculated by doing a set
of single-ended far-field measurements in an antenna chamber
and transforming it to the multi-mode case using (40). For
the transformation, the multi-mode characteristic impedances
were set to be the same as those used by CST. It is clear that,
except for some discrepancy towards the horizon for mode 3
excitation, the two methods agree very well. It should be noted
that the measured results are of course affected by any non-
idealities in the manufactured antenna, whilst the CST results
are for an ideal antenna.
Figure 5.29: Single-ended radi-
ation patterns (from [103])
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From these fields, the gain of the antenna for each multi-
mode excitation can be calculated. Using the same simulated
example as in section IV, the radiated electric far-fields for
the four single-ended excitations are shown in Fig. 10, with
the transformed multi-mode far-fields in Fig. 11.
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The comparison of the antenna gain calculated by CST
for the four multi-mode excitations to those calculated by
transforming the four far-fields produced by the single-ended
excitations is shown in Fig. 12 for a frequency of 1GHz.
Again, it is clear that the transformation gives the correct
results. As with the S-parameters, the proposed transformation
thus allows the far-field pattern for multiple sets of multi-mode
excitations to be calculated from a single set of single-ended
far-fields, without redoing the full electromagnetic analysis. In
this case, it is however of even more importance, as antenna
simulations are normally quite computationally intensive. The
transformation also makes it possible to determine the multi-
mode far-fields of the antenna from a set of simple single-
ended measurements.
To show this, the procedure was also applied to the measure-
ment of a manufactured quad-mode antenna shown in Fig. 13
[14]. Figs. 14(a) and 14(b) respectively show the comparison
between the E-plane and H-plane cuts of the antenna gain of a
quad-mode antenna at 1GHz for each of the four fundamental
modes. Here, graphs denoted as CST are the direct CST
time-domain analyses using the fundamental modes of an
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ideal waveguide port which terminates the quadraxial line,
while Measured denotes the gain calculated by doing a set
of single-ended far-field measurements in an antenna chamber
and transforming it to the multi-mode case using (40). For
the transformation, the multi-mode characteristic impedances
were set to be the same as those used by CST. It is clear that,
except for some discrepancy towards the horizon for mode 3
excitation, the two methods agree very well. It should be noted
that the measured results are of course affected by any non-
idealities in the manufactured antenna, whilst the CST results
are for an ideal antenna.
Figure 5.30: Modal radiation
patterns (from [103])
of a variety of microwave research fields, including signal integrity, port mod-
elling, and cross-talk. In terms of the application to scattering parameters,
only the simple transform of (5.6) has been used in literature. However, this
breaks down quite quickly when multiple conductors are used in close proxim-
ity, such as in a cable group.
Fig. 5.32 shows a four-line structure, with the four conductors i very close
proximity, creating a system of coupled lines. The electric fields of the four
port modes for the case of single-ended excitations are s own in Fig. 5.33,
while those for th cas of ixed- ode excitations are shown in Fig. 5.34.
In [104], the effects of using th simple transformation of (5.6) on this
structure is sho n. Firstly, the full et of S-parameters for the problem is
calculated using single-ended port excitations. To obtain the mixed-mode
S-param ters, bo the simple and the full transformations re calculated,
and then compared with the simulated results from CST. In Fig. 5.35, the
simple transformation is shown to clearly give erroneous results, while the full
transformation gives exactly the correct results.
It should be noted that, at the time of writing, even the CST result was
only correct for symmetrical structure . For ny oth r s ructure, the correct
solution could at that stage only be obtained by the full transformation de-
scribed above.
Using these transformations, one needs only perform one set of analyses
of a structure, using single-ended port excitations. The S-parameters of any
other combination of excitations can then simply be calculated using the trans-
formation, instead of a new set of analyses. In such a way, a set of excitations
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(a) Side view
(b) Top view
Fig. 13. Side and top views of a prototype quad-mode antenna
VI. CONCLUSIONS AND RECOMMENDATIONS
This paper presents a general technique to transform S-
parameters and far-field antenna patterns from one set of port
excitations to a set consisting of arbitrary combinations of
the original set. The technique is valid for N-ports, and for
any combination of port voltages and currents. It is shown
that the simple transformation used extensively in software
and literature is only valid for a specific relation between
the two sets of terminating port impedances. The technique is
illustrated using standard multi-mode excitation sets, as well
as on a simulated quad-mode antenna example. It is shown
that both S-parameters and antenna far-fields for multi-mode
excitations can easily be calculated from a single set of single-
ended simulations. In the same way a single set of single-
ended measurements can be utilized to verify multi-mode
antenna performance without complicated measuring circuits.
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which yields optimally lo lev ls of cr ss-talk c for instance be calculated
very quickly by optimising the transformation constants, instead of running
full-wave optimisations of the full structure.
The inverse procedure is also possible, and can be used to good effect to
simplify problems. In Chapter 2, it was shown that mathematical interpolation
models can be used efficiently to model the S-parameters of a network, as a
function of one or more variables. For multi-line (or multi-port) networks,
this quickly becom s pro ibitive, as an N -por etwork is described by an
NxN S-matrix, requiring N2 functions to be modelled in general. Using the
trans ormation tech ique, a set of excitati ns ca however be derived which
will ensure that many mixed-mode S-parameters become negligible, requiring
no models.
This was illustrated in [105]. I Fig. 5.37, a six-conductor transmission line
is shown, running through a thin section of dielectric. The electric fields at the
ports are shown in Fig. 5.38 for all single- ded modes, and a set of mixed-
modes in which every pair of lines is excited with differential and common
modes respectively.
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Fig. 1. N-port networks with ports using (a) mode set A and (b) mode set B
[N × N ] matrices as in (3) and (4).
Kv =
k
v
11 k
v
12 · · · kv1N
...
...
. . .
...
kvN1 k
v
N2 · · · kvNN
 (3)
Ki =
k
i
11 k
i
12 · · · ki1N
...
...
. . .
...
kiN1 k
i
N2 · · · kiNN
 (4)
From [2], Kv and Ki must be related by (5), with IN denoting
an [N ×N ] identity matrix, for conservation of power under
the transformation to be guaranteed.
Kv†Ki = IN (5)
The incident and reflected waves at each port of both networks
A and B can be related to the port voltage and current at that
port using the classical definitions by Kurokawa for real port
impedances [8] as
VA,B =
(
ZA,B
) 1
2
(
aA,B + bA,B
)
(6a)
IA,B =
(
ZA,B
)− 12 (aA,B − bA,B) (6b)
where {aA,B, bA,B} denote [N × 1] matrices containing the
complex magnitudes of the incident and reflected waves re-
spectively, and ZA,B are diagonal matrices containing the
characteristic port impedances as shown in (7).
ZA,B =
Z
A,B
1 · · · 0
...
. . .
...
0 · · · ZA,BN
 (7)
Defining the matrices
MS =
1
2
(
ZB
)− 12 Kv (ZA) 12 + 1
2
(
ZB
) 1
2 Ki
(
ZA
)− 12 (8a)
MC =
1
2
(
ZB
)− 12 Kv (ZA) 12 − 1
2
(
ZB
) 1
2 Ki
(
ZA
)− 12 (8b)
the incident and reflected waves of network B can be expressed
in terms of those of network A by (9a) and (9b).
aB =MSa
A +MCb
A (9a)
bB =MCa
A +MSb
A (9b)
Finally, with bA = SAaA and bB = SBaB, it follows from (9a)
and (9b) that SB can be expressed in terms of SA by (10).
SB =
(
MC +MSS
A) (MS +MCSA)−1 (10)
A very important special case occurs when the port impedances
of network B are related to the port impedances of network A
by (11).
ZB = Kv ZA
(
Ki
)−1
(11)
In this case, MC = 0, and the transformation in (10) simply
becomes that shown in (12).
SB =MSS
A (MS)
−1 (12)
where
MS =
(
ZB
)− 12 Kv (ZA) 12 (13)
Note that this special case is the one most widely used for the
transformation of single-ended S-parameters to mixed-mode
S-parameters.
III. FOUR-CONDUCTOR TRANSMISSION LINE
To illustrate how the technique can be used for the analysis
of multi-conductor transmission lines, a four-conductor line
with the conductors arranged symmetrically at a fixed radius
from the centre is used, as shown in Fig. 2. A dielectric half-
cylinder is inserted in the centre of the line to increase the
coupling between lines. For this example, the line is 50mm
in length, with an outer radius of 5mm. Each conductor has a
radius of 0.5mm, and is positioned with axial symmetry at a
radius of 1.414mm from the centre. The dielectric disc has a
permittivity of 20, and is 1mm in thickness.
Fig. 2. Four-conductor Transmission Line
As a first step, the network is analyzed using four single-
ended excitations at each port as shown in Fig. 3 for one
port. The four port modes established in this way at each port
will be denoted as SE-modes. Such an analysis can readily be
performed using a single-ended multipin waveguide feed in
CST Microwave Studio, with a fast two-dimensional analysis
to solve the port impedance for each mode, and a full three-
dimensional analysis for the S-matrix. Due to symmetry, these
modes are simply rotated forms of each other, and therefore
all have the same port impedance.
From the resulting single-ended S-matrix, an equivalent S-
matrix can be obtained as discussed in Section II. For this
example, the lines are excited in sets with combinations of
Figure 5.32: Four conductor transmiaasion line (from [104])
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Fig. 3. Single-ended field distributions for port modes 1-4
differential and common-mode excitations at each port. These
excitations as well as their respective electric field distributions
are shown in Fig. 4 and denoted as MM-modes. To calculate
the MM S-matrix, any set of port impedances can in principle
be used. However, as we would like to verify the transformed
result using CST, the port impedance calculated for each MM-
mode by a fast two-dimensional analysis in CST is used. For
this analysis, each mode of the set is excited using a multi-pin
feed with the indicated polarity.
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x
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x
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x
Fig. 4. Multi-mode field distributions for port modes 1-4
From the two-dimensional CST analysis, and with the
single-ended case represented by network A (denoted SE)
and the multi-mode cas by network B (denoted MM), the
impedance matrices necessary for the transformation in (10)
are shown in (14).
ZSE = diag (125, 125, 125, 125, 125, 125, 125, 125)
ZMM = diag (66.9, 66.9, 79, 41.7, 66.9, 66.9, 79, 41.7)
(14)
From standard definitions for differential and common-mode
voltages and currents, the matrices Kv,i can be constructed as
in (15) and (16).
Kv =

1
2
1
2 − 12 − 12 0 0 0 0
1
2 − 12 − 12 12 0 0 0 0
1
4
1
4
1
4
1
4 0 0 0 0
1
2 − 12 12 − 12 0 0 0 0
0 0 0 0 12
1
2 − 12 − 12
0 0 0 0 12 − 12 − 12 12
0 0 0 0 14
1
4
1
4
1
4
0 0 0 0 12 − 12 12 − 12

(15)
Ki =

1
2
1
2 − 12 − 12 0 0 0 0
1
2 − 12 − 12 12 0 0 0 0
1 1 1 1 0 0 0 0
1
2 − 12 12 − 12 0 0 0 0
0 0 0 0 12
1
2 − 12 − 12
0 0 0 0 12 − 12 − 12 12
0 0 0 0 1 1 1 1
0 0 0 0 12 − 12 12 − 12

(16)
As before, Ki =
(
Kv†
)−1
. It is however clear that ZMM 6=
Kv ZSE
(
Ki
)−1
, therefore the full transformation in (10) must
be used.
As this example is used to illustrate the technique, the
transformed S-matrix is compared to a full CST analysis of the
structure, this time excited by the four multi-mode excitations
shown in Fig. 4. Fig. 5 shows the comparison for port 2 short-
circuited, and Fig. 6 the results when both ports are used.
In both cases, the main subscript refers to the port number,
and the subscript in brackets to the mode. It is clear that
the transformation produces the same results as the full CST
analysis, with the very small deviations due to the way CST
calculates impedances.
As the standard transformation in (12) is very widely used
in literature and in software, it is important to point out the
error made when using it when coupled lines are present at the
port planes. Fig. 7 shows the same S-parameters as in Fig 6,
but using the simple standard transformation. It is clear that
significant errors are incurred.
While only illustrated with simulation, the same procedure
can be applied for practical measurements. In the case of
this example, it would imply that for each measurement, a
transmission line with characteristic impedance equal to the
single-ended impedance of that line is used to excite each
Figure 5.33: Single-ended port elec-
tric fields (from [104])
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Fig. 3. Single-ended field distributions for port modes 1-4
differential and common-mode excitations at each port. These
excitations as well as their respective electric field distributions
are shown in Fig. 4 and denoted as MM-modes. To calculate
the MM S-matrix, any set of port impedances can in principle
be used. However, as we would like to verify the transformed
result using CST, the port impedance calculated for each MM-
mode by a fast two-dimensional analysis in CST is used. For
this analysis, each mode of the set is excited using a multi-pin
feed with the indicated polarity.
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Fig. 4. Multi-mode field distributions for port modes 1-4
From the two-dimensional CST analysis, and with the
single-ended case represented by network A (denoted SE)
and the multi-mode case by network B (denoted MM), the
impedance matrices necessary for the transformation in (10)
are shown in (14).
ZSE = diag (125, 125, 125, 125, 125, 125, 125, 125)
ZMM = diag (66.9, 66.9, 79, 41.7, 66.9, 66.9, 79, 41.7)
(14)
From standard definitions for differential and common-mode
voltages and currents, the matrices Kv,i can be constructed as
in (15) and (16).
Kv =

1
2
1
2 − 12 − 12 0 0 0 0
1
2 − 12 − 12 12 0 0 0 0
1
4
1
4
1
4
1
4 0 0 0 0
1
2 − 12 12 − 12 0 0 0 0
0 0 0 0 12
1
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1
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(15)
Ki =

1
2
1
2 − 12 − 12 0 0 0 0
1
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1
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(16)
As before, Ki =
(
Kv†
)−1
. It is however clear that ZMM 6=
Kv ZSE
(
Ki
)−1
, therefore the full transformation in (10) must
be used.
As this example is used to illustrate the technique, the
transformed S-matrix is compared to a full CST analysis of the
structure, this time excited by the four multi-mode excitations
shown in Fig. 4. Fig. 5 shows the comparison for port 2 short-
circuited, and Fig. 6 the results when both ports are used.
In both cases, the main subscript refers to the port number,
and the subscript in brackets to the mode. It is clear that
the transformation produces the same results as the full CST
analysis, with the very small deviations due to the way CST
calculates impedances.
As the standard transformation in (12) is very widely used
in literature and in software, it is important to point out the
error made when using it when coupled lines are present at the
port planes. Fig. 7 shows the same S-parameters as in Fig 6,
but using the simple standard transformation. It is clear that
significant errors are incurred.
While only illustrated with simulation, the same procedure
can be applied for practical measurements. In the case of
this example, it would imply that for each measurement, a
transmission line with characteristic impedance equal to the
single-ended impedance of that line is used to excite eachFigure 5.34: Mixed-mode port elec-
tric fields (from [104])
The two sets of S-parameters which result are shown in Fig. 5.39, clearly
showing that in the second case, the number of S-parameters with magnitudes
large enough to be important, has been reduced substantially. For certain
cases, a set of excitations can indeed be calculated which would result in a
fully orthogonal system, with zero cross-talk etween pairs of lines.
5.4.8 Assessment
The 2014 paper ([90]) holds special significance for me, as it was my first
paper in the IEEE Transactions on Antennas and Propagation, and as such,
marked my first move into the antenna arena afte almost exactly 20 years of
working on microwave circuits. It also made use of a number of concepts from
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Fig. 5. Comparison of simulated transformed single-ended S-parameters and
simulated multi-mode S-parameters for port 2 shorted
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Fig. 6. Comparison of simulated transformed single-ended S-parameters and
simulated multi-mode S-parameters
pin separately, with all the other pins connected to terminated
transmission lines. This measurement can then be used instead
of the single-mode analysis. In practice, a standard 50 ohm line
can be used and de-embedded from the measurement. Also,
as no restrictions were placed on the voltage transformation
matrix, it should be evident that the transformation makes
it possible to use one set of single-ended S-parameters to
calculate the S-parameters for any set of modes, without re-
doing the full electromagnetic analysis.
IV. CONCLUSION
This paper shows how the generalized multi-mode scat-
tering parameter transformation can be used for the analysis
of multi-conductor transmission lines. A four-port example is
shown to illustrate the technique, but the technique is not
limited to specific numbers or lines, or any specific sets of
excitations. It is shown that the S-parameters for multi-mode
excitations can easily be calculated from a single set of single-
ended simulations.
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Fig. 7. Comparison of simulated transformed single-ended S-parameters and
simulated multi-mode S-parameters using simple transformation
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Figure 2: Six-conductor transmission line
An infinite number of sets of S-parameters can be calculated for this structure. For the
purposes f this p per, only two will be shown. Firstly, each conductor can be excited at each
of its ports, with all the others terminated in 50 ohm loads. Such an analysis can readily be
performed using a single-ended multipin waveguide feed in CST Microwave Studio, with a
fast two-dimensional analysis to solve the port impedance for each mode, and a full three-
dimensional analysis for the S-matrix. The six port modes established in this way at each port
will be denoted as SE-modes. The electric field patterns for this set are shown in Fig. 3(a). For
six lines at each of two ports, this results in a 12x12 complex S-matrix. For simplicity, only
a dependence on frequency will be used here. To model this problem using surrogate models,
144 one-variable models are therefore required. While this can be reduced substantially using
reciprocity and symmetry in the longitudinal direction, the dielectric disc reduces the number
of symmetries in the transverse plane.
Using the generalized multi-mode S-parameter transformation, various other sets of S-parameters
can be computed from the single-ended set, without any additional full-wave analyses. A typ-
ical set for this structure is the one obtained by exciting each set of two conductors with both
common-mode and differential-mode signals at each port. These excitations as well as their
respective electric field distributions are shown in Fig. 3(b) and denoted as MM-modes. To
calculate the MM S-matrix, any set of port impedances can in principle be used. Here, the
port impedance calculated for each MM-mode by a fast two-dimensional analysis in CST is
used. For this analysis, each mode of the set is excited using a multi-pin feed with the indicated
polarity.
From the two-dimensional CST analysis, and with the single-ended case represented by net-
work A (denoted SE) and the multi-mode case by network B (denoted MM), the impedance
matrices necessary for the transformation in (10) are shown in (14).
ZSE = diag (50)
ZMM = diag (138, 138, 138, 138, 138, 138, 70, 70, 70, 70, 70, 70)
(14)
From standard definitions for differential and common-mode voltages and currents, the matrices
5
Fig r 5.37: Six conductor transmiaasion line (from [105])
the circuit world, such as equivalent sets of non-physical ports, noise analysis,
and mixed-mode S-param ters. Personally, I therefore v ew this is a landmark
paper in my research career. The work also led to my first joint patents, which
was a milestone of a different nature.
I believe the work itself established and developed a number of concepts
which will bec me part of the basic theory us d to treat the mo e general class
of multi-mode antennas, and multi-mode networks. Especially the improved
transformation techniques, the transformations on antenna patterns, and the
demonstration of improvements in various metrics in both the radio astronomy
world and the com unications world, are important concepts for not only the
QMA, but any antenna or system making use of multiple sets of excitations.
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Figure 3: Electric field distributions for port modes
Kv,i can be constructed as in (15)
Kv =
[
Kp
1
2
|Kp|
]
Kp =

1 −1 0 0 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0 0 0
0 0 0 0 1 −1 0 0 0 0 0 0
0 0 0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 0 0 1 −1
 (15)
with Ki =
(
Kv†
)−1
from (5).
The magnitudes of the two sets of 144 S-parameters are shown in Fig. 4. It is clear that in the
multi-mode set, a number of S-parameters are small enough to be neglected (¡-60dB across the
range), resulting in fewer parameters which need to be modelled. In addition, the non-zero S-
parameters frequently occur in identical sets, and in general show less variation as functions of
frequency than the single-ended set. This requires lower order surrogate functions for a similar
modelling accuracy. Taken in combination, the change in the choice of excitation functions will
result in a significant simplification of the required multiport surrogate model.
The given multi-mode set is of course only one example, and in general, each problem can
be analyzed in order to find the optimum transformation matrix which will result in the smallest
S-parameter set which can be modelled with the lowest order functions. The transformation
technique has very few limitations mathematically, and can be included into most surrogate
algorithms very easily as a data pre-conditioning step.
6
Figure 5.38: Six conductor transmission line port electric fields (from [105])
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Figure 4: Single-ended and multi-mode S-parameters
4 CONCLUSION
This paper shows how the generalized multi-mode scattering parameter transformation can
be used to reduce the required number and order of modelling functions required to create an
accurate surrogate model. A twelve-port, six-line transmission line problem is used here as an
example, but the technique is not limited to specific numbers or lines, or any specific sets of
excitations.
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Figure 5.39: Six conductor transmission line S-parameters (from [105])
5.5 Reflector antenna fee s
In parallel with the work on th multi-mode antennas, 2013 also saw a cond of
my PhD students, Dr Theunis Beukman, also co-supervised by Profs Marianna
Ivashina and Rob Maaskant at Chalmers University, start work on the other
main SKA topic, that of very wideband waveguide feeds for reflector antennas
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 5. ANTENNAS, ANTENNA FEEDS, AND MIXED-MODE
FORMULATIONS 108
[106].
For radio astronomy, bandwidth is normally of very high importance, and
for the SKA a frequency range of 1-20 GHz is envisaged for the reflector array.
This is an exceedingly complex problem, as not only does the input reflection
match have to be sufficiently good over a 1:20 bandwidth, but the illumination
of the reflector has to ideally be constant in terms of beam width and phase cen-
tre over this whole band. The quadruple-ridged flared horn (QRFH) antenna is
one of the best candidates to achieve bandwidths approaching this, as it offers
unique abilities to control the beamwidth over very wide frequency ranges, us-
ing combinations of higher order waveguide modes at the feed aperture. The
control of these modes is however very difficult, and most QRFH-antennas
suffer to some extent from problems caused by uncontrolled modes.
The basic structure of a QRFH is shown in Fig. 5.40, with a cross-section
of the flared ridges in Fig. 5.41. Virtually all design procedures at the time ap-
proximated the flare curve using exponential curves, and simply optimised the
whole structure. As such an optimisation should ideally include the reflector,
these optimisations can run for weeks at a time.
A Quadraxial Feed for Ultra-Wide Bandwidth
Quadruple-Ridged Flared H rn Antennas
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Abstract—A quadraxial feed, excited by two orthogonal differ-
ential modes, is proposed for ultra wideband quadruple-ridged
ﬂared horn (QRFH) antennas that obviates the need for a balun.
It is shown that in this conﬁguration the fundamental TE11 mode
is most strongly excited over the entire frequency band, while
the higher-order modes are signiﬁcantly suppressed, as compared
to the conventional excitation using the ridge-to-coax balun
transition. These properties lead to several advantages for QRFH
antenna applications which require frequency-invariant beam
characteristics, high port isolation and low cross-polarisation
level, such as e.g. reﬂector antenna feeds for future radio
telescopes.
Index Terms—ultra wideband antennas, reﬂector antenna
feeds, quadruple-ridged waveguides, radio astronomy.
I. INTRODUCTION
Balanced excitations are required to achieve ultra wideband
performance with the novel reﬂector-antenna feeds consist-
ing of pair(s) of interleaved spiral, log-periodical or other
travelling-wave structures, which are currently being devel-
oped for radio astronomy instruments [1]–[4]. This excitation
is commonly realised by using a balun interfacing the balanced
antenna to single-ended ampliﬁers. However, practical designs
of such passive networks are often bulky and lead to power
dissipation losses. Power dissipation reduces the antenna radi-
ation efﬁciency and increases the system thermal noise tem-
perature [5]. Another limiting factor is that the ultra wideband
balun design restricts the reference impedance for the optimum
noise matching between the antennas and low-noise ampliﬁers
(LNAs). To obviate these disadvantages, differential low-noise
ampliﬁers (dLNA), which can be directly integrated at the
antenna terminals, represent an interesting alternative solution.
In this paper a new type of differential feed is introduced for
the integration of dLNAs with the quadruple-ridged ﬂared horn
(QRFH) antenna shown in Fig. 1. A cross-section of the pro-
posed feed design is shown in Fig. 2(a). This feed suppresses
the high-order waveguide modes, while strongly exciting the
desired fundamental mode across a wide frequency band.
II. FEED DESCRIPTION AND DESIGN PROCEDURE
The proposed feed for the QRFH antenna, as shown in
Fig. 2(a), consists of a quadraxial line with each separate
7KURDWVHFWLRQ
)ODUHGVHFWLRQ
Fig. 1. CAD view of a cross-section of the QRFH antenna with the quadraxial
feed.
centre conductor connected to a corresponding ridge. The
quadraxial line feeds through a cylinder in the back lid of
the QRFH as illustrated in the inset of Fig. 2(a). The centre
conductors are differentially excited in pairs to form two
twinaxial transmission lines.
This feeding technique allows the excitation of two orthog-
onal TE11 fundamental modes in the ridged waveguide that
are required for the dual-polarisation operation of the horn
antenna. Only one polarisation is considered for the analysis
in this paper. This is established by exciting a single pair of
pins while the remaining pair is terminated, thereby forming
a twinax-feed.
There are a few considerations that need to be taken into
account when designing the feed. First of all, each pin should
be placed as close as possible to the inner edge of the
corresponding ridge to minimise the excitation of higher-order
modes. Secondly, the pin diameter and spacing, which deter-
mine the twinaxial line impedances, and the ridge thickness
and gap width, which determine the wave impedances, needs
to be matched in such a way that an optimum transition is
created from the transmission line to the quad-ridged circular
waveguide. Furthermore, another parameter that inﬂuences the
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Figure 5.40: QRFH structure (from
[107])
Modal Consi erations for Synthesizing the T p ring
Profile of a Quadruple-Ridged Flared Horn Antenna
T.S. B ukman∗ P. M yer∗ M.V. Ivashina† R. Maaskant† D.I.L. de Villiers∗
Abstract — A technique is proposed to synthesize
the ridge taper of a quadruple-ridged flared horn
(QRFH) antenna. By considering the modal prop-
agation in the horn it is possible to improve the
antenna performance. A QRFH is designed for an
offset Gregorian reflector system and produces an
aperture efficiency above 50% across the entire op-
erational bandwidth (6:1).
1 INTRODUCTION
The widely used approach for designing a
quadruple-ridged flared horn (QRFH) is to employ
simple analytical functions for the tapering of the
ridge and sidewall profiles in the flared section of
the horn [1]. A search function is typically used to
find an optimal solution for the parameters of these
tapering profile functions [2]. This approach is not
only very time consuming but it does not necessar-
ily provide an optimal geometry for the radiating
structure.
Mode-matching is a well established technique
used in synthesizing smooth wall and corrugated
horns [3]. Attempting to apply this approach to the
design of ridged waveguide structures is however
quite complex, due to a number of factors. Firstly,
there is no analytical solution of the modes in a
quad-ridged waveguide, though numerical solutions
for the ridge-loaded transv rse m des have been re-
ported [4]. Secondly, a sufficiently l rge number of
modes need to be solved in order to reduce the trun-
cation error in the modal content of the QRFH. For
a typical operational bandwidth of 6:1 this amount
becomes very large.
Present day computational capabilities and EM
solvers allow for fast solutions of the vast amounts
of modes over wide frequency spectrums. This ad-
vantage s exploited in his paper to obtain insight
into the propagat on of ri ged-loaded cylindrical
modes in QRFHs. Using the cut-off frequencies of
multiple modes obtained in this way, a technique is
proposed whereby a ridge taper can be synthesized
∗Department of Electrical and Electronic Engineer-
ing, Stellenbosch University, Stellenbosch, South Africa,
e-mail: theunis.beukman@gmail.com; pmeyer@sun.ac.za;
ddv@sun.ac.za.
†Department of Signals and Systems, Chalmers
University of Technology, Gothenburg, Swe-
den, e-mail: marianna.ivashina@chalmers.se and
rob.maaskant@chalmers.se.
to produce a desired aperture field distribution. An
example is presented which produces a horn with
improved efficiency over a 6:1 bandwidth. The pro-
file of this taper is shown in Fig. 1.
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Figure 1: Ridge profiles of the different horns with the
same sidewall profile.
2 STRATEGY FOR THE SYNTHESIS
The aim of this work is to develop an ultra-wide
bandwidth feed for one of the possible unshaped
offset Gregorian (OG) reflector antennas proposed
for SKA [5]. The specific system used here has a
F/D ratio of 0.55 with the main and sub-reflectors
having respectively diameters of 15 and 5 meters.
The design presented here has as specific goals a
high aperture efficiency (above 50%) and an accept-
able input impedance match in order to maximize
the receiving sensitivity. An ‘optimal’ far-field pat-
tern is chosen from a set of available QRFHs em-
ployed with exponential tapering functions. This
feed pattern produces an aperture efficiency of 72%
in the OG system. In order to evaluate the far-field
performance from a modal perspective, the aper-
ture field distribution is calculated from the far-field
using a technique proposed by Ludwig for circular
apertures [6].
The optimal pattern is used as a reference for
the design performance at all frequencies over the
operational bandwidth of 2 to 12 GHz. At each fre-
quency the coefficients of all the cylindrical modes
above cut-off are calculated for an aperture diame-
978-1-4673-5710-4/13/$31.00 ©2013 IEEE    
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Figure 5.41: Cross-section of flared
ridges (from [108])
Our first work n this problem was actually an extension of a standard
orthomode transducer for a quad-ridge waveguide, using a novel offset coaxial
feed. This work was undertaken by my post-doctoral fellow of the time, Dr
de Villi rs, and my coll gue Prof Keith Palmer [109], [110]. This proposal,
however, resulted in a very long structure. The class cal fl red TEM-horn was
also inv stigated, but gain, this results in long structures, and in this case,
very difficult to extend to two polarisations [111].
For Dr Beukman’s work, the whole p ilosophy cen red o the cont ol of
the aperture field modal content, and the design of the structure in terms of
modes at every cr ss-secti n, instea of optimisation. In the initial phase, the
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problem of the coaxial-to-waveguide transition was addressed. In standard
QRFH-antennas, this is done by running a very thin coaxial line cross-wise
through one of the (thin) ridges, and extending the centre conductor across
the gap, as shown in Fig. 5.42(b). Such a transition however generates multiple
modes right at the base of the horn, requiring the control of all these modes
throughout the whole length of the horn. To solve this problem, the structure
in Fig. 5.42(a) was proposed [107], [112]. This structure used a novel quadraxial
feed, where a four-line transmission line (a quadraxial line) feeds directly via
four lines into each of the four ridges.
The advantage of the quadraxial feed is that a very pure single-mode ex-
citation can be applied by simply exciting the four pins correctly. The effect
of this is quite dramatic, as shown in Fig. 5.43, where Fig. 5.43(a) shows the
magnitudes of the modes excited at the base of the horn using the conventional
feed, with Fig. 5.43(b) showing the same when the quadraxial feed is used. It
is evident that, especially at higher frequencies, the quadraxial feed generates
significantly fewer modes. In this first paper, the aim was to simply create a
pure TE11-mode, which was shown to give a significantly better beamwidth
performance over frequency. A follow-up paper presented a very simple circuit
model for the proposed quadraxial feed, which made it possible to design such
a feed without numerical electromagnetic analysis [113].
Once a way was established to guarantee an almost pure TE11-mode at
the base of the horn, the design of the tapered section of the horn could be
addressed. This was performed in two steps: firstly, the aperture plane modal
content which would produce a desired illumination pattern was calculated
using the procedure by Ludwig, and secondly, the taper is designed to generate
these modes. This procedure was presented in [108].
Fig. 5.44 show the relative TE-mode magnitudes which will produce an
optimal aperture field over frequency for a feed intended to work in an un-
shaped offset Gregorian system, with an F/D ratio of 0.55, and main and
sub-reflectors having diameters of 15m and 5m respectively. The difference
between the required relative magnitude of the TE11-mode at low and high
frequencies is quite substantial, requiring careful control. To achieve such a
control, a taper design based on the cut-off frequencies of the different modes
at various points in the taper were used as design parameters, where it is as-
sumed that a mode below cut-off does not contribute to the aperture field. An
example for three different horns is shown in Fig. 5.45.
The full technique was presented for a possible solution to the SKA Phase
2 antennas in 2016 in an IEEE Transactions paper [114]. The manufactured
prototype is shown in Figs. 5.46 and 5.47, where Fig. 5.46 shoes the whole
structure, milled from Alumnium, and Fig. 5.47 the quadraxial feed and the
transition to four coaxial ports. This design included a number of improve-
ments, including a stepped outside cylinder at the base of the horn to improve
matching.
The measured results are shown in Figs. 5.48 and 5.49. A significant im-
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Fig. 2. CAD views of the cross-sections of two feed networks for the QRFH
antenna in Fig. 1. (a) The quadraxial feed with centre conductors connected to
the ridges, with the inset showing the back of the QRFH. (b) The conventional
feed with a back-short section and ridge-to-coax transition.
differential impedance of the twinaxial line is the diameter of
the cylinder in the back lid of the QRFH, shown in Fig.2(a).
This diameter should be small enough in order for the higher-
order modes to be below cut-off in the band of operation.
A unique feature of the QRFH antenna is that it can easily be
separated into two independent sections as indicated in Fig. 1,
reducing simulation time for design purposes. Here the throat
section refers to the uniform waveguide terminated by the
feeding network, while the ﬂared section is the radiating part
of the antenna. The ﬂared section therefore serves as a good
matching network between free-space and the fundamental
TE11 mode in the throat.
In order to compare the performance of the proposed feed
with the conventional balun consisting of a back-short section
and ridge-to-coax transition as shown in Fig. 2(b), a QRFH
antenna operating from 2 to 12 GHz is designed. The values of
the throat dimensions (i.e. cylinder diameter, ridge thickness,
gap width, etc.) are taken from an existing QRFH design for
a coax-feed with a characteristic impedance of 100Ω. The
dimensions of the ﬂared section (i.e. horn length, aperture
size and taper) are optimised for constant beamwidth over the
frequency range, while the horn is excited with a pure TE11
mode. The product is an antenna capable of being fed by either
the coax- or twinax-feed.
(a) TE11 (b) TE11
(c) TE12 (d) TE12
(e) TE13 (f) TE13
Fig. 3. The E-ﬁeld distributions of the TE11, TE12 and TE13 modes in
circular waveguides with and without ridges.
III. MODAL CONTENT ANALYSIS
As illustrated in [1] through a simpliﬁed analytic approach,
the TE11 mode should be dominant in the aperture ﬁeld
distribution of a QRFH over a large bandwidth, in order to
achieve the required radiation. The subordinate modes should
be in declining order of power TM11, TE12, TM12, TE13,
etc. In Fig. 3 the ﬁeld distributions of the ﬁrst three TE
modes are shown for clarity. Furthermore, due to the two-
fold symmetry of the aperture ﬁeld distribution, all even-
order modes are undesired (i.e. TEmn and TMmn where
m = 0, 2, 4, . . .).
In this work, the modal content in the throat of the QRFH
antenna is investigated through full-wave simulations using
Computer Simulation Technology’s Microwave Suite software
(CST-MWS). For this purpose a waveguide port is placed at
the plane where the ﬂared section of the complete QRFH
model would begin. The simulated S-parameters of the throat
section with either a coax- or twinax-feed are shown in Fig.
4(a) and 4(b), respectively. These results only include the
signiﬁcant excited modes.
As expected, the TE11 mode is most strongly excited over
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Fi ure 5.42: QRFH feeds (a)
quadraxial transition (b) conventional
transition (from [107])
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Fig. 4. The simulated S-parameters of the throat section of the QRFH, excited
by either the (a) coax- or (b) twinax-feed. In both these conﬁgurations port 1
is connected to the feed terminals while port 2 is a waveguide port terminating
the quad-ridged circular waveguide. The following modes are representative
of a superposition of cylindrical modes: {TM01, TM11, TM21L} ⊂ TMφ;
{TE22U , TE32, TE42L} ⊂ TEχ; {TM21U , TM12, TM41L} ⊂ TMψ .
Note that the notations U and L refer to the upper and lower modes,
resp tively.
the wide frequency band (|S2,1[TE11]| is close to 0 dB) for
both feeds, whereas the contents of the higher-order modes
are rather different. Inter s ingly enough, the second strongest
mode is TE12 and is excited signiﬁcantly higher with the
coax-feed than with the twinax-feed for the majority of the
frequency band. Although this mode is one of the desired
subordinate aperture modes, its presence in the throat section is
not beneﬁcial. The purpose of the ﬂared section is to excite the
higher-order modes required in the aperture from the dominant
TE11 mode. Consequently with the TE12 mode present in
the throat, unwanted modal distributions are obtained in the
aperture. Furthermore, the reason for |S2,1[TE12]| being larger
at the lower frequencies in Fig. 4(b), is due to a slight
imbalance of the energy in the simulation. Note that this mode
is evanescent below 6.1 GHz.
Another important observation is that the TE13 mode has
a cut-off frequency at 10.8 GHz which directly relates to the
strong resonance in Fig. 4(a), causing a signiﬁcant drop in
|S2,1| of the fundamental TE11 mode. This phenomenon is
not present with the twinax-feed due to the weak excitation
of TE13 and hence, TE11 is unchanged over the frequency
range in Fig. 4(b). Note that in a similar manner does the peak
at 7.6 GHz relate to the cut-off frequency of TMφ.
The TMφ, TEχ and TMψ modes refer to combinations of
modes. In ridged circular waveguides the cut-off frequencies of
speciﬁc cylindrical modes tend to coincide as the gap narrows
between the ridges. CST-MWS calculates the ﬁeld distribu-
tions as a superposition of these types of modes according
to its own criteria and not necessarily based on the original
cylindrical modes. In Fig. 4, the TMφ modes represent a
superposition of TM01, TM11 and TM21L; while the TEχ
modes represent TE22U , TE32 and TE42L; and TMψ modes
represent TM21U , TM12 and TM41L. Note that the notations
U and L refer to the upper and lower modes, respectively,
which is the result of mode-splitting due to the inductive and
capacitive loading of the ridges [6]. The numerical notations in
Fig. 4 refer to the degenerate modes [e.g. with TMφ(1)−(4)].
It is clearly seen that these higher-order modes are strongly
excited in the throat with the coax-feed, while the twinax-
feed substantially suppresses all of them. The effects of these
higher-order modes are seen in the far-ﬁeld performance of
the QRFH, presented in Section IV.
IV. FAR-FIELD PERFORMANCE
Although a quadruple-ridged ﬂared horn is often presented
in the literature as a (near-) constant beamwidth antenna
with about 6:1 bandwidth [1], its beamwidth in the H-plane
(typically deﬁned at the -10 dB level) varies with as much as
a factor of 3 over the frequency band. This strong variation
results from rapid narrowing in the beam at high frequencies,
where the contribution of the high-order modes launched by
the coaxial feed is comparable to that of the fundamental TE11
mode. This detrimental effect of the coaxial feed excitation
cannot be corrected by standard (narrowband) mode suppres-
sion techniques. For example, a metal ring structure, which
was introduced in the design of a QRFH in [7] in order to
suppress the TE12 mode in the throat section, has been shown
to improve the E-plane beam performance but not the beam
in the H-plane.
To illustrate the expected advantages of the proposed wide-
band solution, Figures 6 and 7 compare the pattern cuts in
the E, H and 45◦ planes for the present design of the QRFH
antenna when it is fed with either the coaxial or the twinaxial
feed. Each graph presents the results of seven frequency points
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Figure 5.43: Comparison of excited
modes for (a) the conventi nal transi-
tion and (b) the quadraxial feed (from
[108])
pr v ment was obtained or the ap rture illumination pattern, especially in
terms of an absence of the pattern breakup a high frequenci s, while ac ieving
good matching ver a v ry wid band. Using these measured results, predic-
tions could be made for the efficiency of the full system, a d it was shown that
a better n 50% effici ncy could be achieved.
In an environment where optimisation is use increasingly as first design
option, and a field where optimisation is virtually the only technique used
by designers, the work on the QRFH-antennas showe that intelligent use of
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ter of 1.4λlo [wavelength of the lowest operational
frequency (flo) in free space]. The magnitudes of
the significant mode coefficients are indicated by
the circles in Fig. 2 and are normalized with the
total sum of the magnitudes of the calculated coef-
ficients.
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Figure 2: (a) TE and (b) TM mode coefficients
of the aperture field distributions, normalized with
the total sum of all the calculated coefficients.
As the design described here is only concerned
with the flared section of the horn, i.e. z > 0 in
Fig. 1, the dimensions of the throat of the horn
(i.e. the region z < 0) are those determined by the
quadraxial feed proposed by the authors in [7], in
this case for an overmoded horn with a diameter of
0.45λlo. This feed allows for an almost pure TE11
mode excitation at the plane z=0. As a first de-
sign choice for the flared section, the length is fixed
at 1.07λlo, and the aperture diameter at 1.4λlo, as
obtained from an existing QRFH design with good
performance. From the results in [1] the best con-
ventional tapering function for a F/D ratio of 0.55
is the exponential function given as
x =
(
aap − ath
eRL − 1
)
eRz +
(
athe
RL − aap
eRL − 1
)
(1)
where aap and ath are the aperture and throat
radii respectively, L is the flared section length
and R is the exponential opening rate of the func-
tion. In the design discussed here, this function is
used for the sidewall taper with R=0.035 and cor-
responds to an existing QRFH design.
3 DESIGN CONSIDERATIONS AND
RESULTS
A simulation is set up in CST’s Microwave Stu-
dio which consists of a uniform circular quad-ridged
waveguide with a fixed outer diameter and a vary-
ing gap between ridges. The cut-off frequencies of
the significant modes are determined from the sim-
ulations for different ridge gaps. By applying this
data to the profile of a QRFH, either the sidewall
diameter, the ridge gap or the cut-off frequency of
a specific mode can be calculated at any point in
the longitudinal direction.
3.1 Horn1: Constant Cut-off
The first step in the synthesis is the creation of a
ridge profile which will maintain a constant cut-
off frequency of the fundamental mode (fTE11c ) of
0.837 GHz throughout the horn, as shown in Fig.
3, which corresponds to the value in the circu-
lar aperture. This value is sufficiently lower than
flo=2 GHz and therefore due to the strong presence
of TE11 in the horn, it should ensure a good in-
put impedance match at the low frequencies. This
flared section is referred to as Horn1 and its syn-
thesized ridge taper is shown in Fig. 1. The input
reflection coefficient of the TE11 mode is shown in
Fig. 4 and is smaller than -20 dB.
Note that in Fig. 3 only the first four TE modes
present in the aperture are plotted; however, a
number of modes, including the transverse mag-
netic, were considered in this synthesis but are not
shown here for brevity. From these results it is
clear that all the modes have cut-off frequencies
that are monotonically decreasing in the horn from
the throat to the aperture. This typically needs to
be ensured in a QRFH design in order to avoid the
existence of potential trapped modes, given the ex-
citation of such a mode, that will have degrading
affects on the antenna performance.
The sub-efficiencies are calculated using closed-
form equations for an equivalent paraboloid reflec-
tor system. In order to approximate the aperture
efficiencies of an OG system the diffraction of the
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Figure 5.44: Aperture modes (from
[108])
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Figure 3: The cut-off frequencies of the TE m des
inside the horns with different ridge tapers.
sub-reflector (SR) is determined with the technique
proposed in [8]. The total efficiency is the prod-
uct of the paraboloidal aperture efficiency and the
diffraction efficiency. This approximation proves to
be very accurate for electrically large sub-reflectors.
The aperture, spillover and polarization efficiencies
are calculated for Horn1 and plotted in Fig. 5. It
is clear that the performance is better than 50%
above 4 GHz. In this region the modal content of
the aperture seen in Fig. 2 agrees well with the de-
sired distribution, though at the low frequencies the
unwanted modes TE31 and TM31 are present. The
TM11 mode peaks particularly high at 2.5 GHz.
Given the electrical size of the aperture, this mode
causes a sudden increase in the beamwidth as well
as the cross-polarization level and is clearly ob-
served in the spillover and polarization efficiencies
at 2.5 GHz in Fig. 5.
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by the TE11 mode.
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reflector system.
3.2 Horn2: Suppress TM11
In order to mitigate this effect, the flared angle of
the ridge at the aperture needs to be decreased, be-
cause from the calculated fTM11c in the horn it is
clear that at 2.5 GHz this mode can only propagate
close to the aperture. A taper which achieves this,
yet closely approximates that of the constant TE11
cut-off profile, is that of the R=0.045 exponential
taper. As expected this change in the ridge pro-
file, seen in Fig. 1 and referred to as Horn2, does
suppress the TM11 mode sufficiently as observed
in Fig. 2(b). Consequently, both the spillover and
polarization efficiencies depicted in Fig. 5 are im-
proved. The aperture efficiency is still below 50%
at 3 GHz and can be related directly to the peak
in the unwanted TE31 mode in the aperture, seen
in Fig. 2(a).
3.3 Horn3: Suppress TE31
The third step in this design process, resulting in
Horn3, is to suppress the TE31 mode at 3 GHz.
It is known from Fig. 3 in which section of the
horn this mode can propagate at 3 GHz and thus
it can be altered by increasing fTE31c there. The
synthesized locus of fTE31c is shown in Fig. 3 and
the increase in value can be seen in the region L =
120-140 mm. Note that the specific region is cho-
sen not only to increase cut-off near 3 GHz, but
it is also limited to the section where the ridge-to-
sidewall ratio does not influence the other desired
TE modes significantly. Furthermore, a smooth lo-
cus for fTE11c is ensured while maintaining the same
flared angle at the aperture. With this locus the
ridge tapering profile is calculated and is shown in
Fig. 1. The geometrical change is seemingly quite
small, though the improvement is substantial when
considering the efficiencies of Horn3 in Fig. 5. As
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Figure 5.45: TE-mo e cut-off fre-
quencies in taper (from [108])
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Modal-Based Design of a Wideband
Quadruple-Ridged Flared Horn Antenna
Theunis S. Beukman, Member, IEEE, Petrie Meyer, Member, IEEE, Marianna V. Ivashina, Senior Member, IEEE,
and Rob Maaskant, Senior Member, IEEE
Abstract—In this paper, a systematic design technique for
quadruple-ridged flared horn antennas is presented, to enhance
the radiation properties through the profiling of the ridge taper.
The technique relies on control of the cutoff frequencies of spe-
cific modes inside the horn, instead of brute-force optimization.
This is used to design a prototype antenna as a feed for an off-
set Gregorian reflector system, such as considered for the Square
Kilometer Array (SKA) radio telescope, to achieve an optimized
aperture efficiency from 2 to 12 GHz. The antenna is employed
with a quadraxial feeding network that allows the excitation of the
fundamental TE11 mode, while suppressing all other modes that
causes phase errors in the aperture. Measured results confirm the
validity of this approach, where good agreement is found with the
simulated results.
Index Terms—Reflector antenna feed, ridged horn, ridged
waveguide, ultra wideband antenna.
I. INTRODUCTION
T HE quadruple-ridged flared horn (QRFH) antenna, shownin Fig. 1, has been investigated extensively in recent years
for radio astronomy applications [1]–[3]. It is a favored solu-
tion over the conventional smooth-wall and corrugated horns,
as it achieves multiple octave bandwidths, and at the same time,
it offers an unique capability of controlling the beamwidth to
match it to a wide range of reflector optics configurations, as
compared to other UWB feed concepts, such as the eleven
antenna [4], conical-shaped sinuous antenna [5], and quasi-
self-complementary antenna [6]. However, to achieve desirable
radiation properties over such a wide bandwidth, while having
a compact feed design [7], remains challenging.
The detrimental aspects of QRFHs as reflector feeds include
beamwidth narrowing in the H-plane as frequency increases,
rapid beamwidth variation over frequency, high cross polariza-
tion levels, high copolar sidelobes, and a variable phase center.
Almost all of these can in some way be traced back to the
interaction of higher order modes in the QRFH [8], [9].
As the structure is essentially a quad-ridged waveguide of
varying cross section, a large number of waveguide modes in
addition to the fundamental TE11 mode are typically above
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Fig. 1. Photo of the manufactured QRFH.
cutoff in certain sections of the horn. Over such a wide band-
width control of these modes is very challenging, as the cutoff
frequency and propagation constant of each mode are func-
tions of the varying horn cross section. Modal aspects become
even more of a concern when coaxial probes are employed
in the classical feeding of QRFHs—as such a feed typically
excites a large number of modes at the coaxial-to-waveguide
interface [8].
Due to the difficulty of modeling such a complex modal envi-
ronment, previous designs [1]–[3], therefore, make use of a
combination of analytical functions which describes the taper-
ing profile. The entire structure is then optimized to try and
mitigate the aforementioned detrimental aspects. This design
approach consumes time and resources, without giving much
control over specific radiation aspects. For example, the QRFH
geometry reported in [1] consists of 15 unknowns. The desired
set of values is obtained from their database which consists of
10 000 different QRFH geometries, computed by a dedicated
workstation.
In this paper, a design technique is introduced, which specif-
ically focuses on controlling and utilizing modal content inside
the horn. The proposed technique enables a systematic target-
ing of modal-related radiation effects, which in combination
with the ability to design the feeding network separately from
the radiating structure—e.g., through equivalent circuit models
[10], [11]—obviates the need for extensive multivariable elec-
tromagnetic optimization. A fundamental part of the technique
is the use of a quadraxial feed [8], [11] as excitation for the
QRFH. This feed suppresses higher order modes at the input
and consequently allows for good control over the modal con-
tent in the horn. A QRFH (shown in Fig. 1) is designed and
0018-926X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
Figure 5.46: QRFH antenna proto-
type (from [114])
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Fig. 9. Simulated input reflection coefficient of the QRFH with one set of pins
excited in the differential mode.
Fig. 10. Photo of the PCB with four coaxial connectors on the back of the
QRFH.
pin feeds through a hole in the board and terminates in a 50-Ω
coplanar waveguide (CPW) line, as shown in Fig. 10.
The QRFH is characterized by performing single-ended mea-
surements at the ermination plan s of the PCB, foll wed by the
transfo mation to the differential mode. Consider the p rt con-
figuration shown in Fig. 11 where an ideal 180◦ hybrid coupler
is employed per polarization, where the differential and com-
mon modes are depicted by DM and CM , respectively. For
the normal operation of the QRFH, the pins are excited in the
differential mode with ports DM 1 and DM 2. If it is assumed
that the pin excitations are uncoupled—which is indeed the case
with the CPW lines—it can be shown [22] that the single-ended
S-param ters (SSE) are related to the mixed-mode S-paramet rs
(SMM) as
SMM = MSSEM
−1 (4)
where
M =
1√
2
⎡⎢⎢⎣
1 0 −1 0
0 1 0 −1
1 0 1 0
0 1 0 1
⎤⎥⎥⎦ (5)
Fig. 11. Schematic representation of the mode conversion applied to the mea-
sured single-ended results. Note that the results also include the PCB and SMA
connectors.
SSE =
⎡⎢⎢⎣
S11 S12 S13 S14
S21 S22 S23 S24
S31 S32 S33 S34
S41 S42 S43 S44
⎤⎥⎥⎦ (6)
and
SMM =
[
[SDD] [SDC]
[SCD] [SCC]
]
. (7)
The mixed-mode matrix consists of four two-port matri-
ces, where SDD are the differential mode S-parameters, SCC
the common-mode S-parameters, and SDC/CD the cross-mode
S-parameters.
Due to the depende ce of the E-fields on the induc d volt-
ages of the QRFH, the far fields can similarly be transformed as
FMM = MFSE (8)
where FSE and FMM are 4× 1 matrices of the single-ended
and mixed-mode electric far fields, respectively. Note that these
matrices represent either a set of co- or cross-polarization
components.
B. Measured Results
A prototype of the QRFH described in Section II was con-
structed by lathing the cylindrical section from a solid block of
aluminum, with the ridges cut from a sheet aluminum using
laser cutting. The ridges are inserted into the guide using
screws. The complete prototype is shown in Fig. 1.
The simulated and measured differential S-parameters are
shown in Fig. 12(a). The measured input match across the oper-
ational bandwidth is found to be better for both differential
ports 1 and 2, compared to the simulated results. The transmis-
sion between these ports, which should ideally be zero, is also
shown in Fig. 12(a) to be below −30 dB across the band from
1.3 to 20 GHz. The nonzero values are a consequence of small
asymmetries in the structure. Note also that the S-parameters
do not degrade significantly above 12 GHz, and, therefore, if
a lower illumination efficiency is acceptable, the operational
bandwidth of this antenna could be extended above a 6:1 ratio.
Figure 5.47: Prototype quadraxial
feed (from [114])
modal characteristics allows for very useful designs with v ry l tle optimisa-
tion. In addition, the work proposed techniques by which the modal content in
such a horn can be controlled very well using cut-off frequenci s. The insight
nto th modal causes of undesirable effects s f high value in designs of this
c mplexity, as the alternative of blind optimisation s enormously inefficient.
This work therefore represents a return to fundamental design principles, but
using the most rece t analysis techniques as support tools.
5.6 Conclusion
The work on antennas constituted a turning point in my career at a fairly
late stage, and is set to continue. My knowledge of multi-mode networks,
waveguides and passive structures proved invaluable when applied to the field
of antennas, especially the work presen ed in this chapter. South Africa is set
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Fig. 12. Simulated and measured (a) S-parameters of the differential mode; and
(b) the −10-dB beamwidths in the E- and H-planes.
The far-field radiation of the manufactured prototype was
measured in an anechoic chamber using dual-ridged horns. In
Fig. 12(b), the −10-dB beamwidth results are shown for the
E- and H-planes, where it is clear that the measured results
agree well with the simulations. The H-plane beamwidth nar-
rows between 3 and 5 GHz relative to E-plane beamwidth but
then maintains a near-constant difference over the rest of the
band, with an overall elliptic shape.
The measured far-field patterns are given in Fig. 13 for dif-
ferent cut planes across the frequency range. It is clear that
no breakup of the main beam occurs in either of the principle
planes, even at the normally problematic higher frequencies.
This is due to the careful control of the modal content in the
horn and is an improvement over even heavily optimized state-
of-the-art horns. The normalized cross-polarization patterns in
the φ = 45◦ are given in Fig. 13(c). Note that the measured
cross-polarization levels are slightly lower than in the simulated
results, due to the difficulty in positioning the horn with a 45◦
orientation with respect to the probe antenna.
Fig. 13. Measured far-field patterns are shown from 2 to 12 GHz. The copolar
results are given for the (a) E-plane and (b) H-plane cuts, while the cross polar
results are given for the (c) φ = 45◦ plane.
The close agreement found between the simulation and mea-
sured results is evidence of the reduction in sensitivity to
manufacturing tolerances, which the quadraxial feed gives.
Not only does it pose a simple assembling solution, but the
quadraxial feed also allows an oversized throat section without
compromising the modal purity. This is contrary to the coax-
ial feed solution, where the coaxial line needs to feed through a
very thin ridge and is highly sensitive to the excitation of higher
order modes.
C. Performance in Reflector System
As this paper focuses on the design of a QRFH for a reflector
antenna, the performance of the QRFH within the full reflector
Figure 5.48: Measured results of the
QRFH prototype (a) S-parameters of
the differential mode; and (b) the
10- B beamwidths in the E- an H-
planes. (from [114])
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Fig. 12. Simulated and measured (a) S-parameters of the differential mode; and
(b) the −10-dB beamwidths in the E- and H-planes.
The far-field radiation of the manufactured prototype was
measured in an anechoic chamber using dual-ridged horns. In
Fig. 12(b), the −10-dB beamwidth results are shown for the
E- and H-planes, where it is clear that the measured results
agree well with the simulations. The H-plane beamwidth nar-
rows between 3 and 5 GHz relative to E-plane beamwidth but
then maintains a near-constant difference over the rest of the
band, with an overall elliptic shape.
The measured far-field patterns are given in Fig. 13 for dif-
ferent cut planes across the frequency range. It is clear that
no breakup of the main beam occurs in either of the principle
planes, even at the normally problematic higher frequencies.
This is due to the careful control of the modal content in the
horn and is an improvement over even heavily optimized state-
of-the-art horns. The normalized cross-polarization patterns in
the φ = 45◦ are given in Fig. 13(c). Note that the measured
cross-polarization levels are slightly lower than in the simulated
results, due to the difficulty in positioning the horn with a 45◦
orientation with respect to the probe antenna.
Fig. 13. Measured far-field patterns are shown from 2 to 12 GHz. The copolar
results are given for the (a) E-plane and (b) H-plane cuts, while the cross polar
results are given for the (c) φ = 45◦ plane.
The close agreement found between the simulation and mea-
sured results is evidence of the reduction in sensitivity to
manufacturing tolerances, which the quadraxial feed gives.
Not only does it pose a simple assembling solution, but the
quadraxial feed also allows an oversized throat section without
compromising the modal purity. This is contrary to the coax-
ial feed solution, where the coaxial line needs to feed through a
very thin ridge and is highly sensitive to the excitation of higher
order modes.
C. Performance in Reflector System
As this paper focuses on the design of a QRFH for a reflector
antenna, the performance of the QRFH within the full reflector
Figure 5.49: Measured results of the
QRFH proto ype (a) E-plane cuts (b)
H-plane cuts (c) cross polar results
for the (c) φ=45 degree plane. (from
[114])
on a th t develop radio astronomy as str t ic research area over the ext
decades, and I fores e t t an enna work, especially large arrays, will remain
a priority.
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Conclusions
This is the conclusion.
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Appendix A
Postgraduate Students
A.1 DEng Graduates
The DEng is the highest degree awarded by the Faculty of Engineering at Stel-
lenbosch University. It is a lifetime award based on contributions over a full
career.
1. D.B. Davidson - Contributions to Engineering Electromagnetics - (2017)
2. W.J. Perold - From High-Speed Superconducting Devices to Nanosensors
(2017)
A.2 Postdoctoral Fellows
1. E. Knox-Davies - Scanning mm-wave antenna (2006-2007)
2. M. Schoeman - Meta-Modelling of Microwave Structures (2006-2007)
3. T. Sickel - X-band Limiters (2006-2007)
4. D. Prinsloo - Quad-Mode Antenna Arrays (2015-2016)
A.3 PhD Graduates
1. C. van Niekerk - Multi-Bias Decomposition-Based Optimisation for the
Extraction of Small-Signal GaAs FET Models (1999)
2. R. Lehmensieck - Efficient Adaptive Sampling Applied to Multivariate,
Multiple Output Rational Interpolation Models, with Applications in
Electromagnetic-Based Device Modelling (2001)
3. W. Steyn - CAD-Based Iris Design Procedures for Multimode Coupled
Cavity Devices (2002)
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4. C.A.W. Vale - Growth-Based Computer Aided Design Strategies for Mul-
timode Waveguide Design with the Aid of Functional Blocks (2001)
5. R.H. Geschke - Application of an Extended Huygens’s Principle to Scat-
tering Discontinuities in Waveguide (2004)
6. T. Sickel - Tuneable Evanescent Mode X-Band Waveguide Switch (2005)
7. M. Schoeman - Interpolation-Based Modelling of Microwave Ring Res-
onators (2006)
8. D.I.L. de Villiers - Analysis and Design of Conical Transmission Line
Power Combiners (2007)
9. T. Stander - High-Power Broadband Absorptive Waveguide Filters (2009)
10. D.M.P. Smith - Aspects of Small Airborne Passive Millimetre-Wave Imag-
ing Systems (2010)
11. S.O. Nasser - Miniaturised Multilayer RF and and Microwave Circuits
(2016)
12. D.S.vd M.Prinsloo - Multi-Mode Antennas for Hemispherical Field-of-
View Coverage(2015)
13. T.S. Beukman - Modal-Based Design Techniques for Circular Quadruple-
Ridged Flared Horn Antennas (2015)
14. T.G. Brand - Synthesis Methods for Multiband Coupled Resonator Fil-
ters (2014)
15. E. Meyer - Tunable Narrow-Band X-Band Bandpass Filters (2018)
16. S.K. Sharma - Variable Bandwidth Planar Coupled Resonator Filters
A.4 Current PhD students - 2018
1. R. Kenned - Optimum noise matching of very large connected antenna
arrays
2. S. Maas - SIW Waﬄe-Iron Filters
A.5 Master’s students upgraded to PhD
1. C.A.W. Vale
2. T. Sickel
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3. D.I.L. de Villiers
4. T. Stander
5. E. Meyer (prev Botes)
6. R. Kenned
A.6 Master’s Graduates
1. J.E. van Zyl - A Calibration Procedure for Superconducting Microwave
Measurements Using One Calibration Standard (1994)
2. C. Smit - Die Ontwikkeling en Evaluasie van ’n Progressiewe Korrelasie
kodesluitlus vir ’n Strekspektrum Kommunikasiestelsel (1995)
3. C. van Niekerk - An Investigation into the Manufacturing and Measure-
ment of Superconducting Microwave Devices (1995)
4. J.C. Kruger - Design of Wideband, Low Loss, High Power Waveguide
Couplers and Transitions for Implementation in Power Combiners and
Dividers (1998)
5. W.J.A. van Brakel - Solving Three-Layer Planar Microwave Structures
with the Method-of-Lines (1998)
6. W. Steyn - A Room Temperature X-Band Receiver Front End Optimised
for Introduction of High Temperature Superconductor Technology (1998)
7. J.D. Theron - Die Ontwikkeling van ’n Koaksiale Resoneerder Filter vir
Implementering in L-Band Dipleksers (1999)
8. M. MÃ¼ller - Neural Network Models of Slotted Waveguide Directional
Couplers (2001)
9. A.P.E. van der Colff - Rekenaargesteunde Instelling van Gekoppelde-
Resoneerder Filters deur die gebruik van Modelgebaseerde Parameteront-
trekking (2002)
10. K.H. Cherenack - Modelling of Layered Cylindrical Dielectric Resonators
with reference to Whispering Gallery Mode Resonators (2002)
11. L. Sam - The Design of a Coupled Coaxial Resonator Filter for Low
Earth Orbit Satellites working at Microwave Frequencies (2002)
12. M. Schoeman - Mixed-Potential Integral Equation Technique for Hybrid
Microstrip-Slotline Mutli-Layered Circuits with Horizontal and Vertical
Shielding Walls (2003)
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13. M.L. Strydom - Design of Equal Division Microwave Power Dividers
(2003)
14. N. Coetzee - Asymmetrical S-band Coupled Resonator Filters (2005)
15. V.P. Netshifhire - The Design and Implementation of Microwave Receiver
Front End Components (2005)
16. E.M Hansmann - An Investigation of Coupling Mechanisms in Narrow-
band Microwave Filters (2009)
17. S. Maas - Coaxial Resonator Filters (2011)
18. S. Otto - A Study of Radio Astronomy Principles and SKA Pathfinder
System Designs with Pulsar Science (2011)
19. M. van der Walt - A Design Environment for the Automated Optimisa-
tion of Low Cross-Polarisation Horn Antennas (2010)
20. K. Schoeman - Waveguide Antenna Feed for the Square Kilometre Array
(2011)
21. D.S.vd M. Prinsloo - Characterisation of L-band Differential Low Noise
Amplifiers (2011)
22. S.O. Nasser - An Investigation of the Equivalence between Combline and
Evanescent-Mode Waveguide Filters and Aspects related to Reduction
of Manufacturing Costs for Combline Filters (2011)
23. P. Terblanche - Electronically Adjustable Bandpass Filter (2011)
24. D.A. Botes - Wideband, Low-Noise Amplifiers for the Mid-Range SKA
(2014)
25. M. van Wyk - The Ribbon Microphone: A Multi-Physics Educational
Aid (2017)
26. G. van Tonder - Beamforming Techniques for a Quad-Mode Antenna
Array (2016)
27. P.L. Benson - Tunable Lumped Element Notch Filter for UHF Commu-
nications Systems (2017)
A.7 Current Master’s students
1. L. Johnson - Tunable Pedestal SIW Filters
2. A. Bester - Evaluation of the SU Antenna Range
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