In this paper, an AEKF algorithm is used to localize a mobile robot equipped with eight Polaroid sonars in an indoor structured environment. The system state equation and sonar measurement models used for locating the mobile robot are set up. The localization process based on the AEKF algorithm is given. Four criteria used to judge the validity of predictive measurements of sonars are presented, which can increase the probability of the matching between predictive measurements and actual measurements. Experiments show that the localization precision based on our methods is greater than that using the conventional EKF algorithm.
I. INTRODUCTION
Localization is defined as determining a mobile robot's position, i.e. the x and y coordinates in a two-dimension environment, and orientation, i.e. the included angle between the moving direction of the mobile robot and the positive direction of the x-axis of the global coordinate frame. Localization is an essential and important task in mobile robots navigation. There are various methods for localization depending on the kind of environment in which the mobile robot navigates, the known conditions of the environment, and the type of sensors with which the mobile robot is equipped. R. Talluri and J.K. Aggarwal 1 classify the methods into four categories: landmark-based methods, methods using trajectory integration and dead reckoning, methods using a standard reference pattern, and methods using a priori knowledge of a world model which is matched by the sensor data for position estimation. J. Borenstein, etc 2 have defined seven categories for a positioning system of mobile robots, i.e., odometry, inertial navigation, magnetic compasses, active beacons, global positioning systems (GPS), landmark navigation and model matching.
The trajectory integration and dead reckoning are the most general and primary localization methods for a mobile robot, which can only localize the robot roughly in a relatively short distance due to accumulative errors. 3 Consequently, there should be a periodic process that updates the position and orientation of the mobile robot. The process to determine the position and orientation by using information originated from external sensors is defined as mobile robot relocalization. It is obvious that the greater the frequency of this process, the better the knowledge of its position and orientation the mobile robot will have, and therefore its movement will be better directed to the point it must reach. The algorithm to achieve this can be classified into two large groups: relocalization through the detection of landmarks present in that environment [4] [5] [6] [7] and relocalization through an a priori map of the environment. [8] [9] [10] [11] Here, we mainly discuss the relocalization algorithm related to the extended Kalman filter (EKF) given an a priori map of the environment. E.T. Baumgartner and J.D. Yoder 10 have investigated the use of multiple sensor types in the generation of optimal estimates of the position and orientation of a mobile robot within a structured environment. A novel application of the EKF algorithm is used to combine observations of the robot's surrounding environment from various sensor types with the measured wheel rotation of the robot to produce accurate estimates of a mobile robot's position and orientation. A simulation of a mobile robot navigation along a complex trajectory is presented where the robot's position and orientation are produced via vision-based as well as range-based observations of the robot's surrounding environment. The results of the simulation show that the estimation accuracy can be increased through the use of multiple sensor types when compared to a system that uses only a single sensor type. A. de la Escalera, etc 11 have used the EKF algorithm to combine the information of a laser diode and a CCD camera with the dead reckoning based estimation. The experimental results show that the algorithm is able to work in real-time, and it actualizes the position of the robot in a continuous way. The references [12] - [16] also use the EKF algorithm to process the sensor data, and at the same time, predict and update the position and orientation of the mobile robot.
The EKF algorithm is derived as follows: First, the nonlinear system is linearized by using the first-order Taylor approximation. Second, the state of the linearized system is estimated using the Kalman filter for general linear systems. The EKF algorithm demands a priori noises statistic characters, including the system noise statistic character and the observation noise statistic character, although they are usually unknown. Thus an incorrect noise statistic character will result in estimating errors, even divergence. Because all of the higher order items of the Taylor series are considered in the AEKF algorithm [17] [18] [19] [20] [21] [22] [23] [24] thus, even if the noises statistic * The study of this paper is sponsored by the Doctor Foundation of the Education Committee, Hebei province (P.R. China). ** Hebei University of Technology, 300130, Tianjin (P.R. China). ‡ Tianjin Institute of Technology, 300191, Tianjin (P.R. China).
characters of the original system and observation are constant (or zero mean), the linearized system and observation noises statistic characters are generally time-variant. The AEKF algorithm not only estimates the state of the system, but also the noise statistic characters. The merit of the AEKF algorithm is that it can get more accurate state estimation than that using the EKF algorithm because of its estimate of noise statistic characters at each sampling time.
To localize the mobile robot more accurately, we adopt the AEKF algorithm to determine the position and orientation of the mobile robot. In addition, four judging criteria used to increase the probability of the matching between predictive measurements and actual measurements are put forward.
II. SYSTEM STATE EQUATION
The TIT-1 mobile robot has two back driving wheels and two castors; two back wheels are driven by two alternating current servomotors (Figure 1a ). The origin of the mobile robot's coordinate frame is set at the middle point between two back wheels, and the movement of the origin represents the movement of the robot (see Figure 1b) . The left and right back wheels are denoted by A and C, respectively, and the distance between the two back wheels is L = AC = AC. The robot is assumed moving from the point B to B through a circular arc. Supposing ⌬D r (k) and ⌬D l (k) denote the distance increments of the right and left wheel from the (k-1)th sampling time to the kth sampling time, respectively, which can be expressed as follows:
then we can derive the increments of distance (denoted by ⌬D(k)) and orientation (denoted by ⌬ (k)) as follows: Figure 2 shows the position and orientation of the mobile robot after it moves from the point B to the point B through a circular arc. From Figure 2 we can obtain the following relations:
Where BB stands for the length of the circular arc BB , the symbol Є denotes the angle between two lines, for example, ЄGGB is the angle between the line GG and the line GB (see Figure 2) , ᭝ is the symbol of triangle, the symbol ‫ق‬ = shows that two triangles are congruent. From equation (3-c), we can get the following relations:
Here BG and BG stand for the length of the line segment BG and BG, respectively. On the basis of the equations (3-d) and (3-e), the following relational expressions can be derived: 
(3-i) Here, the symbol ‫ق‬ denotes that two triangles are similar. From Figure 2 we can also get the following equation:
From equation (3-j) , the length of the line BB can finally be derived as follows:
The state of the robot at the k th sampling time is expressed as follows:
Where, (x(k), y(k)) and (k) stand for the position and orientation of the robot at the k th sampling time, respectively. In the same way, the vector
T is used to denote the position and orientation of the robot at the (k-1)th sampling time. Assuming the position and orientation of the robot at the (k-1)th sampling time is known, and combining equations (3-i) and (3-k), then we can obtain the state vector X(k) of the robot at the k th sampling time as follows:
Thus we can conclude that if the sampling period is small enough, the state equation of the robot can also be written as follows:
Equation (3) will be used as the system state equation for determining the position and orientation of the mobile robot.
III. SONAR MEASUREMENT MODELS
Eight Polaroid sonars are placed at an iron frame on the top of the TIT-1 mobile robot, see Figure 3 (the unit is mm). The geometrical relationship between each sonar and the point O (the origin of the robot's coordinate frame) is given in Table I . The x-o-y stands for the global coordinate system. Assuming the vector X s (k) = (x s (k), y s (k), ␣ s (k)) T and the vector b s = (x s , y s , ␣ s )
T express the sonar's global and local position and orientation, respectively, then we can derive the relationship among the vectors X(k), X s (k) and b s (see Figure 4 ) as follows:
Four kinds of objects are used to localize the robot, i.e. smooth planes, vertical concave corners, vertical convex edges and cylinders in a three-dimension environment, which can be expressed as line segments, points and circles (or circular arcs) in a two-dimension environment, respectively. (5-a)
The distance from the global coordinate origin to the i-th line segment is expressed as follows:
The slope of the normal line from the global origin to the i-th line segment is calculated as follows:
Where, pi stands for the angle between the i-th line segment and the positive direction of the x-axis of the global coordinate system, see Figure 5 , and then the angle between the normal line and the positive direction of the x-axis of the global coordinate system can be calculated as follows:
we can get the distance between the j-th ( j=1, 2, . . . , 8) sonar and the i-th line segment as follows (see Figure 5 ):
Where, (x s Ϫ j , y s Ϫ j ) is the global coordinate of the j-th sonar.
III.2 The measurement model of concave corners
The distance between the j-th sonar and the i-th concave corner can be expressed as follows (see Figure 6 ):
Where, (x c Ϫ i , y c Ϫ i ) is the global coordinate of the i-th concave corner's vertex, i =1, . . . , n c , n c stands for the number of concave corners.
III.3 The measurement model of convex edges
The distance between the j-th sonar and the i-th convex edge can be expressed as follows (see Figure 7) :
Where, (x e Ϫ i , y e Ϫ i ) is the global coordinate of the i-th convex edge's vertex, i =1, . . . , n e , n e stands for the number of convex edges.
III.4 The measurement model of cylinders
The distance between the j-th sonar and the center of the i-th circle can be expressed as follows (see Figure 8 ): 
Where, (x cyl Ϫ i , y cyl Ϫ i ) is the global coordinate of the i-th circle's center, r cyl Ϫ i is the radius of the i-th circle, i =1, . . . , n cyl , n cyl stands for the number of cylinders.
IV. THE DERIVATION OF THE AEKF ALGORITHM
The derivation of the AEKF algorithm includes two main steps, one is the linearization of the nonlinear system, the other is adaptive extended Kalman filter of the linearized system. In the first step, the main difference between the AEKF algorithm and the conventional EKF algorithm is that the EKF algorithm only uses the first order Taylor approximation, but the AEKF algorithm considers all the higher order items of the Taylor series. In the second step, the difference is that the noises statistic characteristics in the AEFK algorithm are time-variant, but in the conventional EKF algorithm, they are fixed. In order to understand the AEKF algorithm more deeply, we first present the conventional EKF algorithm used in the mobile robot localization by many researchers. [10] [11] [12] [13] [14] [15] [16] IV.1 The conventional EKF algorithm Consider the discrete nonlinear system,
where, X(k) denotes a n-dimension state vector, z(k) denotes a m-dimension observation vector, F and H denote a ndimension and m-dimension differentiable vector function, respectively. w(k) and v(k) denote a n-dimension and a mdimension noises vectors, respectively, and their statistic characters are expressed as follows:
Where, E is the symbol of mathematics expectation, cov is the symbol of covariance, ␦ kj is the Kronecker-␦ function. The state vector X(k) in equation (9) can be approximated by expanding the vector function F near X (k Ϫ 1) using the first-order Taylor series as follows:
where
. In the same way, the observation vector z (k) can be approximated by expanding the vector function h near X (k/k Ϫ 1) using the first-order Taylor series as follows:
. Thus, according to the discrete linear system Kalman filter, the discrete nonlinear system Kalman filter, i.e. the extended Kalman filter (EKF) can be derived as follows:
Prediction:
The state prediction:
the variance of the predictive state can be written as follows:
The observation prediction:
where z(k) is the actual observation vector at the kth sampling time, and K(k) is called gain matrix, which can be expressed as follows:
. The variance corresponding to the update of X (k/k) is expressed as follows:
The initial conditions are:
IV.2 The linearization of the nonlinear system in the AEKF algorithm Also consider the discrete nonlinear system (9), the noises statistic characters are expressed as follows:
The vector function F in equation (9) can be expanded near X(k Ϫ 1) to be a Taylor series as follows:
Where
, H.O.T. stands for all the higher order items. Substituting equation (10) into equation (9), we can get
Where,
It is clear that even if w (k Ϫ 1) is zero mean, (k Ϫ 1) is not always zero mean. (k Ϫ 1) is called the fictitious system state noise, 25 and its statistic character can be written as follows:
In the same way, the vector function h in equation (9) can be expanded near X (k/k Ϫ 1) to be a Taylor series as follows:
Here, (k) is called the fictitious observation noise, 25 and its statistic character can be written as follows: (12-a) IV.3 The adaptive extended Kalman filter of the linearized system with unknown time-variant noises The state estimation about the nonlinear system (9) can be transformed to the adaptive Kalman filter of the linearized system (11) and (12) , which have unknown time-variant noises. The AEKF algorithm can be expressed as follows:
17 Prediction:
The variance of the predictive state can be written as follows:
Update:X
Where (k) is the innovation vector, i.e.,
K(k) is called gain matrix, which can be expressed as follows:
. (18) The variance corresponding to the update of X (k / k) is expressed as follows:
Estimate about the time-variant noises:
factor. The signal flowchart of the AEKF algorithm is shown in Figure 9 .
Analysis:
From the AEKF equations (13)- (23), we can find the following distinctions between the AEKF algorithm and the EKF algorithm:
(i) In the AEKF algorithm, the mathematical expectation of the system noise and the observation noise, i.e., q(k Ϫ 1) and r(k Ϫ 1), are taken into account in the state prediction X (k/k Ϫ 1) and the observation prediction ẑ(k), respectively. (ii) In the AEKF algorithm, the mathematical expectation and covariance of the system noise and the observation noise, i.e., q(k), r(k), Q (k) and R (k), are not a priori noises vectors. They include the information of the newest time-variant parameters, for examples, the updated state vector X (k/k), the innovation vector (k), in other words, they are adaptive to the newest time-variant parameters. (iii) In the AEKF algorithm, the gain matrix and the variance of the prediction also reflect the innovative information, see equations (15) and (18) .
On the basis of the above analysis, we can obtain the following conclusions:
In the EKF algorithm, the a priori noises statistic characters cannot reflect the newest time-variant information, thus these fixed noises characters will result in the low precision of state estimation, sometimes, even divergence.
V. THE PROCESS OF THE LOCALIZATION FOR THE MOBILE ROBOT
The flowchart of the entire process of the localization for the mobile robot is shown in Figure 10 .
V.1 The prediction of the position and orientation of the mobile robot
According to equations (3), (13) and (20) , the position and orientation at the kth sampling time can be predicted based on the position and orientation at the (k-1)th sampling time as follows:
The associated variance of the prediction can be calculated by equations (15) and (21), where ٌF can be calculated as
V.2 The prediction of sonar measurements
The predictive measurements corresponding to four kinds of objects can be derived based on equations (24), (4), and (5)- (8) as follows: (i) The predictive measurement corresponding to planes:
The predictive measurement corresponding to concave corners:
, i=1, . . . , n c . (26) (iii) The predictive measurement corresponding to convex edges:
, i=1, . . . ,n e . (27) (iv) The predictive measurement corresponding to cylinders:
V. 3 The judging criteria for the prediction of sonar measurements Four judging criteria are presented to predict the measurements of sonars, which can increase the accuracy of the predictive measurement and improve the probability of matching between the predictive measurements and the actual measurements.
(i) The common criterion for four kinds of environment features The predictive distance between the j-th sonar and the i-th environment feature, denoted by d j Ϫ i , cannot exceed the actual measurement scope of the sonar, i.e.,
Where, d max is the upper limit measurement of the sonar, d min is the dead zone measurement of the sonar, in our experiments, d max = 6 m, d min = 40 cm.
(ii) The special criteria for planes
The perpendicular line equation from the j-th sonar to the i-th line segment can be expressed as follows (see Figure 5 ): where (x s Ϫ j , y s Ϫ j ) is the coordinate corresponding to the j-th sonar, j =1, . . . , 8. The coordinate of the intersecting point between the perpendicular line and the i-th line segment are calculated as follow:
First, the point (x i Ϫ j , y i Ϫ j ) should locate within the line segment, i.e., one of four groups of inequalities must be satisfied: 
Figure 11(a) shows the situation that satisfies the third criterion, but the situation shown in Figure 11 iii) The special criterion for concave corners, convex edges and cylinders (x Ϫ i , y Ϫ i ) is assumed to be the coordinate corresponding to the i-th corner (or the i-th edge, or the i-th cylinder), (x s Ϫ j , y s Ϫ j ) is the coordinate of the j-th sonar. Let ⌬x = x Ϫ i Ϫ x s Ϫ j , ⌬y = y Ϫ i Ϫ y s Ϫ j , then the third criterion for planes is also suitable for corners, edges and cylinders.
V. 4 The actual observation of eight sonars Eight actual measurements can be obtained at the kth sampling time through extracting from eight sonars.
V.5 Matching between the predictive and the actual measurements
The actual measurement of each sonar at the kth sampling time is denoted by z j (k) (j = 1, 2, . . . , 8) , and the valid predictive measurement at the kth sampling time corresponding to the same sonar is denoted by ẑ Ϫ i (k) (see equations (25)- (28)), i =1, . . . , n t , n t stands for the amount of the effective predictive measurements corresponding to the j-th sonar. For each sonar, the innovation variable can be calculated as follows:
is the estimated mathematical expectation of the fictitious observation noise. If ẑ Ϫ i (k) and z j (k) correspond to the different sonar, ij (k) is set to be infinite. The variance corresponding to the innovation variable is expressed as follows:
is the variance of the observation noise of the j-th sonar. The measurement Jacobian matrix ٌh Ϫ i can be calculated as follows: For planes,
(31) For concave corners, convex edges and cylinders,
Where x Ϫ i and y Ϫ i are the x and y coordinates corresponding to the i-th corner (or edge, or cylinder), c 1 ((k/k Ϫ 1)), c 2 ((k/k Ϫ 1)) and d Ϫ i are expressed as follows:
The method of validation gate 26 is used to match the predictive measurement and the actual measurement of each sonar, i.e., the following inequality should be satisfied:
n t ).(33)
Here, g is a given threshold, i.e., the validation gate. When the actual measurement z j (k) matches only one predictive measurement, z j (k) is taken as the valid actual measurement and used to update the position and orientation of the mobile robot at the kth sampling time; when z j (k) does not match any ẑ Ϫ i (k) (i = 1, . . . , n t ), z j (k) will be rejected; when z j (k) matches more than one predictive measurements, z j (k) will also be rejected. Note 1: Because four judging criteria are presented to predict the measurements corresponding to each sonar, the amount of the valid predictive measurements of each sonar will be far smaller than that of objects in the environment, in general, n t = 1. And then the probability of one actual measurement matching more than one predictive measurements will be very small, which can increase the probability of matching and enhance the accuracy of localization.
V. 6 The update of the position and orientation of the mobile robot All the valid actual measurements z j (k) (j = 1, 2, . . . , m, m ≤ 8) can be constituted an observation vector as follows: 
Where, m stands for the amount of all the valid actual measurements. The valid predictive measurement vector corresponding to the valid actual measurement vector can be expressed as follows:
The valid Jacobian matrix corresponding to the valid actual measurements and the valid predictive measurements vectors is expressed as follows:
The measurement Jacobian matrix ٌh i can be calculated using equations (31) and (32).
The innovation vector (k) and innovation variance matrix S (k) can be expressed as follows:
On the basis of equations (16)- (19), the update of position and orientation of the robot at the kth sampling time can be completed.
VI. EXPERIMENTS
Eight Polaroid sonars are used in our experiments, the effective range of each sonar is from 40 centimeters to 6 meters, the resolution is 2 cm. The layout of eight sonars is shown in Figure 3 . The beam-opening angle of each sonar is about 30°. The range data is processed by Intel 8051 singlechip microcomputer, and the localization algorithm is completed on a Pentium 200. Communication is provided via RS232 serial lines. To prevent the phenomenon of "crosstalk" between sonars, eight sonars are initiated successively. The software is written by a combination of MCS-51 assembly language and C language. The linear velocity of the mobile robot is constant (10 meters/minute) in the process of the localization. The experiment environment is shown in Figure 12 , which is the plane figure drawn proportionally using the actual size of the mechanical lab of Tianjin Institute of Technology. There are walls, doors, heating pipe, heating covers and other objects in the environment.
In the process of the localization, the position and orientation of the mobile robot are updated every 6 seconds (20)- (23), we can see that the bigger the is, the quicker do the current noise statistic characters near those of the former sampling time, and the smaller do the newest time-variant parameters (including the innovation vector (k), the updated state vector X (k/k), and so on) take effect. In general, if the value of the initial noise statistic characters is relatively big, the value of should be relatively small in order to restrain the influence of the noises and enhance the effect of the newest time-variant parameters. On the contrary, if the value of the initial noise statistic characters is relatively small, the value of can be set relatively big. On the basis of the above principles, some tentative methods are used to choose the detailed value of . Q (0) is set to be the initial covariance of the state noise vector, i.e., Q(0) = cov(w(0), w(0)), where w(0) is the initial state noise vector, see equation (9) . Generally, the initial three states, i.e., x (0), y (0), and (0), are mutually independent, thus the off-diagonal elements of Q (0) are set to be zero, and the values of diagonal elements are the results of initial errors of x(0), y(0), (0), respectively. R (0) is set to be the initial covariance of the sonar observation noise vector, i.e., (9). In general, the initial eight sonar observation variables are mutually independent, thus the off-diagonal elements of R (0) are set to be zero, and the values of diagonal elements are the results of initial observation errors of eight sonars respectively. The TIT-1 mobile robot moves in two kinds of courses in our localization experiments, in each kind of course, the robot moves four times according to different algorithm. Figure 13 - Figure 18 show the results corresponding to the first experimental course, and Figure 19 - Figure 24 present the results corresponding to the second course. Figure 13 shows two experimental trajectories without using the judging criteria, in which the solid line is the actual trajectory of the mobile robot, and the dotted line is the trajectory estimated using the AEKF (see Figure 13 (a)) and EKF (see Figure 13(b) ). S stands for the start point of the mobile robot. The robot passes by A→B→C and finally arrives at the target point G. When the robot just departs from the initial point S, its moving direction is almost parallel to the walls. Only the sonars on both sides, i.e., sonar 3 # and 7 # (see Figure 3) , can obtain effective data. The two effective data are enough to localize the robot accurately because the robot just moves and its moving direction deviates a few from the initial direction. When the robot arrives near the first door, only the sonar 2 # and 3 # can obtain effective data. Thus the position and orientation estimated at the first door have some errors with the actual position and orientation. When the robot arrives near the point A, the sonar 1 # , 2 # 3 # and 8 # probably get valid data, and the errors between the estimated position and orientation and the actual position and orientation become small. In the process of A→B, the accuracy of the estimated position and orientation begin to decrease due to the influence of two heating covers on the right side of the robot, especially for that using the EKF method. In the process of B→C, the second door and the third heating cover will influence the accuracy of the estimation. In the process of C→G, the sonars on the right side of the robot can hardly get valid data due to the sundries, and the other sonars perhaps get some valid data. The entire results of estimation in the process of C→G are not very well. The results of the estimated orientation can be seen in Figure 14 , where the solid line is drawn using the difference between the orientation obtained using our method and the actual orientation, and the dotted line corresponds to that of the conventional EKF algorithm. The errors between the orientation estimated using our method and the actual orientation are from Ϫ 7° to 4°, and the errors corresponding to the EKF algorithm are from Ϫ 5° to 12°. The results about the estimated position are drawn in Figure 15 , in which the solid line and dotted line stand for the results of our method and the conventional EKF algorithm, respectively. From Figure 15 we can find that the biggest errors between the position estimated using our method and the actual one are 16 cm and that corresponding to the EKF is 26 cm. Figure 16 shows another two experimental trajectories using the judging criteria. The results of the estimated orientation and position corresponding to Figure 16 are illustrated in Figure 17 and Figure 18 , respectively. Comparing Figure 13 - Figure 15 and Figure 16 - Figure 18 we can see that the localization precision using the judging criteria is greater than that without using the judging criteria.
The results of localization corresponding to the second experimental course are drawn from Figure 19 to Figure 24 , from which we can also find that the accuracy of the estimated position and orientation using our method is better than that using the conventional EKF algorithm.
VII. CONCLUSION
Eight Polaroid sonars are used to localize the mobile robot using our method and the EKF algorithm in an indoor environment. The system state equation used for the localization of the mobile robot is set up. The localization process based on the AEKF algorithm is given. Four criteria used to judge the validity of the predictive measurements of each sonar are presented; these criteria can increase the percentage of the matching between the predictive measurements and the actual measurements. Experiments show that the precision of localization using our method is apparently greater than that using the conventional EKF algorithm. 
