MolNet, a new type of multi-layer feedforward neural network, is presented together with its application to the computation of alkane enthalpies. The MolNet neural network changes its topology (the number of neurons in the input and hidden layers, together with the number and type of connections) according to the molecular structure of the chemical compound presented to the network. The structure of each molecule is encoded in the corresponding molecular graph that is used to set the MolNet topology. Each atom from the molecular graph has a corresponding neuron in the input and hidden layers, respectively. Three structural descriptors derived from the molecular graph are used as input data for the ®rst layer of neurons, namely the degree, the distance sum, and the reciprocal distance sum. #
Introduction
There is a growing interest in the application of arti®cial neural networks (ANN) [1, 2] in chemistry [3] , in chemical engineering [4] and in biochemistry [5] , mainly due to their high¯exibility in modeling non-linear relationships. Various physico-chemical properties of inorganic and organic compounds were predicted in quantitative structure±property relationship (QSPR) studies involving neural networks.
The numerical representation of the chemical structure used as input by the neural networks is an important problem for the QSPR applications of neural models. Various numerical representations of organic compounds were proposed in QSPR studies using multi-layer feedforward (MLF) neural models: connection table describing the substituents [6] ; modi®ed bond-electron matrix containing as structural information the formal bond order between a pair of atoms and the atomic number Z [7] ; molecular graph (topological) distance between methyl groups [8] ; constitutional descriptors and topological indices [9] ; numerical code [10] ; counts of various molecular subgraphs (clusters) [11] ; vectorial representation of the chemical structure of the substituents [12] ; topostereochemical code describing the environment of an atom [13, 14] ; the three-dimensional structure encoded in the 3D MORSE (molecule representation of structures based on electron diffraction) representation [15, 16] ; atom type electrotopological state [17] ; presence of a substituent (coded with unity) or absence (coded with zero) [18] ; topological autocorrelation vectors [19] ; and molecular similarity matrices [20, 21] .
Usually, the MLF networks used in QSPR studies perceive information regarding the molecular structure of the chemical compounds only through the agency of the input neurons that receive a numerical representation of the chemical structure as a vector of numerical descriptors. Therefore, the topology of the neural network (the number of neurons in the input, hidden, and output layers, together with the connections between them) is constant for all molecules presented to the network. Three new neural models, that encode into their topology the molecular structure of each compound, were recently introduced: the ChemNet de®ned by Kireev [22] ; the Baskin±Palyu-lin±Ze®rov (BPZ) neural device [23] ; and the MolNet de®ned by Ivanciuc [24] . The three aforementioned neural models use a set of rules to build the network according to the chemical structure of each molecule examined by the ANN.
In ChemNet [22] , the input and hidden neurons represent the atoms from the molecule presented to the network, while the connections between the input and hidden layers are set according to the graph distance matrix of the molecule. Atomic invariants, like the number of attached hydrogen atoms, are used as input data.
The BPZ neural device [23] contains three blocks: a sensor ®eld, a set of eyes, and a brain. The sensor ®eld is a matrix of neurons that corresponds to the chemical structure of the molecule presented to the neural device. In this ®eld, the structural information that corresponds to the characteristics of atoms and bonds are encoded in signals sent to the eyes of the neural device. Each eye perceives speci®c information about the chemical structure of a molecule by receiving signals from selected regions of the sensor ®eld. In an eye, the receptors receive signals from the sensor ®eld, process the structural information, and send signals to the collectors. The signals from the collectors are transformed in the brain. The brain, that has the structure of a usual feedforward multi-layer neural network, offers at its output the computed values of the molecular properties modeled with the neural device.
In the present investigation, we use MolNet [24] , a neural network related to ChemNet which is designed for the computation of molecular properties of organic compounds using atomic descriptors as input structural parameters. MolNet is applied for the computation of alkane heat enthalpies, giving good results, in calibration and prediction.
MolNet description
In the description and application of MolNet, we will use the molecular graph theory concepts [25, 26] . A graph GG(V,E) is an ordered pair consisting of two sets VV(G) and EE(G). Elements of the set V(G) are called vertices and elements of the set E(G), involving the binary relation between the vertices, are called edges. In this paper, chemical structures are represented as molecular graphs. By removing all hydrogen atoms from the chemical formula of a chemical compound containing covalent bonds, one obtains the hydrogen-depleted (or hydrogen-suppressed) molecular graph of that compound, whose vertices correspond to non-hydrogen atoms and whose edges correspond to covalent bonds. In the particular case of hydrocarbons, the vertices of the molecular graph denote carbon atoms and the edges denote carbon±carbon bonds. In this study, the expressions molecular graph' and`molecule',`vertex' and atom',`edge' and`bond' are used interchangeably.
MolNet is a multi-layer feedforward neural network that can be used to compute molecular properties on the basis of chemical structure descriptors. A speci®c feature of MolNet is that it changes the number of neurons and the connections between them according to the chemical structure of each molecule presented to the network. Molecules are represented by the corresponding hydrogen-suppressed molecular graph. Each non-hydrogen atom in a molecule has a corresponding unit in the input and hidden layers. The number of units in the input and hidden layers is equal to the number of vertices in the molecular graph. The output layer has only one unit, providing the calculated value of the molecular property under investigation. The network has a bias unit, connected to the hidden and output units.
As mentioned before, with each molecule presented to the network the number and signi®cance of the input and hidden units changes. The connections between the input and hidden layers correspond to the bonding relations between pairs of atoms. The MolNet connections between pairs of atoms exhibit-ing the same bonding pattern have identical weights. The bonding relationship used to generate MolNet-1 considers the type of atoms and bonds on the shortest path between a pair of atoms. An input neuron corresponding to an atom i is connected to the hidden neuron corresponding to the same atom i; these connections are classi®ed according to the chemical nature of the atoms. Hidden input connections corresponding to the same bonding relationship between two atoms, either in the same molecule or in different molecules, have identical weights.
MolNet contains only one hidden layer. The connections between the hidden and output layers are classi®ed according to the types of atoms as represented by the hidden neurons. The partitioning of the atoms in atom types considers the chemical nature, the hybridization state and the degree. Hidden units corresponding to atoms of the same type are connected to the output unit with identically weighted connections. The bias unit is connected to each unit in the hidden layer by connections partitioned in the same way with the connections between the hidden and output layers, i.e. according to the atom types as de®ned above. Also, the bias neuron is connected with the output neuron.
For a molecule with N non-hydrogen atoms, there are N 2 connections between the input and hidden layers, N connections between the hidden and output layers, N connections from the bias unit to the hidden units, and one connection from the bias unit to the output unit. Some connections may have identical weights according to the partitioning schemes described here. This implies that for MolNet the number of adjustable parameters is much smaller than the number of connections.
When a molecule is presented to MolNet, input unit i receives a signal representing an atomic property computed for the atom i of the respective molecular graph. Any vertex invariant computed from the structure of the molecular graph can be used as input for MolNet.
For alkanes, the bonding relationship between two atoms depends only on the number of carbon±carbon single bonds between them. In this case, the connection types between the input and hidden layers (the IH connections) are determined from the topological distance between the carbon atoms. As an example of MolNet generation, we consider 1,1,2-trimethylcyclopropane (1) whose molecular graph is presented in Fig. 1 . In the molecular graph of an alkane, the topological distance between two vertices i and j, d ij , is equal to the number of edges (corresponding to carbon±carbon single bonds) on the shortest path between the vertices i and j [25, 26] . Distances d ij are elements of the distance matrix of a molecular graph G, DD(G). The distance matrix of the molecular graph of 1, D(1), computed with the Floyd±Warshall algorithm [27] , is presented in Table 1 .
Molecule 1 contains six carbon atoms. Each carbon atom from the molecular graph 1 has a corresponding unit with the same label in the input and hidden layers of MolNet, as presented in Fig. 2(a±d) . The distance matrix of 1,1,2-trimethylcyclopropane has four classes of topological distances: six distances d0; six for d1; seven for d2; and two for d3. The four types of graph distances correspond to four IH connection types or parameters that are adjusted during the learning phase. As an example of identical IH connections, consider the two following pairs of atoms: four and six; ®ve and six. The graph distance between the atoms in the above pairs is three, as can be seen from Fig. 1 and Table 1 . Therefore, for the alkane 1 there are four IH connections with identical weights between the above two pairs of atoms, as depicted in Fig. 2(d) : from input neuron 4 to hidden neuron 6, from input neuron 5 to hidden neuron 6, from input neuron 6 to hidden neuron 4, and from input neuron 6 to hidden neuron 5. These four con- nections have an identical weight and correspond to the parameter for two carbon atoms situated at distance three. The four classes of identical IH connections are presented in Fig. 2 (a±d): all six connections corresponding to the distance zero ( Fig. 2(a) ) have identical weights because all non-hydrogen atoms are carbon atoms; Fig. 2 (b) presents the 12 connections between atoms situated at distance one; the 14 connections from Fig. 2 (c) correspond to atoms situated at distance two; there are four connections corresponding to carbon atoms separated by three bonds, as presented in Fig. 2 
(d).
For alkanes, the connections between the hidden and output layers (the HO connections) are separated in classes according to the degree of the carbon atoms. Hidden units representing atoms with identical degrees, either in the same molecule or in different molecules, have HO connections with identical weights. As can be seen from Fig. 1 and Table 1 , the molecular graph of 1,1,2-trimethylcyclopropane has three atoms with degree one, and one atom with degree two, three, and four, respectively. This partitioning of atoms according to their degrees gives for molecule 1 a total of four types of HO connections (adjustable weights). The connections between the bias unit and the units in the hidden layer (the BH connections) are classi®ed according to the same rules as were used for the HO connections, giving for molecule 1 four types of BH connections. The structure of BH and HO connections is presented in Fig. 3 (a±d). The bias and output connections corresponding to atoms with the degree equal to unity are presented in Fig. 3(a) . The three atoms with degree one (namely atoms 4, 5, and 6) have BH connections with identical weights. As a consequence, the signal received from the bias by the units 4, 5, and 6 is identical. Also, their connections to the output unit have identical weights. The signal sent to the output unit by units 4 and 5 is identical, because the two units correspond to topologically equivalent atoms having identical connections from the input units. Although the unit 6 has an HO connection of the same type, its signal send to the output unit is different because its connections from the input layer are different. The BH and HO connections corresponding to the atoms with degree 2, 3, and 4 are depicted in Fig. 3 (b±d), respectively. The bias unit has also a connection to the output unit (BO connection).
The signal¯ow through MolNet is brie¯y explained below. Consider as input atomic descriptor the number of hydrogen atoms attached to a given carbon atom. The hydrogen number vector of 1,1,2-trimethylcyclopropane is HN(1)(0,1,2,3,3,3). After the generation of MolNet as presented here and in Figs. 2 and 3, the vector of atomic descriptors is entered into the network through the neurons in the input layer. As is usual with neural networks, the input and output values are scaled. Each input neuron receives the number of attached hydrogens for the atom with the same label from the molecular graph. In the case of 1,1,2-trimethylcyclopropane, input Neuron 1 receives the value zero, neuron 2 the value one, neuron 3 the value two, and neurons 4, 5, and 6 all receive the same value ± three. In this way, the HN vector is entered into MolNet and is then propagated through the network following the rules of MLF ANN. The signal that is offered by the output neuron represents the computed value of 1,1,2-trimethylcyclopropane enthalpy. During the calibration phase this value is compared with the experimental one and the adjustable parameters are modi®ed according to the backpropagation algorithm or any other suitable non-linear optimization method.
Considering all connection types present in the case of 1,1,2-trimethylcyclopropane, the total number of adjustable weights is: 4 (IH connections) 4 (BH connections) 4 (HO connections) 1 (BO connection) 13. MolNet can contain more parameters, corresponding to bonding relationships that are not present in this example, but are found in one or more molecules from the calibration set. A certain connection type has the same weight in all molecules that contain it.
MolNet is an MLF neural network and its use involves two phases: a calibration (learning) and a prediction phase. In the calibration phase, the weights of all connection types are optimized (adjusted) in order to estimate with high precision the investigated molecular property. The optimization of the weights can be made with a non-linear optimization algorithm selected from the large set used in neural network calibration. One can use global optimization algorithms (random search, simulated annealing or genetic algorithms), the simplex algorithm, direction-set methods (Powell's method), methods that require the computation of the ®rst derivatives like conjugate gradient methods (Fletcher±Reeves or Polak±Ribiere) or quasi-Newton (variable metric) methods (Davidon± Fletcher±Powell or Broyden±Fletcher±Goldfarb± Shanno). For the present investigation, we have selected the most widely used method in the optimization of neural networks, the backpropagation with momentum algorithm [1] .
In MolNet, the weights are adjusted after the presentation of each molecule. In a molecule, all connections from the same class are adjusted with the same value obtained by a summation of individual gradients and application of the usual backpropagation with momentum equation. If a connection type is absent from a certain molecule its value does not change after the presentation of that molecule to the network. The calibration phase stops when a certain convergence criterion is satis®ed.
In the prediction phase, MolNet computes the molecular properties with the weights determined in the calibration phase. If the set of molecules used in the prediction phase contains bonding relationships (con- nection types) that are absent in the molecules used in the calibration phase, these bonding relationships are neglected in predicting the molecular property.
MolNet operation

Data set
MolNet is tested in a QSPR investigation for the estimation of alkane enthalpies. As it is important to determine the MolNet prediction power, the patterns are separated into a calibration (learning) set and a prediction (test) set. In this way, it is possible to determine the MolNet precision in predicting the enthalpy for alkanes that are not used in the calibration of the neural model. The calibration set contains 109 alkanes, and the prediction set 25 alkanes between C 6 and C 10 . The structure and experimental enthalpies of the alkanes used in the present investigation are taken from the literature [8] and are reported in Tables 2  and 3 . The separation of the alkanes in the calibration and the prediction sets is identical with that used in Ref. [8] . 
Number of adjustable parameters
MolNet has a variable topology that changes with each molecule presented to the network. Therefore, the number of adjustable parameters (connections) depends on the structure of the molecules from the learning set. In view of the learning set of 109 alkanes having the maximum graph distance of seven between two carbon atoms, there are eight IH connection classes. The degree of the carbon atoms is between one and four, giving four HO connection types and four BH adjustable weights. The total number of adjustable connections for the alkane learning set is: 8 (IH connections) 4 (BH connections) 4 (HO connections) 1 (BO connection) 17 . The ratio between the number of alkanes in the learning set and the number of adjustable weights is 6.4, avalue that is high enough to eliminate the danger of over®tting.
Input data
In the present study, three types of atomic topological indices were tested as input structural descriptors. Each structural descriptor was investigated in a separate test, independent of the remaining two descriptors. The three atomic topological descriptors entering in the input neurons are the degree DEG [25, 26] , the distance sum DS [28, 29] , and the reciprocal distance sum RDS [30, 31] . The degree of a vertex i from a molecular graph G is the sum over row i (or column i) of its adjacency matrix AA(G) [25, 26] :
The degree vector of 1,1,2-trimethylcyclopropane is DEG(1)(4,3,2,1,1,1). As presented in the MolNet description section, when the DEG vector of 1,1,2-trimethylcyclopropane is used as input descriptor, the network has the topology presented in Figs. 2 and 3 . The element i of the DEG vector enters in the input neuron i that corresponds to atom i from the molecular graph, i.e. the value four goes to input neuron 1, the value three enters in the input neuron 2, the value two goes to input neuron 3, while neurons 4, 5, and 6 all receive the same input value one. The distance sum of the atom i from a molecular graph G, DS i DS i (G), is equal to the sum of the elements in the ith row (or ith column) of the distance matrix of G, DD(G) [28, 29] :
The distance sum vector of 1,1,2-trimethylcyclopropane is DS(1)(6,7,8,10,10,11).
The reciprocal distance sum of the atom i from a molecular graph G, RDS i RDS i (G), is de®ned as follows [30, 31] :
where RDRD(G) is the reciprocal distance matrix of G. The reciprocal distance sum vector of 1 is RDS(1)(4.50000, 4.00000, 3.50000, 2.83333, 2.83333, 2.66667).
The learning method
The training (calibration) of MolNet is accomplished with the help of standard backpropagation with momentum method [1] , until convergence is obtained, i.e. the correlation coef®cient between experimental and calculated alkane enthalpy values improves by <10 À5 in 100 The learning process is sensitive to the learning rate and momentum values, and small learning rates are used, equal to 0.05, for both the hidden and output layers. The momentum is set between 0.30 and 0.05 for all activation functions used in this study. In all the cases, the learning phase stops after a few hundreds epochs and the results are not greatly in¯uenced by the initial random set of weights.
Activation functions
The most commonly used activation function in neural network studies is the sigmoid that takes values between zero and one. The main drawback of the sigmoid is that for large negative arguments its value is close to zero, and practice demonstrated that learning with the backpropagation algorithm is dif®cult in such conditions. To overcome this de®ciency of the sigmoid a related function, the hyperbolic tangent (tanh) which takes values between À1 and 1, is used in the present investigation. The two activation functions, the sigmoid and tanh, are very¯at when the absolute value of the argument is >10. In such situations, the derivative of the activation function has an extremely small value, leading to a poor sensitivity of the sigmoid and the tanh functions to large positive or negative arguments. This is one of the causes of the very slow rates of convergence during the training of neural networks with algorithms that use the derivative of the activation function (e.g. the backpropagation algorithm). A linear output activation function overcomes the problems of the sigmoidal and tanh functions, and we use it for the output layer. A new type of activation function is the symmetric logarithmoid [32, 33] , de®ned by the formula: Act(z)sign(z)ln (1|z|). The symmetric logarithmoid (symlog) is a monotonically increasing function with the maximum sensitivity near zero and with a monotonically decreasing sensitivity away from zero. Because its output is not restricted to a ®nite range of values, this function is sensitive to large positive or negative arguments. We use the symlog function for the output layer of units.
Preprocessing of the data
Each component of the input (DEG, DS, or RDS vector) and output (representing the target enthalpy value) patterns is linearly scaled between À0.9 and 0.9. For the tanh activation function, the scaling is required by the range of values of the function, while for the unbounded functions (linear and symlog) the experience showed that a linear scaling improves the learning process.
Performance indicators
The performances of MolNet are evaluated both for the network calibration and prediction. The quality of MolNet calibration is estimated by comparing the calculated alkane enthalpies at the end of the calibration phase (H f cal ) with the target (experimental) values (H f exp ), while the predictive quality is estimated with a set of alkanes that were not used in the calibration phase by comparing the predicted (H f pr ) and experimental values. In order to compare the performance of different MolNet networks, we use the correlation coef®cient r and the standard deviation s of the linear correlation between experimental and calculated (in calibration or prediction) enthalpies: H f exp ABÂH f cal/pr .
MolNet computation of alkane enthalpies
For the usual MLF neural network, the number of hidden layers and the number of units in each hidden layer is determined during the calibration phase. Since MolNet has a topology that depends on the structure of the molecule presented to the network, the optimization of the number of hidden units is no longer a problem. MolNet accepts as input any atomic property, and the calibration and prediction results depend on the atomic invariant used to feed the network. As presented in the previous section, this study investigates three input atomic descriptors, namely DEG, DS, and RDS. These descriptors can be readily computed for any molecule from the structure of the corresponding molecular graph. Table 4 contains the calibration and prediction results obtained when MolNet parameters are optimized using as input data the DEG atomic descriptor.
The calibration correlation coef®cient, r cal , is in the 0.971±0.985 range, and the calibration standard deviation, s cal , takes values between 0.75 and 1.05. The prediction correlation coef®cient, r pr , takes values between 0.970 and 0.987, while the prediction standard deviation, s pr , is in the 0.70±1.06 range. Overall, the best calibration and prediction results are obtained with linear output function, followed by the tanh output function. The alkane enthalpy residuals computed with DEG input data, a linear output function, a hidden momentum, h 0.10, and an output momentum, 0 0.05, are presented in column 4 of Table 2 for calibration, and in Table 3 Table 2 for calibration, and in Table 3 for prediction. This example has the following statistical indices: r cal 0.989, s cal 0.66, r pr 0.985, and s pr 0.75. The calibration results are better than those obtained with the DEG input data, with only two alkanes with an absolute residual >1.5 kJ/mol, namely 2,3-dimethylbutane with À1.63, and n-octane with 1.58. The largest prediction error is obtained for n-heptane with a residual of 2.32 kJ/mol. The residuals for the other alkanes in the prediction set are <1.5 kJ/mol. Table 6 presents the calibration and prediction results obtained when the MolNet parameters are Table 5 MolNet calibration and prediction results for the computation of alkane enthalpies using DS input atomic descriptor. The notations are the same as in Table 4 Epoch
Hidden The MolNet calibration and prediction results obtained with the three structural descriptors are good, with no case of poorly computed alkane enthalpy. In calibration, the DEG descriptor gives the largest number of alkanes with a residual >1.5 kJ/mol. The DS descriptor gives the best calibration results, while the RDS descriptor offers the best prediction results. We have to mention here that, as is also apparent from the de®nition, DEG is a very simple atomic descriptor which considers only the number of neighbors of an atom in the molecular graph. The DS and RDS Table 6 MolNet calibration and prediction results for the computation of alkane enthalpies using RDS input atomic descriptor. The notations are the same as in Table 4 Epoch
Hidden MolNet has a much lower number of adjustable parameters, compared with a usual MLF NN that has the same structure, i.e. the same number of neurons in each layer and the same number of connections between neurons. In the example presented in this paper, 1,1,2-trimethylcyclopropane, MolNet has 13 adjustable parameters. An MLF network with the same structure, i.e. with six input neurons, six hidden neurons, and one output neuron, has 49 connections (adjustable parameters). The lower number of adjustable parameters for MolNet is an important practical advantage, because the learning is fast and usually takes a few hundreds iterations, as can be seen from Tables 4±6.
There is no systematic deviation for certain types of alkanes, small or large, linear or highly branched. An inspection of the residuals shows that, generally, for a certain alkane with a large residual computed with one of three descriptors the residuals computed with the other two descriptors are small. For example, the DEG calibration residuals of 3-ethyloctane, 4-ethyloctane, and 4-n-propylheptane are fairly large, as presented here. For the same three alkanes, the DS and RDS calibration residuals are small, showing that there is no special trend in these cases. The only difference is in the way the molecular structure is re¯ected in the three atomic descriptors. Other atomic descriptors computed from the molecular graph, representing the chemical structure in new ways, must be tested in order to identify the best MolNet input data.
The results presented here and in previous communications [24] show that MolNet is a neural model suited for the prediction of molecular properties. The MolNet topology re¯ects the chemical structure of each molecule presented to the neural network, giving a high¯exibility to QSPR studies. Any atomic property can be used as input data, from topological descriptors to quantum indices.
