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3I. INTRODUCTION
The solution of the many body problem of quantum
gases or quantum fluids is a formidable challenge. In
spite of considerable progress and tremendous effort in
the past fifty years, we still have no general theory at
hand which allows to accurately calculate many proper-
ties of strongly correlated many body quantum systems.
Of course the Hartree-Fock (HF) or effective mean field
approaches [1–5] are well accepted in almost every branch
of many body physics as the first basic and necessary
step. Many qualitative features can be explained by this
method and, if one takes the case of Bardeen-Cooper-
Schrieffer (BCS) theory [1–5] as an example for the de-
scription of superconducting or superfluid Fermi systems,
sometimes even very accurate predictions of the phenom-
ena can be obtained. These one body mean field ap-
proaches are in general non perturbative and in the case
of the pure HF theory this corresponds to a Rayleigh-Ritz
variational principle yielding an upper bound to the true
ground state energy which is, of course, a very desirable
feature. However, effective mean field theories based on
density functionals or effective forces, like they are in use
for band structure calculations in condensed matter or
for ground state energies of atomic nuclei, usually can-
not assure such an upper bound limit of the energy. The
consensus which prevails on the level of one body mean
field theory, unfortunately, is already lost on the next
level of sophistication, when it comes to two body cor-
relations or quantum fluctuations. Indeed, quite a vari-
ety of formalisms exist to deal with correlation functions
beyond the mean field level. Of course the most ambi-
tious attempt is to calculate two body correlations also
from a Rayleigh-Ritz variational principle. Since mean
field theory corresponds to a variational wave function
of the coherent state type with a one body operator in
the exponent, it is natural to extend this to include also
a two body operator for two body correlations [1, 6, 7].
However, a most general two-body operator in the ex-
ponent is by far too complicated for practical purposes,
so that various restrictions on the two-body term have
been imposed in the past [1]. A most natural choice is
a local two body operator leading to the famous Jastrow
or Gutzwiller type of variational wave functions [1, 7]
together with Quantum Monte Carlo (QMC) methods
[8, 9].
However, even these restricted variational ground state
wave functions are extremely complicated to be put in full
operation. The method of correlated basis functions [10],
the hypernetted chain expansion [1, 11] and renormalisa-
tion group methods (RGM) [12] are, besides QMC, ways
of how to treat this problem. Once the ground state
problem is solved, there remains the question of how
to obtain the excited states. For this, separate devel-
opments based on the previously obtained ground state
wave functions are necessary. Though a Rayleigh-Ritz
variational method seems conceptually the cleanest way
to treat correlations with its nonperturbative and well
controlled aspects, because of its high complexity and
numerical difficulties in practical applications, quite a
variety of other methods is in use. The oldest but be-
cause of its simplicity still very much employed consists
of partial resummation of bubbles (Random Phase Ap-
proximation, RPA) in the particle-hole (ph) channel [1–
5] or of ladders (Bethe-Goldstone equation, Brueckner-
Hartree-Fock or Galitskii-Feynman T-matrix equation)
in the particle-particle (pp) channel [4, 5].
In spite of the general usefulness of these approaches,
they suffer from obvious short comings, like violation of
the Pauli principle, uncontrolled (e.g. non-conserving)
approximations, self-energy but not vertex corrections,
etc. Therefore, in order to correct for these short com-
ings, at least partially, more sophisticated approaches
have been invented correcting one or several of these defi-
ciencies, but in general not all of them. For example Cou-
pled Cluster Theory (CCT) [1, 6, 13] also starts from an
exponential with, as a first correction to HF, a two body
operator in the exponent. However, it is not used as a
variational wave function but the Schro¨dinger equation is
closed by its projection on the basis of uncorrelated HF
states. This leads to a non-Hermitian problem, which
lacks the upper bound theorem of the Rayleigh-Ritz vari-
ation, but which is otherwise quite general and has been
successfully applied to a variety of physics problems [6].
It contains RPA as a limiting case, but in general for
excited states and also for finite temperature extra in-
gredients have to be and have been invented [6]. Usually
what makes the problem with a two-body operator in
the exponent difficult, is the fact that the corresponding
wave function does not correspond to a unitary trans-
formation of some reference state and then the norm of
the correlated wave function is very difficult to evaluate.
The method of flow equations [14] just tries to establish a
unitary transformation going beyond HF in a systematic
way. This is a relatively new approach, which is quite
general. It seems, however, that correlation functions
are very difficult to obtain from this theory. As men-
tioned, other well established methods are the (Quan-
tum) Monte Carlo, or Path Integral Approaches [3? ? ].
For Bose systems they are quite efficient approaching the
exact solutions of various quantum many body systems
quite accurately, but for correlated Fermi systems the
so called sign problem has so far prevented from a real
break through and mostly the method is restricted to
separable interactions.The methods described above be-
ing quite general and applicable practically to any system
of interacting fermions or bosons, there also exist numer-
ous methods more or less tailored to specific problems.
The Gutzwiller ansatz for the ground state wave function
of the Hubbard model is a famous example but again
the ansatz can in general not be carried through and is
accompanied by the so-called Gutzwiller approximation
[7]. Other methods try to attack the many-body fermion
problem by diagonalizing huge matrices with more or less
sophisticated algorithms like, e.g. the one by Lanczos or
by different renormalisation group methods [15].
4It is, however, not our intention here to be exhaus-
tive in the description of all existing theories. We rather
will now give the motivation and a basic outline of the
many body formalism which shall be the subject of the
present article. Roughly speaking our approach can be
characterised by the Equation of Motion (EOM) method
in conjunction with extended RPA theories. EOM has, of
course, been applied to the many body problem since its
early days. However, we believe that the potential of this
method has never been fully exploited. In the last couple
of years we have developed this formalism and applied it
with very good success to various physical problems. In
spite of the fact that the theory still can certainly be
developed further, we believe that we have explored it
sufficiently far by now to present a quite coherent and
self contained frame on this subject in this report.
Let us start explaining the physical idea behind our
approach. Standard single-particle mean field or HF
theory aims at finding the best possible single-particle
description of the system. This leads to the well known
self consistent HF mean field Hamiltonian, where the
two body interaction is averaged over the single-particle
density. The idea is now that a many body quantum
system not only consists out of a gas of independent
mean field quasiparticles but also, in a further step, out
of a gas of quantum fluctuations, built out of fermion
or boson pairs. These quantum fluctuations then make
up their own mean field, in spirit very similar to the
ordinary single-particle mean field. As an example, if
bound states are formed, they may be considered as new
entities producing their own mean field. The formulation
of this Cluster Mean-Field (CMF) or Self-Consistent
RPA (SCRPA) approach [16–23] will be given below
in Sect. II and IV. If the quantum fluctuations can
be represented by bosons and the fermion Hamiltonian
is mapped into one of interacting bosons, then the
concept of a mean field for these bosons can be easily
accepted. The difficulty comes from the fact that we
want to avoid as far as possible bosonisation and always
stay within the original fermion description and then
the concept of the mean field for quantum fluctuations
(correlated fermion) becomes less evident. In the main
text we, however, will show how this concept can be
worked out quite rigorously starting from different initial
descriptions of the many body system leading, however,
to the same final result.
In this review, we will concentrate on interacting Fermi
systems while our approach can rather straightforwardly
also be applied to Bose systems or to mixed Bose-Fermi
ones. Let us here give a short outline of the main ingre-
dients of our approach based on the Equation of Motion
method. One particularly simple way to introduce the
generalised mean field equations via the EOM is given
by the minimisation of the energy weighted sum rules
[24]. For pedagogical reasons we want to start out with
the rederivation of a well known example which are the
Hartree-Fock-Bogoliubov (HFB) equations for interact-
ing fields of bosons b†α, bα [1, 5]. The Bogoliubov trans-
formation among these operators reads
q†ν =
∑
α
[
Uναb
†
α − Vναbα
]
. (1.1)
The transformation shall be unitary and therefore the
amplitudes U and V obey the usual orthonormality and
completeness relations [1, 5].
The coefficients U and V will be determined from ex-
tremum of the following energy weighted sum rule [24]
eν =
1
2
〈0|[qν , [H, q†ν ]]|0〉
〈0|[qν , q†ν ]|0〉
, (1.2)
where the ground state |0〉 is defined below. Schemati-
cally the minimisation leads to the following set of equa-
tions (
h ∆
−∆∗ −h∗
)(
U
V
)
= E
(
U
V
)
, (1.3)
with h = 〈0|[b, [H, b†]]|0〉 and ∆ = 〈0|[b, [H, b]]|0〉. With
H containing a two body boson interaction of the form∑
vb†b†bb we easily verify that h and ∆ are given in
terms of single-particle densities 〈0|b†b|0〉 and 〈0|b†b†|0〉,
respectively. In the EOM one always assumes the ex-
istence of a ground state |0〉, which is the well known
vacuum of the new quasiparticle operators qν |0〉 = 0, for
all ν, see, e.g., [1, 5] . The states |ν〉 = q†ν |0〉 are then
the excited states of the system. Either now one con-
structs the ground state from the vacuum condition and
one evaluates the single-particle densities in terms of the
amplitudes U and V , or one demands that the transfor-
mation (1.1) be unitary in which case this relation can be
inverted and the operators b†, b can be expressed in terms
of q†, q. Inserting this into the expression for the densi-
ties, moving the destruction operators to the right and
exploiting the above mentioned vacuum condition, again
one evaluates the densities in terms of the amplitudes
U and V . The resulting nonlinear and self-consistent
equations are, of course, identical with the original HFB
equations for bosons [1, 5]. In a very similar way one can
derive the HFB equations for fermions.
Let us now indicate how in complete analogy to the
HFB equations one derives self consistent equations for
e.g. fermion pair operators, or any other clusters of
fermion or boson operators, or a mixture of both. As
a definite case let us consider the well known example of
density fluctuations in a Fermi system. We start with the
definition of an RPA-type of excitation operator in the
particle-hole channel, i.e. describing density excitations
Q†ν =
∑
ph
[
Xνpha
†
pah − Y νpha†hap
]
, (1.4)
where a†, a are fermion creation/destruction operators
and the indices p, h stand for ”particle” and ”hole” states
of a yet to be defined ”optimal” single-particle basis.
It is recognized that the operators Q†ν of (1.4) contain
a Bogoliubov transformation of fermion pair operators
5a†pah. If they are approximated by ideal Bose operators
a†pah → B†ph, as in standard RPA [5], (1.4) constitutes
a Bogoliubov transformation among bosons quite analo-
gous to (1.1). We, however, want to stress the point that
we will avoid ”bosonisation” as far as possible and stay
with the fermion pair operators, as in (1.4).
Furthermore, the operator of (1.4), as in standard
HFB, should have the properties
Q†ν|0〉 = ν, (1.5)
Qν |0〉 = 0 , (1.6)
that is the application ofQ†ν on the ground state |0〉 of the
system creates an excited state and at the same time the
ground state should be the ”vacuum” to the destructors
Qν . In order to determine the amplitudes X,Y of (1.4)
we use in analogy with (1.2) a generalised sum rule
Ων =
1
2
〈0|[Qν , [H,Q†ν ]]|0〉
〈0|[Qν , Q†ν ]|0〉
, (1.7)
which we make stationary with respect to X,Y . This
leads to the RPA-type of equations of the form( A B
−B∗ −A∗
)(
X
Y
)
= Ω
(N 0
0 −N
)(
X
Y
)
, (1.8)
which are the counterpart of the HFB equations for
bosons described above. The matrices A and B contain
corresponding double commutators involving the fermion
pair operators and the matrix N stems from the fact
that the fermion pair operators do not have ideal Bose
commutation relations. With a Hamiltonian containing
a two body interaction, one easily convinces oneself that
the matricesA,B,N contain no more than single-particle
and two particle densities of the schematic form 〈0|a†a|0〉
and 〈0|a†a†aa|0〉. Evaluating these expectation values
with the HF ground state leads to the standard HF-RPA
equations (as obtained from Time Dependent Hartree-
Fock (TDHF) in the small amplitude limit, that is with
exchange) . However, in general (1.6) is not fulfilled with
a HF state but leads to a correlated state containing the
X and Y amplitudes. Evaluating the one and two par-
ticle densities with such correlated ground state leads
to matrices A,B,N which depend on the amplitudes
X,Y and therefore a selfconsistency problem is estab-
lished quite analogous to the HFB problem for bosons
described above. We call these generalised RPA equa-
tions the Self-Consistent RPA (SCRPA) equations.
Contrary to the original HFB approach for bosons, the
determination of functionals A[X,Y ],B[X,Y ],N [X,Y ]
is, in general, not possible without some approximation.
This stems from the fact that Eq. (1.6) can, besides in ex-
ceptional model cases, not be solved exatly for the ground
state |0〉. However, as we will show in the main text,
it is possible to solve (1.6) with a somewhat extended
RPA operator and the corresponding ground state wave
function will be the well known Coupled-Cluster Doubles
(CCD) wave function. We will explain this in detail in
Section II. On the other hand, if one sticks to the usual
RPA ph-operator (1.4), in general the condition (1.6) will
only be approximately fulfilled. Essentially two strate-
gies are then possible: either one evaluates the one- and
two-body densities with an approximate ground state as,
e.g. the HF one, or, in the case of a broken symmetry,
projected HF, etc. Or one inverts relation (1.4), inserts
the ph pair operators into the densities, commutes the
destructors Qν to the right and uses (1.6). We will show
in the main text that the second method, i.e. the one
using the inversion of (1.4), leads mostly to much better
results. Details of the method and applications also will
be given.
We should stress at this point that the above men-
tioned necessary approximations again lead to certain vi-
olation of the Pauli principle. However, as we will show in
our examples, SCRPA often quite dramatically improves
over standard RPA. Naturally this occurs, for instance,
in situations where standard RPA breaks down, i.e close
to a phase transition point or for finite systems with very
few number of particles. Let us point out here again that
(1.6) can be solved for the ground state if an extension
of the operator (1.4) including some specific two body
terms is used. We will present this extended approach in
section II.B.
The above summary describes the essentials of our
method on the example of density fluctuations. How-
ever, EOM is not at all restricted to this case. One can
in the same way treat pair-fluctuations involving fermion
pairs a†a† and aa. Formally there is no restriction in
the choice of the composite operators. To describe quar-
tetting, quadruple operators like a†a†a†a† shall be used.
One can consider second order density fluctuations with
a†aa†a, odd numbers of operators as a†a†a ond so on.
The same can be repeated for Bose systems using clus-
ters of Bose operators [25] Also mixtures of bosonic and
fermionic operators can be treated in an analogous way
[26–28].
The above formalism can also be derived using many
body Green’s functions [17, 19, 22, 29]. This has the im-
portant advantage that generalisation to finite tempera-
ture is straigthforward and we will give an example where
SCRPA at finite temperature is solved. SCRPA equa-
tions can numerically be solved for pairs of fermion opera-
tors a†a or aa, since the equations are of the Schroedinger
type. They are not more complicated as, e.g., self-
consistent Bruckner-HF equations [5]. However, in gen-
eral, for higher clusters this is not possible at present
without drastic approximations. We will further point
out that SCRPA is a conserving approach with all the
appreciable properties of standard RPA, as, e.g., Ward
identities, maintained. We want to point out that the
Green’s function formalism used, is the one based on
so-called two times Green’s functions −i〈TA(t)A+(t′)〉
where the operators A may be clusters of single fermion
(or boson) operators. Quite naturally this then leads to
Dyson type of equations for those ’cluster’ Green’s func-
tions which, at equilibrium, depend only on one energy
6variable. This is contrary to the usual where many body
Green’s functions depend on as many times (energies) as
there are single-particle operators involved [1]. It has,
however, become evident that equations for those many
time Green’s functions, involving parquet diagram tech-
niques [1], are extremely difficult to solve numerically
(besides lowest order equations, this was not achieved)
and, therefore, we stick to the above type of propagators
depending on only one energy variable. This then leads
to Schro¨dinger type of equations which are much more
accessible for a numerical treatment. In this vain we
will introduce a Dyson-Bethe-Salpeter Equation (Dyson-
BSE) for fermion pairs with an integral kernel which,
at equilibrium, depends only on a time difference as the
initial pair propagator or, after Fourier transform, this
kernel depends only on one frequency, that is, in the case
of the response function on the frequency of the external
field. The kernel can be expressed by higher correlation
functions and, thus, has a definite form ready for well
chosen approximations. This one frequency Dyson-BSE
is formally as exact as is the usual multi-time BSE.
The review is organized as follows. In Sect. II we will
explain the EOM in detail for the example of the response
function leading to the self-consistent RPA (SCRPA).
A sub product is the renormalized RPA (r-RPA) pre-
sented in Sect. II.A. The boson aspect of SCRPA and
the SCRPA correlation energy is discussed in Sect. II.B.
In Sect. II.C we show how an extended RPA operator
can annihilate the CCD wave function. The SCRPA in
the particle-particle channel and the self-consistent quasi-
particle RPA are outlined in Sects. II.D and II.E, re-
spectively. The very interesting number conserving ph-
RPA in superfluid nuclei is presented in Sect. II.F. For
odd particle numbers we derive an odd-RPA (o-RPA)
in Sect. II.G. In Sections III.A,B,C, we give examples,
where SCRPA is applied to the pairing model, the three-
level Lipkin model, the Hubbard model, respectively. In
Sect. III.D applications of the r-RPA are discussed. In
Sect. IV the Green’s function formalism with the EOM
method is shown to be equivalent to SCRPA with, how-
ever, extensions to higher correlations leading to a for-
mally exact Bethe-Salpeter equation of the Dyson form
(Dyson-BSE) with an integral kernel depending only on
one frequency. The static and dynamic parts of the kernel
are presented in Sects. IV.A and IV.B and in Sect. IV.C
special attention is payed to the ph-channel. In Sect.
IV.D the particle-vibration coupling model and its appli-
cations to nuclear structure are presented. In Sect. IV.E
an application to the pairing model at finite temperature
is given. In Sect. V we discuss the single-particle Green’s
function and its self-energy, also at finite temperature.
In Sects. V.A,B,C the self-energy is presented in various
approximate forms including ph-correlation and pp-ones
and in general a cluster expansion of the self-energy is
discussed. Sect. V.D is devoted to the cluster expan-
sion of the single-particle self-energy and applications to
infinite nuclear matter problems In Sect. V.E applica-
tions of the so-called T-matrix approximation of the self-
energy is applied to several problems of nuclear matter.
In Sect. VI we discuss quartet (α particle) condensation
also based on the EOM method. In Sects. VI.A,B the
critical temperature and the four-nucleon order param-
eter are calculated in infinite nuclear matter. In Sect.
VII the so-called second RPA with extensions (ERPA) is
introduced with a discussion of several interesting prop-
erties of this scheme and in Sect. VIII some applications
of ERPA are given. Finally, in Sect. IX we present our
conclusions and perspectives.
II. THE EQUATION OF MOTION METHOD
In this section we want to present the details of the
Equation of Motion (EOM) method. As in the intro-
duction, we will consider as a specific first example the
density excitations of a many-body fermion system (later,
we also will consider the-two particle, that is the pairing
channel). In particular, we want to derive details of the
Self-Consistent RPA (SCRPA) scheme. Pioneering work
in this direction has been performed about half a cen-
tury ago by D. Rowe (see e.g. the review article [16]).
Numerous other studies have followed [17–19, 21–23, 30–
32]. But extensions of RPA have also spread into other
fields like chemical physics [33–36] and electronic, that is
condensed matter systems [37–39]. Let us now set the de-
tailed frame of the EOM method following D. Rowe and
also give a connection with the Coupled Cluster Doubles
wave function.
A. Rowe’s Equation of Motion method,
self-consistent RPA (SCRPA), and connection with
Coupled Cluster theory
The basic observation of D. Rowe [16] was that, given
the exact non-degenerate ground state |0〉 of a many-
body system with N particles, an excited state of the
system can be obtained in applying a creation operator
Q† on this ground state, which at the same time is the
vacuum to the corresponding destruction operator, that
is
Q†ν|0〉 = |ν〉 , (2.1)
with
Qν |0〉 = 0 . (2.2)
Given that |0〉 and |ν〉 are, respectively, exact ground
state and excited states of the many body Hamiltonian,
i.e. H |ν〉 = Eν |ν〉 and H |0〉 = E0|0〉, one easily can write
down such an excitation operator. With 〈ν|0〉 = 0 the
solution to (2.1) and (2.2) is [16]
Q†ν = |ν〉〈0| . (2.3)
With the help of the Schro¨dinger equation we then obtain
[H,Q†ν ]|0〉 = ΩνQ†ν |0〉 , (2.4)
7with Ων = Eν − E0 the excitation energy. Multiplying
from the left with an arbitrary variation of the form 〈0|δQ
we obtain
〈0|[δQ, [H,Q†ν ]]|0〉 = Ων〈0|[δQ,Q†ν]|0〉 . (2.5)
In the remainder of the review we will use a two body
Hamiltonian of the form
H =
∑
k1k2
H0,k1k2a
†
k1
ak2 +
1
4
∑
k1k2k3k4
v¯k1k2k3k4a
†
k1
a†k2ak4ak3
≡ H0 + V , (2.6)
with the antisymmetrised matrix element of the two body
force v¯k1k2k3k4 = 〈k1k2|v|k3k4〉 − 〈k1k2|v|k4k3〉. The use
of a three-body force is in principle feasible, but would
unnecessarily complicate all formulas. So, we refrain
from this. In (2.5) we can use the double commutator
because 〈0|Q†ν = 〈0|HQ†ν = 0 in the exact case. The
variation δQ†|0〉, exhausting the complete Hilbert space
(2.5), is equivalent to consider the extremum of the mean
excitation energy given by an energy weighted sum rule
Ων =
1
2
〈0|[Qν , [H,Q†ν ]]|0〉
〈0|[Qν , Q†ν ]|0〉
. (2.7)
With the exact operator (2.3), (2.7) is equal to exact
excitation energy of the state |ν〉, i.e. Ων = Eν − E0.
However, for restricted operators Q†ν the minimisation
of (2.7) with variations δQ, δQ† (both are independent),
one sees that this corresponds to minimise the energy
weighted sum rule with respect to the trial operator Q†.
One directly verifies that this again leads to (2.5). An
obvious but important observation is that the creation
operator (2.1) is an N -body operator. It is therefore a
natural idea to develop this operator in a series of one,
two, ..., N -body operators as follows
Q†ν =
∑
k1k2
χνk1k2a
†
k1
ak2
+
1
4
∑
k1k2k3k4
χνk1k2k3k4 : a
†
k1
a†k2ak3ak4 : +... ,(2.8)
where :....: means that no contractions of fermion
operators are allowed within the double dots. If there
are N particles in the system and one pushes above
expansion up to the Np − Nh configuration, the exact
result will be recovered. A demonstration of this is
given in [40]. Of course, the more terms are kept in
the expansion (2.8), the more difficult it will become to
solve the ensuing equations (2.5), for instance, from the
numerical point of view. So in the course of this review,
we will restrict ourselves to the one-body and two-body
terms shown in (2.8).
Before entering the details, it may, however, be instruc-
tive to present the theory from a slightly different point
of view. From the Thouless theorem, see, e.g., [1, 5] we
know that a general Slater determinant and, in particu-
lar, the HF determinant can be written as
|Φ1〉 ∝ exp
∑
ph
zphK
†
ph
 |Φ0〉 , (2.9)
with K†ph = c
†
pch and |Φ1〉 not orthogonal to |Φ0〉. Ob-
taining the zph from the minimisation of the energy, one
arrives at the HF Slater-determinant
|HF〉 = Πha†h|vac〉 , (2.10)
where the a†k, ak represent orthonormalised creators and
destructors of the HF-orbitals. As is well known, the
standard RPA is based on the HF Slater determinant as
ground state [5]. The ph annihilator in standard RPA is
then given by, see (1.4)
a†hap|HF〉 = 0. (2.11)
For a theory which goes beyond mean-field approxi-
mation like RPA with extensions, it is then natural to
consider the following wave function
|Z〉 = eZˆ |HF〉 , (2.12)
with
Zˆ =
1
4
∑
p1p2h1h2
zp1p2h1h2K˜
†
p1h1
K˜†p2h2 . (2.13)
with K˜†ph = a
†
pah where, instead of a single ph operator
in the exponent, there is in addition a quadratic one. It
can be shown that this so-called Coupled Cluster Doubles
wave function is the vacuum to the following generalized
RPA operator [41, 42].
Q˜+ν =
∑
ph
[X˜νphK˜
†
ph − Y˜ νphK˜ph
+
1
2
∑
php1p2
ηphp1p2a
+
p1ap2K˜
†
ph
− 1
2
∑
phh1h2
ηh1h2pha
+
h1
ah2K˜ph, (2.14)
that is there exists the annihilating condition
Q˜ν |Z〉 = 0 , (2.15)
with the following relations between the various ampli-
tudes
8Y˜ νph =
∑
p′h′
zpp′hh′X˜
ν
p′h′
zpp′hh′ =
∑
ν
Y˜ νph(X˜
−1)νp′h′
ηνp1p2ph =
∑
h1
zpp2hh1X˜
ν
p1h1
ηνh1h2ph =
∑
p1
zpp1hh2X˜
ν
p1h1 . (2.16)
The amplitudes zpp′hh′ are antisymmetric in pp
′ and
hh′. With the above relations, the vacuum state is en-
tirely expressed by the RPA amplitudes X˜, Y˜ . As men-
tioned, this vacuum state is exactly the one of coupled
cluster theory (CCT) truncated at the-two body level
which is called CCD [1, 6]. However, the use we will make
of this vacuum is very different from CCT. Of course,
for the moment, all remains formal because this gener-
alized RPA operator contains, besides the standard one-
body terms, also specific two-body terms, which cannot
be handled in a straightforward way. For instance, this
non-linear transformation among fermion operators can-
not be inverted in a simple manner as this is the case
for HF or BCS quasiparticle destructors, which are an-
nihilators of their respective wave functions. And, thus,
despite being the vacuum of a annihilating operator, it is
not immediately clear how to make calculations with this
wave function. However, the mere existence of an exact
annihilator of the CCD wave function is quite remarkable
and we will see later in Sect. V.C, how this CCD with
the generalized RPA may be handled in an approximate
but efficient way. One may also notice that the operator
(2.14) is part of the extended RPA operator considered
in (2.8).
On the other hand, there exists a very suggestive and
eventually very valid approximation, which replaces in
(2.14) in the η terms the density operators a†p1ap2 and
a†h1ah2 by their expectation values
a†p1ap2 → 〈a†p1ap2〉 ≃ δp1p2np1
and
a†h1ah2 → 〈a
†
h1
ah2〉 ≃ δh1h2nh1
with nk = 〈a†kak〉 being the single-particle (s.p.) occu-
pation numbers. Of course, replacing operators by c-
numbers implies to violate the Pauli principle. There
exists, unfortunately, no simple measure which tells in
general how severe this violation is. However, in some
non-trivial models, where this approximation could be
tested, it turned out that the violation stays quite mild
[42]. This is, for instance, the case in the Richardson
pairing model, where the respect of the Pauli principle
is extremely important [43], because the s.p. levels are
only two-fold degenerate. In any case, adopting above
approximation leads us immediately to the usual ansatz
for the RPA creation operator, which is
Q†ν =
∑
ph
[
Xνpha
†
pah − Y νpha†hap
]
, (2.17)
and which has already been presented in the Introduc-
tion (1.4). Besides the hypothesis that the replacements
of density operators by their expectation values, leading
to (2.17), is in general a good approximation, we can now
also give all the well-known arguments under which the
ansatz (2.17) should yield a good description of excited
states of a Fermi system. As we know, this is usually the
case for collective excitations of the system. For instance,
the plasma oscillation in electronic systems or Giant Res-
onances (GR) in nuclei are, among many other examples,
of this kind. Of course, in considering finite systems like
finite electronic devices and nuclei the size of those sys-
tems also plays a role: the number of particles should be
large in order that collectivity can develop.
As we already mentioned, we make the reasonable
hypothesis that, considering the reduced RPA operator
(2.17), does not violate the Pauli-principle strongly. We,
thus, can suppose that the annihilating condition (2.2)
is also still valid and Eq. (2.5) can be used to calcu-
late excited states. Before giving the details of the equa-
tions, we, however, want to proceed to a generalisation.
Since Eq. (2.5) implies ground state correlations, the
s.p. occupation numbers nk will not be any longer of the
step function form like with the HF approach but will
be rounded close to the Fermi surface. Then, there is no
need any longer to restrict the summation in the RPA
operator to the ph domain, but the amplitudes X,Y can
also contain hh′ and pp′ configurations. Consequently,
we will choose the amplitudes in (2.8) χνmi ≡ X˜νmi with
m > i different from the amplitudes χνim ≡ −Y˜ νim with
i < m and all χνkk ≡ 0. We then write for the one body
part of (2.8) (unless otherwise stated, we will hitherto
make the convention that indices m,n > i, j)
Q†ν =
∑
m>i
[
X˜νmia
†
mai − Y˜ νmia†mai
]
. (2.18)
It is, of course, evident, that the operator (2.18) depends
very much on the single-particle basis, since any change
of the basis will again create a hermitian part χkka
†
kak.
Therefore, it is very important to write down the op-
erator Q†ν of (2.18) in a single-particle basis, which is
optimal. As usual, we will choose the one which min-
imises the ground state energy. It turns out that the
ensuing equation is given by 〈0|[H,Qν ]|0〉 = 0. How
this goes in detail will be demonstrated below. It is,
however, clear that this relation is just another equa-
tion of motion, fullfilled in the exact case. This single-
particle basis will be given by a generalised single-particle
mean-field Hamiltonian. It may be instructive to divide
for a moment the space into occupied levels (h: holes)
and unoccupied levels (p: particles). To be definite let
9us consider 4 levels with the Fermi energy in the mid-
dle. We then order the states according to this energy
p4 > p3 > h2 > h1. We thus have six X
ν ampli-
tudes: Xνp4p3 , X
ν
h2h1
, Xνp4h2 , X
ν
p4h1
, Xνp3h2 , X
ν
p3h1
and
coresponding six Y ν amplitudes. We anticipate that in
the standard RPA [1–5] only the ph amplitudes survive.
However, as we will see, in the more general approach
of SCRPA also all other amplitudes can, in principle, be
included, which may give non-negligible contributions.
This will, for instance, become important later, when we
shall discuss conservation laws and the Goldstone theo-
rem in the case of spontaneously broken symmetries.
From (2.18) we see that this leads to an excited state
|ν〉 = Q†ν |0〉, which is not normalised, i.e. 〈ν|ν〉 =
〈0|[Qν , Q†ν ]|0〉 6= 1. We therefore introduce slightly mod-
ified amplitudes and write
Q†ν =
∑
m>i
(
XνmiδQ
†
mi − Y νmiδQmi
)
, (2.19)
where
δQ†mi =
Ami√
ni − nm , Ami = a
†
mai , (2.20)
are the normalised pair creation operators and
ni = 〈0|a†iai|0〉 , (2.21)
are the single-particle occupation numbers. With this
choice one immediately verifies that with∑
m>i
(
|Xνmi|2 − |Y νmi|2
)
= 1 , (2.22)
the excited states |ν〉 are normalised under the assump-
tion that the single-particle density matrix only has di-
agonal elements that is ρkk′ = 〈0|a†kak′ |0〉 = nkδkk′ , a
fact which will become clear in a moment, see after Eq.
(2.32). With this we finally can write for Eq. (2.5)( Amim′i′ Bmim′i′
−B∗mim′i′ −A∗mim′i′
)(
Xνm′i′
Y νm′i′
)
= Ων
(
Xνmi
Y νmi
)
,
(2.23)
where
Amim′i′ = 〈0|
[
δQmi
[
H, δQ†m′i′
]]
|0〉 , (2.24)
and
Bmim′i′ = −〈0|
[
δQ†mi
[
H, δQ†m′i′
]]
|0〉 . (2.25)
We realise that (2.23) has exactly the same mathematical
structure as the standard RPA equations (see e.g. [1–5]).
Therefore in this respect all standard RPA properties are
preserved [1–5]. For instance we see that the eigenvectors(
Xν
Y ν
)
form a complete orthonormal set. It is useful to
introduce the matrices
X =
(
X Y ∗
Y X∗
)
, N =
(
1 0
0 −1
)
. (2.26)
Equation (2.23) can then be written as
SX = NXΩ , (2.27)
where S =
(A B
B∗ A∗
)
, and the diagonal matrix Ω con-
tains the eigenvalues
(
Ων
−Ων
)
, if S is a positive definite
matrix. Simple matrix algebra shows that[
Ω,X †NX ] = (NXΩ)†X − X † (NXΩ)
= X † (S† − S)X = 0 , (2.28)
that is, Ω commutes with X †NX , and thus X †NX is
diagonal together with Ω. The normalisation (2.22) cor-
responds to the more general orthogonality relations
X †NX = N . (2.29)
This closure condition is obtained by multiplying (2.29)
with N , which shows that NXN is the inverse of X †, or
XNX † = N , (2.30)
which gives explicitly∑
ν
(XνmiX
ν∗
m′i′ − Y ν∗miY νm′i′ ) = δmm′δii′ . (2.31)
These orthonormality relations allow us to invert the op-
erator (2.19)
a†mai =
√
ni − nm
∑
ν
(
Xν∗miQ
†
ν + Y
ν∗
miQν
)
. (2.32)
With (2.2), it then follows that the density matrix
〈0|a†kak′ |0〉 only has diagonal elements, as postulated
after eq.(2.22).
The matrix S in (2.27) can be written in the following
way [44].
S˜minj =
√
ni − nmSminj
√
nj − nn
= (ǫm − ǫi)Nmiδijδmn +Nmiv¯mjinNnj +[
− 1
2
∑
ll′l′′
(δij v¯mll′l′′Cll′′nl + δmnv¯ll′il′′Cjl′′ll′ )
+
∑
ll′
(v¯mlnl′Cjl′il + v¯jlil′Cml′nl)
− 1
2
∑
ll′
(v¯mjll′Cll′in + v¯ll′inCmjll′ )
]
, (2.33)
where ǫk are the HF s.p. energies, Nmi = ni − nm, and
Cmim′i′ = 〈a†m′a†i′aiam〉 − nmniδmi,m′i′ . (2.34)
With the inversion (2.32) and the annihilating condition
(2.2) the RPA matrix can entirely be expressed by the
X,Y amplitudes which then will depend in a very non-
linear way of those amplitudes. This then constitutes the
10
most general SCRPA scheme.
It can immediately be verified that, if all expectation
values in (2.23) are evaluated with the HF ground state,
then the standard RPA equations are recovered with, in
particular, only Xph and Yph amplitudes surviving.
Before we come to the explicit evaluation of the matrix
elements A,B in (2.23) in terms ofX,Y we first shall deal
with the already mentioned and very important question
of the optimal single-particle basis. This basis is to be
determined from the minimisation of the ground state
energy. However, as shown in [23, 45], there exists a very
elegant but equivalent way which we now will explain.
If, istead of closing the EOM (2.4) from the left with a
variation, we project from the left with the ground state,
we obtain with (2.2)
〈0|[H,Q†ν]|0〉 = 〈0|[H,Qν ]|0〉 = 0 . (2.35)
Because there are as many operators Q†ν , Qν as there are
components a†mai, a
†
iam we also can write for (2.35)
〈0|[H, a†mai]|0〉 = 〈0|[H, a†iam]|0〉 = 0 , (2.36)
where we again recall our convention m > i. One
also checks that with these relations the eventual non-
hermiticity of the off-diagonal matrices in the RPA ma-
trix (2.23) disappears. It also implies that the time
derivative of the single-particle density matrix is zero at
equilibrium, that is, it is stationary.
Equations (2.36) are of the one-body type and one can
directly verify that with a Slater determinant as a ground
state they reduce to the HF equations. However, with
the RPA ground state the single-particle basis becomes
coupled to the two-body RPA correlations as follows∑
m′
Hmm′Cm′α = ǫαnαCmα , (2.37)
where Cmα are the transformation coefficients defining
the basis in which the density matrix is diagonal, the
so-called canonical basis, that is
a†kµ =
∑
α
Ckαc
†
αµ . (2.38)
We also introduced as short-hand notation
Hmm′ ≡ nm
∑
µ
ǫµCmµCm′µ
+
1
2
∑
jkl
∑
µβγδ
[〈mjkl〉Vαβγδ + 〈jmkl〉Vβαγδ
+ 〈kjml〉Vγβαδ + 〈ljkm〉Vδβγα]Cm′µCjβCkγClδ ,
(2.39)
where 〈ijkl〉 ≡ 〈a†iaja†kal〉 are the two-body densities
which, together with occupation numbers nm, depend
on the RPA amplitudes.
So this is the outline of the most general RPA scheme
with a correlated ground state based on a one-body op-
erator to generate excited states. We now will pass to
some useful and simplifying approximations.
B. Renormalized RPA
There exists a first relatively easy to handle approxi-
mation of the SCRPA equations which is usually called
the renormalized RPA. Due to its simplicity for numerical
realisation with existing standard RPA-codes, it has been
applied in the past quite frequently. We, therefore, will
give in Sect. II.D a summary of applications and possible
properties and here we will only present the basics. The
so-called renormalized RPA (r-RPA) is a particular ver-
sion of SCRPA, defined by the factorisation of two-body
densities.
〈a†ma†najai〉 ≃ 〈a†mai〉〈a†naj〉 − 〈a†maj〉〈a†nai〉 .(2.40)
It was introduced by Hara [46], but it became popular
after the paper of Catara et al. [47], introducing a simple
boson mapping method to estimate one-body densities in
terms of RPA amplitudes (the so-called Catara method).
The r-RPA system of equations has practically the
same form as the standard RPA one, but the matrix el-
ements for a Hamiltonian H = H0 + V are given by (we
suppose that we work in the canonical basis where the
s.p. density matrices are diagonal)
∑
k′1k
′
2
S˜k1k2k′1k′2N−1k′1k′2χ
ν
k′1k
′
2
=
∑
k′1k
′
2
ǫk1k2δk1k′1δk2k′2 +Nk1k2 v¯k1k′2k2k′1χ
ν
k′1k
′
2
= Ωνχ
ν
k1k2 ,
(2.41)
with ǫk1k2 = ǫk1 − ǫk2 . More explicitly in terms of the
matrices defined in (2.23) we can write
Ami,m′i′ = 1
2
(
N
1/2
mi N
−1/2
m′i′ +N
1/2
m′i′N
−1/2
mi
)
× (ǫm′mδii′ − ǫii′δmm′) +N1/2mi N1/2m′i′〈im′|v|mi′〉
Bmi,m′i′ = N1/2mi N1/2m′i′〈ii′|v|mm′〉 , (2.42)
where the single-particle mean-field (MF) energies are
given by
ǫm′m = 〈m′|H0|m〉+
∑
k
nk〈m′k|v|mk〉
ǫii′ = 〈i|H0|i′〉+
∑
k
nk〈ki|v|ki′〉 , (2.43)
and where Nmi is the metric matrix written in terms of
one-body densities nm
Nmi = 〈0| [Aim, Ami] |0〉 = ni − nm . (2.44)
The one-body quasiparticle density can be expressed in
terms of RPA amplitudes up to a fourth order precision,
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by using the number operator method [16, 47], i.e.
np = 〈0|n†pnp|0〉
≈
∑
hνν′
δνν′ − 1
2
∑
p′h′
Np′h′X
ν′
p′h′X
ν∗
p′h′
NphY νphY ν′∗ph
nh = 〈0|n†hnh|0〉 ≈ 1−∑
pνν′
δνν′ − 1
2
∑
p′h′
Np′h′X
ν′
p′h′X
ν∗
p′h′
NphY νphY ν′∗ph .
(2.45)
It consists of working only with ph configurations like
in the standard RPA and in retaining only in a system-
atic way the single-particle density matrices. The latter
are expressed in a simple way by the Y -amplitudes of
the r-RPA what constitutes a relatively easy to handle
self-consistency problem. It is described in several pub-
lications and we will skip the details here referring the
reader to examples, where the r-RPA method has been
applied, in Sect. III.D. Let us only mention here that
the r-RPA amplitudes can sustain all indices as SCRPA
besides diagonal configurations. In this case r-RPA keeps
all desirable properties of standard RPA intact.
C. The correlation energy and the boson aspect of
the Self-Consistent Random Phase Approximation
(SCRPA)
We now come to an important aspect of the SCRPA
approach as given in (2.23). It namely turns out that,
like with standard RPA, also SCRPA is equivalent to a
bosonisation. This stems from the fact that (2.23) has ex-
actly the same mathematical structure as standard RPA
[5]. Let us sketch shortly how this boson aspect can be
made manifest. Since, as said, the structure of (2.23)
is exactly the same as the one of standard RPA [5], the
former can also be represented by a boson Hamiltonian
HB = EHF − 1
2
∑
m>i
Amimi
+
1
2
(
B† B
)(A B
B∗ A∗
)(
B
B†
)
, (2.46)
where B†, B are ideal boson operators. This boson
Hamiltonian can be diagonalized with a Bogoliubov
transformation
O†ν =
∑
m>i
[XνmiB
†
mi − Y νmiBmi] , (2.47)
what yields
HB = ERPA +
∑
ν
ΩνO†νOν , (2.48)
with
ERPA = EHF −
∑
ν
Ων
∑
k>k′
|Y νkk′ |2
= −1
2
TrA+ ~
2
∑
ν>0
Ων = −1
2
∑
ν>0
(ETDAν − Ων) ,
(2.49)
where ETDAν is the corresponding excitation energy in
Tamm-Dancoff approximation [5]. It is interesting to
transform the X,Y amplitudes into position Q and mo-
mentum P amplitudes via, see [5]
Qνmi =
√
~
2MνΩν
(X − Y ∗)νmi
P νmi = i~
√
MνΩν
2~
(X + Y ∗)νmi , (2.50)
whereMν is the mass parameter defined in [5]. With this
the correlation energy is written as
ERPA =
∑
miν
[
P νmi
2
2Mν
+
Mν
2
Ω2νQ
ν
mi
2] . (2.51)
For example, in the case of the spurious translational
mode where Ων = 0 and the X,Y amplitudes diverge,
the correlation energy becomes
ERPA = −
∑
mi
|〈m|pˆ|i〉|2
2Am
, (2.52)
where pˆ is the momentum operator and A the total num-
ber of nucleons. The correlation energy corresponding to
the translational mode is thus just the kinetic energy of
the whole system.
The corresponding ground state wave function is
|Z) = exp
 ∑
m>i,n>j
zkk′ll′B
†
miB
†
nj
 |0) , (2.53)
with B|0) = 0 defining the simple boson vacuum and
Oν |Z) = 0 the RPA boson vacuum with 2zminj =
[Y X−1]minj .
Details of the derivation of (2.48) can be found in [5].
The correlation functions in the double commutators of
A and B matrices can also be evaluated with the bosoni-
sation. Most importantly, one obtains for the occupation
numbers as with standard RPA
np1 =
∑
k2<p1,ν
|Y νp1k2 |2 ; nh2 = 1−
∑
k1>h2,ν
|Y νk1h2 |2 .
(2.54)
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We will give the derivation of this formula later in the
Sect. IV of the Green’s functions. Actually it is known
since long that from boson expansion theory we immedi-
ately find [5]
〈|chc†h′〉 →
∑
p
(0|B†phBph′ |0) =
∑
p,ν
Y νphY
ν∗
ph′ , (2.55)
and
〈|c†pcp′〉 →
∑
h
(0|B†phBp′h|0) =
∑
h,ν
Y νphY
ν∗
p′h . (2.56)
Also the other correlation functions figuring in the RPA-
matrix can be expressed via the bosonisation by the RPA-
amplitudes.
Let us trace back from where the fact that we end
up with a boson theory took its origin. It clearly is
rooted in the fact that with our operator (2.8) we
cannot find a ground state wave function which fulfills
the annihilating condition (2.2). If there existed a
fermionic ground state wave function which fulfills the
annihilating condition, the Pauli principle would not be
violated. We, therefore, will refer to the approximation
that we take the annihilating condition as fulfilled,
where it is not, as the boson approximation. A crucial
consequence of this boson approximation is the form,
in which the correlation energy (2.49) is given, which
again is unaltered from the standard RPA expression.
In all of our applications with SCRPA we will use this
expression. It is also important, as already shortly
mentioned, to realize that the generalized RPA operator
with all possible indices is necessary to maintain all
the appreciated qualities of standard RPA as there are
fulfillment of the sum-rule, appearance of the Goldstone
mode in case of spontaneously broken symmetries, Ward
identities, etc. We will come back to this later in Sect.
VII.
D. SCRPA in the particle-particle channel
It also shall be clear that the SCRPA approach which
we sketched above in the channel of fluctuations of the
density operator can, in a very analogous way, also be
developed in the particle pair fluctuation channel, i.e. in
the particle-particle (pp) channel, where the pp ladders
are summed. This leads e.g. to the Feynman-Galitskii
T-matrix [4], as well as to the Thouless criterion for the
onset of superfluidity [48]. In this section we will restrict
the range of indices to particle states (p) and hole states
(h), despite the fact that a more general domain of in-
dices, analogous to the ph channel, is certainly possible.
However, in the pp-channel this is not studied so far and
we will refrain from this generalisation.
The starting point is the definition of the so-called two
particle addition operator
A†α =
1
2
∑
p1p2
Xαp1p2a
†
p1a
†
p2 −
1
2
∑
h1h2
Y αh1h2a
†
h1
a†h2 ,
(2.57)
where p, h again refer to the particle and hole states cor-
responding to an optimal single-particle basis yet to be
defined. The Xα, Y α amplitudes can, as before, be de-
termined from the extremal condition of the generalised
sum rule
Ωα =
〈0|[Aα, [H,A†α]]|0〉
〈|[Aα, A†α]〉
, (2.58)
which leads to( A B
−B −C
)(
Xρ
Y ρ
)
= Ωρ
(
Xρ
Y ρ
)
, (2.59)
with
Ap1p2p′1p′2 = 〈0|[δPp1p2 , [H, δP
†
p′1p
′
2
]]|0〉
Bp1p2h1h2 = 〈0|[δPp1p2 , [H, δP †h1h2 ]]|0〉
Ch1h2h′1h′2 = 〈0|[δPh1h2 , [H, δP
†
h′1h
′
2
]]|0〉 , (2.60)
and
δP †p1p2 =
a†p1a
†
p2√
1− np1 − np2
δP †h1h2 =
a†h1a
†
h2√|1− nh1 − nh2 | . (2.61)
As one verifies, the eigenvalues correspond to those,
where one adds or removes two particles from the original
ground state |0〉 with N particles. We again have to as-
sume that the ground state is the vacuum to the addition
operators, i.e. Aρ|0〉 = 0 (however, an exact annihilat-
ing condition can again be found with an extended RPA
operator as in Sect. II.C). Also the Xρ, Yρ amplitudes
have the orthonormality and completeness relations of
standard pp-RPA, as described in textbooks [5], so we
do not repeat them here. Quite analogously we can de-
fine the removal operators
R†ρ =
1
2
∑
h1h2
Xρh1h2ah2ah1 −
1
2
∑
p1p2
Y ρp1p2ap2ap1 .
(2.62)
Again amplitudes can be determined from the station-
arity of the corresponding sum rule. The resulting RPA
equations have a similar structure as in Eqs. (2.59)
and (2.60). Actually, the content of RPA equations for
removal is the same as the one for addition. Only the
amplitudes Xα, Y α and Xρ, Y ρ have subtle relations in-
volving interchange of p↔ h indices and relative phases.
There exist quite extended applications to the pairing
Hamiltonian of this self-consistent particle-particle RPA
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(SCppRPA), where things are explained in detail and
which we shortly will review in the Application Sect.
III.D.
In analogy to the particle-hole case, there also exists
an exact annihilator of the CCD wave function |Z〉 in the
particle-particle case. We write the Z-operator (2.13) in
a different but equivalent form
Zˆ =
1
4
∑
p1p2h1h2
zp1p2h1h2P
†
p1p2Ph1h2 (2.63)
with the pair operators P †k1k2 = a
†
k1
a†k2 . The annihilation
operator then writes
Aα =
1
2
∑
p1p2
Xαp1p2Pp2p1 −
1
2
∑
h1h2
Y αh1h2Ph1h2
+
1
2
∑
p1p2h1h2
ηαp1p2h1h2Sp1p2Ph1h2 (2.64)
with Sp1p2 = a
†
p1ap2 .
The relations between the various amplitudes are
1
2
∑
p1p2
Xαp1p2zp1p2h1h2 = Y
α
h1h2∑
p1
Xαp2p1zp1p3h1h2 = η
α
p3p2h1h2 (2.65)
Similar to the SCRPA correlation energy, an analogous
expression can be derived for the pp-case
ERPAcorr = −
1
2
∑
α
Ωα
∑
hh′
|Y αhh′ |2 −
1
2
∑
ρ
Ωρ
∑
pp′
|Y ρpp′ |2
=
∑
α
Ωα − TrA =
∑
ρ
Ωρ +TrC
=
1
2
[
∑
α
Ωα − TrA]− 1
2
[
∑
ρ
Ωρ +TrC] . (2.66)
An application of these equations to the pairing model
will be given in Sect. III.
In conclusion of the Sects. II.A-II.D, we explained in
some detail how two body correlations can be calculated
from the establishment of generalised self-consistent
RPA equations, which can be paraphrased as resulting
from a Bogoliubov approach for fermion pair operators.
As the standard RPA equations, the self-consistent ones
are of the Schro¨dinger type, they, therefore, may be
numerically tractable. We should, however, point out
that, in spite of the analogy with Bogoliubov theory
for ideal bosons, the present approach for fermion pairs
is not based on an explicit many-body ground state
wave function and, therefore, is not a truly Raleigh-Ritz
variational principle. Also the Pauli principle, though
certainly much better treated than in standard RPA, is
not rigorously satisfied. This also stems from the fact
that, in order to make the SCRPA equations fully self-
contained, some approximations had to be introduced,
which, for example, for the occupation numbers involve
an expansion in powers of the RPA amplitudes. We will
below present some applications to model cases, where
we will show the progress, which has been achieved
with respect to standard RPA. An important aspect of
SCRPA also is that conservation laws and Goldstone
theorem in case of broken symmetries can be conserved,
as this is the case with standard RPA. With Schro¨dinger
type of extensions of RPA theory, this is not at all
evident. Also the Raleigh-Ritz variational aspect can
still be improved as we will show in Sect. VII, that with
an extended RPA operator one can solve (2.2) and give
the corresponding ground state wave function explicitly
in full generality for interacting Fermi systems.
E. Self-consistent Quasiparticle RPA (SCQRPA)
It is relatively evident how to generalise SCRPA to the
superfluid case, where we want to call it self-consistent
quasiparticle RPA (SCQRPA). We pose the same RPA
operator as for standard QRPA
Q†ν =
∑
k>k′
[Xνkk′α
†
kα
†
k′ − Y νkk′αk′αk] , (2.67)
where α† and α are the usual quasiparticle (q.p.) creation
and destruction operators [5]. Formally the SCQRPA
equations also are obtained from a minimisation of the
energy weighted sum-rule (1.2) with, however, the Hamil-
tonian written with quasiparticles. The self-consistency
for the X,Y amplitudes can be established as in the non-
superfluid case. A point of discussion can be whether one
should include to the RPA operator the scattering states.
This can be done in adding a α†kαk′ term to the operator.
The problem of the ground state wave function also can
be solved with a further extension. Let us consider the
following Coupled Cluster Doubles state
|Z〉 = exp
[
1
4!
∑
k1k2k3k4
zk1k2k3k4β
†
k1
β†k2β
†
k3
β†k4
]
|BCS〉 .
(2.68)
The corresponding exact annihilator can be given as fol-
lows
Qν =
∑
k>k′
[Xνkk′β
†
kβ
†
k′ − Y νkk′βk′βk]
+
∑
k1<k2<k3
ηνk1k2k3k4β
†
k1
β†k2β
†
k3
βk4 , (2.69)
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with X,Y antisymmetric in k, k′ and η antisymmetric in
first three indices. Applying this operator on our CCD
state, we find Qν |Z〉 = 0, where the relations between
the various amplitudes turn out to be
Y νll′ =
∑
k<k′
Xνkk′zkk′ll′
ηνl2l3l4k′ =
∑
k
Xνkk′zkl2l3l4 . (2.70)
As before, to work with the extended operator is not
much studied and remains, in general, a task for the fu-
ture. However, some indications of how to tackle this
problem at least approximately will be given in Sect. VII.
SCQRPA has only been applied to a very simple two-
level pairing model [49]:
H =
ǫ
2
∑
j
jNj − gΩ
∑
jj′
A†jAj′ , j = ±1 , (2.71)
where Ω is the degeneracy of upper and lower levels and
ǫ is the level spacing. The operators Nj , A
†
j , Aj are the
usual ones of the pairing Hamiltonian given below in the
Application section III.D. The results are quite encour-
aging, but more realistic applications have to wait. An
instructive result may be how the gap equation becomes
renormalized
∆i =
∑
j
g˜ij
∆j
2
√
ξ2j +∆
2
j
, (2.72)
where g˜ij is the renormalized pairing force containing X
and Y amplitudes, what is also the case for the single-
particle energies ξi. For the detailed expressions the
reader may look up the original paper [49]. This gap
equation with effective constants is equivalent to the
EOM which determines the mean-field: 〈[H,αiαj ]〉 = 0,
what is the analogue to the generalized mean-field equa-
tion (2.36).
F. Number conserving ph-RPA (NCphRPA) in
superfluid nuclei
Quasiparticle RPA has, of course, the drawback that
it violates particle number conservation. Particle-number
projection at the RPA level has been earlier proposed in
Refs. [50, 51]. The procedure requires the projection of
two-quasiparticle states and a subsequent reorthogonal-
ization, mixing particle-hole excitations in the A system
with particle-particle in the A-2 system and hole-hole in
the A+2 system. For these reasons, it has been seldom
used in β and double-β decay calculations [52, 53]. It is,
thus, very interesting that one can build a ph-RPA on a
number projected HFB ground state where the latter is
given in the canonical basis by
|PHFB〉 = Γ†|vac〉 , Γ† =
L∑
i=1
zia
†
ia
†
ı¯ , (2.73)
where the ı¯ are the conjugate orbitals to the s.p. states i.
For axially deformed systems, Jz is conserved and ı¯ has
the opposite spin to i. The pair condensate (2.73) is the
vacuum of a complete set of annihilator operators [54].
The subset of annihilators that conserves spin is
Cij = zia
†
iaj − zja†j¯aı¯ , i 6= j . (2.74)
Since [Cij ,Γ
†] = 0, it follows immediately
Cij |PHFB〉 = 0 . (2.75)
We are now exactly in an analogous situation to the HF-
RPA approach, where the a†hap hp-operators annihilate
the HF ground state. Therefore, we now will build a ph-
RPA approach, which has |PHFB〉 as a reference state
Q†ν =
∑
i>j
XνijC
†
ij − Y νijCij . (2.76)
Notice that for zi = Θ(M − i), the pair condensate
reduces to a HF Slater determinant and (2.76) is the
standard ph-RPA operator. In the general case of a su-
perfluid pair condensate, this definition of the RPA oper-
ators allows us to launch the usual EOM machinery and
establish the RPA equations with PHFB as the reference
state. Of course, it is clear that no particle number vi-
olation has occurred. The price to pay is that we must
have a correlated PHFB state as input. However, particle
number projection is relatively easy and is now performed
mostly routinely. Similarly, there are powerful techniques
to evaluate the expectation values of the two-body oper-
ators in the A and B matrices. The complete NCphRPA
formalism developed in [54] is an adaptation to nuclear
physics of the generalized RPA theory proposed in quan-
tum chemistry [55]. The lack of superconducting correla-
tions made the theory inefficient in quantum chemistry,
though it could find a fertile area for applications in open
shell nuclei.
The Agassi model [56] was chosen for a pilot appli-
cation of the NCphRPA theory, since it is the simplest
model that mixes particle-hole and pairing correlations.
The Agassi Hamiltonian combines the Lipkin model with
the two-level pairing model
H = J0− Σ
2j − 1
∑
σσ′
A†σAσ′−
χ
2(2j − 1) [J
2
++J
2
−] , (2.77)
where σ = ±1 labels each of the two single-particle levels
and Σ and χ are the coupling constants in the pairing,
respectively ph-channels. The pair creation operators are
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FIG. 1. Phase diagram of the Agassi Hamiltonian (2.77).
The dotted line with χ = 1/2 will be used to benchmark the
NCphRPA.
A†σ =
j∑
m=1
a†σ,ma
†
σ,−m
A†0 =
j∑
m=1
(
a†−1,ma
†
1,−m − a†−1,−ma†1,m
)
, (2.78)
and the ph operators are
J+ =
j∑
m=−j
a†1ma−1m = (J−)
†
J0 =
1
2
j∑
m,=−j
(
a†1ma1m − a†−1ma−1m
)
. (2.79)
The Agassi model has a rich phase diagram that has
been studied in [57, 58] within the HFB approximation.
Fig. 1 shows the phase diagram at half filling. It displays
a normal (spherical) phase for χ < 1 and Σ < 1, a ph
parity broken (Deformed) phase for χ > 1 and χ > Σ,
and a superconducting (Superfluid) phase for Σ > 1 and
Σ > χ. The horizontal dotted line at χ = 1/2 repre-
sents an ideal path to test the NCphRPA since it has
important ph correlations and a phase transition from
normal to superconducting. As expected, in NCphRPA
the collective ph-RPA excitation shows a smooth behav-
ior across the transition, as opposed to (Q)RPA with the
usual kink at the transition point (see [54]). The differ-
ences between both approaches can be more readily seen
in the transition probabilities that are more sensitive to
the wave functions. Fig. 2 shows the transition matrix
element of the Jx operator between the first excited state
and the ground state for a finite system with j = 10; the
inset shows the expectation value of the J0 operator in
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FIG. 2. Transition matrix element of Jx between the excited
state and the GS for level degeneracy j = 10 and χ = 1/2
as a function of Σ. The inset shows the ground state expec-
tation value of the operator J0. The solid line depicts the
exact rsults, the dashed line NCphRPA, and the dotted line
(Q)RPA.
the ground state. In both cases the NCphRPA improves
over (Q)RPA overcoming the abrupt change at the phase
transition of the (Q)RPA for Σ = 1/2. The theory could
be extended to describe large amplitude collective mo-
tion within a particle-number projected adiabatic time-
dependent HFB theory for nuclear fission studies [59].
However, since the theory is very recent, no other appli-
cations, e.g., for realistic systems exist so far.
G. Odd-particle number random phase
approximation
The EOM can also be applied to obtain RPA-type of
equations for systems with an odd number of particles
[60]. We again consider the CCD state of (2.12). We
study the following two quasiparticle operators which can
be classified, as for the ppRPA, as addition and removal
operators
q†α =
∑
p
uαp c
†
p −
1
2
∑
hh′p
V αhh′pc
†
hc
†
h′cp
q†ρ =
∑
h
uρhch −
1
2
∑
pp′h
V ρpp′hc
†
hcpcp′ . (2.80)
It can easily be shown that the corresponding destruction
operators qα and qρ annihilate the |Z〉 state of (2.12)
under the conditions
∑
p
uα∗p zpp′hh′ = V
α∗
hh′p′∑
h
uρ∗h zpp′hh′ = V
ρ∗
pp′h′ . (2.81)
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With our usual EOM technique one obtains the following
secular equation for the amplitudes of the, e.g., qα mode
(H00 H01
H10 H11
)(
u
V
)
= λ
(
n00 n01
n10 n11
)(
u
V
)
, (2.82)
with
H00 = 〈{cp, [H, c†p1 ]}〉
H01 = H10 = 〈{cp, [H, c†h1c
†
h′1
cp1 ]}〉
H11 = 〈{c†ch′ch, [H, c†h1c
†
h′1
cp1 ]}〉 , (2.83)
and
n00 = 1
n01 = n10 = 〈{cp, c†h1c
†
h′1
cp1}
n11 = 〈{c†ch′ch, c†h1c
†
h′1
cp1}〉 , (2.84)
where {.., ..} is the anticommutator and analogous equa-
tions hold for the qρ mode. How this goes in detail, we
can see in Ref. [60] from where the matrix elements in
(2.83) can be deduced, see also [61], and in the single-
particle Green’s function section V, since it is evident
that this scheme has a direct relation with the s.p. Dyson
equation and a specific form of the self-energy. Below,
in Sect. V.C we will present an application to the Lip-
kin model. It is worth mentioning that if Eqs.(2.82) are
solved in the full space, they show the appreciable prop-
erty to fulfill the Luttinger theorem for the s.p. occupa-
tion numbers [148].
III. APPLICATIONS OF SCRPA
In this section, we will show on concrete examples how
to go beyond standard RPA in taking into account the
fact that the whole medium is correlated and not only the
two fermions are explicitly under consideration. This ex-
tension is the SCRPA introduced in Sect. II. We first will
present the pairing model which has been treated with
high dimensional configurations. As a second example,
we will consider the three-level Lipkin model which has
the interesting feature of a spontaneously broken sym-
metry. Therefore, the question of the appearance of a
Goldstone mode, important for the fulfillment of conser-
vation laws, can be studied. As a third model, the 1D
Hubbard model with a finite number of sites is presented.
Various applications of the r-RPA will also be discussed
at the end of this section.
A. Picket Fence (Pairing) Model
As a first example we treat the picket fence model [23].
It is defined as the standard pairing Hamiltonian, spe-
cialised, however, to equidistant levels and each level can
accommodate only one pair, let us say spin up/down.
This model was exactly solved by Richardson many years
back [62].
The picket fence (PF) Hamiltonian is given by
H =
Ω∑
i=1
(ǫi − λ)Ni −G
Ω∑
i,j=1
P †i Pj , (3.1)
with
Ni = c
†
i ci + c
†
−ic−i , P
†
i = c
†
i c
†
−i , (3.2)
where c†i creates a fermion particle in the i-th level with
spin projection m = 12 and c
†
−i with m = − 12 . Ω is
the total number of levels, G is the pairing interaction
strength and the single-particle levels are equally spaced,
i.e. ǫi = iǫ. The chemical potential λ will be defined such
that the system is completely symmetric with respect to
particles and holes.
Application of EOM to the pairing model. First we will
show how to treat the system by the Equation of Motion
Method. We will assume that the system is half filled
with number of pairs N = Ω/2. The particle and hole
states are defined by
Nh|HF 〉 = 2 , Np|HF 〉 = 0 , (3.3)
where |HF 〉 simply stands for the uncorrelated Slater de-
terminant with 2N particles. The particle states p cor-
respond to ǫp > λ and the hole states h to ǫh < λ.
FIG. 3. Ground state correlation energies of the system with
Ω = 10 as a function of the pairing strength G.
In this case, with no single-particle occupations al-
lowed, the following relation is fulfilled
P †i Pi + PiP
†
i = 1 , (3.4)
which implies
Ni = 2P
†
i Pi . (3.5)
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We can write (3.1) in a more convenient ph symmetric
way defining operators as P †h = −Qh, P †p = Q†p, Nh =
2−Mh, Np =Mp. Using for the chemical potential
µ = ǫ(N +
1
2
)− G
2
, (3.6)
we arrive at a redefinition of the Hamiltonian (3.1) in the
following way
H = −ǫN2 +
N∑
p=h=1
[
ǫ
(
p− 1
2
)
+
G
2
]
(Mp +Mh)
− G
∑
pp′
Q†pQp′ −G
∑
h′
Q†hQh′
− G
∑
ph
(
Q†pQ
†
h +QhQp
)
. (3.7)
In this form the complete symmetry between particle and
hole states becomes evident [23].
FIG. 4. Second excited state energy of the system with Ω =
10 and N = 12 particles relative to the ground state of the
system with Ω = N = 10.
Following the definitions given in Eqs. (2.57) and
(2.62), let us now write out the RPA addition and re-
moval operators corresponding to this model,
A†ρ =
∑
p
XρpQ
†
p −
∑
h
Y ρp Qh , (3.8)
being the addition operator and
R†α =
∑
h
Xαp Q
†
h −
∑
p
Y αp Qp , (3.9)
the removal operator where Qp = Qp/
√
1− 〈Mp〉 and
Qh = Qh/
√
1− 〈Mh〉. The matrix elements A,B, C of
(2.60) can fully be expressed by the RPA amplitudes with
TABLE I. Excitation energy of the first addition mode as a
function of G obtained with exact calculation, with the RPA,
SCRPA1 , and SCRPA methods, for Ω = 10, see [43].
G Exact RPA SCRPA1 SCRPA
.00 1.0000 1.0000 1.0000 1.0000
.05 1.0003 0.9940 1.0005 1.0003
.10 1.0011 0.9732 1.0034 1.0014
.20 1.0053 0.8604 1.0279 1.0119
.30 1.0143 0.5257 1.0970 1.0539
.33 1.0184 0.2574 1.1266 1.0758
.34 1.0199 *** 1.1372 1.0840
.35 1.0216 *** 1.1481 1.0927
.36 1.0233 *** 1.1592 1.1018
the help of the techniques outlined in Sect. II. Since they
are given by Eqs. (20)-(35) in [43], we will not repeat this
here.
In order to fully close the set of SCRPA equations,
we still must express the correlation functions 〈MiMj〉
through the RPA amplitudes, which is the usual some-
what difficult point with SCRPA. In this model, this can
also be done exactly, though it is relatively involved. It
is explained in Ref. [43]. Here, we will confine ourselves
in a first application with the often used approximation
〈MiMj〉 ≈ 〈Mi〉〈Mj〉, which in this model is very good.
We show the results in Fig. 3 for the ground state corre-
lation energy and in Fig. 4 for the second excited state
[23]. In these figures we see the dramatic improvement
of SCRPA over standard RPA. Indeed, standard RPA
shows the usual collapse of the first excited state at the
critical value of the coupling strength. On the contrary,
in this case of ten levels the first and second, see [23],
excited states of SCRPA show, in agreement with the
exact solution, an upward trend signaling that the origi-
nal attractive force has been overscreened and converted
into a repulsive one. This is a very strong feature of the
present solution showing that the screening of the force
(here actually over-screening) is very well taken into ac-
count in SCRPA. The physical origin of the repulsion
stems from the very strong action of the Pauli principle
in this model, since each level can only be occupied by
zero or two particles.
In Table I we show the quality of the various approxi-
mations. SCRPA1 means that the above mentioned fac-
torization approximation of [23] is applied, while SCRPA
stands for the full SCRPA solution without approxima-
tion of [43]. One point to be mentioned here is the fol-
lowing, see Ref. [43]. Since in this model the SCRPA
could be pulled through without any approximations, it
shows the possibility to study the fulfillment of the Pauli
principle. In Ref. [43] it was shown in studying certain
two-body correlation function that the Pauli principle is
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slightly violated (remember that the Pauli principle acts
very strongly in this model). This feature stems from
the fact that the annihilating condition (2.2) has no so-
lution for the ground state with the present RPA oper-
ators (3.8) and (3.9) and its use, therefore, implies an
approximation in the SCRPA scheme. In this model we,
however, see that the deviation from the solution of (2.2)
for the ground state is very mild. Since, as mentioned,
the Pauli principle plays a crucial role here, we can sur-
mise that the features of SCRPA found in this model can
be transposed also to more general cases.
FIG. 5. Occupation numbers 〈Mp〉/2 for the first two parti-
cle states p = 1, 2 as a function of G for Ω = 4. Full thin
line: exact result; dotted line: standard ppRPA; thick full
line: SCRPA1 (meaning with the factorization approxima-
tion); thick dots: full SCRPA.
It is also interesting to show some results concerning
the occupation numbers like in Fig. 5 [43]. Again, one
notices a very strong improvement over standard RPA
results.
B. Three-level Lipkin Model
We have chosen as a next numerical application the
three-level Lipkin model, corresponding to an SU(3) al-
gebra [45]. This model has been widely used in order
to test different many-body approximations [63–67]. In
analyzing this model we have used a particular form of
the Hamiltonian, namely
H =
2∑
α=0
ǫαKαα − V
2
2∑
α=1
(Kα0Kα0 +K0αK0α) ,(3.1)
with
Kαβ =
N∑
µ=1
c†αµcβµ , (3.2)
which are the generators of the SU(3) algebra. By ǫα we
denoted the single-particle energies. According to Ref.
[67], for the three-level Lipkin model the HF transforma-
tion matrix defined by
a†kµ =
2∑
α=0
Ckαc
†
αµ , (3.3)
can be written as a product of two rotations, in terms of
two angles (φ, ψ). The expectation value of the Hamilto-
nian (3.1) on the HF vacuum has a very simple form
〈HF |H |HF 〉 = Nǫ[e0cos2φ+ e1sin2φcos2ψ
+ e2sin
2φsin2ψ − χsin2φcos2φ] , (3.4)
where we introduced the following dimensionless nota-
tions
ek =
ǫk
ǫ
, χ =
V (N − 1)
ǫ
. (3.5)
The Hamiltonian (3.1) has two kinds of HF minima,
namely a ’spherical’ minimum and a ’deformed’ one
1) φ = 0, ψ = 0 , χ < e1 − e0 ,
2) cos 2φ =
e1 − e0
χ
, ψ = 0, χ > e1 − e0 .(3.6)
According to Ref. [45], for any mean field (MF) mini-
mum one obtains ψ = 0, independent of which kind of
vacuum (correlated or not) we use to estimate the expec-
tation values. We remark, however, that for e1 = e2 (3.4)
becomes independent of ψ and therefore we can expect a
Goldstone mode in the symmetry broken phase.
For the above mentioned minima one obtains that the
standard RPA matrix elements have very simple expres-
sions [67] and the A and B RPA matrices are diagonal.
The RPA frequencies are easy to evaluate
ω2k = A2kk − B2kk , k = 1, 2 , (3.7)
where the indices k = 1, 2, 3 shall be identified with the
following configurations
10→ 1, 20→ 2, 21→ 3. (3.8)
For the ph-amplitudes one gets(
Xνk
Y νk
)
=
1√
2
[Akk
ωk
± 1
]1/2
δkν . (3.9)
We fix the origin of the particle spectrum at e0 = 0. Then
for a spherical vacuum with φ = 0 the RPA energies are
given by
ων = ǫν
[
1−
(
χ
eν
)2]1/2
, ν = 1, 2 , (3.10)
with the corresponding RPA amplitudes(
Xνk
Y νk
)
=
1√
2
[
ǫk
ωk
± 1
]1/2
δkν . (3.11)
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As it was shown in Ref. [67], if the upper single-particle
levels are degenerate, i.e. ∆ǫ ≡ ǫ2 − ǫ1 = 0, for the
values of the strength χ > e1, in the ”deformed region”,
i.e. with φ 6= 0 given by HF minimum, one obtains a
Goldstone mode. In this case by considering e1 = 1 one
obtains for the excitation energies
ω1 = ǫ
√
2(χ2 − 1) ,
ω2 = 0 . (3.12)
Application of Self-consistent RPA (SCRPA) to the
three-level Lipkin model. The SCRPA operator includ-
ing scattering terms, see Sect. II, is given by
Q†ν =
∑
m>i
(
Xνmi
Ami√
ni − nm − Y
ν
mi
Ami√
ni − nm
)
(3.13)
in terms of the pair operators in the MF basis
Ami =
N∑
µ=1
a†mµaiµ =
∑
αβ
CmαCiβKαβ . (3.14)
Let us first discuss the SCRPA results in the spheri-
cal region, i.e. the region where the generalised mean
field equation has only the trivial solution φ = 0. In
comparison with standard HF this region is strongly ex-
tended. The content of the spherical region depends on
the particle number. For N = 20 the spherical region is
typically extended by a factor of 1.5. This comes from
the self-consistent coupling of the quantal fluctuations to
the mean field and actually corresponds to a weakening
(screening) of the force.
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FIG. 6. SCRPA excitation energies versus the strength pa-
rameter χ, for N = 20 and e0 = 0, e1 = 1, e2 = 2 (dashed
lines). By solid lines are given the lowest exact eigenvalues
and by dot-dashes the standard RPA energies.
Let us now consider the definite example e0 = 0, e1 =
1, e2 = 2 for N = 20. In Fig. 6 we show by dashed
lines the SCRPA results for the excitation energies, com-
pared with the exact ones (solid lines) and to standard
RPA (dot-dashes). We see that SCRPA strongly im-
proves over standard RPA and in fact first and second
excited states are excellently reproduced up to χ-values
of about χ ≈ 1.2. The third state has no analogue in
standard RPA and it must therefore be attributed to
the scattering configuration A21. The SCRPA solution
for the the third eigenvalue approximates rather well the
fifth exact eigenvalue in the range 0 < χ ≤ 1.0. Concern-
ing the SCRPA result, this seems quite surprising, since
naively one would think that for vanishing interaction the
SCRPA eigenvalue corresponding to the (21) component
should approach to the value ω3 → e2 − e1 = 1. In Ref.
[45] it is shown that this mode indeed corresponds to the
fifth exact eigenvalue ν = 5 as long as χ > 0. At exactly
χ = 0 the solution jumps to ω3 = 1.
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FIG. 7. The SCRPA excitation energies (full lines) compared
with the exact solution (broken lines) for N = 8. Dot-dashed
line gives standard RPA values.
In the deformed region a particular situation arises
in our model for ∆ǫ = ǫ2 − ǫ1 = 0, since, as already
mentioned, a spontaneously broken symmetry occurs in
this case. Here the standard HF-RPA exhibits its real
strength because, as shown in (3.12), a zero mode ap-
pears, which signifies that the broken symmetry is par-
tially restored, i.e. the conservation laws are fulfilled
[1, 5, 68]. This property is also fulfilled in SCRPA under
the condition that the scattering terms are included. In
this context we mention that the operator
Lˆ0 = i(K21 −K12) = i[A20 −A02)sinφ
+ (A21 −A12)cosφ] , (3.15)
where Aij are the pair operators (3.14) in the HF basis,
commutes with the Hamiltonian, i.e. [H, Lˆ0] = 0.
It is therefore a symmetry operator which can be iden-
tified with the z-component of the rotation operator. The
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existence of this symmetry operator is the reason why
equation (2.5) produces in the deformed region a Gold-
stone mode at zero energy (see also Eq. (3.12)).
Indeed, in this case the deformed RPA equations
possess a particular solution Q† = Lˆ0 and one has
〈0|[δLˆ0, [H, Lˆ0]]|0〉 = 0. This means that in the deformed
region Lˆ0 can be considered as an RPA excitation opera-
tor with |0〉 not being an eigenstate of Lˆ0 and producing
a zero excitation energy, i.e. the Goldstone mode. On
the contrary, in the spherical region the ground state is
an eigenstate of Lˆ0 and therefore it cannot be used as an
excitation operator.
In standard RPA, where the expectation values of the
(double) commutators are evaluated over the deformed
HF state, the scattering terms A12 and A21 in Lˆ0 auto-
matically decouple from the ph and hp space and that is
the reason why only ph (hp) components of the symme-
try operator suffice to produce the Goldstone mode. On
the other hand, if one works with a deformed correlated
ground state as in SCRPA, the scattering terms do not
decouple from the ph (hp) space and therefore the full
ph, hp, hh and pp space must be taken into account to
produce the Goldstone mode. Since in the latter case the
symmetry operator (3.15) is entirely taken into account,
this property follows again automatically.
The numerical verification of this desirable quality
of SCRPA must, however, be undertaken with care.
Indeed, a zero mode contains diverging amplitudes
which, injected into the SCRPA matrix, may not lead
to self-consistency. The way to overcome this difficulty
is to start the calculation with a finite small value of
∆ǫ, i.e. with a slight explicit symmetry breaking, and
then to diminish its value step by step. We, in this
way, could verify with very high accuracy that the zero
eigenvalue occurs in the deformed region for all values
of the interaction strength χ. This is shown in Fig. 7 by
the solid line which parallels very closely the horizontal
axis. Here we considered the value ∆ǫ = 0.001, but we
were able to reach the value ∆ǫ = 10−6. We, therefore,
see that our theoretical expectation is fully verified by
the numerical solution. In the same way we checked
that the energy weighted sum rule is fulfilled in SCRPA
in the symmetry broken phase with the Goldstone mode
present.
We also should comment about the other features seen
in Fig. 7. Up to about χ = 1.8, in the spherical region,
the first excited state is two-fold degenerate. After that
value the degeneracy becomes suddenly lifted and one
state goes into the Goldstone mode and the other more
or less joins the upgoing RPA state. If one chooses a
larger particle number, both states will become closer
and join the second band head of the model. This kind
of first order phase transition is an artefact of the theory
and does not happen in the exact solution. One probably
should include second RPA correlations to cure this, see
Sect. VII and also Sect.V.C. However, the appearance
of a Goldstone mode is a quite remarkable feature which
we will comment upon in more detail below.
As usual with a continuously broken symmetry, also
in the present model a clear rotational band structure is
revealed. The exact solution found by a diagonalisation
procedure has a definite angular momentum projection
L0. Moreover, the expectation value of the L
2
0 operator
has integer values, namely√
〈L20〉 = J = 0, 1, 2, ... (3.16)
The ground state ”rotational band” J = 0, 1, 2, ... is built
on top of the RPA excitation with a vanishing energy
(Goldstone mode).
As customary in RPA theory, one also can evaluate the
mass parameter of the rotational band within SCRPA.
By a straightforward generalisation we obtain for the mo-
ment of inertia (see e.g. Ref. [1, 5])
M = 2L∗0 (A− B)−1 L0 , (3.17)
whereA,B are the SCRPAmatrices and L0 is the angular
momentum operator (3.15), which should be written in
terms of normalised generators δQ†, i.e.
L0 = i
(
0, N
1/2
20 sinφ, N
1/2
21 cosφ
)
. (3.18)
For the standard RPA case, by using the correspond-
ing matrix elements, one obtains an analytical solution,
namely
M =
N(χ− 1)
ǫχ(χ+ 1)
, (3.19)
where N is the particle number. The SCRPA mass is
also obtained from (3.17) but using the SCRPA expres-
sions for the A and B matrices. The spectrum of the
first three states is shown in Fig. 8 in the range between
χ = 2 and χ = 5. We see that the exact spectrum is
very well approximated. These states correspond to the
ones seen in Fig. 7 in the same range of the coupling
constant. The first rotational state for 〈L0〉 matches
rather well with the lowest excited state of SCRPA in
the spherical region. However, this is not the case for
the higher-lying excitations.
In conclusion of this section, we can say that SCRPA
reproduces very well the ’spherical’ region of the three-
level Lipkin model. What is new is that the inclusion of
the scattering configurations allowed to obtain the Gold-
stone mode in the ’deformed’ region where a clear rota-
tional spectrum appears. The calculation of the SCRPA
moment of inertia then allowed to get a very accurate
reproduction of the rotational ground state band in this
model. We would like to point out that the appearance of
the Goldstone mode with a theory, which takes into ac-
count strong correlation beyond the ones of the standard
RPA theory, is highly non-trivial. To the best of our
knowledge, we are not aware of any other fully micro-
scopic extension of the RPA approach which has numer-
ically achieved this taking into account self-consistently
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FIG. 8. SCRPA rotational spectrum (dashed lines) and exact
energies (solid lines) for N = 20. The three levels correspond
to J = 1, 2, 3. These levels correspond to the three levels
between χ = 2 and χ = 5 in Fig.7.
screening of the interaction. The Kadanoff and Baym
formalism would lead even in this very simple model to
numerically almost inextricable complications.
C. Hubbard Model
In this Section we apply the SCRPA scheme to the
Hubbard model of strongly correlated electrons, which is
one of the most wide spread models to investigate strong
electron correlations and high Tc superconductivity. Its
Hamiltonian is given by
H = −t
∑
<ij>σ
c†iσcjσ + U
∑
i
nˆi↑nˆi↓ (3.20)
where c†iσ, ciσ are the electron creation and destruction
operators at site ‘i’ and the nˆiσ = c
+
iσ ciσ are the number
operators for electrons at site ‘i’ with spin projection σ.
As usual t, is the nearest neighbour hopping integral and
U the on site Coulomb matrix element.
As an example, we will consider the 1-dimensional 6
-sites case at half filling. With the usual transformation
to plane waves (we are considering periodic boundary
conditions, that is a ring) cj,σ =
1√
N
∑
k
ak,σe
−ikxj .
This leads to the standard expression for a zero range
two body interaction
H =
∑
k,σ
(ǫk − µ) nˆk,σ
+
U
2N
∑
k,p,q,σ
a†
k,σ
ak+q,σ a
†
p,−σ ap−q,−σ ,(3.21)
where nˆk,σ = a
†
k,σ
ak,σ is the occupation number opera-
tor of the mode (k, σ) and the single-particle energies are
given by ǫk = −2 t
D∑
d=1
cos (kd) with the lattice spacing
set to unity.
In the first Brillouin zone −π ≤ k < π we have for
N = 6 the following wave numbers
k1 = 0 , k2 =
π
3
, k3 = −π
3
,
k4 =
2π
3
, k5 = −2π
3
, k6 = −π . (3.22)
With the HF transformation
ah,σ = b
†
h,σ, ap,σ = bp,σ , (3.23)
such that bk,σ|HF 〉 = 0 for all k, we can write the Hamil-
tonian in the following way (normal order with respect
to b†, b)
H = HHF +H|q|=0+H|q|=π3 +H|q|= 2π3 +H|q|=pi , (3.24)
where the notations are given in [69]. The level scheme is
shown in Fig. 9. The hole states are labeled h = {1, 2, 3}
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FIG. 9. Excitation spectrum of HF at U = 0 for the chain
with 6 -sites at half filling and projection of spin ms = 0. The
occupied states are represented by the full arrows and those
not occupied are represented by the dashed arrows.
and the particle states p = {4, 5, 6}. The HF groundstate
is
|HF 〉 = a†1,↑ a†1,↓ a†2,↑ a†2,↓ a†3,↑ a†3,↓|−〉 . (3.25)
There are three different absolute values of momentum
transfers, as shown in Table II. Since the momentum
transfer |q| is a good quantum number, the RPA equa-
tions are block diagonal and can be written down for each
|q| -value separately. For example, for |q| = pi3 we have
the following RPA operator for charge and longitudinal
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TABLE II. The various momentum transfers in the 6 -sites
case.
|q| = 2pi
3
|q| = π |q| = pi
3
51→ q51 = −
2pi
3
61→ q61 = −π 42→ q42 = +
pi
3
41→ q41 = +
2pi
3
52→ q52 = −π 53→ q53 = −
pi
3
62→ q62 = +
2pi
3
43→ q43 = +π
63→ q63 = −
2pi
3
spin excitations
Q†|q|=π3 ,ν = X
ν
2↑,4↑K
+
4↑,2↑ +X
ν
2↓,4↓K
+
4↓,2↓
+ Xν3↑,5↑K
+
5↑,3↑ +X
ν
3↓,5↓K
+
5↓,3↓
− Y ν2↑,4↑K−2↑,4↑ − Y ν2↓,4↓K−2↓,4↓
− Y ν3↑,5↑K−5↑,3↑ − Y ν3↓,5↓K−3↓,5↓ , (3.26)
where
K±pσ,hσ =
J±pσ,hσ√
1− 〈0|Mpσ,hσ|0〉
Mpσ,hσ = n˜p,σ + n˜h,σ . (3.27)
Here J−σ = b1,σ b2,σ, J
+
σ = (J
−
σ )
+
, n˜ki,σ = b
†
i,σ bi,σ .
The operators J±σ and 1 − Mσ form a SU(2) algebra
of spin – 12 operators and, therefore, using the Casimir
relation we obtain
Mσ = 2 J
+
σ J
−
σ . (3.28)
We write this RPA operator in short hand notation as
Q†ν =
4∑
i=1
1√
1− 〈0|Mi|0〉
(
Xνi J
+
i − Y νi J−i
)
, (3.29)
with the usual properties. The matrix elements in the
SCRPA equation are then of the form
Ai,i′ =
〈
0| [J−i′ [H, J+i ]] |0〉√
(1 − 〈0|Mi′ |0〉)(1 − 〈0|Mi|0〉)
, (3.30a)
Bi,i′ = −
〈
0| [J−i′ [H, J−i ]] |0〉√
(1− 〈0|Mi′ |0〉)(1− 〈0|Mi|0〉)
.(3.30b)
The expectation values are given in [69]. Let us add that
the matrices A and B are symmetric.
In Fig. 10 we display the excitation energies in the
channel |q| = π, as a function of U/t. The other cases
are similar. The exact values are given by the continu-
ous lines, the SCRPA ones by crosses and the ones cor-
responding to standard RPA by the broken lines. We see
that SCRPA results are excellent and strongly improve
over standard RPA. As expected, this is particularly im-
portant at the phase transition points where the lowest
root of standard RPA goes to zero, indicating the onset
of a staggered magnetisation on the mean-field level. It is
particularly interesting that SCRPA allows to go beyond
the mean-field instability point. However, at some values
U > Ucr the system still “feels” the phase transition and
SCRPA stops to converge and also deteriorates in qual-
ity. Up to these values of U SCRPA shows very good
agreement with the exact solution and, in particular, it
completely smears the sharp phase transition point of
standard RPA, which is an artefact of the linearisation.
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FIG. 10. Energies of excited states in standard RPA, SCRPA,
and exact cases as a function of U for 6 -sites with spin pro-
jection ms = 0 and for |q| = π. States of the charge response
and those of the longitudinal spin response are denoted by ch
and sp, respectively.
A further quantity which crucially tests the ground
state correlations are the occupation numbers. We used
the so-called Catara approximation, see Sect. II.A, for
their evaluation [47], showing an excellent performance
of SCRPA, see Fig. 11.
In this section we gave a very short summary of the
achievement of SCRPA concerning the Hubbard model.
Notably we only considered the symmetry unbroken
phase of the model, where SCRPA gives a strong im-
provement over the standard RPA leading to energies of
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FIG. 11. Occupation numbers for the 5th and 6th state with
the SCRPA and the Catara approximation (crosses); full lines
represent the exact results and the dots (red) are obtained
with the standard RPA approach.
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excited states, which are in close agreement with the ex-
act values even somewhat beyond the critical U , where
standard RPA has a break down.
D. Various applications and extensions of the
renormalized RPA
The renormalized RPA (r-RPA) was applied by many
authors to various strongly correlated systems. In Ref.
[47] a version of the r-RPA called improved RPA (IRPA)
is introduced and applied to the description of the elec-
tronic gas in metallic clusters treated within the jellium
model. The one- and two-body densities are derived by
using the so-called number operator method proposed
long time ago by D. Rowe [16]. The corresponding re-
lations are given by Eq. (2.45). IRPA, being consid-
erably simpler from the numerical point of view than
SCRPA, represents a significant improvement with re-
spect to standard RPA where uncorrelated occupation
numbers are used. The Authors have found that a better
treatment of correlations leads to important modifica-
tions of single-particle occupation numbers and strength
distributions, see Fig. 12 [47]. In Fig. 12 the upper
panel shows the fully self-consistent r-RPA (IRPA). With
respect to a non-self-consistent solution, i.e., only first
iteration (lower panel), the effect is somewhat damped
but still strong, maximally 20 percent! Spin singlet and
triplet states are included together with orbital angular
momenta up to L = 6. The S = 1 channel gives by far
the strongest contribution to the renormalisation. Renor-
malised RPA has recently also been applied to superfluid
strongly polarised Fermi gases with strongly improved
results with respect to standard RPA [70].
On the other hand, the two-dimensional electron gas
provides a valuable testing ground for microscopical theo-
ries of interacting Fermi systems. Compared to the three-
dimensional case, the two-dimensional correlations play a
more important role, demanding higher precision to the-
oretical approaches and exposing their weaknesses. In
Ref. [32] the Authors propose an iterative procedure, us-
ing the momentum distributions for the recalculation of
polarization and vertex functions within the RPA, simi-
lar to the r-RPA scheme. It is shown that the inclusion
of the physical momentum distributions for the calcula-
tion of polarization and vertex functions yields significant
contributions to the resulting field correction and corre-
lation energies.
An important application of the r-RPA concerns the
double beta decay process with emission of two neutri-
nos (2νββ). The second leg of the 2νββ process is very
sensitive to changing the relative strength of the particle-
particle interaction strength gpp. It is worth mention-
ing that the two-body interaction of ph type is repulsive
while that of pp nature is attractive. Due to this feature
there is a critical value for gpp for which the first root of
the proton-neutron QRPA (pnQRPA) equation vanishes.
Actually, this is the signal that the pnQRPA approach
FIG. 12. Occupation numbers np and 1−nh for particle states
and the opposite of depletion numbers nh 21 for hole states,
respectively. In the lower and in the upper panel the RPA and
IRPA results, respectively, are reported. Both spin S=0 and
S=1 states are included in the calculations. In the abscissa
the single-particle energies in eV are indicated [47].
breaks down. Moreover, the gpp value, which corresponds
to a transition amplitude agreeing with the correspond-
ing experimental data, is close to the mentioned critical
value. That means that the result is dependent on adding
corrections to the standard RPA picture. The first im-
provement for the pnQRPA was achieved in Ref. [71] by
using a boson expansion (BE) procedure. It is interest-
ing to mention that within the BE formalism transitions
to excited state, forbidden in the pnQRPA approach, be-
come possibe. A systematic analysis of the double beta
transtions for 18 nuclei has been performed.
Later another procedure showed up, which renormal-
ized the dipole two-quasiparticle operators by replacing
the scalar components of their commutators by their av-
erage values. In Ref. [72] this renormalisation proce-
dure is applied to proton-neutron quasiparticle RPA (r-
pnQRPA) in order to describe β and double β (ββ) decay
processes. The one-body quasiparticle density for pro-
tons (p) and neutrons (n) is expressed in terms of QRPA
amplitudes by using the Catara method [73], i.e.[
a†pap
]
00
=
∑
JMn′
A†JM (pn
′)AJM (p′n)[
a†nan
]
00
=
∑
JMp′
A†JM (p
′n)AJM (p′n) . (3.31)
This ansatz leads to the following equalities for the ex-
pectation value on the QRPA vacuum
Npn = 1− jˆ−1p
∑
n′
Npn′
∑
Jν
Jˆ2[Y Jνpn′ ]
2
− jˆ−1n
∑
p′
Np′n
∑
Jν
Jˆ2[Y Jνp′n]
2 , (3.32)
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FIG. 13. The transition amplitude of the 2νββ process
100Mo(gs) →100 Ru(gs) versus the particle-particle strength
for various pnQRPA versions. The dashed line corresponds
to the standard pnQRPA, while the other lines to various in-
termediate pn excitations considered within r-pnQRPA are
described in Ref. [72].
where jˆ =
√
2j + 1 and the Npn metric (norm) matrix
elements are defined as usual by
Npn = 〈0|
[
AJM (pn), A
†
JM (pn)
]
|0〉 . (3.33)
In this way the r-pnQRPA system of equations for sev-
eral multipolarities J is solved together with (3.32). In
calculations the matrix elements of the realistic Bonn in-
teraction [74] are used to describe the two-neutrino (2ν)
ββ decay process 100Mo(gs)→100 Ru(gs). It was shown
that this kind of calculation reduces ground state correla-
tions and prevents the collapse of the standard pnQRPA
in the region of physical interest for the particle-particle
channel of the interaction, which is very important for
double-beta decay processes. This is shown in Fig. 13
for the transition amplitude of the 2νββ process. The
dashed line describes the collapse of the transition ampli-
tude versus the particle-particle interaction strength for
gpp ∼ 1 within the standard pnQRPA, while the other
lines give the same dependence within r-pnQRPA. Dif-
ferent lines correspond to various intermediate pn exci-
tations in the expansion (3.32) and they are described
in Ref. [72]. Notice that the matrix element acquires
values close to the experimental ones for gpp ∼ 1 for all
considered versions of r-pnQRPA.
In Ref. [75] this procedure is applied for several 2νββ
emitters like 76Ge, 78Kr, 82Se, 96Zr, 106Cd and 130Te to
ground states as well as to excited one- and two-phonon
states in daughter nuclei. Later on, 76Ge, 82Se and
128−130Te emitters were investigated in [76]. A review
on this approach is given in Ref. [77].
In Ref. [78] r-RPA is applied to the two-level proton-
neutron Lipkin model. The results are compared with
the exact diagonalisation procedure, as well as with a
boson mapping. It turned out that in spite of the good
agreement of r-RPA eigenvalues compared with the exact
solution, the wave function is quite different from the
exact one in the region where standard RPA collapses.
In Refs. [79, 80] r-QRPA is applied to the simplest sin-
gle j-shell Hamiltonian, describing Fermi β-transitions,
namely
H = epNp + enNn −GpS†pSp −GnS†nSn
+ 2χβ−β+ − 2κP−P+ , (3.34)
where the usual notations were used
Ni =
∑
mi
c†micmi , Si =
∑
mi
c†mic
†
mi
,
β− =
∑
mp=mn
c†mpcmn , P
− =
∑
mp=mn
c†mpc
†
mn
.
(3.35)
In spite of its simplicity, this Hamiltonian is able to de-
scribe the main features of a realistic Hamiltonian, de-
scribing β and ββ processes. In particular, the collapse
of standard RPA is obtained by increasing the particle-
particle strength κ. It was shown that the collapse of
QRPA correlates with the presence of an exact eigenvalue
at zero energy. It was shown that r-QRPA prevents this
collapse. The role of scattering terms was discussed and
they were shown to be relevant in getting excitation en-
ergies closer to the exact values. ββ-decay amplitudes
were evaluated and compared with other formalisms.
Later on, in Refs. [81, 82] a more complete analysis
of this Hamiltonian was performed. The Dyson boson
representation (b†, b), together with a coherent represen-
tation
|α〉 = N0
2Ω∑
l=0
αl
l!
(
b†
)l |0〉 , (3.36)
was used to describe phase transitions by using the com-
plex order parameter α. The spontaneous breaking of
the proton-neutron-pair symmetry was induced by the
particle-particle strength κ and it manifests in the ap-
pearance of the zero-energy mode. It was shown that the
coherent state representation is able to describe the phase
transition, while r-QRPA is unable to describe correctly
the energy and, for instance, the inclusion of the Pauli
principle at the Hamiltonian level is crucial to describe
the phase transition.
We mention here that the ground state instability ver-
sus the particle-particle strength κ of the Hamiltonian
(3.34) is analyzed in Ref. [83] within the time-dependent
formalism.
In Ref. [84] the r-pnQRPA system of equations is
solved consistently with the BCS equations, derived by
considering the same RPA vacuum. The normal and
pairing densities are written in terms of the quasiparticle
density as follows
ρk = 〈0|c†kck|0〉 = v2k + (u2k − v2k)nk
κk = 〈0|c†kc†k|0〉 = ukvk(1− 2nk) . (3.37)
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It is shown that the system of equations (3.32) can be
written as a linear system of equations for quasiparticle
densities. The case of two neutrino ββ-decay of 76Ge
is analyzed and it is shown that the inclusion of self-
consistency in solving BCS equations leads to more re-
duction of ground states correlations. In a later Ref. [85]
this self-consistent procedure is applied to several emit-
ters in medium-heavy mass region in order to show the
systematic reduction of ββ-decay matrix elements.
In spite of the fact that the Pauli principle is taken
into account, the sum rules, in particular the Ikeda sum
rule
S− − S+ =
∑
µ
(−)µ〈0|
[
βˆ+µ , βˆ
−
−µ
]
|0〉
= 3(N − Z) (3.38)
is not fulfilled within r-pnQRPA, due to the fact that
the β decay operators βˆ±µ do not contain the scattering
terms. This drawback is cured in Refs. [86, 87] within the
fully renormalized pnQRPA (FR-pnQRPA), by consid-
ering the scattering terms in the structure of the QRPA
phonon. Later on, a new method of restoring the gauge
symmetry breaking was formulated to cure this drawback
within the so-called GPFR-pnQRPA [88].
Let us mention that in Ref. [89] the scattering
terms were also included in the phonon operator for a
schematic four-level model Hamiltonian. The Authors
called this model extended r-QRPA (er-QRPA). The
analysis showed that the contribution of pp and hh terms
to the spectrum and sum rules becomes important and
prevent the collapse of standard RPA, if their magnitudes
are comparable with the ph ones.
Unfortunately, small spurious eigenvalues generated
within FR-rQRPA by scattering terms are mixed with
those of physical eigenstates. An approach to separate
these low-lying spurious modes is proposed in Ref. [90].
The idea is to consider the phonon operator not in terms
of quasiparticles, but of original particle operators, i.e.
Q†JM (ν) =
∑
ττ ′
XJνττ ′
[
C†JM (ττ
′)− Y Jνττ ′C˜JM (ττ ′)
]
,
(3.39)
where C†JM (ττ
′) =
[
c†τ c˜τ ′
]
JM
and τ denote single-
particle quantum numbers including isospin. Thus, this
phonon operator written in terms of quasiparticles con-
tains scattering terms. It is shown that the spectrum
does not contain spurious low-lying states and Ikeda sum
rule is analytically fulfilled. A numerical application of
the model to 2νββ emitters 76Ge, 82Se, 100Mo, 116Cd,
128Te and 130Xe is performed in [91]. This model was
called by its authors also fully renormalised pnQRPA (fr-
pnQRPA).
In all these approaches the expectation values were
evaluated without the explicit form of the ground state
wave function. It turns out that it can approximately be
given only for a limited class of two-level models, like the
O(5) model for Fermi transitions, as a superposition of
even number of protons and neutrons similar to (3.36),
i.e.
|0〉 =
√
N0
Ω∑
l=0
alz
l
(
A†
)2l |BCS〉 , (3.40)
where A† is the proton-neutron monopole creation oper-
ator, Ω = j + 1/2, z = Y/X and the coefficients al are
given in [92]. A similar approach is discussed in reference
[93].
An extended RPA phonon of the type
Q† = X1A† − YaA+X3AA†A† − Y3AAA† (3.41)
is discussed in [94] for the two-level proton-neutron Lip-
kin model, considering the explicit form of the ground
state of the form (3.40). It turned out that the inclusion
of nonlinear terms in the phonon operator leads to a very
good agreement with the exact solution.
In Ref. [95] the ground state is determined as a so-
lution of a variational equation for the proton-neutron
Lipkin model mapped onto the boson operators B† by
using the Marumori method. The QRPA phonon opera-
tor
Q† = X(B† + t∗)− Y (B + t) (3.42)
depends upon the variational parameters t, t∗, which re-
sults in a non-vanishing expectation values of Q on the
”deformed ground state”
|0〉 = exp [t∗B − tB†] exp [zB†B† − z∗BB] |−〉 ,
(3.43)
where |−〉 is the vacuum state for the boson operator
B. The variational parameters are determined in an
optimal way by minimizing the ground state energy.
As a general conclusion, let us point out that the
inclusion of the Pauli principle within the renormal-
ized pn-QRPA, describing beta decay processes, reduces
the ground state correlations by shifting the collapse of
the standard pn-QRPA to larger values of the particle-
particle strength, i.e. outside the physical region. Thus,
at physical values of the particle-particle strength one ob-
tains a realistic description of the 2νββ transition prob-
ability.
IV. THE GREEN’S FUNCTION FORMALISM
As is well known, each eigenvalue problem has an anal-
ogous Green’s function formulation. For convenience, let
us start with the particle-particle channel, for which we
consider the corresponding two-times propagator
Gt−t
′
k1k2k′1k
′
2
= −i〈0|T(ck1ck2)t(c+k′2c
+
k′1
)t′ |0〉 . (4.1)
Here T is the time ordering operator, |0〉 stands for
the exact ground state and the time dependence of the
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fermion pair operators is given by the two body Hamil-
tonian
H = H0 + V ≡∑
kk′
ekk′c
+
k ck′ +
1
4
∑
k1k2k3k4
v¯k1k2k3k4c
+
k1
c+k2ck4ck3 ,(4.2)
where ekk′ is the single-particle matrix comprising kinetic
energy and external potential, and the antisymmetrised
matrix element of the interaction is given after Eq. (2.6).
The two-body propagator obeys the following exact
integral equation [22, 96]
( i∂t − e˜k1 − e˜k2)Gt−t
′
k1k2,k′1k
′
2
= Nk1k2k′1k′2δ(t− t′)
+
∑
k3k4
∫
dt1[K
pp,0δ(t− t1) +Kpp,dyn.,t−t1 ]k1k2k3k4
Npp−1k3k4 G
t1−t′
k3k4k′1k
′
2
, (4.3)
where with δk1k2,k′1k′2 = δk1k′1δk2k′2 − δk1k′2δk2k′1
Nppk1k2k′1k′2
= δk1k2,k′1k′2N
pp
k1k2
; Nppk1k2 = 1− nk1 − nk2 ,
(4.4)
and we supposed that we work in the canonical basis,
where the density matrix is diagonal, that is
〈0|c+k1ck′1 |0〉 = δk1k′1nk1 . (4.5)
Furthermore, the s.p. energies in (4.3) are given by
e˜k = ek + V
MF
k , (4.6)
where the mean-field shift
V MFk = 〈0|{ck, [H, c+k ]}|0〉 =
∑
k′
v¯kk′kk′nk′ (4.7)
is included and where {..} stands for the anticommutator.
We assumed that mean-field energies and density matrix
can be diagonalized simultaneously. The integral kernel
is given by
Kppk1k2k′1k′2
= 〈[Ak1k2 , [V,A+k′1k′2 ]]〉δ(t− t
′)
+ (−i)〈TJk1k2(t)J+k′1k′2(t
′)〉irr.
≡ Kpp,0k1k2k′1k′2δ(t− t
′) +Kpp,dyn.,t−t
′
k1k2k′1k
′
2
,(4.8)
where we abreviated
Ak1k2 = ck1ck2 , (4.9)
and
Jppk1k2 = [Ak1k2 , V ] = jk1ck2 + ck1jk2 , (4.10)
with
jk = [ck, V ] =
1
2
∑
k2k3k4
v¯kk2k3k4c
+
k2
ck4ck3 . (4.11)
Please note that the K-matrix, which after Fourier
transform depends only on one frequency can be inter-
preted as a self-energy for the motion of a fermion pair.
As usual, the self-energy is split into a frequency inde-
pendent, static part and a truly frequency dependent,
dynamic part. The latter must be two-line irreducible,
hence the index ’irr.’. In [97] (see also [22, 96]) we named
Eq.(4.3) with the interaction kernel of Eq. (4.8) Dyson-
Bethe-Salpeter Equation (Dyson-BSE). We want again
to point out that this Dyson-BSE is an exact equation
with a single frequency kernel. Its existence is not often
recognized. In fact, it is entirely equivalent to the EOM
method.
A. Static part of the BSE kernel
Let us now discuss the Kpp,0 term of the BSE kernel.
To establish an explicit form for Kpp.0, we have to evalu-
ate the double commutator contained in the pair mean-
field part of Kpp,0 see Eq. (2.59) above. (It is actually
the same as given in pp-SCRPA, section II.D).
Kpp,0k1k2k′1k′2
= Nppk1k2 v¯k1k2k′1k′2N
pp
k′1k
′
2
+
{[(
1
2
δk1k′1 v¯l1k2l3l4Cl3l4k′2l1 + v¯l1k2l4k′2Cl4k1l1k′1
)
− (k1 ↔ k2)
]
− (k′1 ↔ k′2]
}
, (4.12)
where
Ck1k2k′1k′2 = 〈0|c+k′1c
+
k′2
ck2ck1 |0〉 − nk1nk2δk1k2,k′1k′2 ,
(4.13)
which is the fully correlated two-body, or cumulant,
form of the density matrix.
We see that Kpp,0 involves, besides occupation num-
bers, static two-body correlation functions. They are
of two types: there are single-line corrections with one
of the two s.p. motions unaffected by the correlations
(those with the Kronecker symbols) and there are ex-
change terms, where a two-body correlation is exchanged
between the two particles. Since our starting point is a
two-body propagator, a self-consistent scheme can be es-
tablished. This is similar to the self-consistency involved
with the s.p. mean field, only here, naturally, two-body
correlation functions have to be iterated rather than s.p.
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densities in the case of the s.p. mean field. We, there-
fore, call Kpp,0 the ’fermion pair mean field’. Of course,
there appear also s.p. densities in Kpp,0 and we will later
show how they can be consistently obtained from the s.p.
Green’s function.
A closer investigation of the exchange kernel, however,
shows that the exchange is rather of the ph type. At least
to lowest order, that is to second order, the exchange is
given by a static ph exchange bubble. It is well known
that this ph exchange screens the pairing force by almost
a factor of two as has first been evaluated by Gorkov,
Melik-Barkhudarov (GMB) [98, 99]. Actually for sys-
tems like the nuclear ones, where there are more than
two species of fermions (that is, four species), the screen-
ing can eventually also become anti-screening [100, 101].
Also GMB did not use strict second order, but replaced
the vertices by the scattering length, that is the vertices
have been dressed to T -matrices in the low-energy limit.
Though this resummation can be understood easily by
graphical analysis, how this can be derived more analyt-
ically will be discussed below in sect. IV.B.
The first term on the r.h.s. of Eq. (4.12) is the
usual two-body matrix element of the interaction mod-
ified with correlated occupation numbers (the standard
particle-particle RPA as described in [5] uses HF occu-
pation numbers). One can pre-sum this term, what leads
to the so-called renormalized pp-RPA (see Sect.II.A for
renormalized RPA)
Gr−ppRPAk1k2k′1k′2 = G
0,r−ppRPA
k1k2k′1k
′
2
+
∑
k3k4
G0,r−ppRPAk1k2k3k4 v¯k3k4k′3k′4G
r−ppRPA
k′3k
′
4k
′
1k
′
2
,
(4.14)
with
G0,r−ppRPAk1k2k′1k′2 =
1− nk1 − nk2
ω − e˜k1 − e˜k2
δk1k2,k′1k′2 . (4.15)
where we omitted the infinitesimal imaginary part(s) in
the denominator for brevity. Either one treats a discrete
system where they are not needed or one has to add a +iη
in the case a retarded Green’s function or split the prop-
agator into advanced or retarded parts with alternating
signs for the imaginary parts in the case of chronological
propagators [4]. The Dyson-BSE can then be written in
the following way:
Gk1k2k′1k′2 = G
r−ppRPA
k1k2k′1k
′
2
+Gr−ppRPAk1k2k3k4 [N
−1(Kpp,0 −Nv¯N
+Kpp,dyn.)N−1]k3k4k′3k′4Gk′3k′4k′1k′2 .
(4.16)
For brevity, we have replaced Npp by N in this equation,
Let us stress again that all quantities in (4.16) only de-
T
T
t t’
FIG. 14. Second order T -matrix approximation to the three-
particle propagator contained in the 3p-1h correlation func-
tion. Together with the first order contribution contained in
the uncorrelated 3p-1h propagator, this can be summed to
one full T -matrix. Time flows from left (t) to right (t’).
pend on a single frequency. Single frequency two-particle
propagators have also been considered in [102].
B. Dynamic part of the BSE kernel
Let us now discuss the time-dependent, dynamic part
Kdyn. of the interaction kernel
Kpp,dyn.k1k2k′1k′2
= −i〈0|TJk1k2(t)J+k′1k′2(t
′)|0〉irr. . (4.17)
From (4.10) we see that this expression involves four dif-
ferent contributions: two contributions contain the two
interaction vertices on the same line and two contribu-
tions on opposite lines. The latter, therefore, contain
exchange processes while the former are responsible for
s.p. self-energy corrections. Approximating the 3p-1h
propagator involved in (4.17) by a product of a hole prop-
agator and the three-body propagator in second order T -
matrix approximation, we give a schematic graphical rep-
resentation of the term in Fig. 14. This illustrates how
one can replace in the second order the screening term
discussed above, the bare vertices by ladder T -matrices
and then eventually by the scattering lengths as done in
GMB [98, 99]. We see that the exchange contributions
are of the screening (or anti-screening) type whereas the
other two contributions renormalize the s.p. by particle-
vibration couplings. Of course, in general, all four lines
are correlated.
As a matter of fact the 3p-1h propagator in (4.17) lends
itself to several “natural” approximations other than the
one we just discussed. For example, instead of consider-
ing an uncorrelated ph-propagator exchange, one could
take the ph-response function in standard RPA or in
SCRPA as discussed in Sect. II. For applications with
standard RPA, see [103, 104].
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C. The ph-channel
Since we see that ph and pp channels are coupled, we
immediately also give the Dyson-BSE in the ph-channel
[96]:
(ω − ǫ˜k1 + ǫ˜k2)Rk1k2k′1k′2(ω) = N
ph
k1k2k′1k
′
2
+
∑
k3k4
[Kph,0k1k2k3k4 +K
ph,dyn
k1k2k3k4
(ω)]Nph−1k3k4 Rk3k4k′1k′2(ω)
(4.18)
with
Nphk1k2k′1k′2
= δk1k′1δk2k′2N
ph
k1k2
≡ δk1k′1δk2k′2(nk2 − nk1)
(4.19)
and the two-time response function defined by (with k1 6=
k2 and k
′
1 6= k′2)
Rk1k2k′1k′2(t− t′) = −i〈0|T{c†k2(t)ck1 (t)c
†
k′1
(t′)ck′2(t
′)}|0〉 .
(4.20)
The static part of the integral kernel is given by (again
this is same expression as in the ph-SCRPA equation
(2.33))
Kph,0k1k2k3k4 = N
ph
k1k2
v¯k1k4k2k3N
ph
k3k4
+[
− 1
2
∑
ll′l′′
(δk2k4 v¯k1ll′l′′Cl′l′′k3l + δk1k3 v¯ll′k2l′′Ck4l′′ll′)
+
∑
ll′
(v¯k1lk3l′Ck4l′k2l + v¯k4lk2l′Ck1l′k3l)
−1
2
∑
ll′
(v¯k1k4ll′Cll′k2k3 + v¯ll′k2k3Ck1k4ll′)
]
, (4.21)
and the dynamic part
Kph,dynk1k2k′1k′2
(t− t′) = −i〈0|T{Jphk1k2(t)J
ph†
k′1k
′
2
(t′)}|0〉irr .
(4.22)
with
Jphk1k2 = [c
†
k2
ck1 , V ] = c
†
k2
jk1 + j
†
k2
ck1 , (4.23)
As in the pp-channel, we can introduce a renormalized
ph-propagator
Rr−phRPAk1k2k′1k′2 = R
0,r
k1k2k′1k
′
2
+
∑
k3k4
R0,rk1k2k3k4Tk3k′4k4k′3R
r−phRPA
k′3k
′
4k
′
1k
′
2
, (4.24)
with
R0,rk1k2k′1k′2
=
nk2 − nk1
ω − e˜k1 + e˜k2
δk1k′1δk2k′2 , (4.25)
= +
FIG. 15. Mean-field ph-propagator with tad-pole self-
interaction.
where with repect to the infenitesimal imaginary parts
in the denominator the same remarks hold as for the
analog expression in the pp-case, see Eq.(??), and where
we introduced the ladder T -matrix
Tk1k4k2k3 = v¯k1k4k2k3 +N
−1
k1k2
×
[
− 1
2
∑
ll′
(v¯k1k4ll′Cll′k2k3 + v¯ll′k2k3Ck1k4ll′)
]
N−1k3k4 ,
(4.26)
which is important when dealing with systems with a
hard-core potential.
Keeping from the ph-kernel only the remaining instan-
taneous part, one arrives at a self-consistent mean-field
equation for the ph-propagation
RMF−RPAk1k2k′1k′2 = R
r−phRPA
k1k2k′1k
′
2
+
∑
k3k4k′3k
′
4
Rr−phRPAk1k2k3k4 [N
−1K˜ph,0N−1]k3k4k′3k′4R
MF−RPA
k′3k
′
4k
′
1k
′
2
,
(4.27)
where K˜ph,0 is the part of (4.21), where only the second,
third, fourth, and fifth terms on the r.h.s. are kept.
The eigenvalue form of this equation, given below, is
the same as the self-consistent RPA (SCRPA) equa-
tion (2.23). A schematic graphical representation of Eq.
(4.27) is given in Fig. 15.
We want to give the spectral representation of the re-
sponse function, since it may be important for the fol-
lowing when we discuss the particle-vibration coupling
(PVC).
Rk1k2k′1k′2(ω) =
∑
ν
(
Xν
Y ν
)
k1k2
(Xν† Y ν †)k′1k′2
ω − Ων + iη
−
[(
Y ν
Xν
)
k1k2
(Y ν† Xν†)k′1k′2
]∗
ω +Ων − iη .
(4.28)
On the pole we get with (4.28) again the eigenvalue equa-
tion (SCRPA equation (2.23)).
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D. The particle-vibration-coupling (PVC)
approach
The Dyson-BSEs in the pp- and ph-channels are a con-
venient starting point to study the particle-vibration cou-
pling effects, which play a very important role for nu-
clear and condensed-matter systems [105, 106]. Let us
consider the response function in the ph-channel, which
is the quantity describing excitations caused by exter-
nal perturbations without particle transfer. The model-
independent spectral image of this function given by Eq.
(4.28) illustrates its direct connection to the observables:
its poles correspond to the exact excitation energies and
the residues to the respective transition amplitudes.
Already in the static part of the interaction kernel for
this response function, see, e.g., (2.33), one discovers an
instantaneous exchange of a density-density correlation
(vibration). The dynamical part of the kernel defined in
Eq. (4.22), after calculating the commutators, leads to
four terms with the formally exact two-time two-particle-
two-hole (2p2h) correlation function contracted with two
matrix elements of the bare interaction in four possible
ways. The direct way of calculating this 2p2h correlation
function would require the solution of the equation of
motion for it, however, the latter equation contains even
a higher-rank correlation function in its dynamical ker-
nel. Obviously, such a procedure generates a hierarchy of
equations for increasing-rank correlation functions, mak-
ing the many-body problem practically intractable. A va-
riety of approximations to the 2p2h correlation function,
however, are known, and the choice of the specific ap-
proximation is dictated by the physical constraints. The
simplest approximation is given by the replacement of
the correlated 2p2h-propagator by the uncorrelated one.
This comprises the second random phase approximation,
which is quite appropriate for weakly-coupled systems.
Other possibilities are given by the cluster expansions,
where one can limit the 2p2h propagator by the products
of two 1p1h or 2p and 2h-propagators. Here the options
are (i) one pair of fermions propagates without interac-
tion, while the other retains correlations and (ii) both
fermionic pair configurations form correlated quasiboson
states. These states can be associated with the phonons.
After identifying the two-fermion correlation functions
contracted with the interaction matrix elements with the
phonon propagators and vertices, as shown in Fig. 16,
the interaction kernel of type (i) can be illustrated by Fig.
17, while the kernel of type (ii) with two correlation func-
tions corresponds to the one displayed in Fig. 18. Note
that in these figures we show explicitly only the normal
particle-hole phonons, however, the terms with the pair-
ing phonons look analogously with the only difference
that they carry couplings between ph and hp correlation
functions in the Dyson-BSE. Note that in Figs. 17 and
18 we retain the notation Φ for the dynamical kernels,
which was used in the original works. It corresponds
to various approximations to the kernel of Eq. (4.22).
The approaches to the dynamical kernels in the phonon-
v vR=
v v= G
FIG. 16. The emergence of the phonon-exchange interac-
tion: phonon vertices are denoted by circles, and their prop-
agators by wavy lines and double lines for the normal and
pairing phonons, respectively. Straight lines stand for the
fermionic propagators. Rectangular blocks are associated
with the particle-hole (R) and particle-particle (G) correla-
tion functions, and the square blocks represent the bare in-
teraction. Top: normal (particle-hole) phonon, bottom: pair-
ing (particle-particle) phonon. See Refs. [106, 130] for more
details.
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FIG. 17. 1p1h ⊗ phonon approach to the dynamic kernel of
the Dyson-BSE for the response function.
coupling form as those shown in Figs. 17, 18 are com-
monly known in the literature as (quasi)particle-phonon
or (quasi)particle-vibration coupling (PVC) [107–128]. It
is worth mentioning that very similar expressions as those
shown in Fig. 17 have also been used in chemical physics
for the purpose of screening the bare electron-electron
force [129]. In addition explicit expressions correspond-
ing to Fig. 17 can also be found in [96], Eq. (58).
Similar studies were performed for the pp-channel
[130], where analogous treatments of the static and dy-
namical kernels were suggested. Considering together the
EOM’s for both ph and pp correlation functions and the
factorizations discussed above allows for a truncation of
the EOM series on the two-body level. Thus, the many-
body problem is reduced to the closed system of coupled
equations for one-fermion and two-fermion propagators
in the pp and ph-channels. The phonon vertices and
propagators, which enter the dynamical kernels of these
equations, are, in general, model-independent and, ide-
ally, should contain the same correlation functions, which
constitute the main variables of these EOM’s. As this
system of equations is essentially non-linear, it should
be solved by iterations with a good initial guess for the
sought-for correlation functions. Those could be, in prin-
ciple, the correlation functions calculated with the only
static kernel. However, in strongly-coupled systems, such
as atomic nuclei, calculations of the correlation functions
with bare interactions and only static kernels can be quite
far from the realistic ones [131]. This raises the question
about convergence of this approach. Another possibility
could be employing the correlation functions calculated
in RPA-like approaches with one of the well-known effec-
tive interactions at the entrance point. That could poten-
tially provide better convergence, however, this strategy
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FIG. 18. Generic contributions to the dynamical kernel of the
Dyson-BSE response function including one phonon and a full
response function R(n), where the upper index n indicates the
number of phonons it contains. See also [17] where similar
processes are discussed.
FIG. 19. The simplest time-ordered 1p1h ⊗ 2phonon, or
2q ⊗ 2phonon (two quasiparticles coupled to two phonons),
diagrams taken into account in the dynamical kernel. The el-
lipsis stands for multiple PVC exchange and self-energy con-
tributions as well as for the correlated particle-hole configu-
rations in the internal particle-hole propagators.
has not been explored yet.
PVC studies of the ph-response in nuclear systems are
dominated so far by those based on effective interac-
tions. While in the older works the phonon character-
istics were extracted from experimental data, in the last
couple of decades the trend has been shifted to fully self-
consistent calculations [132–140]. The density functional
theory (DFT) allows for calculations of the phonon ver-
tices and energies within the self-consistent RPA, that
does not imply any non-linearity as it is confined by the
static kernel defined by effective interactions. The advan-
tage of this approach is that, although it is quite simple,
the phonon characteristics come out reasonably close to
the realistic ones, at least for the most important low-
energy phonons. The phonons computed in this way
are then used to calculate the dynamical kernels with
the subsequent solution of the Dyson-BSE for the full
response function. Strictly speaking, this response func-
tion with all its components from various channels should
be recycled in the dynamical kernel until convergence is
achieved. This procedure generates higher-order configu-
rations as it is illustrated in Fig. 18 for the case of n = 3,
where n stands for the total number of both correlated
and non-correlated ph-pairs of fermions. The latter ap-
proach to the dynamical kernel was first proposed in [141]
and implemented numerically in Ref. [106]. The higher-
order correlations generated in this way were found to
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FIG. 20. Giant dipole resonance in 42,48Ca nuclei calculated
within R(Q)RPA, R(Q)TBA and EOM/R(Q)TBA3, in com-
parison to experimental data of Ref. [142]. See text and Ref.
[106] for details.
be necessary for nuclear structure calculations, if a cer-
tain level of accuracy is required. For instance, astro-
physical applications to r-process nucleosynthesis and to
core-collapse supernova require extraction of the radia-
tive neutron capture, beta decay and electron capture
rates from the calculated spectra of excitations. These
rates are extracted mostly from the low-energy fractions
of the dipole, Gamow-Teller and spin-dipole strength dis-
tributions, which are very sensitive to the higher-order
correlations. It turned out that taking into account only
(correlated) 2p-2h configurations, one can not always re-
produce the observed spectra of excitations with the re-
quired accuracy. Although the results are greatly im-
proved as compared to the RPA calculations and while
the gross features of the giant resonances and soft modes
can be approximately described by the approaches like
1p1h ⊗ phonon or phonon ⊗ phonon, these approaches
call for further upgrades in terms of higher-order corre-
lations.
The last major upgrades made recently in Ref. [106]
and Ref. [127] included explicitly the 1p1h ⊗ 2phonon
configurations. More precisely, Ref. [106] included the
2q⊗2phonon (two quasiparticles coupled to two phonons)
configurations, where ’q’ stands for ’quasiparticle’ in
the Bogoliubov’s sense, while Ref. [127] analyzed the
complex ground state correlations caused by the time-
reversed PVC loops (GSC-PVC). The former allowed for
significant improvements of the description of the nu-
clear dipole response in both high and low-energy sectors,
while the latter demonstrated how the GSC-PVC’s bring
the Gamow-Teller strength distribution to a considerably
better agreement with data for both proton-neutron and
neutron-proton branches.
As an illustration, we display in Fig. 20 the results
of the calculations performed in Ref. [106] for the nu-
clear dipole response with the dynamical kernels of in-
creasing complexity. The dipole response is given in the
form of the full photoabsorption cross section for the
three approaches: the relativistic (quasiparticle) random
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phase approximation (R(Q)RPA), the relativistic (quasi-
particle) time blocking approximation (R(Q)TBA) with
2q⊗phonon configurations and the upgraded R(Q)TBA,
where the 2q ⊗ 2phonon configurations were included
(EOM/R(Q)TBA3). It turned out that even the use of
a fairly large model space of the 2q ⊗ phonon configura-
tions underestimates the experimental value of the width
of the giant dipole resonance (GDR). Another problem
can be identified on the high-energy shoulder of the GDR
above its centroid, where the cross section is systemat-
ically underestimated. A similar situation was reported
in Ref. [136], which revealed a systematic downshift of
the non-relativistic QTBA strength distributions, with
respect to the RPA ones, in the calculations with vari-
ous Skyrme forces. In the EOM/RQTBA3 calculations
with more complex 2q ⊗ 2phonon configurations we see
that adding these configurations can resolve those prob-
lems. Indeed, Fig. 20 shows that these higher-complexity
configurations present in the EOM/RQTBA3 approach
induce a stronger fragmentation of the GDR and rein-
force spreading toward both higher and lower energies.
A visible shift of the main peak toward higher energies
can be associated with the appearance of the new higher-
energy complex configurations, which are responsible for
higher-energy poles in the resulting response functions.
In this way, the energy balance of the overall strength
distribution is rearranged, however, with the conserva-
tion of the energy-weighted sum rule. The low-energy
tail of the GDR was also studied in detail in Ref. [106],
which showed that the new correlations bring some im-
portant improvements to the description of experimental
data also in the low-energy sector.
As already mentioned, in the PVC studies discussed
above the static part of the interaction kernel is expressed
by phenomenological effective interactions. They are ad-
justed to nuclear masses and radii on the Hartree or
Hartree-Fock level, which means that the effects from dy-
namical kernels are implicitly included in the parameters
of these interactions. The latter indicates that adding
the dynamical kernel to the EOM’s should be supple-
mented by a proper subtraction of the double-counting
effects. This procedure was developed and discussed in
detail in Ref. [143], and since then it is systematically
applied in the PVC approaches based on the effective in-
teractions. The fully microscopic approach based on one
of the bare nucleon-nucleon interactions remains a task
for the future.
More on beyond mean-field and RPA approaches
will be discussed below in Sects. VII and VIII.
Presently several other groups are also working on multi-
configurational extensions of single-particle and RPA
states with interesting developments [140, 144–146]. A
promising approach on improving on the Pauli principle
could be the concept of the generalized optical theorem
elaborated in [31, 147]. The whole is a very active field
of nuclear physics.
E. Application of the Green’s Function Approach
to the pairing model at finite temperature
In order to apply the Green’s Function technique for
the particle-particle problem at finite temperature to the
pairing Hamiltonian (3.1), we define the following set of
two-body Matsubara GF’s, see Sect. II.D and Sect. III.A
for definitions
Gτji = −〈TτP j(τ)P
†
i (0)〉 , (4.29)
where Tτ is the time ordering operator for imaginary
times [4] and
P j =
Pj√〈|1−Nj |〉 . (4.30)
By using the static kernel of the Dyson-BSE defined in
(4.12) one obtains
iωnG
SCRPA
ji = δji +
∑
k
H(0)jk GSCRPAki , (4.31)
with
H(0)jk = 2δjk
ej + G〈1−Nj〉∑
j′
〈P †j Pj′〉

− G 〈(1−Nj)(1 −Nk)〉√|〈1−Nj〉〈1−Nk〉| . (4.32)
As remarked in Sect. III A, a good approximation of
the two-body correlation function in the above relation
is given by the factorisation 〈MiMj〉 ≃ 〈Mi〉〈Mj〉, One
then obtains as solution for the particle-particle Green’s
function
GSCRPAji = δji
1
z − Cj
− G
√|DjDi|
(z − Cj)(z − Ci)
[
1 +G
∑
k
Dk
z − Ck
]−1
,(4.33)
where
z = iωn
Di = 〈1−Ni〉
Cj = 2
ej −Gnj + G
Dj
∑
j′ 6=j
〈P †j Pj′ 〉
 . (4.34)
By equating to zero the denominator of (4.33) one ob-
tains the excitation spectrum. Knowing the poles Eµ of
the GF one obtains its spectral representation with the
corresponding residua. They allow us to obtain also the
two-body correlation functions [4] in terms of RPA am-
plitudes for particle (p) and hole (h) states, defined as
follows
Xµp =
√
GDp
|Cp| − EµFµ , Y
µ
h =
√−GDh
|Ch|+ EµFµ ,
Xµh =
√−GDh
|Ch| − EµFµ , Y
µ
p =
√
GDp
|Cp|+ EµFµ , (4.35)
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with
F−2µ =
∂
∂z
[
1 +G
∑
k
Dk
z − Ck
]
z=Eµ
. (4.36)
In order to close SCRPA equations it is necessary to de-
termine the occupation numbers nk = 〈c†kck〉. To achieve
this one has to find a single-particle GF, Gτk, consistent
with the SCRPA scheme. The single-particle self-energy
Σk has the exact representation in terms of the two body
T-matrix (see e.g. [22]) and then an appropriate approx-
imation for the Gτk can be obtained. It consists in using
the self-energy Σ˜k calculated through the T-matrix found
by SCRPA. As the relation between T-matrix and the
sum of all irreducible Feynman graphs in the pp channel
is also known, one obtains
Σ˜k = G
∑
k1k2
G
0(τ ′1−τ1)
k
G
(τ ′1−τ1)
k1k2
H˜(0)k2k , (4.37)
where
H˜(0)kk′ = H(0)kk′ − 2δkk′ǫk
ǫk = ek −Gfk fk
nk
Dk
D0k
(4.38)
with fk =
1
1+eǫkβ
being the Fermi-Dirac distribution and
D0k = 1− fk− fk. The expectation value of the Hamilto-
nian can be computed by using the two-body GF’s and,
alternatively, the following relation involving the single-
particle Green’s function
〈H〉 = −1
2
lim
τ ′−τ→0+
∑
k
(
∂
∂τ
− ek
)(
G
(τ−τ ′)
k +G
(τ−τ ′)
k
)
.
(4.39)
In order to get the same expressions with both proce-
dures, in Ref. [148] it was shown that one has to expand
the single-particle GF to first order in the self-energy
(4.37), i.e. in the above relation one has to use (see also
discussion below in Sect.V.B)
Gk = G
0
k +G
0
kΣ
SCRPA
k G
0
k
ΣSCRPAk =
√
Dk
D0k
Σ˜k . (4.40)
In principle, this is the same procedure as used by
Nozie`res and Schmitt-Rink [149], only extended to SCp-
pRPA, see also Sect. V.A.
Finally, one gets a closed expression for the single-
particle self-energy ΣSCRPAp and, therefore, for the oc-
cupation numbers by using this GF
nk = 〈c†kck〉 = lim
τ→0−
Gτk . (4.41)
In order to check the accuracy of this theory, in Ref.
[150] 〈H〉 is plotted as a function of particle number N
and temperature T , and the exact results are compared
with the standard thermal RPA (TRPA), thermal mean
FIG. 21. The heat capacity Cv as a function of temperature
for Ω = N = 10 and G = 0.4. The exact results - open circles,
the BCS results - dotted line, the TRPA results - dashed line
and the TSCRPA results - solid line.
field (TMF) and thermal SCRPA (TSCRPA). One con-
cludes that, when the number of levels Ω increases (to-
gether with the number of particles N), the agreement
with the exact solution improves, so that for N = Ω = 10
the TSCRPA results practically coincide with the exact
ones. Concerning the excitation energies, one also ob-
tains a very good agreement between exact and SCRPA
versus the coupling constant at zero temperature, at vari-
ance with the lowest RPA mode, which collapses when
crossing the critical strength from normal to the super-
fluid phase at Gcr ≈ 0.33. A similar behaviour is present
for finite temperatures: the TSCRPA reproducing the
exact results, while the TRPA values giving qualitatively
wrong results.
In order to analyse the behaviour of the system near
the critical point, in Fig. 21 [150] we plot the heat ca-
pacity
Cv =
∂〈H〉
∂T
(4.42)
as a function of temperature for G = 0.4. One sees
that TSCRPA values (solid curve) follow the exact re-
sults (open circles), while TRPA values are in a total
disagreement around the critical temperature. It is re-
markable that the TSCRPA results are accurate down
to practically zero temperature, in spite of the fact that
within the standard BCS theory one enters the superfluid
regime. A quasiparticle formulation of SCRPA will only
be necessary for stronger G values driving the system
more deeply into the symmetry broken phase.
It is also instructive to consider the spectral function
given in [150]. The dependence of this function upon
ω for different temperatures shows that the distance be-
tween the two quasiparticle peaks around Fermi energy
(ω = 0) increases by decreasing the temperature. This
reminds the pseudo gap feature which will be discussed in
Sect. V.D. Apparently, it is quite a generic property that
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FIG. 22. The effective gap ∆ as a function of the interaction
constant G for Ω = N = 10 and T = 0. Same line and symbol
assignments as in Fig. 21 are applied.
pair correlations diminish the density of levels around
the Fermi level whereas ph correlations give rise to an
increase. In order to make the temperature dependence
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FIG. 23. The effective gap ∆ as a function of temperature
calculated for Ω = N = 10 and G = 0.4. Same line and
symbol assignments as in Fig. 21 are applied.
of the gap more transparent, it is useful to introduce an
effective gap as follows
∆ = G
√∑
ik
(
〈P †i Pk〉 − 〈c†i ck〉〈c†i ck〉
)
. (4.43)
In the BCS approximation the effective gap coincides
with the grand canonical BCS gap, i.e.
∆0 = G
∑
k
〈Pk〉BCS . (4.44)
The dependencies of the effective gap on the interaction
strength G at zero temperature and on temperature T for
G = 0.4 are shown in Figs. 22 and 23, respectively [150].
The SCRPA results give a very good description in both
cases compared with the exact values. It is clearly seen
that the SCRPA and exact calculations do not display
the phase transition at the point where BCS gap van-
ishes. Anyway, we notice in Fig. 22 that SCRPA results
deteriorate for values of G well beyond the critical value.
We stress again that in this regime a quasiparticle gen-
eralisation of the SCRPA is necessary because one enters
deeply into the superfluid region.
In conclusion of this section, we see that SCRPA also
works very well at finite temperature. To perform similar
studies for other models like the Lipkin and Hubbard
models remains a task for the future.
V. SINGLE-PARTICLE GREEN’S FUNCTION,
DYSON EQUATION, AND APPLICATIONS TO
THERMODYNAMIC PROPERTIES OF
NUCLEAR MATTER
So far we have considered fermion pair problems with
SCRPA employing secular equations or Dyson-Bethe-
Salpeter equations. Both formulations are equivalent at
zero temperature, but the Dyson-BSE has an advantage
at finite temperature. However, together with the two-
body problems one must also consider the single-particle
Green’s function and its Dyson equation. At zero tem-
perature we use the chronological Green’s function
Gt−t
′
kk′ = −i〈Tck(t)c†k′ (t′)〉 , (5.1)
where we used the same notation as for the two-particle
GF in Sect. IV. The s.p. Green’s function (5.1) obeys
the Dyson equation
[i∂t − ek]Gkk′ = δkk′δ(t− t′) +
∑
k1
∫
dt1Σ
t−t1
kk1
Gt1−t
′
k1k′
,
(5.2)
where Σ is the single-particle self-energy and ek is a s.p.
energy supposedly in an external field. The self-energy
can be split into two terms
Σt−t
′
kk′ = V
MF
kk′ δ(t− t′)− i〈0|Tjk(t)j+k′ (t′)|0〉irr. , (5.3)
with
jk = [ck, V ] =
1
2
∑
k2k3k4
v¯kk2k3k4c
+
k2
ck4ck3 , (5.4)
and where the index ’irr.’ indicates that the correspond-
ing correlation function should be one-line irreducible.
The time-dependent part of the self-energy contains
the following 3-body propagator:
Gt−t
′
k2k3k4;k′2k
′
3k
′
4
=
−i〈0|T(: c†k2ck4ck3 :)t(: c†k′3c
†
k′4
ck′2 :)t′ |0〉irr. , (5.5)
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where : c†k2ck4ck3 := c
†
k2
ck4ck3 − [ck3〈0|c†k2ck4 |0〉 − (k3 ↔
k4)]. This is to avoid self-contractions at the same time-
level which is to be eliminated. We want to establish an
integral equation for this propagator. As usual, we em-
ploy the equation of motion and approximate the integral
kernel in first approximation by the static part. We ob-
tain (since the following equation will have an irreducible
kernel, we will drop the index ’irr.’)
(i∂t − ek3 − ek4 + ek2)Gt−t
′
k2k3k4;k′2k
′
3k
′
4
= Nk2k3k4;k′2k′3k′4
+
∑
l2l3l4,l′2l
′
3l
′
4
K0k2k3k4;l2l3l4N
−1
l2l3l4;l′2l
′
3l
′
4
Gt−t
′
l′2l
′
3l
′
4;k
′
2k
′
3k
′
4
,
(5.6)
where
Nk2k3k4;k′2k′3k′4 = 〈0|{{: c
†
k2
ck4ck3 :, : c
†
k′3
c†k′4ck
′
2
:}|0〉 ,
(5.7)
and
K0k2k3k4;k′2k′3k′4 = 〈0|{: c
†
k2
ck4ck3 :, [V, : c
†
k′3
c†k′4ck
′
2
:]}|0〉 .
(5.8)
The approach outlined above is the Green’s function
equivalent to Sect.II.G, see also [60]. A slightly subtle
point is that, if we had started the EOM in differentiating
with respect to t′ instead of t, we would not necessarily
get the the same integral kernel. Of course, this should
not be so. This asymmetry is naturally eliminated by
demanding that the time derivative of the two-particle
density matrix must vanish at equilibrium. It turns out
that this equation is just the difference of the present
kernel with its hermitian conjugate form. See for this
also the Sect. VII on second RPA equations (7.2) . If
we want to be consistent with our ground state wave
function (2.12), we have to restrict the indices of K0 to
particles or holes like in Sect. II.D. Evaluating the norm
matrix and the interaction kernel in the HF ground state
leads to the following eigenvalue equation for the three-
fermion transition amplitudes χν [151]
(ων − e˜n − e˜m + e˜l)χνl,nm = (n0l − n0n)v¯nrlkχνr,mk
− (n0l − n0m)v¯mrlkχνr,nk +
1
2
(n¯0nn¯
0
m − n0nn0m)v¯nmpqχνl,pq ,
(5.9)
where n¯ = 1 − n and repeated indices shall be summed
over. The n0i are the mean-field occupancies. They can
be replaced by the correlated occupations, similar to the
renormalized RPA. However, the use of the HF ground
state in this equation is inconsistent, because it does not
correspond to a linearized time-dependent equation with
the time-dependent HF wave function. This fact leads to
some difficulties which have been pointed out in [152]. It
is then better to split the equation into two independent
TDA equations, one for 2p-1h amplitudes, and one for 2h-
1p ones. This is also the case if we want to be consistent
with the |Z〉 ground state wave function (2.12). In this
case we can write the Dyson equation in the following
form, see [60]
Gωkk′ = G
0
kδkk′ +G
0
k
∑
k1
Σωkk1G
ω
k1k′ , (5.10)
where
G0k =
1− nk
ω − e˜k + iη +
nk
ω − e˜k − iη (5.11)
is the Green’s function which sums up the static mean-
field contribution with the occupation numbers nk con-
taining in principle ground state correlations. The self-
energy is given by
Σkk′ =
∑
ρhh′p1p2p′1p
′
2
〈kh|v|p1p2〉
V˜ ρp1p2:hV˜
ρ∗
p′1p
′
2:h
′
ω − (EN+1ρ − EN0 ) + iη
〈p′1p′2|v|p′k′〉
+
∑
αpp′h1h2h′1h
′
2
〈kp|v|h1h2〉
V˜ αh1h2:pV˜
α∗
h′1h
′
2:p
′
ω − (EN0 − EN−1α )− iη
〈h′1h′2|v|p′k′〉 , (5.12)
where V˜ α,ρ are the correctly normalised 2p-1h and 2h-1p
amplitudes and λ+ = EN+1ρ − EN0 , λ− = EN0 − EN−1α
are the eigenvalues obtained from the corresponding
equations (2.82). In the case, where we strictly work
with the odd-RPA corresponding to the ground state
Eq. (2.12), the coupled system of particle and hole
propagators in above Dyson equation decouples into two
separate Dyson equations, one for the particles and one
for the holes. It may certainly be rewarding to work
with an approach which is based on a correlated ground
state wave function as in (2.12). Applications of the
general formalism to 16O are given in [60].
In the double commutator of (5.8), each of the two
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FIG. 24. Schematic view of the PVC interaction vertex which
contains itself a selfconsistent PVC process. The full dot
stands for the antisymmetrized matrix element and the wig-
gly line for the vibration. Please note that contrary to the
graphical impression, the vertex is instantaneous.
= + 
FIG. 25. Representation of the fermion-vibration scattering
equation. The kernel is the one of Fig. 24 with all Pauli
exchanges included.
triples of 2p-1h fermion operators contracts a particle
state to the interaction. Naturally, from each triple then
only a ph pair remains. We can express those ph pairs via
the Q†, Q operators of (2.19) using the inverse relation
(2.32). Commuting then the destructors to the right, we
exploit the annihilating property (2.15) and then K0 is
expressed by (self-consistent) RPA amplitudes X,Y and
occupation numbers. A graphical representation of this
PVC vertex is shown in Fig. 24.
On the other hand, the occupation numbers are di-
rectly related to the s.p. Green’s function (5.11) and
then via the dynamical part of the s.p. self-energy which
is related to the solution of (5.6), we have a closed sys-
tem of equations for the SCRPA amplitudes, via the
SCRPA equations, and the s.p. occupation probabilities.
We want to call this system of equations the even-odd-
SCRPA (eo-SCRPA). It has been solved for the Lipkin
and 1D Hubbard model with very good success [61].
Of course, the solution of the 2p − 1h(2h− 1p) equa-
tions will in general be quite demanding because of the
eventually large configuration space. However, presently
in nuclear physics quite routinely in the so-called second
RPA huge configuration 2p−2h spaces are considered, so
that a 2p−1h space should be a less difficult problem. We
should also point out that the 2p− 1h integral equation
(5.6) can be interpreted as a particle-vibration scattering
equation with full respect of the Pauli principle. This is
schematically shown in Fig. 25. The vibrations (wiggly
lines) here are the solutions of the SCRPA equation.
A. Relation of the s.p. Green’s function to the
ground state energy. The tadpole, perturbative
particle-vibration coupling, and the spurious mode
The s.p. Green’s function has the important property
that it is related to the ground state energy E0 of the
system in the following way [4, 5]
− i
2
lim
t′→t
Tr[i∂t + e˜k]Gkk(t− t′) = E0 . (5.13)
where we supposed that the interaction term of the
Hamiltonian does not contain any mean field contribu-
tion, since it is already included in e˜k. A useful vari-
ant of the relation (5.13) is a formula deduced from the
Hellman-Feynman theorem, see [4]
E0−EHF0 = −
i
2
∫ 1
0
dλ
λ
lim
t′→t
Tr[i∂− e˜k]Gλkk(t− t′) (5.14)
where the λ dependence ofGλ stems from multiplying the
matrix element v¯k1k2k3k4 in the Hamiltonian with the fac-
tor λ. We have seen in Sect. II.A that SCRPA also gives
an expression for E0. Then, there exists an important
consistency property: the ground state energy which one
obtains from SCRPA and from the s.p. Green’s func-
tion should be the same. This entails, for instance, that
one should find an expression of the self-energy which is
conform with this property. However, since, as we have
seen, SCRPA corresponds to a linear boson theory, we
must expect that the self-energy also must be linear in
this boson and additionally that the self-energy in the
solution of the Dyson equation also should only be kept
to linear order. We will elaborate on this now.
As just mentioned, keeping with a theory which is lin-
ear in the ph-correlations, we only should consider the
self-energy to linear order. We will then see that this
leads to the RPA correlation energy in (5.13) and, thus,
the above demanded consistency in the two ways to cal-
culate the ground state energy will be fulfilled.
Therefore, we postulate the following form of the s.p.
Green’s function, where for simplicity we suppose that
the Green’s function is diagonal
Gk = G
(0)
k +G
(0)
k Σ
PVC
k G
(0)
k , (5.15)
with
ΣPVCk = −
∑
l
G
(0)
l (t
′
1−t1)(0|T Fˆkl(t′1)Fˆ †lk(t1)|0) , (5.16)
and
Fˆkl(t) =
∑
nn′
[Bklnn′Bnn′(t) +A′klnn′B†nn′(t)] (5.17)
with A′ being the matrix element in (2.23), where the
MF part is missing. The fermion propagators correspond
actually to ideal fermions, that is
G
(0)
k (t− t′) = −i[Θ(t− t′)n¯0k −Θ(t′ − t)n0k]e−ie˜k(t−t
′) ,
(5.18)
where the occupation numbers n0k (n¯
0
k = 1−n0k) are step
functions serving only to distinguish states from below
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and above the Fermi level. The fact that those fermion
propagators are ideal ones can already be seen in con-
sidering the SCRPA equations (2.23). Let us take the
equation for Y . Then, schematically,
Y νmi = −
1
Ων + e˜mi
F νmi , (5.19)
with e˜mi = e˜m − e˜i. We see that the ph-propagator is
the Fourier transform of the product
G(0)m (t− t′)G(0)i (t′ − t) . (5.20)
The vertex function is obtained as
F νmi = [BX
ν +A′Y ν ]mi = 〈0|Fˆmi(0)|ν〉
= 〈0|[Fˆmi(0) ,O†ν ]|0〉 , (5.21)
where we used the inversion (2.47), that is, Bmi(t) =∑
ν [X
ν
miOν(t) + Y νmiO†ν(t)] with O(t) = O(0)e−iΩνt and
the annihilating condition Oν |0) = 0.
The upper index PVC on the self-energy in Eq. (5.16)
shall indicate that this approximation corresponds to (a
lowest order) particle-vibration coupling scheme. We
then obtain for the correlated parts of the occupation
numbers
−i lim
t′→t
Gp(t− t′) = δnp =
∑
k′<p
|Y νpk′ |2
i lim
t→t′
Gh(t− t′) = δnh =
∑
k>h
|Y νkh|2 , (5.22)
as well as the following relation for the correlated part of
the ground state energy
Ecorr = −
∑
h
e˜h − i
2
lim
t′→t
∑
k
[i∂t + e˜k]Gk(t− t′)
= − i
2
lim
t′→t
∑
k
[(i∂t − e˜k)Gk(t− t′) + 2e˜kGk(t− t′)]
= −
∑
ν,k>k′
Ων |Y νkk′ |2 , (5.23)
which is the same as obtained from SCRPA. The inverse
of the free s.p. GF is i∂t − e˜k = G0k−1. Using Eq. (5.15)
for Gk and since
− i
2
lim
t′→t
G0
−1
k Gk =
∑
lν
|F νkl|2
Ων + e˜k − e˜l , (5.24)
we obtain with Eq.(5.19) the result (5.23) for the corre-
lation energy.
So, since we have from the s.p. Green’s function the
same ground state energy as obtained from SCRPA in
Sect. II.A, we conclude that the form (5.15) with (5.16)
of Gkk′ is also consistent with the occupation numbers
(5.22). We also realise that the Luttinger theorem, that
is
∑
h nh +
∑
p np = N , is fulfilled.
It is worth mentioning that the boson-fermion scheme
just outlined can also be derived from the following
boson-fermion coupling Hamiltonian
HB−F =
∑
k
e˜ka
†
kak+HB+
∑
kk′
(Fˆkk′a
†
kak′+h.c.) , (5.25)
where HB is given in (2.46).
We now can also read off a more explicit form of the
self-energy given in frequency space
ΣPVCk (ω) =
∑
k′ν
|F νkk′ |2
×
[
n¯0k′
ω − e˜k′ − Ων + iη +
n0k′
ω − e˜k′ +Ων − iη
]
.(5.26)
Though it will not be consistent, it may be tempting
to use the above expression (5.16) with (5.26) of the self-
energy in the full solution of the Dyson equation. We
then not only have to consider the self-energy, but also
the correction to the HF s.p. energies coming from the
correlated part of the occupation numbers
δe˜q =
∑
p
veffqpqpδnp −
∑
h
veffqhqhδnh
=
∑
kk′
veffqkqk(n
0
k′ − n0k)
∑
ν
|Y νkk′ |2 , (5.27)
where the effective force is, e.g., obtained from a sec-
ond variation with respect to the density of a density
functional of the Skyrme or Gogny type. In addition,
we supposed that the correction to the occupation num-
bers also stays diagonal. The above correction to the
mean-field potential is known as the so-called Tad-pole
[128, 153, 154]. It is an important contribution to the
PVC scheme because it weakens the contribution of the
energy-dependent part ΣPVC. It is for instance crucial for
the ’spurious’ translational mode at zero energy, which
has diverging amplitudes X,Y . As a matter of fact the
tad-pole and PVC contributions exactly cancel. Let us
dwell on this important aspect a little more. We shall
work in the canonical basis.
The spurious mode. For the translational mode, we
have Ykk′ = −C〈k′ |pˆ|k〉 where C is the diverging nor-
malization constant [5]. Then
δe˜q =
∑
kk′
veffqkqk(n
0
k′ − n0k)〈k|pˆ|k′ 〉〈k′|pˆ|k〉C2 , (5.28)
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with 〈k|ρˆ|k′〉 = δkk′n0k, further
δe˜q =
∑
kk′
veffqkqk〈k|[pˆ, ρˆ]|k′ 〉〈k′|pˆ|k〉C2
δe˜q =
∑
k
veffqkqk〈k|[pˆ, ρˆ]pˆ|k〉C2 . (5.29)
For simplicity but without loss of generality, we discard
the exchange term and suppose a translational-invariant
finite-range force. Then
δe˜q = N
2
∫
d3rφ∗q(r)φq′ (r)
∫
d3r1v
eff (r− r1)〈r1|[pˆ, ρˆ]pˆ|r1〉 , (5.30)
δe˜q = N
2
∫
d3rφ∗q(r)φq′ (r)
∫
d3r1v
eff (r − r1)∂ρ(r1)
∂r1
∂
∂r1
. (5.31)
With a simple mean field U(r), we have v(r−r1) = δU(r)δρ(r1)
and, thus, with a partial integration, we get
δe˜q = −C2〈q|∆U |q〉 . (5.32)
From Baldo et al. [128], we know that part of the dy-
namic self energy has the same expression with opposite
sign. So, the diverging term cancels as can be seen from
the following.
From (5.26) we have (as long as there is no resonance)
ΣPVCk (ω) =
∑
k′ν
|F νkk′ |2
ω − e˜k′ + (1− 2n0k′)Ων
(ω − e˜k′)2 − Ω2ν
. (5.33)
Let us now consider the spurious translational mode with
Ω0 = 0. Then
ΣPVCq (ω = e˜q) =
∑
k′ν=0
|F 0qk′ |2
e˜q − e˜k′
+ lim
Ω0→0
∑
k′ν
|F 0kk′ |2
(1− 2n0k′)Ω0
(e˜q − e˜k′)2
=
∑
k′ν=0
|F 0qk′ |2
e˜q − e˜k′ +
∑
k′
|〈k′|pˆ|q〉|2
2Am
(n¯0k′ − n0k′ ) ,
(5.34)
where A is the total nucleon number and we again used
(5.19) to simplify the second term. It is the recoil term
which is finite, since C2 = 12AmΩ0 . It is positive for
particles and negative for holes. The first part cancels
(5.32) and this has to be explained a little. The ver-
tex (5.21) can be written for the spurious mode where
Xkq = C〈k|pˆ|q〉 and Ykq = −C〈q|pˆ|k〉 as the commutator
of the effective force with the momentum operator, as
long as we consider the A′ and B matrices based on this
effective force, which we already have introduced above
(the inverse way seems more difficult). Introducing the
force as originating from the variational derivative with
respect to the density of the mean field potential U(r)
leads then to the expression (see also [128, 153, 154]):
Fkq = −〈k|∇U |q〉 = −〈k|[U,∇]|q〉
= −〈k|[H0,∇]|q〉 = (e˜k − e˜q)〈k|∇|q〉 . (5.35)
With this and the second vertex function we obtain that
∑
k′ν=0
|F 0qk′ |2
e˜q − e˜k′ = C
2〈q|∆U |q〉 , (5.36)
that is the opposite of expression (5.32).
This shows that the PVC self-energy, which is by itself
diverging, stays together with the tadpole finite. It was
not clear since long what to do with the spurious mode
in the optical potential for elastic nucleon-nucleus scat-
tering, strongly related to the self-energy, because of it
divergency. Most of the time it just was not considered
despite it is a member of the complete set of states. We
now see that this prescription is almost correct. Only the
recoil term is missed. It is positive for particle states and
negative for hole states. Nevertheless, we should remem-
ber that our self-energy used in the full Dyson equation
is not completely consistent and, e.g., the Luttinger the-
orem is violated. Only in SCRPA (r-RPA) scheme this
deficiency is overcome. It would be interesting to repeat
this derivation in the case of collective rotation.
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FIG. 26. Demonstration of the positive effect of the cou-
pling constant integration for the correlation energy Ecorr.
s-SCRPA, broken line: standard SCRPA; H-F with sSCRPA,
dotted line: coupling constant integration; full line: exact
result.
B. An application to the Lipkin model of the
coupling constant integration with SCRPA
The Lipkin model will be introduced in Sect.V.D just
below. The SCRPA is trivially applied, with good suc-
cess [21]. It is interesting to apply the coupling constant
integration of (5.14) to this case. The general formula
can be deduced from (5.23)
Ecorr = −
∑
ph,ν
∫ 1
0
dλ
λ
|Y νph|2[Ων(λ) + e˜p − e˜h] (5.37)
It is immediately verified that if in this formula the stan-
dard RPA expressions are used, this leads back to the
usual, see [5]. On the contrary, if we use the SCRPA ap-
proach, this can lead to substantial improvements. This
is shown for the Lipkin model in Fig. 26. One, indeed
sees a quite strong improvement over the SCRPA result
via the λ integration.
This method id also applied in theoretical chemistry,
see, e.g., [36, 155],
C. Inclusion of particle-particle RPA correlations
into the self-energy. The T -matrix approximation
We just have treated the self-energy including ph-
RPA correlations. Of course, there exists also the analo-
gous situation for pp-RPA correlations. This will lead
to the so-called T -matrix approximation of the self-
energy which has been elaborated in a work by Nozie`res-
Schmitt-Rink [149]. We write for the s.p. Green’s func-
tion
Gkk′ = G
(0)
kk′ +
∑
k1
G
(0)
kk1
Σppk1k′1
G
(0)
k′1k
′ , (5.38)
with for the self-energy
Σppkk′ (ω) = −i
∑
k1
∫
dω′
2π
G
(0)
k1
(ω′)Tkk1k′k1(ω + ω
′) ,
(5.39)
where we assumed that G
(0)
kk′ is diagonal and the pp T-
matrix is related to the pp Green’s function (4.1) by
Tk1k2k′1k′2(ω) =
1
4
∑
k3k4k′3k
′
4
v¯k1k2k3k4Gk3k4k′3k′4(ω)v¯k′3k′4k′1k′2 .
(5.40)
where the two-partilcle Green’s function is given in (4.1)
and we assumed that the uncorrelated Green’s function
contains the HF potential. All considerations we have
outlined above for the ph-case shall also apply analo-
gously to the pp-case. Only ph correlation functions have
been exchanged by pp correlations. This scheme has for
instance been applied by Nozie`res and Schmitt-Rink [149]
to treat the fameous BCS-BEC (Bose-Einstein condensa-
tion) transition. Below we will give some applications of
the pp-case to nuclear matter.
D. Single-particle Green’s function from the CCD
wave function. Application to the Lipkin model
In this section we want to elaborate on the odd-particle
number SCRPA, see Sect. II.G. Specifically, we want
to study how far one can go with the s.p. self-energy
(5.12) entirely based on the CCD wave function. In or-
der not to develop the whole general formalism, which
would be quite lengthy, we immediately switch to the
Lipkin model, however. It is sufficiently general so that
the full many-body formalism with, e.g., a realistic two
body force can be deduced. The full formalism will be
published in a separate work [156]
1. Calculating with the CCD wave function as a quantum
vacuum. Application to the Lipkin model
The standard two-level Lipkin model, see, e.g., [5], can
be seen as a one site quasi-spin model with the follow-
ing Hamiltonian (analogous to the 3-level model of Sect.
III.B)
H = eJ0 − V
2
[J+J+ + J−J−] , (5.41)
where
J+ =
∑
m
c†1mc0m ; J− = [J+]
† ; 2J0 = n1 − n0
ni =
∑
m
c†imcim , (5.42)
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with the following SU(2) commutation relations among
the quasi-spin operators
[J−, J+] = −2J0 ; [J0, J±] = ±J± . (5.43)
According to the spin algebra, the model is eas-
ily diagonalisable exactly for any spin value where
〈HF|J0|HF〉 = −N/2 and N the particle number or
degeneracy of each of the two levels which have a
distance of e. The model is non-trivial and cited, besides
in nuclear physics where it was invented [157], in several
other fields [158–161]. For instance, the Lipkin model
shows in the strong coupling limit a spontaneously
(discrete) broken symmetry, what makes it particularly
useful for testing new many-body approaches.
In the Lipkin model the CDD wave function writes
|Z〉 = e z2J+J+ |HF〉 , (5.44)
with z an in principle complex number. This CCD wave
function is the vacuum of the following addition (α) and
retrieval (ρ) annihilators, see (2.80)
q1,α =
1
N
uα1
∑
m
c1m + V
α
1
1
N
∑
m
J+c0m/
√
n11
q0,ρ =
1
N
uρ0
∑
m
c†0m + V
ρ
0
1
N
∑
m
c†1mJ+/
√
n11 ,
(5.45)
with n11 = −〈{J−c1m, c†1mJ+}〉 = 〈{c†0mJ−, J+c0m}〉 a
norm factor. This yields the following norm relations
|uρ0|2 + |V ρ0 |2 = |uα1 |2 + |V α1 |2 = 1. The various ampli-
tudes are related by z =
V ρ0
uρ0
√
n11
= − V α0uα0√n11 .
Applying the EOM leads to the eigenvalue equation out-
lined in (2.82) equivalent to the Dyson equation of the
s.p. Green’s function in (5.10, 5.12). The matrix el-
ements of this equation contain three-body correlation
functions.
It does not seem to be very easy to work with these
operators (5.45), since they do not represent a canoni-
cal transformation and, thus, cannot be inverted and the
killing property cannot directly be exploited. However,
there exists a way around which allows, due to the an-
nihilating condition, q|Z〉 = 0, to reduce the order of
the correlations [162]. For example, it is clear that the
secular problem (2.82) involves, as mentioned, maximally
three-body correlation functions. They can be reduced to
two-body correlation functions in the following way. For
this, we use the annihilating conditions which directly
yield
J0|Z〉 = [−N
2
+ 2zJ2+]|Z〉
J−|Z〉 = [2z(N − 1)J+ − 4z2J3+]|Z〉 . (5.46)
These are the basic two relations relating higher opera-
tors to lower ones. We multiply the first equation from
left with J2+ and the second one with J+. This gives two
equations containing J4+. Isolating and equalling leads
to an equation for 〈J2+J0〉 in terms of 〈J2+〉 and 〈J+J−〉.
We multiply first equation with J0 what helps to find the
Casimir relation J+J− = 14N(N + 2) − J20 + J0. From
where we get
2z〈J2+〉 =
N
2
+ 〈J0〉
z〈J2+J0〉 =
1
2
(N − 2)z〈J2+〉 − 〈J+J−〉
2z〈J+J−J0〉 = zN(N + 2)− 〈J2+〉+ z(N − 6)〈J+J−〉
− 2z(N − 4)〈J0〉 . (5.47)
In the last formula also the Casimir relation has been
used. Then all the matrix elements in the equation cor-
responding to (2.82) for the Lipkin model can be given
as a function of 〈J0〉 and 〈J20 〉.
Usually, it is a very good approximation to take 〈J20 〉 ≃
〈J0〉2 so that the whole becomes simply a self-consistency
relation for 〈J0〉. It seems to be also very valid here:
for N = 4 the solution becomes exact and for N = 6
the solution is quite good throughout the whole domain
of couplings. However, we will take this only for the
initialisation of the iterative cycle because there exists a
still better procedure. One can demand that the time
derivative of the two-body density matrix be zero, that
is stationary at equilibrium
〈[H, J−J−]〉 = 2e〈J2−〉 − V 〈(2J0 + 4J20 − 4J+J−J0)〉
= 0 . (5.48)
This gives an extra relation linking 〈J0〉 with 〈J20 〉 so that,
together with (5.47) the system of equations obtained
from the EOM is closed together with the relation for
the occupation numbers obtainable from (2.82) adapted
to the Lipkin model
〈J0〉 = N
2
4z2n11 − 1
4z2n11 + 1
. (5.49)
The results for different quantities are excellent through-
out the whole domain of coupling constants as can be
seen in Fig. 27. One can say that this approach solves
the Lipkin model for the correlation energy for all values
of N and χ with an error not larger than four percent
in the transition region and better elsewhere. This is a
very satisfying result. It is quite remarkable that one can
work with a nonlinear transformation like in (2.80) very
efficiently. For the collective states in the even systems
one may try to perform a Tamm-Dancoff or RPA ap-
proach with the new quasiparticle operators (5.45), but
this remains a task for the future.
In Fig. 28 we show the eigenvalues λ± of the odd-RPA
matrix. It is seen that they are also reproduced with
good quality over the whole range of χ-values.
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FIG. 27. Upper left panel: the occupation number differ-
ence between upper and lower levels, 〈−2J0〉, for N = 8
with standard RPA (sRPA) (double dot broken line), present
odd-RPA (dotted line), projected HF min[E
(+)
0 (δ)] (broken
line), CCD variational wave function min[E0(z)] (continu-
ous line with dots), and exact solution (full line) as function
of the intensity of interaction χ = V
e
(N − 1). Upper right
panel:〈−2J0〉, for N = 40 with sRPA, odd-RPA, and exact
solution. Lower left panel: percentage error of the correla-
tion energy as r = 100 ×
(Eodd−RPA0 −E
Exact
0 )
EExact0
(dotted line),
r = 100×
(min[E0(z)]−E
Exact
0 )
EExact0
(continuous line with dots) and
r = 100 ×
(min[E
(+)
0 (δ)]−E
Exact
0 )
EExact0
(broken line) as function of
the intensity of interaction χ = V
e
(N − 1). Lower right panel:
occupation fluctuation 〈4J20 〉 for N = 8 with same ingredients
as upper left panel.
One may wonder from where this high performance in
the whole parameter space comes. For this we remark
that if one replaces in (5.45) the operator J+ by its ex-
pectation value 〈J+〉, the equation for q just represents
a HF transformation to a new symmetry broken s.p. ba-
sis. To keep the operator J+ means that good parity
is kept during this transformation. We want to coin it
quantum-mean-field (qu-mf) transformation. In spirit it
is very similar to symmetry projected mean-field calcu-
lation. The results for the Lipkin model with projected
HF are also quite close to the present results, see Fig.
27. Also using CCD as a variational wave function yields
results rather close to the present odd-RPA method. The
method can be seen as a variant to the usual mean field
projection techniques [5]. It would be very interesting to
apply this technique to the case of rotations.
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FIG. 28. The eigenvalues λ+ and λ− of the odd-RPA matrix
compared to the exact values as a function of χ.
E. Cluster expansion of the single-particle
self-energy and applications to infinite matter
problems
In the preceding section we have outlined how to con-
struct a s.p. GF to reproduce the SCRPA correlation en-
ergy in the ph and pp channels. However, the self-energy
contains also higher than two-body correlations. We will,
therefore, use the EOM to include three-body and four-
body correlations to the self-energy and construct self-
energies tailored to treat cluster phenomena in nuclear
physics. We are specially interested in four-body corre-
lations, since in nuclear physics, at low densities, besides
the triton (t, 3H) and the helion (h, 3He), the α particles
play a particularly strong role. This implies that we will
have to treat not only more body correlation, but also
corresponding cluster bound states.
Within the present section, starting from the s.p.
Green’s function, we are in addition interested in the
equation of state of symmetric nuclear matter express-
ing the nucleon density ρ(T, µ) as a function of tempera-
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ture T = 1/kBβ and chemical potential µ. Note that for
asymmetric nuclear matter different chemical potentials
for neutrons (µn) and protons (µp) have to be introduced.
In the Green’s functions approach, the density of the sys-
tem is given by
ρ(β, µ) =
∑
k1
∫
dω
2π
1
eβ(~ω−µ1) + 1
S(k1, ω) , (5.50)
where the spectral function S(k, ω), depending upon
single-particle coordinate k1 = {p1, σ1, τ1} describing
momentum, spin, and isospin, is defined by [2–4]
S(k1, ω) =
1
i
[
Gωnk1 |iωn→ω−iη −Gωnk1 |iωn→ω+iη
]
.
(5.51)
Starting from the equation of state ρ(β, µ), all thermo-
dynamic properties can be calculated after determining
the thermodynamic potentials f(T, ρ) =
∫ ρ
0 µ(β, ρ
′)dρ′ or
p(T, µ) =
∫ µ
−∞ ρ(β, µ
′)dµ′.
The evaluation of the spectral function or the single-
particle Matsubara Green’s function, respectively, can
be performed with the single-particle self-energy Σ(k, ω))
according to
S(k, ω) =
2ImΣ(k, ω − i0)
(ω − (~k)2/2m− ReΣ(k, ω))2 + (ImΣ(k, ω − i0))2 . (5.52)
For the self-energy, under certain assumptions, see below,
a cluster decomposition [102] is possible,
Σ1
= +
T2
+
T3
+
T4
+ . . .
The TA matrices are related to the A-particle Green
functions obtainable from the EOM. They, therefore only
depend on one energy
TA(k1 . . . kA, k
′
1 . . . k
′
A, z) = VA(k1 . . . kA, k
′
1 . . . k
′
A) + VA(k1 . . . kA, k
′′
1 . . . k
′′
A)GA(k
′′
1 . . . k
′′
A, k
′′′
1 . . . k
′′′
A , z)
× VA(k′′′1 . . . k′′′A , k′1 . . . k′A) , (5.53)
with the potential VA(k1 . . . kA, k
′
1 . . . k
′
A) =∑
i<j vij,i′j′
∏
k 6=i,j δk,k′ , and subtraction of double
counting diagrams when inserting the T matrices
into the self-energy. The solution of the A-particle
propagator in the low-density limit is given by
GA(k1 . . . kA, k
′
1 . . . k
′
A, z) =∑
n,P
ψA,n,P (k1 . . . kA)ψ
∗
A,n,P (k
′
1 . . . k
′
A)
z − EA,n,P , (5.54)
using the eigenvalues EA,n,P and wave functions
ψA,n,P (k1 . . . kA) of the A-particle Schro¨dinger equation,
P denotes the total momentum, and the internal quan-
tum number n covers bound as well as scattering states.
The evaluation of the equation of state in the low-
density limit is straightforward. Considering only the
bound-state contributions, we have the result
ρ(β, µ) =
∑
A,n,P
1
eβ(EA,n,P−Aµ) − (−1)A , (5.55)
which is an ideal mixture of components obeying Fermi
or Bose statistics. This equation of state which describes
nuclear matter in the low-density limit is denoted as nu-
clear statistical equilibrium (NSE) and is a standard ap-
proach to heavy ion collisions and the astrophysics of
compact objects, where the composition of dense nuclear
matter and the yields of clusters is of relevance.
In the nondegenerate (classical) limit, the integrals
over P can be carried out for the respective bound states,
and one obtains the mass-action law that determines the
matter composition at given temperature and total par-
ticle density. At low densities, quantum effects become
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relevant. The most dramatic is Bose-Einstein condensa-
tion (BEC), which occurs for bound states in the channels
with even A when EA,n,P−Aµ = 0. Usually this happens
first for P = 0 and n = 0 (ground state). At low, but
fixed temperature, with increasing density BEC occurs
first for those clusters with the largest binding energy per
particle. If we consider the problem of clustering in nu-
clear matter, the two-particle (deuteron) binding energy
per nucleon is 1.11 MeV, while the four-particle (alpha)
binding energy is 7.1 MeV. One, therefore, anticipates
that a quantum condensate of α particles is formed first.
At very low temperatures heavier nuclei can be formed
with even a higher binding energy per nucleon, so that in
the low density regime considered here nuclei of the iron
region would form the condensate at low temperatures.
However, the formation of iron may be retarded with re-
spect to α particles because of the much more complex
structure of the former. In any case, we will restrict our-
selves only to two-nucleon and four-nucleon correlations
in the present review article.
An important problem is the modification of the single-
particle and bound-state properties at higher nucleon
densities, when medium effects have to be taken into ac-
count [17, 163]. The change of the cluster energies due
to self-energy and Pauli-blocking contributions will be in-
vestigated in the following subsections. In addition, the
inclusion of scattering states [169] would slightly change
the composition as well as the equation of state, see also
[165].
Concluding, we emphasize that the calculation of the
single-particle self-energy, e.g. using the technique of
cluster expansion and the EOM, allows to evaluate any
thermodynamic property. It should be mentioned that
cluster expansions can also be developed for other quan-
tities, such as the polarization function [102], that are of
interest in calculating transport properties. Also the hole
lines in the cluster expansion of the self-energy can them-
selves correlate to clusters. For example, the three-hole
lines in the four-particle T -matrix contribution can form
a triton or a helion [166]. We will expose α clustering in
nuclear matter in Sect.VI.
We have shown how the formation of correlations, in
particular bound states, can be implemented in the equa-
tion of state via the cluster decomposition of the single-
particle self energy. A well-known approach to nuclear
matter is the Fermi liquid theory of Landau, Migdal and
Pomeranchuk considering the linear response function,
which is related to the dynamical structure factor. This
also allows to derive an equation of state and, in particu-
lar, the search for instabilities. The inclusion of correla-
tions was an open problem for a long time but has been
considered recently [167], so that the equivalence of both
approaches has been shown. The approach to nuclear
matter properties via the dynamical structure factor is
based on an extension of the RPA including correlations,
see [102] and [168], which has been worked out for par-
tially ionized plasmas to investigate the dielectric func-
tion. Further considerations of how to incorporate small
nuclear clusters into the equation of state of nuclear mat-
ter will be discussed in Sect.VI.
F. Applications of the in-medium two-nucleon
problem and the T -matrix approximation for the
s.p. self-energy
1. Equation of state and critical temperature
With increasing density of nuclear matter, medium
modifications of single-particle states as well as of few-
nucleon states become of importance. The self-energy
of an A-particle cluster can, in principle, be deduced
from contributions describing the single-particle self-
energies as well as medium modifications of the inter-
action and the vertices. A guiding principle in incorpo-
rating medium effects is the construction of consistent
(“conserving”) approximations, which treat medium cor-
rections in the self-energy and in the interaction vertex
at the same level of accuracy. This can be achieved in
a systematic way using the two-times cluster Green’s
functions formalism presented in this article. At the
mean-field level, we have only the Hartree-Fock self-
energy ΓHF(k1) =
∑
k2
vk1k2,k1k2f(k2) together with the
Pauli blocking factors, which modify the interaction from
vk1k2,k′1k′2 to vk1k2,k′1k′2 [1 − f(k1)− f(k2)]. In the case of
the in-medium two-nucleon system ( A = 2), the result-
ing effective wave equation which includes the mean-field
corrections reads
[ǫk1 + ǫk2 − E2,n,P ]ψ2,n,P (k1k2) +
∑
k′1k
′
2
[1− f(k1)− f(k2)] vk1k2,k′1k′2ψ2,n,P (k′1k′2) = 0 . (5.56)
Here ǫk1 denotes the single-nucleon quasiparticle en-
ergy, which in Hartree-Fock approximation reads ǫk1 =
p21/2m + Γ
HF(k1). Both the self-energy and the Pauli
blocking have a similar structure, a product of the inter-
action with the distribution function, and have to be con-
sidered together to find a consistent approximation. Note
that correlations in the surrounding nuclear matter are
neglected. How those correlations can be considered has
been shown in Sect. III.A within SCppRPA applied to
the pairing model. Contributions of two-nucleon bound
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FIG. 29. Phase diagram of symmetric nuclear matter showing
lines of equal concentration ρcorr/ρ of correlated nucleons, the
Mott line, and the critical temperature Tc of the onset of
superfluidity.
states (deuterons) to the effective Hamiltonian are taken
into account within the Cluster Mean-Field Approxima-
tion [17].
This effective wave equation (5.56) is of great inter-
est. It describes not only bound states, but as well scat-
tering states in nuclear matter at arbitrary density, in
particular, the merging of a bound state with the contin-
uum of scattering states due to Pauli blocking (Mott ef-
fect). The Gor’kov equation describing the appearance of
a quantum condensate is reproduced when the deuteron
(d) binding energy Ed,P=0 coincides with 2µ. The in-
vestigation of Eq. (5.56) yields also the crossover from
BEC of deuterons to BCS pairing if the nucleon density
increases.
Solutions of the effective two-nucleon wave equation
(5.56) have been investigated for separable nucleon-
nucleon interactions [169, 170] in nuclear physics. With
the corresponding T matrix, the self-energy ImΣ(k1, ω),
the spectral function and the equation of state ρ(β, µ)
(5.50) can be calculated. We are interested in the virial
expansion that follows in the limit where the imaginary
part of the self-energy is small.
For small ImΣ(k1, ω), there will be a contribution to
the density from the quasiparticle peak at ω − p21/2m−
ReΣ(k1, ω) = 0. In addition, contributions to the total
nucleon density arise from the bound cluster states.
This approach was followed in Refs. [169, 170] under
the restriction to two-particle contributions (through the
T2-matrix), but otherwise implementing a full treatment
including scattering states. In this way a generalized
Beth-Uhlenbeck formula was derived, namely
ρ(β, µ) = ρqp(β, µ) + ρcorr(β, µ)
= ρqp(β, µ) + ρbound(β, µ) + ρscatt(β, µ) ,
(5.57)
with (see Refs. [169, 170])
ρqp(β, µ) =
∑
k1
f1(Eqp(k1))
ρbound(β, µ) =
∑
P>PMott
f2(Ed,P )
ρscatt(β, µ) =
∑
P
∫
dE
π
f2
( P 2
4m
+ E
)
× d
dE
[
δ2,P (E)− sin δ2,P (E) cos δ2,P (E)
]
.
(5.58)
The distribution functions appearing here are
f1(E) = [exp β(E − µ) + 1]−1 (Fermi) , (5.59)
and
f2(E) = [exp β(E − 2µ)− 1]−1 (Bose) . (5.60)
The quasiparticle energy is determined implicitly from
Eqp(k1) = p
2
1/2m+ReΣ(k1, Eqp(k1)) . (5.61)
As already mentioned, evaluation of the Beth-Uhlenbeck
formula (5.57) including two-particle correlations has
been carried out in Ref. [165, 169, 170] based on a sepa-
rable nucleon-nucleon potential. The result [171] for the
composition of nuclear matter as function of density and
temperature is shown in Fig. 29. Two aspects of this
study of two-particle condensation deserve special atten-
tion.
(i) The contribution of the correlated density, which
is determined both from deuterons as bound states in
the isospin-singlet channel and from scattering states, is
found to increase with decreasing temperature, in accor-
dance with the law of mass action. This law also predicts
the increase of correlated density with increasing nucleon
density (as also seen in Fig. 29 for the low-density limit).
However, with increasing density, the binding energy
of the bound state (deuteron) decreases due to Pauli
blocking (Mott effect). At the Mott density ρMottA,n,P (T ),
the bound states with vanishing center-of-mass (c.o.m.)
momentum are dissolved into the continuum of scatter-
ing states, see discussion below in Sect. V.D and [172].
Bound states with higher c.o.m. momentum merge with
the continuum at higher densities. According to Levin-
son’s theorem, if a bound state merges with the con-
tinuum, the scattering phase shift in the corresponding
channel exhibits a discontinuity by a phase jump of 180
degrees, such that no discontinuity appears in the equa-
tion of state. Accordingly, the contribution of the corre-
lated density will remain finite at the Mott density, but
will be strongly reduced at somewhat higher densities.
Thus, one salient result is the disappearance of bound
states and correlated density already well below the sat-
uration density of nuclear matter. The underlying cause
of the Mott effect is Pauli blocking, which prohibits the
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formation of bound states if the phase space is already
occupied by the medium (Fermi sphere), and hence no
longer available for the formation of the wave function
of the bound state (momentum space). This effect holds
also for higher-A bound states, such as the triton, he-
lion, and α particle, which disappear at corresponding
densities (see Fig. 33 below).
(ii) The Bose pole in the correlated density signals the
onset of a quantum condensate. As is well known, for
the bound-state (deuteron channel) contribution the T-
matrix approach breaks down, when the pole correspond-
ing to the bound-state energy coincides with twice the
chemical potential. This is a consequence of the Thou-
less condition [48] embodied in the in-medium two-body
T-matrix equation (equivalent to (5.56) for E2,n,P = 2µ)
T(k1, k2, k
′′
1 , k
′′
2 ; 2µ) =
1− f(k1)− f(k2)
2µ− ǫ(k1)− ǫ(k2)
∑
k′1k
′
2
vk1k2k′1k′2T(k
′
1, k
′
2, k
′′
1 , k
′′
2 ; 2µ) . (5.62)
This Thouless condition is not restricted to the presence
of bound states, but also holds for the contribution of
scattering states, describing BCS pairing of interacting
nucleons in single-particle states. Consequently, the tran-
sition temperature for the onset of a quantum condensate
appears as a smooth function of density, as shown in
Fig. 30.
At low densities, where the two-body bound states
(deuterons) are well-defined composite particles, the
mass action law implies that the deuterons will domi-
nate the composition in the low-temperature region. In
this region, the critical temperature for the transition to
the quantum condensate coincides with the Bose-Einstein
condensation of deuterons as known for ideal Bose sys-
tems. At high densities, where bound states are absent,
the transition temperature coincides with the solution of
the Gor’kov equation describing the formation of Cooper
pairs. Thus, BEC and BCS scenarios characterize the
low- and high-density regimes, respectively. We observe
a smooth crossover transition from BEC to BCS behavior
– as predicted generally for fermion systems by Nozie`res
and Schmitt-Rink in Ref. [149]. It should be mentioned
that the work in Ref. [149] exactly follows what was dis-
cussed in the preceding section, namely that the single-
particle mass operator in T -matrix approximation only
should be evaluated in first order perturbation theory in
order to respect conservation laws, when the T -matrix
itself is evaluated with the ppRPA approach.
Below the transition temperature, the T-matrix ap-
proach is no longer applicable. However, a mean-field
approach becomes possible in this regime after perform-
ing a Bogoliubov transformation. Even so, the proper
inclusion of correlations below the critical temperature
remains a challenging problem. To date, only the first
steps have been undertaken [174–176] toward solving this
problem for general quantum many-particle systems.
Already at the mean-field level, the calculation of the
transition temperature should include the quasiparticle
shifts in the Hartree-Fock approximation. In general,
the effective-mass approximation in nuclear matter will
reduce the transition temperature [170, 177]. A notewor-
thy case is the reduction of the transition temperature in
 0
 1
 2
 3
 4
 5
 0.001  0.01  0.1
T 
  (M
eV
)
n   (fm-3)
(b)
Tc
BCS
Tc
Tc
BEC
FIG. 30. Superfluid critical temperature as a function of the
(total) density. The solid line is the full calculation, while the
long dashes correspond to the BCS result. The short dashes
show the critical temperature of Bose-Einstein condensation
of a deuteron gas. Demonstration of the crossover BEC to
BCS. Figure adapted from Fig. 7 in [170], see also [173].
the isospin-singlet channel for asymmetric matter [178]
We shall not discuss further effects that can be described
in mean-field approximation, such as the shift and/or
deformation of the Fermi surfaces [179], e.g. the LOFF
phases.
2. Pseudo gap in nuclear matter
Going beyond the mean-field approximation, the first
remarkable feature [180] emerging at the two-particle
level is the formation of a pseudogap in the density of
states (DOS) above the critical temperature Tc. Com-
pared with the orthodox BCS solution, for which a gap
opens in the DOS below Tc, a quite different situation
is present in strongly correlated Fermi systems. The
full treatment of the (two-body) T-matrix in the single-
particle self-energy with full solution of the Dyson equa-
tion and self-consistently calculated single-particle spec-
tral functions leads to a reduction of the single-particle
45
DOS near the Fermi energy already above Tc, within an
energy interval of the same order as the BCS gap at zero
temperature. This behavior may be traced to pair fluctu-
ations above Tc that presage the transition to the super-
fluid state. Similar precursor behavior is known to occur
in other systems of strongly correlated fermions. In the
Hubbard model, for example, the formation of local mag-
netic moments already begins above the critical tempera-
ture, at which long-range order of the moments becomes
manifest. The pseudogap phenomenon is, of course, a
widely discussed aspect of compounds exhibiting high Tc
superconductivity [181], see also Sect. IV.D, where we
mention that a pseudogap also forms in the pairing model
at finite temperature. In the context of nuclear matter,
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FIG. 31. Nucleon level density as a function of the energy
ω− µ, relative to the chemical potential µ, given for the den-
sity ρ = ρ0/3 and three values of the temperature. For com-
parison, the BCS result at zero temperature is shown.
the occurrence of a pseudogap phase was first considered
by Schnell et al. [180] in the quasiparticle approxima-
tion, as noted above. They showed that this effect is
partially washed out if a self-consistent approximation
for the spectral function is implemented, but a full de-
scription should take vertex corrections into account. A
similar assessment applies to a recent self-consistent so-
lution of the Gor’kov equation in terms of the spectral
function [182], which shows a reduction of the transition
temperature for quantum condensation. However, vertex
corrections should also be included in this case and may
partially compensate the self-energy effects.
In general, it is necessary to take account all bosonic
clusters to gain a complete picture of the onset of super-
fluidity. The picture developed in the preceding section
only includes the effects of two-particle correlations lead-
ing to deuteron clusters. However, as is well known, the
deuteron (binding energy 2.225 MeV) is weakly bound
compared to other nuclei. Higher-A clusters can arise
that are more stable. In the following subsection, we will
consider the formation of α particles, which are of spe-
cial importance because of their large binding energy per
nucleon (7 MeV). We will not include tritons or helions,
which are fermions and not so tightly bound. Moreover,
we will not consider nuclei in the iron region, which have
even larger binding energy per nucleon than the α and
thus comprise the dominant component at low tempera-
tures and densities. The latter are complex structures of
many particles and are strongly affected by the medium
as the density increases. We assume, that in the tem-
perature and density region considered here, these more
complex condensates are not of relevance.
VI. QUARTETTING AND α PARTICLE
CONDENSATION
The thermodynamic Green’s function method de-
scribed above can be extended from the two-particle
problem to arbitrary numbers of particles in a cluster, i.e.
to incorporate few-body correlations with A > 2. Here
we will proceed with the method of equation of motion
and focus on the inclusion of four-particle correlations.
The self consistent RPA scheme may be reliable numer-
ically for the case of two body correlation functions. i.e.
for ph or pp (hh) - RPA’s. For higher correlation func-
tions the self consistent scheme is at present not feasible
in its full generality and one must be satisfied if higher
and more particle in-medium equations can be solved on
the standard RPA level or with relatively strong other ap-
proximations. Actually, the solution of in-medium equa-
tions for more than two particles is far from trivial. Even
on the purely theoretical side the structure of the equa-
tions often has not been worked out completely in the
past. We will discuss this in the context of second RPA,
see Sect.VII, in the symmetry broken phase, where the
appearance of a double spurious mode at zero energy is
one of the issues of importance. We here want to consider
the in-medium four-particle problem.
In-medium four-particle correlations, for example, ap-
pear, if one adds an α-particle on top of a doubly-magic
nucleus, such as 208Pb and 100Sn [183, 184], or in semi-
conductors, where in the gas of excitons, i.e. ph bound
states, may appear bi-excitations, i.e. bound states of
two ph pairs. The effective wave equation contains in
mean-field approximation the Hartree-Fock self-energy
shift of the single-particle energies as well as the Pauli
blocking of the interaction.
Let us try to set up an analogous BCS procedure for
quartets. Obviously we should write for the wave func-
tion
|Z〉 = exp
[
1
4!
∑
k1k2k3k4
Zk1k2k3k4c
†
k1
c†k2c
†
k3
c†k4
]
|vac〉 ,
(6.1)
where the quartet amplitudes Z are fully antisymmetric
(symmetric) with respect to an odd (even) permutation
of the indices. The task will now be to find a annihilating
operator for this quartet condensate state. Whereas in
the pairing case the partitioning of the pair operator into
a linear combination of a fermion creator and a fermion
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destructor is unambiguous, in the quartet case there exist
two ways to partition the quartet operator, that is into a
single plus a triple or into two doubles. Let us start with
the superposition of a single and a triple. As a matter of
fact it is easy to show that (in the following, we always
will assume that all amplitudes are real)
qν =
∑
k1
uνk1ck1 −
1
3!
∑
vνk2k3k4c
†
k1
c†k2c
†
k3
=
∑
k1
uνk1 [ck1 −
1
6
∑
k2k3k4
Zk1k2k3k4 ] , (6.2)
annihilates the quartet state under the condition
Zk1k2k3k4 =
∑
ν
(u−1)νk1v
ν
k2k3k4 . (6.3)
However, so far, we barely have gained anything,
since the above quartet destructor contains a non-linear
fermion transformation which, a priory, cannot be han-
dled (see, however, Sect. V.C). Therefore, let us first
try with a superposition of two fermion pair operators
which is, in a way, the natural extension of the Bo-
goliubov transformation in the pairing case, i.e. with
Q =
∑
[XP − Y P+] where P+ = c†c† is a fermion pair
creator. We will, however, find out that such an operator
cannot annihilate the quartet state of Eq. (6.1). In anal-
ogy to the Self-Consistent RPA (SCRPA) approach in
Sect. II.C [42], we will introduce a slightly more general
operator, that is
Qν =
∑
k<k′
[Xνkk′ckck′ − Y νkk′c†k′c†k]
−
∑
k1<k2<k3k4
ηνk1k2k3k4c
†
k1
c†k2c
†
k3
ck4 , (6.4)
with X,Y antisymmetric in k, k′.
Applying this operator on our quartet state, we find
Qν |Z〉 = 0 where the relations between the various am-
plitudes turn out to be
Y νll′ =
∑
k<k′
Xνkk′Zkk′ll′
ηνl2l3l4;k′ =
∑
k
Xνkk′Zkl2l3l4 . (6.5)
These relations are quite analogous to the ones which
hold in the case of the SCRPA approach discussed in
Sect. II.C [42]. One also notices that the relation be-
tween X,Y, Z amplitudes is similar in structure to the
one of BCS theory for pairing. As with SCRPA, in or-
der to proceed, we have to approximate the additional
η-term. The quite suggestive recipe is to replace in the
η-term of Eq. (6.4) the density operator c+k′ck by its
mean value 〈Z|c†k′ck|Z〉/〈Z|Z〉 ≡ 〈c†k′ck〉 = δkk′nk, i.e.
c†k1c
†
k2
c†k3ck4 → c
†
k1
c†k2nk3δk3k4 , where we supposed that
we work in the basis where the single particle density
matrix is diagonal, that is, it is given by the occupa-
tion probabilities nk. This approximation, of course, vi-
olates the Pauli principle but, as it was found in appli-
cations of SCppRPA [29] and SCRPA [42], we suppose
that also here this violation will be quite mild (of the
order of a couple of percent). With this approximation,
we see that the η-term only renormalises the Y ampli-
tudes and, thus, the annihilating operator boils down to
a linear super position of a fermion pair destructor with
a pair creator. This can then be seen as a Hartree-Fock-
Bogoliubov (HFB) transformation of fermion pair opera-
tors, i.e., pairing of ’pairs’. Replacing the pair operators
by ideal bosons as done in RPA, would lead to a standard
bosonic HFB approach (see [5], Ch. 9 and Appendix).
Here, however, we will stay with the fermionic description
and elaborate an HFB theory for fermion pairs. For this,
we will suppose that we can use the annihilating prop-
erty Qν |Z〉 = 0 even with the approximate Q-operator.
As already mentioned, we assume that this violation of
consistency is weak (in the future one may try to work
with (6.4) in a similar way as done in Sect. V.C).
Let us continue with elaborating our just defined
frame. We will then use for the pair-annihilating op-
erator
Qν =
∑
k<k′
[Xνkk′ckck′ − Y νkk′c†k′c†k]/N1/2kk′ , (6.6)
with (the approximate) property Q|Z〉 = 0 and the
first relation in (6.5). The normalisation factor Nkk′ =
n¯kn¯k′ − nknk′ = 1 − nk − nk′ has been introduced
(n¯k = 1 − nk), so that 〈[Q,Q+]〉 = 12
∑
(X2 − Y 2) = 1,
i.e., the quasi-pair state Q+|Z〉 and the X,Y amplitudes
being normalised to one. Of course, the indices k′ have
to be chosen so that
√
Nkk′ stays real. We now will min-
imise the following energy weighted sum rule:
Ων =
〈Z|[Qν , [H − 2µNˆ,Q+ν ]]|Z〉
〈Z|[Qν , Q+ν ]|Z〉
. (6.7)
The minimisation with respect to X,Y amplitudes leads
to
(
H ∆(22)
−∆(22)+ −H∗
)(
Xν
Y ν
)
= Ων
(
Xν
Y ν
)
, (6.8)
with (we eventually will consider a symmetrized double
commutator in H)
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Hk1k2,k′1k
′
2
= 〈[ck2ck1 , [H − 2µNˆ, c+k′1c
+
k′2
]]〉/(N1/2k1k2N
1/2
k′1k
′
2
)
= (ξk1 + ξk2)δk1k2,k′1k′2
+N
−1/2
k1k2
N
−1/2
k′1k
′
2
{Nk1k2 v¯k1k2k′1k′2Nk′1k′2
+[(
1
2
δk1k′1 v¯l1k2l3l4Cl3l4k′2l1 + v¯l1k2l4k′2Cl4k1l1k′1)
−(k1 ↔ k2)]− [k′1 ↔ k′2]} , (6.9)
where
Ck1k2k′1k′2 = 〈c
†
k′1
c†k′2ck2ck1〉
− nk1nk2 [δk1k′1δk2k′2 − δk1k′2δk2k′1 ] , (6.10)
is the two body correlation function and
∆
(22)
k1k2,k′1k
′
2
= −〈[ck2ck1 , [H − 2µNˆ, ck′1ck′2 ]]〉/(N
1/2
k1k2
N
1/2
k′1k
′
2
)
= N
−1/2
k1k2
[(∆k1k′2;k′1k2 − k1 ↔ k2)− (k′1 ↔ k′2)]N
−1/2
k′1k
′
2
,
(6.11)
with the quartet order parameter field
∆k1k′2;k′1k2 =
∑
l<l′
v¯k1k′2ll′〈ck′1ck2cl′cl〉 . (6.12)
In (6.8) the matrix multiplication is to be understood
as
∑
k′1<k
′
2
for restricted summation (or as 12
∑
k′1k
′
2
for
unrestricted summation ) . We see from (6.11) and (6.12)
that the bosonic gap ∆(22) involves the quartet order
parameter 〈ck′1ck2cl′cl〉 quite in analogy to the usual gap
field in the BCS case. TheH operator in (6.8) has already
been discussed in Sect. II.D in connection with SCRPA
in the particle-particle channel. Equation (6.8) has the
typical structure of a bosonic HFB equation but, here, for
fermion pairs, instead of bosons. It remains the task to
close those HFB equations in expressing all expectation
values involved in the H and ∆(22) fields by the X,Y
amplitudes. This goes in the following way. Because of
the HFB structure of (6.8), the X,Y amplitudes obey the
usual orthonormality relations, see [5]. Therefore, one
can invert relation (6.6) to obtain (see the corresponding
inversion relation (2.32))
c†k′c
†
k = N
1/2
kk′
∑
ν
[Xνkk′Q
†
ν + Y
ν
kk′Qν ] (k < k
′) , (6.13)
and by conjugation the expression for cc. With this re-
lation, we can calculate all two-body correlation func-
tions in (6.11) and (6.9) in terms of X,Y amplitudes.
This is achieved in commuting the destruction opera-
tors Q to the right hand side and use the annihilat-
ing property. For example, the quartet order parame-
ter in the gap-field (6.12) is obtained as 〈ck′1ck2cl′cl〉 =
N
1/2
k′1k2
∑
ν X
ν
k2k′1
Y νll′N
1/2
ll′ . The task remains how to link
the occupation numbers nk = 〈c+k ck〉 to the X,Y ampli-
tudes. Of course, that is where our partitioning of the
quartet operator into singles and triples comes into play.
Therefore, let us try to work with the operator (6.2).
First, as a side-remark, let us notice that if in (6.2) we re-
place c+k1c
+
k2
by its expectation value which is the pairing
tensor, we are back to the standard Bogoliubov transfor-
mation for pairing. Here we want to consider quartetting
and, thus, we have to keep the triple operator fully. Min-
imising, as in (6.7). an average single-particle energy, we
arrive at the following equation for the amplitudes u, v
in (6.2)
(
ξ ∆(13)
∆(13)
+ −NH∗
)(
u
v
)
= E
(
1 0
0 N
)(
u
v
)
,
(6.14)
with (we disregard pairing, i.e., 〈cc〉 amplitudes)
∆
(13)
k;k1k2k3
= ∆kk3 ;k2k1− [(k2 ↔ k3)−(k1 ↔ k2)] , (6.15)
and
(NH∗)k1k2k3;k′1k′2k′3 = 〈{c†k3c
†
k2
c†k1 , [H − 3µNˆ, ck′1ck′2ck′3 ]}〉
Nk1k2k3;k′1k′2k′3 = 〈{c
†
k3
c†k2c
†
k1
, ck′1ck′2ck′3}〉 ,
(6.16)
with {.., ..} the anticommutator. We will not give H in
full because it is a very complicated expression involving
self-consistent determination of three-body densities [60].
To lowest order in the interaction it is given by
Hk1k2k3;k′1k′2k′3 = (ξk1 + ξk2 + ξk3)δk1k2k3,k′1k′2k′3
+[(1− nk1 − nk2)v¯k1k2k′1k′2δk3k′3 + permutations] ,
(6.17)
where δk1k2k3,k′1k′2k′3 is the fully antisymmetrised three-
fermion Kronecker symbol. Even this operator is still
rather complicated for numerical applications and mostly
one will replace the correlated occupation numbers by
their free Fermi-Dirac function steps, i.e., nk → n0k. To
this order the three-body norm in (6.16) is given by
Nk1k2k3;k′1k′2k′3 ≃ [n¯0k1 n¯0k2 n¯0k3 + n0k1n0k2n0k3 ]δk1k2k3,k′1k′2k′3 ,
(6.18)
with n¯0 = 1 − n0. In principle, this effective three-body
Hamiltonian leads to three-body bound and scattering
states. In our application to nuclear matter given below,
we will make an even more drastic approximation and
completely neglect the interaction term in the three-body
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Hamiltonian. Eliminating under this condition the v-
amplitudes from (6.14), one can write down the following
effective single-particle equation
ξku
(ν)
k +∑
k1<k2<k3k′
∆
(13)
kk1k2k3
(n¯0k1 n¯
0
k2
n¯0k3 + n
0
k1
n0k2n
0
k3
)∆
(13)∗
k3k2k1k′
Eν + ξk1 + ξk2 + ξk3
u
(ν)
k′
= Eνu
(ν)
k . (6.19)
The occupation numbers are given by
nk = 1−
∑
ν
|u(ν)k |2 . (6.20)
Of course, one could also replace the uncorrelated occu-
pation numbers in the three-body term by the correlated
ones, but we want to refrain from this complication here.
The effective single-particle field in (6.19) is graphically
interpreted in Fig. 35 below in Sect.VI.B. The gap-fields
in (6.19) are then to be calculated as in (6.15) and (6.12)
with (6.13) and the system of equations is fully closed.
This is quite in parallel to the pairing case. It is clear
that the solution of this complicated self-consistent quar-
tet problem is at present hardly envisageable. In cases,
where the quartet consists out of four different fermions,
which, in addition, is rather strongly bound, as this will
be the case for the α-particle in nuclear physics, one still
can make a very good, but drastic simplification: one
writes the quartic order parameter as a translationally
invariant product of four times the same single-particle
wave function in momentum space. We will see right
below, how this goes when we apply our theory to α par-
ticle condensation in nuclear matter for the simpler case
of the determination of the critical temperature. Com-
paring the effective single-particle field in (6.19) with the
one of standard pairing [4], we find strong analogies,
but also several structural differences. The most striking
is that in the quartet case Pauli factors figure in the nu-
merator of (6.19), whereas this is not the case for pairing.
In principle, in the pairing case, they are also there, but
since n¯k+nk = 1, they drop out. This difference between
the pairing and the quartetting cases has quite dramatic
consequences. Namely when the chemical potential µ
changes from negative (binding) to positive, the implicit
three-hole level density passes through zero at ω−3µ = 0,
because phase space constraints and energy conservation
cannot be fulfilled simultaneously at that point. So, we
will see that as soon as with increasing density the chem-
ical potential turns positive, quartet condensation is sup-
pressed. More details can be found in Sect. VI.B below.
It is also rather evident that the three hole lines in Fig.
35 can further be correlated, eventually also to bound
states of helions (3He) or tritons (3H). This is illustrated
in Fig. 32 where also the possiblity of deuteron pairing
is indicated. It remains a task for the future to include
all these processes in a coherent approach of α particle
condensation.
FIG. 32. Inclusion of two and three body clusters in the
formation of α particle condensation.
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FIG. 33. Shift of binding energy of the light clusters (d - dash
dotted, t/h - dotted, and α - dashed: perturbation theory,
full line: non-perturbative Faddeev-Yakubovski equation) in
symmetric nuclear matter as a function of density for given
temperature T = 10 MeV [186].
A. Critical temperature for α condensation
We are interested in an example of nuclear physics,
where the α-particle constitutes a particularly strongly
bound cluster of four nucleons. One can ask the question
how, for a fixed temperature, the binding energy of the
α-particle varies with increasing temperature.
The effective wave equation has been solved using sepa-
rable potentials for A = 2 by integration. For A = 3, 4 we
can use a Faddeev approach [185]. The shifts of binding
energy can also be calculated approximately via pertur-
bation theory. In Fig. 33 we show the shift of the binding
energy of the light clusters (d, t/h and α) in symmetric
nuclear matter as a function of density for temperature
T = 10 MeV [186]. It is found that the cluster bind-
ing energy decreases with increasing density. Finally, at
the Mott density ρMottA,n,P (T ) the bound state is dissolved.
The clusters are not present at higher densities, merg-
ing into the nucleonic medium. It is found that the α
particle at T = 10 MeV already dissolves at a density
ρMottα ≈ ρ0/10, see Fig. 33. For a given cluster type
characterized by A, n, we can also introduce the Mott
momentum PMottA,n (ρ, T ) in terms of the ambient temper-
ature T and nucleon density ρ, such that the bound states
exist only for P ≥ PMottA,n (ρ, T ). We do not present an ex-
ample here, but it is intuitively clear that a cluster with
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high c.o.m. momentum with respect to the medium is
less affected by the Pauli principle than a cluster at rest.
Since Bose condensation only is of relevance for d and
α, and the fraction of d, t and h becomes low compared
with that of α with increasing density, we can neglect the
contribution of them to the equation of state in a first
approximation. Consequently, if we further neglect the
contribution of the four-particle scattering phase shifts in
the different channels, we can now construct an equation
of state
ρ(T, µ) = ρfree(T, µ) + ρbound,d(T, µ) + ρbound,α(T, µ) ,
(6.21)
such that α-particles determine the behavior of symmet-
ric nuclear matter at densities below ρMottα and temper-
atures below the binding energy per nucleon of the α-
particle. The formation of deuteron clusters alone gives
an incorrect description because the deuteron binding en-
ergy is small, and, thus, the abundance of d-clusters is
small compared with that of α-clusters. In the low den-
sity region of the phase diagram, α-matter emerges as an
adequate model for describing the nuclear matter equa-
tion of state.
With increasing density, the medium modifications, es-
pecially Pauli blocking, will lead to a deviation of the
critical temperature Tc(ρ) from that of an ideal Bose gas
of α-particles (the analogous situation holds for deuteron
clusters, i.e., in the isospin-singlet channel), see Sect.
IV.B.
Symmetric nuclear matter is characterized by the
equality of the proton and neutron chemical potentials,
i.e., µp = µn = µ. Then an extended Thouless condi-
tion based on the relation for the four-body T-matrix (in
principle, equivalent to (6.29) below)
T4(k1k2k3k4, k
′′
1k
′′
2k
′′
3k
′′
4 , 4µ) =
∑
k′1k
′
2k
′
3k
′
4
{
vk1k2,k′1k′2 [1− f(k1)− f(k2)]
4µ− ǫk1 − ǫk2 − ǫk3 − ǫk4
δ(k3, k
′
3)δ(k4, k
′
4)
+permutations
}
T4(k
′
1k
′
2k
′
3k
′
4, k
′′
1k
′′
2k
′′
3k
′′
4 , 4µ) (6.22)
serves to determine the onset of Bose condensation of
α-like clusters, noting that the existence of a solution
of this relation signals a divergence of the four-particle
correlation function. An approximate solution has been
obtained by a variational approach, in which the wave
function is taken as Gaussian incorporating the correct
solution for the two-particle problem [187].
Eq. (6.22) at eigenvalue 4µ has been solved numer-
ically exactly by the Faddeev-Yakubovsky method em-
ploying the Malfliet-Tjon force [188]. The results for
the critical temperature of α-condensation is presented
in Fig. 34 as a function of the chemical potential µ. The
exact solution is a numerical challenge and could only be
obtained for negative µ, i.e. when there exists a bound
cluster. It is, therefore, important to try another, ap-
proximate, solution of the in-medium four-body equa-
tion. Since the α-particle is strongly bound, we make a
momentum projected mean-field ansatz [5] for the quar-
tet wave function [189]
Ψ1234 = (2π)
3δ(3)(k1 + k2 + k3 + k4)
4∏
i=1
ϕ(ki)χ
ST ,
(6.23)
where χST is the spin-isospin function which we sup-
pose to be the one of a scalar (S = T = 0). We will
not further mention it from now on. We work in mo-
mentum space and ϕ(k) is the as-yet unknown single-
particle 0S wave function. In position space, this leads
to the usual formula [5] Ψ1234 →
∫
d3R
∏4
i=1 ϕ˜(ri −R)
where ϕ˜(ri) is the Fourier transform of ϕ(ki). If we
take for ϕ(ki) a Gaussian shape, this gives: Ψ1234 →
exp[−c∑1≤i<k≤4(ri − rk)2] which is the translationally
invariant ansatz often used to describe α-clusters in nu-
clei. For instance, it is also employed in the α-particle
condensate wave function of Tohsaki, Horiuchi, Schuck,
Ro¨pke (THSR) in Ref. [190].
Inserting the ansatz (6.23) into the 4-body wave equa-
tion equivalent to (6.22) and integrating over superflu-
ous variables, or minimizing the energy, we arrive at a
Hartree-Fock type of equation for the single-particle 0S
wave function ϕ(k) = ϕ(|k|) which can be solved. How-
ever, for a general two body force vk1k2,k′1k′2 , the equation
to be solved is still rather complicated. We, therefore,
proceed to the last simplification and replace the two-
body force by a unique separable one, that is
vk1k2,k′1k′2 = λe
−k2/k20e−k
′2/k20 (2π)3δ(3)(K−K′) , (6.24)
where k = (k1 − k2)/2, k′ = (k′1 − k′2)/2, K = k1 + k2,
andK′ = k′1+k
′
2. This means that we take a spin-isospin
averaged two-body interaction and disregard that, in
principle, the force may be somewhat different in the
S, T = 0, 1 or 1, 0 channels. It is important to remark
that for a mean field solution the interaction only can
be an effective one, very different from a bare nucleon-
nucleon force. This is contrary to the usual gap equation
for pairs, to be considered below, where, at least in the
nuclear context, a bare force can be used as a reasonable
first approximation.
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FIG. 34. Critical temperature of alpha and deuteron conden-
sations as functions of (a) chemical potential and (b) density
of free nucleon [185]. Crosses (×) correspond to calculation
of Eq. (6.22) with the Malfliet-Tjon interaction (MT I-III)
using the Faddeev-Yakubovski method.
We are now ready to study the solution of (6.22) with
(6.23) for the critical temperature Tαc , defined by the
point where the eigenvalue equals 4µ. For later compar-
ison, the deuteron (pair) wave function at the critical
temperature is also deduced from Eqs. (5.56) and (6.24)
to be
φ(k) = − 1− 2f(ε)
k2/m− 2µλe
−k2/k20
∫
d3k′
(2π)3
e−k
′2/k20φ(k′) ,
(6.25)
where φ(k) is the relative wave function of two par-
ticles given by Ψ12 → φ(|k1−k22 |) δ(3)(k1 + k2), and
ε = k2/(2m). We also neglected the momentum depen-
dence of the Hartree-Fock mean field shift in Eq. (6.25).
It, therefore, can be incorporated into the chemical po-
tential µ. With Eq. (6.25), the critical temperature of
pair condensation is obtained from the following equa-
tion:
1 = −λ
∫
d3k
(2π)3
1− 2f(ε)
k2/m− 2µe
−2k2/k20 . (6.26)
In order to determine the critical temperature for α-
particle condensation, we have to adjust the temperature
so that the eigenvalue of (6.22) equals 4µ. The result
is shown in Fig. 34(a). In order to get an idea how
this converts into a density dependence, we use for the
moment the free gas relation between the density n(0) of
uncorrelated nucleons and the chemical potential
n(0) = 4
∫
d3k
(2π)3
f(ε) . (6.27)
We are well aware of the fact that this is a relatively
gross simplification, for instance, at the lowest densities
and we intend to generalize our theory in the future so
that correlations are included into the density. This may
be done along the work of Nozie`res and Schmitt-Rink
[149]. The two open constants λ and k0 in Eq. (6.24) are
determined so that binding energy (28.3 MeV) and radius
(1.71 fm) of the free (fi = 0) α-particle come out right.
The adjusted parameter values are: λ = −992 MeV fm3,
and k0 = 1.43 fm
−1. The results of the calculation are
shown in Fig. 34.
In Fig. 34, the maximum of critical temperature Tαc,max
is at µ = 5.5 MeV, and the α-condensation can exist up
to µmax = 11 MeV. It is very remarkable that the results
obtained with (6.23) for Tαc very well agree with the ex-
act solution of (6.22) using the Malfliet-Tjon interaction
(MT I-III) [188] with the Faddeev-Yakubovski method
also shown by crosses in Fig. 34 (the numerical solution
only could be obtained for negative values of µ). This
indicates that Tαc is essentially determined by the Pauli
blocking factors.
In Fig. 34 we also show the critical temperature for
deuteron condensation derived from Eq. (6.26). In this
case, the bare force is adjusted with λ = −1305 MeV
fm3 and k0 = 1.46 fm
−1 to get experimental energy
(−2.2 MeV) and radius (1.95 fm) of the deuteron. It is
seen that at higher densities deuteron condensation wins
over the one of α-particle. The latter breaks down rather
abruptly at a critical positive value of the chemical po-
tential. Roughly speaking, this corresponds to the point
where the α-particles start to overlap. This behavior
stems from the fact that Fermi-Dirac distributions in the
four-body case, see (6.22), can never become step-like, as
in the two-body case, even not at zero temperature, since
the pairs in an α-particle are always in motion. There-
fore, no threshold effect occurs as with pairing for Cooper
pairs at rest. As a consequence, α-condensation gener-
ally only exists as a BEC phase and the weak coupling
regime is absent, see also discussion in Sec. VIB.
An important consequence of this study is that at the
lowest temperatures, Bose-Einstein condensation occurs
for α-particles rather than for deuterons. As the den-
sity increases within the low-temperature regime, the
chemical potential µ first reaches −7 MeV, where the α-
particles start to Bose-condense. In contrast, Bose con-
densation of deuterons would not occur until µ rises to
−1.1 MeV.
The “quartetting” transition temperature sharply
drops as the rising density approaches the critical Mott
value, at which the four-body bound states disappear. At
that point, pair formation in the isospin-singlet deuteron-
like channel comes into play, and a deuteron conden-
sate will exist below the critical temperature for BCS
pairing up to densities above the nuclear-matter satura-
tion density ρ0, as described in the previous Section. Of
course, also isovector n-n and p-p pairing develops. The
critical (Mott) density, at which the α condensate dis-
appears is estimated to be ρ0/3. Therefore, α-particle
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condensation primarily only exists in the Bose-Einstein-
Condensed (BEC) phase and there exist no phase, where
the quartets acquire a large extension as Cooper pairs do
in the weak coupling regime. However, the variational
approaches of Ref. [187] and of Eq. (6.23), on which this
conclusion is based, represent only first attempts at the
description of the transition from quartetting to pair-
ing. The detailed nature of this fascinating transition
remains to be clarified. Many different questions arise in
relation to the possible physical occurrence and exper-
imental manifestations of quartetting: Can we observe
the hypothetical “α condensate” in nature? What about
thermodynamic stability? What happens with quartet-
ting in asymmetric nuclear matter? Are more complex
quantum condensates possible? What is their relevance
for finite nuclei? As discussed, the special type of micro-
scopic quantum correlations associated with quartetting
may be important in nuclei, its role in these finite inho-
mogeneous systems being similar to that of pairing [190].
On the other hand, if at all, α-condensation in com-
pact stars occurs at strongly asymmetric matter. It is,
therefore, important to generalize the above study for
symmetric nuclear matter to the asymmetric case. This
can be done straightforwardly again using our momen-
tum projected mean-field ansatz (6.23) generalized to the
asymmetric case. This implies to introduce two chemical
potentials, one for neutrons and one for protons. We also
have to distinguish two single-particle wave functions in
our product ansatz. For the results, we refer the reader
to [178] and simply state that as a function of asymmetry
the α wins over the deuteron because the latter’s binding
is much weaker than the one of the α-particle.
In conclusion the α-particle (quartet) condensation
was investigated in homogeneous symmetric nuclear mat-
ter as well as in asymmetric nuclear matter. We found
that the critical density at which the α-particle con-
densate appears is estimated to be around ρ0/3 in the
symmetric nuclear matter, and the α-particle condensa-
tion can occur only at low density. This result is con-
sistent with the fact that the Hoyle state (0+2 ) of
12C,
which is considered as a three-α condensed state also
has a very low density ρ ∼ ρ0/3. On the other hand,
in the asymmetric nuclear matter, the critical temper-
ature Tc for the α-particle condensation was found to
decrease with increasing asymmetry. However, Tc stays
relatively high for very strong asymmetries, a fact of im-
portance in the astrophysical context. The asymmetry
affects deuteron pairing more strongly than α-particle
condensation. Therefore, at high asymmetries, if at all,
α-particle condensate seems to dominate over deuteron-
like pairing at all possible densities.
B. ’Gap’ equation for quartet order parameter
In the preceding section, we considered α-particle con-
densation at finite temperature, specifically we deter-
mined the critical temperature for the onset of conden-
sation. We now want to consider α condensation at zero
temperature, where the full non-linear order parameter
equation has to be solved, similar to the solution of the
gap equation in the case of pairing. For macroscopic α
condensation it is, of course, not conceivable to work with
a number projected α-particle condensate wave function
as we did, when in finite nuclei only a couple of α particles
were present [190]. We rather have to develop an analo-
gous procedure to BCS theory, but generalized for quar-
tets. In principle, a wave function of the already men-
tioned type |α〉 = exp[∑1234 z1234c+1 c+2 c+3 c+4 ]|vac〉 would
be the ideal generalization of the BCS wave function for
the case of quartets. However, unfortunately, it is un-
known so far (see, however, Ref. [42] and Sect. V.C)
how to treat such a complicated many-body wave func-
tion mathematically in a reasonable way. So, we rather
attack the problem from the other end, that is with a
Gor’kov type of approach, well known from pairing, but
here extended to the quartet case. Since, naturally, the
formalism is complicated, we only will outline the main
ideas and refer for details to the literature.
Actually, one part of the problem is written down eas-
ily. Let us guide from a particular form of the gap equa-
tion in the case of pairing. We have at zero temperature
(see also eq.(5.56))
(εk1 + εk2)κk1k2 + (1 − nk1 − nk2)
1
2
∑
k′1k
′
2
v¯k1k2k′1k′2κk′1k′2
= 2µκk1k2 , (6.28)
where κk1k2 = 〈ck1ck2〉 is the pairing tensor, ni = 〈c+i ci〉
are the BCS occupation numbers, and v¯k1k2k′1k′2 denotes
the antisymmetrized matrix element of the two-body
interaction. The εi are the usual mean-field energies.
Equation (6.28) is equivalent to the usual gap equation
in the case of zero total momentum and opposite spin,
i.e. in short hand: k2 = k¯1, where the bar stands for
’time reversed conjugate’. With the EOM, the extension
of (6.28) to the quartet case is formally written down
without problem. It is a direct consequence of our self-
consistent quartet equations derived above. As in the
pairing case, we then linearize to large extent the prob-
lem keeping only the occupation numbers coupled to the
quartet condensate in the self-consistent cycle. We write
for zero temperature
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(ε1234 − 4µ)κ1234 = (1− n1 − n2)1
2
∑
k′1k
′
2
v¯k1k2k′1k′2κk′1k′2k3k4
+ (1− nk1 − nk3)
1
2
∑
k′1k
′
3
v¯k1k3k′1k′3κk′1k2k′3k4 + all permutations , (6.29)
with κk1k2k3k4 = 〈ck1ck2ck3ck4〉 the quartet order param-
eter. This is formally the same equation as Eq. (6.22)
with, however, the Fermi-Dirac occupation numbers re-
placed by the zero temperature quartet correlated single-
particle occupation numbers, similar to the BCS case.
For the quartet case, the crux lies in the determination
of those occupation numbers. However, as we have seen,
they can very naturally be determined from the general-
ized s.p. self-energy in (6.19).
Let us discuss some properties of the s.p. self-energy in
the case of α-particles with respect to the one of pairing,
see Fig. 35. Put aside the difficulty to derive a manage-
able expression for this ’quartet’ s.p. self-energy, what
immediately strikes is that instead of only one ’backward
going line’ with (−p,−σ) as in the pairing case, we now
have three backwards going lines. As a consequence, the
three momenta k1, k2, k3 in these lines are only con-
strained so that their sum is equal to k1+k2+k3 = −p
in order that the total momentum of the order param-
eter is zero and, thus, the remaining freedom has to be
summed over. This is in strong contrast to the pair-
ing case, where the single backward-going line is con-
strained by momentum conservation to have momentum
−p, so that together with the incoming particle at p
the total momentum of the gap function is zero, see also
Fig. 35. So, no internal summation occurs in the self-
energy belonging to pairing. The consequence of this
additional momentum summation in the mass operator
for quartetting leads, with respect to pairing, to a com-
pletely different analytic structure of the self-energy in
case of quartetting. This is best studied with the so-
called three-hole level density g3h(ω), which is related
to the imaginary part of the three-hole Green’s function
G3h(k1, k2, k3;ω) = (f¯1f¯2f¯3 + f1f2f3)/(ω + ε123) with
ε123 = ε1+ ε2+ ε3 figuring in the self-energy, see Fig. 35
g3h(ω) = −
∫
d3k1
(2π)3
d3k2
(2π)3
d3k3
(2π)3
ImG(3h)(k1, k2, k3;ω + iη)
=
∫
d3k1
(2π)3
d3k2
(2π)3
d3k3
(2π)3
(f¯1f¯2f¯3 + f1f2f3)πδ(ω + ε1 + ε2 + ε3) . (6.30)
In Fig. 36 we show the level density at zero temper-
ature (f(ω) = θ(−ω)), where it is calculated with the
proton mass m = 938.27 MeV [178]. Two cases have to
be considered, chemical potential µ positive or negative.
In the latter case we have binding of the quartet. Let
us first discuss the case µ > 0. We remark that, in this
case, the 3h level density goes through zero at ω = 0,
i.e., since we are measuring energies with respect to the
chemical potential µ, just in the region where the quar-
tet correlations should appear. This is at strong vari-
ance with the pairing case where the 1h level density,
g1h(ω) =
∫
d3k
(2pi~)3 (f¯k + fk)δ(ω + εk) =
∫
d3k
(2pi~)3 δ(ω + εk),
does not feel any influence from the medium and, there-
fore, the corresponding level density varies (neglecting
the mean field for the sake of the argument) like in free
space with the square root of energy. In particular, this
means that the level density is finite at the Fermi level.
This is a dramatic difference with the quartet case and
explains why Cooper pairs can strongly overlap whereas
for quartets this is impossible as we will see below. We
also would like to point out that the 3h level density is
just the mirror to the 3p level density, which has been
discussed in Ref. [191].
For the case µ < 0, where anyway the fi’s are zero
at T=0, there is nothing very special, besides the fact
that the level density is non-vanishing only for negative
values of ω and that the upper boundary is given by
ω = 3µ. Therefore, the level density of Eq. (6.30) is
zero for ω > 3µ. Therefore, in the BEC regime (µ < 0),
there is no marked difference between the pairing and
quartetting cases.
The complexity of the calculation in Eq. (6.29) is much
reduced using for the order parameter 〈cccc〉 our mean-
field ansatz projected onto zero total momentum, as it
was already very successfully employed with Eq. (6.23),
〈c1c2c3c4〉 → φk1k2,k3k4χ0,
φk1k2,k3k4 = ϕ(|k1|)ϕ(|k2|)ϕ(|k3|)ϕ(|k4|)
×(2π)3δ(k1 + k2 + k3 + k4) ,(6.31)
where χ0 is the spin-isospin singlet wave function. It
should be pointed out that this product ansatz with four
identical 0S single-particle wave functions is typical for a
ground state configuration of the α particle. Excited con-
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FIG. 35. Graphical representation of the BCS self-energy
(top) and the approximate α-BEC self-energy Mquartet (bot-
tom) of Eq. (6.19).
figurations with wave functions of higher nodal structures
may eventually be envisaged for other physical situations.
We also would like to mention that the momentum con-
serving δ-function induces strong correlations among the
four particles and (6.31) is, therefore, a rather non-trivial
variational wave function.
For the two-body interaction vk1k2,k3k4 in Eq. (6.29),
we employ the same separable form as done already for
the quartet critical temperature.
As already mentioned, in this pilot application of our
self-consistent quartet theory, we only will consider the
zero temperature case. As a definite physical example,
we will treat the case of nuclear physics with the partic-
ularly strongly bound quartet, the α particle. It should
be pointed out, however, that, if scaled appropriately, all
energies and lengths can be transformed to other physical
systems. For the nuclear case it is convenient to measure
energies in Fermi energies εF = 35 MeV and lengths in
inverse Fermi momentum k−1F = 1.35
−1 fm which are the
values at nuclear saturation.
We are now in a position to solve, as in the BCS case,
the coupled equations (6.20, 6.29) for the quartet or-
der parameter and the single-particle occupation num-
bers from the single-particle Dyson equation with the
self-energy (6.19) self-consistently. The single-particle
wave functions and occupation numbers obtained from
the above cycle are shown in Fig. 37. We also insert the
Gaussian wave function with the same r.m.s. momentum
as the single-particle wave function in the left figures in
Fig. 37. As shown in Fig. 37, the single-particle wave
function is sharper than a Gaussian.
We could not obtain a convergent solution for µ >
0.55 MeV. This difficulty has precisely its origin in the
fact that the three-hole level density goes through zero
at 3µ > 0, just where the four-body correlations should
build up, as this was discussed above. In the r.h.s. panels
of Fig. 37 we also show the corresponding occupation
numbers. We see that they are very small. However, they
increase for increasing values of the chemical potential.
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FIG. 36. 3h level densities defined in Eq. (6.30) for various
values of the chemical potential µ at a zero temperature [178].
For µ = 0.55 MeV the maximum of the occupation still
only attains 0.35 what is far away from the saturation
value of one. What really happens for larger values of
the chemical potential, is unclear. Surely, as discussed
above, the situation for the quartet case is completely
different from the standard pairing case. This is due to
the just mentioned particular behavior of the 3h level
density. Due to this fact, the inhibition to go into the
positive µ regime is here even stronger than in the case of
the critical temperature [185]. This transition is akin to
a Quantum Phase Transition (QPT), where the density
plays the role of a control parameter [192].
In conclusion of this quartet condensation section, let
us say that we could build with the help of the EOM
method a self-consistent scheme for the quartet order pa-
rameter, quite in analogy to the pairing case. Strong dif-
ferences with the latter have been revealed. In first place
comes the fact that quartet condensation occurs only as
long as the quartet is bound, that is as long as the cor-
responding chemical potential µ is negative. Contrary
54
Gaussian
ϕ(k)
µ = −5.26(MeV)
k (fm−1)
ϕ
(k
)
(M
eV
1
/
4
fm
3
/
2
)
43210
50
40
30
20
10
0
µ = −5.26(MeV)
r (fm)
ϕ˜
(r
)
(M
eV
1
/
4
fm
−
3
/
2
)
6543210
1.4
1.2
1
0.8
0.6
0.4
0.2
0
µ = −5.26(MeV)
k (fm−1)
ρ
(k
)
43210
0.3
0.2
0.1
0
Gaussian
ϕ(k)
µ = −1.63(MeV)
k (fm−1)
ϕ
(k
)
(M
eV
1
/
4
fm
3
/
2
)
43210
50
40
30
20
10
0
µ = −1.63(MeV)
r (fm)
ϕ˜
(r
)
(M
eV
1
/
4
fm
−
3
/
2
)
6543210
1.4
1.2
1
0.8
0.6
0.4
0.2
0
µ = −1.63(MeV)
k (fm−1)
ρ
(k
)
43210
0.3
0.2
0.1
0
Gaussian
ϕ(k)
µ = 0.55(MeV)
k (fm−1)
ϕ
(k
)
(M
eV
1
/
4
fm
3
/
2
)
43210
50
40
30
20
10
0
µ = 0.55(MeV)
r (fm)
ϕ˜
(r
)
(M
eV
1
/
4
fm
−
3
/
2
)
6543210
1.4
1.2
1
0.8
0.6
0.4
0.2
0
µ = 0.55(MeV)
k (fm−1)
ρ
(k
)
43210
0.3
0.2
0.1
0
FIG. 37. Single-particle wave function ϕ(k) in k-space (left)
and r-space ϕ˜(r) (middle), and occupation numbers (right)
at µ = −5.26 (top), −1.63 (middle) and 0.55 (bottom). The
r-space wave function ϕ˜(r) is derived from the Fourier trans-
form of ϕ(k) by ϕ˜(r) =
∫
d3keik·rϕ(k)/(2π)3. The dashed
line in the left panels correspond to the Gaussian with same
norm and r.m.s. momentum as ϕ(k) [178].
to the pairing case, there exists no quartet condensation
effect for states in the continuum. This stems from a
radically different behavior of the level densities involved
in both cases, as explained above. It is very rewarding
that in finite nuclei, there seems to exist the α-particle
condensation phenomenon. As we have investigated, the
famous Hoyle state of 12C seems to be well described by
a three-α condensate type of wave function (THSR). It
remains a challenge to find other quartet condensates in
nature [193].
VII. SECOND RPA AND EXTENSIONS
RPA and SCRPA are designed to describe the excita-
tion of one-phonon states. For the description of proper-
ties of two-phonon states and the coupling of one-phonon
states to two-phonon states, we need to use extensions
of RPA, which enable us to calculate two-body transi-
tion amplitudes in addition to one-body transition ampli-
tudes. One of such extended RPA theories is the second
RPA (SRPA) [194] which has been used for the study of
decay properties of giant resonances [195]. However, the
original formulation of SRPA is not complete as will be
demonstrated in this section. Also the effects of ground-
state correlations are not included in SRPA. Recently, we
have developed a more general Extended RPA (ERPA)
which contains the effects of ground-state correlations
and meets the requirement of hermiticity [196]. In this
section we present the formulation of our ERPA and show
recent applications.
We consider the Hamiltonian
H =
∑
kk′
tkk′a
†
kak′ +
1
2
∑
k1k2k′1k
′
2
vk1k2k′1k′2a
†
k1
a†k2ak′2ak′1 .
(7.1)
A. Ground state
The ground state |0〉, which is used to evaluate vari-
ous matrices in ERPA, is given by the stationary condi-
tions of the occupation matrix nαα′ , the two-body corre-
lation matrix Cklk′ l′ and the three-body correlation ma-
trix Cklmk′ l′m′ defined as
nkk′ = 〈0|a†k′ak|0〉
Cklk′l′ = 〈0|a†k′a†l′alak|0〉 − A(nkk′nll′ )
Cklmk′ l′m′ = 〈0|a†k′a†l′a†m′amalak|0〉
− A(nkk′nll′nmm′ + S(nkk′Clml′m′)) ,
(7.2)
where A and S mean that the products in the parenthe-
ses are properly antisymmetrized and symmetrized under
the exchange of single-particle indices [197]. The sta-
tionary conditions whose significance will become clear
immediately below are written as
F1(kk
′) = 〈0|[a†k′ak, Hˆ ]|0〉 = 0
F2(klk
′l′) = 〈0|[a†k′a†l′alak, Hˆ ]|0〉 = 0
F3(klmk
′l′m′) = 〈0|[a†k′a†l′a†m′amalak, Hˆ ]|0〉 = 0 .
(7.3)
Since a four-body correlation matrix is neglected, the
expectation values of four-body operators in Eq.(7.3)
are approximated by the products of nkk′ , Cklk′l′ and
Cklmk′l′m′ . Evaluation of the above conditions is
straightforward and is given in Ref. [196] using the single-
particle states which satisfy the HF-like mean-field hamil-
tonian
h(ρ)φk(1) = ǫkφk(1) . (7.4)
Here, h(ρ) is the mean-field Hamiltonian and ρ is
the one-body density matrix given by ρ(1, 1′) =∑
kk′ nkk′φk(1)φ
∗
k(1
′) and numbers indicate spatial, spin
and isospin coordinates. The three-body correlation ma-
trix Cklmk′l′m′ is necessary to make ERPA hermitian, as
will be discussed below. To obtain the ground state im-
plies that all quantities nkk′ , Cklk′l′ , Cklmk′ l′m′ and φk
are determined under the conditions (7.3-7.4). It was
found [198] that this task can be achieved using the gra-
dient method: Starting from a simple ground state, such
as the HF ground state, where nkk′ , Cklk′l′ and Cklmk′ l′m′
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can be easily evaluated, we iterate n(i+ 1)C2(i + 1)
C3(i + 1)
 =
 n(i)C2(i)
C3(i)

− α

δF1
δn
δF1
δC2
0
δF2
δn
δF2
δC2
δF2
δC3
δF3
δn
δF3
δC2
δF3
δC3

−1 F1(i)F2(i)
F3(i)
 , (7.5)
until convergence is achieved. Here, n, C2 and C3 imply
nkk′ , Cklk′ l′ , Cklmk′l′m′ , respectively. Equation (7.5) is
coupled to hφk = ǫkφk, because h depends on nkk′ . The
convergence process is controlled using a small parameter
(α). The matrix consisting of the functional derivatives
of F1, F2 and F3 has a close relation with the hamiltonian
matrix of ERPA [198]. Therefore, the ground state is not
independent of the excited states in ERPA. Of course,
the equations (7.3) can also be written out explicitly and
one can try to solve for the implied correlation functions.
How this can be achieved is demonstrated in Sect.V.C
with the very simple Lipkin model.
B. Extended RPA (ERPA) equation
We consider an excitation operator consisting of one-
body and two-body operators
Qˆ†µ =
∑
kk′
xµkk′ : a
†
kak′ :
+
∑
k1k2k′1k
′
2
Xµk1k2k′1k′2
: a†k1a
†
k2
ak′2ak′1 : , (7.6)
where : : implies that uncorrelated parts consisting of
lower-level operators are to be subtracted; for example,
: a†k′ak : = a
†
k′ak − nkk′
: a†k′a
†
l′alak : = a
†
k′a
†
l′alak −AS(nkk′ : a†l′al :)
− [A(nkk′nll′) + Cklk′ l′ ] . (7.7)
where AS stands for properly antisymmetrized and sym-
metrized. The ERPA equations are derived using the
EOM method minimizing, as usual, the energy weighted
sum-rule (2.7). In the evaluation of the matrix elements
we approximate the ERPA ground state with |0〉 which
satisfy Eqs. (7.3)-(7.4). The ERPA equations are written
as
(
A C
B D
)(
xµ
Xµ
)
= Ωµ
(
S1 T1
T2 S2
)(
xµ
Xµ
)
,
(7.8)
where the matrix elements are given by
A(kk′ : mm′) = 〈0|[[: a†k′ak :, Hˆ ], : a†mam′ :]|0〉
B(klk′l′ : mm′) = 〈0|[[: a†k′a†l′alak :, Hˆ ], : a†mam′ :]|0〉
C(kk′ : m1m2m′1m
′
2) = 〈0|[[: a†k′ak :, Hˆ ], : a†m1a†m2am′2am′1 :]|0〉
D(klk′l′ : m1m2m′1m
′
2) = 〈0|[[: a†k′a†l′alak :, Hˆ ], : a†m1a†m2am′2am′1 :]|0〉 , (7.9)
S1(kk
′ : mm′) = 〈0|[: a†k′ak :, : a†mam′ :]|0〉
T1(kk
′ : m1m2m′1m
′
2) = 〈0|[: a†k′ak :, : a†m1a†m2am′2am′1 :]|0〉
T2(klk
′l′ : mm′) = 〈0|[: a†k′a†l′alak :, : a†mam′ :]|0〉
S2(klk
′l′ : m1m2m′1m
′
2) = 〈0|[: a†k′a†l′alak :, : a†m1a†m2am′2am′1 :]|0〉 . (7.10)
When the ground-state correlations are neglected, Eq.
(7.8) and the one-body section of Eq. (7.8), Axµ =
ΩµS1x
µ, are equivalent to SRPA and RPA, respectively.
Above equations give the ERPA scheme in its most
general form. Below we will discuss some of the impor-
tant properties of these equations, notably that they con-
serve all desirable and nice properties of standard RPA
as conservation laws, sum-rules, Goldstone modes, etc.
C. Hermiticity of ERPA matrix
The hamiltonian matrix on the left hand side of Eq.
(7.8) is hermitian. This is because the following opera-
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tor identity for Aˆ and Bˆ, which are either : a†k′ak : or
: a†k′a
†
l′alak :,
〈0|[[Bˆ, Hˆ ], Aˆ]|0〉 − 〈0|[[Aˆ, Hˆ], Bˆ]|0〉
= 〈0|[Hˆ, [Aˆ, Bˆ]]|0〉 = 0 , (7.11)
is satisfied due to the ground-state conditions of Eqs.
(7.3). We show this explicitly for the matrix D where
Aˆ and Bˆ are both two-body operators : a†k′a
†
l′alak : and
: a†m1a
†
m2am′2am′1 :, respectively. Since [Aˆ, Bˆ] consists of
at most three-body operators, Eq. (7.11) holds because
of Eqs. (7.3). This means
D(klk′l′ : m1m2m′1m
′
2) = D(m
′
1m
′
2m1m2 : k
′l′kl) .
(7.12)
From its definition the hermitian conjugate of D is
D(m1m2m
′
1m
′
2 : klk
′l′)∗ = D(m′1m
′
2m1m2 : k
′l′kl) .
(7.13)
Eqs. (7.12) and (7.13) imply thatD is hermitian, namely,
D(klk′l′ : m1m2m′1m
′
2) = D(m1m2m
′
1m
′
2 : klk
′l′)∗ .
(7.14)
The following symmetries of other matrices A, B and C
are shown in a similar way:
A(kk′ : mm′) = A(m′m : k′k) = A(mm′ : kk′)∗
C(kk′ : m1m2m′1m
′
2) = B(m
′
1m
′
2m1m2 : k
′k)
= B(m1m2m
′
1m
′
2 : kk
′)∗ . (7.15)
Therefore, the hamiltonian matrix in Eq. (7.8) is hermi-
tian. The three-body correlation matrix is necessary for
Eq. (7.14), whereas Eqs. (7.15) hold without it. The
matrices S1, T1, T2 and S2 have the following properties
S1(kk
′ : mm′)∗ = S1(mm′ : kk′) = −S1(k′k : m′m)
T1(kk
′ : m1m2m′1m
′
2)
∗ = T2(m1m2m′1m
′
2 : kk
′) = −T1(k′k : m′1m′2m1m2)
T2(klk
′l′ : mm′)∗ = T1(mm′ : klk′l′) = −T2(k′l′kl : m′m)
S2(klk
′l′ : m1m2m′1m
′
2)
∗ = S2(m1m2m′1m
′
2 : klk
′l′) = −S2(k′l′kl : m′1m′2m1m2) . (7.16)
Therefore, also the norm matrix in Eq. (7.8) is hermitian.
Taking hermitian conjugate of Eq. (7.8) and using the
above symmetries, we can show that when
(
xµkk′
Xµklk′l′
)
is a positive energy solution with Ωµ(> 0),
(
xµk′k
∗
Xµk′l′kl
∗
)
is a negative energy solution with −Ωµ as in RPA and
other extended RPA theories [195].
D. Orthonormal condition
For a hermitian hamiltonian matrix the orthonormal
condition is given as [199]
(xµ∗ Xµ∗)
(
S1 T1
T2 S2
)(
xµ
′
Xµ
′
)
= ±δµµ′ , (7.17)
where the negative sign is for a negative-energy solution.
Accordingly, the closure relation is written as
∑
Ωµ>0
(
xµ
Xµ
)
(xµ∗ Xµ∗)
(
S1 T1
T2 S2
)
−
∑
Ωµ>0
(
xµk′k
∗
Xµk′l′kl
∗
)
(xµk′k X
µ
k′l′kl)
(
S1 T1
T2 S2
)
= I ,
(7.18)
where I is the unit matrix.
E. Energy-weighted sum rule
We discuss the energy-weighted sum rule and show
that the Thouless theorem [200] is satisfied. We consider
a hermitian operator
Fˆ = F0 +
∑
mm′
fmm′ : a
†
mam′ :
+
∑
m1m2m′1m
′
2
Fm1m2m′1m′2 : a
†
m1a
†
m2am′2am′1 : ,(7.19)
where F0 is 〈0|Fˆ |0〉. Since the one-body and two-body
transition amplitudes zµkk′ = 〈0| : a†k′ak : |µ〉 and
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Zµklk′l′ = 〈0| : a†k′a†l′alak : |µ〉 are given by(
zµ
Zµ
)
=
(
S1 T1
T2 S2
)(
xµ
Xµ
)
, (7.20)
the energy-weighted strength m1 is written as
m1 =
∑
Ωµ>0
Ωµ|〈0|Fˆ |µ〉|2
=
∑
Ωµ>0
Ωµ (f F )
(
zµ
Zµ
)
(zµ∗ Zµ∗)
(
f
F
)
.
(7.21)
Taking into account the contribution of negative-energy
solutions and using Eqs. (7.8) and (7.18), we can show
[201] that the Thouless theorem holds, that is,
m1 =
1
2
〈0|[[Fˆ , Hˆ ], Fˆ ]|0〉 . (7.22)
The important point is that Fˆ can be both one-body and
two-body operators.
F. Spurious modes in ERPA and SCRPA
We show that ERPA gives zero excitation energy to
spurious modes associated with operators Fˆ which com-
mute with the hamiltonian, that is, [Fˆ , Hˆ ] = 0. This
actually holds for situations for which the ground state
determined by Eqs. (7.3)-(7.4) has a spontaneously bro-
ken symmetry. The operator Fˆ can be both one-body
and two-body operators
Fˆ = F0 +
∑
kk′
fk′k : a
†
k′ak : +
∑
klk′l′
Fk′l′kl : a
†
k′a
†
l′alak : .
(7.23)
This means that our discussion holds for spurious modes
associated with two-body operators, such as double ex-
citation of translational motion. We consider Ωµ〈0|Fˆ |µ〉,
where 〈0|Fˆ |µ〉 6= 0 because the ground state has a broken
symmetry. Using Eqs. (7.8), we obtain [201]
Ωµ〈0|Fˆ |µ〉 = Ωµ (f F )
(
S1 T1
T2 S2
)(
xµ
Xµ
)
= (f F )
(
A C
B D
)(
xµ
Xµ
)
= 〈0|[[Fˆ , Hˆ], Qˆ†µ]|0〉 = 0 . (7.24)
This implies Ωµ = 0 for spurious modes. Equation (7.24)
also implies that the transition amplitudes of the symme-
try operator Fˆ vanish for physical excited states, because
Ωµ 6= 0 in such cases.
G. Approximate forms of ERPA
The calculation of the three-body correlation matrix
for realistic hamiltonians is very difficult. We derive two
approximate forms of ERPA without the three-body cor-
relation matrix, which can be used for realistic applica-
tions.
1. Hamiltonian matrix of ERPA
We rewrite the hamiltonian matrix in ERPA in a
different way using the commutation relations between
the hamiltonian and one-body and two-body operators,
which are written as
[: a†k′ak :, Hˆ] =
∑
mm′
a(kk′ : mm′) : a†m′am : +
∑
m1m2m′1m
′
2
c(kk′ : m1m2m′1m
′
2) : a
†
m′1
a†m′2am2am1 : , (7.25)
[: a†k′a
†
l′alak :, Hˆ ] =
∑
mm′
b(klk′l′ : mm′) : a†m′am : +
∑
m1m2m′1m
′
2
d(klk′l′ : m1m2m′1m
′
2) : a
†
m′1
a†m′2am2am1 :
+
∑
m1m2m3m′1m
′
2m
′
3
e(klk′l′ : m1m2m3m′1m
′
2m
′
3) : a
†
m′1
a†m′2a
†
m′3
am3am2am1 : . (7.26)
The matrices a, b, c, d and e are explicitly given in Ref.
[196]. The ground-state conditions of Eqs. (7.3) and (7.4)
are employed in the derivation of these matrices. The
matrices a, b, c, d and e are equivalent to δF1/δn, δF2/δn,
δF1/δC2, δF2/δC2, δF2/δC3 in Eq. (7.5), respectively
[196]. Using a, b, c, d and e, the matrices A, B, C and
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D in ERPA are written as
A = 〈0|[[: a†k′ak :, Hˆ ], : a†mam′ :]|0〉
= aS1 + cT2
B = 〈0|[[: a†k′a†l′alak :, Hˆ ], : a†mam′ :]|0〉
= bS1 + dT2 + eT31
C = 〈0|[[: a†k′ak :, Hˆ ], : a†m1a†m2am′2am′1 :]|0〉
= aT1 + cS2
D = 〈0|[[: a†k′a†l′alak :, Hˆ ], : a†m1a†m2am′2am′1 :]|0〉
= bT1 + dS2 + eT32 , (7.27)
where
T31 = 〈0|[: a†k′a†l′a†m′amalak :, : a†mam′ :]|0〉
T32 = 〈0|[: a†k′a†l′a†m′amalak :, : a†m1a†m2am′2am′1 :]|0〉 .
(7.28)
Since a four-body correlation matrix is not consid-
ered, expectation values of four-body operators in T32
are approximated by the products of nαα′ , Cklk′ l′ and
Cklmk′l′m′ .
2. STDDM
Here we discuss the relation of ERPA and the Small
amplitude limit of the Time-Dependent Density-Matrix
(STDDM) theory [202] which has been used for realistic
cases [203, 204]. When the three-body correlation matrix
Cklmk′l′m′ and the matrix e in Eq. (7.26) are neglected,
the ERPA equations in this approximation are written
as (
A C′
B′ D′
)(
xµ
Xµ
)
= Ωµ
(
S1 T1
T2 S
′
2
)(
xµ
Xµ
)
,
(7.29)
where S′2 does not have the three-body correlation ma-
trix, and B′, C′ and D′ are given by B′ = bS1 + dT2,
C′ = aT1 + cS′2 and D
′ = bT1 + dS′2, respectively. Other
matrices in Eq.(7.29) are the same as those in ERPA.
Equation (7.29) can be written in a different form as
(
A C′
B′ D′
)(
xµ
Xµ
)
=
(
aS1 + cT2 aT1 + cS
′
2
bS1 + dT2 bT1 + dS
′
2
)(
xµ
Xµ
)
=
(
a c
b d
)(
S1 T1
T2 S
′
2
)(
xµ
Xµ
)
= Ωµ
(
S1 T1
T2 S
′
2
)(
xµ
Xµ
)
. (7.30)
Using the transition amplitude(
zµ
Zµ
)
=
(
S1 T1
T2 S
′
2
)(
xµ
Xµ
)
, (7.31)
Eq.(7.29) is written as(
a c
b d
)(
zµ
Zµ
)
= Ωµ
(
zµ
Zµ
)
. (7.32)
This is the form derived as the small amplitude limit
of TDDM. The effects of ground-state correlations are
included in STDDM, because the matrices a, b and d in
Eq. (7.32) contain nkk′ and Cklmk′l′m′ .
3. Modified STDDM
When we keep the matrix e and neglect the three-body
correlation matrix Cklmk′l′m′ in Eq. (7.8), we obtain(
A C′
B′ D′′
)(
xµ
Xµ
)
= Ωµ
(
S1 T1
T2 S
′
2
)(
xµ
Xµ
)
,
(7.33)
where D′′ = bT1+ dS′2+ eT
′
32. Here T
′
32 does not contain
the three-body correlation matrix. The last term in D′′
gives significant improvement of the description of two-
phonon states [205]. We refer to this approximation of
ERPA as mSTDDM (modified STDDM). In STDDM and
mSTDDM, the hermiticity ofD′ andD′′ is lost. However,
non-hermiticity does not cause any serious problems in
the following applications.
H. particle-particle ERPA equation
In this subsection we present very briefly an extended
particle-particle RPA which can be formulated in a way
similar to the particle-hole RPA using EOM method. We
consider an excitation operator consisting of one-body
and two-body parts
Qˆ†µ =
∑
kk′
xµkk′a
†
ka
†
k′ +
∑
k1k2k′2k
′
1
Xµk1k2k′2k′1 : a
†
k1
a†k2a
†
k′2
ak′1 : .
(7.34)
In the evaluation of the matrix elements we approximate
the ppERPA ground state with |0〉 which satisfy Eqs.
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(7.3-7.4). The ERPA equations are written as(
A C
B D
)(
xµ
Xµ
)
= Ωµ
(
S1 T1
T2 S2
)(
xµ
Xµ
)
,
(7.35)
where the matrix elements are given by
A(kk′ : mm′) = 〈0|[[ak′ak, Hˆ], a†ma†m′ ]|0〉
B(klk′l′ : mm′) = 〈0|[[: a†k′al′alak :, Hˆ ], a†ma†m′ ]|0〉
C(kk′ : m1m2m′1m′2) = 〈0|[[ak′ak, Hˆ], : a†m1a†m2a†m′2am′1 :]|0〉
D(klk′l′ : m1m2m′1m′2) = 〈0|[[: a†k′al′alak :, Hˆ ], : a†m1a†m2a†m′2am′1 :]|0〉 , (7.36)
S1(kk′ : mm′) = 〈0|[ak′ak, a†ma†m′ ]|0〉
T1(kk′ : m1m2m′1m′2) = 〈0|[ak′ak, : a†m1a†m2a†m′2am′1 :]|0〉
T2(klk′l′ : mm′) = 〈0|[: a†k′al′alak :, a†ma†m′ ]|0〉
S2(klk′l′ : m1m2m′1m′2) = 〈0|[: a†k′al′alak :, : a†m1a†m2a†m′2am′1 :]|0〉 . (7.37)
Similar considerations and approximations as in the ph
case can also performed in this pp case, but nothing has
been worked out so far in the literature and, thus, we will
also not go further here. Nonetheless, a small application
will be given in the next section.
VIII. APPLICATIONS
A. Self-consistent second RPA in the exactly
solvable single shell pairing model
As a first small, but instructive exercise we want to
solve the single shell pairing (seniority) model [5, 206].
This model is usually easily solved with angular momen-
tum algebra. However, here we want to solve it with the
EOM technique, which is a new rather interesting many-
body way of solution. The Hamiltonian of the single shell
seniority model is
H = −GS+S− , (8.1)
where
S+ =
∑
m>0
c†mc−m , (8.2)
with S− = (S+)† and m being the magnetic quantum
numbers of the j-shell. The sum over the magnetic quan-
tum numbers runs over Ω = j+1/2 states. We make the
following ppERPA ansatz for the pair addition operator
which is a simplified form of (7.34)
A† = X1S+ +X2S+S0
A = X1S− +X2S0S− , (8.3)
and for the removal operator
R† = Z1S− + Z2S0S−
R = Z1S+ + Z2S+S0 . (8.4)
It is not difficult to see that with certain relations among
the variational amplitudes, one can fulfill the exact anni-
hilating conditions
A|0〉 = R|0〉 = 0 . (8.5)
These operators obey the following orthonormalization
conditions
〈[A,A†]〉 = X21N11 +X1X2(N12 +N21) +X22N22 = 1
〈[R,R†] = Z21N11 + Z1Z2(N12 +N21 + Z22N22 = −1 ,
(8.6)
where
N11 = 〈[S−, S+]〉 = −2〈S0〉
N12 = N21 = 〈S−, S+S0]〉 = −2〈S20〉+ 〈S+S−〉
N22 = 〈S0S−, S+S0〉 = −2〈S30〉+ 〈S+S−(2S0 − 1)〉 .
(8.7)
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By simple manipulations with backward and forward am-
plitudes we can invert (8.3) and (8.4)and obtain the fol-
lowing expressions for S+ and S+S0
S+ =
Z2A
† −X2R
Z2X1 −X2Z1 ; S+S0 =
Z1A
† −X1R
Z1X2 −X1Z2 , (8.8)
and S− and S0S− are obtained by hermitian conjugation.
From above relations we obtain
〈S+S−〉 = X
2
2
(Z2X1 −X2Z1)2 . (8.9)
Applying the EOM method to the addition and removal
mode in the usual way we obtain
(
A B
B C
)(
X1
X2
)
= ωa
(
N11 N12
N21 N22
)(
X1
X2
)
, (8.10)
and same for removal mode
(
A B
B C
)(
Z1
Z2
)
= −ωr
(
N11 N12
N21 N22
)(
Z1
Z2
)
, (8.11)
where
A = 〈[S−, [H,S+]]〉 = 2GN12
B = 〈[S0S−, [H,S+]]〉 = 2GN22
C = 〈[S0S−, [H,S+S0]]〉
= 2G〈−2S40 + S+S−(3S20 − 3S0 + 1)〉 . (8.12)
The system of equations contains the operator S0 which
in the seniority model is expressed as [5] 2S0 = Nˆ − Ω.
Therefore, in all expressions Nˆ can be replaced by the
appropriate particle number. At this moment the sys-
tem of equations (8.10, 8.11) is closed and can be solved
with the usual methods. It turns out that the exact solu-
tion is obtained. It may be worthwhile to notice that the
seniority model also can be solved with the correspond-
ing Dyson-BSE. It just corresponds to the transcription
of the eigenvalue problem into the Green’s function ap-
proach.
Actually, the seniority model can also be solved
with the s.p. Dyson equation in evaluating the 2p-1h
Green’s function figuring in the self-energy with the
EOM method as described in Sect. V and in [206]. So,
in this simple case of the seniority model even and odd
SCRPA’s are decoupled. However, already on the level
of the Lipkin model both equations become coupled and
then constitute together a powerful system of equations
for the solution of the many-body problem.
Next, we present the results for the Lipkin model [157]
and the Hubbard model using the original form of ERPA
with the three-body correlation matrix. We also review
the main results for the quadrupole states in 16O and
40Ca calculated using STDDM.
B. Lipkin model
We consider the standard two-level Lipkin model
of Eq. (5.41). The excitation energies of the first
and second excited states are displayed in Fig. 38 as
functions of χ = (N − 1)|V |/ǫ for N = 4 [207]. We see
that ERPA (squares) performs extremely well for the
first excited state, even far beyond the RPA instability
point of χ = 1. SCRPA (circles) also is very good, but
deteriorate after the instability point. In the case of the
second excited state which can be obtained with ERPA,
deviation from the exact solution becomes larger with
increasing χ. This can be explained either by the neglect
of the coupling to higher amplitudes or by the fact that
in ERPA non-collective amplitudes are not included.
The occupation probabilities of the upper state are also
reasonably well reproduced in ERPA and SCRPA as
shown in Fig. 39.
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FIG. 38. Excitation energies of the first and second excited
states in the Lipkin model calculated in ERPA (squares),
SCRPA (circles) and RPA (dotted line) as functions of χ =
(N − 1)|V |/ǫ for N = 4. The exact solutions are shown with
the dot-dashed lines. Readapted from Ref. [207].
C. Hubbard model
As the next model we consider the one-dimensional
six-site Hubbard model with half-filling (see Eq. (3.21)).
In the ERPA calculations we take only the 2p-2h and
2h-2p components of Xµαβα′β′ to facilitate the numerics.
The excitation energy of the first excited state, which
is the spin mode with momentum transfer |q| = π, is
shown in Fig. 40 as a function of U/t [207]. The results
in ERPA (squares) show good agreement with the ex-
act values (dot-dashed line). The SCRPA results (filled
circles) are reasonable and avoid the instability of RPA
(open circles). The SCRPA results in Fig. 40 are, how-
ever, less good than the ones in [42], that is, no SCRPA
solutions exist beyond U/t = 3. This is due to the fact
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FIG. 39. Occupation probabilities of the upper state in the
Lipkin model calculated in ERPA (squares) and SCRPA (cir-
cles) as functions of χ for N = 4. The exact solutions are
shown with the dot-dashed lines. Readapted from Ref. [207].
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FIG. 40. Excitation energy of the first excited state (the spin
mode with momentum transfer |q| = π) calculated in ERPA
(squares) and SCRPA (circles) as a function of U/t for the
six-site Hubbard model with half-filling. The exact values are
shown with the dot-dashed line. The open circles depict the
results in RPA. Readapted from Ref. [207].
that the implicit cross excitation mode couplings involved
in nαα and Cαβα′β′ are neglected in [42].
Let us mention that ERPA can only be tackled at the
moment for simple models. In realistic cases this ap-
proach becomes numerically too complicated and has to
be simplified as, e.g., in STDDM or mSTDDM or even
more drastic approximations.
D. Damping of giant resonances
Applications to the Isoscalar Giant Quadrupole Res-
onances (ISGQR) in 16O [204] and 40Ca [208] have
been done using the simplified version of ERPA, that is,
STDDM. A simplified Skyrme force has been adapted as
the effective interaction for the mean-field potential and
also as the residual interaction. Assuming that single-
particle states around the Fermi energy are most im-
portant for ground-state correlations, we use the 1p3/2,
1p1/2, 1d5/2 and 2s1/2 states to calculate nαα′ , Cαβα′β′
andXµαβα′β′ for
16O and the 1d5/2, 2s1/2, 1d3/2 and 1f1/2
states for 40Ca, and only the 2p-2h and 2h-2p compo-
nents of Cαβα′β′ and X
µ
αβα′β′ are considered to facilitate
the numerics. To satisfy the energy weighted sum rule,
we use a large number of single-particle states to cal-
culate the one-body transition amplitude: The contin-
uum states are discretized by confining the single-particle
wave functions in a sphere of radius 20 fm and all single-
particle states with ǫ ≤ 40 MeV and the orbital angu-
lar momentum ℓ ≤ 5~ are taken. In Figs. 41 and
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FIG. 41. Upper panel: strength functions for the isoscalar
quadrupole states in 16O calculated in STDDM (solid line),
SRPA (dot-dashed line) and RPA (dotted line). The strength
functions are smoothed with Γ =0.5 MeV. Adopted from Ref.
[204]; lower panel: experimental strength function for the IS-
GQR from [209].
42 the strength functions for ISGQR in 16O and 40Ca
calculated in STDDM are compared with the results of
RPA and SRPA. The sharp peak in RPA corresponds
to the ISGQR. STDDM gives much larger fragmenta-
tion of the quadrupole strength than SRPA. In the lower
panel of Fig. 41 the experimental distribution [209] is
reproduced. Good agreement with theory can be seen.
This large fragmentation, especially the concentration of
the strength in the region below ISGQR, is also consis-
tent with experiment for 40Ca [211, 212]. Main com-
ponents of the peaks located below ISGQR are 2p-2h
configurations. In the case of 16O, for example, they
are either [1d5/2(p)1d5/2(n)(1p3/2(p))
−1(1p1/2(n))−1] or
[1d5/2(p)1d5/2(n)(1p1/2(p))
−1(1p3/2(n))−1], where (p)
and (n) denote proton and neutron states, respectively.
This means that proton-neutron correlations play an im-
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FIG. 42. Strength functions calculated in STDDM (solid
line), SRPA (dot-dashed line) and RPA (dotted line) for the
isoscalar quadrupole excitation in 40Ca. The distributions
are smoothed with an artificial width Γ = 0.5 MeV. In the
inset the STDDM strength distribution (lower part) is com-
pared with the experimental data from (p, p′) experiments at
Ep = 200 MeV and θLab = 11
◦ [210] (upper part). Adopted
from Ref. [208].
(a) (b)
× ✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
✄
✄
✄
✄
✄
✄
✄
✄
✄✄
❈
❈
❈
❈
❈
❈
❈
❈
❈❈
✑ ✑ ✑ ✑◗ ◗ ◗ ◗
×
C
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
✄
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
✑ ✑ ✑ ✑◗ ◗ ◗ ◗
FIG. 43. (a) Damping process both in STDDM and SRPA.
(b) Process only in STDDM. The wavy line means an external
field (the quadrupole field in this case), the dashed line is the
interaction and the vertical lines indicate either particle states
or hole states. The double line with C means Cαβα′β′ .
portant role in the splitting of ISGQR in 16O and also
in 40Ca. The difference between the STDDM and SRPA
results also indicates the importance of ground-state cor-
relations. In fact, the process shown diagrammatically
in Fig. 43(b), which involves the ground-state correla-
tions, is responsible for the enhancement of the strength
in the low-energy region [204, 208]. In the inset of Fig.
42 the STDDM strength distribution in the ISGQR re-
gion (lower part) is compared with the experimental data
from (p, p′) experiments [210] (upper part). Although the
peak position in STDDM corresponds to the experimen-
tal data, STDDM cannot describe the large fragmenta-
tion of ISGQR. The result of the large-scale SRPA cal-
culation [213] suggests the importance of higher config-
urations. There are 19 sates below 10 MeV in STDDM,
which are compared with experiment [211] in Figure 44.
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FIG. 44. Distribution of B(E2) strength below 10 MeV calcu-
lated in STDDM for 40Ca. Experimental data (dashed line)
are taken from Ref. [211].
The first 2+ state in 40Ca cannot be described in RPA
and STDDM because it mainly consists of 4p–4h states.
The summed strength below 10 MeV is 166 e2fm4 in
STDDM, which explains about two thirds of the experi-
mental value 263± 46 e2fm4, where the first 2+ state is
excluded.
In summary of this section, we can say that a simplified
version of ERPA, that is STDDM, yields quite encourag-
ing results. However, the numerical challenges are quite
enormous and much effort must still be invested in the
future to make this promising approach a full success.
IX. DISCUSSION AND CONCLUSIONS
In this review we gave a survey of recent developments
of the equation of motion (EOM) method as applied
to the many-body problem of fermions. This method
leads essentially to extended RPA equations, which are
mostly applied in nuclear physics, but not only. There
is some activity on this also in theoretical chemistry, in
condensed matter, and in plasma physics which we men-
tion in the main text. In order to point to the distinc-
tive feature with respect to other many-body approaches,
we transcribed the EOM approach into formally exact
’Dyson-Bethe-Salpeter’ equations (Dyson-BSEs) for two-
fermion propagators. These Dyson-BSEs contain an inte-
gral kernel which depends only on one frequency which,
e.g., in the case of the response function, corresponds
to the one of the external photon. This integral kernel
contains a static, i.e., frequency independent and a gen-
uinely frequency dependent, i.e., dynamic part. This is
analogous to the single-particle Dyson equation, where
the self-energy also splits into the static mean-field and
the frequency dependent parts. The static part of the in-
tegral kernel in the Dyson-BSE can be interpreted as the
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mean field for the two-fermion propagation. For exam-
ple, in the case of pp propagation, it enters in a natural
way the optical potential of elastic deuteron scattering
on nuclei. In the many-body community outside nuclear
physics it is not well recognized that such formally ex-
act Dyson-BSEs with well-defined single frequency inte-
gral kernels in terms of higher correlation functions exist.
Bethe-Salpeter equations (BSEs) are mainly constructed
on the basis of Green’s functions with four time depen-
dencies, that is, as many as there are fermion operators
in, e.g., the response function. Taking into account the
time homogeneity, the kernels still depend on three fre-
quencies, which makes a numerical solution other than
for the most basic approximations practically impossible.
The popularity of this multi-frequency approach, proba-
bly, stems from the fact that in the past it has been shown
that corresponding BSEs can be constructed, which ful-
fill all basic properties as there are conservation laws and
Ward identities. In condensed matter and theoretical
chemistry, for example, the GW approximation is based
on the so-called Hedin equations [214] or else conserving
approximations can also be derived from the Kadanoff-
Baym so-called φ-derivable functionals [215, 216]. All
these techniques lead, besides lowest order approxima-
tions, like HF-RPA, to integral kernels which depend on
more than one frequency, which in most cases cannot
be treated numerically without further quite drastic ap-
proximations in order to reduce the integral kernel to
a one frequency dependence. However, we have shown
that most of the time those one frequency forms can di-
rectly be obtained from our explicit expression of the one-
frequency kernel, see, e.g., [96]. In addition, as we show
in this review, also EOM equations and corresponding
Dyson-BSEs can be formulated so as to fulfill conserva-
tion laws and Ward identities. Since the corresponding
equations are of the Schroedinger type, the access to nu-
merical solutions is much improved and physically mo-
tivated non-trivial approximations are straightforwardly
elaborated. We give an example with the three-level Lip-
kin model, where the numerical solution clearly shows the
appearance of a Goldstone mode in the spontaneously
broken symmetry phase. Even in this simple model, to
solve the Kadanoff-Baym approach including screening,
that is, vertex corrections, would be extremely difficult
from the numerical point of view. In Section VII and
in [196, 217] it is shown in complete generality that con-
servation laws and Goldstone theorem are fulfilled with
appropriate EOM equations.
After these general remarks let us be more specific
on the objectives and content of this review. Our ba-
sic aim is to improve on the standard HF-RPA approach
(we always include exchange in our equations, so HF-
RPA means linearised time dependent HF equations).
It is well known that, besides nice properties, HF-RPA
also suffers from sometimes severe shortcomings. One of
those is that HF-RPA corresponds to a bosonisation, see
Sect.II.B and [5], of the ph fermion pairs, which stems
from the fact that the RPA matrix is constructed with
the HF vacuum. RPA treats two-body correlations, so
using an uncorrelated ground state is clearly an inconsis-
tency. We remedy to this problem in showing that the
Coupled Cluster Doubles (CCD) wave function is actu-
ally the vacuum to an extended RPA operator containing
a specific two-body term, see Sect.II.C. Because of this
extra term the approach is a little difficult to handle, but
first results are very promising, see Sect.V.C. It is clear
that with the CCD wave function as vacuum the Pauli
principle is entirely respected. However, in the recent
past, because of this difficulty, the two-body term was
neglected, which lead to a (relatively mild) violation of
the Pauli principle, see [43], within Richardson’s pair-
ing model which contains one of the most severe Pauli
principle constraints possible since each s.p. level is only
two fold degenerate. However, also in other models as,
e.g., Lipkin and Hubbard models, it turned out that the
Pauli principle violations are surprisingly weak [42]. In
this way, with a correlated ground state, the RPA ap-
proach turns into a Hartree-Fock Bogoliubov approach
for fermion pairs, where the RPA matrix depends in a
quite non-linear way on the usual RPA amplitudes X and
Y . It was named Self-Consistent RPA (SCRPA). Results
on some non-trivial models (Richardson model, three-
level Lipkin model, Hubbard model) show very strong
improvements, most importantly close to a phase transi-
tion point. However, around the phase transition points
appeared some slight discontinuities reminiscent of a first
order phase transition, which are absent in the exact so-
lutions of those models. In Sect. V.C, in an applica-
tion to the Lipkin model, we achieved for the first time
to keep the vacuum property of the CCD wave function
fully. The results are excellent with, e.g., the correlation
energy going smoothly through the phase transition re-
gion, showing there a 4 percent error while becoming even
better in the weak and strong coupling limits. So, this
success opens up quite wide perspectives. Of course, the
approach is necessarily of some complexity and for prob-
lems, which do not demand such sophistication, more
easily accessible variants of improved RPA approaches
are available. The easiest one and, may be, also the most
obvious one, is the so-called renormalised RPA (r-RPA).
In standard HF-RPA equations one uses HF occupation
numbers which are zero or one. Since RPA calculates
two-body correlation functions, it is natural to replace
the HF occupation numbers by correlated, rounded ones.
There exists indeed, in nuclear physics, since long a cor-
rection to the HF occupation numbers, which involves
in a direct way the RPA two-body correlation density
matrix, see Sect.II.B. With this, in a minimal way, the
RPA matrix depends on the RPA solution and a self-
consistency problem is created. Because of its numerical
simplicity, this form of RPA extension has known quite
a number of applications, as outlined in Sect. III.D. In
particular, this approach was extensively applied in the
investigation of double beta decay processes. By the way,
this r-RPA also can be formulated in such a way as to con-
serve all nice properties of the standard HF-RPA. This
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simple extension of RPA has in addition the property
that the Luttinger theorem is conserved [148]. The full
Hartree-Fock-Bogoliubov approach for fermion pairs was
coined, as mentioned, Self-Consistent RPA (SCRPA). It
contains much more correlations in the RPA matrix. One
of the most important ones is that the bare force becomes
screened (or antiscreened). For example, in the Richard-
son pairing Hamiltonian, for small particle numbers, the
Pauli principle is so strong and, thus, screening so im-
portant that the originally attractive force is turned into
repulsion, see Fig. 4 in Sect.III.A.
Besides the usual two-fermion (ph and pp) problems,
RPA-like equations can also be applied to the single-
particle propagator, where in the self-energy of the Dyson
equation the 2p− 1h(2h− 1p) propagator appears. With
the EOM method we find a form of this propagator,
which uses again the CCD wave function as the vac-
uum. This approach was coined odd-self-consistent RPA
or, in short, odd-RPA. It is by the way in this way that
the aforementioned excellent results for the Lipkin model
were obtained in Sect.V.C allowing to pass through the
phase transition region in a continuous and accurate way.
One-fermion and two-fermion RPA approaches are, of
course, complementary to each other. The Dyson equa-
tion allows one to calculate the correlated occupation
numbers which are also needed in the SCRPA equations.
Those s.p. and two-particle Dyson equations lend
themselves in an efficient way to tackle the important
aspect of nuclear physics, which is the particle-vibration
coupling (PVC) approach. It turns out that for the de-
scription of the width of giant resonances it is absolutely
necessary to consider self-energy of the Dyson equation
and dynamic kernel of the response function to rather
high order in the particle-vibration (phonon) couplings.
An overview of this is given in Sect. IV.D.
An extremely important aspect of nuclear physics is
alpha-particle clustering. Again the EOM method has
allowed to tackle this difficult subject in a very efficient
way. It was shown by an in-medium four-body equation
that α-particle condensation occurs only below a certain
critical density which corresponds to the point where the
chemical potential turns from negative (bound state) to
positive (scattering states). We explain that this has to
do with the four-body level density which for positive
chemical potentials µ goes through zero at the Fermi-
energy. This entails that there is no α-particle conden-
sation possible at those higher densities. The density,
therefore, is the control parameter of this nuclear quan-
tum phase transition (QPT). We explain why this is op-
posite to deuteron condensation or, more generally, to
pairing where the BCS solution exists at all densities as
long as there is an attractive force. This hinges on the
unique situation that for pairs at rest the two-particle
level density does not go through zero at the Fermi en-
ergy. This quartet condensation approach entailed that
the enigmatic structure of the Hoyle state in 12C at 7.65
MeV, so important for the carbon production in the uni-
verse and, thus, for life on earth, could be explained as a
state where three α-particles move almost freely in an
extended volume within their 0S center of mass wave
function, being a forerunner of α-particle condensation
in nuclear matter, see [193].
In the last two Sections VII and VIII, we illustrate
another extension of RPA theory in including to the
density-density (response) function the next higher con-
figurations, which contain the squares of the density
(2p− 2h). The corresponding equations are also consis-
tently constructed on a corresponding correlated ground
state. It is demonstrated that the approach, including
the SCRPA one, is conserving and keeps all good proper-
ties of standard HF-RPA intact. The numerical applica-
tions to simple models show very good accuracy. A pilot
calculation in a very restricted space for giant resonances
in 16O and 40C shows interesting spreading effects. In a
much more rudimentary, that is, phenomenological form
this theory in nuclear physics is known as the ’second
RPA’ (SRPA). It is still numerically very demanding be-
cause of the extremely high dimensions of the matrices
to be diagonalized. However, nice successes using phe-
nomenological effective forces have in the mean-time ap-
peared in nuclear physics [127, 128, 213]. The theory
outlined in this review has as final objectives ab initio
calculations. However, because of the numerical com-
plexity of the equations, applications are still very rare
and remain for the future.
Let us also mention that the EOM can naturally be
applied in almost the same way to Bose systems [25, 218,
219], or to mixtures of bosons and fermions [27, 220].
In summary, we outlined progress in the equation of
motion method and demonstrated its great utility. We,
for instance, pointed out that a Bethe-Salpeter equation
for, e.g., the response function can be derived with a
single frequency kernel which yields, in principle, the ex-
act solution for the response function. The same holds
for the two fermion propagator in the pairing chan-
nel. It is argued that this Dyson-BSE approach is much
more amenable to numerical solutions than the multi-
frequency BSE, since the former leads to equations of
the Schro¨dinger type. Also the explicit form of the inte-
gral kernels in terms of higher correlation functions lends
itself to physically well motivated approximations which
are difficult to obtain from the multi-frequency formula-
tion. Additionally the advocated equations can be formu-
lated in such a way that all conservation laws, sum-rules,
Goldstone theorem and Ward identities are fullfilled, see
Sects.VII.D and VII.E. Therefore, we do not see any ad-
vantage to start with the much more complicated multi-
frequency formulation of the two fermion Green’s func-
tion which in the past was almost exclusively at the basis
of many-body approaches in various fields of physics.
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