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Resumen
En este trabajo se estudia una clase particular de problemas de pro-
gramacio´n binivel en donde las funciones objetivo de ambos niveles y las
restricciones son lineales. Adema´s se considera el problema del nivel inferior
como un problema de programacio´n por intervalos, en donde los coeficientes
intervalos aparecen solamente en los lados derechos de las restricciones. Es
decir, se asume que los lados derechos de las restricciones del nivel inferior no
se conocen con exactitud sino que esta´n dados por un intervalo delimitando
un intervalo de valores.
Este hecho aumenta significativamente la complejidad del problema bini-
vel debido a que la regio´n factible del nivel inferior no se conoce con exactitud
y por consecuencia, la reaccio´n o´ptima del seguidor no puede ser obtenida de
forma general repercutiendo directamente en la decisio´n del l´ıder. La existen-
cia de esta incertidumbre en el nivel inferior evita la posibilidad de obtener
una solucio´n o´ptima binivel que sea factible para todo el intervalo de los
lados derechos. Es por esto, que se definen las soluciones robustas binivel.
Se estudian dichas soluciones robustas binivel, se analizan algunas de sus
propiedades y se propone una metodolog´ıa eficiente para encontrar el o´pti-
mo del problema partiendo de la solucio´n robusta binivel. La metodolog´ıa
propuesta se valida y ejemplifica con algunos ejemplos nume´ricos mostrando
que el esquema de solucio´n propuesto es conveniente para resolver este tipo
de problemas.
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En este cap´ıtulo se describira´ la estructrua de los problemas binivel y su
importancia en la modelacio´n de problemas que involucran dos tomadores de
decisio´n -un l´ıder y un seguidor-. Adema´s, se hara´ e´nfasis en el caso lineal de
dichos problemas, es decir, en donde las restricciones y las funciones objetivo
del l´ıder y del seguidor son lineales.
Por otro lado, en este cap´ıtulo tambie´n se describe la motivacio´n que
nos orillo´ a desarrollar esta tesis y se describen los objetivos principales y
secundarios de e´sta tesis. Por u´ltimo, se describe la metodolog´ıa realizada
para concluir este estudio y se describe la forma en que esta´ organizado el
presente documento.
1.1. Descripcio´n del problema
Las principales caracter´ısticas de un problema de programacio´n binivel li-
neal son su estructura jera´rquica y la independencia en la toma de decisiones
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que hay entre ambos niveles de decisio´n -el nivel superior y el nivel inferior-.
Es decir, en el nivel superior existe un l´ıder, quien optimiza su problema
teniendo en cuenta que de forma impl´ıcita existe un seguidor que va a tomar
su decisio´n basado en lo que haga el l´ıder. Este proceso no es interactivo
ni cooperativo, sino que el l´ıder debe tener presente a la hora de tomar su
decisio´n que existe un seguidor inmiscuido en el proceso.
Como se acaba de mencionar, existe un seguidor que optimiza el proble-
ma del nivel inferior conociendo completamente la decisio´n que ha tomado
el l´ıder. El conjunto de soluciones o´ptimas del seguidor se conoce como el
conjunto racional de reaccio´n. Aqu´ı es importante notar que al ser racional,
se entiende que las soluciones del seguidor son tomadas de forma inteligente.
Es conveniente notarlo porque en los problemas donde el nivel inferior no
pueda resolverse la optimalidad con cierta facilidad, hay que estar consciente
que el seguidor actu´a de forma racional, esto es, en problemas donde hallar el
o´ptimo sea muy complicado, puede sacrificar calidad en su funcio´n objetivo
ahorrando tiempo de co´mputo, o viceversa, entre otros aspectos que pudiera
considerar.
Dado lo anterior, entie´ndase como la regio´n inducida a todas las parejas
ordenadas tales que para cada decisio´n del l´ıder le corresponda un elemento
del conjunto racional de reaccio´n. Adema´s, una solucio´n sera´ considerada fac-
tible binivel cuando e´sta solucio´n pertenezca a la regio´n inducida. En otras
palabras, una solucio´n factible al problema binivel consiste en tener una de-
cisio´n del l´ıder y la respuesta o´ptima correspondiente del seguidor. Esta´ claro
que la regio´n inducida es la regio´n factible del problema binivel y ah´ı se debe
buscar el o´ptimo u´nicamente para el l´ıder, sabiendo que de forma impl´ıcita
viene considerada la reaccio´n racional del seguidor.
Despue´s de haber discutido la estructura de los problemas de progra-
macio´n binivel, ahora se mencionara´n algunas de las a´reas en donde se ha
aplicado. Adema´s, se discutira´n un poco sobre los dos temas principales que
nos interesan en esta tesis: (i) programacio´n binivel lineal y (ii) programacio´n
con coeficientes intervalo.
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La programacio´n binivel ha servido para modelar problemas aplicados a
las siguientes a´reas de investigacio´n: log´ıstica humanitaria como en [1], en
la industria de gas natural como en [2], disen˜o de redes como en [3], en el
campo de la economı´a como en [4], centrales hidroele´ctricas de bombeo co-
mo en [5], planificacio´n del transporte como en [6], ana´lisis de vulnerabilidad
de sistemas de potencia como en [7] y muchas otras aplicaciones que siguen
surgiendo.
Ahora bien, el primer tema de gran intere´s para el presente trabajo es el
caso de los problemas programacio´n binivel lineales (BLP por sus siglas en
ingle´s). Este tipo de problemas se han investigado abundantemente dentro
de la literatura como en [8], [9] y muchos autores ma´s siguen aportando en
este campo de programacio´n binivel. Al igual que en el caso de programacio´n
matema´tica, el caso lineal es el que tiene ma´s propiedades explotables y se
puede decir, es el caso ma´s sencillo. La principal diferencia es que esta´ de-
mostrado que los BLP son problemas NP-hard (ve´ase [10]).
Por otro lado, el segundo tema relevante para e´sta tesis, es cuando existe
incertidumbre en los para´metros del modelo. Existen varias formas de anali-
zar este tipo de problemas, por ejemplo, programacio´n por intervalos, lo´gica
difusa, optimizacio´n robusta, o bien, ana´lisis de sensibilidad. Algunos de es-
tos enfoques se describira´n en el cap´ıtulo 2.
La te´cnica que considera la incertidumbre que nos interesa en este tra-
bajo es programacio´n por intervalos; en particular, programacio´n lineal con
coeficientes de intervalo (LPIC por sus siglas en ingle´s). En general, este ti-
po de problemas puede tener incertidumbre en los coeficientes de la funcio´n
objetivo, en los para´metros de las variables de las restricciones en cuestio´n y
en los lados derechos de las restricciones.
En e´sta tesis, se reducira´ la incertidumbre del problema al considerar so-
lamente los coeficientes intervalos en los lados derechos de las restricciones.
Este caso espec´ıfico se puede presentar en aplicaciones reales tales como:
cuando los recursos disponibles dependen de situaciones ajenas al tomador
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de decisiones, como es el caso cuando un trabajador se ausenta al taller,
entonces no se tendra´ la misma capacidad de atender pedidos; o bien, con
demandas de clientes que histo´ricamente podemos tener una estimacio´n del
pedido que hara´ pero puede ser diferente a la orden que realice. Es por esto,
que es importante prestar atencio´n al hecho de que algunos de los para´metros
del modelo pueden variar o no se conocen en su totalidad. En la literatura se
pueden encontrar diversos trabajos que estudian LPIC, tales como en [11],
[13], [14], [15], [16], [17], solo por citar a algunos.
Por lo tanto, lo que se quiere hacer en e´sta tesis es una mezcla de estos
dos temas, es decir, analizar incertidumbre en los para´metros en los lados de-
rechos de las restricciones con la te´cnica programacio´n lineal con coeficientes
intervalo y programacio´n binivel. Es evidente que esta combinacio´n de carac-
ter´ısticas tiene aplicacio´n e intere´s en problemas reales ya que la estructura
jera´rquica que considera incertidumbre se presenta muy frecuentemente en
diferentes situaciones.
Entonces, en esta investigacio´n se abordara´ un caso particular de progra-
macio´n binivel lineal con coeficientes de intervalo (LBPIC por sus siglas en
ingle´s) so´lo con incertidumbre en los lados derechos de las restricciones del
nivel inferior.
Vale la pena mencionar que en este trabajo no se consideran restricciones
en el problema del l´ıder ya que al hacerlo, e´stas pueden dejar disconexa
la regio´n inducida, tal como se presenta en la figura1.1. El hecho de dejar
disconexa complica au´n ma´s el problema binivel lineal. Por el momento, se
dejan fuera de este estudio.
Ahora mismo, el hecho de tener coeficientes intervalo en los lados derechos
de las restricciones del seguidor, lo que esta´ cambiando en el problema es el
poliedro que delimita la regio´n factible. De esta forma, al ser los intervalos
continuos se pueden generar infinitas configuraciones, e´sto es, los hiperplanos
asociados a las restricciones cambian su posicio´n para cada escenario -por es-
cenario se entiende una configuracio´n de valores para los lados derechos-.
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(a) La regio´n factible para un problema binivel lineal
(b) Si el l´ıder tiene restricciones adicionales la regio´n factible puede ser disconexa
Figura 1.1: Gra´ficas ilustrativas en programacio´n binivel lineal
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Observacio´n 1.1.1. Estas traslaciones de hiperplanos originan una regio´n fac-
tible que mantiene la forma del poliedro generado. Dicho poliedro so´lo se hace
ma´s grande o ma´s pequen˜o, es decir; por lo general, los ve´rtices siguen sien-
do determinados por el mismo conjunto de hiperplanos sin importar si el
poliedro se alarga o se acota.
Concluyendo con la descripcio´n del problema en la tesis, tenemos que
se esta´ considerando un problema de LBPIC con coeficientes de intervalo
en los lados derechos de las restricciones del nivel inferior. En este tipo de
problemas no se puede proveer de una solucio´n o´ptima binivel en general,
ya que depende del taman˜o del poliedro de soluciones factibles. En otras
palabras, se tendr´ıa un o´ptimo para cada escenario posible. Es fa´cil ver que
una solucio´n o´ptima (punto resaltado en negro) para un escenario podr´ıa no
ser factible para algu´n otro. (ver figura 1.2).
Figura 1.2: Pe´rdida de factibilidad binivel en diversos escenarios.
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Por u´ltimo, en esta investigacio´n se considera el problema descrito de
LBPIC de modo que se considere una incertidumbre en los recursos (pueden
variar de un d´ıa a otro e incluso en minutos); lo que implica que la regio´n
inducida del problema binivel lineal se vea afectada segu´n el para´metro ele-
gido, ya que los hiperplanos que forman las caras del poliedro se trasladan.
Como ya se menciono´, por lo general se mantiene la misma forma del po-
liedro permitie´ndonos aprovechar esta caracter´ıstica para la metodolog´ıa de
solucio´n propuesta en el cap´ıtulo 4.
1.2. Motivacio´n y justificacio´n
Es bien conocido que los problemas de programacio´n binivel son NP-hard,
por ende, son problemas retadores e interesantes de analizar. As´ı mismo, LB-
PIC es muy dif´ıcil de resolver. Adema´s LBPIC permite brindar ma´s informa-
cio´n para el tomador de decisiones al hacer el ana´lisis para un intervalo de
valores de cada recurso disponible (sin perder generalidad). Por consiguien-
te se le ofrece una perspectiva ma´s amplia, de tal forma que al ejecutar las
decisiones tenga un panorama que le permita ver ma´s alla´ de simplemente
considerar la solucio´n o´ptima.
Por otra parte se ha hecho muy poca investigacio´n en esta a´rea LBPIC,
lo cual nos permite explorar ma´s profundamente este tipo de problemas. Por
ejemplo, en [18] han abordado LBPIC considerando coeficientes intervalo en
la funcio´n objetivo. Diferencian en tres casos; (i) coeficientes de intervalo
so´lo en la funcio´n objetivo del l´ıder; (ii) coeficientes de intervalo so´lo en la
funcio´n objetivo del seguidor; (iii) coeficientes de intervalo simulta´neamente
en la funcio´n objetivo del l´ıder y en la funcio´n objetivo del seguidor. Ah´ı se
proponen unos algoritmos para resolver ese tipo de problemas.
En el caso (i) se obtiene un conjunto de soluciones o´ptimas binivel, donde
cada solucio´n se determina fijando cada uno de los valores del intervalo y
se resuelve el problema binivel en forma cla´sica. Aqu´ı el casco convexo y la
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regio´n inducida se mantienen, so´lo cambia el ve´rtice de la solucio´n o´ptima
binivel dependiendo del para´metro fijado dentro del intervalo en la funcio´n
objetivo del l´ıder. Esto es, dependiendo de la pendiente de la funcio´n objetivo
del l´ıder.
En el caso (ii), de manera similar al caso anterior, se encuentra un con-
junto de soluciones o´ptimas binivel. All´ı el poliedro que determina la regio´n
factible permanece de la misma manera, pero la regio´n inducida puede variar
dependiendo de los valores elegidos en los coeficientes intervalo en la funcio´n
objetivo del seguidor. Entonces, la solucio´n o´ptima binivel puede cambiar,
aunque la pendiente de la funcio´n objetivo del l´ıder siempre sea la misma.
En el caso (iii) se concluye que el casco convexo se mantiene igual, pero
puede cambiar la regio´n inducida por lo mencionado en (ii), adema´s que la
pendiente de la funcio´n objetivo del l´ıder esta´ cambiando lo cual se men-
ciono´ en (i). Por lo tanto, se obtiene una diversificacio´n geome´trica, per-
mitiendo otro tipo de soluciones factibles y se le ofrece otra perspectiva al
tomador de decisiones.
Despue´s, en [19] se hacen unas correcciones en uno de los algoritmos de
[18] y generalizan el problema binivel con coeficientes de intervalo para los
lados derechos de los recursos y para los coeficientes de las variables de las
restricciones del seguidor. Sin embargo para este u´ltimo caso, no detallan
bien como tratan el hecho de que la regio´n inducida no la conocen con exac-
titud. Estos dos u´ltimos art´ıculos mencionados se analizan ma´s a detalle en el
cap´ıtulo 2. Se busco´ en la literatura de forma exhaustiva y no se encontraron
ma´s art´ıculos de LBPIC. Por lo que se consideran los dos trabajos recie´n
descritos y el presente estudio pioneros en este tipo de investigacio´n.
Con lo mencionado arriba se muestra un poco ma´s lo interesantes que son
este tipo de problemas de LBPIC. Es por esto que surgio´ la idea de hacer una
investigacio´n de este problema. Se pretende hacer aportaciones que nutran
a la ciencia, por lo que este hecho nos motiva a emprender por esta v´ıa la
siguiente investigacio´n en el tema de programacio´n binivel lineal con coefi-
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cientes intervalo en los lados derechos de las restricciones del nivel inferior.
1.3. Objetivo principal
Como ya se ha mencionado anteriormente, los coeficientes de intervalo
an˜aden ma´s complejidad a un problema de LBPIC. Es por esto que en este
trabajo se busca definir las soluciones robustas binivel, estudiar sus propie-
dades y proponer te´cnicas eficientes para obtenerlas. De este objetivo general
podemos partirlo en dos objetivos principales.
El primer objetivo que se persigue en e´sta tesis es verificar la siguiente
hipo´tesis: la regio´n inducible robusta binivel proporciona soluciones factibles
para el problema de LBPIC. Es decir, si se encuentra la solucio´n o´ptima bini-
vel que pertenezca a la regio´n inducible robusta, dicha solucio´n sera´ factible
para todos los escenarios. La importancia de lo anterior yace en el hecho de
que se obtendra´ una solucio´n factible para cualquier escenario con lo cual
el tomador de decisiones siempre tomara´ una decisio´n que pueda llevarse a
cabo. Con esto evitamos el caso en que su decisio´n se vea reflejada en accio-
nes que no puedan realizarse debido a faltante en los recursos, es decir, sean
soluciones infactibles.
El segundo objetivo principal es estudiar la siguiente hipo´tesis: obtener
la solucio´n del problema binivel del escenario real partiendo de la solucio´n
o´ptima robusta binivel. Para esto hay que analizar el problema y plantear
una metodolog´ıa que funcione de manera general. Este objetivo es muy im-
portante debido a que el tomador de decisiones podra´ tomar su decisio´n en
base al escenario robusto, pero en el momento en que sepa el escenario real
pueda venir a actualizar su solucio´n sin tener que volver a resolver el proble-
ma binivel en el escenario real. A pesar de que los problemas de programacio´n
binivel lineales han sido muy estudiados en la literatura, el hecho de ser pro-
blemas NP-hard, dificulta su proceso de resolucio´n. Es preferible partir de la
solucio´n robusta y de ah´ı obtener la solucio´n real.
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1.3.1. Objetivos secundarios
Definir el problema binivel lineal con coeficientes de intervalo en los
lados derechos de las restricciones del seguidor.
Demostrar que la regio´n inducible robusta es factible para todos los
escenarios.
Hallar la solucio´n robusta binivel.
Aplicar ana´lisis de sensibilidad partiendo de la solucio´n robusta binivel
para estudiar el impacto de los cambios en los lados derechos de las
restricciones.
Mostrar como llegar a la solucio´n o´ptima binivel partiendo de la solu-
cio´n robusta binivel.
Ejemplificar la metodolog´ıa propuesta y las dificultades de esta clase
particular de problemas de programacio´n matema´tica.
1.4. Metodolog´ıa
El presente estudio se desarrollo´ utilizando dos tipos de investigacio´n, la
bibliogra´fica y la anal´ıtica. A continuacio´n se describe el orden de actividades
significativas para desarrollar e´sta tesis.
1. Lectura del art´ıculo [18].
2. Aprendizaje del uso de LATEX.
3. Revisio´n de literatura en programacio´n binivel.
4. Revisio´n de literatura en ana´lisis de sensibilidad.
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5. Revisio´n de literatura en programacio´n lineal con coeficientes de inter-
valo.
6. Revisio´n de literatura en programacio´n binivel con coeficientes de in-
tervalo.
7. Revisio´n de literatura en lo´gica difusa.
8. Definicio´n el problema binivel lineal con coeficientes de intervalo en los
lados derechos de las restricciones del seguidor.
9. Definicio´n de conceptos para determinar la regio´n inducida robusta.
10. Aplicacio´n de ana´lisis de sensibilidad a las soluciones robustas binivel.
11. Creacio´n de ejemplos de diferentes caracter´ısticas para evidenciar la
importancia de las soluciones robustas binivel.
12. Aprendizaje de software para visualizacio´n de los ejemplos nume´ricos.
13. Ana´lisis post-o´ptimo para actualizar la solucio´n robusta a la solucio´n
o´ptima del cualquier escenario.
14. Demostracio´n del lema que permite darle validez a la metodolog´ıa pro-
puesta, sobre las restricciones de atadura en el caso general.
15. Elaboracio´n de este documento.
1.5. Estructura de tesis
Para finalizar este primer cap´ıtulo, se describira´ la forma en que esta´ es-
tructurado este documento. En el cap´ıtulo 1, se describio´ el problema de
LBPIC a estudiar en esta tesis. Se discutio´ sobre su complejidad y se iden-
tificaron los principales objetivos de esta tesis. As´ı mismo, se detallo´ la jus-
tificacio´n y la motivacio´n que inspiraron este trabajo. Tambie´n se mostro´ la
metodolog´ıa implementada para llegar al desenlace del presente trabajo.
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En el cap´ıtulo 2, se detalla la revisio´n de literatura realizada para com-
prender las diferencias existentes entre los diferentes enfoques que usualmente
consideran incertidumbre en los para´metros del problema. Se reviso´ literatura
con respecto a ana´lisis de sensibilidad, lo´gica difusa, programacio´n estoca´sti-
ca, programacio´n lineal con coeficientes intervalo, programacio´n binivel, pro-
gramacio´n binivel con coeficientes de intervalo.
Despue´s, se define el problema binivel lineal con coeficientes intervalo en
los lados derechos de las restricciones del nivel inferior y algunos conceptos
necesarios para tener bien definido el problema en el cap´ıtulo 3,. Adema´s, se
presenta un ejemplo gra´fico para ilustrar el modelo matema´tico y el impacto
que tiene el hecho de tener coeficientes de intervalo en los lados derechos de
las restricciones del nivel inferior.
Luego, en el cap´ıtulo 4 se propone un esquema para partir de la solucio´n
robusta binivel y llegar a la solucio´n o´ptima binivel de cualquier escenario
que ocurra en realidad. Para sustentar y ejemplificar la metodolog´ıa propues-
ta se presentan ejemplos nume´ricos.
Por u´ltimo, en el cap´ıtulo 5 se presentan los resultados obtenidos, as´ı como
las conclusiones obtenidas durante este trabajo y se mencionan algunas l´ıneas




Este cap´ıtulo esta´ dedicado a describir detalladamente la extensa revisio´n
de literatura que se realizo´ para la elaboracio´n de este trabajo. A detalle, te-
nemos que la seccio´n 2.1 hace mencio´n de las te´cnicas que se aplicaron a los
problemas de programacio´n no determin´ıstica, es decir, problemas que con-
sideran incertidumbre en algunos de sus para´metros. Despue´s, en la seccio´n
2.2 se analizan problemas de programacio´n binivel y sus aplicaciones en la
vida real. Por u´ltimo, en la seccio´n 2.3 se describe la revisio´n de literatura
realizada para problemas lineales modelados con programacio´n binivel con-
siderando coeficientes de intervalo en algunos de los para´metros del modelo,
ya sea del l´ıder o del seguidor.
2.1. Programacio´n matema´tica con incertidum-
bre en los para´metros
En programacio´n matema´tica determin´ıstica se da por hecho que toda
la informacio´n necesaria para construir el modelo es conocida, es decir, los
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para´metros tienen un valor predeterminado de antemano, es decir, antes de
resolver el problema. Sin embargo, en la mayor´ıa de los casos reales esos su-
puestos valores son aproximaciones o prono´sticos; muchos de estos valores
pueden cambiar d´ıa con d´ıa o inclusive minuto a minuto.
De aqu´ı surge la idea de poder variar dichos para´metros de tal forma que
al analizar los datos de entrada asociados a los para´metros se debe de consi-
derar una cierta incertidumbre. Una manera de estudiar estos problemas es
mediante el uso de programacio´n matema´tica no determin´ıstica.
Dicha incertidumbre en los para´metros se ha analizado con varias te´cni-
cas, las cuales se estudiara´n en este cap´ıtulo: ana´lisis de sensibilidad, lo´gica
difusa, programacio´n estoca´stica, programacio´n lineal con coeficientes de in-
tervalo, programacio´n binivel, programacio´n binivel lineal con coeficientes de
intervalo. En este u´ltimo enfoque es donde se centra el presente trabajo y se
analizara´ a detalle en el cap´ıtulo tres.
2.1.1. Ana´lisis de sensibilidad
Ana´lisis de sensibilidad es una te´cnica matema´tica cla´sica; uno de sus
objetivo es revelar cua´les son los para´metros sensibles del problema, ya sea
en los coeficientes de la funcio´n objetivo, en los coeficientes te´cnicos de las
restricciones o en los lados derechos de las mismas. El objetivo es averiguar
si se modifica el ve´rtice correspondiente la solucio´n o´ptima al cambiar uno o
varios de los para´metros del problema.
As´ı mismo, el ana´lisis de sensibilidad nos permite determinar los l´ımites
inferior y superior para obtener un intervalo permisible para los para´metros
del problema. De esta manera, se garantiza que el ve´rtice correspondiente
a la solucio´n o´ptima no cambiara´ siempre y cuando los para´metros sufran
cambios independientes dentro de este intervalo.
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E´sta te´cnica es cla´sica y muy conocida, por lo que se ha aplicado en diver-
sas a´reas, tales como: en el mercado financiero, en proyectos empresariales,
en modelos hidrodina´micos, en la industria, en la milicia, en los proyectos de
inversio´n de salud, en reformas estructurales, etc.
Con esta te´cnica se le ofrece un panorama ma´s amplio al duen˜o de la
empresa o al encargado de tomar las decisiones, por ejemplo: si un empresa-
rio desea invertir cierta cantidad de dinero y tiene tres opciones de invertir,
aplicando ana´lisis de sensibilidad se le puede ofrecer donde existe mayor o
menor riesgo, as´ı como tambie´n donde puede ganar o tener pe´rdidas para
cada opcio´n de inversio´n. Por ejemplo, en [20] analizan un proyecto de inver-
sio´n en el sector servicios de salud, en particular, en la construccio´n de un
servicio hospitalario mediante ana´lisis de sensibilidad. Ellos utilizan cuatro
indicadores (e´sta es la incertidumbre en los para´metros del problema) para
el uso de la capacidad hospitalaria: valor de la tasa de hospitalizacio´n, por-
centaje de ocupacio´n de hospitalizacio´n, promedio de d´ıas de hospitalizacio´n
y una tasa del uso de la cama (nu´mero de egresos por cama hospitalaria) por
ende, obtienen diversos escenarios con lo cual logran las variaciones de los
costos de inversio´n, ayuda´ndose as´ı para tomar mejores decisiones.
El ana´lisis anterior descrito se fundamenta mediante ejemplos hipote´ticos
y constructivos, los cuales se basan en situaciones reales. Otra diferencia que
vale la pena notar es que los autores conceptualizan el problema y conside-
ran un ana´lisis de sensibilidad que engloba varios elementos esenciales que
en otros art´ıculos so´lo lo toman como algo de poco intere´s o bien, de ma-
nera aislada o independiente. En ese trabajo, se hace mencio´n en el sector
salud, donde los proyectos de inversio´n siempre sera´n convenientes ya que son
necesarios para la sociedad pero siempre teniendo en mente la buena utiliza-
cio´n de los recursos disponibles. En cambio en el sector financiero privado,
el proyecto puede ser rechazado si no existen ganancias o bien, es demasiado
sensible ante las variaciones de los para´metros. En este caso se dice que el
modelo es sensible a los para´metros.
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En [21] aplican ana´lisis de sensibilidad para materiales no lineales; es
decir, los materiales lineales son los que se representan en una gra´fica en
R2 cuyos ejes son la tensio´n y la deformacio´n unitaria, de tal manera que
se forme una l´ınea recta hasta el l´ımite de la elasticidad. En este caso se
esta´ analizando el desplazamiento y las deformaciones espec´ıficas del ma-
terial las cuales no son valores pequen˜os. Abordan los casos de plasticidad
(deformacio´n pla´stica) y el dan˜o obtenido.
Los autores hacen e´nfasis en que existen varios enfoques para aplicar ana´li-
sis de sensibilidad para estudiar el efecto de los incrementos en los para´metros
sensibles, pero el costo computacional es muy alto debido a que se debe cal-
cular la sensibilidad despue´s de cada perturbacio´n en el sistema. Por lo que
proponen un nuevo enfoque, partiendo del hecho de que los incrementos esta´n
dados con respecto a una razo´n de cambio conocida, entonces aplican deri-
vadas en la ecuacio´n global de equilibrio insertando un para´metro de arco
constante (equilibrio estructural del sistema y las condiciones en el nivel de
desplazamientos) y una restriccio´n de desplazamiento sin pe´rdida de generali-
dad del modelo. E´ste cociente se da entre la variable de disen˜o con respecto al
desplazamiento y la otra razo´n de cambio se da entre la variable de disen˜o con
respecto a la tensio´n. Es bien sabido tambie´n que este ana´lisis se puede apli-
car a la funcio´n objetivo del problema en cuestio´n o bien, en las restricciones.
Con ana´lisis de sensibilidad optimizan costos y calidad para el disen˜o
y manufactura de una pieza obteniendo informacio´n relevante para aplicar
algoritmos de optimizacio´n. Adema´s, sus resultados les permite saber el com-
portamiento estructural a trave´s de las perturbaciones del sistema. Para dar-
le validez a su ana´lisis presentan tres ejemplos, el primero sobre plasticidad
uniaxial, es decir, sobre el comportamiento ela´stico no lineal medido en un
problema de equilibrio esta´tico trabajando con esfuerzo axial. El segundo
ejemplo que presentan es con dan˜o uniaxial, el material se presenta como un
modelo de dan˜o con ablandamiento. Y en el tercer ejemplo, analizan una viga
trabajando a flexio´n (esfuerzo compuesto o combinado, de traccio´n y com-
presio´n). Adema´s, sugieren utilizar un algoritmo iterativo de minimizacio´n
para verificar la ecuacio´n con derivada de la condicio´n de arco. En conclu-
sio´n, utilizan una nueva metodolog´ıa aplicando ana´lisis de sensibilidad en un
modelo con derivadas y con longitud de arco para este tipo de problemas y
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presentan ejemplos ilustrativos para ver el funcionamiento correcto nume´rico
y reduciendo el costo computacional.
Despue´s en [22] se llevo´ a cabo un ana´lisis de estudio en Madrid, Espan˜a.
Ellos observaron que las superficies residenciales como urbanizadas han teni-
do un crecimiento de superficie significativo, por lo que esta´n planteando en
un modelo cla´sico existente con auto´matas celulares disen˜ado para simular
varios escenarios de crecimiento urbano con una metodolog´ıa la cual consiste
en aplicar ana´lisis de sensibilidad para contar el nu´mero de veces que parti-
cipa cada uno de los factores siguientes.
Existen cuatro para´metros a analizar: vecindad, accesibilidad, aptitud y
estocasticidad. La vecindad estima la tendencia a la transformacio´n hacia
un tipo de uso urbano. La accesibilidad mide las distancias a diversos ele-
mentos como comercios, universidades, zonas urbanas, centro de negocios e
infraestructuras de transporte. La aptitud es el proceso de crecimiento ur-
bano en la comunidad de Madrid en per´ıodos anteriores. Y la estocasticidad
es el para´metro que trata de replicar el grado aleatorio de los procesos de
crecimiento urbano como parte de los sistemas sociales complejos. Proponen
ocho modelos de los cuales, siete involucran los tres primeros para´metros
anteriores y el octavo modelo so´lo con estocasticidad, ya que e´ste u´ltimo al
involucrar aleatoriedad ser´ıa muy complicado hacer una comparacio´n justa
los modelos. Adema´s, se menciona que el propo´sito de su trabajo es com-
probar la robustez y la fiabilidad de los resultados del modelo y el grado de
influencia de los cuatro factores para mejorar el modelo matema´tico.
Para cerrar la idea del ana´lisis de sensibilidad, podemos hacer e´nfasis en
la importancia que tiene e´sta te´cnica en el costo-beneficio en proyectos de
inversio´n, ya que por sus caracter´ısticas naturales puede considerar un poco
de incertidumbre en los para´metros. Este hecho es conveniente porque siem-
pre brindara´ mayores y mejores herramientas al tomador de decisiones para
sustentar su decisio´n. Con esto, se puede saber que pasar´ıa con la solucio´n
o´ptima si algunos de los para´metros cambian.
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2.1.2. Lo´gica difusa
La lo´gica difusa tambie´n permite considerar incertidumbre o variablidad
en los coeficientes del problema. En particular, crea funciones de membres´ıa
para poder asignarles un valor a cada para´metro. Una forma de modelar estos
problemas es mediante la programacio´n lineal difusa (PLD). Estos problemas
son aquellos en donde algunos de los para´metros poseen incertidumbre, de
esta manera se definen nu´meros difusos en los coeficientes de la funcio´n ob-
jetivo, en los coeficientes te´cnicos de las restricciones y en los lados derechos.
El nu´mero difuso es una funcio´n que depende de al menos de una variable,
la cual al conocer el valor que toma, se le asigna un cierto grado de precisio´n.
En otras palabras, el nu´mero difuso se apega a cierta funcio´n de pertenencia
para determinar un valor posible entre cero (el para´metro no pertenece al
conjunto difuso) y uno (el para´metro s´ı pertenece al conjunto difuso). Exis-
ten varias funciones de pertenencia, las ma´s comunes debido a su simplicidad
son: funcio´n trapezoidal, funcio´n triangular, funcio´n gamma, entre otras.
Esta te´cnica se ha aplicado a diferentes a´reas, por consiguiente se des-
criben dos art´ıculos en particular que fueron de intere´s para desarrollar esta
investigacio´n. Uno de ellos trabaja con un problema programacio´n lineal con
restricciones difusas y el otro art´ıculo con otro problema de dualidad en pro-
gramacio´n difusa.
En [23] abordan el problema programacio´n lineal flexible con restriccio-
nes desigualdad difusas. El aporte que ellos hacen es agregarle al problema
restricciones de igualdad (RI) y restricciones de caja (RC), para hacer esto
u´ltimo, les asignan una cota superior e inferior para cada una de las variables
de decisio´n del problema. As´ı mismo, muestran que el problema PLD con RI
y RC es equivalente a un problema de optimizacio´n parame´trica.
Con la metodolog´ıa propuesta considerando para´metros difusos en la fun-
cio´n objetivo flexible, los autores presentan mejores soluciones que las locali-
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zadas en la literatura para el problema que considera unicamente restricciones
de desigualdad difusas. Tambie´n, con e´sta metodolog´ıa encuentran soluciones
factibles en espacios factibles vac´ıos. Para lograrlo, utilizan una funcio´n de
pertenencia triangular para restricciones de igualdad difusa y para las res-
tricciones de caja usan la funcio´n de pertenencia trapezoidal.
Por otro lado, en [24] se hace un estudio sobre programacio´n lineal con
subconjuntos difusos en forma matricial con varias funciones objetivo y res-
tricciones de desigualdad. El aporte radica en una transformacio´n primal-dual
difusa utilizando las mismas funciones de pertenencia tanto para el primal
como el dual. Despue´s se muestra que el problema primal de programacio´n
lineal difusa es equivalente en su forma cla´sica al problema de programacio´n
lineal dual difuso y se muestra un ejemplo con estas propiedades. este ana´li-
sis es va´lido en diferentes esquemas ya que tambie´n se consideraron varias
funciones objetivo y restricciones difusas para evidenciar robustez.
2.1.3. Programacio´n estoca´stica
Otro enfoque para analizar programacio´n lineal no-determin´ıstica es me-
diante programacio´n estoca´stica, e´sta se emplea cuando los para´metros de
incertidumbre se consideran como variables aleatorias. Esto es, no se cono-
cen con exactitud pero se conoce distribucio´n de probabilidad asignada a
ellos.
Una definicio´n de programacio´n estoca´stica formal se propone en [25] “es
la ciencia que ofrece soluciones para problemas formulados en conexio´n con
sistemas estoca´sticos, en los que el problema nume´rico resultante a resolver
es un problema de programacio´n matema´tica de taman˜o no trivial”.
Al considerar estocasticidad en la funcio´n objetivo de un problema no-
determin´ıstico con restricciones determin´ısticas usualmente se utiliza uno de
varios enfoques conocidos, tales como: el valor esperado, la mı´nima varianza,
el mı´nimo nivel de riesgo y el criterio de Kataoka. La aplicacio´n de estos
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enfoques convierte el problema en uno determin´ıstico.
Por otro lado, al considerar un problema de programacio´n estoca´stica con
las restricciones no-determin´ısticas y con la funcio´n objetivo determin´ıstica,
la te´cnica ma´s conocida es el me´todo de restricciones de azar, la cual clasifi-
ca las restricciones de azar como conjuntas y separadas; es equivalente a un
problema determin´ıstico.
Por citar algunas de las aplicaciones en programacio´n estoca´stica pode-
mos mencionar los siguientes art´ıculos. En [26] la perspectiva que proponen
para tratar con la incertidumbre es mediante una secuencia de escenarios dis-
cretos con cierta probabilidad de que pase ese escenario particular. Adema´s,
pretenden que la solucio´n maximice el valor esperado y que sea factible en
todos los escenarios posibles. Modelan un problema de gestio´n forestal donde
los costos de madera existe incertidumbre bajo este esquema.
El enfoque propuesto se basa en considerar que la incertidumbre se tra-
duce en una serie de escenarios con probabilidades y se busca una solucio´n
que maximice el valor esperado y que sea factible en todos los escenarios. De
e´sta forma, su principal objetivo es analizar todos los escenarios posibles con
cierta probabilidad y poder determinar la solucio´n que satisfaga lo anterior.
Los autores justifican el por que´ analizar este tipo de problemas en Chile
y describen las etapas de la metodolog´ıa que siguieron. Primero, hacen una
particio´n del bosque en celdas (unidades de cosecha) cuyas variables de de-
cisio´n son, celda que se abordara´ en un cierto tiempo, caminos a construir,
madera trasladada de una celda a otra y la oferta de la madera en la salida
en cierto per´ıodo de tiempo. Segundo, la incertidumbre que existe en el costo
de la madera en cada per´ıodo de tiempo, el cual lo modelan con escenarios
de probabilidades. Tercero, el objetivo principal es la optimizacio´n en explo-
tacio´n de la madera, en la construccio´n de caminos y la factibilidad en todos
los escenarios, de tal forma que se maximice la utilidad.
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La cuarta etapa consiste en definir el modelo matema´tico con te´cnicas de
programacio´n estoca´stica asignando un ı´ndice al para´metro, donde el ı´ndi-
ce significa en cual escenario se encuentra(n) el(los) para´metro(s). Despue´s,
en la 5ta etapa definen el taman˜o del problema a resolver. El predio Los
Copihues con 300 hecta´reas tiene un volumen explotable de 150,000 metros
cu´bicos, 25 celdas, 18 escenarios de precios posibles; adema´s, se consideraron
cuatro per´ıodos (2004, 2005, 2006 y 2007). La penu´ltima etapa consiste en
abordar con programacio´n estoca´stica el enfoque esta´tico, es decir, el toma-
dor de decisiones debe efectuarlas al inicio del horizonte de tiempo. Despue´s,
consideraron tambie´n el modelo con programacio´n estoca´stica en el enfoque
dina´mico, esto es, el tomador de decisiones debe planear el horizonte de tiem-
po en cada per´ıodo.
Por u´ltimo, las conclusiones del trabajo fueron que utilizaron el algorit-
mo de Branch and Fix para encontrar la solucio´n o´ptima del problema con
escenarios discretos y el optimizador resuelve el problema en menos de tres
horas. El aporte del trabajo consiste en que ellos contemplan la incertidum-
bre mediante escenarios con una cierta probabilidad y rompe con la forma
tradicional de abordar este tipo de problemas. Las formas cla´sicas son por
valores promedios aplicados a los para´metros con incertidumbre.
En [27] se investigo´ un problema referente a la planificacio´n de plantacio-
nes de olivos (cuyo fruto es la aceituna) en la regio´n de Castilla-La Mancha,
Espan˜a (se encuentra en dos provincias, Toledo y ciudad Real) con la te´cnica
matema´tica de programacio´n estoca´stica discreta. En ese trabajo se presen-
tan dos tablas donde se encuentra el censo agrario de 1989 en estas dos
provincias espan˜olas de secano (utiliza so´lo el agua que proviene de la lluvia)
con sus respectivos porcentajes sobre tierra labrada (tierra arada, barbechada
y dispuesta para sembrarla al an˜o siguiente) en cereales, legumbres, vin˜edo,
frutales y haciendo e´nfasis en olivos.
Se plantea un modelo de programacio´n esto´castica discreta en dos etapas,
donde cada escenario esta´ caracterizado por datos te´cnicos y econo´micos en
un horizonte de planificacio´n de per´ıodos de tiempo y con cierta probabili-
dad. Como principal resultado se tiene que se lograron planificar actividades
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agrarias en intervalos de tiempo posteriores. Adema´s, se muestra la sucesio´n
de plantaciones que debera´ efectuarse en el horizonte de planificacio´n con
el fin de aumentar la superficie de cultivos de olivo y as´ı incrementar las
ganancias para la empresa que lleve a cabo esta metodolog´ıa.
2.1.4. Programacio´n lineal con coeficientes intervalo
A continuacio´n se describira´ el caso de un problema de programacio´n li-
neal en donde los para´metros con incertidumbre este´n en la funcio´n objetivo,
en los coeficientes te´cnicos de las restricciones y en los lados derechos. Aqu´ı la
incertidumbre esta´ representada como un intervalo de nu´meros reales, a e´sta
a´rea se le ha llamado programacio´n lineal con coeficientes de intervalo (LPIC,
por sus siglas en ingle´s).
Uno de los enfoques importantes en LPIC surge por la perspectiva geome´tri-
ca cuando los coeficientes intervalo so´lo esta´n en la funcio´n objetivo. En este
caso, se obtienen diferentes rotaciones para cada para´metro fijado dentro del
intervalo del hiperplano, por supuesto, la regio´n factible no se afecta en este
caso. As´ı que, se tiene en el mejor de los casos una solucio´n o´ptima para cada
configuracio´n de los valores de los coeficientes en cuestio´n.
Otra posibilidad es cuando los coeficientes intervalo esta´n presentes en
los coeficientes te´cnicos de las restricciones. En este caso, lo que se afecta es
la forma de la regio´n factible, obtenie´ndose una diversificacio´n sustancial de
poliedros. Aqu´ı tambie´n se tiene en el mejor de los casos una solucio´n o´ptima
para cada configuracio´n de los valores de los coeficientes en cuestio´n.
La tercera posibilidad se da en que los coeficientes de intervalo esta´n pre-
sentes en los lados derechos de las restricciones, geome´tricamente se logra
que las aristas del poliedro se trasladan simulta´neamente (para cada inter-
valo que se incrementa proporcionalmente), mantenie´ndose por lo general la
misma forma de la regio´n factible.
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En LPIC por lo general se pueden obtener infinitas soluciones o´ptimas
dependiendo de la incertidumbre existente, as´ı pues, induce a pensar en en-
contrar el mejor valor o´ptimo y el peor valor o´ptimo, ya que e´stos casos
extremos nos conducir´ıan a contar con mayor informacio´n para tomar mejo-
res decisiones. Estos hechos han motivado a varios investigadores a analizar
este tipo especial de problemas y a estudiar la forma de encontrar dichas
soluciones.
Por ejemplo, en [15] se analizo´ un modelo general de un problema de
LPIC con coeficientes de intervalo en todos los para´metros del modelo. Pos-
teriormente hizo diferentes ana´lisis dependiendo de las variables relacionadas
con sus respectivos coeficientes, esto es, primero investigo´ el caso con varia-
bles restringidas de signo; despue´s con al menos una variable irrestricta que
estaba asociada a un coeficiente fijo; y finalmente con al menos una varia-
ble irrestricta que correspond´ıa a un coeficiente de intervalo. La idea de los
algoritmos que propusieron se enfoca en el hecho de encontrar la mejor so-
lucio´n o´ptima y la peor solucio´n o´ptima para todo coeficiente de intervalo y
son desarrollados en base de una generalizacio´n del me´todo propuesto en [11].
Es importante notar que sin saber de antemano los valores exactos de esos
coeficientes de intervalo no se puede obtener la mejor o peor solucio´n o´ptima
al problema. Bajo este mismo enfoque, en [16] se realizo´ una extenso´n al
trabajo en [15], tambie´n encuentran el mejor o peor valor o´ptimo y analizan
el ajuste de los coeficientes intervalo para obtener estos dos valores extremos.
Mencionan que la obtencio´n del peor valor o´ptimo es complicada, principal-
mente cuando hay restricciones de igualdad con coeficientes de intervalo y
cuando las variables que son irrestrictas esta´n asociadas a un coeficiente de
intervalo.
Con el fin de intensificar el ana´lisis y la obtencio´n de propiedades relevan-
tes para estos problemas, los investigadores han particularizado los problemas
de LPIC. Es decir, han considerado problemas lineales con coeficientes de in-
tervalo donde las variables son binarias. Por ejemplo, en [13] se aborda un
problema lineal binario con coeficientes de intervalo en la funcio´n objetivo,
en los lados derechos de las restricciones y en los coeficientes de las variables
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en las restricciones. En este trabajo se transforma el problema con incerti-
dumbre en dos problemas determin´ısticos, donde los coeficientes de e´stos dos
problemas son los l´ımites superiores e inferiores de cada intervalo respecti-
vamente. Tambie´n se propone un algoritmo para resolver el problema con
coeficientes de intervalo utilizando los dos problemas resultantes de la trans-
formacio´n propuesta. Sin embargo, los autores no son capaces de encontrar
la mejor o peor solucio´n o´ptima debido a la existencia de incertidumbre en
muchas partes del modelo.
Otro caso particular es cuando existen coeficiente de intervalo so´lo en la
funcio´n objetivo. Ve´ase [14], en donde se distinguen dos tipos de soluciones
o´ptimas que pertenecen a todo el conjunto de soluciones o´ptimas. A estas dos
soluciones les llamaron solucio´n o´ptima necesaria y solucio´n o´ptima posible.
La primera es una solucio´n o´ptima para cualquier configuracio´n de coeficien-
tes de la funcio´n objetivo dentro del intervalo sen˜alado, y la segunda es una
solucio´n o´ptima para al menos una configuracio´n de los coeficiente de inter-
valo. Despue´s, aplican el criterio llamado minimax regret para encontrar una
solucio´n partiendo de un conjunto de soluciones o´ptimas posibles. Por u´lti-
mo, propusieron un algoritmo basado en una relajacio´n del problema para
encontrar e´stas soluciones. El algoritmo minimiza la ma´xima diferencia entre
dos soluciones posibles, pero la solucio´n encontrada no siempre esta´ en un
punto extremo de la regio´n factible.
Por otra parte LPIC tambie´n se ha analizado en el caso en que los coefi-
cientes intervalo se encuentran u´nicamente en los lados derechos de las restric-
ciones. Por ejemplo, en [17] se considero´ un programa lineal bajo este enfoque
y se introdujeron relaciones de dualidad entre la peor solucio´n o´ptima del pro-
blema primal y la mejor solucio´n o´ptima problema dual. El problema dual
resultante es tambie´n un programa lineal pero con coeficiente intervalo en la
funcio´n objetivo. Los autores separan en dos casos su ana´lisis: (i) cuando las
restricciones en el primal son desigualdades, entonces las variables en el dual
son restringidas de signo, de aqu´ı que los problemas de hallar el peor o´ptimo
primal y el mejor o´ptimo dual se pueden resolver de forma polinomial; (ii)
cuando las restricciones en el problema primal son de igualdad, entonces las
variables en el dual son irrestrictas en signo, de aqu´ı que los problemas de
encontrar el peor o´ptimo del primal y el mejor o´ptimo del dual ambos son
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fuertemente NP-hard. Adema´s, se menciona la importancia que toma el cri-
terio del peor caso ya que permite encontrar una solucio´n factible para todos
los escenarios posibles en problemas con restricciones de desigualdad. Para
problemas con restricciones de igualdad este criterio carece de sentido ya que
dicha solucio´n ser´ıa infactible para al menos un escenario.
2.2. Programacio´n binivel
En 1934, el economista alema´n Heinrich Freiherr von Stackelberg escri-
bio´ el primer problema de programacio´n binivel en su formulacio´n original
en su obra Marktform und Gleichgewicht [28]. Cabe mencionar que el pro-
blema que propuso es conocido como el juego de Stackelberg y el te´rmino
programacio´n binivel surgio´ mucho tiempo despue´s. Los primeros en utilizar
el te´rmino programacio´n binivel fueron los autores Bracken y McGill en 1973
[29] y en 1974 [30]. A finales de los ochenta del siglo XX, fue cuando se in-
tensifico´ la investigacio´n en programacio´n binivel y continua hasta hoy en d´ıa.
Por mencionar algunos trabajos interesantes, podemos ver el de [31] donde
se menciona que el problema de programacio´n binivel es una generalizacio´n
de varios problemas de optimizacio´n. Adema´s en otras publicaciones tratan a
los problemas de programacio´n binivel desde otro enfoque; por ejemplo, por
reducciones del modelo. Es decir, los problemas binivel pueden ser converti-
dos en problemas de optimizacio´n en un so´lo nivel mediante la consideracio´n
de que el problema del nivel inferior se puede sustituir con alguna te´cnica
cla´sica, tales como en [32] aplicando teoremas de funcio´n impl´ıcita, en [33]
empleando Karush-Kuhn-Tucker, en [34] utilizando una ecuacio´n adicional
no diferenciable, entre otras.
La gran importancia que tienen los problemas binivel en la vida real, ha
motivado que varios autores hallan investigado en diversas aplicaciones de
gran relevancia, entre ellas podemos encontrar los trabajos de [35], [36], [37],
[38] y [39].
25
La programacio´n binivel sirve para modelar problemas que consideren
una jerarquizacio´n entre su toma de decisiones. Usualmente, las decisiones
esta´n particionadas en dos niveles, el superior y el inferior. En el nivel su-
perior hay un l´ıder quien debe optimizar su propio problema teniendo en
cuenta que una parte de las decisiones del problema esta´n determinadas im-
plicitamente por la solucio´n o´ptima de otro problema. Este otro problema es
el del nivel inferior asociado al seguidor. Dentro de este marco de toma de
decisiones, el seguidor reacciona de forma racional ante la decisio´n del l´ıder,
esto es, optimiza su propia funcio´n objetivo considerando sus restricciones
parametrizadas en la decisio´n del l´ıder.
Para que los problemas de programacio´n binivel este´n bien definidos es
necesario hacer algunas observaciones sobre la existencia y unicidad de la
solucio´n o´ptima del nivel inferior. Si la solucio´n o´ptima del seguidor existe y
es u´nica para cada decisio´n del l´ıder entonces se dice que el problema binivel
esta´ bien definido. Sin embargo, si existen mu´ltiples soluciones o´ptimas para
el seguidor, entonces se genera incertidumbre entre e´stas y no esta´ claro cual
de todas ellas va a considerar el l´ıder para evaluar su problema. Para abordar
e´sta incertidumbre usualmente se consideran dos enfoques: el caso optimista
y el caso pesimista. Ambos enfoques son los dos casos extremos que pueden
considerarse para el conjunto de soluciones o´ptimas del seguidor. En el caso
optimista, el l´ıder influenc´ıa al seguidor para que e´ste elija la solucio´n ma´s
conveniente para el l´ıder dentro del conjunto de soluciones o´ptimas del se-
guidor. Por otro lado, en el caso pesimista el nivel superior se asume que el
seguidor va a elegir la solucio´n que brinde menos beneficio para el l´ıder. Si
no hay garant´ıa de la existencia y unicidad de la solucio´n del nivel inferior,
debera´ asumirse alguno de estos dos casos.
La estructura particular de la programacio´n binivel ha permitido que se
hayan estudiado diversas aplicaciones de problemas pra´cticos. Por ejemplo,
en [1] proponen un modelo de programacio´n binivel en log´ıstica humanitaria
para distribuir eficazmente el apoyo a las zonas dan˜adas. En esta aplicacio´n,
el l´ıder se asume que es el pa´ıs afectado y debe elegir el medio de transporte
y la forma de distribuir ra´pidamente los productos de ayuda, esto es, mi-
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nimizar los tiempos de env´ıo de los centros de acopio a las zonas dan˜adas;
mientras que el seguidor se asume que son los pa´ıses u organismos interna-
cionales que env´ıan ayuda pero intentando minimizar sus costos de env´ıo del
pa´ıs de origen a los centros de acopio. Ellos reformulan el problema binivel en
un problema de programacio´n no lineal de un so´lo nivel; dicha reformulacio´n
se logra mediante la consideracio´n de las condiciones de optimalidad primal-
dual. Adema´s, mencionan que ese tipo de problemas pueden ser resueltos por
algoritmos bien conocidos y software especializado de optimizacio´n.
Otra aplicacio´n interesante se presenta en [2], en ese trabajo abordan un
problema de minimizacio´n de transaccio´n monetaria entre un contratista del
gas natural y un concesionario de un gasoducto. El problema se modela como
un problema de programacio´n binivel lineal entero mixto, es decir, algunas
de las variables de decisio´n pertenecen al conjunto de nu´meros enteros y
otras son continuas. En este trabajo el l´ıder representa al contratista quien
debe llevar el gas natural y transferirlo por el gasoducto desde el punto de
recepcio´n hasta ser extra´ıdo en el punto de entrega. Por otro lado, el segui-
dor representa al concesionario del gasoducto, el cual desea minimizar los
desbalances, es decir, que lo que se extrae en un punto de recepcio´n sea la
misma cantidad que se inyecta en el punto de entrega. Por la naturaleza del
gas natural e´sto no es posible. De tal forma que existe una diferencia diaria
entre el punto de recepcio´n y el punto de entrega, a e´sta diferencia se le llama
desbalance. E´ste desbalance puede ser pequen˜o, por lo tanto es tolerable por
el seguidor, pero si la diferencia de desbalance es grande, entonces el seguidor
impone algunas penalizaciones al l´ıder. Desde la perspectiva del contratista,
un desbalance positivo es cuando el contratista deja gas en el gasoducto,
mientras que un desbalance negativo es cuando el contratista toma gas del
gasoducto. Por lo que un desbalance implica una transaccio´n de dinero entre
el contratista y el gasoducto, por lo que los autores proponen una te´cnica
de penalizacio´n con condiciones generales. El problema binivel entero mixto
lo resuelven mediante un me´todo directo empleando algoritmos para obtener
soluciones eficientes del problema de los desbalances.
En [3], el autor presenta el problema continuo de disen˜os de redes (CNDP,
por sus siglas en ingle´s) y lo modela como un problema binivel. En el pro-
blema el l´ıder minimiza la suma total de los tiempos de viaje y costos de
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inversio´n de los incrementos de capacidad de las conexiones de la red. Mien-
tras que el seguidor busca el equilibrio del flujo de los usuarios dentro de la
red, e´sto es, el usuario quiere minimizar sus tiempos y costos para transmitir
informacio´n a trave´s de la red. El problema de disen˜o de redes es un caso
particular del problema de transporte y se clasifica en dos tipos, el caso dis-
creto y el caso continuo. En e´ste u´ltimo es donde se enfoca el autor y saber
el a´rea que desarrolla su investigacio´n.
Se sabe que los problemas de programacio´n binivel son NP-hard, y e´sto
implica que no existen algoritmos exactos que resuelvan CNDP, por lo que
ellos proponen algoritmos conocidos que no usen derivadas y se basen en
evaluaciones de la funcio´n objetivo. Uno de los algoritmos que utilizo´ fue
el de Nelder-Mead, el cual es un me´todo cla´sico para minimizar funciones
de n-variables que mediante el uso de un simplex de n + 1 ve´rtices y por
medio de reemplazos en el ve´rtice con mayor valor en la funcio´n por otro
punto derivado de tres operaciones: reflexio´n, contraccio´n y expansio´n. Otro
de los algoritmos que se aplico´ es el de bu´squeda dispersa, la cual es una
metaheur´ıstica que se ocupa para resolver problemas de optimizacio´n. Se
presentan dos ejemplos nume´ricos pequen˜os de diferente taman˜o; en el pri-
mer ejemplo el algoritmo de bu´squeda dispersa obtiene mejores resultados
que el algoritmo de Nelder-Mead aunque el costo de co´mputo es muy alto.
Por otra parte, el algoritmo de Nelder-Mead reduce los tiempos de co´mputo
sustancialmente pero con peores soluciones que el de bu´squeda dispersa. Por
lo que implementa un h´ıbrido entre ambos algoritmos obteniendo mejores so-
luciones con bajo costo computacional. En el segundo ejemplo, concluyendo
que la hibridizacio´n mejora la calidad de las soluciones obtenidas pero em-
peora el costo computacional. Ambos algoritmos de manera independiente
proveen menores tiempos de co´mputo. Ellos atan˜en este detalle a la topo-
log´ıa de la red.
Por u´ltimo, pero no menos interesante se describe una aplicacio´n de un
problema de programacio´n binivel presentado en [7]. Ah´ı se considera un sis-
tema de potencia ele´ctrico que esta´ expuesto a fallas en forma natural y se
centra en el ana´lisis de vulnerabilidad de sistemas de potencias. Se toman
en cuenta dos criterior: (1) el N1, que es la propiedad del sistema para su-
ministrar las demandas de potencia y energ´ıa requeridas con contingencias
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que se prueban sistema´ticamente y (2) el N2, que es la propiedad del sistema
para suministrar las demandas de potencia y energ´ıa requeridas con contin-
gencias definidas de forma espec´ıfica. El objetivo es estabilizar el sistema
en caso de fallas. En ese trabajo se investiga el sistema de potencias de tal
manera que el dan˜o es a propo´sito y no de forma natural. E´ste problema lo
modelan con programacio´n binivel, donde el l´ıder toma el papel del agen-
te atacante buscando maximizar la disrupcio´n en el sistema de carga y el
seguidor es el agente defensor que intenta minimizar los dan˜os ocasionados
por el atacante. Como conclusiones obtienen resultados ligados a la realidad
e identifican varios planes de ataque y a´reas de prioridad para asegurar la red.
Como se pudo apreciar en e´sta subseccio´n, la programacio´n binivel es bue-
na herramienta para estudiar problemas de diferentes estructuras y objetivos
en muy diversos enfoques.
2.3. Programacio´n binivel lineal con coeficien-
tes de intervalo
Para concluir con el cap´ıtulo de la revisio´n de literatura vamos a ahondar
en el tema de problemas de programacio´n binivel lineal con coeficientes de
intervalo. Despue´s de hacer una extensa revisio´n de literatura solamente se
encontraron dos trabajos en bajo estos supuestos. Dichos trabajos son [18] y
despue´s en [19] se estudia una extensio´n del primer art´ıculo.
Las pioneras de estudiar problemas de e´sta naturaleza son [18]. En este
trabajo se enfocaron en el caso en que los coeficientes de intervalo aparecen
exclusivamente en las funciones objetivo; ya sea en la funcio´n objetivo del
l´ıder, del seguidor o en ambas. Bajo estas condiciones calcularon el mejor y el
peor valor o´ptimo seleccionados apropiadamente dentro del conjunto de solu-
ciones o´ptimas binivel. Adema´s, demostraron que esas dos soluciones o´ptimas
binivel ocurren en los puntos extremos del poliedro definido por las restriccio-
nes seguidor. Mediante ejemplos ilustrativos mostraron las dificultades que
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aparecen al resolver estos problemas debido a que la regio´n inducida puede
trasladarse de una arista a otra arista dependiendo de la incertidumbre en
cuestio´n. Se llego´ a la conclusio´n de que no es posible generalizar la seleccio´n
de los valores de los coeficientes intervalo para calcular el mejor o la peor
solucio´n o´ptima binivel, esto es, no se sabe de antemano cuales coeficientes
fijos sera´n obtenidos para calcular dichas soluciones extremas.
Ma´s a detalle podemos dividir este trabajo en tres partes. Primero, se es-
tablecen propiedades para hallar el mejor y peor valor o´ptimo (con respecto
al nivel superior) para minimizar los dos niveles del problema con coeficientes
de intervalo solamente en la funcio´n objetivo del l´ıder con variables restringi-
das de signo. Para hallar dichas soluciones se exploran los extremos de cada
intervalo de la funcio´n objetivo del l´ıder. Es decir, se obtienen dos problemas
determin´ısticos al seleccionar el para´metro de cada extremo del intervalo, de
tal forma que para encontrar la mejor solucio´n o´ptima se eligen los l´ımites
inferiores de los coeficientes de cada intervalo de la funcio´n objetivo del l´ıder.
Similarmente, para encontrar la peor solucio´n o´ptima se eligen los l´ımites su-
periores de los coeficientes de cada intervalo de la funcio´n objetivo del l´ıder
ya que es un problema de minimizacio´n.
Segundo, se estudia el caso ana´logo pero con los coeficientes de intervalo
u´nicamente en la funcio´n objetivo del seguidor; aqu´ı notan que los coeficien-
tes de intervalo del seguidor pueden afectar la regio´n inducida y por ende la
solucio´n o´ptima binivel. Para localizar e´stas dos soluciones extremas, se fijan
en las regiones inducidas de tal modo que si el problema tiene so´lo una regio´n
inducible, entonces se resuelve un so´lo problema binivel determin´ıstico en el
cual coinciden la mejor y la peor solucio´n o´ptima binivel. En este caso es im-
portante notar que el para´metro elegido para cada uno de los coeficientes de
intervalo de la funcio´n objetivo del seguidor puede ser cualquier valor fijo ya
que no afecta la solucio´n o´ptima binivel. Se debe prestar principal atencio´n
en los coeficientes de intervalo del seguidor cuando algu´n intervalo compren-
de valores positivos y negativos, entonces debe dividirse ese intervalo para
obtener el intervalo con la parte positiva y el intervalo con la parte negativa.
Esto es, la existencia de mu´ltiples escenarios implica mu´ltiples regiones indu-
cidas, lo cual depende de los valores positivos o negativos de cada intervalo
del nivel inferior sabiendo que los coeficientes de intervalo so´lo esta´n en la
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funcio´n objetivo del seguidor.
En el caso en que hayan dos o ma´s regiones inducidas, el problema se
resuelve de forma similar, es decir, se contemplan todas las soluciones o´pti-
mas binivel obtenie´ndose una solucio´n o´ptima binivel para cada una de las
regiones inducidas, de all´ı seleccionan la mejor o peor solucio´n o´ptima binivel
(con respecto al l´ıder) de tal manera que se resuelven dos problemas binivel
determin´ısticos. Para obtener e´stas dos soluciones extremas se elige cualquier
valor (positivo o negativo, no ambos) para cada uno de los coeficientes de
intervalo de la funcio´n objetivo del seguidor, suponiendo que los coeficientes
del l´ıder son fijos. Por lo que se puede concluir que no se puede saber de
antemano en que´ para´metro dentro del intervalo de la funcio´n objetivo del
seguidor esta´ la mejor o peor solucio´n o´ptima binivel, es decir, el para´metro
puede ser el l´ımite inferior, l´ımite superior o algu´n valor intermedio del in-
tervalo.
Tercero, estudian el problema binivel con coeficientes intervalo en las
funciones objetivo del l´ıder y del seguidor, de e´sta forma se obtienen dos
problemas binivel lineales determin´ısticos. Para encontrar la mejor solucio´n
o´ptima binivel se considera el l´ımite inferior de los coeficientes para cada
intervalo en la funcio´n objetivo del l´ıder y cualquier valor para cada inter-
valo de la funcio´n objetivo del seguidor. Con esto, la mejor solucio´n o´ptima
binivel se encuentra con su respectiva regio´n inducible. De manera ana´loga,
para encontrar la peor solucio´n o´ptima binivel se considera el l´ımite supe-
rior de los coeficientes para cada intervalo en la funcio´n objetivo del l´ıder y
cualquier valor para cada intervalo de la funcio´n objetivo del seguidor, de
tal forma que la peor solucio´n o´ptima binivel se encuentre con su respectiva
regio´n inducida. Para obtener las soluciones de los problemas binivel (en el
caso que sea) proponen dos algoritmos similares al algoritmo del Kth-best
para hallar las soluciones o´ptimas extremas.
Luego, en [19] encontraron algunos inconvenientes en la metodolog´ıa pro-
puesta por [18], espec´ıficamente en el algoritmo para encontrar la peor so-
lucio´n o´ptima. Ellos dan tres contraejemplos para mostrar que el algoritmo
no da la peor solucio´n o´ptima del problema binivel lineal con coeficientes de
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intervalo en la funcio´n objetivo del l´ıder. Analizan a detalle el algoritmo en
los tres distintos casos posibles. Para el primer caso utilizan el mismo ejemplo
del art´ıculo anterior pero modificaron los coeficientes de la funcio´n objetivo
del l´ıder, de tal forma que simulan el algoritmo para encontrar una solucio´n,
mostrando que no es la peor solucio´n o´ptima para el problema binivel ana-
lizado. Para el segundo contraejemplo, proponen un problema y vuelven a
simular el algoritmo encontrando que el algoritmo tampoco obtiene el peor
valor o´ptimo. Despue´s, para el tercer contraejemplo consideran el segundo
ejemplo propuesto en [18]; de nueva cuenta modificaron los para´metros del
problema y las variables de las funciones objetivo pero manteniendo las mis-
mas restricciones y de nuevo encuentran que el algoritmo no arroja el peor
valor o´ptimo. Despue´s de validar su hipo´tesis, hicieron una modificacio´n im-
portante del algoritmo y obtuvieron buenos resultados, ese algoritmo revisado
si es capaz de obtener el o´ptimo en el peor escenario.
E´sta tesis se enfoca en un problema de programacio´n binivel lineal con
coeficientes de intervalo en los lados derechos de las restricciones del segui-
dor. Se considerara´n restricciones de desigualdad y variables restringidas de
signo. La presencia de dichos coeficientes que denotan incertidumbre en el
nivel inferior impacta en la regio´n factible del seguidor de tal forma que las
caras del poliedro formado por las restricciones del nivel inferior van cam-
biando dependiendo del valor seleccionado dentro del intervalo dado. Como
consecuencia, e´stos mismos coeficientes de intervalo tambie´n afecta la regio´n
inducida del problema binivel, ya que e´sta se traslada, lo cual an˜ade ma´s
complejidad al problema en cuestio´n. Es importante notar que si los lados
derechos son conocidos (lla´mese un escenario) el problema resultante es un
problema binivel lineal, y dicha clase de problemas ya ha sido muy estudiada.
El principal objetivo que se pretend´ıa conseguir era encontrar una solu-
cio´n o´ptima binivel que sea factible para todos los escenarios, pero esto no
es posible ya que una solucio´n o´ptima binivel para un escenario, no es ni
siquiera solucio´n factible binivel para muchos otros escenarios. Es por esto
que, e´ste estudio se centra en encontrar una solucio´n factible binivel robusta
de tal forma que sea una solucio´n factible para todos los escenarios. Despue´s,
hacer un ana´lisis para actualizar la solucio´n o´ptima binivel del escenario real
partiendo de dicha solucio´n o´ptima binivel robusta.
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Cap´ıtulo 3
Definicio´n del problema binivel
y conceptos
3.1. Definicio´n del modelo matema´tico








sujeto a Ax+By ≤ b (3.1.3)
donde x ∈ Rn1 es la variable controlada por el l´ıder, y ∈ Rn2 es la variable
controlada por el seguidor. Adema´s, considere los para´metros del problema
(3.1.1)-(3.1.3) de la siguiente manera: c, u ∈ Rn1 , d, v ∈ Rn2 , b ∈ Rm tal que
b ∈ [b, b], A ∈ Rm×n1 ,B ∈ Rm×n2 . El super´ındice t indica la transpuesta.
Siguiendo la notacio´n descrita por [8] vamos a introducir los conceptos
necesarios para el estudio del problema (3.1.1)-(3.1.3).
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Definicio´n 3.1.1. Llamaremos un escenario b al caso en que b ∈ [b, b] es
conocido de antemano.
Definicio´n 3.1.2. Sea Ωb el conjunto de restricciones dado por Ωb = {(x, y) :
Ax+By ≤ b} para un escenario en particular b ∈ [b, b].
Definicio´n 3.1.3. El conjunto factible del seguidor para una x fija esta´ dado
por Ωb(x) = {y : y ≤ b− Ax} para b ∈ [b, b].
Llamaremos a Mb(x) como el conjunto racional de reaccio´n; es decir, el
conjunto de soluciones del seguidor tomadas de forma inteligente dada una
soluco´n x del l´ıder para un escenario particular b ∈ [b, b]. Es fa´cil ver que
Mb(x) ∈ Ωb(x).
Definicio´n 3.1.4. Sea Mb(x) = Argmin{u
tx+vty : By ≤ b−Ax} para una
x fija y un escenario b ∈ [b, b].
Definicio´n 3.1.5. La regio´n inducida (IR, por sus siglas en ingle´s) del
problema para un escenario particular b ∈ [b, b] esta´ definida como sigue
IRb = {(x, y) : y ∈Mb(x)}.
Definicio´n 3.1.6. Una solucio´n (x, y) sera´ considerada como factible binivel
para un escenario b ∈ [b, b] si (x, y) ∈ IRb.
Definicio´n 3.1.7. La solucio´n o´ptima binivel (x∗, y∗) para un escenario b ∈
[b, b] es aquella que cumple lo siguiente:
i. (x∗, y∗) ∈ IRb.
ii. ctx+ dty ≤ ctx∗ + dty∗, ∀(x, y) ∈ IRb.
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Para garantizar que el problema binivel dado por (3.1.1)-(3.1.3) este´ bien
definido vamos a hacer el supuesto cla´sico de que Ω es no vac´ıo y compacto.
Adema´s se considera que para cada decisio´n hecha por el l´ıder, el seguidor
tendra´ oportunidad de responder, es decir Mb(x) 6= ∅. Es bien sabido que
au´nque se consideren estos supuestos el problema en cuestio´n puede no tener
solucio´n, es por esto que tambie´n vamos a asumir la versio´n optimista del
problema. Este enfoque optimista corresponde al caso en que el nivel infe-
rior dado por (3.1.2)-(3.1.3) tenga mu´ltiples soluciones o´ptimas, entonces el
l´ıder seleccionara´ la que ma´s le convenga a el sabiendo que para el seguidor
cualquiera de esas soluciones le dan el mismo valor de su funcio´n objetivo.
En el caso en que el nivel inferior tenga solucio´n u´nica entonces el problema
esta´ perfectamente bien definido.
Observacio´n 3.1.8. En este trabajo no se considera la existencia de restric-
ciones del l´ıder (que involucren o no a las variables del nivel inferior) porque
pueden omitir varios escenarios posibles adema´s de dejar disconexa la regio´n
inducida. Entonces, podemos decir que Mb(x) = IRb, ∀b ∈ [b, b].
En el caso en que se conoce con exactitud el valor de b ∈ [b, b] el problema
del nivel inferior puede resolverse de manera o´ptima y por consecuencia, el
o´ptimo binivel puede ser obtenido. Pero en el caso general, es decir, cuando el
valor de b no se conoce apriori y solo sabemos el intervalo en el que var´ıa no
podemos encontrar con exactitud el o´ptimo del nivel inferior. Supongamos
que se resuelve dicho problema para un escenario b1 y obtenemos la solucio´n
o´ptima binivel pero en la realidad ese escenario b1 no ocurrio´ sino que fue
otro escenario b2. Entonces, puede darse el caso en que la solucio´n o´ptima
binivel para el escenario b1 no sea factible para el escenario b2. De aqu´ı que la
solucio´n o´ptima de un problema binivel con coeficientes intervalo en los lados
derechos de las restricciones del nivel inferior debe definirse de tal forma que
se garantice la factibilidad binivel.
Entonces, para garantizar la factibilidad binivel vamos a introducir unos
conceptos que sera´n considerados durante este trabajo.
Definicio´n 3.1.9. Una solucio´n robusta del problema inferior es aquella y
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tal que sea factible para todos los escenarios posibles.
Al variar el escenario lo que en realidad esta´ ocurriendo es que la regio´n
factible del problema del nivel inferior esta´ cambiando. A su vez, los conjuntos
Ωb, Ωb(x), Mb(x) y IRb se modifican dependiendo el valor que tome b. Para
identificar a las soluciones robustas debemos identificar lo siguiente:
i. la regio´n factible ma´s chica Ωb = {(x, y) : Ax+By ≤ b}.
ii. la regio´n factible ma´s grande Ωb = {(x, y) : Ax+By ≤ b}.
Definicio´n 3.1.10. Una solucio´n robusta binivel debe cumplir que y ∈
Ωb(x), ∀b ∈ [b, b]. Es decir, que y ∈Mb(x).
Observacio´n 3.1.11. Considere un escenario b tal que b 6= b. Entonces es evi-
dente que si y ∈Mb(x) entonces y /∈ Ωb(x).
Definicio´n 3.1.12. Sea RIR la regio´n inducida robusta definida como:
RIR = {(x, y) : y ∈Mb(x)}.
Entonces el problema binivel lineal con coeficientes intervalo en los lados




{ctx+ dty : (x, y) ∈ RIR} (3.1.4)
Observacio´n 3.1.13. Es conveniente notar que RIR = IRb.
Lema 3.1.14. RIR es factible para todos los escenarios.
Demostracio´n: Queremos demostrar que RIR ⊂ Ωb′(x), ∀b
′ ∈ [b, b]
Sea b′ > b, esto es, componente a componete b′i > bi ∀i. Por definicio´n de
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la RIR tenemos que y ∈ Mb(x) lo que implica que y ∈ Ωb(x), entonces
By ≤ b − Ax. Adema´s, como b′ > b se cumple que By ≤ b′ − Ax lo cual
implica y ∈ Ωb′(x). Por lo tanto, RIR ⊂ Ωb′(x).
3.2. Ejemplo ilustrativo
El problema que nosotros vamos a analizar y resolver es el que esta´ defini-
do en (3.1.4). En la siguiente seccio´n vamos a mostrar un ejemplo ilustrativo
y su gra´fica correspondiente para mostrar las complicaciones de este tipo de
problemas.
Con el objetivo de mostrar las complicaciones derivadas de estos proble-
mas vamos a proponer el siguiente problema de programacio´n binivel lineal
con coeficientes intervalos en los lados derechos de las restricciones del segui-
dor.








sujeto a: R1b : 3x− y ≤ [9, 15] (3.2.3)
R2b : 2y ≤ [12, 15] (3.2.4)
R3b : 3x+ 2y ≤ [18, 20] (3.2.5)
Es importante notar que b es la regio´n ma´s pequen˜a y corresponde a
los l´ımites inferiores del intervalo que define los lados derechos. De manera
ana´loga, b es la regio´n ma´s grande y corresponde a los l´ımites superiores de
dichos intervalos.
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Figura 3.1: Ejemplo ilustrativo
Adema´s, en la figura 3.1 se puede apreciar que el punto (50/9,5/3) es una
solucio´n o´ptima para el escenario b; pero no es solucio´n factible para muchos
otros escenarios.
Por otro lado, el punto (4,3) es una solucio´n o´ptima para el escenario b y
es solucio´n factible para cualquier otro escenario; por lo cual esta solucio´n se
considera una solucio´n robusta binivel. Por consecuencia, los puntos conte-
nidos en la regio´n inducible para el escenario b son soluciones factibles para
el problema binivel en cualquier escenario.
Esto viene a dar validez a la solucio´n robusta binivel. Supongamos el caso
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en que una empresa tiene este problema jera´rquico en donde necesita decidir
la produccio´n del siguiente mes, en este caso los lados derechos pueden verse
como las capacidades de produccio´n de la empresa. Si se considera el caso
de produccio´n ma´xima, es decir, cuando los intervalos de los lados derechos
esta´n en el l´ımite superior, al resolver el problema obtendremos una solu-
cio´n o´ptima y vamos a interpretarla como la cantidad de productos que hay
que fabricar. Pero, en el caso en que lo que haya ocurrido en realidad no
haya sido el escenario de produccio´n ma´xima, digamos el escenario extremo
de produccio´n mı´nima. Entonces, el plan de produccio´n realizado por la ge-
rencia de la empresa no tiene sentido al ser infactible para este escenario real.
Por lo tanto, este problema no puede verse tan trivial como obtener la
solucio´n o´ptima para el mejor caso, el caso intermedio o algu´n otro que pro-
duzca infactibilidad en el caso que ocurrio´ en realidad.
De este ejemplo podemos apreciar que la regio´n inducible del problema bi-
nivel con coeficientes intervalo en los lados derechos (b) depende directamente
del valor del escenario b. El hecho de que la forma de la regio´n inducible no
se conozca con exactitud, viene a reafirmar la aseveracio´n de que no se puede
obtener una solucio´n o´ptima en general para el problema (3.1.1)-(3.1.3). Es
decir, no se puede obtener el o´ptimo sin conocer el escenario ocurrido, es por
esto que la consideracio´n de una solucio´n robusta binivel, i.e. que sea factible
para cualquier escenario, tiene sentido.
Por u´ltimo, es conveniente hacer la observacio´n que en cualquier escena-
rio se mantiene la forma de la regio´n inducible (en negrita en la figura 3.1);
dicha regio´n solo se hace ma´s grande o ma´s corta dependiendo el escenario
considerado. Este hecho, podra´ ser considerado a la hora de proponer un
algoritmo para resolver el problema.
39
Cap´ıtulo 4
Metodolog´ıa para obtener la
solucio´n o´ptima binivel
En este cap´ıtulo se va ha hacer un estudio de post-optimalidad partiendo
de la solucio´n robusta binivel definida en el cap´ıtulo anterior. Primero, se
va a mostrar la aplicacio´n del ana´lisis de sensibilidad para ver que pasa con
los cambios en los lados derechos de las restricciones y su relacio´n con los
conceptos necesarios de programacio´n binivel (conjunto racional de reaccio´n,
regio´n inducida, solucio´n o´ptima binivel). Despue´s, se estudia la forma de
pasar de la solucio´n robusta binivel hacia la solucio´n del escenario real ana-
lizando u´nicamente las restricciones de atadura en el ve´rtice o´ptimo. Como
resultado de e´ste ana´lisis, se llega a una metodolog´ıa que parece funcionar
adecuadamente con estos fines. Por u´ltimo, se dara´ robustez a la metodolog´ıa
propuesta mediante el ana´lisis de varios escenarios y ejemplos.
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4.1. Aplicacio´n de ana´lisis de sensibilidad en
el nivel inferior
Al obtener una solucio´n robusta binivel estamos obteniendo el o´ptimo en
el peor escenario (caso ma´s chico) y por lo tanto, subestimando el valor de la
funcio´n objetivo para muchos otro escenarios. Es por e´sto que ahora se busca
brindar ma´s informacio´n al tomador de decisiones sobre el escenario real.
Consideremos el caso en que ocurrio´ un escenario b′, donde b′ 6= b. Hasta
este momento nosotros tenemos la solucio´n robusta binivel o´ptima para el





Ahora bien, como tenemos un cambio en el vector de los lados derechos de
las restricciones del seguidor, esto es b′, podemos aplicar ana´lisis de sensibili-
dad y actualizar o reoptimizar la solucio´n o´ptima del seguidor. Sin embargo,
hay que tener en cuenta que al hacer ese cambio en el vector b, no hay ga-
rant´ıa que el o´ptimo para el l´ıder se mantenga igual.
Hay que recordar que la solucio´n robusta binivel puede no pertenecer a
la regio´n inducible de otros escenarios, esto es, (x∗b , y
∗
b ) /∈ IRb′ . Entonces al
encontrar y∗b′ mediante ana´lisis de sensibilidad en el nivel inferior consideran-




b′) ∈ IRb′ . En otras palabras,
partir de la solucio´n robusta binivel nos permite alcanzar una solucio´n binivel
factible para el escenario real. Esto nos lleva a preguntarnos si esta solucio´n
es o´ptima para el escenario b′.
Para ejemplificar vamos a considerar el siguiente problema,
ma´x
x≥0
4x− 2y1 − y2 (4.1.1)
en el cual y resuelve
ma´x
y1≥0,y2≥0
3y1 + 5y2 (4.1.2)
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sujeto a: 3x+ y1 ≤ [4, 7] (4.1.3)
2y2 ≤ [12, 15] (4.1.4)
x+ 3y1 + 2y2 ≤ [18, 21] (4.1.5)
Si nos enfocamos en el problema del seguidor cuando el l´ıder ha fijado su
decisio´n y adema´s, consideremos el escenario b, tenemos que,
ma´x
y1≥0,y2≥0
3y1 + 5y2 (4.1.6)
sujeto a: (R1) y1 ≤ −3x+ 4 (4.1.7)
(R2) 2y2 ≤ 12 (4.1.8)
(R3) 3y1 + 2y2 ≤ −x+ 18 (4.1.9)
La representacio´n gra´fica del ejemplo anterior se ilustra en la figura 4.1.



















Si fijamos x∗b y aplicamos el ana´lisis de sensibilidad al nivel inferior ha-
llamos que los precios sombra son (λ1, λ2, λ3) = (3,
5
2
, 0) y los intervalos per-






y b3 ≤ ∞
(no´tese que al ser el caso b, sus valores no pueden ser menores a los actuales
debido a la definicio´n del coeficiente intervalo).








Recuerde que el objetivo es actualizar o reoptimizar la solucio´n o´ptima
binivel partiendo de la solucio´n robusta. Es decir, sin volver a resolver el
problema binivel para el escenario b′, ver la figura (4.2).
Al actualizar la solucio´n o´ptima del nivel inferior con la te´cnica tradi-














2b′) = 33. Co´mo se puede ver en la figura 4.3, el punto actualizado
pertenece a la regio´n inducida IR, pero no esta´ en un ve´rtice y por lo tanto
no es el o´ptimo.
El problema consiste en actualizar la variable del l´ıder sin tener que em-
plear otras te´cnicas para resolver el respectivo problema binivel l´ıneal. El
ana´lisis de sensibilidad aplicado al nivel inferior sirve para actualizar la solu-
cio´n del seguidor pero no nos conduce a optimalidad ni nos brinda informa-
cio´n sobre la actualizacio´n de la variable del l´ıder.
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Figura 4.2: Ilustracio´n del escenario b′
4.2. Ana´lisis en las restricciones de atadura
Por otro lado, el hecho de que la regio´n inducida mantenga su forma nos
permite analizar a las restricciones de atadura para el caso b.
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Figura 4.3: Solucio´n actualizada con ana´lisis de sensibilidad
En este ejemplo vemos que R1 y R2 son restricciones de atadura en el esce-
nario b. Al saber esto, podemos considerar el sistema de ecuaciones formado
por dichas restricciones y obtener el valor de x∗b′ . Es importante mencionar
que dicha actualizacio´n de x∗b′ se hace antes de actualizar la solucio´n del nivel





2b) = (0, 6) y las restricciones R1 : 3x+y1 =





. Ahora, con este valor




2b′) = (0, 6) con
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En la siguiente figura 4.4 se aprecia este punto y se confirma que las
restricciones de atadura permanecen siendo las mismas.
Figura 4.4: Punto o´ptimo despue´s de la actualizacio´n
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4.3. Metodolog´ıa propuesta








, 1, 6) el valor de la funcio´n objetivo del l´ıder F (4
3
, 1, 6) =







, 0, 6) obtenemos F (5
3
, 0, 6) = 2
3
.
Con e´ste ana´lisis hemos actualizado la solucio´n o´ptima del escenario real
partiendo de la solucio´n robusta binivel. El esquema de la metodolog´ıa pro-
puesta es el siguiente.
Metodolog´ıa disen˜ada para optimizar el problema binivel
1. Halle (x∗b , y
∗
b ).
2. Identifique las restricciones de atadura Rai, i = 1, 2, 3, ..., n.
3. Considere el escenario real b′ y resuelva el sistema de ecuaciones for-
mado por las restricciones de atadura Rai, i = 1, 2, 3, ..., n. Obtenga
x∗b′ .
4. Resuelva el problema lineal del nivel inferior considerando x∗b′ . para
obtener y∗b′ .
5. Evalu´e F ∗(x∗b′ , y
∗
b′).
Si el tomador de decisiones no dispone de los recursos para resolver el
problema del nivel inferior, puede aplicar ana´lisis de sensibilidad en el nivel





para el escenario b′. Aunque al emplear esta estrategia no hay informacio´n
sobre la distancia a la que se encuentre este punto del o´ptimo real, y por
consecuencia, no hay informacio´n de la holgura de optimalidad.
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4.4. Robustez de la metodolog´ıa
Para mostrar la robustez de la metodolog´ıa propuesta vamos a analizar























Tambie´n se puede observar que la regio´n inducida mantiene su forma y
el o´ptimo permanece determinado por el mismo conjunto de restricciones de
atadura.
Entonces, en base al esquema propuesto debemos checar que R1 y R2
son las restricciones de atadura y considerando (y∗
1b, y
∗














) = (0, 15
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y coincide con el o´pti-
mo mostrado en la figura 4.5.
Con la finalidad de evidenciar el buen funcionamiento y la aplicabilidad
de la metodolog´ıa propuesta en esta investigacio´n, vamos a analizar otro
ejemplo. En este caso, el Ejemplo ilustrativo 2 estara´ dado por:
ma´x
x1≥0, x2≥0
7x1 + 10x2 + 5y (4.4.1)




sujeto a: − x2 + y ≤ [2, 5] (4.4.3)
x1 ≤ [6, 9] (4.4.4)
20x1 + 3x2 + 13y ≤ [90, 93] (4.4.5)
2x1 + 3x2 + 4y ≤ [32, 35] (4.4.6)
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Figura 4.5: Ilustracio´n del escenario b
Primero vamos a analizar el problema del nivel inferior cuando en el nivel





sujeto a: (R1) y ≤ x2 + 2 (4.4.8)
(R2) 0 ≤ −x1 + 6 (4.4.9)
(R3) 13y ≤ −20x1−3x2+90 (4.4.10)
(R4) 4y ≤ −2x1−3x2+32 (4.4.11)
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La representacio´n geome´trica de las restricciones que delimitan la regio´n
factible del ejemplo anterior se ilustra en la figura 4.6. De ah´ı podemos apre-



















y f ∗ = (y∗b ) = 0.
Figura 4.6: Representacio´n del ejemplo ilustrativo 2 en el escenario b
Adema´s se observa que las restricciones de atadura son R3 : 20x1+3x2+
13y ≤ 90 y R4 : 2x1 + 3x2 + 4y ≤ 32. generando la regio´n inducida tal como
se muestra en la figura 4.7.
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Figura 4.7: Representacio´n del ejemplo ilustrativo 2 en el escenario b, con IR
en color azul, verde y amarillo









Como se menciono´ anteriormente, el objetivo es actualizar la solucio´n
o´ptima binivel partiendo de la solucio´n robusta. Es decir, sin volver a resol-
ver el problema binivel para el escenario b′.











, 0). De aqu´ı considere y∗b = 0.
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Teniendo en cuenta que la regio´n inducida se mantiene con la misma for-
ma, entonces las restricciones de atadura son las mismas para b′; esto es,
R3 : 20x1 + 3x2 + 13y ≤ 91 y R4 : 2x1 + 3x2 + 4y ≤ 33. Resolviendo el














2b′ para obtener y
∗











, 0) = 2999
27
.
De manera que al actualizar la solucio´n o´ptimo binivel para el escenario




, 0), encontrado con la metodolog´ıa, coincide con la solucio´n
o´ptimo binivel obtenido desde una perspectiva geome´trica como se puede
veer en la figura 4.8.
Adema´s se observa que las restricciones de atadura son R3 : 20x1+3x2+
13y ≤ 91 y R4 : 2x1 + 3x2 + 4y ≤ 33. generando la regio´n inducida tal como
se muestra en la figura 4.9.
Por u´ltimo, vamos a analizar de manera similar la afectacio´n de la solu-
cio´n o´ptima en el escenario del extremo derecho de los coeficientes intervalo,









Haciendo e´nfasis en la eficiencia de la metodolog´ıa se corroborara´ la ro-
bustez analizando el escenario anterior. La solucio´n robusta ya se obtuvo










, 0). De aqu´ı considere y∗b = 0.
Como la regio´n inducida se mantiene entonces las restricciones de atadura
son las mismas para el escenario b, esto es; R3 : 20x1 + 3x2 + 13y ≤ 93 y
R4 : 2x1 + 3x2 + 4y ≤ 35. Resolviendo el sistema de ecuaciones formado por
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Figura 4.8: Ilustracio´n del escenario b′













2b′ para obtener y
∗











, 0) = 3179
27
,
De manera que al actualizar la solucio´n o´ptimo binivel para el escenario




, 0), encontrado con la metodolog´ıa, coincide con la solucio´n
o´ptimo binivel obtenido desde una perspectiva geome´trica como se puede
veer en la figura 4.10.
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Figura 4.9: Ilustracio´n del escenario b′, con IR en color azul, verde y amarillo
Adema´s se observa que las restricciones de atadura son R3 : 20x1+3x2+
13y ≤ 93 y R4 : 2x1 + 3x2 + 4y ≤ 35. generando la regio´n inducida tal como
se muestra en la figura 4.11.
La eficiencia de resolver el problema binivel basado en el ana´lisis de las
restricciones de atadura se debe principalmente a que los coeficientes inter-
valo se encuentran u´nicamente en los lados derechos de dichas restricciones.
Este hecho permite mantener la estructura de la regio´n factible del nivel infe-
rior, y por consecuencia la regio´n inducida. Entonces, sabiendo que la forma
de la funcio´n objetivo del l´ıder no var´ıa, es decir, mantiene su pendiente en-
tonces siempre se alcanzara´ el mismo ve´rtice en la solucio´n o´ptima.
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Figura 4.10: Ilustracio´n del escenario b
Para cerrar con esta idea, se va a demostrar el hecho de que el o´ptimo del
problema binivel descrito en (3.1.1.)-(3.1.3) esta´ dado por la interseccio´n de
las mismas restricciones, sin importar el escenario en cuestio´n.
Lema 4.4.1. El punto o´ptimo (x∗, y∗)b para cualquier escenario b∈ [b, b] del
problema de LBPIC siempre conserva las mismas restricciones de atadura.
Demostracio´n: ...
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Figura 4.11: Ilustracio´n del escenario b, con IR en color azul, verde y amarillo
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Cap´ıtulo 5
Conclusiones y trabajo futuro
En e´sta investigacio´n se estudiaron los problemas lineales de programa-
cio´n binivel con coeficientes intervalo en los lados derechos de las restrcciones
del problema del nivel inferior. Adema´s se identificaron algunas propiedades
importantes que tienen impacto en la metodolog´ıa propuesta de solucio´n.
Tambie´n se introdujeron las soluciones robustas para el mismo problema,
dichas soluciones tambie´n son soluciones factibles para cualquier escenario.
Como ya se menciono´, se presento´ una metodolog´ıa eficiente para encontrar
la solucio´n o´ptima binivel del escenario real a partir de la solucio´n robusta
binivel.
5.1. Conclusiones
En LBPIC es interesante ver como la jerarqu´ıa e independencia en la to-
ma de decisiones afectan significativamente para la resolucio´n del problema.
Adema´s, un problema de LBPIC puede presentar infinitos escenarios abrien-
do el abanico de posibilidades del tomador de decisiones, lo cual complica de
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gran manera la forma de resolucio´n del problema. Sin embargo, la naturaleza
de la estructura de estos problema permiten que se considere otro panorama
al tomador de decisiones, ya sea por escenarios sin perder de vista el proble-
ma global; o bien, conformarse con soluciones sub-o´ptimas pero factibles en
cualquier escenario. La importancia de estos problemas recae por ejemplo,
cuando se tienen dos compan˜´ıas las cuales vigilan sus intereses de manera
independiente pero al mismo tiempo cuidan la relacio´n comercial.
La gran aplicabilidad e importancia de estos problemas nos motivo´ a
analizar problemas de e´ste tipo. Por otro lado, se puntualiza enfatizando
en los aportes y logros alcanzados en esta investigacio´n. Como consecuencia
del estudio realizado se obtuvieron algunas de las conclusiones descritas a
continuacio´n:
* Definicio´n del problema LBPIC en los lados derechos de las restricciones
del seguidor con variables restringidas de signo, as´ı como tambie´n la
introduccio´n de los conceptos necesarios para su estudio siguiendo la
notacio´n descrita por [8].
* Introduccio´n conceptos necesarios para tener bien definida la factibili-
dad binivel para el tipo de problemas descrito en e´sta tesis.
* Se definio´ la solucio´n factible binivel robusta; la cual es solucio´n o´pti-
ma binivel para el peor escenario y es solucio´n factible para cualquier
escenario.
* Como consecuencia del logro anterior, tambie´n se definio´ apropiada-
mente la regio´n inducida robusta binivel.
* El problema (3.1.1)-(3.1.3) es equivalente al problema (3.1.4).
* Se demostro´ que la RIR brinda una solucio´n factible para cualquier
escenario.
* Tambie´n se propuso una metodolog´ıa para encontrar la solucio´n o´ptima
binivel del escenario real partiendo de la solucio´n robusta binivel sin
necesidad de resolver desde el inicio el escenario real.
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* La metodolog´ıa propuesta esta´ sustentada con varios ejemplos ilustra-
tivos que muestran el adecuado funcionamiento de dicha metodolog´ıa.
* La metodolog´ıa propone reducir el costo computacional, as´ı como tam-
bie´n bajar los costos de inversio´n en los recursos e incrementar sus
ganancias al obtener la solucio´n o´ptima del escenario real. E´sto se jus-
tifica porque so´lo hay que resolver el problema binivel del escenario
ma´s chico y aplicando la metodolog´ıa propuesta se actualiza la solu-
cio´n encontrando la nueva solucio´n binivel escenario real sin necesidad
de resolver e´ste problema binivel. El ana´lisis pertinente para llevar a
cabo e´sta actualizacio´n consiste solamente en cinco pasos, lo cual baja
sustancialmente el costo computacional.
5.2. Trabajo futuro
Algunas de las l´ıneas de investigacio´n que se identificaron que pueden
mencionarse como trabajo futuro son:
* Demostrar el lema: El punto o´ptimo (x∗, y∗)b, ∀b ∈ [b, b] del problema
LBPIC siempre conserva las mismas restricciones de atadura.
* Desarrollar un algoritmo el cual este basado en la metodolog´ıa y del
hecho que la regio´n inducible se mantiene, esto es, so´lo se alarga o se
acorta.
* Comparar la calidad de solucio´n de la metodolog´ıa con algoritmos co-
nocidos.
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