Modern distribution systems are confronted by increasing penetration of distributed energy resources, making state estimation a critical application for distribution systems. However, existing state estimation schemes are often time-consuming and therefore, hard to scale up for large systems. In this context, this paper has proposed using a surrogate model to accelerate state estimations. Long-short-term memory (LSTM) recurrent neural networks have been applied to produce a fast yet coarse surrogate of the system states, which captures the temporal correlations between consecutive states. We have further applied an autoencoder to reduce the input size of LSTM networks, thereby shrinking LSTM network size and increasing the scalability of the proposed method. The surrogate states from LSTM are then fed into the forward/backward sweep state estimator as initial values. As a result, the state estimation convergence is accelerated by the LSTM surrogates. The proposed method is tested on IEEE 123-bus and 8500-node threephase unbalanced test systems. Experimental results show that the proposed LSTM networks significantly reduce the computational time of distribution systems state estimation. INDEX TERMS Distribution system state estimation, long short term memory, neural networks, surrogate model.
I. INTRODUCTION
State estimation (SE) is a backbone application in power systems. SE refers to the process of estimating system state variables using measurements such as Supervisory Control and Data Acquisition systems, Phasor Measurement Units (PMUs), and smart meters [1] . Traditionally, SE is deployed in transmission systems where the state variables are usually defined as the bus-level voltage magnitudes and phase angles. In recent years, the rising of distributed energy resources (DERs) brings increasing uncertainties to distribution systems. This trend calls for distribution system state estimation (DSSE) to provide system state information to monitor and manage the distribution systems.
In contrast to transmission systems, distribution systems are characterized by high R/X ratio, short-line, and unbalanced phases [2] . As a result, methods such as weighted least square (WLS) that are well-developed in transmission
The associate editor coordinating the review of this manuscript and approving it for publication was Canbing Li. systems tend to suffer from poor convergence when applied to distribution systems [3] , and there is a need to study state estimation schemes in distribution systems.
To this end, much research focus has been placed on DSSE and can be traced back to the 1990s [4] , [5] . More recently, authors in [6] discussed three estimators, including WLS, weighted least absolute value, and Schweppe Huber generalized M estimators, and concluded that the WLS estimator tends to give the best performance. However, the results are under the assumption of balanced phases, and such an assumption does not hold in most distribution systems. In [7] , the authors proposed a DSSE approach using smart metering data.
In [8] , the authors proposed a method based on compressive sensing and several PMUs to provide system measurements. Because PMUs provide direct measurements of the states, the state space equation involving pure PMU measurements becomes linear, and the complexity of solving state estimation is significantly reduced. On the other hand, PMUs are extremely expensive compared to traditional VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ measurement devices. Hence, the optimal placement of PMUs for DSSE is also heatedly studied [9] - [11] . In most circumstances, the power flow equation is nonconvex. Therefore, researchers have studied heuristic methods to solve DSSE. Authors in [12] proposed a hybrid method by integrating WLS and firefly algorithm. Reference [13] presented a three-phase DSSE based on particle swarm optimization algorithm. As reported in these papers, heuristic methods have an advantage of better accuracy compared to traditional WLS methods, but undesirable computational efficiency. As a result, it is challenging to implement DSSE based on heuristic methods into large distribution systems.
Finally, dynamic state estimation (DSE) has been attracting increasing attention in recent years. DSE involves a state prediction step and a state estimation step. Traditionally, DSE is based on Kalman filter (KF) to model the two steps together [14] , [15] . More recently, approaches such as exponential smoothing [16] and recursive least square [17] are also proposed for solving the state prediction step. Both KF-based and regression-based methods rely on the quasi-state assumption, and this assumption does not hold in distribution systems with heavy DER penetrations. State forecasting based on shallow neural networks (NN) is also proposed [18] - [20] . NN-based methods do not require the quasi-state assumption. However, shallow NNs have limited scalability [21] and face computational efficiency and accuracy challenges when applied to large-scale distribution systems.
The aforementioned methods assume that there is measurement redundancy in the systems. However, existing distribution systems often do not have the hardware infrastructure to provide measurement redundancy. In this context, a threephase DSSE method using forward/backward sweep has been proposed in [22] by taking advantage of the radial structure of most distribution systems. The forward/backward iterative methods can be implemented with a lack of measurement redundancy, which is often the case in distribution systems. Another way to deal with a lack of measurement redundancy is to rely on pseudo-measurements. Pseudo-measurements are historical measurements that often have a lower accuracy compared to physical ones. Hence, modeling of pseudomeasurements for higher accuracy is also studied [23] , [24] .
To conclude, the state-of-the-art DSSE schemes often involve many iterations and have low computational efficiency. On the other hand, modern DSSE is challenged by the growing size of the system. These trends call for a fast DSSE scheme that can be applied to distribution systems at scale.
In this context, we propose a DSSE scheme based on surrogate modeling. The surrogate model has been widely used in various domains, such as aircraft design and antenna design [25] . A surrogate model is built when the original problem is challenging to solve, or computational efficiency is low. The surrogate model provides a suboptimal result of the original problem while being significantly cheaper in terms of resource cost. Specifically, we have built an LSTM recurrent neural network as the surrogate models to provide an initial ''guess'' of the system states. The LSTM model takes previous states as inputs and estimates current state values. Using previous states as input allows LSTM networks to capture the temporal correlation between consecutive states and produce surrogates with better accuracy. However, the size of the inputs snowballs as the size of the system increases. As a result, a large LSTM network has to be built, which reduces computation efficiency. To overcome this huddle, we advocate using autoencoder to compress the dimension of LSTM input, which in turn decreases the size of the LSTM networks and improves its computational efficiency. Finally, using the surrogate states as a better ''guess,'' the iterative forward/backward sweep state estimator could converge much faster. Our contributions are summarized as follows.
• We have developed an LSTM-based surrogate method that incorporates the temporal correlation between previous state information.
• We have applied an autoencoder to compress the input size of LSTM networks, thereby shrinking the size of LSTM networks and improving accuracy.
• We have proposed a surrogate-based DSSE scheme, which improves the computational efficiency and make the proposed DSSE scheme applicable to large systems. The remainder of this paper is organized as follows. Section II reviews the formulation of the DSSE problem and introduces our DSSE scheme. In Section III, the LSTM surrogate model is presented together with the autoencoder. Section IV gives a brief description of the forward/ backward sweep solver. In Section V, numerical studies are performed on IEEE 123-bus and 8500-node systems. Finally, Section VI concludes the paper.
II. PROPOSED METHODOLOGY A. PROBLEM DEFINITIONS
In a power system, the state space model with additive white noise can be expressed as follows.
where x k ∈ R n is the state vector; z k ∈ R m is the measurement vector; f (·) is the vector-valued measurement function; k is the time index; w k is the measurement noise. The DSSE aims to recover the system voltage given available real and pseudo-measurements. In general, real measurements include sub-station level bus voltage magnitudes and angles, PMU readings, and smart meters. And pseudo-measurements include historical data such as historical energy consumption average in a given period.
Because the measurement function f (·) is non-linear, there is no algebraic solution to the proposed problem. In distribution systems, the problem is usually solved numerically by first initializing the state vector. It is then followed by iteratively updating the state vector until it finally converges. 
B. FAST DSSE THROUGH SURROGATES
The idea of applying the surrogates to DSSE is illustrated in Figure 1 . Traditionally the state vector is initialized to a unit vector. Because a surrogate model can provide a suboptimal result to the original problem with minimal computation cost, the results from a surrogate model can be used to initialize the state vector to the vicinity of the converged states, thereby reducing the cost of iterations.
Based on this idea, we propose the following DSSE architecture, summarized in Figure 2 . It consists of a surrogate model -the state surrogate, and a state estimator. At time k, given the information of the previous states, the surrogate model first provides a coarse but fast estimate of the state variables, denoted asx k . This coarse estimate is further used to initialize the state estimator. Together with the measurements z k , the state estimator provides a refined estimate of the system states x k .
III. STATE SURROGATES A. PROBLEM FORMULATION
We start by formulating our state surrogate problem as
where K is the number of time steps we look back; g(·) is a mapping from previous K state variables to the current state variable. With the quasi-state assumptions, this formulation can be reduced to
where w k is the process noise, and A k is the state transition matrix. This simplified formulation is used in [16] , [17] , [26] . However, the quasi-state assumption may fail to hold in modern distribution networks with heavy DER penetrations. The formulation displayed in Eq. 2 has several benefits and one shortcoming. First, it does not directly assume an explicit form of the relationship between current state variable x k and previous states {x k−1 , x k−2 , . . . , x k−K }, but attempts to learn such a mapping g(·) from data. Hence, the quasi-state assumption is not required with this formulation. Second, this formulation incorporates K states from previous time-points to learn the temporal correlations of previous states.
On the other hand, because K previous states are used as input, the size of the input grows significantly with the system size and can impact the computational efficiency of the surrogate model. Section III-C further discusses how this challenge is overcame.
Our goal is to find the mapping g(·) through data. In another word, given a set of N historical states
, the goal is to approximate g(·) such that the square loss is minimized, which is expressed as
B. THE LSTM MODEL
In this paper, the long short-term memory (LSTM) [27] , [28] networks is built to approximate function g (·) . LSTM belongs to the family of recurrent neural networks (RNNs), which can use their internal states (memory) to process sequential inputs, thus capable of learning temporal correlations. Figure 3 presents a single LSTM block. Externally, an LSTM block takes the memory cell states c t−1 and the intermediate output h t−1 from previous time index, and subsequent input x t of the current time index as the input of the block. Internally, an LSTM block contains four gates to maintain states. These are the forget gate f t , the input gate i t , the input node g t and the output gate o t . Finally, the intermediate output h t and memory state c t are fed to the LSTM block of the next time index. The gates and outputs are updated with the following equations The LSTM networks are sensitive to the magnitude of inputs. Therefore, we rescaled the input before feeding the input into the LSTM networks. After rescaling, the minimum and maximum values of the input are 0 and 1, respectively. This rescale transformation can be expressed as follows.
With the LSTM network, we attempt to find the weights
In this paper, the Adaptive moment estimation (Adam) [29] optimizer is used to train the LSTM networks. Adam updates the learning rate automatically as the training goes on. Take weight W as an example. The Adam optimizer aim to iteratively update the weight parameters W . During iteration t, we first compute the first and second moment m t and v t with
where h t and h 2 t are the sum of gradients and Hessian of the loss function L at iteration t. β 1 and β 2 are two decay parameters. To initialize, we set m t = v t = 0. Then we compute the bias-corrected estimate of the first and second moment asm
Finally, the parameters W are updated through
where = 10 −8 is applied to avoid division by zero. The Adam optimization does not change the learning rate α directly during the training. It controls the training speed with the two momentsm t andv t . The training continues until the weight parameters W converge.
We further apply dropout to the LSTM networks to increase robustness [30] . The dropout is realized by randomly setting the output of some gates in the LSTM block to zero during the forward pass. It should be noted that dropout is only applied during the training phase of the networks. When the autoencoder network is fully trained, all neurons are evaluated as they are supposed to be.
C. DIMENSION COMPRESSION THROUGH AUTOENCODER
Recall that we attempt to use K previous states {x k−1 , x k−2 , . . . , x k−K } to provide a surrogate of x k ∈ R n . Several factors determine the size of an LSTM network. The length of the input sequence K determines how many steps we look backward and equals to the number of LSTM blocks within a layer. This is a hyper-parameter that can be tuned for better performance. More importantly, the size of the state variable p determines the size of the weight matrices and biases. The size of state variables p is determined by the distribution system and is a fixed number in a given system. In a distribution system with many buses, the p is also large, which can lead to poor computational efficiency as it demands an LSTM network with increased capacity.
To overcome the challenge of large p and oversized LSTM networks, we advocate the autoencoder to compress the dimension of system states x k and used the encoded state vector x k as the input of the LSTM networks.
An autoencoder is a type of fully-connected neural network used to learn data encoding in an unsupervised manner. Figure 4 displays the general structure of an autoencoder, including an encoder, a decoder, and the embedded vector. The input and output of an autoencoder are both a set of M state variables Z = {x k,1 , x k,2 , · · · x k,M }. The encoded state vector, or the embedded vector, is acquired by evaluating the encoder network. And the embedded vector can be reversed transformed back to the original state vector using the decoder network.
With the autoencoder, we attempt to minimize the following loss function. where h(·) is the compression function and is approximated with the autoencoder; W , B are the weights and biases of the autoencoder network. In this paper, a 7-layer autoencoder is implemented with the number of neurons in each layer displayed in Table 1 . The encoder network corresponds to layer 1-3 and decoder 5-7. The number of neurons in those six layers are fixed. Layer 4 corresponds to the embedded vector layer, and the number of neurons q in that layer is treated as a hyper-parameter that is different for different test systems and tuned for optimal performance. Similar to the LSTM network, we rescaled the input and output of the autoencoder to have a minimum value of 0 and a maximum value of 1. We further apply dropouts to reduce overfitting of the autoencoder network.
D. THE LSTM BASED SURROGATE FRAMEWORK
The LSTM based state surrogate framework is presented in Figure 5 and further summarized as follows.
1) The input is fed into the encoder network and output the embedded state vector. 2) The LSTM network takes the embedded vector as input and performs a forward pass to generate LSTM output. The forward pass involves multiple LSTM layers and one fully-connected layer.
3) The LSTM output is fed into the decoder network and outputs the surrogates of the actual states. As discussed earlier, we rescale the input to the autoencoder/LSTM network such that the minimum and maximum values are 0 and 1, respectively. And we further reversely scaled the output back to its original space. These procedures are not presented in the figure.
IV. STATE ESTIMATION
For state estimation, we place our focus on distribution systems with a lack of measurement redundancy, as most of the distribution systems today still face the problem of measurement scarcity. In this context, the forward/backward sweep method is implemented with incorporation of the state surrogate results [22] , [31] . The method involves two routines that are based on the exact line model.
We start by setting voltages of all buses to the initial values, acquired from the surrogate models. During each iteration, the method first performs a forward propagation that updates the line-to-ground voltage of buses. It is followed by a backward propagation that updates the line currents. Finally, convergence is reached when the voltage mismatch between two iterations is smaller than a tolerance.
In the forward propagation, we set the voltage of the substation bus n to the measured value. The voltage of buses that are adjacent to the substation bus, denoted as m ∈ N n , can be updated with
where V n , V m are the bus voltages, respectively. U is the identity matrix. Z mn , Y mn ∈ C 3×3 are impedance matrix and shunt admittance matrix respectively, computed through the modified Carson's equation [32] . Once this procedure is finished, for each bus m ∈ N n , we update the voltages of its adjacent buses. This process continues until all bus voltages are updated. During the backward propagation, we updates the branch currents in the reversed order of the forward propagation. We first compute the load currents of the buses. Then the branch current between bus n and one of its neighbors m is computed as VOLUME 8, 2020 Loads are modeled as either constant power, constant current, or constant impedance load. The load currents of constant power and impedance load are computed as follows, whereas the constant current load does not need to be updated.
where S n is the complex load of bus n. Finally, convergence is reached when the voltage mismatch between two iterations is smaller than a prefixed tolerance. The algorithm of forward/backward sweep incorporating LSTM surrogates is tabulated in Algo. 1, where V curr are the voltage vectors of current iteration, V prev the previous iteration, and V surr the surrogate results from LSTM.
Algorithm 1 -Forward/Backward Sweep
initialization V curr = V prev = V surr ; error e = ∞, 1: while e > tolerance do 2: V curr = forward() 3: backward() 4 :
V. SIMULATION STUDY
In this section, we present an experimental analysis of our proposed DSSE scheme. We first introduce the experimental design. Then we evaluate the performance of the proposed LSTM networks for state surrogates. It is followed by LSTM networks working as a surrogate for state estimation.
A. EXPERIMENTAL DESIGN 1) DATASETS
We collected datasets from multiple sources that includes 706 end-user residential load profiles [33], 101 commercial load profiles [34] , 80 electric vehicle charging profiles [35] and 10 PV profiles [36] . We down-sampled commercial/EV/PV data to match the frequency of the residential data, which is one sample every half an hour. All data spans 2 years.
To train the LSTM networks, a full year of data (year 1) containing 17520 records is used. Meanwhile, the test set contains 3000 records that are randomly sampled from year 2. Hence the train and test data have no overlap.
The true states of the system are computed using the datasets described above. A 3% Gaussian noise is added after acquiring the ground truth to simulate noises of the physical measurements. The corrupted measurements are used for training LSTM models and working as surrogates for state estimation.
2) TEST SYSTEMS
The experiment is carried out on the IEEE 123-bus test feeders as well as the 8500-node test feeder. Figure 6 shows a FIGURE 6. One-line diagram of the IEEE 123-bus system [37] . one-line diagram of the 123-bus network. The three-phase system is unbalanced and realized with the following method. A number of users are first assigned to each bus. The bus-level load is combined from the individual load data. Table 2 shows the number of residential users and the maximum loads in kW of bus 46-50 in the 123-bus system. The blanks mean that there is no load for that phase of a bus. The table demonstrates that the test systems have unbalanced phases.
3) EXPERIMENTAL SETUPS
The experiment is implemented with Python and runs on a single machine with an Intel i7-7700 3.6GHz CPU and 64 GB RAM. The LSTM networks are implemented using MXNet [38] and are trained on an Nvidia 1080 GPU with 8 GB memory.
Some of the parameters are different for the two test systems. The depth of LSTM networks refers to the number of LSTM layers used in the model and is set to be 3 and 5 for the 123-bus and 8500-node systems, respectively. Moreover, the embedded vector width is the length of the encoded state variable after being processed by the encoder network of the autoencoder. This parameter is set to be 20 and 30 for the 123-bus and 8500-node systems, respectively.
Other settings are the same for both LSTM networks. The two decay parameters for Adam optimization algorithm are set to be β = 0.99 and β 2 = 0.999. The batch size is set to n batch = 64. Both LSTM networks are set to train for epoch e = 500. We further applied early stopping with the patience set to 20 epochs. To evaluate results, we examine the voltage magnitudes (per-unit) errors and angles (degree) errors. The root mean square error (RMSE) is used.
4) BASELINE METHODS
In this paper, we implement a shallow NN and a gradient boosting tree (GBT) model as the baselines. The shallow NN is based on a recent study [20] , where the input of the networks is the available measurements of the system, such as metering data and substation-level voltage readings. For the shallow NN, the number of neurons in the hidden layers are 920 and 8080 for 123-bus and 8500-node test systems, respectively. The NN baseline shares the same parameters used in LSTM networks training. On the other hand, the GBT model is a common approach used for regression and is shown to outperform several traditional regression methods [39] . Because of the nature of GBT models, we build one model for each output channel. For instance, for a two-phase bus, four models are built as there are two voltage magnitude channels and two phase angle channels. The GBT model is implemented through LightGBM [40] .
B. LSTM FOR STATE SURROGATE
The voltage magnitude and angle RMSEs for LSTM/GBT/NN are presented in Table 3 . These results show the superior performance of our proposed LSTM networks against two other baseline methods. LSTM networks perform better than traditional NNs because, first, LSTM networks are capable of capturing temporal correlations of consecutive measurements. Second, the multi-layer LSTM networks with compressed input size have better scalability in terms of approximating state surrogate function g(·) compared to shallow networks. This better approximation ability is even more obvious when the system size is large. On the other hand, the LSTM networks slightly outperform GBT models.
We further plot the ground truth and the surrogate results of LSTM/GBT/NN in Figure 7 for bus 11 phase a of the 123-bus system, and Figure 8 for bus 459 phase b of the 8500-node test case. In each figure, 20 test instances are randomly selected. The visualizations agree with the results reported previously, showing that our proposed LSTM networks deliver the best performance. Moreover, the performance of shallow NN is significantly worse than the other two methods in the 8500node system. Furthermore, we present an analysis of the computation time of training surrogate models and generating surrogates. The training time gives an idea of how much resources we need to expend. The training time might look trivial when the model is trained only once. However, in practice, models are often retrained to gain the best performance, and the training cost can become significant if the model is retrained, say, daily [41] . On the other hand, the time of generating surrogates is crucial because the surrogate values are fed to the subsequent state estimation procedure. Hence a small time cost is preferred. In Table 4 , a comparison of the time cost is presented, with the best results made bold.
From the table, we see that the training/surrogate time of the proposed LSTM method is the least among the three methods for both of the test systems. The training/surrogate time hardly increases as the size of the system increases. Because we applied autoencoder to reduce the dimension of the inputs of the LSTM network, the size of the networks is significantly reduced. Therefore the time efficiency is preserved when the system size increases. On the other hand, we see that the time cost of GBT models increases significantly as the size of the system increases. This is because, for each output channel, one single GBT model needs to be trained. For the 123-bus system, that means 494 models and 8500-node system 15108 models. The results show that our proposed LSTM surrogate modeling can be applied to systems at any scale, but demonstrates a clear benefit when applied to large-scale distribution systems.
Finally, we compare the results with/without autoencoder using the 8500-node test case. Table 5 shows the RMSEs and the training/surrogate time of the LSTM models. To acquire the results, we had to reduce the batch size to 8 to avoid GPU memory overflow. The RMSE results without autoencoder are worse than with autoencoder. This is because the LSTM networks used with autoencoder are relatively small and do not have enough capacity to learn when the size of the input is significant. One option to improve the results without autoencoder is to increase the size of the LSTM networks by adding more LSTM layers and the size of the hidden variable h. However, this is not viable due to hardware limitations. The results demonstrate that dimension compression with autoencoder not only improves the computational efficiency and performance of the LSTM networks but also decreases the size of the LSTM network, allowing the proposed method to be applied to large-scale distribution systems.
C. LSTM SURROGATES FOR STATE ESTIMATION
In this section, we examine the effect of applying LSTM/GBT/NN networks as surrogates for state estimation. Table 6 compares the time cost of solving state estimation with/without surrogates. The results with surrogates are the sum of generating surrogates and solving state estimation. On the other hand, the results without surrogates are acquired by setting the initial system states to unit vectors and run the forward/backward sweep method. From the results, it can be concluded that the time cost of state estimation with LSTM surrogates is significantly less than without a surrogate. NN surrogates have a similar effect, but is outperformed by LSTM networks as the quality of the surrogates from LSTM is superior to that of NN. Moreover, GBT is outperformed by state estimation without a surrogate because it takes too much time for GBT to produce the surrogate even though the quality of its surrogate is similar to LSTM networks. Finally, the results show that the proposed surrogate-based state estimation with LSTM networks is applicable to largescale distribution systems such as the 8500-node test system used in the paper. This is because time cost on the part of generating surrogates barely increases and, therefore, can be treated as a fixed cost. On the other hand, the time cost on solving the state estimation increase significantly as the size of the system increases. Therefore, the larger the system, the more time saving can be achieved by using LSTM networks as surrogates.
VI. CONCLUSION
In this paper, we have proposed a scalable distribution systems state estimation scheme using surrogate modeling. LSTM networks are built to take previous states as inputs and output the surrogate, a rough estimate of the current states. We have further compressed the input of the LSTM networks with autoencoders. The surrogates are fed into the forward/backward state estimator to provide an estimate of the state. The proposed framework is tested on IEEE 123-bus and 8500-node test feeders. Experimental results show that LSTM networks with the autoencoder compression can generate surrogates of system states with high accuracy and significantly reduce the computation time of state estimation procedures. The proposed method has sought an appealing path of combining the thrusts of traditional methods with data-driven methods, and it sheds light on future large-scale distribution system state estimation.
Distribution systems often experience frequent topology changes, and this was not considered in this paper. One potential solution is to train multiple LSTM networks, with each network being responsible for one specific topology. However, a more interesting question is whether we can treat the topology status as categorical inputs of the model and use one LSTM network to account for all topologies of a distribution system. This research topic can be further explored based on the current study.
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