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Abstract
Robotic applications more and more expand into unstructured terrains. The new
applications require detailed automatically generated models of the environment.
Semantic world models map the environment and the semantic meaning of the ob-
jects in a virtual model. These models and their connection to the real world allow
for precise navigation based on landmarks as well as planning, simulation and con-
trol of robots in a virtual testbed and in the real world. Semantic world models are
generated based on a classification that assigns each instance of the model to the
appropriate category. Supervised classifiers, which were developed in the context
of machine learning, are used for this process. Data mining allows for the analysis
of the input data sources and the detection of features that are essential for the
desired classifications. Image processing algorithms are used in the preprocessing
of raster data. The combination of these methods with techniques that were devel-
oped in geosciences provides the basis for new applications in unstructured natural
terrains. A high intraclass and a low interclass variability are a major challenge in
the classification of natural environments like forests.
An approach for object-based tree species classification at single tree level for large
areas was developed in this study. A support vector machine based binary decision
tree was created, which is characterized by high resolutions, large scale applicability,
high flexibility, low demand for manual parameterization and short classification
times. The influence of several configurations and input data specifications was
analyzed and the results provide valuable information as decision support for future
applications. The comparison with commonly used algorithms proves the strength
of the developed method, which is especially suitable for hierarchical classifications
and can also be used in spectral analysis, letter detection or medical imaging.
semantic world model, tree species classification, forest mapping, support vector
machines, decision tree, single tree level
Kurzfassung
Roboter wagen sich zunehmend in unstrukturiertes Terrain. Diese neuen Applika-
tionen benötigen detaillierte automatisch generierte Umweltmodelle. Semantische
Weltmodelle bilden die Umgebung und die Bedeutung der Objekte in einem Modell
ab. Diese Modelle und ihre Verbindung zur realen Welt ermöglichen präzise Naviga-
tion anhand von Landmarken sowie die Planung, Simulation und Steuerung von Ro-
botern in einem virtuellen Testbed und in der realen Welt. Semantische Weltmodelle
basieren auf unterster Ebene auf einer Klassifikation die die Instanzen des Modells
den entsprechenden Kategorien zuordnet. Dafür werden überwachte Klassifikatoren
aus dem Bereich des Maschinellen Lernens eingesetzt. Methoden des Data-Mining
ermöglicht die Untersuchung der Eingangsdaten und das Auffinden der für die ge-
wünschte Klassifikation benötigten Merkmale. Bildverarbeitungsalgorithmen werden
zur Vorverarbeitung und Aufbereitung von Rasterdaten eingesetzt. Diese Methoden
werden mit Verfahren der Geowissenschaften kombiniert um die Grundlage für Ap-
plikationen in naturräumlichen Umgebungen zu schaffen. Eine hohe Intra-Klassen-
und eine niedrige Inter-Klassen-Variabilität stellen besondere Herausforderungen bei
der Klassifikation von natürlichen Umgebungen wie zum Beispiel Wald dar.
In dieser Dissertation wurde ein objektbasierter Ansatz für eine Baumartenklas-
sifikation auf Einzelbaum-Ebene für großräumige Gebiete entwickelt. Ein Support
Vector Machines basierter Entscheidungsbaum wurde entwickelt, der sich durch
hohe Auflösung, großflächige Anwendbarkeit, hohe Flexibilität, geringen manuel-
len Parametrierungsbedarf und kurze Klassifikationszeiten auszeichnet. Der Einfluss
verschiedener Konfigurationen und Eingangsdatenspezifikationen wurde untersucht
und die Ergebnisse dieser Untersuchungen dienen als Entscheidungsunterstützung
für zukünftige Anwendungen. Der Vergleich mit gängigen Algorithmen belegt die
Stärke des entwickelten Ansatzes, der besonders für hierarchische Klassifikationen
geeignet ist und auch in Anwendungen wie Spektralanalyse, Buchstabenerkennung
oder medizinische Bildgebung verwendet werden kann.
Semantisches Weltmodell, Baumartenklassifizierung, Waldkartierung, Support Vec-
tor Machine, Entscheidungsbaum, Einzelbaum-Ebene
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Chapter 1
Introduction
1.1 Motivation
Mobile Robots increasingly break new ground in unstructured terrain and natural
environments. To cope with the new challenges, detailed maps and world models are
required for navigation and to tackle given tasks within these environments. One
example for such an unstructured natural terrain that is increasingly interesting in
the context of robotic applications are forests. As described in [1], GPS does not
provide the required accuracy for navigation in forests, especially not under closed
canopy. Tree position maps can be used in an alternative approach for navigation,
as suggested in [2].
Semantic world models provide a powerful basis for these applications. They give
complex information about the surrounding that can be used for various navigation,
simulation and control applications as well as for autonomous task planning. Ac-
cording to the FIPS Publication 184 [3] a semantic data model includes semantic
information and thereby describes the meaning of its instances. It defines how the
data instances relate to the real world. Another common understanding is, that se-
mantic data models include information that enables the interpretation of meaning
from the instances. Semantic world modeling techniques for unstructured natural
environments can use remote sensing data and processing algorithms, which aid the
three abstractions that, according to [4, 5], are important to modeling semantic data:
classification, aggregation and generalization. The resulting semantic world model
contains more information than topographic maps or 3D geometric world models.
In order to generate a detailed and accurate semantic world model of a forest,
1
2a single tree delineation as described in [6] is needed, which in turn requires a tree
species classification to estimate appropriate parameters for the delineation process.
Although a forest navigation application only requires the positions of the trees in
the forest and without knowledge about the species, the species are required anyhow
for the delineation of the single trees.
Tree species classification utilizes methods from several fields like electrical engi-
neering, information technology and geoscience. From electrical engineering it uses
developments and methods in the areas of machine learning, data mining and im-
age processing. Supervised classifiers are used as machine learning algorithms, data
mining is used to analyze and identify the most decisive features for the application
and image processing algorithms are used in the preprocessing steps of raster data
sources. From geoscience, geodata infrastructure, remote sensing sensor systems
and earth observation systems are used to provide input data. The connections are
shown in Fig. 1.1. The derived maps are used in electrical engineering applications
Figure 1.1: The context of tree species classification.
like virtual worlds, semantic world models, machine simulations and many more.
They can be combined with other sensor or geographical map data to derive addi-
tional information, for example with Light Detection And Ranging (LIDAR) data
to perform single tree delineation. The new applications can then be used for robot
3navigation, task planning, autonomous operations, forest machine operator training,
growth simulations, climate change purposes, forest inventory and for biodiversity
monitoring.
Calculation of large scale classification maps requires a geographic information
system (GIS) with good streaming capabilities for data processing and viewing. In
order to implement and improve classification algorithms without program-specific
limitations, a common programming language is preferred. As a common program-
ming language is more generic than specific GIS and image processing software
packages that offer processing chain development suites, it is more flexible and al-
lows adjustments and analysis at all stages of the classification process. This keeps
all options of using the latest developments and findings and easily adapt them to
the specific task. A geospatial database is needed to manage reference data points
and allow filtering and analysis thereof. The four dimensions incorporated into a
4D-GIS are the three spatial directions and the time as the fourth dimension. It
does not only provide spatial reference but also allows to record data and changes
in time and provides the prerequisites for the estimation of future developments.
But detailed single tree maps are not only needed for navigation but also for
planning, simulation and control of timber harvesting tasks, including automated
calculation of credits to the tree owners of joined felling tasks. Further applications
like forest growth simulations [7], sustainable forest management and biodiversity
monitoring increasingly depend on data mining, handling and storage, as well as
simulation engines, and software support to provide accurate up-to-date information
at short notice. Other applications directly require a species classification. For
example, forest growth simulation needs to take the mixture of the species into
account, diversity monitoring and inventory specifically collect information about
the presence of species, and timber harvesting simulations require information about
species as the species influence the possible choices of harvesting methods (harvester,
motormanual, manual) and the calculation of the estimated returns. To cope with
the new demands, the Virtual Forest testbed, as described in [8], provides a platform
for the aforementioned applications. It contains a pivotal database that provides the
semantic world model. Fig. 1.2 shows an example of a harvester operating in the
Virtual Forest testbed.
The most common approach for species distribution estimation on large areas has
been sample inventory, which usually utilizes a regular grid of sample points that
4Figure 1.2: Harvester working in the Virtual Forest
are visited by experts in the field. At each point, information about the surrounding
trees are recorded. This data is then used to calculate an estimate of the overall
species distribution in the area. No information about the spatial reference is given.
It is unknown where in the test area the estimated species are actually located.
Only the percentage of each species is estimated but the location of these trees is
unknown. Acquisition of the sample inventory data in the field is expensive but in
many regions, it is demanded by federal governments. A second approach is stand
based inventory. The forest is divided into forest stands according to features of
the landscape, ownership or homogeneity. Each stand is visited by an expert in the
field and the required data about the stand as a whole is recorded. The information
contains some spatial reference, as it is assigned to a forest stand, but if the stand
is inhomogeneous, the precise location of the trees is unknown. There may be
information available, that one species can be found in the northeast and another on
in the southwest, but this is still only a rough information about the spatial reference.
This data set is usually even more expensive to acquire than sample inventory data
and the information about the exact location of the species is still insufficient for the
aforementioned applications. To generate a detailed an precise semantic world model
as a powerful basis for numerous applications, the exact position and size of each
individual tree needs to be estimated. Remote sensing offers a way to generate maps
with accurate spatial reference and detailed information about species distribution
5at much lower costs.
Three existing, widely used approaches in tree species classification are decision
trees [9, 10, 11, 12], k-nearest neighbor (kNN) [13, 14, 15] and support vector ma-
chines (SVMs) [16, 17]. However, most studies used small test areas, small numbers
of species or a low resolution. All approaches require spectral remote sensing data
as an input and reference data for training and accuracy assessment. Several stud-
ies focused on land cover mapping and only distinguished between forest and other
classes, or between coniferous and deciduous forest [18, 19, 20, 21, 22]. The spectral
characteristics of trees are quite similar, which makes trees in general more difficult
to discriminate than common land cover classes like meadows, grainfields and roads.
Tree species have a very high intraspecies and a low interspecies variability, which
leads to high overlaps in the spectral characteristics. The reflectances are also in-
fluenced by many environmental factors like water content, light, soil, age, terrain
and climate. New developments in the field of remote sensing platforms offer an
increasing range of spectral bands, a higher spatial resolution and a shorter revisit
time, which leads to better data availability. This progress now allows more detailed
and accurate classifications.
This thesis focuses on the generation of a tree species map, that is used for the
generation of a semantic world model for new robotic applications in the Virtual
Forest testbed. The specific demand of this problem definitions is the development
of an automated approach, that can be used on large areas at a resolution that sup-
ports a subsequent single tree delineation, and is capable of using different reference
and input data sources. As reference data is difficult to come by, the method needs
to be flexible enough to incorporate new available data and generate a new improved
classification on short notice. Apart from the classification itself, a reliability esti-
mate is required to designate areas that need to be assessed to further improve the
classification.
To achieve this goal, the available reference data and the derived spectral char-
acteristics of the species were analyzed in detail. New available data sources as
high resolution airborne images, laser scanner data and spaceborne multispectral
satellite data were evaluated regarding their usability for tree species classification.
Furthermore, the influence of the resolution of the input data sources was taken into
considerations. The detailed comparison of the achieved classifications accuracies
based on different combinations of input data sources and resolutions provides im-
6portant information as a decision support for required input data sources for future
applications and projects.
A support vector machine based decision tree (SVMDT) was developed, which
tackles the problem with a divide and conquer strategy by combining the hierarchical
decision tree (DT) structure with the advanced nonlinear discrimination ability of
binary SVMs. It also deduces and provides information on the similarity of the
species in the classification scheme. Furthermore, the tree can be collapsed if the
requirements change or expanded at the leaf nodes without having to retrain the
whole tree. Additional features, e.g. site attributes or local reference, can be directly
incorporated into the approach and any kind of reference data can be used as long
as it contains a georeferenced position and information on the species.
The SVMDT was compared to a manually induced decision tree, a kNN classi-
fication and a multiclass one against one (OAO) SVM and proved to outperform
the former two approaches. Compared to the multiclass OAO SVM, the SVMDT
reached insignificantly higher accuracies but it keeps the whole input space classifi-
able by avoiding overlapping or undefined regions. It also significantly outperforms
the multiclass OAO SVM in calculation time during classification.
Although the classification approach was developed in the context of forests, it
can also be applied to other applications. Especially in cases with high intraspecies
variability and low interspecies variability, nonlinear decision boundaries, limited
availability of training instances and hierarchical structures, a support vector ma-
chine based binary decision tree can provide good results. Possible applications
include spectral analysis of soil, text classification, and classification tasks in medi-
cal imaging.
1.2 Outline
An overview of the related work is given in chapter 2. It starts with the intro-
duction of pixel-based and object-based approaches and compares them. The most
common remote sensing data sources are introduced. An overview of remote sensing
in forestry is given and accuracy assessment is considered. The second section intro-
duces machine learning algorithms, that are useful in remote sensing applications.
Chapter 3 gives an overview over derived remote sensing input data, reference
data, test areas and the result map images. Difficulties with real world data and
7its extraction are described in chapter 4. It also analyzes the spectral properties
and specific difficulties of trees in more detail and describes how samples can be
placed and how these can influence classification accuracy. A detailed description
of the used algorithms is given in chapter 5. The first section handles data filtering,
enhancement and extraction methods. Exploratory data analysis is used to gain a
better understanding of the data and to understand the specifics of the classification
problem. The developed support vector machine based decision tree is described and
the used methods for accuracy assessment are introduced.
Chapter 6 contains the results of the classifications based on multiple input data
combinations, different classifiers, and several classifier parameter sets. This chapter
reveals relevant information that needs to be taken into account for a practical
approach to tree species classification and analyzes the impacts of different setups
on the achieved accuracies. The tests and comparisons take many of the factors
into account, that have been mentioned in the literature to influence classification
accuracy, but have not been compared in detail. Apart from the impact of these
factors on the overall classification accuracy, the impacts on the user’s and producer’s
accuracies is taken into consideration separately. The results for the test areas are
given in chapter 7.
The applications that use the tree species classification approach are described
in chapter 8. They have been tested in the field with forestry experts. Chapter 9
summarizes the results, draws conclusions and gives an outlook regarding future
developments.
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Chapter 2
Related Work
There are several approaches to tree species classification. Some of them root in
common image analysis algorithms, some are based on machine learning algorithms
and others try to find specific properties for each tree species from data sources and
from biological properties. Although research on tree species classification based
on optical data has been pursued since at least [23] it has not yet been solved for
high resolution and large area applications. These specifications require a more
detailed discrimination than just separating coniferous from deciduous trees, which
already is not trivial. Many factors influence the spectral reflectance of trees and
not all of them can be assessed using additional information sources like site, soil
and other environmental data. Apart from literature on tree species classification
itself, recent activities in image processing, remote sensing, land cover classification,
machine learning, and forestry have to be taken into account to get an overview
of existing methods, techniques and developments. In addition to books like [24],
which gives an extensive introduction and overview of classification approaches in
remote sensing, papers like [25] aim at summarizing recent advanced classification
methods and techniques. A table with the most distinct properties of several studies
will be given in appendix A. However, due to the limited space in the table, only a
selection of the characteristics is given.
2.1 Remote Sensing Input Data Sources
Very important factors in tree species classification applications are the properties
and quality of the input data sources. Common acquisition techniques include air-
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planes, satellites, data acquired within the tree crowns or by collecting leaf samples,
and also data acquired by field measurements. Commonly used data sources include
spectral imaging data, Light Detection And Ranging (LIDAR) data, synthetic aper-
ture radar (SAR) data and additional data on site and soil properties. An overview
of the results obtained by using digital photogrammetry and hyperspectral data
analysis for forest inventories is given in [26].
To ensure statistically valid analysis, special attention has to be given to the sam-
pling strategy for the reference data sets. Two widely used approaches are random
sampling and stratified random sampling, which samples each class individually.
Furthermore, the sampling strategy has to take the desired statement into account.
Assessing a map accuracy, that is the proportion of pixels in the final map result,
that are correctly classified, requires the samples to be equally distributed over the
whole map area. Assessing the algorithm performance and the discrimination capa-
bility will benefit from samples spread over the whole map area to cover variability,
but also from equal sample sizes for each class. This ensures equal condition for
each species and overall accuracy and the kappa coefficient of agreement will actu-
ally give an estimate of the classifier performance [27]. With unevenly distributed
sample data, high accuracy may be achieved with an inferior classifier that classifies
only the most common species correctly. More information on sample requirements
will be given in section 2.4.
In remote sensing, the use of multi-sensor-fusion is a common approach. To
consider all available data sources, three basic approaches exist. The first uses
algorithms to fuse all available data into one composite image, thereby calculating
new combined bands from the original bands of the different data sources. The
stacked vector approach extends the dimension of the data vector to include each
available data source [24]. The third method analyzes each data source individually
and combines the outputs. Depending on the used approach, weights, which reflect
the usefulness of the data source for the application or the reliability of the input,
can be assigned to each data source.
2.1.1 Spectral Data
Spectral imaging data is the most commonly used data source in tree species clas-
sification. Airborne images have been acquired in the context of forest inventories
for several years. In the beginning, aerial images were taken by analog cameras and
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the images were then digitalized by scanning them as described in [28].
Fig. 2.1 shows examples of six tree species spectra. The visible part of the spec-
trum ranges from 0.38µm to 0.78 µm as defined in [29] and contains the blue band at
∼ 0.475µm, the green band at ∼ 0.51µm and the red band at ∼ 0.65µm. The near
by the Labrador Current which confers to the Island mild 
winters and cool summers. The forest cover is composed 
mostly of coniferous species like balsam fir, white and black 
spruce and tamarack. 
B. Spectroradiometric data 
 The spectroradiometric measurements were done according 
to the method described by Jackson et al. [5] with the ASD  
between 350 and 2500 nm. The sampling step of the 
instrument was performed at 1.4 nm for the 350-1050 nm 
interval and at 2 nm for the 1000 to 2500 nm intervals. The 
spectroradiometer executed a resampling at a step of 1 nm for 
the visible, the NIR and the SWIR region. For our 
measurements, the instrument collected 20 spectra and 
calculated the average. The measurements were acquired with 
a 25º FOV’s at Anticosti Island between August 5th and 7
th
2001. To benefit from maximum illumination and good 
acquisition geometry, the measures were acquired between 
11: 20 and 15: 05. When the measurements were performed, 
the sky was mainly clear and the wind was light. The 
observing angle was kept vertical during all the measurement 
acquisitions process to minimise the BRDF effect. In total, 
two deciduous species (trembling aspen and white birch), four 
coniferous species (white and black spruce, tamarack and 
balsam fir) and one sample of herbaceous vegetation were 
measured. 
C. Data processing 
 In order to proceed with the spectroradiometric analysis, all 
noises caused by the detectors and by the water vapour 
absorption around 1950 nm were eliminated from the spectra. 
The analysis was performed on the spectral interval of 400 to 
1800 nm and also between 1950 to 2400 nm. To quantify the 
differences in the reflectance between the forest species, a 
reference spectrum (tamarack) was chosen. The value of the 
reference spectrum was subtracted from the other studied 
spectra. 
III. ANALYSIS AND DISCUSSION 
 Figure 1 presents the spectral signatures of the seven types 
of forest cover present in the study. The comparison of these 
spectral responses to a reference spectrum was used to 
quantify the reflectance variation between spectra (fig. 2). The 
reference spectrum is the tamarack, which is the forest species 
under study with the lowest reflectance. Although some 
studies [2, 6] refer to the visible region as offering a 
possibility to distinguish between species, these results were 
not observed in our study (fig. 3). In the visible, the vegetation 
spectral response is influenced by the high absorption of 
chlorophyll a and b, and by carotenoids [7]. The comparison 
between the spectral signatures in this region shows a spectral 
difference lower than 5% for the blue and red portion. 
Meanwhile, the green peak region (between 500 and 600 nm) 
allows discrimination between deciduous and coniferous 
species. In fact, the white birch has a spectral difference of 8% 
with the reference spectrum and a difference of 6% with the 
black and white spruce (fig.3). These constitute the coniferous 
species with the highest reflectance in the visible region.  
Figure 1 : Spectral signatures of studied forest species 
Figure 2 : Comparison of spectral signatures to a reference spectrum 
(Tamarack) 
Figure 3 : Comparison of spectral signatures to a reference spectrum 
(Tamarack) for the visible region (400 to 700 nm) 
 However, this region is not appropriate for a spectral 
discrimination between four coniferous species since a low 
spectral variation of 2% is observed. The same observation 
occurs for the spectral discrimination between the two 
deciduous species where the spectral variation is not higher 
than 3%.  
 The SWIR-1 region is important in forest cover studies 
because of its rich information content (700 to 1350 nm). A 
distinction between coniferous and deciduous species can be 
performed (fig.4). In opposition to the visible region, spectral 
differences between species belonging to the same groups can 
be observed. In the SWIR-1, three precise regions can be used 
to distinguish between the forest species under consideration 
that are 770 to 920 nm, 1000 to 1150 nm and 1150 to 1350 nm 
(fig.4). In these regions, white birch constitutes the species 
with the highest reflectance, where a reflectance difference of 
about 5% can be observed. The coniferous species are 
spectrally distinct, except for the black and white spruce, 
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Figure 2.1: Hyperspectral respon es of six tree species. Wavelengths in [nm].
Reprinted from [30] with permission.
infrared (NIR) area ranges from 0.78 to 1.4 µm and is also called short wavelength
range of the near infrared (IR-A) by the International Commission of Illumination
and the German Institute for Standardization [29]. The transition between red
and NIR is often called red edge (RE). Subsequent to the NIR, the wavelength
area between 1.4 to 3 µm is called short wavelength infrared (SWIR) or long wave-
length range of the near infrared (IR-B). The longer wavelengths are called mid,
long and far infrared (IR-C) and are sometimes subdivided into mid wavelength
infrared (MWIR) from 3–8µm, long wavelength infrared (LWIR) from 8–15 µm and
far infrared (FIR) from 15 µm to 1mm.
For tree species classification, remote sensing data in the range between the vis-
ible and the SWIR part of the spectrum can be useful. Therefore, in addition to
aerial photographs, color infrared (CIR) images are often acquired. In early appli-
cations, special photographic films that a e sensitive to infrared wavelengths were
used. Later, electronic sensors emerged. CIR images are usually stored as 3-band
images with the infrared data in the red band, the data from the red spectral area
in the green band of the image and the blue band of the image contains the spectral
data of the green range. An example of an airborne digital image and an airborne
infrared image are shown in Fig. 2.2.
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(a) RGB image (b) CIR image
Figure 2.2: Airborne RGB and CIR image
The achievable resolution of the airborne images depends on the used cameras and
the altitude of the aircraft. Widely used resolutions are between 1 cm and 1m per
pixel. In addition to airborne images, multispectral satellite data sources are used
for tree species classification and for land cover and land use classification. Satellite
data offers multispectral bands, which can include bands in the visible areas as violet
or yellow, bands in the transition between red band and NIR — also called RE —
and in the infrared area. In contrast to airborne images they sometimes offer more
than one infrared bands and additional SWIR bands. The resolution is usually lower
than with airborne images. New satellites like WorldView-2, which was launched in
2009, offer resolutions down to 0.5m [31]. Other satellites like OrbView-2, which was
launched in 1997, offer multispectral data of less than 1 km resolution [32]. Fig. 2.3
shows two examples of satellite images as false-color composites with the used bands
given in brackets.
In addition to multispectral data, hyperspectral sensors have been developed. In
[33], Shippert stated that hyperspectral sensors measure reflectance values at a series
of contiguous and narrow wavelength bands, whereas multispectral sensors usually
measure defined bands, which often are not adjacent. Hyperspectral sensors give
more detailed information on the spectrum of 1 pixel, as the results are similar to
what would be measured in a spectroscopy laboratory. Hyperspectral data sets can
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(a) RapidEye image (NIR-R-RE) (b) SPOT image (NIR-R-G)
Figure 2.3: Satellite images. Values were stretched for better representation
and often do have very large numbers of bands. However, it is not the number of
bands that characterizes a hyperspectral sensor, but the contiguous and narrow na-
ture of the measured bands. As an example the Airborne Imaging Spectroradiometer
for Applications (AISA) series [34] offers sensors with 84 to 500 bands ranging from
the visible spectrum to the long wavelength infrared spectrum. Today’s hyperspec-
tral satellite sensors like Hyperion [35] and Proba [36] offer resolutions of 30m and
20m respectively.
For large area classifications the price of hyperspectral data, which is usually much
more expensive than multispectral data, has to be taken into account and often is a
limiting factor for the use of hyperspectral data in operational systems. Apart from
the data acquisition, data handling needs to be taken into account. Hyperspectral
data sets have much higher memory requirements due to the high number of bands.
Because of the high redundancy of hyperspectral data sets, special algorithms have
to be developed [37].
2.1.2 LiDAR Data
LIDAR data has been widely used in remote sensing to generate digital terrain
models (DTMs), which cover the bare ground without any objects on it, and digital
surface models (DSMs), which represent the surface of the earth including buildings
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and plants. From these two models a normalized digital surface model (nDSM)
can be calculated as described in [38]. The nDSM can then be used to delineate
single trees and calculate additional forest parameters for the single tree (e.g. tree
height, diameter at breast height) and based on stand level (e.g. total volume, stand
density index) as shown in [39]. Apart from the height data, intensity (I) data can
be extracted from the LIDAR sensor, which usually operates in the NIR or SWIR
spectral ranges. Fig. 2.4 shows an example of a nDSM and an intensity image.
(a) nDSM image (b) Intensity image
Figure 2.4: LiDAR data. Values were stretched for better representation
At a more detailed level, LIDAR data can be used to calculate features of the
tree crown like the curvature or the roughness. In [40], features like the width and
length of the crown, the tree crown projection areas (i.e., area of shade provided by
the tree), tree crown surface area, and the volume of the tree crown were analyzed.
Texture features that were defined in the technical standard DIN EN ISO 4287 [41]
on a surface profile measurement as shown in Fig. 2.5 were used in [42].
For the tree crowns, the measurement section was extended from a two dimen-
sional profile to the whole tree object. The mean was then defined as
µz =
1
n
n∑
i=1
zi(x, y), (2.1)
where n is the number of height measurements and zi(x, y) are the height measure-
ments. From the features defined in [41], the following were applied to tree crowns:
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(a) Surface profile (b) Surface measurements
Figure 2.5: Surface profile measurements used in DIN EN ISO 4287 [41]
The arithmetic mean deviation:
Ra =
1
n
n∑
i=1
(zi(x, y)− µz) (2.2)
The root mean square deviation:
Rq =
1
n
n∑
i=1
(zi(x, y)− µz)2 (2.3)
The 10 point height of irregularities:
Rz =
1
5
5∑
j=1
|zmax5,j(x, y)− µz|+ |zmin5,j(x, y)− µz|, (2.4)
where, zmax5,j(x, y) and zmin5,j(x, y) are the five largest and the five smallest height
values respectively.
The total height:
Rt = |zmax(x, y)− µz|+ |zmin(x, y)− µz|, (2.5)
where zmax(x, y) is the largest and zmin(x, y) the smallest height value.
The skewness:
Rsk =
1
Rq3
(
1
n
n∑
i=1
(zi(x, y)− µz)3) (2.6)
The kurtosis:
Rku =
1
Rq4
(
1
n
n∑
i=1
(zi(x, y)− µz)4) (2.7)
The feature Rz was found to be the most useful feature for tree species classification
in [42].
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LIDAR remote sensing data is usually acquired airborne. New applications even
utilize so-called full waveform data. In this data set not only the first echo and
last echo of the pulse are detected but the entire returned energy profile is detected.
These data sets are, however, very large and research on the usability of full waveform
data is still going on. Nevertheless, full waveform data was found to be useful for
tree species classification in [43].
2.1.3 SAR Data
The usability of SAR imagery for the mapping of forest types in Alaskan boreal
forests was studied in [44], where it is stated that SAR data can be collected in-
dependent of weather or day and night conditions. An airborne polarimetric radar
imager operating at three frequencies, namely the P-band at 68 cm, the L-band
at 24 cm and the C-band at 5.6 cm wavelength was used. Classification was per-
formed stand-wise using a maximum-a-posteriori (MAP) Bayesian classifier. Four
tree species and one non-forest class were evaluated. The results suggest that SAR
can map forest types. A highest overall classification accuracy of 90% was reported
and the C-band was found to be more useful than the other frequencies. However,
single-frequency single-polarization SAR sensors only have limited capabilities unless
combined with other sensors. Combining multi seasonal images did not improve the
classification accuracies compared to the accuracies achieved on a data set acquired
in spring when deciduous species were still leafless.
In [45], it was concluded, that tree species or stand composition did not influence
the radar image notably but altitude differences and vegetation density were found
to be an important influence on the backscatter coefficient.
In another study [46], SAR data was compared to a spectrometer using a Gaus-
sian maximum likelihood (ML) classifier. Three species were discriminated and a
classification rate of 67.5% was reported for the SAR data compared to 85.5% for
the hyperspectral data. For the combination of both data sets a classification rate
of 90.8% was reported. It was stated, that hyperspectral images gave much better
results, but SAR data improved classification results significantly.
A new approach to detect the change of polarimetric entropy was proposed in [47]
based on airborne polarimetric SAR data. However, the seasonal variations were
very random and no significant changes could be found between two scenes in an
urban area. Applied to a forested region, the seasonal change of the polarimetric
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entropy in coniferous and broadleaved trees was reported to be statistically different.
European Remote Sensing Satellite 1 (ERS-1) SAR and optical Moderate-resolution
Imaging Spectroradiometer (MODIS) were classified using a Bayes rule in [48]. The
results were reported to be not very promising as the accuracies vary from 43% to
75%. Using decision based data fusion the accuracies were increased by 10 to 25
percentage points, but the method was reported to need some development.
2.1.4 Time Series
As mentioned in 2.2.1, multispectral data was compared to multi-temporal data
in [49] for tree species classification and multispectral data was found to be more
important than multi-temporal data for tree species classification.
In [20], a multi-temporal SAR data set was used in addition to a Landsat-5 the-
matic mapper (TM) image and a Système Probatoire d’Observation de la Terre
(SPOT) 5 scene from consecutive years. However, the data was not fused, but indi-
vidual support vector machines (SVMs) were trained on the different data sources
and the output was fused using another SVM.
Multi-temporal hyperspectral and LIDAR data were used in [50], as described in
2.2.2. The fall data set provided more consistent results, which was in accordance to
[9] who found that September images were most useful. However, the images were
not used simultaneously, but the results on the two sets acquired in summer and fall
were compared.
Several kernel-based approaches to combine input data from different sensors
and time instants are presented in [51]. The method was evaluated on 12 synthetic
hyperspectral images and two additional real test sites in Italy. For the latter,
European Remote Sensing Satellite 2 (ERS-2) SAR data and Landsat TM images
from two time instants were available. No explicit comparison of multi-temporal
classification to single temporal was given. However, the classification based solely
on the 1995 image could be compared to the classification based on their combined
1995 and 1999 images. Their focus was on the comparison of methods for the
integration of different data sources but for all presented classifications, the combined
approaches yielded higher accuracies.
In [52] multi-temporal data was used for an adaptive classification strategy. It
was stated that, in order to discriminate especially between broadleaved trees ,the
chosen acquisition times were crucial and had to be adjusted to the phenological
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growth each year. Comparison of discrimination measures on single satellite images
to multi-temporal images were reported to show the usefulness of multi-temporal
data.
2.1.5 Site and Soil Data
Site and soil data were reported to influence spectral reflectance in [53]. The in-
fluence of soil types on the classification of tropical tree and grass species based
on hyperspectral data was studied in [54]. The classification error was reported to
increase with the number of different soil types, which indicated increasing difficulty
for the separation of leaf reflectances from plants growing in different soil types.
In [55], it was reported that gender had an influence on the spectral reflectance of
two dioecious neotropical tree species. The within-crown variability of the spectral
responses was found to be far below the magnitude of the variation of the reflectance
between tree canopies in [56]. Microsite conditions, tree age and canopy develop-
ment were reported to influence the biochemistry of the canopy and therefore exert
some control over the reflectance of species in a localized area. Furthermore, to-
pography was also reported to affect not only the reflectance as the angle of the
surface relative to the sensor is influenced, but also the biochemical properties of
the crowns. This study was performed on tropical rainforests.
[52] used a locally adaptive classification algorithm to compensate for the im-
pact of climatic condition and natural features on tree growth. It was reported to
substantially increase classification accuracies.
2.2 Basic Image Classification Categories
Image classification methods in the context of remote sensing can be categorized in
various ways. One of these categories is supervised versus unsupervised. Table 2.1
gives an overview of possible categorizations as described in [25]. Unsupervised
methods do not require training data with known class assignments [24]. Some al-
gorithms need the number of classes as an input. The data is then grouped into the
given or an automatically detected number of clusters. Therefore these algorithms
are often called clustering algorithms. Another common distinction is between para-
metric and non-parametric algorithms. Parametric algorithms assume a model or
a distribution, e.g. a Gaussian distribution, and estimate the parameters of that
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Table 2.1: Image classification categorizations as described in [25]
training sample
use
parameter use
classification
unit type
output type information use
• supervised
• unsupervised
• parametric
• semi-
parametric
• non-
parametric
• pixel-based
• sub-pixel-
based
• object-based
• field-based
• hard classifier
• soft (fuzzy)
classifier
• spectral
• textural
• contextual
• multi data
fusion
underlying model. Non-parametric classifiers make no assumption about the data.
Semi-parametric methods try to combine the strengths of both approaches, the fast
calculation of parametric methods and the flexibility of non-parametric methods.
Hard classifiers give a single class as output for each classification. Soft or fuzzy
classifiers provide a measure of probability of membership for each class and there-
fore provide more information [25]. Apart from the spectral information, textural
and contextual information can also be taken into account. Textural features de-
scribe the changes in color, contextual information takes the class assignments of the
neighbors into account. One of the most basic categorizations distinguishes between
pixel-based and object-based approaches. Pixel-based approaches classify each pixel
separately. Object-based approaches need some sort of segmentation or grouping
stage to create objects consisting of several pixels. This categorization will be used
below and the mentioned algorithms will be explained in more detail in section 2.5.
2.2.1 Pixel-based Approaches
Pixel-based approaches were common when using low resolution data. They were
the first to emerge in remote sensing. Each pixel is analyzed one after another and
classified individually. Especially in low resolution data, one pixel can cover large
areas (e.g. 1.1 km in the case of the Advanced Very High Resolution Radiometer
(AVHRR) [57]), and therefore one pixel may contain a mixture of land cover classes.
On the contrary, in high resolution data, one pixel may only contain a part of a
shadow area located at the edge of a tree crown.
In [58], the potential of very high resolution satellite data for tree species iden-
tification based on IKONOS images with a resolution of 1m panchromatic and 4m
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multispectral was studied. A small percentage of isolated pixels that often were
located at the limits between two distinct land cover zones, much like the salt and
pepper noise described in [59], was observed. To reduce the salt and pepper effect,
a modal filter, which assigns the most frequent value within the filter mask to the
each pixel, was applied to the result images using a 3x3 pixel window as the filter
mask. It was concluded, that the study reveals the limitations of pixel-based mul-
tispectral classification of very high resolution images and suggested that a region
based approach seems promising.
Airborne hyperspectral imagery was used to compare a multiple endmember spec-
tral angle mapper (SAM) to a conventional SAM on a pixel basis in [60]. For a
spectral angle mapper, the spectra that are extracted from the input data sources
are treated as vectors and the angle between the spectrum of the current pixel and
a reference spectrum or an endmember is calculated. Endmembers are pure sig-
nature spectra of the land cover classes present in the scene [61]. Seven common
species in South Africa were used in [60] for the analysis. The sensor operated in
the spectral region between 384.8 and 1054.3 nm at a spectral resolution of 9.23 nm,
which results in 72 bands, and a spatial resolution of 1.12m. The Environment
for visualizing images (ENVI) was used as image processing software. The multiple
endmember SAM is similar to the k-nearest-neighbor classifier, but it uses the angle
between the feature vectors containing the spectral values as a measure for simi-
larity. A high intraclass spectral variability for all considered species was observed.
A bootstrapping approach was used for sample selection and an overall accuracy of
64.1% was achieved for the multiple endmember spectral mapper in combination
with the optimal band combination, which contained 31 out of 72 bands. The most
important region for discrimination was reported to be the RE region, which was
influenced by chlorophyll amounts and leaf mass or stacking. The authors also re-
ported that including short wavelength infrared bands might improve classification,
particularly in cases where interspecies differences in leaf moisture regimes exist.
A concept of decision fusion in a pixel-based context was proposed in [18]. Several
preliminary classifications were performed on individual data sources and the results
were fused. When classifiers disagreed, modeling the global reliability for each algo-
rithm and estimating the point-wise accuracy solved the problem. IKONOS images
from urban areas of Reykjavik were used as test images. A fuzzy classifier and a
conjugate gradient neural network were compared to the proposed fusion method
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of these two classifiers and to fusion methods using other combination rules. The
complementary use of classifiers was reported to improve global classification accu-
racies significantly. Six classes were discriminated and the achieved overall accuracy
was 59.1% in the first image, compared to 40.3% for the neural network and 52.1%
for the fuzzy logic classifier. For the second image, the fusion method achieved
75.7% overall accuracy, while the neural network achieved 57.0% and the fuzzy
logic classifier 43.2%.
A multiclass SVM was compared to a decision tree (DT), a multilayer perceptron
neural network and a discriminant analysis classification in [19]. The overall accu-
racy was used to present classification accuracy. The SVM classifier was reported
to be significantly more accurate than the DT and the discriminant analysis. But it
was also noted that for the SVM it was critical for the training set to include useful
support vectors, which was more likely with a larger training set. The authors also
concluded that due to the difference of the classifiers they can be useful candidates in
a consensual or ensemble approach. The study was performed on imagery acquired
by an airborne thematic mapper over an agricultural region with 11 spectral bands
and a ground resolution of 5m. Only three of the 11 spectral bands were used. Six
classes were discriminated and the highest accuracy for the test set of 93.75% was
achieved by the SVM .
Two more approaches based on pixel-based classification were presented in [16]
and [21] which both use SVMs. [16] analyzed the sensitivity of SVMs regarding
random feature selection and compares the approach to a multiple classifier system
based on SVMs. The study was conducted on hyperspectral data. The classification
accuracy can be significantly improved by the proposed ensemble strategy, up to
15%, in the experiment. Feature subset size and ensemble size had a significant
impact on the accuracy and the stability of SVM ensembles. The highest accuracy
achieved with 157 bands from an Airborne Visible/Infrared Imaging spectrometer
(AVIRIS), with a resolution of 20m and a 2048x614 pixel sized image using 22 classes
was 97.7%. The result for the Reflective Optics System Imaging Spectrometer
(ROSIS-3) using 103 channels at a resolution of 1.3m per pixel and a 610x340 pixel
size image using nine classes was 81.6%. Those accuracies were achieved with the
SVM ensemble.
In [21] an ensemble approach was employed that was based on the random for-
est approach, which will be described in section 2.5.5. Three multispectral bands
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that were acquired by the IKONOS MS sensor at a resolution of 4m per pixel in
an urban/suburban area were used. The SVM approach was chosen due to the "re-
markable generalization and robustness capabilities" and [62] was given as reference.
To add spatial information to the spectral features the grey-level co-occurrence ma-
trix (GLCM) was used, in particular the mean, variance, homogeneity, contrast,
dissimilarity, entropy, second moment and correlation were calculated for each of
the spectral bands. Eight classes were defined in a 700x400 pixel area and an overall
accuracy of 97.86% was reported.
Hyperspectral data collected directly above the canopy using a bucket truck was
used in [63] and only sunlit portions of the crowns were used. Overall, 280 samples
of six species were used. A stepwise discriminant analysis was performed to identify
the variables that maximize between-species variability. It was stated, that the
visible and NIR regions were most important for species recognition, with some
distinct bands in the SWIR region. The spectral discrimination between deciduous
and coniferous species was concluded to be likely in an operational context. The
discrimination of hardwood species was encouraging, but external influences may
worsen classification accuracy. It was noted that the limited species selection should
be kept in mind for that study.
In [64] a LIDAR based object oriented discriminant classification approach was
used. An accuracy of 89% for the discrimination between deciduous and coniferous
based on height and intensity per return was achieved.
A comparison of multispectral and multitemporal data in high spatial resolution
imagery for classification of individual tree species was presented in [49]. Airborne
images and false-color infrared images were acquired at nine times from May to
October. Four deciduous species were discriminated using a ML classifier for an
initial pixel-based classification. Each delineated tree crown was assigned the species
that was most frequently identified on the pixels within it. Training pixels were
selected in an iterative process to find the samples that best represent the desired
classes. The maximum accuracy reported was 76%. From all spectral bands, the
blue band was reported to be the best single band for classification. Multitemporal
multispectral data yielded additional information, but for smaller number of dates
(less than five) multispectral information was more valuable than multitemporal
information. The infrared band was found to be the least valuable band, which is
not in accordance with other results e.g. those presented in [65].
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Fig. 2.6a shows a pixel-based classification. Fig. 2.6b shows an object-based clas-
sification of the same area but on another data set which was recorded after storm
damages have occurred. The salt and pepper like effect in the pixel-based classifi-
cation is clearly visible while it does not occur in the object-based classification.
(a) pixel-based (b) object-based
Figure 2.6: Examples of pixel-based and object-based classification performed on
the same area but at different times with storm damages in between.
2.2.2 Object-based Approaches
The seasonal effects on tree species classification in an urban environment were
studied in [50]. Pixel-based classifiers were reported to have difficulties in dealing
with the spectral variations in tree crowns and point to [66] for further consideration.
Due to the high variability, the study was conducted object-based, using Definiens
eCognition [67]. The study area covered approximately 49 hectares and two data
sets were available. Both data sets were collected by an AISA hyperspectral sensor,
the first one in July with a 2m spatial resolution and the other one in October at a
resolution of 1m per pixel. An additional LIDAR data set was also used. A nearest
neighbor classification was used for the seven species based on image objects. The
overall accuracy was 57% and 56% respectively. The summer image was reported
to provide better accuracy. Furthermore, the classification accuracy was reported
to achieve almost 90% for two classes but decreases to around 50% for six species.
In [68], it was stated that semi-automatic or automatic single tree based tree
species classification can save considerable amounts of money and time in forest
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inventory and forest monitoring tasks. The separability of five common tree species
in central Europe using CIR aerial images was studied. In addition, textural mea-
sures for the description of the tree crowns were considered. Mean and standard
deviation of the image bands were calculated and a ML classifier was used. Pixel-
based classification achieves an overall accuracy of 38.6%, which was stated to be
insufficient for practical applications. Object-based classification, using Definiens
eCognition for tree crown delineation, yielded a classification accuracy of 62.1%. It
was noted that the delineation was insufficient as a single tree crown was split up
into several segments. Furthermore, spruce was inseparable from Douglas fir and
larch was inseparable from beech based on their data set. It was also observed that,
in the texture filtered images the edges of tree crowns were represented differently to
the rest of the crown and therefore these images can help in delineating tree crowns,
especially for beech and fir. To support automatic classification, the mean and the
contrast texture bands were the most promising and calculating the difference of
these bands might increase separability even more. For the manually delineated
crowns an overall accuracy of 91% was observed.
Definiens eCognition was also evaluated for object-based fuzzy analysis of multi
resolution data in [69]. The hierarchical network created by eCognition was stated
to be capable of helping with the detection of objects at different scales. Only fuzzy
concepts exist for land cover and land use in reality, as there was no exact threshold
between low and high vegetation for example. Furthermore, it was reported that
automatic segmentation results cannot be expected to be fully convincing for human
interpreters. Fuzzy classification was explained to be a very powerful soft classifier
besides neural networks and probabilistic approaches. It yields an n-dimensional
tuple of membership degrees describing the extent of class agreement of the consid-
ered object to the n available classes. A reliability map was introduced, which was
important for manual post-processing and finalize that the method does not replace
manual interactions, but reduces the amount significantly. However, no information
on the achieved accuracies was given in the paper.
Object-based classification of remote sensing data for change detection using four
land-use classes was studied in [70]. In the experiments, data from an optical air-
borne digital camera with a resolution of 0.5m and four spectral bands (blue, green,
red and near-infrared) was used. The data was resampled to a resolution of 2m
per pixel. Five land-use classes were detected. In addition to the spectral bands, a
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texture operator based on a co-occurrence matrix with a 5x5 pixel window and the
normalized differential vegetation index (NDVI) were used. Supported by results
for the variance, the best discrimination was reported in the blue band whereas
in the near-infrared band all land-use classes had similar distributions. In a first
step pixel-based classification was performed and the results were used as additional
input to the object-based approach, which used existing objects from a geographic
information system (GIS) database. All the objects in the test area were used as
training data. An overall classification rate was not given as the focus was on the
detection of change. From the 8.6% of the objects that were marked as changes
45% were reported to be real changes, 31% were possible changes and 23% were
classified incorrectly. LIDAR data was reported to improve classification accuracy.
The spectral properties of the crowns of old growth trees in conifer stands were
analyzed in [71]. The stands contained three distinct species and a supervised ML
classifier was used. The tree crowns were delineated manually to avoid confusion re-
sulting from errors in automated tree detection. A compact airborne spectrographic
imager (CASI) with eight and 10 bands in the visible and near-infrared spectral
region was used to record the data with a ground resolution of approximately 0.7m
per pixel. Spectral signatures were calculated for each crown and the sunlit area of
each crown and class signatures were calculated from the mean and the covariance
of the single valued tree vectors. The main difference between species was the over-
all intensity of the signature. A high variability within species and a large overlap
between species was reported. The signatures calculated from the sunlit parts of the
crowns produced better classification results. However species classification was poor
and additional internal subclasses were introduced to reduce confusion. Shadowed
trees were reported to have low classification accuracy however, the introduction
of separate shaded classes was encouraged to improve the classification rates of the
sunlit trees. The highest average accuracy for the sunlit crowns was 79%. When all
trees were included the accuracy decreased to 55%. It was concluded, that species
classification in old growth stands based on spectral properties was difficult.
Texture features obtained from the panchromatic band were used to classify conif-
erous and broad-leafed in [72]. Multispectral bands were used to classify six forest
types using a nearest neighbor approach. QuickBird images with a resolution of
0.6m panchromatic and 2.4m multispectral were used. Texture features were cal-
culated according to [73]. The highest average accuracy achieved was 73% for the
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fusion of multispectral and panchromatic data.
Another object-based classification on satellite data using DT statistical analy-
sis was given in [74]. High spatial resolution sensors with a resolution below 4m
per pixel were more appropriate for forest stand-level parameterization. Therefore,
Ikonos-2 satellite data with a resolution of 4x4m per pixel in the multispectral bands
and 1x1m resolution in the panchromatic band was used. For multiresolution seg-
mentation eCognition was used as described in [75]. Three species were separated
using a DT approach, where all the available pure stands were used as training data.
Only four of the 87 available features were used for the DT. One important band
was reported to be the ratio of the NIR band calculated as the NIR-value of the
image object divided by the sum of all spectral layer mean values. This feature was
stated to have the effect of reducing within-class variation. The overall accuracy
was 100%, however, the authors state that the small sample size and the absence
of an independent test set have undoubtedly contributed to that overly optimistic
result.
Based on hyperspectral imagery, tree species identification in an urban environ-
ment was studied in [76]. Two AISA data sets with a 2m and a 1m resolution were
acquired, whereof only the first 15 and 20 spectral bands respectively were used. In
addition a QuickBird satellite image with a resolution of 0.6m panchromatic and
2.4m multispectral and a LIDAR data set with a spatial resolution of 1m were used.
Object segmentation was performed with Definiens eCognition using the shadow-
less LIDAR elevation and intensity layers. Eight species were used in the study. A
class hierarchy together with nearest neighbor rules and simple membership func-
tions were used for classification. The highest overall accuracy of 93% was achieved
using the 20 bands of 1m resolution hyperspectral data in combination with the
LIDAR data. The fusion with the LIDAR data was stated to significantly improve
classification accuracy and the authors noted that using shadow-less LIDAR data
for segmentation was perhaps the most important factor.
Another study performed with Definiens eCognition and a nearest neighbor ap-
proach was [77]. Objects were used to avoid the salt- and pepper effect. Eight
tree species were discriminated based on SPOT satellite data and overall accuracies
between 65.8% and 77.7% were achieved.
A tool for seeking significant features for optimal class separation in object-based
classification was described in [22]. Bhattacharyya distance [78] was used as a mea-
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sure for the separability of two object classes. The optimal threshold to separate two
object classes was calculated from a Gaussian probability mixture model. An aerial
image with a ground resolution of 1.25m was used for the classification, which was
performed using Definiens eCognition. Altogether, 74 features were used including
spectral, shape and texture features. Six land-cover classes were discriminated with
an overall accuracy of 95 %. In a second test case with a 0.6m ground resolution
QuickBird satellite images, an overall accuracy of 92 % was achieved.
Spectral information and the textures of high-resolution images and a one against
one (OAO) SVM with a linear kernel as first method and a NDVI based method were
used in [79]. The texture measures were calculated from the GLCM. In particular,
the following measures were computed: mean, standard deviation, range, angular
second moment, contrast, correlation, entropy and inverse difference moment. The
training and testing databases contained two species, whereof the first was repre-
sented by 18 tree samples and the second by 19 trees. For the delineation of the
image objects a method based on a seeded region growing approach was used. In the
first step the seed points were found by estimating tree tops in the Gaussian-filtered
DSM. In the second step, the tree tops were used as seeds to obtain the tree crown
borders by a region growing approach based on geometric criteria of the trees. The
feature vectors were calculated in different color spaces and a classification rate of
100% was reported for the texture features computed on the value component of the
HSV color space.
Another study of forest species classification at the individual tree level was per-
formed in [80]. It focused more on the segmentation of individual tree crowns than
on classification. Details of the algorithms were not given, but it was stated that
the accuracy of the classification depends on the result of crown segmentation.
A locally adaptive classification strategy to classify five tree species in heteroge-
neous low mountain range was described in [52]. Inventory data from state forests
was used to find suitable parameters for the ML classifier. This classifier was stated
to be a robust and well-established method, which could be included in their already
established workflow. It was also stated to be the best of all supervised classifica-
tion methods, provided that the requirements were met, which means that the data
was actually distributed according to the used model (e.g. normal distribution).
In a large-scale classification, an overall accuracy rate of 82% was reported. Using
the locally adaptive algorithm, the accuracy was improved and achieved 87%. The
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required spectral bands were the visual bands, a NIR band and preferably also a
SWIR band.
2.2.3 Comparison of Pixel- and Object-based Approaches
Blaschke [81] studied the increasing usage of object-based image analysis (OBIA)
(or geospatial object-based image analysis (GEOBIA)) in detail and analyzed more
than 820 OBIA-related articles. He noted the increasing dissatisfaction with pixel-
based image analysis, but also some kind of hype in object-based methods [82].
Object-based image analysis in general is based on image segmentation. Except
for those that classify given objects, e.g. from a GIS database, the segmentation
results influence the classification results as stated in [83]. One problem with image
classification is that the scale is a window of perception [84] and several scales might
be of interest.
Furthermore, common generic segmentation algorithms divide images into rel-
atively homogeneous groups of pixels. In tree species classification, the focus lies
on a single tree crown, which is inhomogeneous to begin with, and therefore may
pose a problem to common algorithms when applied on a wide variety of forest
structures. A lot of research has been done on the matter of single tree delineation.
Some of these are [38, 85, 80, 86]. Whereas 50–55% of the papers analyzed by [81]
used Definines software and the built-in algorithms, the results were found to be
insufficient for the delineation of single trees in a large heterogeneous forest area.
Blaschke also stated that the object-based approach is used to overcome the salt
and pepper effect which often arises in remote sensing applications and that vegeta-
tion always shows heterogeneity due to shadow or shade when using high resolution
data. Furthermore, [81] stated that fewer and fewer specialists believe that further
improvement in spatial resolution of satellite sensors might yield better results.
The two approaches were combined in [87] by first performing a pixel-based clas-
sification and adding it as a new feature to the object-based classification. Definiens
eCognition and its fuzzy hierarchical classifier were used. The overall accuracy was
reported to be 92% and 82% in two test areas respectively. However this approach
was not based on the individual tree level, but on the forest stand level.
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2.3 Remote Sensing in Forestry
Several countries are researching new methods to improve accuracies and cost effec-
tiveness in forest inventory. Finland was one of the first countries to research and
develop a new inventory method based not only on field sample plot information,
but also on satellite images and digital map data [88, 14, 89]. Nationwide forest
cover maps have been produced operationally since 1990 in Finland using the k-
nearest neighbor (kNN) algorithm on multi-source input data. To a large extent,
Finland and Sweden use similar approaches as described in [14, 90]. The goal of
these inventories is to monitor the composition and fragmentation of ecosystems,
to monitor biodiversity at the species level and in the context of forest planning to
maintain wood production and fulfill forestry rules and legislation. International
treaties and associations like the United Nations Convention on Biological Diver-
sity also demand diverse and detailed information. Finland and Sweden developed
methods to combine national forest inventory field plot data with optical satellite
data to obtain nationwide wall-to-wall raster databases for small-area statistics and
forest resources [14]. Forest inventory field plots measured in subsequent years were
used and therefore needed to be updated with respect to incremental changes due
to natural growth and the felling of trees. They were adjusted to match the year
and growth period of the image acquisition date of the used optical data. Several
preprocessing steps were used including geometrical rectification of the data using
a digital elevation model (DEM) to achieve geometric fits between image data and
field plot data. Another step was illumination correction to reduce topographic ef-
fects and a correction for within-scene differences in atmospheric optical depth. In
[14], it was reported that at the pixel level, the obtained prediction errors measured
with relative RMSE were high with e.g. 50−80 % when predicting volumes for field
plot pixels. The precision of the multi-source inventory estimates for small areas
showed relative RMSE of 5 − 15 % for mean volumes of pine, spruce, birch and all
together mean volumes. The kNN product was not considered accurate enough for
planning silviculture, cutting regimes and other forestry operations. It was stated
that the error was relatively high when the area in question was small and that the
kNN method had poor capabilities to extrapolate beyond the variation of the range
of the reference data.
Canada has started to consider a new National Forest Inventory design consisting
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of a plot-based system of permanent observational units located on a national grid
as described in [91]. The measurement of ground plots were synchronized with the
interpretation of photo plots and remote sensing data was used to assess the location
of plots, the extent of change and to define the need to revisit plots. It was stated
that the integration of remote sensing could result in a calibrated forest resource
cover type map for all of Canada. In [92], the need to assess data more accurately
and at a high resolution for the entire boreal region in order to assist wildlife habitat
monitoring was observed. It was stated that space-based sensors like the TM and
enhanced thematic mapper (ETM) on board the Landsat satellites and MODIS were
inadequate for classifying forest cover or vegetation in terms of spatial resolution and
thematic precision for wildlife habitat monitoring. The recorded attributes included
crown closure, species composition, height, mean canopy or stand origin age, stand
structure, moisture regime, site class or site index, non-forested cover types, non-
vegetated cover types, disturbance history, ecosite and wetlands. A PostGIS open
source spatial database engine was used. The scope of applications was reported to
be limited at the time, due to various data sharing agreements and restrictions. But
many applications in the areas of wildlife habitat modeling, environmental impact
assessments, developing objectives and priorities for conservation planning, identi-
fying and assessing priority habitats and evaluating management scenarios at large
scale and temporal scales were expected to emerge in [91].
The Southern Annual Forest Inventory System employed in the USA, which was
based only on field sample plot data was described in [93]. The need for developing
automated procedures for forest mapping and area determination was stated. It was
also suggested, that wall-to-wall forest mapping and area determination from remote
sensing satellite data provided a viable solution and that the estimation of forest
area using maps was discussed. In [94], the forest inventory and analysis (FIA)
database, which replaced the two regional databases for the eastern and western
states of the USA, was described. Remote sensing classifications of land use and
more detailed classes for forested land were used. Ground plots were measured to
adjust the remote sensing sample for changes since acquisition date and to correct
misclassifications. The FIA database was designed to meet the specified sampling
errors at the state level at 67 % confidence limit.
In [95], a study on user requirements for remote sensing applications in forestry
was presented. National forest inventory was not sufficient for the purpose of the
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federal state forest administration in Bavaria/Southern Germany. Data was re-
quired on forest stand level and should be collected at least every 5 years. The
most important parameters were stated to be tree species composition, forest areas,
forest boundaries and forest stand heights. Standardized remote sensing products
were preferred by two-third of the forest professionals included in the survey. The
demand for additional forest information was reported to be high and although
some differences regarding spatial resolution and ecological condition existed, there
were strong similarities in the requirement profiles for remote sensing applications
in forestry and forest administrations.
2.4 Accuracy Assessment
In the early days of map creation from remote sensing data no detailed accuracy
assessment was performed as described by Congalton in [27] and by Foody in [96].
Instead, human experts described the maps with attributes as "good" or "plausible".
The next step was non-site specific accuracy assessment, which meant that the total
percentages of the species classified in a map were compared to a reference estimate
without taking the location of the classified pixels into account. Unfortunately, a
map could theoretically exactly match the reference estimates and still have a per-
pixel accuracy of 0% if none of the species covered 50% or more of the map area.
Therefore, site-specific accuracy assessments and error matrices are used in most
recent studies.
The error matrix is also called confusion matrix and was described in [97]. The
most common lay-out arranges the reference data in the columns such that each
column sums up to the total number of reference samples of the species denoted
by the column heading. Accordingly, the classified data can be found in the rows.
The lay-out is shown in table 2.2 on the basis of an arbitrary example. As de-
scribed in [98], the user’s accuracy is calculated as the number of correctly classified
samples divided by the row total, which is the total number of samples classified
as the species given by the row header. A user’s accuracy of 85% for species 1
means that 85% of the pixels or objects classified as species 1 actually are species 1.
Dividing the number of correctly classified samples by the column total gives the
producer’s accuracy. A producer’s accuracy of 82% for species 1 means that 82% of
the reference samples of species 1 were correctly classified as species 1. The errors of
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Table 2.2: Confusion matrix lay-out
Reference Data Classified data
Classification
results
species 1 species 2 species 3 row total
user’s
accuracy
species 1 51 6 3 60 85%
species 2 10 49 11 70 70%
species 3 1 3 76 80 95%
column total 62 58 90 210
producer’s
accuracy
82.26% 84.48% 84.44% 83.81%
commission and omission are the complement to the user’s and producer’s accuracy
and can be calculated according to (2.9).
user’s accuracy in % = 100 %− error of commission in % (2.8)
producer’s accuracy in % = 100 %− error of omission in % (2.9)
The two most common single valued site-specific accuracy measures in accuracy
assessment are the overall accuracy and the kappa coefficient. The overall accuracy
gives the total percentage of correctly classified pixels or image objects. It is a
measure of the classification as a whole. But overall accuracies cannot be compared
in a straightforward way as described in [98]. However, if the objective is to describe
the accuracy of the final map product, the overall accuracy has the advantage of
being directly interpretable as the actual proportion of correctly classified pixels as
pointed out in [99, 100]. In table 2.2, the overall accuracy is given in the lower left
corner with 83.8%. The kappa coefficient was described in [27, 100, 101, 102] as a
measure of classification accuracy and allows for statistical tests of the significance
of the differences between two algorithms. It is calculated according to equation
(2.10) as described in [103].
κ =
O − C
1− C (2.10)
O is the overall accuracy and C represents the chance agreement, which is calculated
as the sum of the products calculated for each class i as the rate of the samples
classified as class i multiplied by the share of the samples available for class i. Given
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the confusion matrix in table 2.2, the chance agreement can be calculated as
C =
60
210
· 62
210
+
70
210
· 58
210
+
80
210
· 90
210
= 0.34
which leads to
κ =
0.8381− 0.34
1− 0.34 = 0.75
The kappa coefficient was recommended as a standard by [104] but [99, 97] stated
that it is not sensible to use a single accuracy measure for all applications. Further-
more, [103] listed the kappa coefficient as a ‘problematic practice’ and contradicted
the arguments that were used to promote the use of the kappa coefficient. Although
several additional and modified accuracy measures have been proposed, [97, 27] rec-
ommended to report the full error matrix, which allows the calculation of measures
like the overall accuracy, user’s and producer’s accuracy, the kappa coefficient of
agreement and modified kappa statistics. [105] also discourages the use of the kappa
coefficient.
The number of classes was reported to influence the classification accuracy in
[100], where it was stated that more classes can give better accuracy. However,
the opposite effect can also be observed as reported in [52]. If the classes each
consist of several clusters e.g. due to lighting conditions or age, while having a high
interclass variability, the subdivision into more classes can enhance classification
accuracy. However, if no distinct clusters can be observed and the overlap is high,
the classification accuracy may decline when subdividing into several classes.
The results of an accuracy assessment highly depend on the number and quality
of the reference data. The verification of algorithms and maps has different require-
ments regarding the reference data. The verification of algorithms needs a stratified
test set, that is independent of the training set, preferably covers the whole test
area and has an equal number of samples per species. Assessing the accuracy of a
map needs equally distributed reference data that covers the whole map area. The
number of samples per class should correspond to the distribution of the classes in
the test area. The assessment is independent of the algorithm used to produce the
map. A rule of thumb was given by Congalton in [27] which says that for a map
with less than 12 classes and less than one million acres (∼ 4047 km2) 50 samples
per class should be used and 75 to 100 samples should be used if any of the two
conditions is violated. Similar rules were given in [77, 101]. Furthermore [27] stated
that the reference data must be collected without bias and random sampling as well
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as stratified random sampling, which takes the actual distribution of the classes into
account, were satisfactory. However it is important to know, that the kappa coeffi-
cient assumes simple random sampling. Another fact that is important to keep in
mind when working with an error matrix is, that there are four general sources of
errors in the confusion matrix as described in [27].
• Errors in the reference data
• Sensitivity of the classification scheme to observer variability
• Inappropriateness of the remote sensing data used for mapping a specific land
cover class
• Mapping error
Sensitivity of the classification scheme to observer variability is a problem when
classes are used which are based on a continuous variable which is artificially di-
vided into discrete classes. In these cases even two experts in the field might record
different observations. Assuming two classes, the first one describing conifers mixed
with deciduous trees which means that 80% to 50% of the trees in the forest stand
are conifers and the rest are deciduous. The second class describes deciduous trees
mixed with conifers, which means that 80% to 50% of the trees in the stand are de-
ciduous and the rest are conifers. If two experts record data in a forest stand, which
actually has 49% conifers and the rest deciduous, each of them guesses the mixture
rate. One of them might classify the forest stand as conifers with broadleaved be-
cause he was entering the forest stand from a different direction and in that part
there actually were more conifers than broadleaved trees. In that case if the algo-
rithm classifies the forest stand as deciduous with conifers it would be considered
to be wrong, although both estimates are almost similar. The algorithm would be
considered to be wrong due to the artificially created classes and their sensitivity
to observer variability. Inappropriateness of the remote sensing data means that a
data set is used, which is not capable of giving the desired information on the used
classes. E.g. using only LIDAR height data with a resolution lower than the average
forest tree for tree species classification will not be sufficient.
[106] investigated accuracy assessment in classification of very high resolution
images by not only evaluating thematic accuracy indices, but also geometric in-
dices for the comparison of different maps. A method for tuning free parameters of
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supervised classifiers using an accuracy index was proposed. The suggested multi
objective strategy was applied to a SVM classifier and compared to two supervised
classification algorithms, which were parallelepiped and ML. Based on a multispec-
tral QuickBird image with a resolution of 0.7m and a size of 1024x1024 pixels
classifying eight classes with an SVM while considering features extracted on the
basis of the generalized Gaussian pyramid decomposition the highest accuracy was
90%.
[83] assessed the advantages and limitations of object-based classification and
also took segmentation accuracy into account. A segmentation algorithm based on
the fractal net evolution approach embedded in Definiens Developer (see [75, 69])
was used. The highest possible classification accuracy for an over-segmentation was
stated to be 100% whereas for under-segmentation it is below 100% and bounded by
the proportion of the dominant class in the image object. Therefore, a segmentation
accuracy A as given in (2.11) was introduced.
A =
∑N
i=1 maxj=1..c(mi,j)∑N
i=1 ni
, (2.11)
where mi,j denotes the number of pixels belonging to the class j in the ith image
object and ni denotes the number of pixels in the ith image object. N is the total
number of image objects and c is the total number of classes. Three classifications
were performed including (1) pixel-based, (2) object-based with the same features as
used in the pixel-based classification and (3) object-based using additional features
defined for individual objects such as spatial, textural and contextual properties.
With the overall accuracies of the three classifications three effects of object-based
classification were calculated:
1. The effect of the classification units.
2. The effect of the additional classification features.
3. The overall effect of object-based classification.
As classification algorithms SVMs were used and no feature selection was applied.
Their segmentation approach used a scale factor λ that controlled the size of the
objects and therefore the accuracies were a function of λ. A scale of λ = 0 cor-
responded to pixel-based classification and the highest possible over-segmentation.
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An increase in λ denoted increasing object sizes and therefore increasing under-
segmentation and decreasing over-segmentation. Unfortunately the segmentation
scale did not directly correspond to a physical property, but depended on the image
resolution, the size of the features in the image and the homogeneity of the image.
Therefore the automatic determination of an appropriate segmentation scale on a
very large area with different structures seemed to be very troubling.
Many studies also report the resubstitution error, which is the error rate on the
training set. This rate is likely to be optimistic, as errors due to overtraining cannot
be detected by this approach. When test and training sets are used the test data
is usually bundled back into the training data after the error rate was determined.
This new training data set is then used to produce a new classifier for actual use.
As described in [107], the error rate should be given with the according variance,
which is given as in (2.12).
σ =
p(1− p)
N
(2.12)
It depends on the number of training samples N and the confidence limit p which
is given in (2.13).
p =
f + z
2
2N
± z
√
f
N
− f2
N
+ z
2
4N2
1 + z
2
N
(2.13)
where z can be found in tables depending on the desired confidence and f is the
observed success rate.
Another useful technique for accuracy assessment is stratification, which means
that the number of samples in the training and test set for each class are predefined.
Therefore the rate of samples per class is fixed. Depending on the selection of the
training and test set, which is usually random, one of those sets might not contain
any samples of one of the classes and therefore this class can either not be classified
because no training samples were available, or the classification of this class cannot
be evaluated because no test samples were available. Stratified sampling counteracts
these problems by ensuring that each class is represented by a sufficient, predefined
number of samples.
Accuracy is often assessed performing ten-fold cross-validation on 10 stratified
sets, extracted from one data set, with the same learning algorithm to estimate the
error. The 10 error estimates averaged to yield an overall error estimate. According
to [107] this approach has been proven to be useful in extensive tests and there is also
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some theoretical evidence to support this procedure. Unfortunately this approach
is quite time-consuming.
2.5 Machine Learning Algorithms
Several machine learning algorithms have been used in the literature in remote
sensing context. A review of these algorithms can also be found in [25]. The most
common methods are k-nearest neighbor (kNN), maximum likelihood (ML), decision
trees (DTs), spectral angle mappers (SAMs), artificial neural networks (ANNs), and
support vector machines (SVMs). An overview of literature references is given in
table 2.3.
Algorithm References
kNN [13, 52, 88, 14, 89, 108, 50, 109, 77, 15]
ML [58, 110, 100, 49, 52, 9, 76, 46, 111, 106, 71, 87, 112, 113]
DT [100, 114, 9, 76, 111, 20, 112]
SAM [60, 113, 115, 48]
ANN [116, 100, 52, 109, 51]
SVM [117, 100, 79, 114, 106, 109, 20, 16, 21, 19, 118, 119, 51]
Table 2.3: Usage references for common machine learning algorithms
The following sections will give more details on the algorithms in table 2.3 and
two separability measures that can be used in combinations with these algorithms
are introduced in section 2.5.1. The algorithms kNN, DT and SVM will be de-
scribed in more detail in sections 2.5.2, 2.5.3 and 2.5.4 respectively. Section 2.5.4.3
will introduce SVM based DTs and chapter 2.5.5 will give an overview of multiple
classifier systems. Comparisons of some of these algorithms have been published
in [100, 112, 20] and the results calculated based on different algorithms will be
compared in section 2.5.6.
2.5.1 Introduction to Class Separability Measures
In machine learning algorithms like DTs, class separability measures are used to
measure the separability properties of features like spectral bands or band combi-
nations and to estimate how well two classes can be separated based on the given
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data. For some machine learning algorithms that are sensitive towards features with
low information content like kNN, dimension reduction is necessary which can also
be performed based on class separability measures.
Separability measures give information on the estimated overlap of the data sets
and the expected classification errors. Several metrics have been proposed in the
literature. Some examples are Mahalanobis distance as given in [120, 121], Bhat-
tacharyya distance as explained in [122], Jeffries-Matusita distance, mentioned in
[123, 52], transformed divergence, described in [52], and Kolmogorov-Smirnov dis-
tance, used in [124]. Two separability measures, the equivalent distance and the
Fisher distance, will be described below.
2.5.1.1 Equivalent Distance
A rather simple measure of separability of two normal distributions is based on
the mean and the standard deviation of each distribution [125] by calculating the
Euclidean norm of the distance in input space between the class centers of each
feature, divided by the sum of the standard deviations of the two classes for each
feature. The corresponding equation is given in (2.14).
dE =
√√√√ N∑
i=0
(
µ1,i − µ2,i
σ1,i + σ2,i
)2
(2.14)
The indices 1 and 2 indicate the groups or classes whose separability is currently
estimated. N is the number of features in the feature vector. Therefore, µ1,i gives
the mean value of the ith feature for the first class and σ2,j gives the standard
deviation of the jth feature for the second class.
2.5.1.2 Fisher Distance
The Fisher distance is an alternative distance measure, which is described in [121,
126] and is given in (2.15).
dF = J(w) =
|m˜1 − m˜2|2
s˜21 + s˜
2
2
, (2.15)
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with
s˜2i =
Ni∑
j=0
(yi,j − m˜i)2 (2.16)
m˜i =
1
Ni
Ni∑
j=1
yi,j (2.17)
yi,j = w
Txi,j (2.18)
w = S−1w (m1 −m2) (2.19)
mi =
1
Ni
Ni∑
j=1
xi,j (2.20)
Sw = S1 + S2 (2.21)
Si =
Ni∑
j=1
(xi,j −mi)(xi,j −mi)T . (2.22)
Herein, w is a vector that projects the samples xi,j onto a line in a way that
maximizes the distance measure J(w). m˜1 and m˜2 are the means of the projected
points of class 1 and class 2 while s˜1 and s˜2 are the scatters of the two classes
respectively. yi,j are the samples xi,j of class i projected onto a line by vector w. Ni
is the number of samples in class i. m1 and m2 are the means of class 1 and class
2. Sw is the within-class scatter matrix, S2 and S2 are the scatter matrices of class
1 and 2 respectively.
The factors wk inw, where k ∈ [1..df ] and df is the dimension of the feature space,
can be seen as weighting factors of the features xjk . The feature xjk that corresponds
to the largest factor wk will have the largest impact on the transformation of the
samples. For dimension reduction purposes, only the features corresponding to
factors wk that are larger than a user-defined criterion, will be used in the analysis.
2.5.2 Introduction to the k-Nearest Neighbor Algorithm
The kNN algorithm belongs to the instance based learning algorithms, which means
that instead of performing explicit generalization in the training stage, new problem
instances are compared to the training instances that have been stored. Instance-
based learning is time-consuming for datasets of realistic size because the entire
training data must be scanned to classify each test instance. It is therefore also
considered lazy learning. For GIS applications the instances that need to be eval-
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uated can be limited by spatial criteria, but with low sample sizes for some classes
there might not even be a single instance of each class in the designated area. If the
number of instances is small, use more than one single neighbor can lead to faulty
results due to the dominance in numbers of one class over another. Furthermore,
each attribute has exactly the same influence on the decision, therefore attributes
should be normalized and a suitable attribute selection should be performed. An-
other problem with instance-based learning methods is that the database can easily
become corrupted by noisy samples.
Tomppo [127] introduced the kNN classification in national forest inventory ap-
plications. The Euclidean distance di,p is computed in feature space from the pixel
p to be classified to each pixel i whose ground truth is known (reference data) as
given in (2.23).
di,p = |fi − fp| (2.23)
fi is the feature vector of the reference data pixel i and fp is the feature vector of
the pixel p to be classified. According to the calculated distances the kNNs, those
with the smallest value of the distance di,p, are extracted. The class of pixel p is
estimated to be the most frequent class among the kNNs. If there is more than
one possibility, the accumulated distance can be taken into account. In [14], an
additional weight wf was proposed as described in (2.24).
wf =

1
dt
i,p∑
j∈{i1(p),...,ik(p)}
1
dt
j,p
if i ∈ {i1(p), ..., ik(p)}
0 otherwise
(2.24)
The power t is a real number, usually t ∈ (0, 2[ and {i1(p), ..., ik(p)} is the set of
nearest samples in the feature space when using distance metric di,p. The weighted
distance measure is then calculated as shown in (2.25).
di,p =
√√√√ n∑
l=1
w2l,f (fl,i − fl,p)2 (2.25)
f is a feature vector, n is the number of features, and wl,f is the weight for the
ith feature for the currently considered target pixel p and reference pixel i.
Another modification of the algorithm restricts the set of reference data samples
taken into account for the current target pixel by limiting the spatial distance as
41
described in [15]. Therefore, only for training data samples with a spatial distance
to the target area below a user-defined threshold, the distance was calculated. This
regionalized approach was designed to account for different vegetation zones by
taking only samples in a nearby area into account, which are assumed to be located
in a similar vegetation zone. The appearance of trees can change based on the
vegetation zone, ground water content, terrain height and slope, and geographic
location. Taking only nearby samples into account was assumed to account for
these changes, as those nearby samples are affected by the same or at least similar
environmental circumstances. However, it needs to be guaranteed that in each local
area all possible classes are represented in the reference data set in a suitable amount
to insure that detection of each species is possible.
Map accuracies in forestry applications using kNN were reported to be rather
poor in [13, 14, 15]. Many national forest inventory applications were designed to
yield large area estimates instead of precise per-pixel values. For these applications
the estimation capability of overall species distribution and tree volume was reported
to be good in [14, 108]. A drawback of this method is the high computation time.
For each target pixel all samples in the regionalized area have to be considered and
for each the distance measure and weight need to be calculated.
2.5.3 Introduction to Decision Trees
In 1986 Quinlan introduced the ID3 algorithm in [128] and thereby popularized
DTs. DTs can be seen as divide and conquer strategy as in each step the data
set is divided into two subsets (or more for non-binary trees) which are treated
independently. They are induced from a set of samples with known classification. In
the first algorithms, the allowed features were limited to usually small sets of discrete,
mutually exclusive values and a top-down approach was used for DT induction.
To create the top node an attribute needs to be selected, which will be used for
the first split. Given a set of examples S and a classification scheme consisting of n
classes Ci, i ∈ {1..n}, the proportion of examples classified as Ci is pi. The entropy
of the set S, which calculates the disorder in the data, is given in (2.26).
Entropy(S) =
n∑
i=1
−pi log2(pi) (2.26)
Given an attribute A with possible values Values(A), the expected reduction in
entropy gained by knowing the value of attribute A can be calculated using the
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information gain in (2.27).
Gain(S,A) = Entropy(S)−
∑
v∈Values(A)
|Sv|
|S| Entropy(Sv) (2.27)
To induce the whole tree a recursive procedure is used:
1. Find the attribute A that scores the highest for information gain on the given
set S.
2. For each possible value of A, draw a branch from the node.
3. For each branch j from A corresponding to a value vj ∈ Values(A), calculate
the set Svj .
(a) If Svj is empty choose the class ci that contains the most samples of S
and create a leaf node with class ci that ends the current branch.
(b) If Svj contains only samples of class ci, create a leaf node with class ci
that ends the current branch.
(c) Otherwise, remove A from the set of attributes. Create a new inner tree
node and chose the attribute B that scores the highest for information
gain on the partial set Svj . Restart from 2 with S replaced by Svj .
The tree will be built iteratively. The process terminates when either all attributes
have been used, or the induced DT perfectly classifies all samples.
Several derivatives have been proposed, each introducing enhancements allowing
the algorithm to deal with continuous and unknown attributes (e.g. Quinlan in-
troduced C4.5 in [129] and further improved it in [130]), several attributes at one
node, thereby allowing decision boundaries which are not parallel to the feature axis
(e.g. [131]), pruning DTs to avoid over-fitting (e.g. [129, 132]), and introducing
fuzzy logic to DTs to treat uncertainties and noise (e.g. [133, 134]). Other mea-
sures to determine the attribute(s) that should be used at a certain node were also
introduced e.g. the Gini index in the classification and regression tree (CART) al-
gorithm introduced by Breiman [135] and the chi-square statistics used in CHAID
[136]. Apart from the top-down approach for DT induction, other heuristic models
for the construction have been proposed including bottom-up approaches, hybrid
approaches and growing-pruning approaches as described in [124].
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2.5.4 Introduction to Support Vector Machines
SVMs have been used in many remote sensing studies. A SVM is a nonparametric,
binary, supervised machine learning technique. The decision surface is specified by
a set of support vectors and their corresponding weights. The generalization error
is minimized by maximizing the margin along the decision boundary between the
two classes. Large margin hyperplanes were already discussed in 1973 by Duda and
Hart [121] and the development of SVMs continued with [137, 138]. Vapnik gave
the probably most extensive description in 1995 [62]. A very clear, comprehensible,
and self-contained tutorial was published by Burges in 1998 [139].
Burges [139] stated that the problem, which drove the development of SVMs, can
be described as the goal to achieve the best generalization performance on a given
learning task with a finite amount of training data. Therefore, the right balance
needs to be found between accuracy on a particular training set and the capacity of
the machine. The capacity describes the ability of the machine to learn any training
set without error. A machine with too much capacity will overtrain easily, as it
tends to learn a given data set perfectly, even when the data set contains outliers,
thereby sacrificing its generalization ability.
Given a learning machine that is defined by a set of possible mappings x 7→ f(x, α)
with the adjustable parameters α. For a fixed, finite number of observations l, the
empirical risk Remp(α) is calculated as the mean error rate on the training set [139].
Remp(α) =
1
2 l
l∑
i=1
|yi − f(xi, α)| (2.28)
The term 1
2
|yi − f(xi, α)| is called the loss. Now for some η with 0 ≤ η ≤ 1 the
following bound on the actual risk holds with probability 1− η [62]:
R(α) ≤ Remp(α) +
√
h(log(2l
h
) + 1)− log(η
4
)
l
(2.29)
The non-negative integer h is called Vapnik-Chervonenkis (VC) dimension. The
upper bound on the expected risk consists of the empirical risk Remp and the so-
called VC confidence.
Vapnik-Chervonenkis Dimension The VC dimension is a measure of the ca-
pacity of a set of functions implementable by a learning machine [140]. For a binary
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classification f(x, α) ∈ {−1, 1} ∀x, α it follows that l points can be labeled in 2l
possible ways. If a member of the set {f(α)} can be found, which correctly assigns
those labels, then that set of l points is said to be shattered by that set of functions
{f(α)} and the VC dimension is equal to that number of points h = l. That means
that the VC dimension is h, if there exists at least one set of h points that can
be shattered by a function contained in the set {f(α)}. In general it will not be
possible to shatter every set of h points.
Figure 2.7: Three points labeled in all possible ways and each time shattered by a
line: the Vapnik-Chervonenkis dimension is 3.
By searching for a learning machine that minimizes the right hand side of (2.29),
the upper bound on the actual risk is minimized, thereby minimizing the expected
risk on the classification task. The objective is to choose a learning machine that
minimizes not only the empirical risk Remp(α) on the training set, but also to search
for the learning machine whose associated set of functions has minimal VC dimension
h. A small VC dimension therefore points to high generalization ability.
The VC dimension depends on the chosen class of functions while the empirical
and actual risk depend on the particular function that is chosen by the training
procedure [139]. The principle of structural risk minimization (SRM) in now to find
the specific subset of the chosen set of functions, which minimizes the risk bound
for that subset.
2.5.4.1 Linear Support Vector Machines
The simplest case of SVMs are linear machines. The next section will explain the
theory behind linear machines trained on separable data. Afterwards, non-separable
data will be taken into account. In section 2.5.4.2 nonlinear problems will be covered.
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The Separable Case Using a linear machine trained on separable data, a sep-
arating hyperplane is constructed so that the points x that are on the hyperplane
satisfy w · x + b = 0. The normal to the hyperplane is w, ‖w‖ is the Euclidean
norm of w and |b|/‖w‖ is the perpendicular distance from the hyperplane to the
origin. d+ and d− are the shortest distances from the separating hyperplane to the
closest positive and negative samples respectively. For the linear separable case, the
support vector algorithm searches for the separating hyperplane with the largest
margin defined by d+ + d−. Fig. 2.8 shows a 2-dimensional example for two classes,
a separating plane and two parallel planes defined by the support vectors, which
are the closest samples to the separating plane and are denoted by an additional
circle. The problem can be rewritten using two additional hyperplanes H1 and H2
0
1
2
3
4
5
6
7
8
9
Figure 2.8: Linear separable problem and hyperplane
parallel to the separating hyperplane where the closest samples are on these parallel
hyperplanes and the training data satisfy the following constraints:
xi ·w + b ≥ +1 for yi = +1 (2.30)
xi ·w + b ≤ −1 for yi = −1 (2.31)
Equations (2.30) and (2.31) can be combined into one set of inequalities and rewrit-
ten as:
yi (xi ·w + b)− 1 ≥ 0 ∀i (2.32)
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For the points on the parallel hyperplane H1 the equality in (2.30) holds and H1
is defined by xi ·w + b = 1. Similarly, for the points on the parallel hyperplane H1
the equality in (2.31) holds and H2 is defined by xi ·w + b = −1. The perpendic-
ular distances of the hyperplanes H1 and H2 from the origin are |1 − b|/‖w‖ and
|−1− b|/‖w‖ respectively. Therefore, the margin between the two hyperplanes H1
and H2 is simply 2/‖w‖. In the separable case, no training points fall in between
these two hyperplanes and the maximum margin can be found by minimizing ‖w‖2,
subject to the constraints in (2.32).
Switching to a Lagrangian formulation [141, 142, 143] will replace the constraints
(2.32) by constraints on the Lagrange multipliers themselves, which are easier to
handle, and the training data will only appear in the form of dot products between
vectors [139]. For constraints in the form ci ≥ 0, as those in (2.32), the constraint
equations are multiplied by positive Lagrange multipliers and subtracted from the
objective function to form the Lagrangian.
L =
1
2
‖w‖2 −
l∑
i=1
αiyi(xi ·w + b) +
l∑
i=1
αi (2.33)
The gradient of L with respect to w and b is required to vanish in the saddle point
which gives the following conditions for the saddle point:
∂L(w, b, α)
∂w
= 0 =⇒ w =
∑
i
αiyixi (2.34)
∂L(w, b, α)
∂b
= 0 =⇒
∑
i
αiyi = 0 (2.35)
According to [62], substituting these conditions into the Lagrangian and taking into
account the Kuhn-Tucker conditions (also known as Karush-Kuhn-Tucker condi-
tions) the convex quadratic programming problem can be rewritten in the Wolfe
dual formulation [144, 145] as:
W (α) =
l∑
i=1
αi − 1
2
l∑
i,j=1
αiαjyiyj(xi · xj) (2.36)
This functional needs to be maximized in the nonnegative quadrant
αi ≥ 0, i = 1, ..., l (2.37)
under the constraint
l∑
i=1
αiyi = 0 (2.38)
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There is a Lagrange multiplier αi for every training sample, but only the points on
one of the hyperplanes H1 and H2, which are called support vectors, have αi > 0,
all other training samples have αi = 0. The support vectors with αi > 0 are the
points that are closest to the decision boundary and therefore are the most critical
samples in the training set.
Given a solution α0 = (α01, ..., α0l ) the norm of the normal vector w0 of the hy-
perplane is given by:
‖w0‖2 = 2W (α0) =
∑
i,j ∈ support vectors
α0iα
0
j (xi · xj)yiyj (2.39)
According to [62] the constant b0 can be calculated from any support vector x∗(1)
that belongs to the first class and any support vector x∗(−1) that belongs to the
second class as:
b0 =
1
2
[(w0 · x∗(1)) + (w0 · x∗(2))] (2.40)
Based on the optimal hyperplane, the separating rule can be written as the indicator
function
f(x) = sign
( ∑
i ∈ support vectors
yiα
0
i (xi · x)− b0
)
(2.41)
where the input vectors x occur only in form of the dot product with the support
vectors xi.
The Non-Separable Case: In the non-separable case the described algorithm
will not find a valid solution. Therefore, in non-separable cases it will be necessary
to relax the constraints (2.30) and (2.31), which can be accomplished by introducing
nonnegative variables ξi ≥ 0. Fig. 2.9 shows an example for a linear non-separable
case. The support vectors are again denoted by circles. Due to the relaxed con-
straints, the outliers at the wrong side of the plane can be handled. The slack
variables ξi lead to new constraints:
xi ·w + b ≥ +1− ξi for yi = +1 (2.42)
xi ·w + b ≥ −1 + ξi for yi = −1 (2.43)
ξi ≥ 0 ∀i (2.44)
According to [139] for an error to occur, ξi must exceed unity which leads to
∑
i ξi
being an upper bound on the number of training errors. A cost for errors can be
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Figure 2.9: Linear non-separable problem and hyperplane
introduced by changing the objective function from ‖w‖2/2 to ‖w‖2/2 + C(∑i ξi).
C is chosen by the user with a higher value for C corresponding to a higher penalty
for errors. The primal Lagrangian is given as:
L =
1
2
‖w‖2 + C
∑
i
ξi −
l∑
i=1
αi{yi(xi ·w + b)− 1 + ξi}+
l∑
i=1
µiξi. (2.45)
The Wolfe dual problem is now given by:
W (α) =
l∑
i=1
αi − 1
2
l∑
i,j=1
αiαjyiyj(xi · xj) (2.46)
with the constraints
0 ≤ αi ≤ C i = 1, . . . , l (2.47)
and
l∑
i=1
αiyi = 0 (2.48)
The only difference between the separable and the non-separable case is that the
Lagrange multipliers αi now have an upper bound C.
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2.5.4.2 Nonlinear Support Vector Machines
Fig. 2.10 shows an example of a nonlinear problem and a SVM trained using the
radial basis function (RBF) kernel. The support vectors are denoted by circles.
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Figure 2.10: Nonlinear problem and hyperplane
In the linear non-separable dual problem in (2.46) the training data only appear
in the form of dot products (xi · xj). Now the following mapping Φ of the data to
Euclidean space H according to [139] is used:
Φ : Rd 7→ H (2.49)
Equation (2.46) takes the form given in (2.50).
W (α) =
l∑
i=1
αi − 1
2
l∑
i,j=1
αiαjyiyj(Φ(xi) · Φ(xj)) (2.50)
If a so-called kernel function K can be found so that
K(xi,xj) = Φ(xi) · Φ(xj) (2.51)
then only K needs to be used for the calculation of the decision function and the
explicit knowledge of the mapping Φ is unnecessary. One commonly used kernel
function is the Gaussian RBF kernel given in (2.52).
K(xi,xj) = exp
(
−‖xi − xj‖
2
2σ2
)
, σ > 0 (2.52)
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The separating hyperplane is still a linear hyperplane, only the space which is used
for the separation has changed. In the test phase given a test sample x the value
that needs to be calculated is given in (2.53)
f(x) =
Ns∑
i=1
αiyiΦ(si) · Φ(x)− b =
Ns∑
i=1
αiyiK(si,x)− b (2.53)
where the si are the support vectors and Ns is the number of support vectors. Again
the explicit transformation of the data can be avoided by using the kernel function
K. The dual problem for the nonlinear case can now be rewritten as
W (α) =
l∑
i=1
αi − 1
2
l∑
i,j=1
αiαjyiyjK(xi,xj) (2.54)
with the constraints
0 ≤ αi ≤ C i = 1, . . . , l (2.55)
and
l∑
i=1
αiyi = 0 (2.56)
Mercer’s condition: To ensure that the resulting quadratic programming prob-
lem has a solution, the kernel function needs to satisfy Mercer’s condition as stated
in [139]. The expansion
K(u, v) =
∞∑
k=1
akΦk(u)Φk(v) (2.57)
with positive coefficients ak > 0 describes an inner product in a feature space. To
guarantee, that this expansion exists, it is necessary and sufficient to fulfill the
condition ∫∫
K(u, v)g(u)g(v) du dv > 0 (2.58)
for any g(x) 6= 0 such that the integral in (2.59) is finite.∫
g2(u)du <∞ (2.59)
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Kernels: The most common kernels are the following:
linear : K(xi,xj) = xTi xj (2.60)
polynomial : K(xi,xj) =
(
γxTi xj + r
)d
, γ > 0 (2.61)
RBF : K(xi,xj) = exp
(−γ ‖xi − xj‖2) , γ > 0 (2.62)
sigmoid : K(xi,xj) = tanh
(
γxTi xj + r
)
(2.63)
Equation (2.60) is the linear kernel as presented in section 2.5.4.1 on linear SVMs.
The kernel presented in (2.61) gives a decision boundary that is a polynomial of
degree d. In many cases the simpler form
K(xi,xj) =
(
xTi xj + 1
)d (2.64)
is used for the polynomial kernel. The RBF kernel in (2.62) is a more general form
of the Gaussian RBF in (2.52). In this case the support vectors si in (2.53) are
the centers of the RBFs. Therefore, Ns RBFs are generated automatically during
the SVM training phase, where Ns is the number of support vectors. The results
of Gaussian RBFs are reported in [140] to be excellent compared to classical RBFs.
Equation(2.63) results in a two-layer sigmoidal neural network. The architecture
is automatically determined by the SVM training, but Mercer’s condition is not
satisfied for all values of the parameters γ, r and all values of the data ‖x‖2. An
overview of classes of kernels for machine learning applications is given in [146] and
it was stated, that it is important to choose a suitable kernel for the given task.
Fig. 2.11 shows a classification problem and two SVM classifiers trained on the
data set. The first classifier uses an RBF kernel and the second classifier uses a
polynomial kernel.
Apart from the kernel parameters there is only one user-defined parameter —
the error penalty C. The kernel highly defines the generated decision boundary but
the best choice of a kernel for a given problem is still a research issue. The most
common method to determine the kernel parameters and the error penalty C is to
use a grid search algorithm in combination with either n-fold cross validation, where
n is the number of equally sized subsets that are generated from the training set, or
using a leave-one-out procedure, which basically is a n-fold cross validation where
n is the number of training samples. One of the subsets is kept for validation and a
SVM is trained on the remaining subsets. This procedure is repeated for all subsets
and the calculated classification rate is used as an estimate of how good the current
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(b) polynomial
Figure 2.11: Support vector machines using RBF and polynomial Kernel
parameter set is. Performing this calculation for the whole grid, which in case of
Gaussian RBF has 2 dimensions, C and σ, the best parameter set is determined by
the highest classification accuracy.
Alternative methods have been proposed in [147], where two methods were sug-
gested, one based on the span and the other based on rescaling the data in feature
space. Another approach was presented in [148] and uses the class separability mea-
sure to estimate the σ parameter of a Gaussian RBF and the radius-margin bound
to predict the optimal value of C. In [149] the grid search was reduced to two linear
searches by first searching the best parameter C˜ for a linear SVM and then searching
for the best pair of parameters (C, σ2), which satisfy
log σ2 = logC − log C˜. (2.65)
In general, small values are preferred for C as they limit the error penalty and
therefore avoid overtraining of the SVM. For a high value of C, an overly complex
decision boundary might be created in order to avoid errors, which in fact may
be outliers or ill-labeled samples, thereby leading to an overtrained classifier with
small generalization capability. On the other hand, a large value is preferred for
σ. As a large σ in a one-dimensional Gaussian bell curve gives a wide distribution
more points are covered by the according RBF. Small values of σ might lead to the
generation of a separate RBF for each training point, which would create a highly
overfitted classifier.
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Figure 2.12: An example of an overfitted classifier
Generalization in High-Dimensional Space According to [62], the expecta-
tion of the probability of the test error for the hyperplane with maximal margin is
bounded by
E (Perror) ≤ E
(
min
(
m
l
,
R2 |w|2
l
,
n
l
))
(2.66)
where l is the number of samples in the training set, m is the number of support
vectors, R is the radius of the sphere containing the data, |w|−2 is the value of the
margin and n is the dimensionality of the input space.
Equation (2.66) contains three terms that can lead to good generalization perfor-
mance:
1. The expectation of the data compression is large, that means, a small number
of support vectors m compared to the number of training data l and therefore
m
l
is small.
2. The expectation of the margin is large, which means that |w|2 is small and
therefore R
2|w|2
l
is also small.
3. The input space is small resulting in a small number of input space dimensions
n opposed to a high number of training samples l, which leads to n
l
being small.
Vapnik [62] states that classical approaches ignore the large data compression (1.)
and the large margin (2.) and rely on the small input space (3.) for generalization
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performance. SVMs on the other hand ignore the dimensionality of the input space
(3.) and rely on the large data compression (1.) and the large margin (2.). In [150]
a method to generate a reduced set of vectors was presented. A lower number of
support vectors means higher data compression, a reduced complexity of the decision
rule and a decreased calculation time.
Support Vector Machines and Neural Networks An interesting note on neu-
ral networks and SVMs was given by Vapnik in [62]. He stated, that there is little
theoretic foundation for the good performances achieved by ANN. The theory behind
ANN neither offers a constructive way to prevent ending up at a local minimum,
nor is there an accurate method to control the capacity of the classifier for neural
networks. Nevertheless, by incorporating suitable heuristics, neural networks were
reported to generate very good results in several cases (e.g. on benchmark data
sets as the U.S. Postal Service set, the U.S. National Institute of Standards and
Technology (NIST) data set, and the UCI Machine Learning Repository data sets.)
Vapnik also stated that although the theoretical foundations of support vector ma-
chines looked more solid than those of neural networks, the practical advantages of
the new kind of learning machines still needs to be proven.
Unification of Models SVMs unify various conceptual models [62]:
1. They use structural risk minimization.
2. They highly compress the data using support vectors to represent the data
set.
3. They use a universal model to construct complex features (convolution of the
inner product)
4. A model of real-life data is used as the support vectors are part of the real-life
data set.
Therefore, it was stated, that the SVM is a very suitable object for theoretical
analysis.
2.5.4.3 Introduction to Multiclass Support Vector Machines
SVMs were developed as binary classifiers. Several methods have been proposed
to extend the capabilities of SVMs to multiclass classification problems. The most
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common approaches based on binary SVMs are one against one (OAO), one against
all (OAA) and directed acyclic graph (DAG).
For a problem with k classes, the OAO method constructs k(k − 1)/2 classifiers,
each trained on the data of two of the k classes. The OAA method trains only k
classifiers. One of the two classes used for training the binary classifier consists of
the samples of one of the k classes. The second class contains the input data of
all the other classes together. The training phase for the DAG classifier is identical
to the OAO method, generating k(k − 1)/2 classifiers. During test phase, a rooted
binary DAG with k(k − 1)/2 internal nodes and k leaves is used. Therefore, the
algorithm performs faster in the test phase, as not all nodes need to be taken into
account.
A comparison of these approaches to methods for solving the multiclass SVM
in one step was presented in [151]. It was stated, that the accuracy of the OAO
method was the highest for most of the data sets. The all-together methods, which
solve a multiclass SVM in one step, were computationally much more expensive.
The conclusion that was drawn from the experiment was, that the OAO method
and the DAG may be more suitable for practical use.
Another approach to using binary SVMs on multiclass problems are support
vector machine based decision tree (SVMDT), which have been studied in [152, 153,
154, 115, 125, 155, 114, 156].
SVM based DTs generate logically simple DTs with multivariate nonlinear deci-
sions [152]. Furthermore, SVMDTs resolve the unclassifiable regions that exist in
OAA and OAO and therefore also in DAGSVM approaches [153, 125]. These unclas-
sifiable regions consist of overlap regions and unknown regions as shown in Fig. 2.13.
The structure of a DT has to be selected very carefully to avoid error propagation of
misclassification errors in the top nodes [153]. Two basic tree structures are used in
the literature. The first separates one class from all the other classes at each node,
and the second approach clusters the data at each node into two sets and separates
them gradually. For the latter approach, a balanced tree can be enforced, leading to
a minimum tree depth, which can lead to reduced error propagation. The separabil-
ity measure that is used during tree induction can influence the tree structure and
therefore the classification accuracy. Two tree structures, one separating one class
at each node as in [154] and another that clusters the data, were compared in [125]
to a OAO classifier. As separability measure the equivalent distance described in
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Figure 2.13: Undefined and overlap regions in OAA and OAO approaches
section 2.5.1.1 was used. The results show that the SVMDTs perform better than
the OAO approach and that the DT using clustering performs better in most cases.
It is interesting to note that in [114] the OAA method was reported to outper-
form the other methods (OAO, DAGSVM, binary tree of SVMs (BTS), and SVMs
utilizing binary DTs (SVM-DTA) ), with the SVM-DTA performing second best.
On the contrary, in [151] the OAA method was reported to be the least accurate
compared to a OAA, a DAGSVM, and two multiclass SVMs and therefore the OAO
and the DAG methods were suggested for practical use.
2.5.5 Introduction to Multiple Classifier Systems
Several studies have been reported using multiple classifier systems. The theory is
to enhance classification accuracies by using either several different algorithms, by
using one classification algorithm on several input data sets, or by using one classifier
on one input data set and adapting weights or parameters. The outputs are then
combined. In [157] Benediktsson described consensus theory as being a research
field that deals with finding the consensus among members of a group of experts.
Consensus theory usually treats all available data sources separately and uses all the
available data only once. Several methods of combining information from different
data sources were proposed like linear opinion pool, logarithmic opinion pool and
some derived algorithms. The conclusion drawn in [157] was, that the statistical
multisource classifier, derived from the logarithmic opinion pool, performed well,
while the linear opinion pool did not perform well in many cases, especially when
the data sources were not in agreement. It was also stated that it is hard to determine
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optimal weights for both of these algorithms.
Most multiple classifiers are used as black box systems and it is increasingly
difficult to comprehend the interaction of variables that are providing the predictive
accuracy. This is acceptable for many applications as speech and letter recognition
or remote sensing, but it is critical to understand the classifier in applications like
analysis of medical experiments or diagnosis.
2.5.5.1 Bagging
In 1994 Breiman proposed an algorithm called bootstrap aggregating, better known
by its acronym bagging, to enhance classification accuracies in [158]. The main idea
is to generate several training sets, which are bootstrap [159] replicates of the learn-
ing set and therefore may be overlapping but not equal. These sets are used to train
a classifier on each of them. The output of all algorithms is then either averaged in
the case of a numerical output, or a plurality vote is used in the case of a class pre-
diction. Bootstrapping can increase accuracies but the underlying algorithm needs
to be an unstable prediction method. Instability in this context means that chang-
ing the training data set can cause significant changes in the constructed classifier.
E.g. decision trees are considered to be rather unstable classifiers, as the constructed
decision tree depends highly on the distinct training data instances, while kNN was
shown to be a stable classifier in [160]. With stable classifiers, bagging can slightly
degrade the classification accuracy. Several tests were performed in [158] with the
conclusion, that it is a relatively easy way to improve existing methods and works
well on unstable classifiers, where it can substantially improve classification accu-
racy. The tradeoff is the loss of a simple interpretable structure when using a base
algorithm like DTs.
In [161] a classifier system called "BAGFS" was used, which is similar to bagging
but in addition to the bootstrap replicates of the training sets multiple feature
subsets are used. The base classifier in [161] was a C4.5 DT with default parameters
and pruning. The outputs were combined using plurality voting and the results were
better than those of a 5-nearest neighbor classifier and a C4.5 classifier.
2.5.5.2 Boosting
One of the best-known boosting algorithms, and the first one that could adapt, was
AdaBoost (short for adaptive boosting), which was introduced by Freund in [162].
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A brief introduction to boosting was given by Schapire in [163]. AdaBoost takes a
weak base classifier that can operate on weighted input data and calls it T times.
The first weak learner is trained using equal weights on all training samples and
a weak hypothesis is given. The weights of the incorrectly classified samples are
increased. With this adapted weights the next classifier is trained yielding another
hypothesis and the process is repeated T times. This leads to classifiers that focus
on the previously misclassified examples. The final hypothesis H(x) for the sample
x is a weighted majority vote of the T weak hypothesis ht with the weight factors
αtas given in (2.67).
H(x) = sign
(
T∑
t=1
αtht(x)
)
(2.67)
AdaBoost has several interesting theoretical properties. First, if each hypothesis,
given by one of the weak classifiers, is slightly better than random such that γt >
0, with γt measuring how much better than random the prediction of single base
classifier t is, then the error on the training set drops exponentially fast. Equation
(2.68) describes this relation, which was proven by Freund and Schapire in [162].
et ≤ exp
(
−2
∑
t
γ2t
)
(2.68)
Second, the bound on the generalization error suggests, that boosting will overfit
when looping too many times. According to [163], it has been empirically observed,
that this is most often not true in practice. Instead AdaBoost will sometimes even
continue to reduce the generalization error, even when the training error has already
reached zero. In response to the empirical findings, the analysis in [163] investigates
the margins of the training examples and concludes that boosting continues to max-
imize the margins of the training samples even after the training error reached zero,
which corresponds to a drop in the test error. Furthermore, it was reported, that the
margin theory indicates parallels to the SVMs described in chapter 2.5.4. Schapire
also stated that AdaBoost is fast, easy to use and has only the number of loops T
as a parameter. The results depend on the data and the weak learner that is being
used and boosting is susceptible to noise.
Quinlan compared bagged and boosted versions of C4.5 in [164] and concluded
that both yield significantly more accurate classifiers than the standard C4.5 algo-
rithm. In the tests boosting appeared to be more effective than bagging but the
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performance of bagged C4.5 was more stable than the performance of the boosted
version of C4.5. But Quinlan also cited Freund and Schapire to have run tests on
bagged and boosted versions of C4.5 and finding bagging much more competitive to
boosting. He assumes that the different test setups are responsible for the diverging
results.
2.5.5.3 Random Forests
Breiman introduced random forests in [165]. The name has a double usage as general
term for ensemble methods using DT-type classifiers and for a specific implementa-
tion by Breiman [166]. The basic idea of random forests in general is to generate
a large number of trees and combine their outputs by voting for the most popular
class. In [166] a margin function was defined, which measured to what extent the
average number of votes for the right class exceeds the number of votes for any other
class. It was stated that the confidence of the classification grows with the size of
the margin. Furthermore, using the Strong Law of Large Numbers, which states
that the average of the samples converges almost surely to the expectation value, it
was shown that random forests do not overfit as more trees are added but instead
a limiting value of the generalization error is produced. This upper bound of the
generalization error is given in (2.69).
PE∗ ≤ ρ¯(1− s2)/s2 (2.69)
Two values are important for the generalization error of random forests: the strength
of the individual classifiers s and the correlation between the classifiers ρ. A ratio
that is a helpful guide in understanding the functioning of random forests is the c/s2
ratio given in (2.70), where ρ¯ is the mean value of the correlation.
c/s2 = ρ¯/s2 (2.70)
The c/s2 ratio is the correlation divided by the square of the strength. The smaller
this ratio, the smaller will be the generalization error. To improve the accuracy, the
randomness, which is injected to create the individual trees in the forest, needs to
minimize the correlation ρ while preserving the strength s.
One method of creating a random forest is to grow several classification trees,
each trained on a bootstrapped sample of the training data, and determine the
combined classification by a majority vote. Another method randomly selects inputs
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or combinations of inputs at each node to grow each tree. Two strategies were
proposed in [166], the first one randomly selects F input features. The second one
F times randomly select L features, multiplying each with a coefficient that is a
uniform random number in [−1, 1] and adding the multiplied features to generate a
new feature as a linear combination of the original features. In both cases F features
are randomly selected or calculated as linear combinations and a search is performed
on these F features to find the best split.
It was also reported that, in contrast to AdaBoost, random forests yield better
results in the presence of noise, as they do not concentrate weight on any subset of
the instances. AdaBoost on the other side will concentrate the increasing weight on
instances, which are misclassified due to incorrect class labels. The incorrect samples
will persist to be misclassified and the weights will increase even more. Breiman
also stated, that the results of random forests are competitive with boosting and
adaptive bagging while not progressively changing the training set. According to
his work, random inputs and random features produce good results in classification,
but inferior results in regression and the results depend on the way that is used to
inject randomness into the process.
In [167] a random forest was applied to a multisource remote sensing classifica-
tion problem and compared to bagging and boosting methods. It was noted that
ensemble methods are in general considered to be black-box classifiers. The ran-
dom forest was reported to outperform boosting and bagging in general regarding
overall accuracy, but was outperformed by boosting with a j4.8 DT as base classi-
fier. Furthermore the random forest classifier was reported go be advantageous for
multisource classification as it is nonparametric and no statistical model is needed.
2.5.5.4 Other Multiple Classifier Systems
In [20] another multiple classifier approach was presented with an ensemble of SVMs
where the outputs were fused by another SVM. The algorithm was compared to sev-
eral single classifiers and SVM classifiers combined by majority voting and absolute
maximum and the results will be given in chapter 2.5.6. Another approach based on
SVMs was presented in [21] where a simple random mechanism, which was inspired
by random forests, was used to create the individual SVMs. The outputs were fused
based on a weighted majority vote. Each classifier was based on a random subset of
the training data. The unused training samples were used to estimate the average
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classification accuracy ρi of each classifier independently. From the average accuracy
the weight bi for the classifier was calculated as given in (2.71)
bi(x) = log
ρi
1− ρi (2.71)
It was stated that the proposed method generated better results regarding classifi-
cation accuracy and visual quality of the classification map compared to a similar
approach using a CART as a base classifier, a random forest approach, a Gaussian
maximum a posteriori probability classifier, a SVM and two versions of Markov ran-
dom fields. However, the test areas were small and performance of the approach
was not tested on a larger area.
A spatial classifier, a k-nearest neighbor algorithm, and a linear discriminant clas-
sifier were combined by a sum rule, a product rule, and two versions of a stacked
regression in [168], thereby using an ensemble of different classifiers instead of differ-
ent versions of the same base classifier. For some individual classes, the classification
accuracy was decreased by the ensemble classifiers compared to the single classifiers.
But the overall accuracies were significantly higher for the ensemble classifiers. This
led the authors to the conclusion that the classifiers need to be chosen carefully by
taking single class accuracies into account, to avoid a decrease in class accuracy.
The product rule was found to be almost as good as the stacked regression while
being much simpler and faster to calculate.
2.5.6 Comparison of Algorithms
Several studies comparing remote sensing classification algorithms have been pre-
sented. [100] compares a SVM to a ML classifier, an ANN classifier and a DT
classifier for land cover classification based on satellite images. A spatially degraded
TM image at a resolution of 256.5m per pixel and a corresponding reference map
were used in the evaluation study. Random sampling was used for training sample
selection. It was stated that when using seven input variables, the SVM was more
accurate than the DT or ML classifiers and it gave significantly better results than
the ANN classifier in six of the 12 training cases and though insignificantly, gave
higher accuracies than ANN in five of the remaining six training cases. With only
three input variables, the ANN performed better than the SVM. It was stated that
the applicability of the SVM to non-linear decision boundaries depends on whether
the decision boundaries can be transformed into linear ones by mapping the input
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data into a high-dimensional space and with three input variables the SVM might
have less success in transforming complex decision boundaries in the original input
space into linear ones in a high-dimensional space. The ML classifier was reported
to give the least accurate results in most of the training cases. Further comparisons
regarding algorithm stability and speed as well as impacts of non-algorithmic factors
were also reported.
Multiple classifiers were compared to the used base classifiers to obtain baseline
results for multiple classifiers in [112]. The used algorithms were the minimum Eu-
clidean distance (MED) classifier, the Gaussian ML classifier, a conjugate-gradient
backpropagation (CGBP) ANN algorithm with two and three layers, a decision ta-
ble, a j4.8 [107] DT, which is an implementation of the C4.5 [129] revision 8 decision
tree, and a simple 1R classifier [169], which uses only one feature, when it determines
a class. MED and 1R gave very low results. The ranking of the single classifiers
averaged for the four test cases in descending order is: CGBP, j4.8 DT, decision ta-
ble, ML. In most cases the best results were achieved using the boosting algorithms
on the j4.8 DT classifier. In one case boosting the 1R classifier and boosting the
decision table were superior. In most of the cases boosting gave better results than
bagging when comparing the two methods using the same base classifier. Relatively
good results were also achieved using consensus theory on the CGBP algorithm,
where the logarithmic opinion pool performed better than the linear opinion pool.
A SAM was compared to a ML classifier using hyperspectral data in [113]. Dif-
ferent texture measures were compared and the ML classifier was reported to yield
generally higher accuracy results than the SAM. Sieve and clump post-classification
algorithms were applied to the classification result to remove isolated pixels, which
occurred due to the pixel-based approach. This procedure enhanced the results by
several percentage points.
[20] compared a ML classifier, a DT, a DT using the boosting algorithm, a SVM
and fused SVMs. The fused SVMs use an SVM-based decision fusion of several SVMs
trained on the individual data sources. The comparison was based on multisensor
data sets. The fused SVMs were reported to outperform the other algorithms. From
the single classifiers the boosted DT and the SVM performed best.
In the context of land cover change, [170] compared the ML classifier, SVMs
and DTs based on two Landsat images, one Landsat 5 TM image from 1986 and one
Landsat 7 enhanced thematic mapper plus (ETM+) image from 2001. He concluded
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that high overall accuracies were obtained for all three techniques. However, the DTs
performed slightly better with a difference of 3 percentage points for the first image
and a difference of 0.4 percentage points for the second image.
Based on hyperspectral remote sensing images SVMs were compared to a RBF
neural network and a k-nearest neighbor classifier in [123], where SVMs proved to
be much more effective in terms of classification accuracy, computational time and
stability to parameter setting. Furthermore, it was stated that SVMs have low sen-
sitivity to the Hughes phenomenon (or Hughes effect) [171], which describes that
the predictive power of a classifier can reduce as the dimensionality increases. In
addition, four strategies to use binary SVMs for multiclass problems were assessed:
OAO, OAA and two hierarchical tree structures, whereof the first generates a bal-
anced tree and the latter uses the OAA method in a tree structure. The parallel
architectures (OAO and OAA) were reported to perform slightly better than the
hierarchical tree structures, which was partly explained by the risk of error propa-
gation through the tree structure. Another explanation was that simple information
as the class prior probabilities, which were used to create the tree structure, cannot
properly take into account the underlying affinities among individual classes.
Comparing algorithms is difficult in the case of remote sensing. First, the con-
ditions have to be equal for each algorithm in the context of data, resolution, used
bands and classification schemes. This is usually true for comparative studies. How-
ever, the differences often are very small and depend highly on these conditions.
Therefore, one algorithm that performed best in one study might not be the best
for a different problem. This effect is comparable to the No Free Lunch Theorem
described in [172] for optimization, which states that any superior performance on
one problem is paid for by inferior results on other problems. Some studies also use
several different test cases and get varying results regarding the best classifier.
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Chapter 3
Data Acquisition and Test Areas
The available input and reference data is the most important factor in tree species
classification. The reference data is critical, as it is the information that classifiers
are trained and validated on. As described by Congalton and Green in [27] the
expression ground truth data is often used. However, the term ground truth data
gives the impression, that this data set is true and therefore correct. An assumption
which is violated in many cases as the ground truth data set is also subject to
measurement errors or misclassifications. Nevertheless, it needs to be assumed to
be correct to implement the training and validation phases. It is suggested to use
the term reference data instead, which states what the data is used as a reference
and does not imply that the data set is correct.
In order to understand the developed algorithms and methods in the following
chapters, it is important to have detailed knowledge of the available data sets that
were used. Section 3.1 will therefore introduce additional preprocessing steps and
the resulting data sources that will be used for the classification and section 3.2 will
give insight on the available reference data sources in more detail, including detailed
analysis of the available reference data sources and their quality. The test areas
are described in more detail in sections 3.3.1 - 3.3.3. Each test area has a size of
about 300 km2 and in each area up to nine tree species groups need to be classified.
For each test area, the available reference data was analyzed and validated and the
results are presented in the according sections. Due to missing reference data, in
some test areas only a subset of the species groups can be properly trained and
therefore classified. According to the specification given by Congalton and Green
as described in section 2.4 and in [27], for a map with less than 12 classes and less
65
66
than one million acres (∼ 4047 km2), 50 samples per class should be used as test set.
Both conditions are met in all the training areas described below and therefore a
minimum of 50 samples per species for the test set is used. Two separation schemes
for the available training data are widely used:
• 2/3 training samples, 1/3 test samples
• 1/2 training samples, 1/4 validation samples, 1/4 test samples
Combining these rules with the minimum number of 50 test samples that is needed
for a reliable accuracy analysis, a minimum number of 150–200 reference samples
per tree species for training and testing is required. These sample sizes are hard
to achieve for tree species classification applications, as it is not possible to use
photo interpretation as reference data. Even for experts it can be very hard or
even impossible to correctly classify all nine species groups used here in airborne
images and therefore field measurements are needed. As field measurements are
very expensive, reference data is rare. More detail on this problem will be given in
section 3.2.
Apart from the reference data, the input data that the classification is performed
on, is very important. Especially for a complex task as tree species classification, it
is necessary to ensure, that a discrimination of the species in the chosen classification
scheme is possible based on the available input data. This problem will be analyzed
in more detail in section 4.2.
The combination of large test areas (∼ 300 km2) and high resolution data, makes
it necessary to subdivide the area for data storage and data handling. Therefore,
all input data is tiled into quadratic tiles of 500 x 500m, such that the lower left
coordinates of each tile can be divided by 500 without remainder.
3.1 Derivative Products
For all test areas secondary derivative products were calculated from the recorded
airborne Light Detection And Ranging (LIDAR) data. These derivative products
give easier access to specific information in the data sources. The first derivative
product described here is the normalized digital surface model (nDSM) described in
section 3.1.1. A description of LIDAR intensity data is given in section 3.1.2 and
the second derived product, the region images, are described in section 3.1.3 .
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3.1.1 Differential Model
The original LiDAR data contains full response waveforms. These can be analyzed
for distinct return pulses. These pulses are classified into first echo, intermediate
echoes and last echo. The echos are recorded as 3D Points in a point cloud.
A digital terrain model (DTM) gives the heights above sea level of the ground.
It is extracted from airborne LIDAR data by using the last recorded echos. Points
that do not belong to the actual ground level need to be filtered. The point cloud
is then rastered and missing grid points are interpolated.
The digital surface model (DSM) is calculated from the first recorded echoes,
which are filtered for disturbances caused e.g. by birds and aerosols. The DSM
usually contains a larger number of points, as it is the top layer of the site, which
in the case of forests is the canopy, whereas the ground in a dense forest will be
harder to measure as the canopy needs to be penetrated before the laser beam hits
the ground and the reflection again needs to penetrate the canopy before its return
is recorded.
From these two models a nDSM can be generated by subtracting the DTM from
the DSM which gives a model that contains only objects like trees and buildings. An
example of a normalized differential surface model visualized as a grayscale image
is shown in Fig. 3.1 The nDSM can be used to detect trees and to measure their
Figure 3.1: Normalized digital surface model (nDSM)
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heights. The nDSM also allows a more detailed view of the tree crowns as the
terrain information is removed and only the main information of interest remains.
Another property of tree heights is that they are a rough approximation of the tree
age, although the mapping from tree height to tree age needs to be different for
each species. The tree height can be used as additional information in classification
algorithms as the spectral reflectance of young trees differs significantly from the
spectral reflectance of mature trees.
3.1.2 LiDAR Intensity Data
Most remote sensing laser scanners operate in the near infrared (NIR) part of the
spectrum. The interesting feature is the return time of the emitted pulse. The in-
tensity of the return pulses is often used only for rating the return signals. However,
as the NIR range of the spectrum is very interesting for tree species classification,
LIDAR intensity can be used as an additional input data source for classification.
Fig. 3.2a shows the original LIDAR intensity data.
(a) original data (b) median filtered data
Figure 3.2: LiDAR intensity data
Unfortunately, laser scanner manufacturers have only recently noticed, that the
intensity values are an interesting band for many remote sensing applications. There-
fore, the intensity values are often poorly calibrated. This might be one reason for
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the unsatisfactory appearance of the original LIDAR data. In Fig. 3.2b, the original
LIDAR data was median filtered, to remove the highly inhomogeneous effects in
the image. The used median filter had a size of 3x3 pixels. Although the image
appears to be more homogeneous and seems to be less noisy, it is still quite inho-
mogeneous.It is also interesting to note that although the laser scanner operated in
the short wavelength infrared (SWIR) infrared area, the characteristics of the re-
sulting image differs from the SWIR band of the Système Probatoire d’Observation
de la Terre (SPOT) satellite data shown in Fig. 3.3a. As the SPOT satellite has a
resolution of only 20m per pixel in the SWIR band, the image has a much lower
resolution than the intensity image with only 0.4m per pixel. Nevertheless, it can
be seen that the area in the lower left of the intensity image is lighter then the area
in the center of the image, while in the SPOT satellite SWIR band the lower left
part of the image is darker than the center area.
(a) SWIR (b) NIR
Figure 3.3: SWIR and NIR bands
Other remote sensing laser scanners operate in the short wavelength range of the
near infrared (IR-A) part of the spectrum and would therefore be expected to provide
intensity data similar to the infrared band extracted from the color infrared aerial
images, which is shown in Fig. 3.3b. However, the characteristics of the intensity
image highly depend on the calibration of the sensor and the data procession chain
and is still a subject of research.
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3.1.3 Region Images
Region images are extracted from the normalized differential surface model by first
using a gaussian filter and then using a watershed algorithm to find the tree crown
area for each tree. The approach is parameterized in a way that prefers over-
segmentation to under-segmentation. That means that one region can be only be a
part of a tree, but it should be avoided that one region contains two or more trees.
The regions are used as objects for object-based image analysis. Therefore more
than one tree in a region will lead to problems if they belong to different species,
whereas one tree divided into several regions should not have that much of an im-
pact as each region should be classified as the correct species. In this case, when the
results are color-coded in a map the whole tree will be covered by the correct tree
species color code.
The regions are calculated per tile and each region is assigned a color that is
unique within the current tile. As the input data for the calculation is in raster
format and the output data of the subsequent process is also in raster format, it
stands to reason to also keep the intermediate product in raster format. The color
coding allows an easy extraction of all individual regions per tile. An example of a
region image is shown in Fig. 3.4a. Fig. 3.4b shows the according nDSM.
(a) Objects (b) nDSM
Figure 3.4: Region image and associated nDSM
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3.2 Reference Data
Reference data for tree species classification is very expensive to obtain. For one, it
is not possible to generate the data using visual image interpretation, because even
experts are having difficulties determining single species based solely on remote
sensing images and satellite data. An unreliable reference data set influences both,
training and testing phase. During training phase, the classifier is trained with
unreliable and possibly faulty data, which leads to decreased classification abilities.
During testing phase, unreliable and possibly faulty data is used to assess accuracy.
Points that were classified correctly but have wrong labels in the reference data set
would lead to a reduced accuracy, which would not be due to limited performance
of the classifier, but due to the unreliable test data. Therefore, it is imperative, to
avoid unreliable data. In visual image inspection by experts, only sample points
that are rather easy to identify for a human would be selected. These points are
most likely easy to discriminate by an algorithm too, thereby biasing the result and
leading to an overestimation of the classification accuracy in two ways. First, the test
samples are easy to classify, therefore giving a high classification accuracy. Second,
the samples used during training are also easy to identify, thereby neglecting more
difficult data points and increasing the probability of misclassifying data points that
are not as clear to classify. These difficult data points are not part of the training
set and therefore cannot be learned by the algorithm.
Another way to acquire reference data is in the field. In forest areas additional
difficulties regarding reference data acquisition arise. GPS gives very poor results
under closed canopy. Therefore, very good receivers need to be used and longer time
periods are needed to get a single reliable measurement. But single measurements
of advanced GPS receivers with filtering options to obtain precise results might
still not be precise in dense forests. Therefore, several measurements are needed
to calculate a better estimate. In some cases it will even be necessary to take
the GPS measurements at an opening and measure the angle and azimuth of the
sample trees relative to the measurement point in the opening. In large dense forest
stands, several consecutive measurements might be needed from an opening to a
designated sample tree. These subsequent measurements increase the probability
of measurement errors, simply due to the number of readings but also due to error
propagation in the chain of measurements. Small deviations in the first angular
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readings can be propagated and lead to significant displacements of the samples.
Forests can also be difficult to access due to steep terrain, dense understory
and scrubs. They are often located at rather remote locations, which also leads to
increased travel time and costs for reaching the designated sample areas. Never-
theless, without reliable reference data, neither training of algorithms nor accuracy
assessment are possible and worthwhile. One part of the required reference data for
forestry applications can be taken from sample inventories. The remaining missing
samples need to be additionally measured in the field.
3.2.1 Sample Plot Inventory
Sample plot inventory is measured on a national scale in many countries. It is
recorded on a regular basis in Germany every 10 years with a grid of 1 km. In the
federal state of North Rhine-Westphalia (NRW) the grid was extended with 500m
and 250m grid points for the state owned forest areas between 1994 and 1999. All
inventory points are shifted by 200m in each direction compared to the grid points.
The reason for the shifting is that image data is often tiled and the start coordinates
are usually rounded. So with the grid points located at the regular 500m raster, at
least some of the points are located at the very edge of an image tile. The 200m
shifting is used to avoid this for the sample plot inventory points. The actually
measured points are located in very close proximity to these inventory points. As
the points have been introduced several years ago, when measurements were not as
precise as they are today, a small displacement can occur. The points were marked
by metal markers in the ground, which can be located using a metal detector. In
a 12m radius around the marker, each tree with a stem diameter at breast height,
which is defined at 1.3m, of at least 15 cm is measured with its position, diameter
at breast height, tree height and additional forestry parameters. An example of
a sample inventory plot is shown in Fig. 3.5. For the use as reference data for
remote sensing applications, the visibility from above is an important property that
should be assessed along with the other parameters. Several of the measured trees
might actually be understory trees and therefore not or hardly be visible in remote
sensing images. These tree samples should be excluded from the analysis as the
available image data source does not allow the classification of understory trees.
Some studies have been presented that engage mapping understory in [173, 174],
but these concentrate on the detection of understory and do not classify understory
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Figure 3.5: Sample plot inventory point with 2m, 3m and 12m radius and
numbered sample trees.
tree species.
Sample plot data needs to be acquired close to the image acquisition date in order
to be used as reference data. For one, it has to be acquired at approximately the
same time or after the image data to ensure that the measured trees are visible in
the remote sensing images. Reversing that order creates the risk that in the mean
time sample trees have been felled either by humans or nature and therefore are
not visible in the images any more. Due to the slow growth of trees, it can be
assumed that no tree appears in the inventory data that did not exist when the
remote sensing image data was taken. The only possibility for such an unaccounted
tree sample is that a tree, which was formerly occluded by another tree, becomes
visible from above after the occluding tree was felled. However, due to sustainability
and economical reasons it is rather uncommon to fell the large trees and leave the
smaller trees standing. Therefore this case is expected to be rare and it can be
considered during sample inventory by reporting that a recently felled stump was
found in close proximity and therefore the sample might not be visible in the image.
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The visibility of these specifically marked samples can then be visually assessed in
the remote sensing data.
Another problem with stand inventory data is, that it is not stratified. It is also
not randomly distributed which is a requirement for some analysis methods. Due
to the even non-random distribution and the non-stratefied property of the data,
only the most common species in an area are likely to be covered by inventory data.
As listed in sections 3.3.1 to 3.3.3 in each test area there are some species that
are not present in the inventory data in sufficient numbers for classifier training
and accuracy assessment. Therefore, additional data needs to be acquired in field
measurements.
3.2.1.1 Position Accuracy
For the test areas Schmallenberg, described in 3.3.1, and Arnsberg, described in
3.3.2, only sample inventory data recorded between 1995 and 1999 was available.
As the image data had been acquired in 2007 and 2008 respectively some changes
occurred in the meantime. Furthermore, no information on visibility from above
the canopy is available for these samples. A visual inspection showed that, at least
for some sample plots, the pattern of the tree samples could be recognized in the
airborne images, which led to the development of an automatic position enhancement
algorithm described in section 4.1.3.
3.2.2 Full Inventory
The sample inventory data is not sufficient to provide enough reference data for
all tree species groups, as will be shown in section 3.3. Additional field data need
to be acquired, specifically for those species that are less common and therefore
underrepresented in the sample plot inventory data. To find areas where these
species are present, additional data sources like old forest inventory data can be
used in combination with recent airborne images. A geographic information system,
like a 4D-GIS, can be used to query an existing forest inventory database for a
specific tree species. Additional parameters, like the area in hectares that is covered
by the chosen species, can be used to find points with a significant amount of trees.
Further database entries like the canopy layer (e.g understory layer, canopy layer,
emergent layer) allow for a further reduction to the most promising points, as only
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tree samples that are visible in airborne images are of interest as reference data
for classification purposes, which excludes e.g. understory trees. The graphical
representation of the found forest stands in a 4D-GIS gives an overview of the area
and allows first estimates of the distance that needs to be covered to reach these
points and how scattered these points are. Fig. 3.6 shows and query result for forest
stands in an old stand inventory data set, which contain at least 1 ha covered by
Douglas firs that are at least 25 years old. In the case of old inventory data, airborne
Figure 3.6: Query result for forest stands with at least 1 ha covered by Douglas firs
at an age of at least 25 years. Selected forest stands are shown in yellow.
images should be used to identify cuttings, wind damages and other influences. If
trees can be identified in the airborne images and the trees are not specifically young,
it is save to assume that they are still of the same species as denoted by the stand
inventory data.
Although the described approach reduces the costs of full inventory data acqui-
sition by aiding in the process of finding the most promising points, the acquisition
of additional reference data is still costly. Another important point to consider is
the quality of the acquired data. GPS measurements in forests often contain er-
rors, especially in dense forests. The identification of single trees using only GPS
is highly error prone. Therefore, skilled surveyors are needed to ensure that correct
tree positions are measured. Otherwise incorrect reference data will be used to train
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and evaluate the classification.
3.2.3 Stand Inventory
In some forestry offices, stand inventory data is available. It consist of the geometries
of forest stands, which are embedded in a hierarchical structure, and thematic data
on the quality, species, volume and other parameters of the trees within the forest
stand and on site details. Stand inventory data is available for each stand as a whole,
even when several species occur. Therefore the derivation of a correct detailed map
is not possible as there is no or only vague information in which part of the stand
a specific species actually occurs in. Therefore, only pure stands might be used as
reference data. There are some additional problems which make it difficult to use
this data set. For one, it may not be up to date and therefore not correspond to the
available spectral and LIDAR data. Another problem is that the data set was found
to contain errors. Some of the information is difficult to assess from the ground,
especially in dense forest stands. Other data can only be obtained if the whole area
of the forest stand is inspected. In many cases some parts of the stands are difficult
to access and therefore are not visited due to time and cost issues. In the field, it can
even be hard to detect the correct course of the stand borders and therefore data
on parts of the forest stands might not be recorded or data on parts of neighboring
stands are recorded and assigned to the wrong stand geometry. On the other hand,
the thematic data set also contains information on understory trees. As opposed to
sample inventory data, stand inventory data is only available for government-owned
forest areas and usually no data on privately owned forest areas is available.
3.3 Test Areas
All test areas are located in western Germany in the federal state of North Rhine-
Westphalia as shown in Fig. 3.7. For all test areas, the available data sources consist
of airborne LIDAR data, airborne images, satellite images and reference data. From
the airborne LIDAR data, a DTM and a DSM are derived. The first contains the
elevation of the ground and the second gives the elevation of the highest surface
layer, including roofs, canopies, transmission lines, etc. The nDSM is calculated
as the difference between the DSM and the DTM. It contains only the heights of
vegetation, power poles and similar objects, without the height of the terrain. The
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airborne images consist of RGB color images and CIR false color images, where the
NIR band values are stored in the red band of the images, the red (R) band values
are stored in the green image band, and the green (G) band values are stored in the
blue band of the image.
tSchmallenbergtArnsbergt
Hoppengarten
Figure 3.7: Overview of Germany and the location of the test areas
©OpenStreetMap contributors (www.openstreetmap.org)
CC-BY-SA (www.creativecommons.org)
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The available satellite data sets differ for the test areas. In the early test areas,
the SPOT satellite was used. At the time, it was one of the satellites with the
highest resolution, that offered an additional SWIR band that was found useful for
tree species classification. In 2009 RapidEye’s constellation of 5 earth-observing
satellites became operational. These satellites offer an additional red edge (RE)
band that is located between the R band and the NIR band. Another potentially
interesting satellite is WorldView-2. Unfortunately, DigitalGlobe was not able to
provide images for the test area Arnsberg within the desired time slot.
Two sorts of reference data are available. The first one is a sample plot forest
inventory, which is described in detail in section 3.2.1. Inventory points are dis-
tributed in a regular grid in the whole federal state of NRW. At each inventory
point, all trees with a diameter at breast height of at least 15 cm in a radius of 12m
are measured with their exact position and additional parameters, including tree
species. The second sort of reference data is additional full inventory field data that
was acquired in addition to the sample plot inventory data to improve the reference
data base. This data set is only available for some test areas and the acquisition
schemes differ for each test area and will be described in detail in the respective
sections. For each test area, these data sets were analyzed and the results are given
in tables in the form of table 3.1
Table 3.1: Structure of the tables describing the available reference data sets
species total good missing duplicate shadow too low invalid
sp1 X Y Z R S T U
In table 3.1 variable X is the total number of available samples for the species
sp1. Y gives the number of good samples that can actually be used for analysis,
classification and testing. Z gives the number of samples that are missing to reach the
minimal number of 150 samples, that are needed to perform a statistical analysis. R
is the number of samples that are located within an object that also contains another
sample. These duplicate samples are ignored, as another sample within that object
is preferred, for example because it is higher. S gives the number of samples that
are located within objects that have a very low reflectance in the infrared band.
These object cover shadow areas with only limited information content and are
therefore neglected. T gives the number of samples located within objects that have
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a maximum height in the nDSM that is too low to be considered correct. For a
sample height to be accepted as correct, the height has to be at least 0.8 times
the height of the sample located within the object. And finally U is the number
of objects that are either located outside the test area or within objects that are
considered to be non-forest. Objects are considered to be non-forest if no canopy
can be detected in the nDSM.
3.3.1 Schmallenberg 2007 — Test Area 1
The test area Schmallenberg is located around the city of Schmallenberg. The
geographic location is 51◦08′N 8◦17′ E and the area has a size of approximately
284 km2. An overview of the test area is given in Fig. 3.8.
Figure 3.8: Test Area 1: Schmallenberg
The data sets were acquired in 2007. The LIDAR data set and the airborne
spectral data set were both externally commissioned. To gain an additional spectral
band, SPOT 5 satellite data was acquired. In addition to the NIR, R and G band,
the SPOT satellite also has a SWIR sensor that records the wavelengths between
1.580–1.750nm and can be useful for tree species classification. An overview and
further details on the airborne LIDAR data, airborne images and SPOT satellite
data that were available for the test area Schmallenberg are given in table 3.2.
The LIDAR data were acquired by Milan Geoservice GmbH in 19 sessions between
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Table 3.2: Data sources available for test area Schmallenberg
Data Description Sensor Res. Bands
DTM
airborne LiDAR Riegl LMS-Q560
0.4m
heightDSM 0.4m
nDSM 0.4m
RGB
airborne images HRSC
0.2m R, G, B
CIR 0.2m NIR, R, G
SPOT satellite images SPOT 5 10m NIR, R, G, SWIR
2007-05-29 and 2007-07-01 with a Riegl LMS-Q560 laser scanner at a hight of 400–
700m above ground. The airborne RGB and CIR images were acquired by the
German Aerospace Center (DLR) with a High Resolution Stereo Camera (HRSC)
camera as described in [175] in spring 2007 and processed to a resolution of 0.2m
per pixel. The SPOT 5 satellite data set had a resolution of 10m in the green, red
and near infrared bands and a resolution of 20m in the SWIR band, which was
rescaled to 10m per pixel to match the resolution of the other bands. The satellite
images were acquired on 2005-07-10 and 2006-07-03.
3.3.1.1 Reference Data
For the first test area, Schmallenberg, only a very limited reference data set was
available. Apart from the sample inventory data, full inventory single tree data of
one forest stand, acquired in spring 2008 was available. This stand only contained
spruce trees and isolated beech trees. Those species are already represented in the
sample inventory data by a sufficient amount of tree samples. Furthermore, the
measurements were found to suffer from measurement errors, such that in some
parts of the forest stand a large group of trees is dislocated relative to the tree tops
that are visible in the airborne images. This fact suggests that in some cases the
measurements of some of the reference points within the forest stand were incorrect
which leads to a dislocation of all the trees that were measured relative to these
faulty reference points.
Sample Inventory Data The sample inventory data within the test area Schmal-
lenberg were recorded between 1995 and 1999. The details are given in table 3.3,
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where three of the nine species group names are abbreviated, namely other broadleaved
species with long rotation time (OBL.), other broadleaved species with short rota-
tion time (OBS.) and Douglas fir (Dougl.).
Table 3.3: Sample inventory data available for test area Schmallenberg
species total good missing duplicate shadow too low invalid
oak 73 36 114 34 0 2 1
beech 1121 546 0 531 2 26 16
OBL. 90 30 120 56 1 1 2
OBS. 24 7 143 17 0 0 0
poplar 29 9 141 20 0 0 0
pine 1 1 149 0 0 0 0
larch 28 18 132 9 0 0 1
spruce 6024 2155 0 3466 178 162 63
Dougl. 7 5 145 1 0 0 1
It can be seen that only two species, namely spruce and beech, are represented by
a sufficient amount of reference data points. Therefore, the number of missing tree
samples for these two species is 0. For all the other species 114 or more additional
samples per species are needed to reach the minimum number of 150 reference data
points for training and testing as described in section 2.4.
3.3.2 Arnsberg 2008 — Test Area 2
The test area Arnsberg is located around the city of Arnsberg. The geographic
location is 51◦23′N 8◦03′ E and the area has a size of approximately 340 km2. An
overview of the test area is given in Fig. 3.9.
Arnsberg is the area with the most different available data sources. Therefore,
much of the work was developed based on this data set. Especially comparisons of
data sources were performed on the test area Arnsberg. In addition to the airborne
color (RGB) and color-infrared (CIR) images, the airborne LIDAR data and the
available satellite data sets, a hyperspectral Airborne Imaging Spectroradiometer
for Applications (AISA) data set was available for a small part of the test area
Arnsberg as shown in Fig. 3.10
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Figure 3.9: Test Area 2: Arnsberg
In addition, two different satellite data sets were obtained, a SPOT 5 data set
and a RapidEye data set as described in table 3.4.
Table 3.4: Data sources available for test area Arnsberg
Data Description Sensor Res. Bands
DTM
airborne LiDAR Riegl LMS-Q560
0.4m
heightDSM 0.4m
nDSM 0.4m
Intensity 0.4m 1550 nm
RGB
airborne images
Vexcel
Ultracam-X
0.1m R, G, B
CIR 0.1m NIR, R, G
AISA++
hyperspectral
images
AISA Hawk 1.5m
235 bands
975–2449 nm
SPOT
satellite images
SPOT 5 10m NIR, R, G, SWIR
RapidEye RapidEye 5m B, G, R, RE, NIR
The LIDAR data were acquired by Milan Geoservice GmbH between 2008-05-20
and 2008-07-01 with a Riegl LMS-Q560 laser scanner. A total of 13 sessions at a
hight of 600–1000m above ground was needed to cover the whole area. In addition
to the height data, the intensity data from the laser scanner, which operates at a
wavelength of 1550 nm, is also available as an additional data source for this test
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Figure 3.10: Subarea of test area Arnsberg which is covered by the AISA
hyperspectral data set
area. The airborne RGB and CIR images were acquired by bsf swissphoto with a
Vexcel Ultracam-X camera at a height of 1400m above ground and processed to a
resolution of 0.1m per pixel. They were acquired on 2008-07-01 and 2008-07-05.
The DLR performed true orthorectification on the images as described in [176]. The
hyperspectral data set was acquired with an AISA Hawk hyperspectral sensor. The
AISA Hawk hyperspectral sensor is a small airborne NIR and SWIR sensor. The
acquired data containes 320 pixels per scan line and 235 spectral bands in the range
of 975–2449 nm with a resolution of 6.3 nm for each spectral band. The data set
contains 5 parallel stripes and two additional transverse stripes with a total area
of 80 km2 as shown in Fig. 3.10. They were acquired on 2008-06-09. The SPOT
5 satellite data set has a resolution of 10m in the G, R and NIR bands and a
resolution of 20m in the SWIR band, which was rescaled to 10m per pixel to match
the resolution of the other bands. It was acquired on 2008-09-28. The RapidEye
data set was acquired on 2010-06-05 and 2010-05-22 and has a resolution of 6.5m,
which is rescaled to 5m in all five bands, namely blue (B), G, R, RE and NIR.
3.3.2.1 Reference Data
For the second test area, Arnsberg, sample inventory data and additional field data
were available for the analysis.
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Sample Inventory Data The sample inventory data were acquired between 1995
and 1999. Details on the available tree samples are given in table 3.5.
Table 3.5: Sample inventory data available for test area Arnsberg
species total good missing duplicate shadow too low invalid
oak 383 250 0 124 4 4 1
beech 1669 815 0 832 7 11 4
OBL. 149 56 94 93 0 0 0
OBS. 380 153 0 217 4 6 0
poplar 17 6 144 10 1 0 0
pine 64 30 120 34 0 0 0
larch 234 123 27 98 5 6 2
spruce 5541 1823 0 3234 199 190 95
Dougl. 122 58 92 54 5 3 2
Only four species are represented by a sufficient amount of reference data points,
namely oak, beach, OBS. and spruce. Larch is also represented by a rather high
amount of data with only 27 samples missing to reach the designated number of 150
samples for training and testing.
Additional Field Data Acquisition To aid the exploratory data analysis de-
scribed in section 4.2 including the hyperspectral data set, seven forest stands within
the area that are covered by the AISA hyperspectral sensor were fully surveyed in
the field. These stands are depicted in Fig. 3.11.
The data was acquired in spring and summer 2009. The distribution of tree
samples is shown in table 3.6. In the additional field data, five species are represented
by a sufficient amount of reference data points, namely beech, OBS., larch, spruce
and Douglas fir. As this data set is not randomly sampled, it cannot be used to
derive information on resulting map accuracies. However, this cluster sampled data
set can be used for exploratory data analysis to gain information on the spectral
distribution of tree species and to compare classifier accuracies. Although the data
set is neither randomly sampled nor sampled using a random stratified approach,
it is very likely, that a classifier, that works better on this data set than another
classifier, will also work better on the whole area and therefore generate a better map
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Figure 3.11: Fully surveyed forest stands (yellow markings within green bound)
Table 3.6: Full inventory field data available for test area Arnsberg
species total good missing duplicate shadow too low invalid
oak 137 97 53 37 0 3 0
beech 1082 613 0 764 1 1 0
OBL. 6 1 149 5 0 0 0
OBS. 2136 680 0 1447 4 5 0
poplar 1 0 150 1 0 0 0
pine 12 3 147 9 0 0 0
larch 324 168 0 151 0 5 0
spruce 498 232 0 242 15 8 1
Dougl. 605 266 0 331 5 3 0
accuracy. Nevertheless, it needs to be kept in mind, that this data set constitutes
simplified conditions as the spectral data in the sampled forest stands are likely to
be more homogeneous than in the whole test area. The stands were chosen to be
rather homogeneous in species composition and due to the limited amount of forest
stands, the ground, soil, site and light conditions are rather homogeneous for each
species, as only samples from a few stands are available. The variability of ground,
soil, site and light conditions in the whole test area is much higher and influences
the spectral reflectance of the trees and hence the classifications accuracy.
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Overall Reference Data Combining the sample inventory and the additional
fully inventoried field data, leads to the distribution given in table 3.7 In the overall
Table 3.7: Overall reference data available for test area Arnsberg
species total good missing duplicate shadow too low invalid
oak 520 348 0 161 3 7 1
beech 2751 1134 0 1596 4 12 5
OBL. 155 57 93 98 0 0 0
OBS. 2516 824 0 1673 8 11 0
poplar 18 6 144 11 1 0 0
pine 76 32 118 43 1 0 0
larch 558 292 0 249 4 10 3
spruce 6039 2128 0 3479 134 198 100
Dougl. 727 332 0 384 3 6 2
reference data set six species are represented by a sufficient amount of validated
reference data points, namely oak, beech, OBS., larch, spruce and Douglas fir. Only
three species are underrepresented, to wit OBL., poplar and pine.
3.3.3 Hoppengarten 2010 — Test Area 3
The test area Hoppengarten is located around the city of Hoppengarten. The ge-
ographic location is 50◦48′N 7◦31′ E and the area has a size of approximately
336 km2. An overview of the test area is given in Fig. 3.12.
In the previous test areas, zone 3 of the Gauss-Krüger (GK) coordinate system
was used. The GK coordinate system is a kartesian coordinate system and uses a
cylindrical projection. It allows to describe positions in reasonably small areas of
the world with only two metric coordinates. The border between the GK2 and GK3
meridional zone runs right through this test area. GK3 is the coordinate system
that is used. Therefore, all data available in the GK2 system, e.g. sample inventory
points and forestry geometries, were be transformed to GK3.
For this test area, airborne LIDAR data, airborne images, and RapidEye satellite
data were available. The details are given in table 3.8.
The LIDAR data were acquired by Milan Geoservice GmbH with a Riegl LMS-
Q560 laser scanner at a hight of 600m above ground. They were acquired between
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Figure 3.12: Test Area 3: Hoppengarten
Table 3.8: Data sources available for test area Hoppengarten
Data Description Sensor Res. Bands
DTM
airborne LiDAR Riegl LMS-Q560
0.4m
heightDSM 0.4m
nDSM 0.4m
Intensity 0.4m 1550 nm
RGB
airborne images Vexcel UltraCamXp
0.1m R, G, B
CIR 0.1m IR, R, G
RapidEye satellite images RapidEye 5m B, G, R, RE, NIR
2010-09-12 and 2010-10-10 in 17 sessions. The intensity data is also available for this
test area at a resolution of 0.4m. The airborne RGB and CIR images were acquired
by Terra Messflug GmbH with a Vexcel/Microsoft UltraCamXp camera at a height
of 3581m above ground and true orthorectified by the DLR, with a final resolution
of 0.1m per pixel. The data were acquired on 2010-09-22. The RapidEye data set
was acquired on 2010-06-03, 2010-06-05 and 2010-06-11 and delivered at a resolution
of 5m. Two major issues with the RapidEye Data set were observed. The first is
the rather high cloud coverage shown in Fig. 3.13a. The second issue is the high
difference in spectral reflectances in the tiles of the mosaic shown in Fig. 3.13a. The
data set was acquired using 3 of the 5 RapidEye satellites on 3 different days which
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(a) cloud coverage
(b) color corrected
Figure 3.13: RapidEye data for test area Hoppengarten
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led to the color differences in the image. In Fig. 3.13b, a version of the RapidEye
data set that has been manually color corrected by an expert is shown.
3.3.3.1 Reference Data
For the test area Hoppengarten, only sample inventory data points were available
as reference data. No additional reference data was acquired.
Sample Inventory Data As opposed to the previously described test areas, the
sample inventory data were surveyed in early 2011 and therefore, the acquisition of
the reference data points almost coincides with the acquisition of the LIDAR and
spectral data sets. Furthermore, the data on the airborne visibility of the sample
trees was added to the acquisition scheme. An overview of the species distribution
for the two highest visibility classes is given in table 3.9.
Table 3.9: Sample inventory data available for test area Hoppengarten
species total good missing duplicate shadow too low invalid
oak 527 317 0 204 3 2 1
beech 342 208 0 129 3 2 0
OBL. 90 49 101 38 7 1 0
OBS. 175 100 50 67 7 1 0
poplar 17 12 138 5 0 0 0
pine 133 89 61 37 5 2 0
larch 74 53 97 19 2 0 0
spruce 1305 761 0 434 109 1 0
Dougl. 43 27 123 15 1 0 0
In this data set, only three species are represented by a sufficient amount of refer-
ence data points, namely oak, beech and spruce. Two more species are represented
by more than half of the required number of reference samples, to wit OBS., with
38 missing samples, and pine, where 62 samples are lacking. The new data set was
expected to yield a higher percentage of samples that can be used as reference data.
Unfortunately, the generation of the tree objects sometimes leads to regions that
contain more than one tree sample. These duplicate samples need to be eliminated.
Keeping these samples would lead to the two samples within the same object and
90
therefore with an identical feature vector, that might be assigned to the training
and test set respectively, thereby biasing the results by introducing interdependen-
cies and overestimating the classification accuracy.
3.4 Result Map Images
The final classification output is a map with the tree species coded as distinct colors,
where the color coding was adopted from the forestry agency of the federal state of
NRW and is given in table 3.10.
Table 3.10: Tree species color coding
oak beech OBL. OBS. poplar pine larch spruce Douglas fir
LLL LLL LLL LLL LLL LLL LLL LLL LLL
Apart from the tree species map, a reliability estimate map is calculated in par-
allel by the classification algorithm as will be described in chapter 5. The reliability
estimate is color-coded in grey scales where lighter values stand for high reliability
and darker values mark lower reliability. Result images will be presented in chap-
ter 7. These reliability maps can be used as transparent overlay of the tree species
images which allows to assess tree species and reliability at once. Fig. 3.14 shows an
example area, the according tree species classification and reliability estimate maps
and an overlay of the reliability map over the tree species classification map, where
the transparency of the reliability map is set to 40% and white (full reliability) is
set to transparent.
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(a) CIR (b) Tree species map
(c) Reliability estimate (d) Reliability overlay
Figure 3.14: CIR image, tree species classification map, reliability estimate map
and reliability overlay
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Chapter 4
Real World Data and its Challenges
To tackle a classification problem, the first important step is to get an overview of
all available data sources. Once the available data sources are known, they need
to be analyzed to gain insight into their specific information content and into what
part of that information can actually be used for the specific classification problem.
Tree species classification is a very difficult recognition problem due to high
within-class variability and low between-class variability. Several data sources need
to be combined, as not all species have differences in the same bands and in most
cases no single data source provides enough information. Details on the differences
of species in specific bands will be given in section 4.2. The extracted information
can then be used to develop a classifier and to validate its reliability.
Another challenge is the integration of data sources with different resolutions.
One pixel in one image is represented by several pixels in another image. It is not
apparent which pixel size will give the best results and in which way the data should
be combined, e.g. whether it is better to use the original values or try to calculate
subpixel values for the lower resolution data sources. Therefore and due to the
reasons described in section 2.2.1, an object based approach is used. The objects
are extracted from the region images described in section 3.1.3 and for each object
a feature vector is calculated from the data sources.
Due to the large test areas, and the subdivision of the data into tiles, the calcula-
tion is also divided to work on each tile individually, which allows easy parallelization
and corresponds to the memory and data management strategies of a 4D-GIS, where
image and raster data are usually also tiled.
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4.1 Data Extraction
Data can be extracted for specific reference data points to construct training and
test data sets. To generate map results, the data is extracted for each object within
the area successively. As described in section 3.2 the reference data points need
to be validated to assess the quality and to filter potentially faulty reference data
points.
4.1.1 Data Preprocessing
Depending on the data source, the values in the delivered images are actually not
the reflectance values. Instead, they are usually called digital numbers. In the case
of RapidEye data, they are absolute calibrated radiance values for non atmospheric
corrected images.
As described in [177], these digital numbers (DNs) of a pixel are converted to
radiance by multiplying the DN value with a radiometric scale factor. With i being
the index of the spectral bands, this band is converted according to (4.1).
RAD(i) = DN(i) · radiometricScaleFactor(i) (4.1)
The resulting value RAD(i) is the top of atmosphere (TOA) radiance of band i in
[W/(m2 sr µm) ] which is the apparent radiance, as seen by the satellite sensor. The
reflectance is the ratio of the reflected radiance divided by the incoming radiance.
This ratio depends on the direction of the light and the viewing angle. To calculate
the reflectance, the radiance values need to be related to the radiance which illumi-
nates the objects. The TOA reflectance without taking any atmospheric influence
into account is calculated as given in (4.2).
REF (i) = RAD(i)
pi · SunDist2
EAI(i) · cos(SolarZenith) (4.2)
The number of the spectral band is i, REF is the reflectance value, RAD is the radi-
ance value, SunDist is the distance between earth and sun on the day of acquisition
in astronomical units. EAI is the exo-atmospheric irradiance and the SolarZenith
is the solar zenith angle in degrees which can be calculated from the sun elevation
as SolarZenith = 90◦ − sun elevation. The EAI values are band-specific and in the
case of RapidEye have the following values:
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Table 4.1: RapidEye exo-atmospheric irradiance
Blue 1997.8W/(m2 µm)
Green 1863.5W/(m2 µm)
Red 1560.4W/(m2 µm)
Red Edge 1395.0W/(m2 µm)
Near Infrared 1124.4W/(m2 µm)
The impact of the atmosphere to the radiance values can be eliminated by using
an atmospheric correction software on the image which aims at retrieving the sur-
face reflection. As described in [178] sophisticated approaches are computationally
demanding and have only been validated on a very small scale. For the correction,
the optical characteristics of the atmosphere need to be either estimated by using
ground surface features, by direct measurements of the atmospheric constituents, or
by using a theoretical model. According to [178], atmospheric correction has been
shown to significantly improve the accuracy of image classification. As the optical
characteristics are usually not available and an expert is needed for estimating them
and performing the atmospheric correction, in many practical applications only im-
ages containing digital numbers are available. As described in (4.1) and (4.2), the
radiance is a per-band scaled version of the digital number and the TOA reflectance
without atmospheric correction is a per-band scaled version of the radiance. Scaling
each band as a whole will not influence classification accuracy, as the absolute band
values are not of interest. The difference and the relation between species charac-
teristics and the variabilities within the bands influence classification accuracy. As
the bands are scaled as a whole, the distribution of the sample point characteristics
will be scaled, but the overlaps of the characteristics will remain the same.
Therefore, this study was performed on the calibrated digital numbers as they
were delivered. According to literature [178, 179, 180], the classification accuracy
can be expected to be higher for atmospherically corrected images.
4.1.2 Reference Data Validation
For the reference data validation all data points are analyzed regarding the object
they are located in. Especially for reference data points that are older than the
remote sensing images, one object often contains two or more samples. But also
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for recent data sets and coinciding acquisition dates, more than one sample can be
located within one region. One reason is that understory trees or trees that are
otherwise invisible from above might have been measured. Another reason is the
limited capability of the generic region creation process. It is assumed, that each
object consists of one tree crown only (or a part of a tree crown). Therefore, these
multiple samples within one object are undesirable. In many cases, the additional
samples have been felled since the data set was acquired or belong to trees that
cannot be seen from above. In these cases, data on elite trees (also called plus
trees), which are trees that are better developed than the remaining trees in terms of
height, yield, branching and other desirable traits, can be used. Such data is seldom
available, therefore, the tree with the highest visibility remains. If no data on the
visibility is available or the trees have equal visibility, then the highest tree is kept
and all smaller trees are omitted. This approach follows the reasoning, that usually
higher trees have a bigger crown and are thicker, which is why they are assumed
to be the dominant visible tree. Higher trees also have better chances of getting
sunlight and therefore have better conditions for growing. So the assumption is that
the highest sample within an object is the most likely candidate for an elite tree
and therefore the most likely tree to be still standing and visible from above. If the
samples within the object have the same tree species the decision on the sample that
is actually kept does not make any difference for tree species classification, as the
only information extracted from the sample is the species of the object. Therefore, if
all samples have the same species they would all give the same information if chosen
to be kept in the database.
In some cases, one object contains samples of different tree species. In these cases,
the tree with the highest visibility or the highest tree can be chosen, as described
above. However, in these cases it does make a difference, which tree is actually
chosen as reference tree. Choosing the wrong tree will lead to a wrong sample
being used during training phase and can lead to a lower classification accuracy
estimate, which is not based on the algorithm performance itself, but due to the
incorrect sample in the test or training set. If a sufficient number of sample points
are available, both samples can be omitted to avoid the introduction of errors due
to incorrect reference data. As reference data is usually rare, the tree sample with
the best visibility or the highest sample within the object was used in the case of
several samples of different species within one region.
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For the test data set, equal sample sizes are used for the evaluation of the al-
gorithms. For the training data, the sample sizes are adapted such that the most
common species, spruce, oak and beech, are represented by a larger number of sam-
ples. The approach does not achieve the distribution needed to qualify as equal
sample rate, but it puts a higher weight on the most important species. This en-
sures, that these species are detected with a high classification rate, which will assure
a high map accuracy of the final map result as those three species constitute a large
proportion of the forest area within the generated map. Detailed comparison results
will be given in chapter 6.
The distribution of the tree species in North Rhine-Westphalia (NRW) according
to [181] is given in Fig. 4.1, where the ninth species group, which is poplar, doesn’t
show due to its sparse distribution.
oak 16%
beech 18%
obl. 6%
obs. 12% pine 8%
larch 3%
spruce 36%
Dougl. 1%
Figure 4.1: Distribution of tree species in NRW
Not only the distribution of the three most common species was considered for the
weights, but also the species-specific classification rates were taken into account. In
addition to filtering duplicate samples within single objects some additional filtering
is performed. Samples within objects that appear dark in the spectral bands are
ignored as these regions are likely to be shadow areas and therefore will not be
valuable training or test data samples. Tree samples that are significantly smaller
than the hight of the region in the normalized differential model are also ignored
as it can be assumed that the sample data does not correspond to the image data.
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Samples within regions that are colored black in the region images and samples
within very large regions are also omitted. The former correspond to non-forest
areas whereas the latter are likely to include several tree crowns instead of just one
and are therefore also not suitable for the use as reference data.
If the number of samples is insufficient to provide the enlarged number of training
data while keeping the same amount of test and validation data for all species, then
all the samples which are not needed for the test or validation sets are assigned to
the training set, thereby reducing the assigned weight.
The results of the reference data validation were shown in section 3.3 for each
test area individually. For the test areas Arnsberg and Schmallenberg, it is evident
that there will be numerous samples, which need to be filtered out as the reference
data was acquired several years before the recording of the remote sensing data.
Furthermore, the data set did not contain information on the state of the tree, which
can be revision, substitute, harvested, dead, young, repeal, new or non-existent. It
also did not contain data on the airborne visibility of the trees. Therefore, understory
trees are also contained in the data set and need to be filtered.
For the test area Hoppengarten, which was described in section 3.3.3, the sample
plot inventory data was expected to be very good and hardly need any filtering at
all, as it was acquired in the same growing season as the remote sensing data and
contained information on both, the airborne visibility and the states of the trees.
This expectation did not prove to be fully true. Two major factors had an influence
on these results. For one, there were slight variations in the interpretation of the
coordinate system. For the Bessel ellipsoid, there exists a geodetic network in North
Rhine-Westphalia which was introduced in 1977 to correct Gauss-Krüger (GK) 3
based on the Potsdam Datum. Light Detection And Ranging (LIDAR) data was
processed using this network, while for the acquisition of the airborne images and
the tree sample inventory points this correction network had not been used. As
the regions were generated based on LIDAR data, they do not match the sample
inventory points exactly. The second factor is that the region generation approach
described in section 3.1.3, which was used for object generation for the object based
approach, is still suboptimal and needs further research and refinement.
Fig. 4.2 shows an example of a sample inventory point and the associated tree
samples in the test area Hoppengarten.
The inventory point trees are shown as an overlay of the glscir airborne image in
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(a) Airborne color infrared image (b) nDSM
Figure 4.2: Sample inventory point and sample trees in test area Hoppengarten
Fig. 4.2a. Fig. 4.2b pictures the tree samples as an overlay of the normalized digital
surface model (nDSM), where values between 10 and 30m are displayed as gray level
values. Adjusting the values to the height range of the tree crowns and trimming the
lower values makes the tree crowns more clearly visible in mature forest stands. The
two images show a slight shift as the tree samples match the tree tops more closely
in the color infrared (CIR) image than in the nDSM. The green point located in the
clearing to the upper left gives the position of the tree sample inventory point. The
blue points denote the tree samples. The size of the tree sample markers describes
the airborne visibility of the tree samples, as it was recorded in the field. The largest
points have the visibility class 1 and denote dominant trees. The slightly smaller
point size has visibility class 2 and describes the trees in the main layer. The small
points denote trees that might be partly visible in the airborne images but in general
they are not visible. These are described by visibility class 3. Trees of visibility class
4 are not relevant as reference data as they are not visible in remote sensing data.
In Fig. 4.3 the same inventory point and the associated tree samples are shown as
an overlay of a region image generated from the nDSM as described in section 3.1.3.
It can be seen that there are six tree samples within the bright red region in the
middle of the lower half of the image. Five of these samples have been recorded to
have a good visibility and one has been assigned a low visibility. The shift of the
nDSM compared to the sample trees plays a role in the creation of this region with
five airborne visible samples. But even without the shift, the generated regions are
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Figure 4.3: Sample inventory points and sample trees in test area Hoppengarten
and generated regions
too large compared to the trees visible in the airborne image and the nDSM. The
development of a more sophisticated object generation approach is still a matter of
research.
For the test area Hoppengarten, there were 7404 tree samples, whereof 1683 sam-
ples had a state that indicated that they cannot be used for classification (harvested,
dead, repeal or non-existent), 1094 samples had a visibility below 3, which means
that they are not visible at all in the airborne images. 115 more trees did not have
a proper position recorded. 4512 tree samples remain, whereof 2461 could be used
after filtering duplicate samples.
4.1.3 Position Enhancement
As described in section 3.2.1.1, the accuracy of sample plot data can be limited
especially for old sample inventory data. In order to enhance the position accuracy
of sample inventory plots, an approach was adapted, that allows the localization in
forests as described in [2].
Localization in forests is difficult as GPS does not work properly under closed
canopy. The position calculated by a GPS sensor can be off 50m and more as
reported in [182]. To precisely locate trees, it is not sufficient to rely on GPS
sensors. Identifying a single tree in a forest map is also difficult. If a single tree map
is available, the identification of tree patterns of at least 15 trees is possible [183].
The problem of self-similarity proved to be non existent in practical applications
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using GPS or the last known position as an initial guess to roughly limit the search
area. The proposed method was implemented on a forest harvester, a machine that
is used for felling trees. Two laser scanners were mounted on the harvester, one
at each side. These laser scanners scanned the surrounding of the harvester and
a tree detection algorithm was implemented that first filtered the measurements
for ground measurements and the harvester aggregate and then detected trees in
the filtered measurements. The found tree positions of both laser scanners were
combined, which lead to a local tree pattern. The pattern was matched against a
map, which was created from remote sensing data, by using a particle filter approach
as described in [182, 184]. Fig. 4.4 shows the trees that were detected in the laser
scanner measurements as dark blue circles. The trees in the single tree map are
shown as light blue circles. The laser scanner beams are visualized as red lines and
the position that is measured by the GPS sensor is shown as white square.
Figure 4.4: Scanned tree group (dark blue) and single tree map (light blue)
The particles were distributed evenly in a square area with the last known position
or the last measured GPS coordinates at its center. The size of the square depended
on the expected maximum inaccuracy or on the expected maximal distance since
the last position estimate. The distributed particles consisted of coordinates that
denoted the position of the vehicle and an orientation. Finding the best particle
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therefore yielded the best position and orientation estimate for the vehicle based on
the measured tree pattern.
For the validation of the particles t, the tree pattern was moved to the position
of each particle (xt, yt) and rotated according to the orientation angle of the particle
φt. From the single tree map, all the trees in the surrounding area were extracted
(candidate trees) and for each rotated pattern tree at (xtree,rot, ytree,rot) the closest
map tree was detected. Its position is described as (xcand, ycand). The squared
euclidean distances of all pairs of a pattern tree and an associated map tree were
summed and this sum was used as quality measure wt for the current particle as
described in (4.3).
wt ∝
∑
tree group
min
tree cand
(
(|xtree,rot − xR| − |xcand − xt|)2+
(|ytree,rot − yR| − |ycand − yt|)2
)
(4.3)
xtree,rot = xtree · cos(φt) + ytree · sin(φt) (4.4)
ytree,rot = −xtree · sin(φt) + ytree · cos(φt) (4.5)
The goal was to minimize the quality measure, which was the sum of the squared
euclidean distances. A value of zero corresponds to finding an exact match for the
tree pattern in the tree map.
An adapting threshold was used to filter unlikely particles and replace them by
particles that are distributed in close proximity to the more likely particles. The
procedure was repeated until the gain in the quality measure became very small or
the maximum number of iterations was reached and the position and orientation
angle of the best particle were returned. This position can be validated with the
previous position to ensure that no physically implausible movement of the harvester
has occurred, in particular that the maximum speed of the harvester has not been
exceeded and no sudden changes in the orientation have occurred.
As mentioned above, the approach worked very reliable with a tree pattern of
at least 15 trees or more. However, one weak point of the approach is that it is
sensitive to false positives, that is, to trees in the tree pattern that do not exist in
the tree map. Therefore, the tree detection algorithm needs to be very reliable. The
opposite case, trees that are not contained in the tree pattern but exist in the tree
map, did not have any influence on the performance of the algorithm as long as the
minimum number of trees was met and no false positives occurred. Therefore, the
tree detection algorithm should be conservative and rather neglect an existing tree
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than detect an inexistent tree.
[1] presents an overview of the Navigation system. For the position correction
of sample inventory data, some adjustments had to be made to the algorithm. As
the sample inventory data is a prerequisite to tree species classification and a tree
species map is a prerequisite for single tree delineation and attribution as described
in [6], a single tree map is not available for the validation of the particles. Several
alternative evaluation procedures are possible and will be discussed below. The
pattern of the sample inventory trees is used as the tree pattern described above.
Based on Differential Model: The differential model was described in 3.1.1. The
sample inventory tree positions are measured at the ground. The tree tops
are assumed to be located directly above the base of the tree trunk. This
assumption is only an approximation, as in some cases the position of the tree
top can be displaced relative to the position of the trunk. The nDSM contains
the heights of the upper layer of the canopy and therefore has the highest
values at the positions of the tree tops and lower values in between. This is
especially noticeable for coniferous trees and unfortunately not as obvious for
deciduous trees as shown in Fig. 4.5, where coniferous trees are located in the
center of the image and deciduous trees are located in the left part.
Maximum: In the maximum case, the heights of the nDSM at the sample
inventory trees is summed and the maximum is used as weight for the
particles.
This measure is a very simple weight and works well in stands with homo-
geneous tree heights. In very inhomogeneous stands, errors might occur,
as the edges of some trees might yield higher values than the tops of other
trees, which can then lead to incorrect positions.
Gradient: Due to the problem described above, the gradient method was
developed. In this approach, the gradient of the nDSM is used and the
particle weight consists of the sum of the gradients at the sample inven-
tory tree positions. For coniferous trees, the absolute value of the gradient
is high at the edges of the trees and low at the very top. Therefore, the
particle with the lowest weight is considered best in this case.
This approach works better in inhomogeneous forest stands but it as-
sumes coniferous tree structure and is less reliable in mature deciduous
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Figure 4.5: Coniferous and deciduous trees in the nDSM
forest stands, which do not have well defined tree tops in the nDSM.
Tree Height: Another way to cope with the problem of inhomogeneous forest
stands described for the maximum method is to use the sum of the height
differences between sample inventory trees and nDSM. At each pattern
tree, the height of the nDSM is extracted and the difference between the
extracted value and the recorded height of the inventory tree is calculated.
The differences are summed up for all inventory trees and used as particle
weight. In this case, the weight needs to be minimized again.
The difficulty with this approach is the accuracy of the measurements.
Neither the nDSM nor the ground measurements of the tree heights are
exact. For the ground measurements, it is difficult to identify the top of
the tree, especially in dense forest stands where the tree top might not be
visible from the ground. For airborne LIDAR measurements, the quality
depends on whether the LIDAR beams hit the tree at the very top or
somewhere below. These measurements might lead to some inaccuracies.
Based on images: Apart from the nDSM, airborne images can be used to reference
the inventory data to the remote sensing data. Again, the methods aim at
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identifying the tree top and referring the measured base of the tree trunk to
the identified tree tops. In all cases the infrared band is used as it has the
highest reflectance and contrast of all airborne bands. The infrared band is
shown in Fig. 4.6, where coniferous trees are located in the center of the image
and deciduous trees are located in the left part. To reduce the variance within
Figure 4.6: Coniferous and deciduous trees in the infrared band
the tree crown and enhance the performance of the algorithm, the infrared
band was resampled to a lower resolution.
Maximum: The very top of the tree is usually the youngest part of the tree
and younger trees as well as younger parts of trees are brighter in their
reflectance than older ones. Furthermore, shadow is less likely to occur
at the tree tops. The reflectance in the infrared band is summed and the
maximum is used as a weight for the particles. As with the maximum-
method for the nDSM described above, this measure works well in homo-
geneous forest stands, but may lead to some problems in highly mixed
stands as it will always prefer species with higher reflectance (e.g. beech)
to species with lower reflectance (e.g. spruce).
Gradient: To avoid the species problem, a gradient approach is used again.
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The gradient of the infrared band is calculated, the gradients are summed
for all positions in the inventory tree group and the particle with the
minimum value is considered to be the best as the gradient is high at
the sides of coniferous tree crowns and lower at the top. As with the
nDSM this measure works best for coniferous trees and is less conclusive
for broadleaved trees.
Based on Reference Spectra: For the last method, reference spectra need to
be generated. Therefore, reliable reference data is used to calculate mean
reference spectra for each tree species. For each particle, the feature vectors
are extracted at the positions of the trees in the patterns. These feature vectors
are compared to the reference spectra of the tree species that was assigned to
the corresponding sample inventory tree, by calculating the euclidean distance
in feature space. Therefore,
√∑d
i=1 (fi − ri)2 is used as particle weight, where
d is the number of features, fi is the ith component in the feature vector
and ri is ith feature in the reference vector. The particle with the lowest
weight is considered to be best. The feature vector, as well as the reference
spectrum are calculated based on objects. The challenge is the generation of
good reference spectra as at this point, we need good reference data points
to perform position correction on the reference data. Furthermore, the within
species variability between several crowns is very high. Therefore, it is hard to
determine a reference spectrum that will give a low difference compared to all
other feature vectors of the same species. Different lighting and soil conditions
influence the reference spectra. However, in highly mixed stands with species
that have distinct reference spectra, this approach performs well.
Fig. 4.7 shows an example of a sample inventory point and the according tree
samples.The white point denotes the inventory point, the blue points denote spruces,
and the greenish points denote Douglas firs. Fig. 4.7a shows the sample trees as an
overlay of the airborne ortho image. Fig. 4.7b shows the same tree group as an
overlay of the true ortho processed image, which was not only corrected for the
terrain, but also for the elevation of the trees in the object, thereby correcting not
only ground pixels for their position but also tree top pixels. The positions of the
tree tops in the true orthorectified image differ from the positions in the original
airborne image. Unfortunately, the true orthorectified image contains artifacts due
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to the image correction algorithm. The sides of the trees are not as visible in the true
orthorectified image as in the ortho image, which is to be expected as the images
are corrected to ensure that the tree tops are actually positioned above the lower
end of the trunk, which is what would be seen in images taken from directly above
the trees.
(a) Ortho image (b) True orthorectified image
(c) Relocated by infrared (d) Relocated by tree height
Figure 4.7: Sample inventory point and sample trees in test area Arnsberg
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The tree in the middle of the scene, which is marked by the sample inventory
point in the airborne image, is represented by an actual tree sample in the true
orthorectified image. The true orthorectified images in the test area Hoppengarten
contain fewer artifacts than the true orthorectified images in the test area Arnsberg,
as the algorithm performance was enhanced with regard to the specific difficulties
in unstructured environments like forest areas.
Fig. 4.7 also shows two examples of corrected positions using two different data
sources. For Fig. 4.7c, the near infrared band of the airborne image was used for
the position enhancement. Especially in the upper and right part of the image,
the trees match the visible tree tops very nicely. In the upper left part, there are
two samples at locations where no trees are visible at all. Due to the age of the
inventory data, these might be trees which have been felled between the acquisition
of the sample plot inventory data and the airborne images. In Fig. 4.7d, the samples
do not fit the tree tops in the image. In this case, the heights of the sample trees
were matched to the heights in the nDSM. Taking the shift of the tree tops, as shown
in the comparison of Fig. 4.7a and Fig. 4.7b, into account, it can be estimated for
the samples in the top of Fig. 4.7d, that the tree samples match the position of the
lower ends of the tree trunks. As the LIDAR data does not suffer from the parallax
that is obvious in the airborne image, it is understandable, why the tree sample
group is positioned as shown in Fig. 4.7d.
The position correction algorithm worked well in the example described above
with the limitation that it is sensitive to the specific data source, which is used for
the correction algorithm. However, there are also examples where the approach is
less promising. Fig. 4.8 shows a second example of the position correction approach.
Fig. 4.8a shows the original airborne image and the sample tree group. Fig. 4.8b
shows the relocated sample tree positions using the species of the trees and compar-
ing the generated according reference spectra to the spectra in the remote sensing
data. Again, the white point denotes the sample inventory point, the blue points
denote spruces and the brown points denote beeches. Fig. 4.8c shows new tree sam-
ple positions generated using the near infrared band as a matching criterion and for
Fig. 4.8d the tree sample height was matched against the nDSM. The results for the
position enhancement based on the near infrared band and based on the tree height
are quite different. However, in this second example, it is also difficult for humans
to spot the correct position of the inventory tree samples.
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(a) Airborne image (b) Relocated by tree species
(c) Relocated by near infrared (d) Relocated by tree height
Figure 4.8: Original sample inventory point and repositioned sample trees
Based on the results, whereof two examples were presented above, the position
enhancement method was found to be helpful in position correction but not reliable
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enough for fully automatic processing of tree sample inventory points. The most
suitable method depending on environmental factors like species composition and
tree age, needs to be chosen by the user and the results need to be visually inspected.
4.1.4 Extraction of Image Object Data
During training and testing, the objects that correspond to each sample are analyzed.
For classification, a table is constructed, which holds all objects within the currently
classified tile. As described in chapter 3, a tile is a quadratic subset of the area.
For each of these objects, the pixel values of all pixels are extracted from the data
sources and stored, which allows further analysis of the features. Especially for
tree crowns in very high resolution data, there are usually some dark shadow pixels
within the region. These shadow pixels do not give additional spectral information,
instead these shadow pixels darken the spectral characteristics of the objects. For
the calculation of the spectral features, dark pixels are omitted and the feature
values are calculated from the remaining pixels only and added to the vector that
describes the object. To remove the dark pixels, for each band the values are sorted
and a user-defined fraction of the lowest values is removed. The feature value is
then calculated from the remaining values. In cases where there are slight variations
in the images due to different sun position during acquisition or slight errors in
the co-registration of the images, processing each band individually ensures that
for each band the feature value is calculated based on the higher values with more
information content. Processing all bands simultaneously by identifying shadow
areas and removing these from the objects will lead to the feature being calculated
on lower values with less information content in bands that have different shadowing
or are slightly displaced. Shadow detection is a research topic of its own and no
absolute reliable threshold for an entire large-scale data set can be given to date
[185, 186, 187]. The strategy of dismissing a fraction of the pixels with the lowest
values was developed empirically in preliminary experiments. Details will be given
in section 6.3.2.
From the pixel values for each object various characteristics can be calculated.
Preliminary tests included the standard deviation within the object as a feature.
This feature has been reported to be useful in some discriminations e.g. in [68], but
was found to be of limited use and therefore discarded.
For each band, a feature is calculated and stacked in a feature vector that de-
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scribes the object. This approach can be called stacked feature approach, as opposed
to the stacked vector approach, which extends pixel vectors by stacking together
the individual pixel values from multiple data sources. Opposed to data fusion ap-
proaches, which fuse input data sources, this approach fuses the features that were
extracted from multiple input data sources. This allows to calculate additional fea-
tures and add them to the stacked feature vector. One example of such additional
features are roughness values as described in [42]. These features are calculated on
the pixel values of the nDSM. For the calculation of the roughness features all pixel
values in the nDSM are used, even the low pixel values.
4.1.5 Set Creation
Two different kinds of training and test sets are used. In the first case the samples per
species in each set are equal for all the species. A minimum number of 150 samples
per class is required for a species to be included in the classification. Species with
less than 150 samples are ignored. From all remaining species, the species with the
lowest number of samples nmin is extracted. The size of the training, validation and
test sets is then determined according to equations (4.6) – (4.9).
nnon−test =
⌈
2nmin
3
⌉
(4.6)
nvalidation =
⌊nnon−test
3
⌋
(4.7)
ntraining = nnon−test − nvalidation (4.8)
ntest = nmin − nnon−test (4.9)
The number of samples that are not used for testing but used in one of the other two
sets is nnon−test. The number of samples used in the validation set is nvalidation. The
validation set can be used for parameter estimation during training. In this case,
one classifier is trained on the whole training set for each combination of parameter
values and tested on the validation set instead of using n-fold cross validation. The
number of training samples is ntraining and the number of test samples is ntest. As
many samples as possible are used, while assuring equal sample sizes for all tree
species and a minimum number of 50 test samples per species.
In the second type of training and test sets, the number of test samples per
species corresponds to the species distribution in the reference sample data. Again,
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a minimum number of 150 samples per class is required for a species to be included
in the classification and the minimum number of samples nmin for the species with
the lowest sample size that is still higher than 150 samples is extracted. The size
of the training, validation and test sets is then determined according to equations
(4.10) – (4.14).
nnon−test =
⌈
2nmin
3
⌉
(4.10)
nvalidation =
⌊nnon−test
3
⌋
(4.11)
ntraining = nnon−test − nvalidation (4.12)
ntest,equal = nmin − nnon−test (4.13)
ntest,speciesi =
nspeciesi · ntest,equal
nmin
(4.14)
The total number of samples available for species i is nspeciesi and ntest,speciesi
is the number of test samples used for species i. The training and validation sets
still have the same amount of samples as before. The number of test samples is
adjusted to the maximum number of samples per species i, which is given as nspeciesi .
However, in the presence of additional field data, the number of samples might not
conform with the actual tree species distribution in the area anymore. In this case,
the actual distribution of tree species needs to be estimated, e.g. from the sample
inventory data. This distribution can then be used to predefine the desired number
of samples per species in the test set. This second test set size allows an estimate of
the final map accuracy if the reference data distribution corresponds to the species
distribution in the test area and the data is distributed over the whole map area.
This would be true for using only sample inventory reference data, although this
data is not randomly distributed. As several species are usually not represented
by enough samples in the sample inventory data, additional samples need to be
acquired. In this case the distribution of the samples is not in accordance with the
distribution of tree species in the test area. Furthermore, the final map accuracy is
defined as the share of correct pixels in the map result. As the calculations here are
object based and the objects differ in their sizes, the calculated accuracy can only
be used as an estimation of the final map accuracy, but will not be the actual final
map accuracy.
To implement a weighting for the most important species, the number of training
samples for the most common species in NRW as shown in Fig. 4.1 is enlarged.
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Therefore, the number of training samples was multiplied by a factor for the species
beech, oak and spruce. In section 6.3.5 it will be shown, that a weighting factor of 6
for spruce, 4 for beech and 2 for oak yielded good results. If the number of samples
is insufficient to provide this enlarged number of training data while keeping the
same amount of test and validation data for all species, then all the samples which
are not needed for test or validation set are assigned to the training set, thereby
neglecting the assigned weight.
4.2 Exploratory Data Analysis
An exploratory data analysis was performed to aid understanding the problem and
the specific difficulties of the task at hand. The first technique used is called parallel
coordinate visualization and was used on the original bands as well as on combina-
tions thereof. The second one are box plots, which show the values for all species
for just one spectral feature.
4.2.1 Parallel Coordinate Visualization
A parallel coordinate visualization of the mean and standard deviations of each
class can be used to identify differences and overlaps in the spectra of the tree
species. Fig. 4.9 shows the spectra of the six species in the test area Arnsberg
that are represented by a sufficient amount of sample data points. Those species
are the four most important tree species groups in NRW, namely oak, beech, other
broadleaved species with short rotation time (OBS.) and spruce, and in addition
larch and Douglas fir. The according graphs for all nine species groups including
the underrepresented species can be found in section B.1.
The first section of the parallel coordinate visualization shows the mean values
and standard deviations in the bands that were extracted from the airborne image
data (blue (B), green (G), red (R), near infrared (NIR)). The subsequent four char-
acteristics (NIR, R, G, short wavelength infrared (SWIR)) were extracted from the
SPOT satellite data. The next five bands (B, G, R, red edge (RE), NIR) contain the
features of the RapidEye satellite data and the last value (intensity (I)) is extracted
from the LIDAR intensity data.
In Fig. 4.9 the RapidEye bands were scaled to values in the range of the other
bands, which is [0 . . . 255]. It is interesting to note, that the interspecies variability
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Figure 4.9: Parallel coordinate visualization - Mean values and standard deviation:
The first 4 bands (B, G, R, NIR) are from the airborne image, the next 4 bands
(NIR, R, G, SWIR) are SPOT satellite bands, the following 5 bands (B, G, R, RE,
NIR) are RapidEye satellite bands and the last band (I) is the intensity from the
airborne LiDAR data.
in all infrared bands, including the SWIR and I bands, are higher than in the visible
bands. Unfortunately, the intraspecies variability is also higher for most species.
Although three NIR bands are available, one from the airborne images, one from
the SPOT satellite and one from the RapidEye satellite, the characteristics differ to
some extent. OBS. has a higher mean value than oak in the airborne and RapidEye
NIR bands, but approximately the same mean value in the SPOT NIR band. Larch
has a lower mean value in the RapidEye NIR band than any other species whereas
in the airborne and SPOT NIR bands, the value is higher than the mean values of
spruce and Douglas fir. Larch has also different characteristics in the two SWIR
bands, which are the SPOT SWIR band and the LIDAR I band. While in the
SPOT SWIR band, the mean value of larch is between the two coniferous species
(spruce and Douglas fir) and the three deciduous species (oak, beech and OBS.), in
the I band it almost reaches the mean value of beech, which has the highest mean
value in this band. Factors that contribute to the different characteristics in similar
spectral bands of different sensors are the acquisition time and date, which includes
weather conditions during and before the acquisition date and foliation, and sensor
specifications.
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Based on Fig. 4.9, the findings given in [49] that the blue band is the best indi-
vidual band for tree species discrimination, cannot be confirmed on this data set.
The interspecies variability in the B band is lower than in any other band of the
same data source, while the intraspecies variability reaches almost the same values
as in the other bands. Fig. 4.9 also illustrates that the spectral characteristics of
different tree species have low interspecies variability and high intraspecies variance.
The variability of the spectral reflectance is influenced by soil, site and lighting con-
ditions. Fig. 4.9 also shows that e.g. beech and other broadleaved species with long
rotation time (OBL.) have significantly higher mean values in the airborne infrared
band, especially relative to the mean values of the blue, green and red bands. To take
a closer look at the relative changes in the spectra, difference and ratio bands were
calculated. For the airborne images, all possible band combinations were calculated.
From the additional satellite data sources, only the band combinations involving a
band that is not part of the airborne data set (SPOT SWIR and RapidEye RE) are
calculated. The band combinations are shown in Fig. 4.10 and Fig. 4.11 respectively.
Difference bands have also been stated in [52] to have the ability to decrease the
variability in the spectral reflectance, which can occur due to environmental factors
as lighting changes or changes in the water content of the leaves.
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Figure 4.10: Difference Bands
For the difference and ratio bands, the median will be used instead of the mean
value, and the standard deviation is replaced by the 0.1587 and 0.8413 quantiles.
The range that is depicted by these quantiles contains 68.3% of the data points,
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as does the standard deviation for a Gaussian distribution. The difference bands
are calculated by subtracting the values of two bands for each sample. Thereby,
NIR − R describes a feature that is calculated by subtracting the value of the R
band from the value of the NIR band.
The difference bands in Fig. 4.10 show some interesting and distinctive properties.
The interspecies variability of spruce and Douglas fir on one side and oak, beech,
OBS. and larch on the other side is high in the SWIR−R band while the intraspecies
variabilities are rather low. A similar effect can be observed in the SWIR − G
band and in the difference bands between the NIR and the visible bands for the
coniferous species on one hand and the broadleaved species on the other hand. The
mean value of the OBS. species differs a bit from the remaining broadleaved species
in the NIR−RE band although intraspecies variabilities are quite large.
The ratio bands in Fig. 4.11 are calculated by dividing the mean value of one
band by the mean value of another band for each object. Therefore, the feature
NIR/R is calculated by dividing the mean value of the infrared band by the mean
value of the red band.
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Figure 4.11: Ratio Bands
The characteristics of the first six ratio bands are rather similar to the charac-
teristics of the first six difference bands. In the band combinations of the NIR and
the visible airborne bands, the interspecies variance between oak, beech and OBS.
in one group and spruce, larch and Douglas fir in the other group is high. There
is also a difference in the band calculated from the SWIR and the R band. The
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relation between interspecies and intraspecies variability is more advantageous in
the according difference band than in the ratio band. However, the same can be
observed for the band calculated form SWIR and G.
4.2.1.1 Hyperspectral Data
For a small part of the test area Arnsberg, a hyperspectral data set was available.
This data set was explored to find wavelength ranges that are interesting for tree
species classification. Hyperspectral data still is either too expensive or has a reso-
lution that is too low for applications on the single tree level. The analysis aimed
at finding suitable bands to choose appropriate satellites and sensors for practical
very high resolution applications.
Fig. 4.12 shows the entire available hyperspectral spectrum of the Airborne Imag-
ing Spectroradiometer for Applications (AISA) sensor ranging from 0.975µm to
2.449µm with a band width of 6.3 nm for each band. It also shows that there are
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Figure 4.12: Hyperspectral spectrum. The wavelengths are given in [nm].
three interesting regions with different reflectance values. The first region ranges
from 0.975 µm to about 1.4µm, which is the area that is often referred to as NIR
although NIR is defined as the spectral range from 0.78 µm to 3.0µm by [29] where
the range from 0.78µm to 1.4 µm is defined as IR-A. The range, that can be cap-
tured by photographic film is part of the IR-A and ranges from 0.7µm to 1.0µm.
Glscir usually refers to photographic infrared within this range. The margin in the
definition of the NIR between short wavelength range of the near infrared (IR-A)
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and long wavelength range of the near infrared (IR-B) at 1.4µm is defined due to
the increased water absorption at this particular wavelength. The second region of
interest of the AISA spectrum ranges from about 1.4µm to 1.9 µm. The margin at
1.9µm is a second area with increased water absorption, which again leads to very
little reflectance in the spectral bands around this wavelength. The third region of
interest in this spectrum ranges from 1.9µm to 2.4µm. The spectra of the three
parts are shown in Fig. 4.13.
In the first part of the hyperspectral spectrum in Fig. 4.13a, the sequence of the
species stays the same. Although the interspecies variance seems distinct, the high
intraspecies variances make it difficult to find features that allow a clear discrim-
ination between the species. In the second part of the spectrum, between 1.4 µm
and 1.9 µm, the interspecies variance between spruce and Douglas fir declines. The
variance between the characteristics of Douglas fir and larch increases in the second
part of the hyperspectral spectrum compared to the first part. The third part of
the hyperspectral range is between 1.9 µm and 2.4µm and shown in Fig. 4.13c. In
this part spruce and Douglas fir are even more similar and the interspecies variance
between larch and oak also declines further. The figures without standard deviations
for all nine species are given in section B.2. For the calculation of the difference and
ratio bands, 22 bands located at local maxima and minima were selected. These
bands are given in table 4.2.
Table 4.2: Selected hyperspectral bands
Band Wavelength Band Wavelength Band Wavelength
10 1.032µm 99 1.592µm 185 2.134µm
25 1.126µm 100 1.599µm 191 2.172µm
42 1.233µm 104 1.624µm 194 2.190µm
47 1.265µm 106 1.636µm 195 2.197µm
50 1.284µm 108 1.649µm 199 2.222µm
69 1.403µm 146 1.888µm 234 2.442µm
91 1.542µm 151 1.920µm
95 1.567µm 154 1.939µm
The difference bands are calculated from the bands in table 4.2 by taking the first
band (band 10 of the AISA spectrum) and subtracting each of the remaining bands
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(a) First part
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(b) Second part
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(c) Third part
Figure 4.13: Three parts of the hyperspectral spectrum
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one after another. Then the second band (band 25) is taken and each subsequent
band (bands 42 to 234) is subtracted and so on. The calculated bands are numbered
in ascending order. As shown in the Fig. 4.14a, the characteristics of the difference
bands are, apart from a scaling factor, similar in most regions.
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(a) Difference bands calculated from the selected hyperspectral bands
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(b) Subsets of the difference bands. Calculated from the 10th and all selected bands and from
the 25th and the bands between the 91st and the 108th respectively.
Figure 4.14: Difference bands
Two details of the difference bands are shown in Fig. 4.14b. The first image
shows the difference bands calculated as the differences between the 10th band
and the remaining selected bands. It is interesting to note, that the proportion
of interspecies and intraspecies variability is more advantageous than that of the
difference bands calculated only from visible and red edge bands. The second image
in Fig. 4.14b shows the difference bands calculated from the 25th band and the
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selected bands between the 91st and the 108th. In these bands, the mean value of
OBS. is higher than the mean value of beech. The mean value of larch is below
the mean value of spruce in the last five bands. The mean value of beech even
drops below the mean value of oak in the difference bands 30 and 31, which are
calculated as band 25 minus band 104 and 106 respectively. Unfortunately the
relation between interspecies and intraspecies variance is less advantageous than in
the first 21 difference bands.
20 40 60 80 100 120 140 160 180 200 220
0
10
20
30
40
50
60
70
80
Ratio bands AISA
Ratio Bands
Va
lu
es
 
 
oak
beech
obs.
larch
spruce
Douglas fir
(a) Ratio bands calculated from local minima and maxima in the spectrum
16 17 18 19 20
3.5
4
4.5
5
5.5
6
6.5
7
7.5
Ratio bands AISA with errorbars − part
Ratio Bands
Va
lu
es
 
 
oak
beech
obs.
larch
spruce
Douglas fir
(b) Subset of the ratio bands. Calculated from the 10th and the
bands between the 185th and the 199th respectively.
Figure 4.15: Ratio bands
The ratio bands are calculated from the same selected bands given in table 4.2
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similar to the difference bands and are shown in Fig. 4.15a. As the ratio bands are
calculated from maximum and minimum bands, they have very different scales as
the ratio between two maxima will be much smaller than a maximum divided by
a band in a local minimum. The latter will also always have very large variances,
as only small changes in the value of the minimum band will lead to large changes
in the ratio band values. Fig. 4.15b shows a small part of the ratio bands. These
are calculated from the 10th and the bands between the 185th and 199th band.
Therefore, they combine the NIR region and the SWIR region. In these bands,
spruce has a similar mean value to oak. Larch has a good separability from Douglas
fir due to a interspecies variability that has a similar magnitude as the sum of the
two intraspecies variabilities.
The figures above show that some species are especially hard to separate, e.g.
OBS. and beech. Furthermore, the characteristics of the bands are quite similar
within each spectral regions such that additional spectral bands that cover these
spectral regions can help classifying tree species, but the additional benefit of the
high spectral resolution is unlikely to live up to the expectations for most of the
bands. The according figures containing all available tree species, including the
species that are underrepresented in the reference data set, can be found in sec-
tion B.2.
4.2.2 Box Plots
Box plots can be used to compare the characteristics of the species in one band
in detail. They contain not only the median, the 25th (q25) and the 75th (q75)
quantiles, but also the minimum and maximum values and the outliers as described
in [188, 189, 190]. The sample interquartile range (IQR) is the difference between
the 25th and 75th quantile as given in (4.15) and is depicted in the box plots as the
height of the boxes.
IQR = q75− q25 (4.15)
Minimum and maximum values are defined to be the last values within the minimum
and maximum range given in (4.16) and (4.17) and are shown in the box plots as
whiskers.
maximum = q75 + 1.5 · IQR (4.16)
minimum = q25− 1.5 · IQR (4.17)
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The points outside this range are considered to be potential outliers. For a Gaussian
distribution, this range corresponds to ±2.7σ and therefore to a 99.3% coverage.
Fig. 4.16 shows two box plots, one for the B band and one for the NIR band.
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Figure 4.16: Box plots for the blue and the NIR bands. Median, 25th and 75th
quantile, minimum and maximum, outliers
The line in the middle of the boxes shows the median, the boxes themselves show
the first and third sample quartiles, thereby depicting 50% of the data. The whiskers
show the maximum and minimum value as described above. The red dots show the
outliers.
In [49], it was stated that the B band was the best single band for tree species
classification. According to Fig. 4.16a the interspecies variabilities of the tree species
are rather low. Compared to Fig. 4.16b, which shows a similar plot for the NIR band,
the interspecies variability is higher in the NIR band than in the B band. Although
the intraspecies variabilities are also higher in the NIR band than in the B band,
some of the boxes do not overlap e.g. spruce with oak, beech and OBS. or larch
with OBS. and beech.Therefore, the findings in [49] cannot be confirmed. Instead,
the NIR band seems to yield more information for species discrimination than the
B band.
It is interesting to note, that there are many outliers. All the available sample
data was used for the creation of these plots, so there are many more data points
available for spruce than for the other species, which also leads to more outliers for
spruce than for the other species. The outliers show the very high variability in the
spectral signature of tree species.
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Figure 4.17: Box plots for the SWIR and the RE bands. Median, 25th and 75th
quantile, minimum and maximum, outliers
Fig. 4.17 shows the box plots for the SWIR and the RE bands. In the SWIR
band in Fig. 4.17a, the boxes of spruce and Douglas fir are separable from the
remaining species while in Fig. 4.17b, which shows the RE band, the boxes of all
species overlap. Larch has a higher intraspecies variability in the RE band than the
other species, as can be seen in the larger size of the box.
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Figure 4.18: Box plots for the LiDAR intensity band. Median, 25th and 75th
quantile, minimum and maximum, outliers
Fig. 4.18 shows the intensity band from the LIDAR data. Although the LIDAR
sensor used to generate the intensity data operated in the SWIR region, the char-
acteristics in the intensity data differ from the characteristics in the SWIR band.
The box of spruce is not separated from the remaining species, although the box
describing Douglas fir is still located below the boxes of oak, beech, OBS. and larch.
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One reason might be, that the acquisition dates for the two data sets differ. Another
reason is that the quality of the LIDAR intensity data is very low, as described in
section 3.1.2.
4.2.3 Exploratory Data Analysis Findings
The findings drawn from the exploratory data analysis were substantial to the fur-
ther developments of algorithms and methods for tree species classification. The
parallel coordinate visualization showed, that the spectral signatures of the differ-
ent species suffer from low interspecies variability and high intraspecies variability.
Some of the difference and ratio bands calculated from the original band values
showed a higher interspecies to intraspecies ratio thereby denoting a better separa-
bility. Particularly the bands calculated as NIR–R, NIR–G, NIR-B, SWIR-R and
SWIR-G were more promising than the plain original band characteristics. But also
the difference bands including the RE band and the SWIR-NIR displayed slightly
higher interspecies variability than the difference bands containing only the visible
bands. The characteristics of the ratio bands were largely similar to the difference
bands with slight variations.
The hyperspectral data set in the NIR region of the spectrum was analyzed to
find potentially interesting bands for tree species classification. It was only used to
gain information on the spectral characteristics of tree species in the NIR and SWIR
regions of the spectrum and to identify areas of special interest.
The box plots in section 4.2.2 showed a low interspecies variability in the B band
and a better interspecies to intraspecies variability ratio in the NIR band. The
SWIR and the I band also showed some interspecies variability, whereas the RE
has a low interspecies to intraspecies variability ratio, denoting limited separability
capabilities on the single band values.
The exploratory data analysis confirmed the findings in [52] that difference bands
can decrease the intraspecies variability in the spectral reflectance that can occur due
to environmental, site, soil and lighting properties. The effect can be explained by
taking into account, that in the case of higher reflectances due to lighting conditions,
all bands will yield higher values than in the case of average lighting conditions. But
in this case, the influence of the lighting conditions will be smaller in the difference
and ratio bands as the subtraction and division of the band values will diminish the
effect. The same holds for reflectance changes due to site, soil, environmental factors
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and water content. This suggests the use of band combinations, as it is done when
using transformations generated by approaches like the principal component analysis
(PCA). These calculate linear combinations of the available bands as described in
[191]. Another approach is to use an algorithm that takes not only band values
into account, but can also regard the connections between the bands. As a proof of
concept of the capability to separate tree species and to use band combinations, a
decision tree was induced.
4.3 Placing additional samples
In some cases, there is insufficient reference data available as e.g. in Glindfeld.
It is located east of test area Schmallenberg and has a size of 4.7 km2. Only 25
samples were available in the sample plot inventory data, consisting of two beeches,
22 spruces and one Douglas fir samples. The classification based solely on these
samples is shown in Fig. 4.19.
In the reliability estimates in Fig. 4.19b, white denotes high reliability. Due
to the insufficient number of samples, the algorithm believes to produce reliable
results, although the produced classification is actually extremely poor. As the area
was well-known, some additional samples could be placed using the 4D-GIS. The
result is shown in Fig. 4.20.
The classification is already much better than the original classification based on
the sample inventory data. The algorithm can now also classify Douglas firs and
oaks due to the additionally placed samples. But there are still some errors in the
classification as in the upper right part some deciduous trees are misclassified as
spruce and in the upper left part of the image, some spruces are misclassified as
beech. Also, the reliability shows rather low values for the upper half of the image.
The misclassified regions were used in the iteration loop to place additional samples
in the areas that are misclassified in Fig. 4.20. The borders between the classes are
defined more clearly by the additionally placed samples at the misclassified regions,
as objects have characteristics that are more similar to other classes, which led to the
misclassification in the first place. By choosing some of these objects as samples, the
characteristics of the classes are refined. The samples that were placed in addition
to the sample plot inventory data are shown in Fig. 4.22.
Some spruce samples were set in the upper left area to overcome the misclassi-
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(a) Classification (b) Reliability
Figure 4.19: Classification based on only 25 samples
(a) Classification (b) Reliability
Figure 4.20: Classification based on additionally placed samples
(a) Classification (b) Reliability
Figure 4.21: Classification based on additionally placed samples — after iteration
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Figure 4.22: Additionally placed samples
fication of spruce as beech. Oak samples in the right part of the image allow the
classification of oak, as oak was not present in the sample plot inventory data at all.
Furthermore, they avoid oak to be misclassified as Douglas fir or spruce. Douglas
fir was not classified at all in the first classification as only one sample was available
in the sample plot inventory data. The additional samples allow classifying Douglas
fir. Fig. 4.21 shows the classification result for all samples, including the ones placed
in the iteration loop.
The samples led to a very good classification result which is considered to be
quite reliable. In the very upper part of the image to the right, there is an area
that is still considered to be unreliable, which is an accurate estimation, as this area
contains a significant proportion of larch, which is not represented by any of the
samples and therefore cannot be classified. However, the exact location of the larch
trees in this mixed stand are unknown and therefore no samples could be placed.
Chapter 5
Developed Classification Approaches
The first experiments were performed using pixel based analysis. But pixel based
analysis showed to be difficult for several reasons. As noted in [58, 77, 81] a salt
and pepper effect as shown in Fig. 5.1 was observed in the resulting images. The
salt and pepper effect is undesired, as the single pixels do not denote single trees
but are a result of under- or overexposure, e.g. shadow areas between the trees or
small very light parts within a tree crown.
Figure 5.1: Pixel based classification with salt and pepper effect
129
130
5.1 Decision Tree
As a proof of concept for tree species classification based on distinct spectral high
resolution bands, a decision tree was manually induced, based on the exploratory
data analysis in section 4.2. The region images, as described in section 3.1.3, were
calculated from the normalized digital surface model (nDSM) and used as image
objects in the classification approach.
5.1.1 Tree Structure
After filtering shadow and non-forest areas using the nDSM and the overall bright-
ness of the color infrared (CIR) and simple user-defined thresholds, the objects are
classified according to the tree in Fig. 5.2. For this proof of concept, the other
broadleaved species with short rotation time (OBS.) species were omitted, as this
group is a mixture of several different species.
SWIR-R, SWIR-G, SWIR-NIR, NIR-G
NIR-B, NIR-G, NIR-R, SWIR-NIR, B-G, SWIR-GAISA25 / AISA146, SWIR-NIR, SWIR-R
spruce
Douglas fir, spruce beech, oak, larch
Douglas fir beech AISA25 / AISA151, NIR-G, SWIR-NIR, G-R
oak larch
oak, larch
Figure 5.2: Manually induced decision tree
The decision tree was induced using features with good proportion of interspecies
to intraspecies variability as described in section 4.2. In the first step, Douglas fir
and spruce are separated from beech, oak and larch using four difference bands,
namely SWIR − R, SWIR − G, SWIR − NIR and NIR − G. In the second
level of the decision tree, Douglas fir is separated from spruce using the ratio band
AISA25/AISA146 and the difference bands SWIR−NIR and SWIR−R. In the
second branch, beech is first separated from oak and larch using six difference bands,
in particular NIR−B, NIR−G, NIR−R, SWIR−NIR, B−G and SWIR−G.
In the last step, oak is separated from larch using one ratio and three difference
bands, nominally AISA25/AISA151, NIR − G, SWIR − NIR and G − R. For
131
each of these bands a user-defined threshold is used, which can also be extracted
from available training data automatically. AISA25, AISA146 and AISA151 are
the 25th, the 146th and the 151st AISA++ hyperspectral bands respectively, with
wavelengths of 1.126µm, 1.888 µm and 1.920µm.
At each node, the appropriate branch or species is chosen and a reliability estimate
is derived from the classification procedure. The reliability depends on the distance
of the features used in the current decision, from the thresholds and also depends
on the variabilities and spectral overlaps that were estimated during training, along
with the thresholds. These reliability images are a valuable source of information,
as they point to areas, where the results need to be confirmed by an expert. These
confirmed or corrected data points can then be used as additional training data in
a second run to refine the algorithm.
5.1.2 Automatic Threshold Selection
After the structure of the tree is determined, the thresholds can be user defined or
calculated automatically from a training data set. For each feature at each node,
the mean and the standard deviation of the two class groupings corresponding to
the two branches are calculated. The difference between the two mean values, the
interspecies variability, is then divided such that the quotient of the two subdivisions
equals the quotient of the two standard deviations. The two subdivisions of the
distance between the mean values are called partial weighted distance. The threshold
is then calculated as the sum of the mean of the lower value class group and the
according partial weighted distance. Assuming that the class grouping g1 has the
lower mean value in the currently assessed feature, the according formula is given
in (5.1).
threshold = µg1 +
σg1
σg1 + σg2
· (µg2 − µg1) (5.1)
Equation (5.1) takes the standard deviations and therefore the width of the distri-
butions into account. Although the distributions are not Gaussian, they are still
similar to Gaussian distributions and the standard deviations are used as an ap-
proximation. More sophisticated approaches exist, like expectation maximization,
but the described approach guarantees faster execution time and is sufficient for the
manual decision tree as proof of concept for very high resolution classification based
on multispectral bands.
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5.2 Support Vector Machines
Support vector machines (SVMs) are a widely researched machine learning approach
as described in section 2.5.4. Apart from the theory being a widespread research
topic, several implementations have been proposed. An overview is given in [192].
A widely used library that is also available in C++ is the library for support vector
machines (LIBSVM), which is described in detail in [193]. Version 2.91 of LIBSVM
was only used for the calculations of the SVMs.
For the training step of the SVM, the required input parameters are the training
data, the class labels, and the parameters of the SVM. The parameters of the SVM
include the chosen kernel, the kernel parameters and the cost C. Possible kernels are
linear, polynomial, radial basis function (RBF), and sigmoid or a precomputed kernel
matrix. The kernels were introduced in paragraph 2.5.4.2. The kernel parameter for
the RBF kernel is the parameter γ, which defines the width of the RBF.
The linear kernel is restricted to linear problems. For the polynomial kernel,
large degrees might lead to kernel values going to infinity or zero leading to com-
putational problems. Furthermore, it has more parameters than the RBF kernel,
which makes it harder to determine good parameter values. According to [194], the
sigmoid kernel, which leads to a two-layer perceptron neural network, does not sat-
isfy Mercer’s condition (see paragraph 2.5.4.2) and is therefore only positive definite
if the parameters γ and r are chosen properly in (2.63). Failing to choose good pa-
rameters values can lead to a SVM that performs worse than a classifier that assigns
labels by chance. Furthermore, for certain parameters γ and r, the sigmoid kernel
takes the form of a linear kernel and for certain other parameters, it behaves like a
RBF kernel, as described in [195]. As the RBF kernel adapts well for tree species
classification and performs well for all parameter combinations, is used here.
The RBF kernel function was given in paragraph 2.5.4.2 as
K(xi,xj) = exp
(−γ ‖xi − xj‖2) . (2.62)
It has only one parameter γ, which controls the width of the RBFs. With very small
values of γ, the RBF will converge towards the linear kernel, while large values of γ
might lead to overfitting, as the RBF becomes narrow.
The cost C was also described in paragraph 2.5.4.1. It controls the trade-off
between the margin maximization and the allowed errors of the SVM on the training
data. As C approaches large values, the SVM becomes a hard margin SVM, which
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may also lead to overfitting. Both, a large value of γ and a large value of C lead
to a high number of support vectors, which increases the risk of overfitting. In the
worst case, one support vector and therefore one RBF will be generated from each
training point.
To find suitable parameter choices, a grid search is performed. As pointed out
in [196], some advanced methods exist, that use heuristics to avoid an exhaustive
parameter search. But grid search can easily be parallelized, which is not true for
many advanced approaches, where the gain in computation time due to parallelizing
is small. Starting from the proposed parameter ranges of C = 2−5, 2−3, . . . , 215
and γ = 2−15, 2−13, . . . , 23 in [196], the grid search was performed on the ranges of
C = 2−49, 2−47, . . . , 213 and γ = 2−49, 2−47, . . . , 24 for tree species classification. Grid
search was implemented such that, either k-fold cross validation or validation on an
independent set can be used to avoid overfitting.
5.2.1 Support Vector Machine Based Decision Tree
The support vector machine based decision tree (SVMDT) extends the binary clas-
sification ability of the SVM to multiclass problems while keeping the whole input
space classifiable. Another quality of the SVMDT is, that it gets by on a smaller
number of SVMs that need to be trained. For a classification problem with n classes,
the one against one (OAO) approach requires a SVM to be trained for each pair of
two classes (k = 2). For nine tree species (n = 9) and a binary classifier, the number
of SVMs that need to be trained is given by (5.2).(
n
k
)
=
n!
(n− k)! · k! =for k=2
n · (n− 1)
2
=
forn=9
9 · 8
2
= 36. (5.2)
During classification, the same number of SVMs need to be evaluated for the OAO
approach. For a directed acyclic graph (DAG)-SVM, n − 1 = 8 SVMs need to
be evaluated. For the one against all (OAA) approach, the number of SVMs that
need to be trained is n = 9 as for each class one SVM is trained, that separates
this class from all the remaining classes. During classification, the same amount of
SVMs needs to be evaluated. As described in section 2.5.4.3 the literature on the
classification accuracy of OAO and OAA approaches is inconsistent.
For the SVMDT, the number of SVMs that need to be trained is n − 1 and
therefore, the number of SVMs in the case of nine classes is eight. The number of
SVMs that need to be evaluated during classification is at most the depth of the
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tree, which for an unbalanced tree can be at most eight and for a balanced binary
tree, where the number of nodes is Nnodes = 2 · n − 1, which contains n − 1 inner
tree nodes plus n leaf nodes, is given in (5.3).
blog2(Nnodes)c = blog2(2 · n− 1)c =forn=9 blog2(17)c = 4. (5.3)
During the decision tree induction, the separation of coniferous and deciduous
trees can be forced at the root node. In some forest applications, the separation of
coniferous and deciduous trees is sufficient. In other contexts, a different granularity
of the classification may be demanded at times. In the latter case, a decision tree can
be trained, where the algorithm is forced to separate e.g. coniferous and deciduous
trees in the first step. During classification phase, the decision tree can be executed
until the required granularity, e.g. separation of coniferous and deciduous trees, or
detailed tree species classification, of classification is reached. For each tree node,
the algorithm proceeds as follows:
Step 1: Calculate the best separation of the classes into two groups: At
each node, the classes need to be grouped into two sets such that these sets have
the highest possible separability. To avoid error propagation, it is essential,
that the decisions with the lowest error rates are placed in the top nodes.
Balanced trees should be preferred to unbalanced trees, as a smaller depth
of the tree reduces error propagation and increases calculation time during
classification as a larger number of SVMs has to be evaluated in general.The
two separability measures that were used are:
1. Equivalent distance as described in section 2.5.1.1 and given in (2.14).
2. Fisher distance as introduced in section 2.5.1.2 and given in (2.15).
Three different ways for class separation into two sets were developed and
compared.
1. Pair-initialized: The first method will be called pair-initialized group-
ing. The separability measure is calculated for each pair of classes. The
pair with the highest separability value is used to initialize the two class
sets. For each remaining class, the closest class neighbor is determined
starting with the pair with the lowest separability. If the closest class
neighbor is already assigned to one of the sets, then the current class
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is also assigned to the same set. Otherwise, it will be reevaluated af-
ter another class has been added to one of the sets. Fig. 5.3 illustrates
an example in which the red and blue class have the highest pairwise
separability and are therefore used to initialize the two class sets. The
remaining classes, which are shown as black circles, are added to the two
class sets consecutively in the order of the numbering in the figure.
2. Balanced: For the second method, which is called balanced grouping,
all possible combinations for separating the classes into two sets of equal
sizes are determined. For each of these combinations, the separability is
calculated using one of the two measures described above. Therefore, the
two sets are treated as if they were two classes and the distance of the
two sets as whole is calculated. An example is illustrated in Fig. 5.4.
3. Unbalanced: The third method, unbalanced grouping, works similar
to the balanced grouping except that instead of determining only the
combinations for separating the classes into two sets of equal size, all
possible separations into two sets are calculated. Again, the separability
is calculated for each of these combinations, while treating each set as
one of the two classes whose separability is calculated. Fig. 5.5 shows an
illustration of the unbalanced grouping approach.
In the case of forced separation of deciduous and coniferous trees at the root
node, this step is skipped as the two sets are already given. The same is true
for separating non-forest areas from tree species. In this case, the non-forest
samples are separated from all the tree species samples in the first SVMDT
node.
Step 2: Feature selection: The SVMDT allows the selection of specific features
at each tree node. To automatically select the most valuable feature, the
used procedure is based on the Fisher distance. For feature selection, it is
not necessary to calculate the Fisher distance itself, but it is sufficient to
stop at the calculation of the transformation vector w, which transforms the
multidimensional feature vectors to a one dimensional feature. Therefore, from
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Figure 5.3: Pair initialized class grouping
Figure 5.4: Balanced class grouping
Figure 5.5: Unbalanced class grouping
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section 2.5.1.2 the following equations are used:
w = S−1w (m1 −m2) (2.19)
mi =
1
Ni
Ni∑
j=1
xi,j (2.20)
Sw = S1 + S2 (2.21)
Si =
Ni∑
j=1
(xi,j −mi)(xi,j −mi)T (2.22)
xi,j is the jth feature vector of Ni vectors that belong to class i. mi is the
mean value of class i. S1 and S2 are the scatter matrices of class 1 and 2 and
Sw is the within-class scatter matrix.
During the transformation, the vector w weights the features in the feature
vector, such that the features with the highest impact on the separability are
multiplied with the largest factor. Therefore, the weights in the vector w
can be seen as a measure of the quality of each feature, with regard to the
separability. Feature selection can be performed on these weights, by only
choosing the features with the highest weights in the vector w. The absolute
values of the components in w are not of interest. It is the direction of w that
maximizes the discrimination capability. The selection can be performed on
different criteria:
1. Best l features: The weights in the vector w are sorted and the features
that correspond to the first l values are used.
2. Features with a weight wi larger than a given threshold: Fea-
tures with correspond to weights wi, whose value is larger than a given
threshold l, are selected as classification features.
3. Features that account for at least l% of the norm of the weight
vector: The norm of the vector w is calculated. Only features which
correspond to weights wi‖w‖ , whose values account for at least l% of the
norm of the vector w, are used in the subsequent classifier training and
classification.
These selection criteria were evaluated and the results are given in section 6.3.9.
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Step 3: Training of the SVM model: The binary SVM at each tree node is then
trained either with the selected features or based on all available features. For
the model selection based on the grid search approach, either a n-fold cross
validation or an independent validation set can be used. In the case of a RBF
kernel during model selection, the objective is to select suitable parameters
for C and γ. The n-fold cross validation approach separates the training date
into n folds. For each of these n folds, the following sequence is repeated:
The SVM is trained with the remaining n − 1 folds as training data and the
current fold, which was excluded from the training data, is classified. Thereby,
each training sample is classified once and the found labels are returned. The
overall accuracy achieved during n-fold cross validation might not be a good
measure of classification performance, especially for unbalanced training sets
that have different number of samples for each of the two classes. In this case,
a high classification rate on the class with the larger amount of samples will
be preferred, but actually a high classification rate on both classes is desired.
Therefore, the mean of the classification rates for each of the two classes is
used as an accuracy measure instead of the overall accuracy. For parameter
estimation on an independent validation set, a SVM is trained on the given
training data and evaluated on the independent validation set. Again, the
mean of the two class-specific classification rates is used as a measure for
the quality of the classifier. This approach of using the mean of individual
class accuracies will always prefer equal classification rates on both classes and
thereby avoid classifiers that might classify all the samples as the more frequent
class and thereby achieving a classification rate that equals the proportion of
the more frequent class in the training set. The validation needs to be executed
for each grid point of the parameter search grid. The results of the comparison
of these two approaches will be given in section 6.3.7.
Step 4: Adding new SVMDT node: The last step is the creation of a SVMDT
node. In the case of an inner tree not, it contains the model, the model file
name, the list of features that are used for the model, the pointers to the two
child nodes. The model is the actual binary SVM that has been trained with
the found parameter set and the whole training set. The model file name is
used for saving the SVMDT including all trained models. In the case of a leaf
node, the node only contains the class that is assigned to it.
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During classification, the binary decision tree is traversed. At each node, a re-
duced feature vector is generated, which contains only the features used in the
current SVM model if feature selection is activated. The LIBSVM prediction func-
tion is then called with the model and the feature vector and returns the predicted
class, which in the binary case is either 1 or −1, and the decision value. The sign of
the decision values is used for class determination. The value of the decision values
describes the distance from the hyperplane. An absolute value of the decision value
that is larger than one indicates, that the feature vector is located beyond the par-
allel hyperplane. In this case, the classification can be assumed to be reliable. For
absolute values of the decision value between zero and one, the classification is con-
sidered less reliable as the feature vector is located between the decision boundary
and the parallel hyperplane. Starting from the assumption that the classification
will be reliable, the initial value is set to 255 as the output of the reliability measure
will be a 8bit image. If the magnitude of the decision value is below one, then
the initial reliability estimate is multiplied by that value. This way, the reliability
estimates at all nodes of the current path in the decision tree are combined. The
estimated reliability is stored in a grayscale reliability map. As soon as the leaf node
is reached, the corresponding class is returned and the object is colored in the result
image in the color associated with that class as given in table 3.10. The results and
comparisons of the SVMDT classification are given in section 6.3.
5.2.2 Multiclass Approach
As stated in [193], LIBSVM implements the OAO approach for multiclass classifica-
tion, which was described in section 2.5.4.3. Each binary classification is treated as
a vote and the class with the highest number of votes is chosen. In the case of two
identical votes, the first class is chosen. This very simple rule avoids unclassifiable
regions due to multiple possible class assignments. The kernel choice as well as the
parameter ranges for the parameters C and γ during cross validation are the same
as described above.
5.3 Accuracy Assessment
Accuracy assessment is a very important task in remote sensing applications. Prob-
lems arise due to limited data availability and data quality. The cost for reference
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data acquisition is high, due to the large amount of data needed for a reliable anal-
ysis of the large areas that need to be covered. Rugged terrain and dense vegetation
can make reference data acquisition even more difficult, time consuming and ex-
pensive. The difficulties with reference data have been described in section 3.2. In
section 4.1.3 and section 4.1.2 methods were presented for data evaluation and for
the reduction of errors that are contained in the reference data set.
Test sets with an equal number samples per tree species were used for the compar-
ison and evaluation of the algorithms, input data and parameter settings. Therefore,
the overall accuracies calculated from these test sets do not give an estimate of the
final map accuracy, as the final map accuracy also depends on the distribution of the
tree species within the mapped area. Instead, the overall accuracy is a measure of
the classification ability of the algorithm of all species included in the classification
procedure. Assuming a specific test area consists of 90% spruce and 10% are cov-
ered by four other tree species. An algorithm that classifies the entire area as spruce
would achieve 90% map accuracy and 90% accuracy on a test set, that was created
in regard to the actual tree species distribution. Nevertheless, the classifier would
be considered to be rather weak, as it is not able to classify any tree species except
for spruce. On a test set with equal sample size for all four tree species, the achieved
accuracy would be 20% in this example. A side effect of the equal sample size is, that
the mean producer’s accuracy equals the overall accuracy. In addition to the test
sets with equal sample size per tree species that are used for algorithm comparison,
test sets that are created with respect to the actual tree species distribution will be
used for map accuracy estimation.
According to the remarks in section 2.4, the overall accuracy is used for com-
parisons and the confusion matrices are given, such that other measures like the
kappa coefficient can be calculated on demand. For the test sets with equal sample
size per tree species, the calculations are performed ten times using either tenfold
cross validation or an independent validation set and the mean values and standard
deviations of the overall accuracies are compared. Only tree species with sufficient
sample size according to Congalton [27] are used for the analysis, but for some com-
parisons the results differ on different test sets and therefore, the ten sample mean
gives a better estimate of the statistical validity of the differences and the standard
deviation. It allows to compare not only the results but also the variations.
Chapter 6
Accuracy Comparisons -
Prerequisites for Success
Many factors influence classification accuracies. Apart from reference data quality,
which has been discussed in section 4.1.2, the classification can be influenced by the
used algorithm, the data extraction method, the resolution of the data, the used in-
put data source, training weights, algorithm-specific parameters and environmental
conditions of the classified area including species, species distribution, terrain gradi-
ent, weather conditions and other site and soil influences. It is vital to understand
the impacts of these parameters, in order to be able to choose suitable combinations
for a practical tree species classification approach.
6.1 Decision Tree Accuracy
The decision tree described in section 5.1 was first tested on the fully inventoried
additional field data. At this point, no RapidEye data set and no Light Detection
And Ranging (LIDAR) intensity were available. Therefore, the classification was
performed on the airborne RGB, CIR and LIDAR height data sets and the additional
SPOT satellite data. The automatic threshold selection in section 5.1.2 was used to
find initial parameters that were then adjusted empirically. The results are given
in table 6.1 where the following abbreviations are used. Douglas fir is denoted as
“Dougl.” in the tables below and classified is the number of samples classified as
the species given in the first column of each row. The last column gives the user’s
accuracies and the last row gives the producer’s accuracies. The number in the lower
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right corner is the overall accuracy. All samples from the additional field data were
used as test data.
Table 6.1: Manual decision tree performed on additional field data
oak beech larch spruce Dougl.
classi-
fied
user’s
oak 59 122 26 2 34 243 24.28%
beech 48 770 76 26 0 920 83.7%
larch 20 112 184 66 29 411 44.77%
spruce 5 33 27 366 123 554 66.06%
Dougl. 3 42 9 30 408 492 82.93%
samples 135 1079 322 490 594 2620
producer’s 43.7% 71.36% 57.14% 74.69% 68.69% 68.21%
To compare the approaches, a support vector machine based decision tree (SVMDT)
was trained on a training set extracted from the additional field data and tested on
the full set of additional inventory data, which also contains the training samples.
The same data set was used as before, consisting of airborne RGB and CIR images
and LIDAR height data, excluding the RapidEye, SPOT and the LIDAR intensity
data. The results are given in table 6.2. The difference of 26 samples in the two
Table 6.2: SVMDT performed on additional field data
oak beech larch spruce Dougl.
classi-
fied
user’s
oak 98 108 16 5 0 227 43.17%
beech 20 838 34 22 0 914 91.68%
larch 7 85 263 35 2 392 67.09%
spruce 5 41 11 412 42 511 80.63%
Dougl. 7 10 0 24 561 602 93.19%
samples 137 1082 324 498 605 2646
producer’s 71.53% 77.45% 81.17% 82.73% 92.73% 82.09%
confusion matrices is due to the fact that 26 samples were classified as non-forest in
the decision tree and are therefore not included in the according confusion matrix.
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However, this analysis is not reliable as both algorithms were trained on data also
used for testing, but the SVMDT clearly shows a higher classification result.
The manual decision tree was also tested on a set generated from the sample in-
ventory data and the additional inventory data. The accuracy dropped significantly
for the manual decision tree as the overall accuracies and mean user’s accuracy in
table 6.3 show. The mean value of the overall and user’s accuracies is given by µ
and the standard deviation is given as σ in percentage points (pp). Due to the equal
sample sizes in the test data set, the producer’s accuracy is equal to the overall
accuracy and therefore not given explicitly. The SVMDT was tested on the same
test sets as the manual decision tree and trained on the according training sets.
Table 6.3: Manual decision tree and SVMDT performed on ten test sets
manual DT SVMDT
overall user’s overall user’s
1 41.19% 35.49% 68.09% 71.25%
2 44.44% 39.06% 71.06% 73.98%
3 43.98% 38.20% 71.49% 73.05%
4 42.75% 37.68% 68.72% 70.75%
5 39.80% 33.47% 70.00% 71.83%
6 43.73% 38.36% 72.98% 75.25%
7 45.21% 40.44% 71.49% 74.52%
8 44.72% 39.06% 75.74% 78.92%
9 42.75% 37.20% 72.77% 74.25%
10 44.67% 39.32% 71.06% 73.95%
µ 43.32% 37.83% 71.34% 73.78%
σ 1.72 pp 2.04 pp 2.20 pp 2.34 pp
Based on the poor results of the manual decision tree, the SVMDT was developed
to provide more sophisticated decision functions at each node of the decision tree
as the simple thresholds used in the manual decision tree are unsuitable for the low
inter-species variability and high intra-species variability.
Another observation on the classification result of the manual decision tree (DT)
for an unsuited parameter set is given in Fig. 6.1, which shows a subset of the whole
test area. It also indicates that airborne image data can be less homogeneous than
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would be preferred for tree species classification. Spectral tree species characteristics
are already highly variable regarding water content, site properties, time of the year,
climate conditions and other factors. Additional variability in the image quality adds
another variation to the spectral characteristics. It shows distinct strips, in which
Figure 6.1: Manual decision tree classification with unsuitable parameter set
highlights strips in the airborne image data
forest areas are classified as Douglas fir or larch respectively. It is unlikely that
the tree species are actually distributed like that and sample-wise inspection of old
forest inventory data also indicates that no such strips exist in the forest. However,
the airborne images were acquired in horizontal flight-strips, so that these strips
are actually a result of the strip-wise inhomogeneity of the airborne image data set
due different acquisition times and dates. The strips are also visible in the airborne
images, but due to the reduced number of colors and the thresholding in the manual
decision tree, the strips are more prominent in the badly classified image in Fig. 6.1.
Fig. 6.2 shows a classification result of the manual decision tree for a better suited
parameter set. The strips are still visible in this image, but they are less prominent.
Nevertheless, a more sophisticated approach is needed to handle variations in the
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Figure 6.2: Manual decision tree classification with better parameter set
data source itself, as well as variations in the reflectance of the trees. The decision
tree has some desirable properties but the decisions at each node need to be smarter
than the thresholds on the difference and ratio bands that were used in the manual
decision tree. As the tree had a binary structure, a powerful binary classifier like a
support vector machine (SVM) is predestined to be used under these circumstances.
6.2 k-Nearest Neighbor Accuracy
The k-nearest neighbor (kNN) approach has been described in [14, 13, 197] and
has been used in forestry applications frequently as mentioned in section 2.5.2. It
was used here to compare the results obtained by the SVMDT to a well-known and
widely-used approach.
To compare the approaches under equal conditions, the same test- and training
sets were used for both, the kNN and the SVMDT approach. According to [14],
values between 5 and 10 are suitable for k. In preliminary empirical tests, k = 7
yielded good results and was therefore used here. The calculation was performed
using the airborne RGB and CIR images and the SPOT SWIR band only. Only five
species were used in the comparison, namely oak, beech, larch, spruce and Douglas
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fir. Ten pairs of training and test sets were calculated and compared. Table 6.4 shows
the results. The species-wise results are the species-wise producer’s accuracies.
The results for the SVMDT are given in table 6.5. It is apparent, that kNN
achieves almost equally good classification results for the two most common species
in this test area, namely beech and spruce. Both algorithms achieve very low accu-
racies for oak with a lower standard deviation for kNN. The overall accuracy and
the mean user’s accuracy are both higher for the SVMDT, in fact, they are higher
for all 10 test sets and the difference is larger than the both standard deviations.
This leads to the conclusion, that the SVMDT is preferable to the kNN approach
for tree species classification.
6.3 Support Vector Machine Based Decision Tree
The SVMDT was developed as an enhancement of the decision tree described in
section 5.1 and section 6.1. It combines the benefits of the hierarchical structure
of a decision tree with the sophisticated nonlinear decision boundary created by a
SVM and extends the binary SVM to handle multiclass problems, while keeping
training and test time low. Several factors, including kernel choice, input data
sources, classification scheme specifications and training weights, have been analyzed
regarding their impact on classification accuracy. When no other specification is
given, the comparison was performed on ten pairs of test and training sets in each
case, where the identical test and training sets were used for all variations of every
analyzed parameter.
The test area used in this section is Arnsberg and the training sets are weighted
as described in section 4.1.5. The test sets include equal numbers of samples per
species. This leads to an accuracy that does not directly point to the map accuracy
that will be achieved, as the map accuracy always depends on the actual species
distribution within the map area. Using equal test sample sizes allows a better
comparison of the actual classification ability of the trained classifier regarding all
species in the classification scheme. Results on test sets that correlate to the actual
species distribution of the area will also be given below, where this composition of
the test set is explicitly noted.
For all calculations the attributes extracted from the remote sensing data are
linearly scaled to the range [0 . . . 1]. As the values of the normalized digital surface
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Table 6.4: kNN classification using RGB, CIR and the SPOT SWIR band only
producer’s accuracies overall user’s
oak beech larch spruce Dougl. accuracy accuracy
1 25.53% 81.91% 37.23% 90.43% 59.57% 58.94% 62.45%
2 26.60% 72.34% 27.66% 88.30% 51.06% 53.19% 57.78%
3 25.53% 73.40% 40.43% 90.43% 55.32% 57.02% 60.59%
4 25.53% 80.85% 38.30% 87.23% 60.64% 58.51% 61.93%
5 24.47% 75.53% 42.55% 86.17% 61.70% 58.09% 61.71%
6 28.72% 77.66% 39.36% 88.30% 60.64% 58.94% 63.48%
7 29.79% 79.79% 38.30% 87.23% 58.51% 58.72% 63.91%
8 29.79% 79.79% 37.23% 88.30% 61.70% 59.36% 62.09%
9 26.60% 70.21% 34.04% 80.85% 54.26% 53.19% 55.97%
10 29.79% 75.53% 42.55% 82.98% 63.83% 58.94% 62.65%
µ 27.23% 76.70% 37.77% 87.02% 58.72% 57.49% 61.26%
σ 2.08 pp 3.93 pp 4.38 pp 3.04 pp 3.97 pp 2.35 pp 2.52 pp
Table 6.5: SVMDT classification using RGB, CIR and the SPOT SWIR band only
producer’s accuracies overall user’s
oak beech larch spruce Dougl. accuracy accuracy
1 31.91% 74.47% 39.36% 89.36% 64.89% 60.00% 64.39%
2 24.47% 77.66% 44.68% 88.30% 68.09% 60.64% 63.62%
3 35.11% 74.47% 52.13% 91.49% 65.96% 63.83% 67.05%
4 41.49% 73.40% 46.81% 87.23% 61.70% 62.13% 65.49%
5 19.15% 78.72% 48.94% 88.30% 63.83% 59.79% 64.72%
6 24.47% 87.23% 50.00% 88.30% 64.89% 62.98% 67.60%
7 19.15% 87.23% 44.68% 86.17% 62.77% 60.00% 65.39%
8 21.28% 82.98% 41.49% 95.74% 67.02% 61.70% 67.43%
9 25.53% 80.85% 44.68% 87.23% 62.77% 60.21% 64.49%
10 31.91% 77.66% 51.06% 87.23% 72.34% 64.04% 67.38%
µ 27.45% 79.47% 46.38% 88.94% 65.43% 61.53% 65.76%
σ 7.40 pp 5.04 pp 4.17 pp 2.80 pp 3.14 pp 1.64 pp 1.48 pp
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model (nDSM) are in the range of actually possible tree heights, 8bit images in the
range of [0 . . . 255] and satellite data in some cases have higher dynamical ranges
(e.g. RapidEye with up to 12bit) and therefore can have higher values. To avoid
influences of the differences in the dynamical ranges, all data sources are scaled to
the range of [0 . . . 1]. Six tree species are used in the classification scheme, which
are oak, beech, other broadleaved species with short rotation time (OBS.), larch,
spruce and Douglas fir. These are the species which are represented by a sufficient
amount of at least 150 samples in the test area Arnsberg, which was used for the
comparison study. Examples of the structure of the induced SVMDTs will be given
in section 6.3.8.
6.3.1 Kernel Choice
The SVMs themselves have three adjustable parameters: The kernel choice, which
defines the characteristic of the decision boundary and the ability to classify non-
linear problems, the parameter C and a set of kernel-specific parameters. The most
common kernels were introduced in paragraph 2.5.4.2 and are the linear, the poly-
nomial, the radial basis function (RBF) and the sigmoid kernel. As mentioned in
section 5.2, the sigmoid kernel does not meet Mercer’s condition and is therefore only
positive definite for specific choices of the parameters γ and r. It was also described
that for some parameter choices the polynomial kernel might lead to computational
problems. In these cases, the SVM optimization problem does not converge and
needs to be aborted. These facts led to problems with the polynomial and the sig-
moid kernel during the grid search used for parameter estimation as for some of the
grid points no results could be achieved due to computational issues. For the sigmoid
kernel, restricting the parameters to C = 2−5, 2−3, . . . , 25, γ = 2−15, 2−13, . . . , 22 and
r = 0.5, 1, . . . , 2 avoided computational problems. According to [195] the accuracy
of the sigmoid kernel, which constructs a two-layer neural network, is in general not
better than RBF. For the polynomial kernel, the parameter r was further restricted
to values between r = 2, 2.5. As described in [196], the polynomial and the sigmoid
kernel have more parameters than the RBF kernel which makes the model selection
problem more difficult as three parameters (C, γ, r and for the polynomial kernel
also the degree d) need to be estimated instead of only two parameters (C and γ)
in the case of the RBF kernel or one parameter (C) for the linear kernel. In addi-
tion, lower accuracies were reported in [119] for the polynomial kernel than the RBF
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kernel. Table 6.6 shows the results of calculations based on the different kernels.
For the polynomial kernel two values of the parameter d, which is the degree of the
polynomial, were used. The individual confusion matrices are given in section C.1.1.
Table 6.6: Comparison of kernels
linear polynom 2 polynom 3 RBF sigmoid
1 70.15% 73.63% 75.46% 75.82% 48.90%
2 69.41% 72.71% 75.82% 76.37% 50.73%
3 73.26% 74.73% 77.66% 77.66% 52.20%
4 68.32% 73.26% 75.82% 76.74% 48.35%
5 67.77% 68.86% 72.89% 74.18% 47.62%
6 70.33% 73.63% 74.91% 74.91% 41.03%
7 68.68% 69.96% 71.79% 72.89% 45.79%
8 70.15% 74.91% 76.01% 76.19% 52.93%
9 70.51% 71.79% 72.71% 75.82% 51.83%
10 69.96% 73.99% 74.36% 76.19% 51.65%
µ 69.85% 72.75% 74.74% 75.68% 49.10%
σ 1.52 pp 1.99 pp 1.81 pp 1.36 pp 3.65 pp
µuser 74.15% 76.22% 77.13% 77.49% 59.35%
σuser 1.07 pp 1.65 pp 1.31 pp 1.21 pp 8.23 pp
For each test set, the mean user’s accuracy is calculated as the mean of the species-
specific user’s accuracies as introduced in section 2.4. The average of these mean
user’s accuracies is given by µuser and the standard deviation in percentage points is
given by σuser. Lines 1 to 10 in the table give the overall accuracies for each kernel
for each of the ten test sets. The average of the overall accuracies for the ten test sets
is then given by µ and σ gives the according standard deviation in percentage points.
As the sample size is equal for all species, the mean producer’s accuracy equals the
overall accuracy in the equal sized test sets. The mean overall accuracy is given as
µ and the standard deviation of the overall accuracies is given in the row denoted as
σ. The calculations were performed on a data set consisting of airborne color and
color infrared images, nDSM, RapidEye and LIDAR intensity data. The sigmoid
kernel shows rather low accuracies of 59.4% for the user’s accuracy and 49.1% mean
overall accuracy with high standard deviations of 8.2 percentage points for the mean
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user’s accuracy and 3.7 for the mean overall accuracy. These low accuracies are most
likely due to the restriction of the search grid for parameter estimation, which was
necessary for the calculation to complete. The linear kernel achieved approximately
69.9% mean overall accuracy and 74.2% mean user’s accuracy while the RBF kernel
achieved the highest mean accuracy with approximately 75.7% and the highest mean
producer’s accuracy with approximately 77.5%. The polynomial kernel with degree
2 showed better results than the linear kernel but lower results than the RBF kernel.
The mean overall accuracy was about 72.8%. The polynomial kernel with degree 3
produced results that were almost as good as the results produced by the RBF kernel
with a difference of less than one percentage point. With a polynomial of degree 4
as a kernel, computational issues were encountered. Therefore, no results for this
kernel are given here. As a result of the kernel performance comparison described
above and the kernel characteristics mentioned in paragraph 2.5.4.2, section 5.2 and
[194, 195, 196], the RBF kernel was chosen for all further calculations.
6.3.2 Object Data Extraction Methods
The objects or regions are given as region images as described in section 3.1.3.
For each of these objects, a feature vector needs to be created as described in sec-
tion 4.1.4. The feature vector can then be used for classifier training or classification.
Table 6.7 compares the results of deleting different fractions of dark pixels before
calculating either the median or the mean of the remaining values, or using the
maximum value within the region as characteristics. The calculation was performed
based on the airborne color and color-infrared images, the nDSM, the RapidEye
satellite data and the LIDAR intensity data. The individual confusion matrices are
given in section C.1.2.
Each row is denoted by the fraction of pixels that are deleted, and the method
used for feature extraction, e.g. mean, median or max. It clearly shows that using
the maximum value within the region for each band gives the lowest accuracies in
this comparison with 72.8% for the overall accuracy and 74.2% for the mean user’s
accuracy. Deleting a fraction of dark pixels (1/2 to 1/7) gives higher mean accuracies
of more than 76%. Classification accuracies seem to slightly decline for deleting
smaller proportions of dark pixels (1/6–1/7) but the differences are in general very
small and well within the range of the standard deviations. There is a small peak for
the mean value calculated after deleting 1/3 of the pixels. Although the difference
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Table 6.7: Comparison of feature extraction methods
deleted pixels method µuser σuser µ σ
1/2 mean 78.12% 1.62 pp 76.65% 1.62 pp
1/2 median 78.20% 1.34 pp 76.74% 1.57 pp
1/3 mean 78.52% 1.34 pp 77.03% 1.65 pp
1/3 median 77.96% 1.81 pp 76.61% 1.95 pp
1/4 mean 78.15% 2.13 pp 76.74% 1.94 pp
1/4 median 78.37% 1.54 pp 76.94% 1.72 pp
1/5 mean 77.90% 1.52 pp 76.52% 1.56 pp
1/5 median 78.06% 1.79 pp 76.78% 1.88 pp
1/6 mean 77.72% 1.75 pp 76.19% 1.76 pp
1/6 median 77.97% 1.63 pp 76.58% 1.83 pp
1/7 mean 77.93% 1.73 pp 76.45% 1.89 pp
1/7 median 77.42% 1.18 pp 76.12% 1.55 pp
0 mean 77.71% 1.94 pp 76.28% 1.97 pp
0 median 76.69% 1.92 pp 75.33% 2.08 pp
0 max 74.18% 1.45 pp 72.80% 1.38 pp
here again is very small and can be considered to be statistically insignificant, this
feature extraction method was used for the subsequent calculations.
6.3.3 Resolutions and Ortho Rectification
For the comparison of the influence of image resolutions on the classification accu-
racies airborne color and color infrared images in combination with the nDSM were
used in the first nine test cases. In the additional tenth test case, the RapidEye
satellite data without the red edge band was used in combination with the nDSM.
The RapidEye data without the red edge band contains a blue (B), green (G), red
(R), and near infrared (NIR) band. These bands are similar to the bands provided
by the airborne color and color infrared images. One difference is the resolution,
which is 6.5m resampled to 5m for RapidEye and 0.1m for the airborne images and
resampled versions of these images at resolutions of 5m, 0.8m, 0.4m and 0.2m. An-
other difference is the acquisition time and date. The RapidEye data set was mostly
recorded on 2010-06-05 at 11:20 and only a small part was recorded on 2010-05-22
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at 11:26. All RapidEye images were recorded by the same satellite. The airborne
images were recorded on 2008-07-01 and 2008-07-05. There is also a difference in the
data representation as the RapidEye data set is encoded as 16 bit integers, whereas
the airborne images are encoded with 8 bits. Although both data sets contain simi-
lar bands, slight differences in sensor specification might also influence classification
results. An overview of the test cases is given in table 6.8. The motivation for this
comparison was to find out whether a high resolution of 0.1m per pixel is neces-
sary or even favorable compared to lower resolutions, which are usually cheaper and
easier to obtain.
Table 6.8: Description of the test cases for the comparison of resolutions and ortho
correction
test case input data resolution ortho correction
O1 airborne + nDSM 5m ortho
O2 airborne + nDSM 0.8m ortho
O3 airborne + nDSM 0.4m ortho
O4 airborne + nDSM 0.2m ortho
TO1 airborne + nDSM 5m true ortho
TO2 airborne + nDSM 0.8m true ortho
TO3 airborne + nDSM 0.4m true ortho
TO4 airborne + nDSM 0.2m true ortho
TO5 airborne + nDSM 0.1m true ortho
R1 RapidEye R, G, B, NIR + nDSM 5m ortho
In addition to the resolutions, two levels of orthorectification are considered. The
first four cases are based on geometrically corrected images where the topographic
relief was taken into account for the correction. It can still occur that the side of
a vertical object, like a tree or a building, is visible in the image. That also means
that the position of the tree top can be dislocated relative to the position of the
lower end of the tree trunk. The second level of processing is called true ortho (TO)
and means that not only the terrain model was used for orthorectification but also
the nDSM. TO processing is a complicated and expensive operation. It is therefore
important for practical applications to evaluate the gain in classification accuracy,
which can be obtained using TO processing. The results of TO processing were
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shown in Fig. 4.7. The results for the ten test cases are given in table 6.9, where
the first column indicates the test case.
The mean species wise classification accuracy is denoted by µ and its standard
deviation is given as σ in percentage points. It is interesting to note, that the
standard deviations of the individual species calculated based on 10 pairs of training
and test sets are rather high with values between 2 and 9 percentage points, while
the overall accuracy and the mean user’s accuracy have standard deviations below 2
percentage points. The highest overall and user’s accuracies for the ortho corrected
images were achieved for test case O1 and the classification accuracy decreases with
increasing resolution. With lower resolution more pixels will become mixed pixels,
which are pixels that contain parts of more than one tree and may contain more
than one species. However, the benefits of the reduced variation in the low resolution
images still seem to outweigh the effects due to mixed pixels.
For test case TO1, the overall accuracies are almost identical compared to the
test case O1. The mean user’s accuracy is slightly lower for the true ortho processed
image than for the orthorectified image. The gain due to the true ortho procession
seems to diminish with decreasing resolution which can be explained by the fact
that the dislocation of the tree tops relative to the lower end of the tree trunk is
smaller than 5m. Therefore, when the images are resampled to 5m, the tree tops
are located within the bounds of the 5m pixel that contains the position of the lower
end of the tree trunk anyway in most cases. Test case O2 yielded an overall accuracy
of 53.7% and a user’s accuracy of 62.5%, whereas Test case TO2 gives an overall
accuracy of 55.5% and a user’s accuracy of 63.6%. That means that the overall
accuracy improves by 1.8 percentage points with the true ortho rectification, which
is higher than either of the two according standard deviations. The mean user’s
accuracy improves by 1.1 percentage points. It is also interesting that especially the
accuracies of the coniferous species improved, while the accuracies of oak and OBS.
slightly decline and beech also slightly improves. The overall and user’s accuracies
again slightly decline with increasing resolution for test case TO3. However, they
are still above the best values achieved on the orthorectified images without true
ortho processing in test case O2. The overall and user’s accuracy for test case TO5
have approximately the same value as the results calculated based on test case O2
although one is calculated on the 0.1m resolution of the true orthorectified images
and the other one on the 0.8m resolution ortho images.
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Table 6.9: Results for the ten test cases
test Species-wise mean producer’s accuracies overall user’s
case oak beech obs. larch spruce Dougl. acc. acc.
O1
µ 44.6% 63.5% 48.2% 39.9% 82.9% 70.7% 58.3% 64.3%
σ 3.9 pp 4.6 pp 5.8 pp 4.4 pp 3.2 pp 3.2 pp 1.8 pp 1.4 pp
O2
µ 46.6% 60.0% 50.2% 29.2% 82.7% 53.5% 53.7% 62.5%
σ 4.2 pp 5.7 pp 4.5 pp 4.2 pp 4.2 pp 5.7 pp 1.5 pp 1.3 pp
O3
µ 48.1% 58.5% 48.7% 29.7% 82.9% 48.3% 52.7% 62.3%
σ 5.4 pp 3.3 pp 4.6 pp 4.7 pp 3.5 pp 6.8 pp 1.4 pp 1.7 pp
O4
µ 48.8% 57.2% 48.8% 29.2% 83.4% 46.5% 52.3% 61.9%
σ 5.0 pp 5.7 pp 5.1 pp 3.9 pp 3.3 pp 6.3 pp 1.6 pp 2.1 pp
TO1
µ 39.8% 61.9% 50.9% 43.4% 82.6% 71.9% 58.4% 63.8%
σ 6.8 pp 5.9 pp 6.9 pp 6.2 pp 3.5 pp 2.6 pp 1.2 pp 1.3 pp
TO2
µ 40.3% 62.3% 46.2% 36.9% 87.6% 59.9% 55.5% 63.6%
σ 4.8 pp 5.7 pp 7.5 pp 5.3 pp 2.5 pp 3.9 pp 1.5 pp 1.5 pp
TO3
µ 43.3% 60.8% 47.3% 35.9% 86.0% 56.1% 54.7% 62.7%
σ 6.6 pp 4.9 pp 8.3 pp 4.8 pp 2.5 pp 1.9 pp 1.7 pp 1.6 pp
TO4
µ 39.8% 61.3% 46.6% 34.3% 86.2% 56.2% 54.1% 62.5%
σ 5.4 pp 4.3 pp 8.3 pp 5.9 pp 2.4 pp 3.4 pp 1.5 pp 1.4 pp
TO5
µ 40.6% 61.7% 46.0% 34.6% 86.0% 53.4% 53.7% 62.4%
σ 5.1 pp 5.8 pp 8.9 pp 4.8 pp 2.6 pp 2.3 pp 1.6 pp 1.5 pp
R1
µ 58.1% 69.8% 52.6% 41.4% 87.6% 69.2% 63.1% 65.2%
σ 5.5 pp 3.0 pp 6.5 pp 4.2 pp 2.4 pp 4.5 pp 2.0 pp 2.3 pp
155
In test case R1, the same calculation as before was performed using the RapidEye
satellite data set without the red edge band instead of the airborne images. This
data set has a native resolution of 6.5m but was resampled to a 5m resolution
before delivery. The difference to the previous calculation is that the resolution
was not degraded afterwards but the sensor actually collected the data at a lower
resolution. The species-specific producer’s accuracies in table 6.9 increase for all
species compared to any of the accuracies calculated on the airborne image data set.
The overall accuracy is about 4.7 percentage point higher than the overall accuracies
achieved on the airborne data sets, which were resampled to the same resolution.
The mean user’s accuracy is also slightly higher for the RapidEye data set than for
the airborne data sets. Two factors that contribute to the good results based on the
RapidEye data set are the timing of the data acquisition and the homogeneity. The
RapidEye data set was acquired in the beginning of June while the airborne images
were acquired in the beginning of July. The beginning of June is better suited
for classification purposes in this area, due to the beginning of the new growth
period. Another factor that influences classification accuracy is the homogeneity
of the data. The satellite data was mostly collected within one day during a very
short time period. The airborne data on the other hand was collected within 5
days. Differences in the weather conditions like humidity and the altitude of the
sun influence the specific color values recorded by the airborne camera. Individual
confusion matrices are given in section C.1.3.
Comparison: Table 6.10 gives an overview of the overall accuracies of the ten
pairs of test and training sets for the ten test cases.
The mean user’s accuracies, denoted by µuser, are clearly higher than the overall
accuracies for the airborne data sets and slightly higher for the RapidEye data
set. Fig. 6.3 shows the overall and user’s accuracies in a graph and the standard
deviation is given as error bars. The accuracies of the true orthorectified images
are higher than the accuracies for the ortho images for most test cases. For the 5m
resolution, the difference is very little for the overall accuracies and for the user’s
accuracies, the ortho images achieve slightly higher values. It also demonstrates, that
higher resolution does not necessarily lead to higher classification accuracies. The
findings coincide with the statement in [81] that many experts believe that further
improvement of spatial resolution might not yield better classification results. But
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Table 6.10: Comparison of classification accuracies based on different resolutions.
Used bands: B, G, R, NIR
test case µuser σuser µ σ
O1 64.32% 1.42 pp 58.30% 1.77 pp
O2 62.46% 1.27 pp 53.71% 1.53 pp
O3 62.31% 1.67 pp 52.70% 1.42 pp
O4 61.92% 2.11 pp 52.30% 1.61 pp
TO1 63.76% 1.33 pp 58.41% 1.23 pp
TO2 63.63% 1.50 pp 55.53% 1.47 pp
TO3 62.73% 1.61 pp 54.73% 1.71 pp
TO4 62.45% 1.42 pp 54.05% 1.45 pp
TO5 62.42% 1.52 pp 53.72% 1.56 pp
R1 65.19% 2.25 pp 63.13% 1.99 pp
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Figure 6.3: Overall and user’s accuracies for four different resolutions
157
the resolution still needs to be sufficient to identify the objects of interest in the data
source. Results for 1m, 2m and 4m resolution are given in paragraph C.1.3.2.6.
Comparison of Calculation Times Apart from the accuracy, the resolution of
the data source also impacts calculation time. From 0.8m to 0.4m per pixel hardly
any difference in calculation time can be observed. But at a resolution of 0.2m per
pixel, the calculation already takes about 1.3 times as long as for 0.4m per pixel.
For a resolution of 0.1m per pixel it already takes 5 times longer than for 0.2m
per pixel and 6.4 times longer than for 0.4m per pixel. Two effects need to be
considered for the calculation time. The first is that with higher resolution, each
tile with a 500m size gets larger and needs more time to be loaded. The second but
smaller effect is that the higher resolution leads to a larger number of pixels that
are located within the current object and therefore a larger number of data access
operations are necessary. The data is organized on tiles, which are always loaded
as a whole, and each object is located on only one tile. Therefore, only data that is
already loaded into the memory is accessed for each subsequent pixel. Loading the
images into memory therefore is the main factor for increasing calculation time. In
addition, the 0.1m resolution also leads to high memory usage that might already
overstrain standard PCs with 4GB RAM or below. The calculation times needed
for three resolutions of the true orthorectified images are shown in table 6.11. The
training set contained 1645 samples. The difference in calculation times is due to
the time needed for extracting the feature vectors of each of the 1645 objects. The
remaining calculation is performed on the extracted feature vectors only, which have
the same dimension for all three cases compared below.
The results show, that an increasing resolution may not only lead to lower clas-
sification accuracies but also leads to a calculation times that in the case of the
0.1m image resolution is in average about five times longer than that needed for the
calculation based on the 0.4m resolution image data set.
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Table 6.11: Comparison of calculation times on different resolutions
0.4m (TO3) 0.2m (TO4) 0.1m (TO5)
1 23:40 28:50 2:43:36
2 22:50 27:41 2:13:58
3 19:48 32:13 2:45:25
4 22:37 26:38 2:07:27
5 22:21 32:55 2:09:37
6 20:01 28:36 3:11:37
7 23:47 31:52 2:14:33
8 25:00 26:06 2:14:30
9 21:35 26:28 2:09:49
10 22:33 24:51 2:09:14
µ 22:25 28:37 2:23:59
σ 01:37 02:50 21:50
6.3.4 Input Data Sources
Apart from the reference data, the input data sources are the most important factor
in tree species classification. If the input data sources do not yield any information
that is capable of separating the species that are contained in the classification
scheme, then the best classification algorithm trained on ideal reference data will
not be able to separate the species correctly.
Table 6.12 gives an overview over the input data sources and the achieved results.
The mean user’s accuracy is calculated for 10 pairs of training and test sets and its
mean is given as µuser with a standard deviation of σuser. The mean of the overall
accuracy on the 10 test sets is given as µ with a standard deviation given as σ.
The table is divided into five sections. The first section uses only one data source
at a time. This gives information on the ability of the individual data sources to
separate the six tree species used for the comparison. The second part of the table
describes combinations of input data that contain the airborne color (RGB) and color
infrared (CIR) images at a resolution of 0.8m per pixel as well as the LIDAR nDSM
and varying additional data sources. The third section of the table excludes the
airborne images and the fourth part excludes LIDAR nDSM and intensity (I) data.
In each section the data sources are sorted by the mean overall classification accuracy
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in ascending order. The last line shows the results obtained on the two satellite
data sets Système Probatoire d’Observation de la Terre (SPOT) and RapidEye.
The following additional abbreviations are used in the table: SWIR is the short
wavelength infrared band of the SPOT satellite data set. RE is the red edge band
of the RapidEye satellite data. RapidEye-RE contains all bands of the RapidEye
data set except for the red edge band (B, G, R, NIR).
Table 6.12: Comparison of input data sources
µuser σuser µ σ
single input source types
RGB 46.54% 5.60 pp 33.39% 1.73 pp
CIR 48.89% 1.56 pp 44.12% 1.97 pp
SPOT 54.46% 3.79 pp 48.46% 2.32 pp
RGB+CIR 59.00% 1.38 pp 50.07% 1.35 pp
RapidEye-RE 58.01% 2.98 pp 55.62% 2.53 pp
RapidEye 67.96% 1.72 pp 64.43% 2.26 pp
airborne images and LiDAR data
RGB+CIR+nDSM 63.62% 1.08 pp 55.84% 1.97 pp
RGB+CIR+nDSM+I 66.87% 1.45 pp 61.85% 2.21 pp
RGB+CIR+nDSM+SWIR 66.13% 2.06 pp 62.97% 1.53 pp
RGB+CIR+nDSM+RE 66.94% 1.21 pp 63.11% 1.50 pp
RGB+CIR+nDSM+SWIR+RE 67.99% 1.51 pp 65.16% 1.84 pp
RGB+CIR+nDSM+SPOT 68.91% 1.49 pp 66.32% 1.81 pp
RGB+CIR+nDSM+SWIR+I 69.49% 1.18 pp 66.85% 1.26 pp
RGB+CIR+nDSM+RE+I 70.94% 1.35 pp 68.17% 1.76 pp
RGB+CIR+nDSM+SPOT+I 72.19% 1.68 pp 69.67% 2.36 pp
RGB+CIR+nDSM+SWIR+RE+I 72.83% 1.33 pp 70.92% 1.42 pp
RGB+CIR+nDSM+RapidEye 76.29% 1.62 pp 74.12% 1.77 pp
RGB+CIR+nDSM+RapidEye+I 77.22% 1.54 pp 75.44% 1.58 pp
RGB+CIR+nDSM+SPOT+RapidEye 77.40% 1.46 pp 75.73% 1.79 pp
RGB+CIR+nDSM+SPOT+RapidEye+I 78.01% 2.00 pp 76.54% 2.16 pp
LiDAR data, no airborne images
nDSM+SPOT 58.38% 1.84 pp 51.83% 2.31 pp
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nDSM+SPOT+I 62.44% 2.59 pp 57.01% 2.52 pp
nDSM+RapidEye-RE 65.19% 2.25 pp 63.13% 1.99 pp
nDSM+RapidEye 72.18% 1.72 pp 69.51% 1.71 pp
nDSM+RapidEye+I 73.38% 1.71 pp 71.04% 2.31 pp
nDSM+SPOT+RapidEye 75.85% 1.39 pp 73.26% 2.19 pp
nDSM+SPOT+RapidEye+I 76.70% 1.98 pp 74.49% 2.42 pp
airborne images, no LiDAR data
RGB+CIR+SWIR 62.32% 1.86 pp 58.35% 1.79 pp
RGB+CIR+RE 64.74% 1.67 pp 59.40% 1.64 pp
RGB+CIR+SWIR+RE 65.81% 1.78 pp 61.94% 1.76 pp
RGB+CIR+SPOT 66.68% 1.70 pp 63.75% 1.16 pp
RGB+CIR+RapidEye 74.88% 1.01 pp 72.89% 1.53 pp
RGB+CIR+SPOT+RapidEye 76.34% 1.44 pp 74.49% 1.48 pp
only satellite data
RapidEye+SPOT 75.82% 1.51 pp 73.92% 2.13 pp
The first part of table 6.12 shows that the RapidEye data set yields substantially
higher user’s and overall accuracies than the other data set. Without the red edge
(RE) band, it achieves a higher overall accuracy than the airborne color and color
infrared data set (RGB+CIR) but has a lower user’s accuracy. When using only the
color or the color infrared images instead of both, the user’s accuracy declines further
and lies far beneath the accuracy achieved on the 10m and 20m resolution SPOT
data set. The classification on the individual airborne images does not achieve 50%
accuracy for either of the two accuracies. For the SPOT satellite data, the overall
accuracy is slightly below 50% and the user’s accuracy is a bit higher than 50%.
Adding the LIDAR nDSM leads to an improvement in overall classification accuracy
of approximately 5.8 percentage points for the airborne images, 3.4 percentage points
for the SPOT data set and 5 percentage points for the RapidEye data set. The single
bands that were extracted from the SPOT and RapidEye satellite data sources
and added individually yield less increase in classification accuracy than adding all
available satellite bands. This indicates that, it is not only the additional spectral
region that improves the classification accuracy for the combined data sources. The
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additional R, G and NIR bands that were recorded at a different time and with
another sensor, also improve the classification accuracy. The information gain by
using the LIDAR I band is lower than the gain by using the SPOT short wavelength
infrared (SWIR) band, although they are recorded at similar spectral regions. One
possible explanation thereof is the previously described low quality of the I band
due to variations and discontinuous coverage. The highest accuracy is achieved
for the combination of all available bands, which leads to an overall classification
accuracy of 76.54% and a mean user’s accuracy of 78.01%. The overall accuracy
achieved on the combination of both satellite data sets with the two LIDAR data
sets is approximately equal to the overall accuracy achieved on the two satellite
data sets combined with the two airborne image sets. Both lead to an overall
accuracy of 74.5% but the user’s accuracy of the data set containing the LIDAR
data sources is slightly higher. It is also interesting to note that the two satellite
data sets combined yield a mean overall accuracy of approximately 74%, which
is only 1.62 percentage points below the highest achieved mean overall accuracy.
This combination is especially interesting, if the airborne data sets are not available
and not needed for additional calculations, as they are much more expensive to
obtain than satellite data sets. Therefore, it could be a viable solution to use only
two satellite data sets for tree species classification. However, at this point no
information can be given concerning which satellite combination performs best —
whether the combination of one RapidEye and one SPOT satellite is better than
e.g. two RapidEye data sets at two different times within one growing period.
The comparison of accuracies achieved on different data sources is especially
interesting for the planning phase of future projects. The approach needs to be
affordable and therefore, the data sources need to be affordable. It is also important
to weight the data source costs and the expected gain in classification accuracy. The
costs of the data sources are very different and a very rough approximation of the
prices in January 2012 is shown in table 6.13. The costs are given for an area of
3000 km2, as it is hard to estimate realistic costs on smaller areas. For one, RapidEye
has a minimum order size of 500 km2 as shown in [198]. On the other hand, SPOT
images are available in four different tile sizes with a fixed price for each size as
given in [199]. It is apparent, that the airborne data sources are far more expensive
than satellite based data sources. If the airborne data sources cannot be obtained
from a regional surveyor’s offices, an aerial survey may need to be commissioned.
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Table 6.13: Comparison of input data source costs
Data Source Costs∗ per 3000 km2
airborne RGB + CIR + nDSM 507 000e†
SPOT 3 300e
RapidEye 2 850e
For many applications it may therefore be worth considering only satellite data. It
is worth noting that some satellite data providers offer a discount for more than one
data set of a specific area within a limited amount of time (e.g. 6 months), thereby
allowing the customers to obtain a multitemporal data set at a reduced cost.
6.3.5 Training Weights
The number of samples per tree species that is used in the training stage has an
impact on the resulting classifier for many algorithms and also for SVMs. Equal
sample sizes lead to classifiers that aim at classifying each class equally well. If
some of the classes are more common than others, it might be desired to train
a classifier that can classify these particular classes better than the less common
classes, thereby leading to a higher map accuracy in the final map result. However,
if the numbers of samples per class are highly unbalanced, the resulting classifier
may not be able to classify the less common classes at all. Therefore, a trade-
off between encouraging the classification of the more frequent classes and being
able to classify the less common classes needs to be found. In the case of tree
species in North Rhine-Westphalia (NRW), the most frequent species, as shown in
Fig. 4.1, are spruce (36%), beech (18%) and oak (16%). To illustrate the effect that
weighting the training data can have on the classification accuracy and to find an
acceptable trade-off, several different weights were tested and the results are shown
in table 6.14. The columns give the weights on the training sets, where the first
column shows the results for unweighted training data. In the remaining column
headers, the first number gives the factor that is used for the number of samples
for spruce, the quantum of samples for beech is multiplied by the second number
∗Exemplary costs for remote sensing data. Restrictions may apply on area size and shape.
†In NRW this data set can be obtained from the regional surveyor’s office [200]. The data set
may be available for government related agencies for free in some countries or regions.
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and the third number is the factor that is used for oak samples. The numbers in
the last column were derived from the actual distribution of tree samples in the
sample plot inventory for the test area Arnsberg. The test sets for this test were
also weighted according to the distribution of tree sample inventory trees in the test
area Arnsberg. This allows a better estimation of what the final map accuracy might
be, as the distribution of tree species in the whole area is assumed to correlate to
the distribution of tree species in the sample plot inventory data.
Table 6.14: Comparison of training weights
equal 4-2-2.5 5-3-2 6-4-2 6-4-3 test area 3-1.5-1.33
1 73.46% 79.61% 80.91% 81.94% 82.03% 82.44% 80.48%
2 70.58% 78.03% 83.52% 83.24% 84.17% 81.37% 80.48%
3 73.93% 79.89% 81.10% 81.28% 82.12% 83.08% 79.97%
4 71.51% 79.42% 81.66% 82.77% 80.73% 80.94% 78.96%
5 76.16% 82.31% 80.54% 83.61% 80.54% 82.66% 80.12%
6 73.18% 81.47% 81.56% 82.96% 81.28% 80.09% 80.62%
7 74.30% 80.07% 80.73% 82.12% 81.47% 82.23% 81.12%
8 70.39% 78.40% 80.07% 80.73% 83.61% 82.44% 82.13%
9 75.70% 80.54% 81.94% 82.03% 81.75% 82.87% 81.27%
10 72.44% 80.17% 82.87% 84.45% 84.08% 79.98% 80.69%
µ 73.17% 79.99% 81.49% 82.51% 82.18% 81.81% 80.58%
σ 1.97 pp 1.28 pp 1.07 pp 1.11 pp 1.33 pp 1.14 pp 0.84 pp
µuser 54.82% 62.04% 64.33% 66.23% 65.52% 69.77% 56.38%
σuser 1.73 pp 2.14 pp 2.72 pp 3.13 pp 1.6 pp 3.08 pp 1.48 pp
µprod. 74.44% 74.06% 73.24% 72.44% 72.47% 68.38% 74.96%
σprod. 2.44 pp 2.40 pp 1.51 pp 2.93 pp 1.82 pp 3.34 pp 2.69 pp
The comparison was performed on the airborne RGB and CIR images, the air-
borne LIDAR height data, and the RapidEye satellite data set. The species weight-
ing according to the distribution of the species (column ’test area’ in table 6.14) in
the sample inventory data is 11.92 for spruce, 5.33 for beech and 1.63 for oak. It
yields the lowest user and overall accuracies but a high producer’s accuracy. The
producer’s accuracy describes how many of the given test samples for one species
are actually classified as that species. The mean of all species is then calculated.
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As all species are weighted equally, the algorithm reaches results of similar orders of
magnitude for all species, which leads to a mean producer’s accuracy that is rather
high. The user’s accuracy on the other hand takes all samples that were classified as
one species and analyzes how many of these samples actually belong to the species
they were classified as. As all species were weighted equally, several samples are
misclassified as species that are rather uncommon, leading to low values of user’s
accuracies, while some species achieve very high user’s accuracies. These highly
different results for the species-specific user’s accuracies lead to a low mean user’s
accuracy as they are averaged. The overall accuracy, which is the total proportion of
correctly classified samples, is also rather low, as several samples were misclassified
as the less common species, due to the equal weighting of the classes. The confusion
matrices given in appendix C.1.5 illustrate this interrelation.
The overall classification accuracy increases with increasing weight for the most
common species spruce and with a higher weight for beech compared to oak. The
highest mean accuracy of the six test cases is achieved for a weight of 6 for spruce, 4
for beech and 2 for oak, with 82.5%. The user’s accuracy for this test is the second
highest in the six test cases with 66.2%. Only the training set weighted according to
the sample distribution in the test area achieved a higher user’s accuracy of 69.8%.
This set also has the second best mean overall accuracy of 81.8%. The comparison
in table 6.14 shows, that the class weight is an important influence on the final map
accuracy as it can favor the more frequent species on expense of the less common
species.
6.3.6 Number of Classes
As discussed in section 2.4, the number of classes can influence classification accu-
racy, but it may depend on the specific characteristics of the classes whether more
classes lead to higher or lower accuracies. While an increase in classification accuracy
was reported in [100] , the accuracy decreased in [52], when in addition to the tree
species, maturity levels were introduced to the classification scheme. To compare
the influence of adding more tree species to the classification scheme, a comparison
was performed for the test area Arnsberg, where six species were represented by a
sufficient amount of samples in the combined sample plot inventory and the addi-
tional field data. The data sources used for this comparison were the airborne RGB
and CIR images, the airborne LIDAR height and intensity data and the RapidEye
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data set. For the accuracy assessment equal sample sizes were used for the test set.
The first test was generated by separating all available samples into two groups,
one coniferous and one deciduous. For the subsequent tests, only a subset of the
available samples was used for both, training and testing. The tree species for the
second test case were oak, beech and spruce. For the remaining test cases, OBS.,
larch and Douglas fir were added in this order. All remaining species, that were not
used in the specific test case, were neglected except for the first test case, where
the tree species were grouped into a coniferous and a deciduous class. Grouping
the six tree species used in the last test, into three classes might lead to different
results, especially when the species characteristics are not taken into account for
the design of the grouping. This is also an effect that might have an influence on
the two species groups OBS. and other broadleaved species with long rotation time
(OBL.). These two groups each hold a fusion of species that was designed without
taking spectral similarity, classification performance and separability into account.
Groups like spruce and Douglas fir also contain several subspecies. The results are
given in table 6.15.
Table 6.15: Comparison of the classification of different numbers of classes
µuser σuser µ σ
2 species 91.89% 0.64 pp 91.87% 0.63 pp
3 species 84.02% 2.40 pp 83.66% 2.32 pp
4 species 79.64% 1.93 pp 79.49% 1.95 pp
5 species 75.47% 1.48 pp 75.16% 1.47 pp
6 species 73.97% 1.80 pp 73.76% 1.77 pp
The highest accuracy is achieved for separating coniferous and deciduous trees
with 91.9% on the test sets with equal numbers of samples per species — which
was to be expected. For the test case with three species, the accuracy drops by
about 8 percentage points. As it can be seen in section C.1.6.2, oak and beech
are more difficult to separate, than separating any of these two species from spruce.
Therefore, if the choice of species is different it is likely that another, possibly higher,
classification accuracy is achieved. The choice of using oak, beech and spruce in the
3-species test was based on the distribution of tree species in NRW, as given in
Fig. 4.1. OBS. was chosen as the fourth species as it is the fourth most common
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species in NRW and it was represented in the test area Arnsberg by a sufficient
amount of samples. The fifth and sixth species, pine and OBL. respectively, were
underrepresented in this test area. Therefore the seventh and eighth species, larch
and Douglas fir to be precise, were used for the last two tests with five and six
species. With each species added to the classification scheme, both, the mean overall
accuracy and the mean user’s accuracy decline further until they achieve 74% for
the user’s accuracy and 73.8% for the overall accuracy, which equals the producer’s
accuracy in the case of equal sample sizes per species.
6.3.7 Parameter Estimation Approaches
As described in section 5.2.1, a grid search approach is used for parameter estimation.
Either n-fold cross validation or an independent validation set can be utilized. For
the comparison of the parameter estimation approaches, a 5-, 10-, 15-, 50-fold and
an independent validation were used. Table 6.16 gives an overview of the results.
The detailed confusion matrices can be found in appendix C.1.7.
Table 6.16: Comparison of parameter estimation methods
5-fold 10-fold 15-fold 50-fold independent
1 76.56% 77.66% 76.92% 77.66% 75.82%
2 76.01% 76.19% 76.92% 76.74% 74.54%
3 80.04% 77.66% 78.21% 79.12% 77.47%
4 78.57% 79.12% 77.84% 78.39% 77.66%
5 75.82% 75.82% 76.37% 76.56% 72.53%
6 78.02% 79.12% 77.47% 78.39% 76.01%
7 74.54% 75.09% 74.73% 74.73% 72.71%
8 78.75% 78.02% 78.39% 78.21% 78.57%
9 74.18% 74.73% 75.82% 74.73% 74.36%
10 77.47% 77.29% 78.02% 77.66% 77.29%
µ 77.00% 77.07% 77.07% 77.22% 75.70%
σ 1.90 pp 1.56 pp 1.17 pp 1.52 pp 2.11 pp
µuser 78.48% 78.38% 78.48% 78.65% 77.47%
σuser 1.60 pp 1.56 pp 1.28 pp 1.41 pp 1.70 pp
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The 10-fold and 15-fold cross validation results yield identical mean overall ac-
curacies, although the accuracies on the individual training sets differ slightly and
the mean user’s accuracy is slightly higher for the 15-fold cross validation but the
difference is so low, that it is statistically insignificant. The standard deviation of
the mean overall accuracy for the 10 training- and test sets is slightly lower for the
15-fold cross validation. The highest values are achieved for the 50-fold cross vali-
dation but again, the differences are very small and the standard deviation is also
slightly higher for the 50-fold cross validation. The calculation time for the 50-fold
cross validation was about 13 times longer than for the 5-fold cross validation on
the first training set. As the training set is split into 50 folds, a SVM is trained for
the evaluation of each of these 50 folds, which explains the high calculation time.
The combination of the high calculation times and the insignificant difference in
classification accuracy makes the 50-fold cross validation unsuitable for practical
applications. The independent test set performed worse than all the n-fold cross
validation approaches presented here, which is surprising. As it uses an indepen-
dent validation set, the results are expected to be higher. Due to the low number
of samples, the number of validation samples is very low, which might lead to this
result. This also makes the approach unsuited for practical applications, where the
number of samples is also mostly low. In the cross-validation sets, the independent
validation set was added to the training set and the combined set was used as a
whole for cross validation and algorithm training. However, for high numbers of
samples, the independent validation set might be worth considering. The according
results are shown in table 6.17
The differences for the four approaches are very small. One major distinction
compared to the results based on the equally distributed test sets is that the inde-
pendent test set now achieves the highest mean overall and mean user’s accuracy,
but the lowest producer’s accuracy. In general, a higher number of folds for param-
eter estimation is assumed to ensure better generalization ability, which in theory
should lead to a higher classification accuracy on an independent test set. In the
comparison here, the 5-fold cross validation yielded a higher classification accuracy
than the 10- or 15-fold cross validations. However, the differences are so small that
they are quite likely due to chance as a result of the randomly generated folds.
For the comparisons presented here, 10-fold cross validation was used but due do
the small differences, 5-fold or 15-fold cross validation would be just as suitable for
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Table 6.17: Comparison of parameter estimation methods using species dependant
distribution
5-fold 10-fold 15-fold independent
1 84.73% 82.35% 83.00% 82.78%
2 83.43% 82.42% 82.42% 83.72%
3 84.22% 84.22% 84.51% 84.94%
4 83.86% 84.01% 83.72% 85.23%
5 83.07% 82.93% 82.93% 83.72%
6 85.01% 84.37% 84.08% 85.01%
7 83.43% 83.21% 83.14% 83.79%
8 81.48% 81.63% 82.71% 82.71%
9 82.93% 82.20% 83.07% 82.49%
10 85.01% 84.87% 84.37% 85.30%
µ 83.72% 83.22% 83.39% 83.97%
σ 1.10 pp 1.09 pp 0.72 pp 1.09 pp
µprod 75.89% 75.63% 75.35% 73.33%
σprod 2.27 pp 1.56 pp 1.63 pp 1.53 pp
µuser 61.18% 60.49% 60.65% 61.97%
σuser 2.08 pp 1.85 pp 1.39 pp 2.03 pp
the calculation. As a result of the usually limited number of reference data and the
small increase in classification accuracy, using the available samples for training and
testing might be preferred to the use of an independent parameter evaluation set.
6.3.8 Separability Measures
Three methods to determine the structure of the decision tree and two separabil-
ity measures were described in section 5.2.1. The two separability measures are
equivalent distance and Fisher distance. The three methods for decision tree induc-
tion are balanced, pair-initialized and unbalanced. Fig. 6.4a–6.4b show the induced
structures of the SVMDTs created for test set 1 in table 6.18.
The balanced SVMDT using equivalent distance in Fig. 6.4a for the first test case
separates spruce, Douglas fir and larch from beech, oak and OBS. at the root node,
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Figure 6.4: SVMDTs using equivalent distance for test set 1
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Figure 6.5: SVMDTs using Fisher distance for test set 1
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as do all trees shown below for this test case. In the first branch, it then separates
larch from spruce and Douglas fir. In the second branch, OBS. is separated from
oak and beech. At each node, the cross validation results achieved for the chosen
parameter set is given. The pair-initialized tree using equivalent distance in Fig. 6.4b
in this example also creates a balanced tree, which is not necessarily the case for
different tree species used in the classification scheme. The structure of the second
branch is equal to the structure of the second branch generated by the balanced tree
using equivalent distance in Fig. 6.4a. However, the first branch is different to the
previously shown structure as spruce is now first separated from larch and Douglas
fir. The structure of the unbalanced SVMDT using equivalent distance, shown in
Fig. 6.4c, is equal to the tree structures in Fig. 6.4a, where larch is first separated
from spruce and Douglas fir in the first branch, and OBS. is separated from beech
and oak in the second branch.
Fig. 6.5a shows the balanced SVMDT using Fisher distance instead of equivalent
distance for the same test case. The structure of the first branch is equal to the
structure of the first branch induced using equivalent distance. In the second branch,
beech is first separated from oak and OBS., which are then separated in the last
node of the second branch. Fig. 6.5b shows the pair-initialized tree using Fisher
distance. The generated structure is also identical to the structure generated by the
balanced tree using equivalent distance in Fig. 6.4a and Fig. 6.4c. Fig. 6.5c shows
the unbalanced SVMDT using Fisher distance. The structure equals the structure
of the balanced SVMDT using Fisher distance in Fig. 6.5a where in the first branch,
larch is again first separated from spruce and Douglas fir as it was in all but the
pair-initialized tree using equivalent distance in Fig. 6.4b. In the second branch
however, beech is first separated from OBS. and oak.
The classification results generated with the induced decision trees for ten test
cases are given in table 6.18. The separability measures and induction methods are
abbreviated as ED (equivalent distance), FD (Fisher distance), B (balanced), PI
(pair-initialized) and U (unbalanced).
All mean overall accuracies are between 75.3% and 75.9%. The differences are
only marginal and well within the ranges of the standard deviations. The unbal-
anced and the pair-initialized decision tree are both not necessarily balanced and
therefore might lead to longer calculation times during classification, as more SVMs
might be evaluated in average, until the appropriate leaf node is reached. As the
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Table 6.18: Comparison of separability measures
B, EQ B, FD PI, EQ PI, FD U, EQ U, FD
1 76.56% 76.74% 75.27% 76.56% 77.11% 75.46%
2 75.46% 75.09% 74.18% 76.37% 76.56% 75.09%
3 77.66% 77.84% 78.94% 78.39% 76.92% 77.29%
4 75.64% 76.74% 77.11% 75.27% 75.64% 75.64%
5 73.26% 73.99% 74.73% 72.71% 74.54% 74.73%
6 76.56% 76.92% 75.09% 75.27% 76.74% 75.64%
7 72.89% 71.61% 73.99% 72.34% 72.71% 73.63%
8 77.47% 78.57% 77.66% 77.47% 76.74% 75.82%
9 73.26% 73.08% 73.81% 74.73% 74.54% 74.18%
10 76.74% 75.82% 77.47% 77.29% 76.19% 76.01%
µ 75.55% 75.64% 75.82% 75.64% 75.77% 75.35%
σ 1.80 pp 2.19 pp 1.81 pp 1.99 pp 1.42 pp 1.02 pp
µuser 77.42% 77.41% 77.39% 77.61% 77.62% 77.14%
σuser 1.61 pp 1.86 pp 1.41 pp 1.54 pp 1.49 pp 0.89 pp
differences are very small and the balanced decision tree using Fisher distance guar-
antees a balanced tree structure even for other tree species used in the classification
scheme and the depth of the tree can decrease classification accuracy due to error
propagation, this tree induction method was used for the results presented below.
6.3.9 Feature Selection
The roughness features were described in section 2.1.2 and [42] and tested for their
usefulness in tree species classification. Therefore, the roughness features were used
in addition to the airborne RGB and CIR images and the LIDAR height data.
Four test cases were compared with ten pairs of training and test sets for each test
case. In the first test case, given in the first column of table 6.19, only the spectral
characteristics from the airborne images and the LIDAR height data are used. In
the second test case, the roughness features were added to the feature vectors. The
results are shown in the second column in table 6.19.
The addition of all seven roughness features to the spectral image and LIDAR
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Table 6.19: Comparison of feature selection methods
no feature
selection,
no roughness
no feature
selection
wi > 0.003
wi
‖w‖ > 0.01
1 57.51% 55.49% 56.96% 53.48%
2 55.68% 48.90% 53.85% 53.48%
3 59.89% 56.41% 59.89% 58.42%
4 58.97% 54.40% 54.03% 56.04%
5 56.59% 52.75% 54.40% 56.78%
6 59.71% 54.76% 56.41% 57.69%
7 58.79% 54.21% 55.68% 53.85%
8 57.14% 52.56% 52.56% 53.85%
9 59.89% 50.00% 54.21% 53.66%
10 60.99% 54.21% 54.76% 52.20%
µ 58.52% 53.37% 55.27% 54.95%
σ 1.71 pp 2.37 pp 2.07 pp 2.11 pp
µuser 64.35% 57.73% 62.47% 60.08%
σuser 1.49 pp 2.34 pp 1.90 pp 2.13 pp
height features decreased classification accuracy for all ten training and test sets.
This led to the development of the feature selection approach described in sec-
tion 5.2.1. The best results for feature selection including the roughness features
were achieved for using all features with a weight in the transformation vector w
larger than 0.003 and for all weights in the normalized weight vector |w| larger than
0.01. These parameters were determined empirically. They slightly improved the
classification accuracy but it was still below the accuracy calculated based on the
spectral and LIDAR features alone.
6.3.10 Species Distribution Dependent Accuracy
For the species distribution dependent accuracy, the test set contains test samples
from all trained species at the same rate as they are distributed in the test area,
according to the sample plot inventory data as described in section 4.1.5. The species
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distribution dependent accuracy can be used to roughly estimate the map accuracy
of the final map product, but it is not the same, as the map accuracy mostly refers to
the rate of correctly classified pixels in a map. The analysis and the accuracies given
here are based on objects and not on pixels. The size of the objects differs based on
the species and age of the trees as some trees species have wider crowns than others
and older trees usually have larger crowns than young trees. Due to the different
size of the objects, their contribution to the final map result differs as they contain
different numbers of pixels. Therefore, the species distribution dependent accuracy is
not an exact estimate of the final map accuracy, but it can be safely assumed that it
is a good estimate. Table 6.20 gives the species distribution dependent classification
accuracies achieved on different input data sets.
Table 6.20: Comparison of species distribution dependent accuracies
µuser σuser µ σ
RGB+CIR+nDSM 49.41% 2.64 pp 77.35% 0.98 pp
RGB+CIR+nDSM+I 51.34% 1.87 pp 77.70% 1.25 pp
RGB+CIR+nDSM+RapidEye+I 54.74% 1.09 pp 80.41% 0.98 pp
RGB+CIR+nDSM+SPOT 55.67% 2.12 pp 80.52% 1.11 pp
RGB+CIR+nDSM+SPOT+I 56.99% 1.87 pp 81.40% 1.26 pp
RGB+CIR+nDSM+RapidEye 60.75% 2.28 pp 83.52% 1.23 pp
RGB+CIR+nDSM+RapidEye+SPOT 63.17% 2.73 pp 84.16% 1.65 pp
RGB+CIR+nDSM+RapidEye+SPOT+I 63.77% 2.58 pp 84.64% 1.30 pp
The input data sets in table 6.20 were sorted according to the overall accuracy
achieved. Compared to table 6.12, it can be observed, that the mean user’s accura-
cies are lower for the species distribution dependent accuracy than for the accuracies
calculated on the test sets with equal sample sizes per species. The overall accuracy
on the other hand is higher. Due to the higher number of samples the species-
wise user’s accuracies are much lower for some of the species. Table 6.21 shows the
confusion matrix for test set one, using the data set including RGB, CIR, nDSM
and RapidEye as an example. Dougl. denotes Douglas fir, class. are the samples
classified as the species given in the first column of the table, user gives the user’s
accuracy, samp. are the samples that were available for the species given in the first
row and prod. is the producer’s accuracy.
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Table 6.21: Species distribution dependent accuracy using RGB, CIR, nDSM and
RapidEye: Test set 1
oak beech obs. larch spruce Dougl. class. user
oak 47 24 3 1 18 0 93 50.5%
beech 9 230 2 4 53 0 298 77.2%
obs. 2 9 51 0 13 0 75 68.0%
larch 0 7 1 27 31 0 66 40.9%
spruce 4 6 3 7 791 3 814 97.2%
Dougl. 2 2 3 0 18 17 42 40.5%
samp. 64 278 63 39 924 20 1388
prod. 73.4% 82.7% 81.0% 69.2% 85.6% 85.0% 83.8%
The high number of 924 spruce samples leads to a high number of 31 spruce
samples, which are misclassified as larch, whereas there are only 39 samples of larch
available. This means that a low percentage of spruce samples is misclassified as
larch, but a high percentage of the samples that were classified as larch are actually
spruce. This leads to a low user’s accuracy for larch whereas the producer’s accuracy
is significantly higher. Also, for the species with large number of samples like beech
and spruce, the user’s accuracies are substantially higher than for the species with
low numbers of samples.
6.3.11 Reliability
The reliability estimate was calculated as described in section 5.2.1 based on the
airborne images (RGB, CIR), the airborne LIDAR data height data and the Rapid-
Eye and SPOT satellite data sets. It tries to estimate which classifications will be
reliable and which will be unreliable. The information can then be used to check the
unreliable classifications, specifically to either correct the resulting map or to add
additional samples, which will improve the classifier as they yield information on
specifically challenging areas. As test sets, the species distribution dependent test
sets were used. Table 6.22 shows the results calculated on ten test sets.
The correct rejections give the rate of samples that were classified as unreliable
and were actually wrong. False alarm gives the share of samples that were classified
as unreliable, although they were classified correctly. The sum of these two columns
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Table 6.22: Comparison of reliability estimates
correct
rejection
false
alarm
miss hit correct
un-
reliable
correct or
unreliable
1 9.29% 9.44% 8.14% 73.13% 82.56% 18.73% 91.86%
2 10.37% 9.29% 7.28% 73.05% 82.35% 19.67% 92.72%
3 6.41% 8.29% 7.49% 77.81% 86.10% 14.70% 92.51%
4 8.07% 7.85% 8.00% 76.08% 83.93% 15.92% 92.00%
5 7.06% 8.29% 7.85% 76.80% 85.09% 15.35% 92.15%
6 7.71% 9.51% 7.71% 75.07% 84.58% 17.22% 92.29%
7 8.50% 8.21% 7.49% 75.79% 84.01% 16.71% 92.51%
8 9.15% 8.86% 8.29% 73.70% 82.56% 18.01% 91.71%
9 9.22% 9.29% 7.71% 73.78% 83.07% 18.52% 92.29%
10 6.20% 9.44% 6.48% 77.88% 87.32% 15.63% 93.52%
µ 8.20% 8.85% 7.64% 75.31% 84.16% 17.05% 92.36%
σ 1.36 pp 0.63 pp 0.51 pp 1.85 pp 1.65 pp 1.65 pp 0.51 pp
gives the total of the samples classified as unreliable, as they are given in the sixth
column. The samples that were classified incorrectly but were qualified as being
reliable are called miss. Hits are the share of samples that were classified correctly
and graded as reliable. The sum of the false alarms and the hits gives the overall
rate of samples that were classified accurately regardless of the reliability. These are
given in the column with the heading ’correct’. The last column gives the percentage
of pixels that were either classified correctly or classified as unreliable. This is the
rate of correct samples that can be achieved, when in addition to the classification
the unreliable samples are verified and corrected if necessary. Table 6.23 shows the
mean values and standard deviations in table 6.22 in an outcome matrix as it is
known in signal detection theory.
The matrix shows the overall percentage of correctly and incorrectly classified
samples in the last row. The share of samples that were detected to be reliable and
unreliable respectively is given in the last column. The four cells in the center of
the matrix contain all four combinations of the two decisions. The numbers given
below the percentages are the standard deviations calculated for 10 sets. The ma-
trix shows which proportion can be corrected by evaluating the unreliable samples
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Table 6.23: Signal detection: Outcome matrix
correct faulty Σ
reliable
75.31%
1.85 pp
7.64%
0.51 pp
82.95%
1.65 pp
unreliable
8.85%
0.63 pp
8.20%
1.36 pp
17.05%
1.65 pp
Σ
84.16%
1.65 pp
15.84%
1.65 pp
and the expense that is needed to correct these samples. 75.31% of the samples
were classified correctly and marked as reliable. 17.05% of all samples were rated as
unreliable whereof about half of the samples (52%) are actually classified correctly
and the other half (48%) are faulty. For a classification result it is usually unknown
which of these unreliable samples are correct and which are not. In order to improve
the overall number of correctly classified pixels from 84.16%, all unreliable pixels
need to be re-evaluated. Many of these unreliable objects can be assessed using
computer-aided visual inspection, based on remote sensing data and old forest man-
agement data if available. Especially forestry specialists who work in the designated
areas can use their knowledge to fill the gap. If all 17.05% of unreliable data can
be corrected, an overall accuracy of 92.36% can be achieved. For a 100% accurate
tree species map one might think that the data needs to be collected by experts in
the field, but estimations exist that suggest that due to errors during data collection
and data input into a computer system, the actually achieved accuracy in such a
case will only be about 95%. However, this estimation is not scientifically proven
and the actual accuracy that will be achieved by manual data acquisition in the field
is unknown.
6.4 Comparison of OAO SVM and SVMDT
The implementation of the library for support vector machines (LIBSVM) offers an
one against one (OAO) multiclass extension to SVMs. This implementation was
compared to the proposed SVMDT. The results are shown in table 6.24
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Table 6.24: Comparison of OAO SVM and SVMDT approaches on three different
data sets
RGB+CIR+nDSM
RGB+CIR+nDSM
+RapidEye
RGB+CIR+nDSM
+RapidEye+I
OAO SVMDT OAO SVMDT OAO SVMDT
1 58.06% 57.33% 73.26% 75.27% 75.46% 77.29%
2 57.14% 56.41% 73.44% 75.09% 75.46% 75.82%
3 57.88% 60.26% 78.02% 78.39% 78.94% 78.02%
4 55.13% 59.34% 75.64% 77.11% 77.11% 78.57%
5 57.51% 57.69% 73.63% 73.63% 73.99% 75.64%
6 56.41% 60.07% 75.82% 77.47% 75.82% 77.66%
7 56.96% 59.71% 73.63% 72.71% 75.27% 74.54%
8 54.76% 56.41% 79.12% 78.75% 76.92% 78.02%
9 58.42% 60.44% 73.63% 75.27% 72.89% 74.54%
10 57.51% 60.44% 74.91% 77.84% 75.64% 77.84%
µ 56.98% 58.81% 75.11% 76.15% 75.75% 76.79%
σ 1.22 pp 1.67 pp 2.06 pp 2.06 pp 1.67 pp 1.52 pp
µuser 64.07% 64.90% 77.19% 77.51% 77.81% 78.31%
σuser 1.20 pp 1.45 pp 1.64 pp 1.73 pp 1.36 pp 1.39 pp
The results in table 6.24 show that the SVMDT performs slightly better in all
three cases. The differences are however very small and within the range of the
standard deviation. In the first case, image and LIDAR height data were used and
both, a SVMDT and an OAO SVM were trained. In the second test case, the
RapidEye satellite data was used in addition to the airborne images and the LIDAR
data. In the third test set, the LIDAR intensity data was added to the input data
set. Table 6.25 shows the calculation times for the training of the classifiers.
Although the SVMDT requires fewer SVMs to be trained, it is slower than the
OAO multiclass SVM due to the additional calculations that are needed to find the
best suitable subdivision of all available classes into two groups. The last line in the
table shows how much slower the SVMDT is compared to the OAO SVM. Table 6.26
shows the calculation times during the test phase.
During the test phase, the SVMDT is faster than the OAO SVM, as fewer SVMs
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Table 6.25: Calculation times for OAO SVM and SVMDT in the training phase,
given in min:sec
RGB+CIR+nDSM
RGB+CIR+nDSM
+RapidEye
RGB+CIR+nDSM
+RapidEye+I
OAO SVMDT OAO SVMDT OAO SVMDT
1 06:44 08:19 09:03 09:38 19:35 11:48
2 08:14 09:54 08:08 09:36 09:00 13:24
3 08:11 09:28 09:19 09:45 14:57 13:06
4 08:44 09:32 08:54 09:44 15:00 13:26
5 11:23 11:57 07:14 09:44 12:11 13:33
6 06:25 10:11 08:42 09:41 08:12 11:32
7 06:37 11:09 06:52 10:06 07:12 12:11
8 06:40 09:31 09:52 10:56 07:06 10:40
9 07:25 10:16 07:59 11:09 07:20 10:42
10 09:01 08:48 07:10 10:47 07:59 09:48
µ 07:56 09:54 08:19 10:07 10:51 12:01
ratio x 1.25 x 1.21 x 1.11
need to be evaluated and no additional calculations for the tree structure are nec-
essary. This also means that the generation of the final map result will be faster for
the SVMDT. Map generation takes much more time than classifier training when
the training data is sparse, which is the usual case for tree species or even land
cover mapping. It can therefore be expected that the whole classification process,
including classifier training and map generation, will perform faster when a SVMDT
is used than for an OAO multiclass SVM.
The SVMDT offers some additional properties. For one, there are no unclassi-
fiable regions as they can occur for the OAO SVM as explained in section 2.5.4.3.
The hierarchical tree structure allows stopping the classification at a lower level or
expanding individual nodes to include additional species without having to retrain
the whole classifier. It also needs fewer individual SVMs to be trained. It can be
expected, that the comparisons performed above would lead to similar results for
OAO SVM.
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Table 6.26: Calculation times for OAO SVM and SVMDT in the test phase, given
in min:sec
RGB+CIR+nDSM
RGB+CIR+nDSM
+RapidEye
RGB+CIR+nDSM
+RapidEye+I
OAO SVMDT OAO SVMDT OAO SVMDT
1 05:40 02:24 04:20 02:50 05:50 06:49
2 09:37 05:46 04:48 02:53 17:11 04:50
3 07:58 03:57 05:50 02:18 03:33 01:56
4 09:26 04:50 03:18 02:17 04:01 02:13
5 03:02 03:02 03:20 02:18 04:30 03:52
6 05:23 04:03 05:17 04:41 03:53 02:58
7 07:07 02:59 03:44 03:57 03:20 02:36
8 05:11 06:08 04:39 06:49 04:05 02:37
9 04:27 02:36 03:06 05:15 02:56 02:31
10 02:34 03:11 03:35 04:13 02:59 02:40
µ 06:02 03:54 04:12 03:45 05:14 03:18
ratio x 0.65 x 0.89 x 0.63
Chapter 7
Results for All Test Areas
The results and comparisons in section 6.3 were performed on the test area Arns-
berg as it had the best data availability for both, input data and reference data.
Nevertheless, other test areas are important to validate the approach and test it
under different circumstances as different tree species distributions.
7.1 Schmallenberg
The test area Schmallenberg was the first test area and has a limited species distri-
bution as described in section 3.3.1. As the RapidEye satellite constellation became
commercially operational in February 2009 and the test area data sets were acquired
in 2007, no RapidEye data is available for this test area. Instead, SPOT satellite
data was used as additional input data source. Table 3.3 shows that only the species
beech and spruce are represented by a sufficient amount of sample inventory trees
and the additional available reference data set only contained spruce samples. All
other tree species are represented by less than 90 samples, which is insufficient for
a reliable statistical analysis as explained in section 2.4. Table 7.1 shows the results
generated for test area Schmallenberg on ten training and test sets using the support
vector machine based decision tree (SVMDT) approach. The first two columns give
the producer’s accuracies for each of the two species. The confusion matrices are
given in section C.3.1.
A mean overall accuracy of 92.37% was achieved for the separation of beech and
spruce. The mean user’s accuracy was 92.37% and the producer’s accuracies for
beech and spruces were 87.07% and 97.66% respectively. The classification result
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Table 7.1: Results for test area Schmallenberg
producer’s accuracy overall
accuracy
mean user’s
accuracybeech spruce
1 84.43% 97.60% 91.02% 91.74%
2 86.23% 97.60% 91.92% 92.47%
3 85.63% 95.81% 90.72% 91.14%
4 86.83% 98.20% 92.51% 93.07%
5 86.83% 98.20% 92.51% 93.07%
6 91.02% 98.20% 94.61% 94.84%
7 88.62% 98.80% 93.71% 94.17%
8 86.23% 98.20% 92.22% 92.83%
9 86.83% 96.41% 91.62% 92.00%
10 88.02% 97.60% 92.81% 93.21%
µ 87.07% 97.66% 92.37% 92.86%
σ 1.81 pp 0.91 pp 1.17 pp 1.10 pp
is shown in Fig. 7.1, where blue denotes spruce and brown denotes beech.
7.2 Arnsberg
The results for the test area Arnsberg were discussed in detail in section 6.3. Fig. 7.2
shows the classification result. As there was reference data on more species available
for the test area Arnsberg, more species were able to be classified, including oak
(yellow), other broadleaved species with short rotation time (OBS.) (pink), Douglas
fir (turquoise) and larch (orange).
7.2.1 Workflow
Due to limited data availability the workflow shown in Fig. 7.3 and Fig. 7.4 was
developed based on the data available for test area Arnsberg. It was assumed, that
airborne RGB and CIR images, as well as airborne Light Detection And Ranging
(LIDAR) data are available. This is true for official tasks in North Rhine-Westphalia
(NRW), as the regional surveyors office acquires these data sets at regular intervals.
For private applications they have to be bought. In NRW it is possible to acquire
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Figure 7.1: Classification map result for test area Schmallenberg
Figure 7.2: Classification map result for test area Arnsberg
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Figure 7.3: Tree species classification workflow — Addition of reference and input
data
the data set for approximately 169e per km2 from the regional surveyors office.
The sample inventory data in this area provides sufficient data for four tree species,
namely oak, beech, OBS. and spruce. Based on these data sets, an overall accuracy
of 79.2% is achieved for test area Arnsberg as shown in Fig. 7.3. This accuracy
is the species distribution dependent accuracy which gives an estimate of the final
map accuracy. To be able to classify more tree species, additional reference points
need to be measured. With estimated four trees per reference point, 28 reference
points are needed to reach sufficient amounts of samples for larch and Douglas fir,
which leads to an overall of six tree species and an overall accuracy of 77.4%. The
addition of a RapidEye data set increases the classification accuracy for this example
to 83.5%. RapidEye data sets are available at 0.95e per km2 with a minimum order
size of 500 km2. Adding SPOT satellite data increases the overall accuracy slightly
to 84.2% at a cost of 0.92e to 5.92e per km2 (depending on the tile size).
To further increase the accuracy of the final map result, the reliability estimates
can be inspected as shown in Fig. 7.4.
It is unclear how much of the areas classified as unreliable can be assessed visually
using a 4D-GIS and the available image layers, as well as old forest inventory data if
available. It was assumed here, that about half of the objects that were classified as
unreliable can be assessed visually, which would amount to about 9% of the forest
area and lead to an overall accuracy of 88.3%. The remaining 8% of the forest area,
which was also classified as unreliable, will need to be inspected in the field. If all
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Figure 7.4: Tree species classification workflow — Inspection, correction and
comparison to manual mapping. Guessed values are denoted by an asterisk
unreliable objects are assessed and corrected if necessary, then an overall accuracy
of 92.4% can be achieved in this example. An overall accuracy of 100% would
be desirable and if it is essential, the solution might be to manually inventory the
whole forest area. However, due to typing and copying errors the actual accuracy
that can be achieved by manual data acquisition has to be estimated to be about
95%. However, this number as not been scientifically evaluated and the accuracy of
this estimation is unknown. Assuming that the 95% accuracy is practically accepted,
the difference in the accuracy achieved using the proposed workflow is only 2.5
percentage points. To achieve this accuracy, only 17% of the forest area in
this test case needs to be assessed, whereof a large part can be evaluated and
corrected by visual inspection of the aerial photos. These results show, that experts
can work much faster, as they can focus their attention on the challenging parts
of the forest and leave the easy structures to the algorithm. Furthermore, this new
method reduces costs as many tasks can be performed in the office and only a
small area needs to be visited in the field. The quality of the data is less dependent
on the operator and therefore, a certain level of standardization can be reached.
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7.3 Hoppengarten
For the test area Hoppengarten, the RapidEye data set was acquired by two dif-
ferent satellites of the five-satellite RapidEye constellation. This resulted in clearly
different colors within the images as shown in Fig. 3.13a. To assess the capabil-
ity of the algorithm to cope with the color differences and to compare the results
to classifications performed on each of the two image sets with different colors, the
analysis was performed twice: Once for the test area as a whole and once for the test
area separated according to the RapidEye images. In the second case, the confusion
matrices were summarized to form a single confusion matrix and the accuracies were
calculated from this joined confusion matrix. In addition to the differences in the
coloring of the images, the RapidEye data set also suffered from cloud coverage,
shown in Fig. 3.13a. Unfortunately, the clouds were located above the forest areas.
Fig. 7.5 shows the resulting map generated on a single training set for the whole
area.
Figure 7.5: Classification map result for test area Hoppengarten
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7.3.0.1 Separation of coniferous and deciduous trees
In a first step the separation of coniferous and deciduous trees was tested based on
different input data sources. The analysis was performed three times: For the whole
test area at once, for the color corrected image set and for both RapidEye image
parts separately.
Whole area at once Ten training and test sets were generated for test area
Hoppengarten. The results are given in table 7.2.
Table 7.2: Coniferous and deciduous classification on the whole area of test area
Hoppengarten at once
RapidEye RGB+CIR
RGB+CIR
+nDSM
RGB+CIR
+nDSM
+RapidEye
RGB+CIR
+nDSM+I
+RapidEye
1 86.05% 84.34% 84.74% 88.95% 89.87%
2 88.95% 82.50% 83.82% 91.18% 91.97%
3 87.89% 83.68% 82.76% 90.13% 90.79%
4 86.05% 83.16% 84.34% 88.03% 90.00%
5 86.97% 83.03% 83.29% 90.39% 90.92%
6 87.37% 84.74% 85.00% 91.18% 89.74%
7 87.37% 84.08% 84.34% 89.61% 90.53%
8 86.18% 81.58% 83.03% 90.13% 89.47%
9 88.16% 84.47% 84.87% 91.18% 90.66%
10 88.55% 83.29% 83.55% 90.39% 90.79%
µ 87.36% 83.49% 83.97% 90.12% 90.47%
σ 1.04 pp 0.98 pp 0.80 pp 1.03 pp 0.73 pp
µuser 87.40% 83.78% 84.27% 90.15% 90.52%
σuser 1.03 pp 0.93 pp 0.78 pp 1.03 pp 0.72 pp
Although the RapidEye data set suffers from clouds and color differences, the
classification accuracy based on the RapidEye data set is still higher than the clas-
sification accuracy based on the airborne images. The difference was also clearly
larger than the standard deviations for each test case. Adding LIDAR height data
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to the airborne images for this test area hardly increases classification accuracy, but
it decreases the standard deviation of the classification accuracies of the ten pairs
of training and test set. Adding airborne images and LIDAR height data to the
RapidEye data set improved classification accuracy by almost 3 percentage points.
The intensity data hardly improves classification accuracy, but again decreases the
standard deviation of the accuracies calculated on the ten test sets.
Color normalization The RapidEye data set was manually color corrected by
an image expert. This data set was then used to test the influence of color correction
on classification accuracy. The results are shown in table 7.3.
Table 7.3: Coniferous and deciduous classification on the whole area of test area
Hoppengarten at once, using color corrected RapidEye images.
RapidEye
RGB+CIR+nDSM
+RapidEye
RGB+CIR+nDSM
+I+RapidEye
1 81.84% 89.87% 89.74%
2 82.76% 91.45% 93.03%
3 83.42% 91.71% 91.32%
4 79.74% 89.21% 90.39%
5 80.26% 91.05% 90.39%
6 82.24% 90.13% 91.05%
7 82.76% 90.92% 91.32%
8 79.61% 89.34% 88.82%
9 81.58% 90.79% 90.79%
10 81.45% 89.34% 91.58%
µ 81.57% 90.38% 90.84%
σ 1.32 pp 0.92 pp 1.13 pp
µuser 82.93% 90.47% 90.92%
σuser 1.20 pp 0.90 pp 1.11 pp
Compared to table 7.2, the accuracy based on the RapidEye data set alone de-
creases by almost 6 percentage points. For the combined data sets, the accuracies
are slightly higher, although the difference is not significant. The result for the
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RapidEye data set shows that color correction can have a considerable negative
effect on classification accuracy.
Classify RapidEye tiles separately For each of the two parts, ten training
and test sets were extracted and classification was performed on each individually.
The confusion matrices of the two parts were then summed up to get a combined
confusion matrix. The results are given in table 7.4.
Table 7.4: Coniferous and deciduous classification on the test area Hoppengarten
for each RapidEye data set separately
RapidEye RGB+CIR
RGB+CIR
+nDSM
RGB+CIR
+nDSM
+RapidEye
RGB+CIR
+nDSM+I
+RapidEye
1 88.57% 80.38% 83.23% 91.91% 91.43%
2 88.28% 82.81% 84.61% 91.69% 92.23%
3 87.33% 82.51% 84.13% 90.36% 91.64%
4 87.48% 82.22% 84.61% 90.73% 92.01%
5 87.63% 80.63% 82.32% 91.27% 90.79%
6 87.93% 82.02% 83.76% 91.80% 92.17%
7 87.63% 82.22% 84.03% 91.75% 91.37%
8 85.85% 79.98% 82.69% 91.21% 91.05%
9 88.52% 81.37% 83.17% 91.75% 91.64%
10 88.18% 80.51% 82.75% 91.48% 90.79%
µ 87.69% 81.57% 83.62% 91.39% 91.59%
σ 0.82 pp 1.02 pp 0.81 pp 0.54 pp 0.49 pp
µuser 87.65% 81.82% 84.16% 91.44% 91.64%
σuser 0.85 pp 1.06 pp 0.81 pp 0.51 pp 0.47 pp
The classification accuracy on the RapidEye data set improved slightly for the
separated classification of the two image areas with different coloring. However, the
difference was very small, but the standard deviation decreased. For the airborne
images, the classification accuracy decreased, which is probably due to the reduced
amount of reference data for each subsection of the area. For the input data set
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including the airborne images and LIDAR data as well as the RapidEye data set,
the overall accuracy improved by more than 1 percentage point, which is more than
the standard deviation. Furthermore, the standard deviation declines to almost one
half of its original size.
These results indicate that it can be advantageous to classify images with different
coloring separately. Approaches to match the colors in different images have been
discussed controversially. Automatic approaches seldom yield satisfactory results.
Better results are often achieved by image experts, who adapt the colors manually.
Nevertheless, common recommendations suggest that classification accuracies are
better when images with different characteristics are classified separately, which
correlates with the findings above.
7.3.0.2 Separation of individual tree species
For the individual tree species, the weighting of the species was set to 3 for spruce,
2 for beech and 1 for oak because the distribution of tree species differs for the test
area Hoppengarten compared to test area Arnsberg. Furthermore, only three species
were represented by a sufficient amount of samples as described in section 3.3.3.1.
These three species are oak, beech and spruce. Nevertheless, for comparison, the
classification was performed for three data sets with different numbers of species.
The set with three species contained only oak, beech and spruce samples, the set
with four species contained OBS. in addition to the aforementioned species and in
the five species data set pine was added. For all classifications, the used data set
contained the airborne RGB and CIR image, the airborne LIDAR height normalized
digital surface model (nDSM) and intensity (I) data and the RapidEye data set.
Whole Area at Once The training and test sets were extracted from the whole
test area, disregarding the color differences within the RapidEye data set. The
results are given in table 7.5.
The classification rate again increases with decreasing number of species, which
was to be expected. Detailed confusion matrices are given in section C.3.2.2.
Color normalization Again, the classification was performed on the manually
color corrected RapidEye data set and the results are given in table 7.5.
The differences for the color corrected data set compared to the original data set
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Table 7.5: Tree species classification on the whole area of test area Hoppengarten
at once, for the tree species oak, beech and spruces supplemented by obs. and pine
respectively
RapidEye without color correction color corrected RapidEye
5 species 4 species 3 species 5 species 4 species 3 species
1 70.08% 72.41% 82.38% 69.17% 72.09% 81.35%
2 67.07% 71.29% 79.97% 67.52% 73.05% 78.07%
3 67.07% 73.84% 79.45% 68.27% 73.37% 78.41%
4 69.02% 69.22% 81.69% 66.77% 72.25% 77.55%
5 64.96% 70.65% 80.31% 64.81% 71.61% 79.79%
6 66.77% 75.60% 79.45% 67.67% 72.25% 78.58%
7 68.12% 70.02% 79.27% 69.77% 71.45% 79.45%
8 72.63% 72.41% 81.69% 72.18% 69.86% 80.66%
9 68.42% 71.29% 79.97% 67.67% 73.05% 79.27%
10 67.22% 68.26% 80.83% 67.97% 71.45% 81.69%
µ 68.14% 71.50% 80.50% 68.18% 72.04% 79.48%
σ 2.11 pp 2.18 pp 1.10 pp 1.94 pp 1.03 pp 1.40 pp
µprod 60.69% 60.61% 72.82% 58.62% 60.77% 70.71%
σprod 2.93 pp 3.99 pp 1.75 pp 3.01 pp 2.04 pp 2.35 pp
µuser 56.49% 60.03% 72.57% 55.87% 60.01% 70.91%
σuser 2.57 pp 3.31 pp 1.42 pp 2.55 pp 1.20 pp 1.83 pp
in table 7.5 are again very small for this combined input data set. For the five and
four species data sets insignificantly higher overall accuracies are achieved. For the
data set with only three species, the accuracy is insignificantly lower.
Classify RapidEye Tiles separately Due to the splitting of the area, there are
even less samples per area for each species then before. This needs to be kept in
mind for the results shown in table 7.6. Each part of the test area was processed
individually and the two confusion matrices for the eastern and western part of the
test area were combined to one confusion matrix by adding the numbers of samples
for each cell. The accuracies were then calculated on the combined confusion matrix.
For the separation of coniferous and deciduous species, the accuracy increased
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Table 7.6: Tree species classification on the test area Hoppengarten for each
RapidEye data set separately and combinining the results for the tree species oak,
beech and spruces supplemented by obs. and pine
5 species 4 species 3 species
1 68.82% 73.58% 80.95%
2 67.59% 72.24% 78.13%
3 71.27% 70.40% 78.31%
4 69.28% 71.07% 80.95%
5 71.43% 70.07% 79.01%
6 67.28% 70.57% 81.83%
7 69.28% 66.89% 82.19%
8 69.28% 70.74% 80.78%
9 70.20% 75.08% 79.01%
10 69.59% 71.74% 81.83%
µ 69.40% 71.24% 80.30%
σ 1.35 pp 2.19 pp 1.54 pp
µprod 61.93% 61.06% 72.90%
σprod 1.55 pp 2.46 pp 1.71 pp
µuser 58.12% 59.88% 72.89%
σuser 1.86 pp 2.08 pp 2.11 pp
slightly for the calculation on each part separately. For the separation on three or
four species, the accuracy decreases slightly and for five species, it increases a bit.
However, the differences are very small and the insufficient number of samples per
test area might very well influence this result. Table 7.7 strengthens this assumption,
as the results for the east part of the test area, which is the larger part, do increase
when the two parts with different coloring in the RapidEye image are processed
separately. In the eastern larger part the number of samples for the three most
common species is sufficient. For the western part, the number of samples for all
species is insufficient for all species, leading to low accuracies and unreliable results
with limited significance.
The accuracies achieved on the east part only are higher than the accuracies
achieved on the whole test area at once or on the separated processing of the test
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Table 7.7: Tree species classification on the test area Hoppengarten given for each
RapidEye data set separately for the tree species oak, beech and spruces
supplemented by obs. and pine
5 species 4 species 3 species
east west east west east west
1 69.47% 63.24% 75.14% 60.32% 82.55% 66.67%
2 68.27% 61.76% 72.52% 69.84% 79.61% 64.91%
3 72.21% 63.24% 70.28% 71.43% 78.82% 73.68%
4 69.98% 63.24% 72.15% 61.90% 82.55% 66.67%
5 72.73% 60.29% 71.78% 55.56% 81.37% 57.89%
6 67.92% 61.76% 71.78% 60.32% 83.14% 70.18%
7 69.13% 70.59% 67.10% 65.08% 83.33% 71.93%
8 69.64% 66.18% 71.78% 61.90% 81.76% 71.93%
9 70.67% 66.18% 76.07% 66.67% 79.80% 71.93%
10 69.98% 66.18% 73.27% 58.73% 82.16% 78.95%
µ 70.00% 64.26% 72.19% 63.17% 81.51% 69.47%
σ 1.54 pp 3.03 pp 2.47 pp 5.01 pp 1.58 pp 5.74 pp
µprod 61.95% 60.38% 61.32% 59.50% 73.16% 69.47%
σprod 1.89 pp 6.53 pp 2.39 pp 5.94 pp 2.09 pp 5.74 pp
µuser 57.23% 66.68% 59.64% 59.87% 73.15% 70.19%
σuser 2.00 pp 8.48 pp 1.94 pp 10.37 pp 2.39 pp 6.03 pp
area where the combined results are given. The differences are of the order of the
standard deviations or slightly below. Further investigations on the impact of color
correction and the value of treating images separately in the presence of sufficient
amounts of training samples will be needed.
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Chapter 8
Applications
The evaluations and comparisons described in chapter 6 led to the development of
a classifications approach, that has been tested and used in several applications,
including stand inventory, single tree delineation and forest modeling. Each of these
applications needs a forest inventory that requires a tree species classification map.
8.1 Stand Inventory
Stand-wise forest inventory is important for forest planning and in North Rhine-
Westphalia (NRW) it is the basis for economical and ecological forest planning. It
provides detailed information on the condition of the forest. The first step is the
division of the forest area into tree-covered and unstocked areas. The tree-covered
areas include narrow skid roads, forest aisles, line routes, water bodies and other
small unstocked areas. For the stocked areas that can be economically managed,
a detailed forest inventory is needed. The most interesting measure is the wood
volume, which is measured in solid cubic meter. Traditionally, forest inventory is
acquired manually in the field by recording the species and their distribution within
each forest stand. Height measurements, diameter at breast height, the density
of the forest and a factor that takes site and soil quality into account are used in
conjunction with tables that map the expected profit for each tree species and age
class. This information allows to estimate the economically viable wood stock in
each forest stand.
To aid this process, remote sensing methods are being developed. Tree species
classification is needed for the deduction of stand inventory attributes based on
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remote sensing data. The generated tree species map can be used in combination
with Light Detection And Ranging (LIDAR) height measurements and forest density
estimates generated from the LIDAR data, to estimate stand inventory attributes
and wood stock using either lookup-tables or specific formulas. Each formula or
lookup table requires the tree species to be known, as the characteristics are distinct
for each tree species. A remotely sensed tree species map allows pre-calculating
many attributes which lead to more objective results, as they are less dependent on
the subjective assessment of the forest expert in the field. Forest inventory can be
sped up and its quality can be increased by aiding the forest expert with estimated
attribute values and tree species distributions, especially in areas that are not easily
accessible. Furthermore, stand borders are often not visible in the field. Using a
ruggedized notebook with a 4D-GIS and a calculated tree species map, as shown
in Fig. 8.1, can help the forest expert to determine the correct boundaries and tree
species distribution within a forest stand. For each forest stand the attributes are
Figure 8.1: Stand inventory using a ruggedized notebook and a 4D-GIS
saved in a separate data record per tree species and age class. Recorded values
include information on the type, amount and quality of the trees as well as site and
soil properties. The calculated parameters for each forest stand can then be shown
in a virtual model of the forest as a billboard, as shown in Fig. 8.2, and used for
forest planning and to ensure sustainable forest management.
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Figure 8.2: Stand inventory results shown as metaphors in a virtual environment
generated based on a semantic world model
8.2 Semantic World Modeling
Tree species classification is also a prerequisite for semantic world modeling of real
forests as described in [183]. Fig. 8.3 shows an image of such a model of an existing
forest visualized in a virtual environment.
Based on the tree species classification map and the LIDAR height data, the
position and attributes of single trees within the forest can be calculated using
single tree delineation as described in [39]. Furthermore, important parameters like
tree species, height, diameter at breast height, are assigned to the tree object and
stored in an object oriented database. With semantic world modeling, the objects
correspond to real world objects and have further attributes attached to them, which
add further meaning (semantics) and relations. The semantic world model can
then be used for simulations and calculations. Together with the database and the
simulation algorithms it can then be called ’Virtual Forest’. Several applications
have been implemented in the Virtual Forest, all of which rely on the semantic
world model, which is generated using the tree species classification map.
Navigation One of the applications that is not possible without a tree species
classification is navigation as shown in Fig. 8.4 and Fig. 8.5. Navigation relies on
a single tree map, which in turn depends on a tree species map for single tree
delineation. A wood harvester with laser scanners attached to each side is shown
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Figure 8.3: Virtual Forest
in Fig. 8.4. These laser scanners scan the surrounding of the harvester. A tree
detection algorithm calculates the positions and diameters of the trees in the laser
scanner data of the neighborhood of the harvester. As the position of each single
has been calculated based on the tree species classification map and additional data
sources and stored in the Virtual Forest database, the pattern of the trees in the
laser scanner data can be matched against the trees in the database and the position
of the harvester can be calculated. In forests, GPS does not work well and can be
off by 50 meters and more. The tree group matching algorithm achieved a mean
accuracy of about 55 cm as described in [182]. This position is accurate enough to
implement a single tree navigation system as shown on the left of Fig. 8.5. The
blue box denotes the harvester, the blue circle the range of the crane, the dark gray
paths show the skid roads and the light gray regions denote the regions where trees
can be felled by a harvester on a skid road. The green arrow points to the tree that
should be felled next. The right side of Fig. 8.5 shows the harvester from above, the
laser scanner data in red, and the position measured by a GPS system as a white
box. The trees that were extracted from the laser scanner data are shown in dark
blue and the trees in the database are shown in light blue. The pattern of the blue
trees can also be found again in the database trees and the position of the harvester,
which was calculated on the ’Visual GPS’ approach described in [2], is clearly better
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Figure 8.4: Navigation in the forest
Figure 8.5: Single tree navigator
than the position denoted by the GPS system.
Forest Growth Simulation As a source for information and as a decision support
system, a forest growth simulator as described in [7] can be used. It allows for the
calculation of the estimated growth of a forest stand down to a single tree. The
detailed single tree data base in the Virtual Forest is needed to be able to take the
effects of neighboring trees and tree species mixture into account. It can also be
used to detect elite trees, which are trees that are important for the future growth of
a stand. Fig. 8.6a shows a forest stand and the detected elite trees, denoted by light
green markers. Fig. 8.6b shows the estimated state of the same stand 25 years later.
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(a) now (b) in 25 years
Figure 8.6: Tree growth simulation
The calculation can be performed based on different scenarios, like simulating what
the same forest stand would look like in 15 years if several trees were felled. This
information gives viable information to forest managers and aid in finding optimal
forest management concepts for an economical and sustainable forestry.
Timber Harvesting Simulation Another application is timber harvesting sim-
ulation and cost and efficiency calculations.
As described in [201] a forest growth simulator as described above can also be
used to mark trees for felling as shown in Fig. 8.7 with red cylindrical markers. A
harvesting cost simulation as described in [202] can be used to calculate harvesting
scenarios. The calculation includes the harvesting method (e.g. harvester, manual
with chain saws) the equipment used for skidding (e.g. forwarder, horses), and the
routing of the vehicles. Based on these constraints, the duration of the procedure
can be estimated and the expected cost can be extracted from tables that contain
information on the relation between time and cost for all possible combinations of
harvesting and skidding methods. The timber harvesting simulation is thereby a
viable planning tool.
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Figure 8.7: Timber harvesting
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Chapter 9
Summary, Conclusion and Outlook
9.1 Summary
In the previous chapters, a practical approach to tree species classification was devel-
oped and influences of input parameters and input data sources on the classification
results were analyzed. The main focus was on the development of a method, that
can be used by persons who are not experts in the field of tree species mapping
based on remote sensing data, and without the need for extensive data acquisition,
preprocessing, and enhancement.
Parallel coordinate visualization and box plots were used in an exploratory data
analysis to gain a deeper understanding of the spectral characteristics of up to nine
tree species groups. Furthermore, the available spectral bands and a hyperspectral
data set that covers the infrared spectrum between 0.975 µm and 2.449 µm were
analyzed to find important bands for tree species classification. Hyperspectral data
is still too expensive for high resolution large scale applications, but satellite data
with additional spectral bands in the red edge, near infrared or short wavelength
infrared regions, like RapidEye or WorldView-2, can lead to increased classification
accuracies. The insights, that were gained from the exploratory data analysis and
first experiments with a manually induced decision tree, led to the development of
a binary support vector machine based decision tree.
A support vector machine is an advanced binary classifier. Its classification ability
is combined with the clear and hierarchical structure of a decision tree. During
decision tree induction, at each inner tree node the classes are grouped into two
sets, while maximizing the separability of the two groups, and a support vector
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machine is trained to separate these two sets.
Apart from the input data sources, the reference data and the classification
scheme also have considerable impacts on the classification accuracy. The mini-
mum number of required reference data points per species is 150 in order to train
a classifier and assess its accuracy. These reference data points can be taken from
existing sample plot inventories, from additional field data or from visually placed
samples. Methods for analysis and enhancement of reference data samples have
been proposed, including position correction and filtering. These are particularly
necessary, if the reference data has been acquired before the spectral data and felling
or windfall has occurred.
Comparable results were also a major objective. Therefore, not only overall
species distribution dependent accuracies, which give an estimate of the expected
map accuracy are given, but accuracies were also calculated for test sets with equal
sample sizes for each species. In general these yield a lower overall accuracy but it
gives a better impression of the ability of the classifier to classify all species in the
classification scheme. Furthermore, confusion matrices for each test were calculated
and are given for one test case of each comparison in section C.1.
9.2 Conclusion
The plots showed, that the infrared bands had a better interspecies to intraspecies
ratio than the visible bands and that combinations of bands, like differences or ratios,
can offer better separabilities than single band values. Not only the near infrared
band between 0.78µm and 1.4µm contains important information but also the short
wavelength infrared band between 1.4µm and 3µm and the red edge band between
0.69µm and 0.73µm offer additional spectral characteristics, that can help with the
discrimination of tree species.
The support vector machine based decision tree has a hierarchical structure. It
is therefore possible to extend or shrink the tree by adding or collapsing nodes
without having to retrain the whole tree. Furthermore, it is also possible to adapt
the classification depth to a specific application, by only evaluating the tree to a
certain depth. The full support vector machine based decision tree including all
available classes can be trained and then evaluated until the designated level is
reached.
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The calculation time during the classification phase is reduced, as only a subset of
the support vector machines needs to be evaluated. It was shown that the support
vector machine based decision tree performed faster than a one against one multiclass
support vector machine and furthermore even the accuracies were slightly higher for
the support vector machine based decision tree. The classification can easily be
parallelized for large areas by subdividing it into tiles. The main limiting factor is
the data access. As multiple data sources are used, large amounts of data need to
be loaded and the data access time can outweigh the calculation time depending
on the resolution of the data sources. With very high resolutions of 0.1m per pixel
and tile sizes of 500m per tile, memory consumption can also become considerable
and an advanced data management and access strategy is needed, especially, if the
classification has to work well with limited memory as on ruggedized notebooks.
The developed algorithm is independent of any specific input data source. How-
ever, the input data source has a large influence on the classification accuracy that
can be achieved. It is essential to chose a suitable data source, which allows the
discrimination of the chosen tree species. As the comparison of resolutions and
data processing showed, calculations based on a lower resolution may lead to higher
overall accuracy rates than calculations based on images with a higher resolution.
Nevertheless, the resolution has to be sufficient to allow single tree classification.
Apart from the resolution, the homogeneity and the spectral bands of a given data
source are important for the accuracy. Airborne images can suffer from low homo-
geneity due to the acquisition at different solar altitudes and on consecutive days.
Color normalization is a difficult task and for the test area Hoppengarten it was
shown that color normalization can even decrease classification accuracy.
The comparison of input data sources showed, that RapidEye satellite data led
to higher classification results than SPOT satellite data or airborne images as single
input data sources. But the highest accuracy was achieved using all available data
sources in a sensor fusion approach. A normalized differential surface model was also
shown to improve classification results as the spectral characteristics of trees change
with the age of the trees and the tree height can give a rough approximation of
tree age. LiDAR intensity data can also improve classification results, but although
the available intensity data was recorded in the short wavelength infrared region,
it led to inferior results compared to the short wavelength infrared band of the
SPOT satellite, which has a low resolution of 20m per pixel and therefore leads to
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classification errors due to mixed pixels.
All four major influences on the classification accuracy of the support vector
machine based decision tree, the input data sources, the resolution, the level of or-
thorectification, and the reference data, can also be very cost-intensive. For practical
applications, the gain in classification accuracy has to be carefully considered in re-
lation to the additional costs. A good trade-off was shown to be the combination of
the airborne images at a resolution of 1m using standard orthorectification, airborne
LiDAR data and RapidEye satellite data, where an overall accuracy of about 83%
was achieved on the species distribution dependent test set.
The test area sizes were between 280 km2 and 340 km2 but the approach is appli-
cable to even larger areas. However, for large areas the acquisition of a homogeneous
input data set can be challenging, expensive or even impossible. As color normal-
ization and inhomogeneous data sets can decrease classification accuracy, the subdi-
vision of large areas along the edges of homogeneous parts of the input data source
can be advantageous, as long as the required number of training data instances are
available for each subarea.
The approach has been tested in North Rhine-Westphalia but it is not restricted
to Germany. It requires some sort of input data sources, reference data in the
form of sample points, and regions as classification instance in the case of object-
based classification. But the support vector machine based decision tree can also
be used for the classification of pixels. It can also be used for the classification
of land cover classes other than tree species and aid semantic world modeling for
robotic classifications in natural environments other than forests. Furthermore, the
approach is flexible and can be used for other classifications like text recognition
and in medical image processing.
9.3 Outlook
Additional information on slope angle, slope direction, water content, soil, etc. might
improve the classification accuracy as these factors influence the reflectance of the
leaves as discussed in [53]. However, some of this data sources are not easy to
obtain and the whole value range of these additional information sources and all
combinations with each other and each species need to be covered by a sufficient
amount of training data for the classifier to learn the influence of these parameters on
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the spectral reflectance of each tree species. Otherwise the classifier will, for example,
not be able to learn to classify spruces on a steep terrain, if all spruce samples used
for training are located on level ground. This leads to increased requirements on the
number and location of reference data points. Nevertheless, these additional data
sources can be used without changing the classification approach, as they are just
added as another feature to the feature vector.
Another possible optimization of the classification results might be gained by re-
considering the tree species class grouping. The grouping in the classification scheme
used here was based on a forest management point of view and the specific reflectance
of tree species was not taken into consideration. Especially the tree species groups
“other broadleaved species with long rotation time” and “other broadleaved species
with short rotation time” contain a large number of different species. Choosing
the grouping based on the spectral reflectance will reduce intraclass variability and
increase interclass variability and therefore might increase classification accuracy.
When using area subdivision, assigning a scope to each classifier trained on a
subarea and storing the information in a database will allow classification of the
whole area of interest as the according classifier is chosen for each object region
depending on its location.
Another enhancement can be the filtering and the processing of stand inventory
data such that it can be used as additional reference data. An approach was pre-
sented in [52, 203], where single-layered, inhomogeneously mixed forest stands with
one of the species in the classification scheme as the main species in the stand are
used. A cluster analysis is performed to find the part of the stand which contains
the dominant species. This cluster can then be used to extract reference data. This
approach leads to a higher number of reference data instances, which may allow
good performance even in the absence of sample plot inventory data.
The support vector machine based decision tree has proven to be a reliable clas-
sifier for tree species classification that is also flexible to incorporate future devel-
opments towards data acquisition and the analysis of the impacts of factors like
data resolution solves as decision support for future applications. It also provides
the basis for the development of advanced robotic applications in forests like fully
autonomous navigation and felling. But it is also applicable in other areas like text
recognition and medical imaging.
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Appendix A
Related Work - Comparison of
Results in the Literature
A direct comparison of the results given in the literature is not possible as the cal-
culations were performed based on very different basic assumptions, data sources,
geographic regions and prerequisites. These include different resolutions, different
number of tree species, different data sets (e.g. hyperspectral, multispectral, multi-
temporal, airborne, spaceborne, spectral, LiDAR, SAR), test area sizes, pixel-based
or object-based with very different object sizes, different classification schemes, some
of which include not only tree species but also other land cover classes and no explicit
accuracies for tree species may be given.
Table A.1 shows an overview of several studies on land cover mapping and tree
species classification, which have been presented in the literature. “Lit” denotes the
entry in the bibliography. “Data” lists the used data sources. “Spectrum” describes
the spectral region or bands. The resolution is given in column “Res” and the
approximate geographic location in column “Location”. The size of the test area is
given in km 2. The number of classes is given in the column “#”. In the column
“trees”, yes denotes studies that concentrated on tree species classification. If a
number is given in addition, then only this number of classes were tree species. The
entry “type” denotes that no single species were classified but merely deciduous,
coniferous, mixed forest and/or non-forest were classified. The column “p/o” denotes
whether the study was conducted based on pixels or on objects. “Algorithms” lists
the algorithms that were used or compared. In some cases the given overall accuracy
values in column “OA” are only estimates as they were extracted from figures.
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Appendix B
Exploratory Data Analysis for All
Species Groups
B.1 Multispectral Analysis
It has to be kept in mind that, according to the data set description given in sec-
tion 3.3.2.1 poplar, other broadleaved species with long rotation time (OBL.) and
pine were represented by only few samples and the characteristics extracted from
the reference data set may therefore not be reliable.
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Figure B.1: Mean values and standard deviation
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Figure B.2: Difference bands
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Figure B.3: Ratio bands
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B.2 Hyperspectral Analysis
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Figure B.4: AISA++ spectra of tree species
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Figure B.5: All spectra in the first part of the AISA++ bands
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Figure B.6: All spectra in the first part of the AISA++ bands, including standard
deviations
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Figure B.7: All spectra in the second part of the AISA++ bands
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Figure B.8: All spectra in the second part of the AISA++ bands, including
standard deviations
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Figure B.9: All spectra in the third part of the AISA++ bands
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Figure B.10: All spectra in the third part of the AISA++ bands, including
standard deviations
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Figure B.11: Difference bands
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Figure B.12: Ratio bands
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Appendix C
Comparisons and Results
C.1 Support Vector Machine based Decision Tree
C.1.1 Comparison of Kernels
C.1.1.1 linear
Table C.1: Linear Kernel: Test Set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 66 16 12 4 4 0 102 64.71%
beech 15 67 3 12 1 1 99 67.68%
OBS. 7 1 63 2 0 1 74 85.14%
larch 0 4 0 46 3 0 53 86.79%
spruce 3 3 12 26 78 27 149 52.35%
Dougl. 0 0 1 1 5 62 69 89.86%
samples 91 91 91 91 91 91 546
producer’s
accuracy
72.53% 73.63% 69.23% 50.55% 85.71% 68.13% 69.96%
C.1.1.2 polynom 2
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Table C.2: Polynomial Kernel of degree 2: Test Set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 67 14 9 3 4 0 97 69.07%
beech 16 69 7 12 1 1 106 65.09%
OBS. 7 2 64 1 0 0 74 86.49%
larch 0 2 0 52 2 0 56 92.86%
spruce 1 3 9 22 79 17 131 60.31%
Dougl. 0 1 2 1 5 73 82 89.02%
samples 91 91 91 91 91 91 546
producer’s
accuracy
73.63% 75.82% 70.33% 57.14% 86.81% 80.22% 73.99%
C.1.1.3 polynom 3
Table C.3: Polynomial Kernel of degree 3: Test Set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 65 12 8 3 4 0 92 70.65%
beech 16 70 6 10 1 1 104 67.31%
OBS. 8 2 66 1 0 0 77 85.71%
larch 0 2 0 53 3 0 58 91.38%
spruce 2 4 7 23 78 16 130 60.00%
Dougl. 0 1 4 1 5 74 85 87.06%
samples 91 91 91 91 91 91 546
producer’s
accuracy
71.43% 76.92% 72.53% 58.24% 85.71% 81.32% 74.36%
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C.1.1.4 RBF
Table C.4: RBF Kernel: Test Set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 70 14 7 4 3 0 98 71.43%
beech 12 65 7 11 2 1 98 66.33%
OBS. 8 3 67 1 1 0 80 83.75%
larch 0 7 0 58 4 2 71 81.69%
spruce 1 2 7 14 79 11 114 69.30%
Dougl. 0 0 3 3 2 77 85 90.59%
samples 91 91 91 91 91 91 546
producer’s
accuracy
76.92% 71.43% 73.63% 63.74% 86.81% 84.62% 76.19%
C.1.1.5 sigmoid
Table C.5: Sigmoid Kernel: Test Set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 65 21 27 5 4 0 122 53.28%
beech 13 64 8 10 1 1 97 65.98%
OBS. 5 2 39 6 0 1 53 73.58%
larch 0 0 1 26 3 0 30 86.67%
spruce 8 4 16 44 83 84 239 34.73%
Dougl. 0 0 0 0 0 5 5 100.00%
samples 91 91 91 91 91 91 546
producer’s
accuracy
71.43% 70.33% 42.86% 28.57% 91.21% 5.49% 51.65%
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C.1.2 Comparison of Object Data Extraction Methods
Table C.6: Comparison of feature extraction methods: mean
mean
1/2 1/3 1/4 1/5 1/6 1/7 0
1 75.82% 76.92% 76.37% 76.19% 77.29% 78.21% 76.56%
2 76.37% 76.19% 78.57% 76.92% 77.11% 76.19% 76.74%
3 78.39% 79.85% 78.39% 77.29% 77.66% 77.11% 76.74%
4 76.37% 77.66% 78.39% 78.94% 76.92% 78.39% 78.02%
5 74.91% 75.09% 75.27% 75.09% 74.54% 74.18% 76.37%
6 77.84% 77.11% 77.29% 76.74% 76.92% 77.11% 77.47%
7 75.09% 74.91% 73.99% 73.44% 73.44% 73.81% 71.98%
8 77.84% 78.75% 78.75% 78.02% 78.57% 78.94% 78.75%
9 74.54% 75.46% 73.44% 75.46% 73.63% 73.99% 73.99%
10 79.30% 78.39% 76.92% 77.11% 75.82% 76.56% 76.19%
µ 76.65% 77.03% 76.74% 76.52% 76.19% 76.45% 76.28%
σ 1.62 pp 1.65 pp 1.94 pp 1.56 pp 1.76 pp 1.89 pp 1.97 pp
µuser 78.12% 78.52% 78.15% 77.90% 77.72% 77.93% 77.71%
σuser 1.62 pp 1.34 pp 2.13 pp 1.52 pp 1.75 pp 1.73 pp 1.94 pp
Table C.7: Comparison of feature extraction methods: median and max
median
1/2 1/3 1/4 1/5 1/6 1/7 0 max
1 77.47% 75.82% 77.84% 76.92% 76.37% 76.74% 75.64% 75.27%
2 76.01% 76.56% 75.46% 76.19% 76.56% 76.01% 75.27% 72.89%
3 79.49% 79.30% 79.49% 78.21% 78.02% 78.02% 77.66% 74.36%
4 76.37% 77.29% 76.74% 79.12% 76.92% 77.29% 76.74% 71.79%
5 73.99% 75.46% 76.01% 76.01% 75.09% 74.54% 73.26% 71.06%
6 77.84% 77.11% 78.21% 77.66% 78.94% 76.74% 76.19% 73.63%
7 74.73% 72.71% 74.54% 73.99% 73.08% 75.09% 72.71% 71.43%
8 77.29% 79.49% 79.49% 79.49% 79.12% 77.47% 77.84% 72.16%
9 76.92% 75.64% 75.82% 74.18% 75.46% 72.89% 71.79% 71.79%
10 77.29% 76.74% 75.82% 76.01% 76.19% 76.37% 76.19% 73.63%
µ 76.74% 76.61% 76.94% 76.78% 76.58% 76.12% 75.33% 72.80%
σ 1.57 pp 1.95 pp 1.72 pp 1.88 pp 1.83 pp 1.55 pp 2.08 pp 1.38 pp
µuser 78.20% 77.96% 78.37% 78.06% 77.97% 77.42% 76.69% 74.18%
σuser 1.34 pp 1.81 pp 1.54 pp 1.79 pp 1.63 pp 1.18 pp 1.92 pp 1.45 pp
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C.1.2.1 Extraction of the Mean Value
C.1.2.1.1 Deletion of 1/2 of the pixels .
Table C.8: 1/2 of the pixels deleted, using mean value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 70 15 3 1 3 2 94 74.47%
beech 7 72 2 10 1 0 92 78.26%
OBS. 10 2 78 2 2 1 95 82.11%
larch 0 2 2 65 10 2 81 80.25%
spruce 4 0 4 11 69 12 100 69.00%
Dougl. 0 0 2 2 6 74 84 88.10%
samples 91 91 91 91 91 91 546
producer’s
accuracy
76.92% 79.12% 85.71% 71.43% 75.82% 81.32% 78.39%
C.1.2.1.2 Deletion of 1/3 of the pixels .
Table C.9: 1/3 of the pixels deleted, using mean value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 73 15 3 3 3 1 98 74.49%
beech 5 71 2 9 1 0 88 80.68%
OBS. 8 3 79 0 2 2 94 84.04%
larch 0 2 3 67 5 2 79 84.81%
spruce 5 0 2 9 73 13 102 71.57%
Dougl. 0 0 2 3 7 73 85 85.88%
samples 91 91 91 91 91 91 546
producer’s
accuracy
80.22% 78.02% 86.81% 73.63% 80.22% 80.22% 79.85%
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C.1.2.1.3 Deletion of 1/4 of the pixels .
Table C.10: 1/4 of the pixels deleted, using mean value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 69 14 5 1 3 2 94 73.40%
beech 6 72 2 10 1 0 91 79.12%
OBS. 11 3 76 1 2 1 94 80.85%
larch 1 2 3 63 2 2 73 86.30%
spruce 3 0 2 14 75 13 107 70.09%
Dougl. 1 0 3 2 8 73 87 83.91%
samples 91 91 91 91 91 91 546
producer’s
accuracy
75.82% 79.12% 83.52% 69.23% 82.42% 80.22% 78.39%
C.1.2.1.4 Deletion of 1/5 of the pixels .
Table C.11: 1/5 of the pixels deleted, using mean value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 66 17 5 1 3 1 93 70.97%
beech 8 69 4 10 1 0 92 75.00%
OBS. 11 3 74 1 2 1 92 80.43%
larch 1 2 3 64 3 2 75 85.33%
spruce 4 0 2 13 75 13 107 70.09%
Dougl. 1 0 3 2 7 74 87 85.06%
samples 91 91 91 91 91 91 546
producer’s
accuracy
72.53% 75.82% 81.32% 70.33% 82.42% 81.32% 77.29%
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C.1.2.1.5 Deletion of 1/6 of the pixels .
Table C.12: 1/6 of the pixels deleted, using mean value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 69 19 3 1 3 1 96 71.88%
beech 9 65 4 10 1 0 89 73.03%
OBS. 8 5 78 1 2 1 95 82.11%
larch 1 2 2 62 6 1 74 83.78%
spruce 3 0 3 12 73 11 102 71.57%
Dougl. 1 0 1 5 6 77 90 85.56%
samples 91 91 91 91 91 91 546
producer’s
accuracy
75.82% 71.43% 85.71% 68.13% 80.22% 84.62% 77.66%
C.1.2.1.6 Deletion of 1/7 of the pixels .
Table C.13: 1/7 of the pixels deleted, using mean value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 67 17 2 1 3 0 90 74.44%
beech 10 67 7 9 1 1 95 70.53%
OBS. 8 5 74 1 2 1 91 81.32%
larch 0 2 2 63 4 1 72 87.50%
spruce 5 0 3 13 74 12 107 69.16%
Dougl. 1 0 3 4 7 76 91 83.52%
samples 91 91 91 91 91 91 546
producer’s
accuracy
73.63% 73.63% 81.32% 69.23% 81.32% 83.52% 77.11%
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C.1.2.1.7 Deletion of none of the pixels .
Table C.14: 0 of the pixels deleted, using mean value of the remaining pixels: Test
Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 68 21 3 1 3 0 96 70.83%
beech 9 63 4 9 1 1 87 72.41%
OBS. 8 4 75 1 2 1 91 82.42%
larch 0 2 2 63 4 2 73 86.30%
spruce 4 0 4 15 75 12 110 68.18%
Dougl. 2 1 3 2 6 75 89 84.27%
samples 91 91 91 91 91 91 546
producer’s
accuracy
74.73% 69.23% 82.42% 69.23% 82.42% 82.42% 76.74%
C.1.2.2 Extraction of the Median Value
C.1.2.2.1 Deletion of 1/2 of the pixels .
Table C.15: 1/2 of the pixels deleted, using median value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 72 15 2 2 3 1 95 75.79%
beech 3 70 2 6 1 0 82 85.37%
OBS. 11 2 78 3 0 1 95 82.11%
larch 0 3 3 64 7 2 79 81.01%
spruce 4 0 4 13 77 14 112 68.75%
Dougl. 1 1 2 3 3 73 83 87.95%
samples 91 91 91 91 91 91 546
producer’s
accuracy
79.12% 76.92% 85.71% 70.33% 84.62% 80.22% 79.49%
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C.1.2.2.2 Deleteion of 1/3 of the pixels .
Table C.16: 1/3 of the pixels deleted, using median value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 73 17 4 2 3 0 99 73.74%
beech 6 67 1 9 1 0 84 79.76%
OBS. 8 3 76 2 2 1 92 82.61%
larch 0 4 2 64 2 2 74 86.49%
spruce 4 0 6 11 77 12 110 70.00%
Dougl. 0 0 2 3 6 76 87 87.36%
samples 91 91 91 91 91 91 546
producer’s
accuracy
80.22% 73.63% 83.52% 70.33% 84.62% 83.52% 79.30%
C.1.2.2.3 Deletion of 1/4 of the pixels .
Table C.17: 1/4 of the pixels deleted, using median value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 71 18 3 1 3 1 97 73.20%
beech 9 68 4 9 2 0 92 73.91%
OBS. 7 3 77 1 2 2 92 83.70%
larch 0 2 3 68 4 1 78 87.18%
spruce 4 0 3 10 74 11 102 72.55%
Dougl. 0 0 1 2 6 76 85 89.41%
samples 91 91 91 91 91 91 546
producer’s
accuracy
78.02% 74.73% 84.62% 74.73% 81.32% 83.52% 79.49%
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C.1.2.2.4 Deletion of 1/5 of the pixels .
Table C.18: 1/5 of the pixels deleted, using median value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 69 16 4 2 3 0 94 73.40%
beech 9 69 5 9 1 1 94 73.40%
OBS. 9 4 73 0 2 2 90 81.11%
larch 0 2 3 67 3 2 77 87.01%
spruce 3 0 3 11 74 11 102 72.55%
Dougl. 1 0 3 2 8 75 89 84.27%
samples 91 91 91 91 91 91 546
producer’s
accuracy
75.82% 75.82% 80.22% 73.63% 81.32% 82.42% 78.21%
C.1.2.2.5 Deletion of 1/6 of the pixels .
Table C.19: 1/6 of the pixels deleted, using median value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 69 16 7 1 3 1 97 71.13%
beech 6 69 4 7 3 0 89 77.53%
OBS. 10 3 71 1 1 2 88 80.68%
larch 1 3 2 70 4 1 81 86.42%
spruce 4 0 4 9 76 16 109 69.72%
Dougl. 1 0 3 3 4 71 82 86.59%
samples 91 91 91 91 91 91 546
producer’s
accuracy
75.82% 75.82% 78.02% 76.92% 83.52% 78.02% 78.02%
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C.1.2.2.6 Deletion of 1/7 of the pixels .
Table C.20: 1/7 of the pixels deleted, using median value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 64 16 6 1 3 0 90 71.11%
beech 13 69 4 6 2 0 94 73.40%
OBS. 8 3 73 1 2 2 89 82.02%
larch 1 3 2 70 2 1 79 88.61%
spruce 4 0 3 11 74 12 104 71.15%
Dougl. 1 0 3 2 8 76 90 84.44%
samples 91 91 91 91 91 91 546
producer’s
accuracy
70.33% 75.82% 80.22% 76.92% 81.32% 83.52% 78.02%
C.1.2.2.7 Deletion of none of the pixels .
Table C.21: 0 of the pixels deleted, using median value of the remaining pixels:
Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 68 17 8 2 3 0 98 69.39%
beech 8 66 5 7 1 0 87 75.86%
OBS. 11 5 72 0 2 2 92 78.26 %
larch 1 3 3 68 3 0 78 87.18%
spruce 2 0 1 12 75 14 104 72.12%
Dougl. 1 0 2 2 7 75 87 86.21%
samples 91 91 91 91 91 91 546
producer’s
accuracy
74.73% 72.53% 79.12% 74.73% 82.42% 82.42% 77.66%
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C.1.2.3 Extraction of the Maximum Value
Table C.22: Using maximum value of the remaining pixels: Test Set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 66 20 7 1 4 2 100 66.00%
beech 8 64 1 7 1 2 83 77.11%
OBS. 9 5 76 3 1 1 95 80.00%
larch 2 2 3 58 5 2 72 80.56%
spruce 4 0 4 19 72 14 113 63.72%
Dougl. 2 0 0 3 8 70 83 84.34%
samples 91 91 91 91 91 91 546
producer’s
accuracy
72.53% 70.33% 83.52% 63.74% 79.12% 76.92% 74.36%
C.1.3 Comparison of Resolutions and Ortho Correction
C.1.3.1 Orthorectified Images
Table C.23: Comparison of results based on orthorectified images
test case O1 O2 O3 O4
1 56.37% 51.50% 49.63% 51.50%
2 59.55% 55.43% 53.00% 53.00%
3 57.30% 52.62% 53.56% 53.37%
4 58.99% 55.24% 54.12% 53.18%
5 57.87% 53.00% 50.94% 51.12%
6 58.80% 51.69% 52.43% 49.06%
7 59.55% 55.06% 54.12% 55.06%
8 61.05% 55.24% 52.81% 53.00%
9 58.61% 53.00% 53.37% 51.69%
10 54.87% 54.31% 53.00% 52.06%
µ 58.30% 53.71% 52.70% 52.30%
σ 1.77 pp 1.53 pp 1.42 pp 1.61 pp
µuser 64.32% 62.46% 62.31% 61.92%
σuser 1.42 pp 1.27 pp 1.67 pp 2.11 pp
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C.1.3.1.1 Test case O1 (5m) .
Table C.24: Orthorectified data set at 5m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 44 22 6 5 5 1 83 53.01%
beech 21 57 25 6 4 1 114 50.00%
OBS. 2 5 41 1 0 0 49 83.67%
larch 6 0 3 39 3 0 51 76.47%
spruce 15 5 14 36 70 20 160 43.75%
Dougl. 1 0 0 2 7 67 77 87.01%
samples 89 89 89 89 89 89 534
producer’s
accuracy
49.44% 64.04% 46.07% 43.82% 78.65% 75.28% 59.55%
C.1.3.1.2 Test case O2 (0.8m) .
Table C.25: Orthorectified data set at 0.8m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 46 14 7 3 3 3 76 60.53%
beech 20 60 23 4 6 0 113 53.10%
OBS. 1 5 41 1 4 0 52 78.85%
larch 4 0 3 30 4 2 43 69.77%
spruce 12 10 15 45 66 31 179 36.87%
Dougl. 6 0 0 6 6 53 71 74.65%
samples 89 89 89 89 89 89 534
producer’s
accuracy
51.69% 67.42% 46.07% 33.71% 74.16% 59.55% 55.43%
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C.1.3.1.3 Test case O3 (0.4m) .
Table C.26: Orthorectified data set at 0.4m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 45 21 9 4 5 2 86 52.33%
beech 23 52 20 5 4 0 104 50.00%
OBS. 0 5 42 1 3 1 52 80.77%
larch 1 0 2 30 4 1 38 78.95%
spruce 16 10 15 44 69 40 194 35.57%
Dougl. 4 1 1 5 4 45 60 75.00%
samples 89 89 89 89 89 89 534
producer’s
accuracy
50.56% 58.43% 47.19% 33.71% 77.53% 50.56% 53.00%
C.1.3.1.4 Test case O4 (0.2m) .
Table C.27: Orthorectified data set at 0.2m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 44 20 10 4 5 2 85 51.76%
beech 24 53 20 4 4 0 105 50.48%
OBS. 0 5 41 1 3 1 51 80.39%
larch 1 0 2 30 4 1 38 78.95%
spruce 16 9 15 45 69 39 193 35.75%
Dougl. 4 2 1 5 4 46 62 74.19%
samples 89 89 89 89 89 89 534
producer’s
accuracy
49.44% 59.55% 46.07% 33.71% 77.53% 51.69% 53.00%
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C.1.3.2 True ortho corrected images
Table C.28: Comparison of results based on true ortho corrected images
test case TO1 TO2 TO3 TO4 TO5
1 56.37% 56.23% 54.55% 53.66% 53.66%
2 59.55% 53.85% 51.63% 52.01% 51.47%
3 57.30% 55.31% 57.49% 56.78% 56.23%
4 58.99% 55.86% 54.09% 53.48% 52.38%
5 57.87% 53.66% 54.14% 53.11% 51.47%
6 58.80% 56.23% 56.77% 54.58% 55.13%
7 59.55% 56.04% 54.41% 53.48% 54.58%
8 61.05% 53.48% 53.32% 52.93% 53.66%
9 58.61% 58.06% 56.17% 56.04% 54.03%
10 54.87% 56.59% 54.77% 54.40% 54.58%
µ 58.41% 55.53% 54.73% 54.05% 53.72%
σ 1.23 pp 1.47 pp 1.71 pp 1.45 pp 1.56 pp
µuser 64.32% 63.63% 62.73% 62.45% 62.42%
σuser 1.42 pp 1.50 pp 1.61 pp 1.42 pp 1.52 pp
C.1.3.2.1 Test case TO1 (5m) .
Table C.29: True ortho corrected data set at 5m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 32 15 14 4 1 1 67 47.76%
beech 30 59 16 9 2 5 121 48.76%
OBS. 1 3 36 0 0 0 40 90.0%
larch 4 1 6 37 6 2 56 66.07%
spruce 22 12 19 39 80 21 193 41.45%
Dougl. 2 1 0 2 2 62 69 89.86%
samples 91 91 91 91 91 91 546
producer’s
accuracy
35.16% 64.84% 39.56% 40.66% 87.91% 68.13% 56.04%
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C.1.3.2.2 Test case TO2 (0.8m) .
Table C.30: True ortho corrected data set at 0.8m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 36 24 11 8 4 2 85 42.35%
beech 26 50 18 7 2 1 104 48.08%
OBS. 0 4 39 2 0 0 45 86.67%
larch 3 1 4 36 2 1 47 76.60%
spruce 23 11 18 36 81 35 204 39.71%
Dougl. 3 1 1 2 2 52 61 85.25%
samples 91 91 91 91 91 91 546
producer’s
accuracy
39.56% 54.95% 42.86% 39.56% 89.01% 57.14% 53.85%
C.1.3.2.3 Test case TO3 (0.4m) .
Table C.31: True ortho corrected data set at 0.4m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 38 24 7 7 3 2 81 46.91%
beech 23 44 22 6 3 1 99 44.44%
OBS. 0 3 36 2 0 0 41 87.80%
larch 2 3 4 30 3 2 44 68.18%
spruce 21 9 21 38 73 34 196 37.24%
Dougl. 5 1 1 3 3 49 62 79.03%
samples 89 84 91 86 85 88 523
producer’s
accuracy
42.70% 52.38% 39.56% 34.88% 85.88% 55.68% 51.63%
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C.1.3.2.4 Test case TO4 (0.2m) .
Table C.32: True ortho corrected data set at 0.2m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 36 26 7 5 2 4 80 45.00%
beech 27 48 19 8 2 2 106 45.28%
OBS. 0 3 37 2 1 0 43 86.05%
larch 2 2 4 32 2 2 44 72.73%
spruce 21 10 23 41 81 33 209 38.76%
Dougl. 5 2 1 3 3 50 64 78.13%
samples 91 91 91 91 91 91 546
producer’s
accuracy
39.56% 52.75% 40.66% 35.16% 89.01% 54.95% 52.01%
C.1.3.2.5 Test case TO5 (0.1m) .
Table C.33: True ortho corrected data set at 0.1m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 40 26 9 5 4 4 88 45.45%
beech 23 49 21 8 2 2 105 46.67%
OBS. 0 2 33 2 0 0 37 89.19%
larch 2 1 4 31 2 2 42 73.81%
spruce 20 11 23 42 80 35 211 37.91%
Dougl. 6 2 1 3 3 48 63 76.19%
samples 91 91 91 91 91 91 546
producer’s
accuracy
43.96% 53.85% 36.26% 34.07% 87.91% 52.75% 51.47%
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C.1.3.2.6 Additional resolutions .
Table C.34: Additonal results for 1m, 2m and 4m resolution
resolution
true ortho ortho
1m 2m 4m 1m 2m 4m
1 56.23% 56.96% 57.51% 54.87% 55.99% 55.62%
2 54.40% 58.61% 56.96% 58.24% 58.24% 59.74%
3 59.34% 58.79% 58.61% 53.37% 55.24% 57.68%
4 56.59% 58.06% 60.07% 57.30% 58.61% 57.68%
5 55.68% 55.86% 56.04% 57.12% 57.12% 56.74%
6 58.42% 59.34% 58.97% 55.06% 54.68% 58.05%
7 58.24% 57.69% 59.71% 58.61% 58.61% 61.80%
8 56.04% 55.13% 58.61% 57.49% 57.68% 61.42%
9 59.89% 56.96% 57.33% 57.49% 56.74% 56.74%
10 59.52% 58.79% 59.52% 55.81% 54.31% 55.24%
µ 57.44% 57.62% 58.33% 56.54% 56.72% 58.07%
σ 1.89 pp 1.38 pp 1.32 pp 1.68 pp 1.61 pp 2.25 pp
µuser 63.19% 63.36% 63.88% 62.53% 62.96 63.58%
σuser 0.97 pp 1.29 pp 1.60 pp 1.86 pp 1.86 pp 1.77 pp
C.1.3.2.6.1 True ortho correction .
Table C.35: True ortho corrected data set at 1m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 29 23 3 6 3 1 65 44.62%
beech 32 51 27 8 3 1 122 41.80%
OBS. 0 5 41 2 0 0 48 85.42%
larch 2 1 4 40 3 1 51 78.43%
spruce 24 10 15 32 79 31 191 41.36%
Dougl. 4 1 1 3 3 57 69 82.61%
samples 91 91 91 91 91 91 546
producer’s
accuracy
31.87% 56.04% 45.05% 43.96% 86.81% 62.64% 54.40%
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Table C.36: True ortho corrected data set at 2m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 36 17 9 8 2 3 75 48.00%
beech 23 53 18 7 2 1 104 50.96%
OBS. 0 5 46 1 0 1 53 86.79%
larch 7 2 5 41 0 2 57 71.93%
sprcue 23 12 13 32 83 23 186 44.62%
Dougl. 2 2 0 2 4 61 71 85.92%
samples 91 91 91 91 91 91 546
producer’s
accuracy
39.56% 58.24% 50.55% 45.05% 91.21% 67.03% 58.61%
Table C.37: True ortho corrected data set at 4m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 25 14 5 6 1 1 52 48.08%
beech 33 59 15 9 4 1 121 48.76%
OBS. 1 3 44 1 0 0 49 89.80%
larch 5 3 5 39 3 2 57 68.42%
spruce 25 11 22 34 81 24 197 41.12%
Dougl. 2 1 0 2 2 63 70 90.00%
samples 91 91 91 91 91 91 546
producer’s
accuracy
27.47% 64.84% 48.35% 42.86% 89.01% 69.23% 56.96%
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C.1.3.2.6.2 Ortho correction .
Table C.38: True ortho corrected data set at 1m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
1 49 20 7 4 7 1 88 55.68%
2 18 53 21 3 3 0 98 54.08%
4 2 6 44 1 4 0 57 77.19%
7 2 1 3 33 3 2 44 75.00%
8 14 9 14 39 65 19 160 40.63%
9 4 0 0 9 7 67 87 77.01%
samples 89 89 89 89 89 89 534
producer’s
accuracy
55.06% 59.55% 49.44% 37.08% 73.03% 75.28% 58.24%
Table C.39: True ortho corrected data set at 2m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
1 50 22 9 6 7 1 95 52.63%
2 16 54 20 3 3 1 97 55.67%
4 2 5 46 1 3 0 57 80.70%
7 1 1 3 32 2 2 41 78.05%
8 16 7 11 38 65 21 158 41.14%
9 4 0 0 9 9 64 86 74.42%
samples 89 89 89 89 89 89 534
producer’s
accuracy
56.18% 60.67% 51.69% 35.96% 73.03% 71.91% 58.24%
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Table C.40: True ortho corrected data set at 4m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
1 45 23 8 3 4 0 83 54.22%
2 19 53 17 6 4 1 100 53.00%
4 2 6 48 1 1 0 58 82.76%
7 5 1 5 41 2 2 56 73.21%
8 16 6 11 34 71 25 163 43.56%
9 2 0 0 4 7 61 74 82.43%
samples 89 89 89 89 89 89 534
producer’s
accuracy
50.56% 59.55% 53.93% 46.07% 79.78% 68.54% 59.74%
C.1.3.3 RapidEye without red edge band (5m)
Table C.41: Comparison of results based on RapidEye images
R1, 5m
1 61.36%
2 61.17%
3 66.48%
4 63.37%
5 63.92%
6 62.45%
7 59.71%
8 64.84%
9 64.10%
10 63.92%
µ 63.13%
σ 1.99 pp
µuser 65.19%
σuser 2.25 pp
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Table C.42: RapidEye data set at 5m resolution: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 53 11 19 12 3 0 98 54.08%
beech 15 64 5 11 1 1 97 65.98%
OBS. 12 11 42 5 3 1 74 56.76%
larch 5 2 3 38 2 4 54 70.37%
spruce 4 3 21 19 82 30 159 51.57%
Dougl. 2 0 1 6 0 55 64 85.94%
samples 91 91 91 91 91 91 546
producer’s
accuracy
58.24% 70.33% 46.15% 41.76% 90.11% 60.44% 61.17%
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C.1.4 Comparison of Input Data Sources
Table C.43: Comparison of overall accuracies for different input data sources (all
values in %)
test sets 1 2 3 4 5 6 7 8 9 10
single input source types
RGB 33.9 33.2 35.2 31.1 33.3 33.2 37.2 31.9 32.4 32.6
CIR 44.1 44.0 46.2 42.9 42.7 47.8 44.3 40.5 44.5 44.3
SPOT 49.3 48.2 52.7 46.2 47.8 50.9 48.2 48.9 44.3 48.2
RGB+CIR 51.5 49.5 50.9 47.6 48.7 51.8 50.0 49.6 51.5 49.6
RapidEye-RE 53.7 54.4 58.2 51.5 56.2 58.4 52.9 58.2 57.9 54.8
RapidEye 61.5 62.8 69.0 62.8 66.1 65.4 62.8 66.1 64.7 63.0
airborne images and LiDAR data
RGB+CIR+nDSM 55.7 54.0 59.2 55.3 52.7 56.6 56.0 54.0 58.4 56.4
RGB+CIR+nDSM +I 63.2 58.2 64.7 60.1 60.8 64.1 60.3 61.9 64.7 60.6
RGB+CIR+nDSM
+SWIR
65.0 62.1 63.9 62.6 61.5 63.4 60.8 63.7 61.4 65.2
RGB+CIR+nDSM +RE 61.9 62.3 66.5 63.7 62.1 61.5 63.9 63.6 63.7 61.9
RGB+CIR+nDSM
+SWIR+RE
70.9 67.0 70.3 68.1 67.9 68.5 65.4 68.9 68.9 65.8
RGB+CIR+nDSM
+SPOT
66.7 64.3 67.4 68.1 65.8 67.4 65.6 66.8 62.6 68.5
RGB+CIR+nDSM
+SWIR+I
65.9 65.0 67.6 67.4 66.3 68.9 66.5 67.8 67.9 65.2
RGB+CIR+nDSM
+RE+I
70.9 67.0 70.3 68.1 67.9 68.5 65.4 68.9 68.9 65.8
RGB+CIR+nDSM
+SPOT+I
71.4 66.1 73.4 71.4 69.2 69.0 71.8 67.2 67.2 69.8
RGB+CIR+nDSM
+SWIR+RE+I
72.3 68.3 71.6 71.2 69.0 71.4 72.3 72.2 69.8 70.9
RGB+CIR+nDSM
+RapidEye
74.2 74.2 76.2 72.9 71.6 74.9 71.6 76.9 73.6 75.1
RGB+CIR+nDSM
+RapidEye+I
76.0 75.8 77.7 76.2 74.5 75.3 72.0 76.7 74.2 76.0
RGB+CIR+nDSM
+SPOT+RapidEye
74.7 74.9 77.8 76.9 74.9 76.7 75.3 78.0 72.0 76.0
RGB+CIR+nDSM
+SPOT+RapidEye+I
75.1 75.8 79.5 79.1 76.0 77.1 74.2 75.3 73.8 79.5
LiDAR data, no airborne images
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nDSM+SPOT 49.3 53.1 55.7 52.0 51.1 52.4 53.1 47.8 50.2 53.7
nDSM+SPOT+I 57.0 55.1 62.5 54.6 55.9 59.2 59.0 55.5 54.6 57.0
nDSM+RapidEye-RE 61.4 61.2 66.5 63.4 63.9 62.5 59.7 64.8 64.1 63.9
nDSM+RapidEye 68.9 67.6 72.5 71.6 68.9 68.5 67.0 69.6 70.0 70.5
nDSM+RapidEye+I 70.9 68.9 75.8 71.8 72.7 71.6 67.4 70.3 69.4 71.6
nDSM+SPOT
+RapidEye
71.4 70.0 76.0 74.9 74.5 72.5 71.2 74.5 71.4 76.0
nDSM+SPOT
+RapidEye+I
71.4 71.6 78.6 74.7 74.4 76.7 74.4 75.5 71.4 76.2
airborne images, no LiDAR data
RGB+CIR+SWIR 59.7 56.8 59.9 54.2 59.7 59.0 59.0 59.5 58.4 57.3
RGB+CIR+RE 59.9 59.7 63.2 58.2 59.5 57.9 60.1 59.3 59.0 57.1
RGB+CIR+SWIR+RE 63.2 61.9 65.8 59.5 61.0 62.8 61.9 61.5 61.9 59.9
RGB+CIR+SPOT 64.5 62.5 64.8 64.8 64.3 64.8 64.1 62.8 63.4 61.5
RGB+CIR+RapidEye 73.3 71.8 75.5 72.3 71.6 72.3 71.6 75.5 71.4 73.6
RGB+CIR+SPOT
+RapidEye
74.2 75.1 76.9 75.1 74.5 75.1 72.2 75.5 72.0 74.4
only satellite data
SPOT+RapidEye 71.1 71.4 77.1 74.5 73.8 75.1 72.5 76.2 71.8 75.6
C.1.4.1 RGB
Table C.44: Classification based on the RGB data set: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 1 1 2 0 0 0 4 25.00%
beech 22 20 35 15 2 3 97 20.62%
OBS. 0 2 17 1 0 0 20 85.00%
larch 5 5 17 24 2 11 64 37.50%
spruce 57 61 19 49 85 43 314 27.07%
Dougl. 6 2 1 2 2 34 47 72.34%
samples 91 91 91 91 91 91 546
producer’s
accuracy
1.10% 21.98% 18.68% 26.37% 93.41% 37.36% 33.15%
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C.1.4.2 CIR
Table C.45: Classification based on the CIR data set: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 21 14 5 1 3 4 48 43.75%
beech 37 59 33 12 2 1 144 40.97%
OBS. 0 4 24 2 0 1 31 77.42%
larch 1 0 13 26 5 9 54 48.15%
spruce 14 5 8 28 75 41 171 43.86%
Dougl. 18 9 8 22 6 35 98 35.71%
samples 91 91 91 91 91 91 546
producer’s
accuracy
23.08% 64.84% 26.37% 28.57% 82.42% 38.46% 43.96%
C.1.4.3 SPOT
Table C.46: Classification based on the SPOT data set:Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 54 33 39 31 3 5 165 32.73%
beech 23 38 5 10 4 0 80 47.50%
OBS. 3 5 17 8 1 1 35 48.57%
larch 3 4 2 20 1 1 31 64.52%
spruce 7 10 25 20 78 28 168 46.43%
Dougl. 1 1 3 2 4 56 67 83.58%
samples 91 91 91 91 91 91 546
producer’s
accuracy
59.34% 41.76% 18.68% 21.98% 85.71% 61.54% 48.17%
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C.1.4.4 RGB+CIR
Table C.47: Classification based on the RGB and CIR data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 26 19 11 3 2 2 63 41.27%
beech 28 58 24 12 3 1 126 46.03%
OBS. 1 1 29 0 0 0 31 93.55%
larch 1 0 10 24 3 5 43 55.81%
spruce 30 12 16 50 82 32 222 36.94%
Dougl. 5 1 1 2 1 51 61 83.61%
samples 91 91 91 91 91 91 546
producer’s
accuracy
28.57% 63.74% 31.87% 26.37% 90.11% 56.04% 49.45%
C.1.4.5 RapidEye-RE
Table C.48: Classification based on the RapidEye data set excluding the RE band:
Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 50 9 34 11 3 3 110 45.45%
beech 16 67 5 13 4 1 106 63.21%
OBS. 11 11 27 4 1 0 54 50.00%
larch 2 1 2 20 2 1 28 71.43%
spruce 6 2 19 36 80 33 176 45.45%
Dougl. 6 1 4 7 1 53 72 73.61%
samples 91 91 91 91 91 91 546
producer’s
accuracy
54.95% 73.63% 29.67% 21.98% 87.91% 58.24% 54.40%
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C.1.4.6 RapidEye
Table C.49: Classification based on the RapidEye data set: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 66 12 32 6 4 2 122 54.10%
beech 15 70 0 13 1 1 100 70.00%
OBS. 4 2 35 0 2 1 44 79.55%
larch 0 3 2 38 3 1 47 80.85%
spruce 4 4 19 29 80 32 168 47.62%
Dougl. 2 0 3 5 1 54 65 83.08%
samples 91 91 91 91 91 91 546
producer’s
accuracy
72.53% 76.92% 38.46% 41.76% 87.91% 59.34% 62.82%
C.1.4.7 RGB+CIR+nDSM
Table C.50: Classification based on the RGB, CIR and nDSM data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 37 21 8 6 2 1 75 49.33%
beech 25 55 23 8 3 1 115 47.83%
OBS. 0 3 33 2 0 0 38 86.84%
larch 4 2 4 33 2 1 46 71.74%
spruce 22 8 22 39 82 33 206 39.81%
Dougl. 3 2 1 3 2 55 66 83.33%
samples 91 91 91 91 91 91 546
producer’s
accuracy
40.66% 60.44% 36.26% 36.26% 90.11% 60.44% 54.03%
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C.1.4.8 RGB+CIR+nDSM+I
Table C.51: Classification based on the RGB, CIR, nDSM and Intensity data sets:
Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 34 21 7 6 1 2 71 47.89%
beech 26 60 16 8 3 0 113 53.10%
OBS. 1 2 44 4 0 0 51 86.27%
larch 8 4 4 43 4 4 67 64.18%
spruce 20 4 19 30 80 28 181 44.20%
Dougl. 2 0 1 0 3 57 63 90.48%
samples 91 91 91 91 91 91 546
producer’s
accuracy
37.36% 65.93% 48.35% 47.25% 87.91% 62.64% 58.24%
C.1.4.9 RGB+CIR+nDSM+SWIR
Table C.52: Classification based on the RGB, CIR and nDSM data sets extended
by the SPOT SWIR band: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 52 23 9 10 2 1 97 53.61%
beech 19 54 15 8 2 3 101 53.47%
OBS. 4 2 44 3 0 1 54 81.48%
larch 8 1 7 47 2 3 68 69.12%
spruce 6 6 11 18 83 24 148 56.08%
Dougl. 2 5 5 5 2 59 78 75.64%
samples 91 91 91 91 91 91 546
producer’s
accuracy
57.14% 59.34% 48.35% 51.65% 91.21% 64.84% 62.09%
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C.1.4.10 RGB+CIR+nDSM+RE
Table C.53: Classification based on the RGB, CIR and nDSM data sets extended
by the RapidEye RE band: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 54 26 9 10 3 5 107 50.47%
beech 29 55 18 6 1 2 111 49.55%
OBS. 2 4 44 2 0 0 52 84.62%
larch 1 0 7 49 5 4 66 74.24%
spruce 5 3 10 21 81 23 143 56.64%
Dougl. 0 3 3 3 1 57 67 85.07%
samples 91 91 91 91 91 91 546
producer’s
accuracy
59.34% 60.44% 48.35% 53.85% 89.01% 62.64% 62.27%
C.1.4.11 RGB+CIR+nDSM+SWIR+RE
Table C.54: Classification based on the RGB, CIR and nDSM data sets extended
by the SPOT SWIR and the RapidEye RE bands: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 54 27 6 9 2 1 99 54.55%
beech 23 54 15 8 1 2 103 52.43%
OBS. 6 4 50 1 1 3 65 76.92%
larch 0 3 3 51 3 4 64 79.69%
spruce 7 2 12 19 83 23 146 56.85%
Dougl. 1 1 5 3 1 58 69 84.06%
samples 91 91 91 91 91 91 546
producer’s
accuracy
59.34% 59.34% 54.95% 56.04% 91.21% 63.74% 64.10%
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C.1.4.12 RGB+CIR+nDSM+SPOT
Table C.55: Classification based on the RGB, CIR, nDSM and SPOT data sets:
Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 53 21 11 9 3 0 97 54.64%
beech 19 56 11 9 0 2 97 57.73%
OBS. 2 6 47 1 0 2 58 81.03%
larch 11 3 7 51 2 2 76 67.11%
spruce 6 4 15 20 84 25 154 54.55%
Dougl. 0 1 0 1 2 60 64 93.75%
samples 91 91 91 91 91 91 546
producer’s
accuracy
58.24% 61.54% 51.65% 56.04% 92.31% 65.93% 64.29%
C.1.4.13 RGB+CIR+nDSM+SWIR+I
Table C.56: Classification based on the RGB, CIR, nDSM and Intensity data sets
extended by the SPOT SWIR band: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 55 24 9 10 2 2 102 53.92%
beech 20 53 11 8 2 1 95 55.79%
OBS. 3 3 51 3 0 0 60 85.00%
larch 6 4 4 55 2 5 76 72.37%
spruce 6 6 13 14 84 26 149 56.38%
Dougl. 1 1 3 1 1 57 64 89.06%
samples 91 91 91 91 91 91 546
producer’s
accuracy
60.44% 58.24% 56.04% 60.44% 92.31% 62.64% 65.02%
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C.1.4.14 RGB+CIR+nDSM+RE+I
Table C.57: Classification based on the RGB, CIR, nDSM and Intensity data sets,
extended by the RapidEye RE band: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 58 21 8 11 3 4 105 55.24%
beech 24 60 11 6 2 1 104 57.69%
OBS. 3 3 53 0 0 0 59 89.83%
larch 1 3 5 55 6 5 75 73.33%
spruce 5 2 11 17 79 20 134 58.96%
Dougl. 0 2 3 2 1 61 69 88.41%
samples 91 91 91 91 91 91 546
producer’s
accuracy
63.74% 65.93% 58.24% 60.44% 86.81% 67.03% 67.03%
C.1.4.15 RGB+CIR+nDSM+SPOT+I
Table C.58: Classification based on the RGB, CIR, nDSM, SPOT and Intensity
data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 53 16 10 11 2 2 94 56.38%
beech 22 63 7 5 1 1 99 63.64%
OBS. 1 4 54 2 2 0 63 85.71%
larch 8 3 2 50 3 2 68 73.53%
spruce 7 5 16 22 82 27 159 51.57%
Dougl. 0 0 2 1 1 59 63 93.65%
samples 91 91 91 91 91 91 546
producer’s
accuracy
58.24% 69.23% 59.34% 54.95% 90.11% 64.84% 66.12%
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C.1.4.16 RGB+CIR+nDSM+SWIR+RE+I
Table C.59: Classification based on the RGB, CIR and nDSM data sets extended
by the SPOT SWIR and the RapidEye RE bands: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 59 20 7 12 3 1 102 57.84%
beech 22 58 11 5 0 2 98 59.18%
OBS. 1 4 56 0 0 0 61 91.80%
larch 4 4 4 56 3 4 75 74.67%
spruce 5 3 10 13 82 22 135 60.74%
Dougl. 0 2 3 5 3 62 75 82.67%
samples 91 91 91 91 91 91 546
producer’s
accuracy
64.84% 63.74% 61.54% 61.54% 90.11% 68.13% 68.32%
C.1.4.17 RGB+CIR+nDSM+RapidEye
Table C.60: Classification based on the RGB, CIR, nDSM and RapidEye data
sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 74 14 6 5 2 4 105 70.48%
beech 11 67 6 6 1 2 93 72.04%
OBS. 3 1 60 2 1 0 67 89.55%
larch 0 2 1 56 0 1 60 93.33%
spruce 3 7 14 19 85 21 149 57.05%
Dougl. 0 0 4 3 2 63 72 87.50%
samples 91 91 91 91 91 91 546
producer’s
accuracy
81.32% 73.63% 65.93% 61.54% 93.41% 69.23% 74.18%
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C.1.4.18 RGB+CIR+nDSM+RapidEye+I
Table C.61: Classification based on the RGB, CIR, nDSM, RapidEye and Intensity
data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 69 12 6 6 1 2 96 71.88%
beech 14 73 4 6 1 1 99 73.74%
OBS. 3 0 60 1 1 0 65 92.31%
larch 0 3 1 59 0 1 64 92.19%
spruce 5 3 15 16 87 21 147 59.18%
Dougl. 0 0 5 3 1 66 75 88.00%
samples 91 91 91 91 91 91 546
producer’s
accuracy
75.82% 80.22% 65.93% 64.84% 95.60% 72.53% 75.82%
C.1.4.19 RGB+CIR+nDSM+SPOT+RapidEye
Table C.62: Classification based on the RGB, CIR, nDSM, SPOT and RapidEye
data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 74 15 4 6 2 4 105 70.48%
beech 9 68 8 8 1 0 94 72.34%
OBS. 3 2 61 4 1 0 71 85.92%
larch 2 4 1 57 2 1 67 85.07%
spruce 3 2 12 14 83 20 134 61.94%
Dougl. 0 0 5 2 2 66 75 88.00%
samples 91 91 91 91 91 91 546
producer’s
accuracy
81.32% 74.73% 67.03% 62.64% 91.21% 72.53% 74.91%
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C.1.4.20 RGB+CIR+nDSM+SPOT+RapidEye+I
Table C.63: Classification based on the RGB, CIR, nDSM, SPOT, RapidEye and
Intensity data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 75 13 7 5 0 2 102 73.53%
beech 7 69 3 6 1 0 86 80.23%
OBS. 2 2 62 3 1 1 71 87.32%
larch 0 4 1 60 1 1 67 89.55%
spruce 7 2 12 16 84 23 144 58.33%
Dougl. 0 1 6 1 4 64 76 84.21%
samples 91 91 91 91 91 91 546
producer’s
accuracy
82.42% 75.82% 68.13% 65.93% 92.31% 70.33% 75.82%
C.1.4.21 nDSM+SPOT
Table C.64: Classification based on the nDSM and SPOT data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 38 18 9 15 4 0 84 45.24%
beech 37 54 17 21 3 1 133 40.60%
OBS. 5 4 32 5 0 0 46 69.57%
larch 4 4 1 27 3 2 41 65.85%
spruce 7 11 28 21 79 28 174 45.40%
Dougl. 0 0 4 2 2 60 68 88.24%
samples 91 91 91 91 91 91 546
producer’s
accuracy
41.76% 59.34% 35.16% 29.67% 86.81% 65.93% 53.11%
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C.1.4.22 nDSM+SPOT+I
Table C.65: Classification based on the nDSM, SPOT and Intensity data sets:
Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 44 18 10 18 4 0 94 46.81%
beech 33 57 11 24 6 2 133 42.86%
OBS. 3 3 43 1 2 1 53 81.13%
larch 7 3 2 26 3 3 44 59.09%
spruce 4 10 25 22 74 28 163 45.40%
Dougl. 0 0 0 0 2 57 59 96.61%
samples 91 91 91 91 91 91 546
producer’s
accuracy
48.35% 62.64% 47.25% 28.57% 81.32% 62.64% 55.13%
C.1.4.23 nDSM+RapidEye-RE
Table C.66: Classification based on the nDSM and the RapidEye data sets
excluding the RapidEye RE band: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 53 11 19 12 3 0 98 54.08%
beech 15 64 5 11 1 1 97 65.98%
OBS. 12 11 42 5 3 1 74 56.76%
larch 5 2 3 38 2 4 54 70.37%
spruce 4 3 21 19 82 30 159 51.57%
Dougl. 2 0 1 6 0 55 64 85.94%
samples 91 91 91 91 91 91 546
producer’s
accuracy
58.24% 70.33% 46.15% 41.76% 90.11% 60.44% 61.17%
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C.1.4.24 nDSM+RapidEye
Table C.67: Classification based on the nDSM and RapidEye data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 64 9 19 6 2 1 101 63.37%
beech 18 74 1 13 1 1 108 68.52%
OBS. 4 3 46 0 4 2 59 77.97%
larch 1 2 1 49 2 0 55 89.09%
spruce 3 3 18 20 82 33 159 51.57%
Dougl. 1 0 6 3 0 54 64 84.38%
samples 91 91 91 91 91 91 546
producer’s
accuracy
70.33% 81.32% 50.55% 53.85% 90.11% 59.34% 67.58%
C.1.4.25 nDSM+RapidEye+I
Table C.68: Classification based on the nDSM, RapidEye and Intensity data sets:
Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 63 12 21 5 4 1 106 59.43%
beech 15 70 1 13 0 1 100 70.00%
OBS. 9 4 47 2 2 2 66 71.21%
larch 1 1 1 54 1 0 58 93.10%
spruce 1 3 17 16 84 29 150 56.00%
Dougl. 2 1 4 1 0 58 66 87.88%
samples 91 91 91 91 91 91 546
producer’s
accuracy
69.23% 76.92% 51.65% 59.34% 92.31% 63.74% 68.86%
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C.1.4.26 nDSM+SPOT+RapidEye
Table C.69: Classification based on the nDSM, SPOT and RapidEye data sets:
Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 71 9 21 7 1 2 111 63.96%
beech 12 73 2 12 3 0 102 71.57%
OBS. 4 3 44 2 2 1 56 78.57%
larch 2 4 3 53 0 0 62 85.48%
spruce 2 2 21 16 84 31 156 53.85%
Dougl. 0 0 0 1 1 57 59 96.61%
samples 91 91 91 91 91 91 546
producer’s
accuracy
78.02% 80.22% 48.35% 58.24% 92.31% 62.64% 69.96%
C.1.4.27 nDSM+SPOT+RapidEye+I
Table C.70: Classification based on the nDSM, SPOT, RapidEye and Intensity
data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 68 9 10 7 1 1 96 70.83%
beech 12 71 7 7 5 0 102 69.61%
OBS. 7 4 52 2 1 2 68 76.47%
larch 2 4 2 59 0 1 68 86.76%
spruce 2 3 17 14 79 25 140 56.43%
Dougl. 0 0 3 2 5 62 72 86.11%
samples 91 91 91 91 91 91 546
producer’s
accuracy
74.73% 78.02% 57.14% 64.84% 86.81% 68.13% 71.61%
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C.1.4.28 RGB+CIR+SWIR
Table C.71: Classification based on the RGB and CIR data sets extended by the
SPOT SWIR band: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 40 22 10 11 3 3 89 44.94%
beech 25 54 21 10 1 2 113 47.79%
OBS. 5 5 34 2 0 0 46 73.91%
larch 10 5 11 46 2 9 83 55.42%
spruce 7 4 12 19 83 24 149 55.70%
Dougl. 4 1 3 3 2 53 66 80.30%
samples 91 91 91 91 91 91 546
producer’s
accuracy
43.96% 59.34% 37.36% 50.55% 91.21% 58.24% 56.78%
C.1.4.29 RGB+CIR+RE
Table C.72: Classification based on the RGB and CIR data sets extended by the
RapidEye RE band: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 45 21 9 13 3 4 95 47.37%
beech 34 63 21 5 1 1 125 50.40%
OBS. 5 1 41 1 0 0 48 85.42%
larch 2 1 8 38 2 6 57 66.67%
spruce 4 4 10 32 83 24 157 52.87%
Dougl. 1 1 2 2 2 56 64 87.50%
samples 91 91 91 91 91 91 546
producer’s
accuracy
49.45% 69.23% 45.05% 41.76% 91.21% 61.54% 59.71%
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C.1.4.30 RGB+CIR+SWIR+RE
Table C.73: Classification based on the RGB and CIR data sets extended by the
SPOT SWIR and RapidEye RE bands: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 45 18 10 9 4 5 91 49.45%
beech 29 55 20 6 0 1 111 49.55%
OBS. 7 6 41 2 1 0 57 71.93%
larch 4 5 6 55 2 3 75 73.33%
spruce 4 6 11 16 83 23 143 58.04%
Dougl. 2 1 3 3 1 59 69 85.51%
samples 91 91 91 91 91 91 546
producer’s
accuracy
49.45% 60.44% 45.05% 60.44% 91.21% 64.84% 61.90%
C.1.4.31 RGB+CIR+SPOT
Table C.74: Classification based on the RGB, CIR and SPOT data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 49 15 9 8 1 4 86 56.98%
beech 21 61 16 11 2 1 112 54.46%
OBS. 4 6 42 2 1 0 55 76.36%
larch 10 5 7 46 3 1 72 63.89%
spruce 7 3 15 20 83 25 153 54.25%
Dougl. 0 1 2 4 1 60 68 88.24%
samples 91 91 91 91 91 91 546
producer’s
accuracy
53.85% 67.03% 46.15% 50.55% 91.21% 65.93% 62.45%
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C.1.4.32 RGB+CIR+RapidEye
Table C.75: Classification based on the RGB, CIR and RapidEye data sets: Test
set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 69 13 9 4 2 3 100 69.00%
beech 12 68 4 7 1 1 93 73.12%
OBS. 6 1 59 2 3 1 72 81.94%
larch 0 4 3 49 0 3 59 83.05%
spruce 3 5 13 26 83 19 149 55.70%
Dougl. 1 0 3 3 2 64 73 87.67%
samples 91 91 91 91 91 91 546
producer’s
accuracy
75.82% 74.73% 64.84% 53.85% 91.21% 70.33% 71.79%
C.1.4.33 RGB+CIR+SPOT+RapidEye
Table C.76: Classification based on the RGB, CIR, SPOT and RapidEye data sets:
Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 73 13 9 7 1 1 104 70.19%
beech 9 70 5 6 1 1 92 76.09%
OBS. 4 1 57 1 0 1 64 89.06%
larch 2 3 4 61 4 0 74 82.43%
spruce 3 4 13 13 83 22 138 60.14%
Dougl. 0 0 3 3 2 66 74 89.19%
samples 91 91 91 91 91 91 546
producer’s
accuracy
80.22% 76.92% 62.64% 67.03% 91.21% 72.53% 75.09%
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C.1.4.34 RapidEye+SPOT
Table C.77: Classification based on the RapidEye and SPOT data sets: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 64 9 14 7 1 2 97 65.98%
beech 11 70 4 9 3 0 97 72.16%
OBS. 12 4 54 2 2 1 75 72.00%
larch 1 3 4 59 2 0 69 85.51%
spruce 3 5 13 14 78 23 136 57.35%
Dougl. 0 0 2 0 5 65 72 90.28%
samples 91 91 91 91 91 91 546
producer’s
accuracy
70.33% 76.92% 59.34% 64.84% 85.71% 71.43% 71.43%
C.1.5 Comparison of Training Weights
C.1.5.1 equal
Table C.78: Classification without using weight factors for all species: Test set 4
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 67 50 3 2 21 0 143 46.85%
beech 4 180 0 2 8 0 194 92.78%
OBS. 5 22 41 1 18 1 88 46.59%
larch 2 11 2 26 56 0 97 26.80%
spruce 2 8 4 5 437 1 457 95.62%
Dougl. 3 1 1 5 68 17 95 17.89%
samples 83 272 51 41 608 19 1074
producer’s
accuracy
80.72% 66.18% 80.39% 63.41% 71.88% 89.47% 71.51%
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C.1.5.2 spruce: 4, beech: 2, oak: 2.5
Table C.79: Classification using the weight factors 4 for spruce, 2 for beech and 2.5
for oak: Test set 4
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 65 50 3 3 14 0 135 48.15%
beech 7 194 3 6 20 1 231 83.98%
OBS. 6 13 36 1 8 0 64 56.25%
larch 0 1 0 20 29 0 50 40.00%
spruce 3 11 7 7 523 3 554 94.40%
Dougl. 2 3 2 4 14 15 40 37.50%
samples 83 272 51 41 608 19 1074
producer’s
accuracy
78.31% 71.32% 70.59% 48.78% 86.02% 78.95% 79.42%
C.1.5.3 spruce: 5, beech: 3, oak: 2
Table C.80: Classification using the weight factors 5 for spruce, 4 for beech and 2
for oak: Test set 4
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 54 23 2 4 11 0 94 57.45%
beech 16 226 4 6 23 0 275 82.18%
OBS. 6 9 36 0 6 0 57 63.16%
larch 1 3 0 23 28 0 55 41.82%
spruce 4 9 8 8 521 2 552 94.38%
Dougl. 2 2 1 0 19 17 41 41.46%
samples 83 272 51 41 608 19 1074
producer’s
accuracy
65.06% 83.09% 70.59% 56.10% 85.69% 89.47% 81.66%
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C.1.5.4 spruce: 6, beech: 4, oak: 2
Table C.81: Classification using the weight factors 6 for spruce, 4 for beech and 2
for oak: Test set 4
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 54 22 6 1 15 0 98 55.10%
beech 22 226 5 5 30 0 288 78.47%
OBS. 4 10 35 1 4 1 55 63.64%
larch 0 4 0 22 18 1 45 48.89%
spruce 3 8 3 12 536 1 563 95.20%
Dougl. 0 2 2 0 5 16 25 64.00%
samples 83 272 51 41 608 19 1074
producer’s
accuracy
65.06% 83.09% 68.63% 53.66% 88.16% 84.21% 82.77%
C.1.5.5 spruce: 6, beech: 4, oak: 3
Table C.82: Classification using the weight factors 6 for spruce, 4 for beech and 3
for oak: Test set 4
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 47 18 7 1 17 1 91 51.65%
beech 22 218 4 6 28 0 278 78.42%
OBS. 7 15 34 0 10 0 66 51.52%
larch 0 4 1 25 10 1 41 60.98%
spruce 6 14 5 8 528 2 563 93.78%
Dougl. 1 3 0 1 15 15 35 42.86%
samples 83 272 51 41 608 19 1074
producer’s
accuracy
56.63% 80.15% 66.67% 60.98% 86.84% 78.95% 80.73%
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C.1.5.6 Test area (spruce: 11.92, beech: 5.33, oak: 1.63)
Table C.83: Classification using the weight factors based on the tree species
distribution in the test area: 11.92 for spruce, 5.33 for beech and 1.63 for oak: Test
set 4
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 48 17 4 1 1 1 72 66.67%
beech 26 228 8 5 24 0 291 78.35%
OBS. 1 7 28 0 2 0 38 73.68%
larch 0 4 1 18 14 0 37 48.65%
spruce 5 15 8 17 423 7 475 89.05%
Dougl. 3 1 2 0 4 11 21 52.38%
samples 83 272 51 41 468 19 934
producer’s
accuracy
57.83% 83.82% 54.90% 43.90% 90.38% 57.89% 80.94%
C.1.5.7 NRW (spruce: 3, beech: 1.5, oak: 1.33)
Table C.84: Classification using the weight factors based on the tree species
distribution in NRW: 3 for spruce, 1.5 for beech and 1.33 for oak: Test set 4
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 51 47 7 2 30 0 137 37.23%
beech 8 196 4 2 28 0 238 82.35%
OBS. 4 17 47 0 16 1 85 55.29%
larch 0 9 2 24 58 0 93 25.81%
spruce 1 6 1 8 763 4 783 97.45%
Dougl. 0 3 2 3 29 15 52 28.85%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
79.69% 70.50% 74.60% 61.54% 82.58% 75.00% 78.96%
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C.1.6 Comparison of Different Number of Classes
C.1.6.1 Coniferous – Deciduous
Table C.85: Separating coniferous from deciduous trees
deciduous coniferous
overall
accuracy
user’s
accuracy
1 92.99% 90.10% 91.54% 91.57%
2 94.06% 90.44% 92.23% 92.27%
3 89.82% 91.16% 90.49% 90.50%
4 92.52% 91.28% 91.90% 91.90%
5 91.55% 92.25% 91.91% 91.91%
6 90.94% 91.74% 91.34% 91.35%
7 92.00% 91.86% 91.93% 91.93%
8 92.62% 92.57% 92.59% 92.59%
9 93.00% 91.38% 92.18% 92.19%
10 94.75% 90.40% 92.57% 92.65%
µ 92.42% 91.32% 91.87% 91.89%
σ 1.44 pp 0.82 pp 0.63 pp 0.64 pp
Table C.86: Separating coniferous from deciduous trees: Test set 7
deciduous coniferous
classi-
fied
user’s
accuracy
deciduous 759 68 827 91.78%
coniferous 66 767 833 92.08%
samples 825 835 1660
producer’s
accuracy
92.00% 91.86% 91.93%
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C.1.6.2 Oak – Beech – Spruce
Table C.87: Separating oak, beech and spruce
oak beech spruce
overall
accuracy
user’s
accuracy
1 79.65% 83.19% 84.96% 82.60% 83.32%
2 84.07% 80.53% 90.27% 84.96% 85.31%
3 90.27% 83.19% 88.50% 87.32% 87.78%
4 73.45% 76.99% 89.38% 79.94% 80.05%
5 78.76% 76.99% 90.27% 82.01% 82.37%
6 82.30% 78.76% 91.15% 84.07% 84.30%
7 86.73% 84.07% 85.84% 85.55% 85.91%
8 84.07% 74.34% 86.73% 81.71% 81.85%
9 87.61% 84.96% 85.84% 86.14% 86.64%
10 83.19% 76.11% 87.61% 82.30% 82.70%
µ 83.01% 79.91% 88.05% 83.66% 84.02%
σ 4.84 pp 3.78 pp 2.18 pp 2.32 pp 2.40 pp
Table C.88: Separating oak, beech and spruce: Test set 2
oak beech spruce
classi-
fied
user’s
accuracy
oak 95 22 3 120 79.17%
beech 14 91 8 113 80.53%
spruce 4 0 102 106 96.23%
samples 113 113 113 339
producer’s
accuracy
84.07% 80.53% 90.27% 84.96%
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C.1.6.3 Oak – Beech – Obs. – Spruce
Table C.89: Separating oak, beech, OBS. and spruce
oak beech OBS. spruce
overall
accuracy
user’s
accuracy
1 72.57% 73.45% 81.42% 85.84% 78.32% 78.31%
2 80.53% 73.45% 82.30% 85.84% 80.53% 80.64%
3 82.30% 72.57% 83.19% 88.50% 81.64% 81.96%
4 77.88% 79.65% 77.88% 92.04% 81.86% 81.79%
5 73.45% 76.99% 82.30% 90.27% 80.75% 80.68%
6 69.03% 69.91% 73.45% 88.50% 75.22% 75.34%
7 71.68% 78.76% 83.19% 80.53% 78.54% 78.83%
8 79.65% 71.68% 79.65% 86.73% 79.42% 79.62%
9 71.68% 77.88% 86.73% 83.19% 79.87% 80.11%
10 77.88% 64.60% 82.30% 90.27% 78.76% 79.16%
µ 75.66% 73.89% 81.24% 87.17% 79.49% 79.64%
σ 4.52 pp 4.61 pp 3.58 pp 3.50 pp 1.95 pp 1.93 pp
Table C.90: Separating oak, beech, OBS. and spruce: Test set 8
oak beech OBS. spruce
classi-
fied
user’s
accuracy
oak 90 23 8 4 125 72.00%
beech 12 81 9 3 105 77.14%
OBS. 9 3 90 8 110 81.82%
spruce 2 6 6 98 112 87.50%
samples 113 113 113 113 452
producer’s
accuracy
79.65% 71.68% 79.65% 86.73% 79.42%
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C.1.6.4 Oak – Beech – Obs. – Larch – Spruce
Table C.91: Separating oak, beech, OBS., larch and spruce.
oak beech OBS. larch spruce
overall
accuracy
user’s
accuracy
1 72.22% 63.33% 80.00% 80.00% 76.67% 74.44% 74.61%
2 72.22% 80.00% 73.33% 75.56% 73.33% 74.89% 75.02%
3 76.67% 66.67% 82.22% 76.67% 78.89% 76.22% 76.33%
4 68.89% 65.56% 75.56% 81.11% 77.78% 73.78% 74.00%
5 81.11% 74.44% 77.78% 75.56% 80.00% 77.78% 78.04%
6 70.00% 71.11% 81.11% 64.44% 81.11% 73.56% 74.03%
7 71.11% 67.78% 78.89% 72.22% 77.78% 73.56% 73.67%
8 76.67% 64.44% 82.22% 75.56% 76.67% 75.11% 75.99%
9 73.33% 64.44% 76.67% 80.00% 81.11% 75.11% 75.63%
10 78.89% 74.44% 75.56% 72.22% 84.44% 77.11% 77.36%
µ 74.11% 69.22% 78.33% 75.33% 78.78% 75.16% 75.47%
σ 4.02 pp 5.54 pp 3.07 pp 4.91 pp 3.07 pp 1.47 pp 1.48 pp
Table C.92: Separating oak, beech, OBS., larch and spruce: Test set 9
oak beech OBS. larch spruce
classi-
fied
user’s
accuracy
oak 66 17 14 4 3 104 63.46%
beech 9 58 2 5 2 76 76.32%
OBS. 12 7 69 1 6 95 72.63%
larch 2 5 1 72 6 86 83.72%
spruce 1 3 4 8 73 89 82.02%
samples 90 90 90 90 90 450
producer’s
accuracy
73.33% 64.44% 76.67% 80.00% 81.11% 75.11%
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C.1.6.5 Oak – Beech – Obs. – Larch – Spruce – Douglas fir
Table C.93: Separating oak, beech, OBS., larch, spruce and Douglas fir
oak beech OBS. larch spruce Dougl.
overall
accuracy
user’s
accuracy
1 72.22% 66.67% 68.89% 67.78% 71.11% 85.56% 72.04% 72.35%
2 73.33% 71.11% 77.78% 72.22% 66.67% 82.22% 73.89% 73.99%
3 77.78% 65.56% 71.11% 68.89% 77.78% 87.78% 74.81% 75.09%
4 73.33% 71.11% 82.22% 76.67% 66.67% 80.00% 75.00% 75.18%
5 74.44% 70.00% 75.56% 65.56% 78.89% 88.89% 75.56% 75.69%
6 74.44% 63.33% 81.11% 78.89% 63.33% 82.22% 73.89% 74.25%
7 71.11% 66.67% 66.67% 68.89% 70.00% 77.78% 70.19% 70.26%
8 75.56% 68.89% 64.44% 66.67% 77.78% 85.56% 73.15% 73.51%
9 70.00% 63.33% 76.67% 70.00% 72.22% 85.56% 72.96% 72.96%
10 72.22% 83.33% 75.56% 67.78% 74.44% 83.33% 76.11% 76.38%
µ 73.44% 69.00% 74.00% 70.33% 71.89% 83.89% 73.76% 73.97%
σ 2.25 pp 5.80 pp 6.00 pp 4.35 pp 5.34 pp 3.44 pp 1.77 pp 1.80 pp
Table C.94: Separating oak, beech, OBS., larch, spruce and Douglas fir: Test set 6
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 67 20 7 3 2 2 101 66.34%
beech 10 57 1 9 11 3 91 62.64%
OBS. 11 8 73 1 2 0 95 76.84%
larch 2 5 5 71 7 2 92 77.17%
spruce 0 0 2 3 57 9 71 80.28%
Dougl. 0 0 2 3 11 74 90 82.22%
samples 90 90 90 90 90 90 540
producer’s
accuracy
74.44% 63.33% 81.11% 78.89% 63.33% 82.22% 73.89%
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C.1.7 Comparison of Parameter Estimation Approaches
C.1.7.1 Test sets with equal sample sizes
C.1.7.1.1 5-fold, equal sample size .
Table C.95: Parameter estimation using 5-fold cross validation: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 65 10 6 5 2 1 89 73.03%
beech 15 72 2 4 2 1 96 75.00%
OBS. 6 3 64 2 0 1 76 84.21%
larch 0 4 1 63 2 0 70 90.00%
spruce 5 2 13 16 84 21 141 59.57%
Dougl. 0 0 5 1 1 67 74 90.54%
samples 91 91 91 91 91 91 546
producer’s
accuracy
71.43% 79.12% 70.33% 69.23% 92.31% 73.63% 76.01%
C.1.7.1.2 10-fold, equal sample size .
Table C.96: Parameter estimation using 10-fold cross validation: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 66 10 5 6 2 1 90 73.33%
beech 15 72 2 4 2 1 96 75.00%
OBS. 5 2 65 1 0 1 74 87.84%
larch 0 4 1 63 2 0 70 90.00%
spruce 4 3 11 16 84 22 140 60.00%
Dougl. 1 0 7 1 1 66 76 86.84%
samples 91 91 91 91 91 91 546
producer’s
accuracy
72.53% 79.12% 71.43% 69.23% 92.31% 72.53% 76.19%
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C.1.7.1.3 15-fold, equal sample size .
Table C.97: Parameter estimation using 15-fold cross validation: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 67 10 6 5 1 1 90 74.44%
beech 13 73 0 4 3 1 94 77.66%
OBS. 6 2 66 2 0 1 77 85.71%
larch 0 4 1 62 0 1 68 91.18%
spruce 4 2 11 17 86 21 141 60.99%
Dougl. 1 0 7 1 1 66 76 86.84%
samples 91 91 91 91 91 91 546
producer’s
accuracy
73.63% 80.22% 72.53% 68.13% 94.51% 72.53% 76.92%
C.1.7.1.4 50-fold, equal sample size .
Table C.98: Parameter estimation using 50-fold cross validation: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 66 10 5 5 2 1 89 74.16%
beech 14 74 2 5 2 1 98 75.51%
OBS. 6 2 65 2 0 1 76 85.53%
larch 0 3 1 64 1 1 70 91.43%
spruce 4 2 11 14 85 22 138 61.59%
Dougl. 1 0 7 1 1 65 75 86.67%
samples 91 91 91 91 91 91 546
producer’s
accuracy
72.53% 81.32% 71.43% 70.33% 93.41% 71.43% 76.74%
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C.1.7.1.5 independent, equal sample size .
Table C.99: Parameter estimation using independent validation: Test set 2
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 71 13 8 6 1 3 102 69.61%
beech 13 68 5 4 2 1 93 73.12%
OBS. 2 3 59 1 0 0 65 90.77%
larch 0 3 1 60 0 1 65 92.31%
spruce 4 4 11 18 87 24 148 58.78%
Dougl. 1 0 7 2 1 62 73 84.93%
samples 91 91 91 91 91 91 546
producer’s
accuracy
78.02% 74.73% 64.84% 65.93% 95.60% 68.13% 74.54%
C.1.7.2 Test sets with species distribution dependent size
C.1.7.2.1 5-fold, species distribution dependent .
Table C.100: Parameter estimation using 5-fold cross validation: Test set 7
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 41 14 7 1 18 0 81 50.62%
beech 11 241 2 4 46 0 304 79.28%
OBS. 7 8 46 1 13 1 76 60.53%
larch 2 5 1 26 40 1 75 34.67%
spruce 3 9 5 5 789 3 814 96.93%
Dougl. 0 1 2 2 18 15 38 39.47%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
64.06% 86.69% 73.02% 66.67% 85.39% 75.00% 83.43%
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C.1.7.2.2 10-fold, species distribution dependent .
Table C.101: Parameter estimation using 10-fold cross validation: Test set 7
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 39 15 7 1 21 0 83 46.99%
beech 13 240 2 4 43 0 302 79.47%
OBS. 7 8 46 1 13 1 76 60.53%
larch 2 5 1 26 40 1 75 34.67%
spruce 3 9 5 5 789 3 814 96.93%
Dougl. 0 1 2 2 18 15 38 39.47%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
60.94% 86.33% 73.02% 66.67% 85.39% 75.00% 83.21%
C.1.7.2.3 15-fold, species distribution dependent .
Table C.102: Parameter estimation using 15-fold cross validation: Test set 7
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 39 15 7 1 21 0 83 46.99%
beech 13 240 2 4 43 0 302 79.47%
OBS. 7 8 46 1 13 1 76 60.53%
larch 2 5 1 26 41 0 75 34.67%
spruce 3 9 5 5 787 3 812 96.92%
Dougl. 0 1 2 2 19 16 40 40.00%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
60.94% 86.33% 73.02% 66.67% 85.17% 80.00% 83.14%
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C.1.7.2.4 independent, species distribution dependent .
Table C.103: Parameter estimation using independent validation: Test set 7
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 35 16 8 2 19 0 80 43.75%
beech 16 243 4 5 49 0 317 76.66%
OBS. 5 7 44 0 6 1 63 69.84%
larch 1 5 1 24 33 0 64 37.50%
spruce 6 6 6 7 801 3 829 96.62%
Dougl. 1 1 0 1 16 16 35 45.71%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
54.69% 87.41% 69.84% 61.54% 86.69% 80.00% 83.79%
C.1.8 Comparison of Separability Measures
C.1.8.1 Balanced, Equivalent distance
Table C.104: Tree induction using the balanced method and equivalent distance:
Test set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 66 11 6 3 3 0 89 74.16%
beech 17 69 9 9 2 1 107 64.49%
OBS. 8 0 66 1 0 0 75 88.00%
larch 0 7 0 60 4 2 73 82.19%
spruce 0 4 7 15 80 10 116 68.97%
Dougl. 0 0 3 3 2 78 86 90.70%
samples 91 91 91 91 91 91 546
producer’s
accuracy
72.53% 75.82% 72.53% 65.93% 87.91% 85.71% 76.74%
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C.1.8.2 Balanced, Fisher distance
Table C.105: Tree induction using the balanced method and Fisher distance: Test
set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 62 11 6 3 3 0 85 72.94%
beech 17 72 7 14 1 1 112 64.29%
OBS. 8 4 66 2 1 1 82 80.49%
larch 0 2 0 55 4 2 63 87.30%
spruce 3 1 7 14 81 9 115 70.43%
Dougl. 1 1 5 3 1 78 89 87.64%
samples 91 91 91 91 91 91 546
producer’s
accuracy
68.13% 79.12% 72.53% 60.44% 89.01% 85.71% 75.82%
C.1.8.3 Pair initialized, equivalent distance
Table C.106: Tree induction using the pair initialized method and equivalent
distance: Test set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 64 10 7 3 4 0 88 72.73%
beech 17 68 7 6 1 1 100 68.00%
OBS. 8 1 69 2 0 0 80 86.25%
larch 0 8 0 62 4 2 76 81.58%
spruce 2 3 6 16 81 9 117 69.23%
Dougl. 0 1 2 2 1 79 85 92.94%
samples 91 91 91 91 91 91 546
producer’s
accuracy
70.33% 74.73% 75.82% 68.13% 89.01% 86.81% 77.47%
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C.1.8.4 Pair initialized, Fisher distance
Table C.107: Tree induction using the pair initialized method and Fisher distance:
Test set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 67 12 6 3 4 0 92 72.83%
beech 14 68 7 8 1 1 99 68.69%
OBS. 9 2 69 2 0 0 82 84.15%
larch 1 6 0 59 5 3 74 79.73%
spruce 0 2 6 17 80 8 113 70.80%
Dougl. 0 1 3 2 1 79 86 91.86%
samples 91 91 91 91 91 91 546
producer’s
accuracy
73.63% 74.73% 75.82% 64.84% 87.91% 86.81% 77.29%
C.1.8.5 Unbalanced, equivalent distance
Table C.108: Tree induction using the unbalanced method and equivalent distance:
Test set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 65 13 7 3 4 0 92 70.65%
beech 18 66 6 8 1 1 100 66.00%
OBS. 8 1 68 2 0 0 79 86.08%
larch 0 7 0 60 4 2 73 82.19%
spruce 0 4 8 15 80 11 118 67.80%
Dougl. 0 0 2 3 2 77 84 91.67%
samples 91 91 91 91 91 91 546
producer’s
accuracy
71.43% 72.53% 74.73% 65.93% 87.91% 84.62% 76.19%
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C.1.8.6 Unbalanced, Fisher distance
Table C.109: Tree induction using the unbalanced method and Fisher distance:
Test set 10
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 63 11 6 3 4 0 87 72.41%
beech 18 70 7 9 1 1 106 66.04%
OBS. 8 1 65 3 0 0 77 84.42%
larch 0 6 0 56 3 1 66 84.85%
spruce 1 2 8 18 82 10 121 67.77%
Dougl. 1 1 5 2 1 79 89 88.76%
samples 91 91 91 91 91 91 546
producer’s
accuracy
69.23% 76.92% 71.43% 61.54% 90.11% 86.81% 76.01%
C.1.9 Comparison of Feature Selection
C.1.9.1 no feature selection, no roughness
Table C.110: Classification without feature selection and roughness features: Test
set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 32 17 3 5 3 1 61 52.46%
beech 26 62 25 9 2 1 125 49.60%
OBS. 5 5 52 3 1 1 67 77.61%
larch 2 0 2 45 5 1 55 81.82%
spruce 24 6 8 27 72 23 160 45.00%
Dougl. 2 1 1 2 8 64 78 82.05%
samples 91 91 91 91 91 91 546
producer’s
accuracy
35.16% 68.13% 57.14% 49.45% 79.12% 70.33% 59.89%
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C.1.9.2 no feature selection
Table C.111: Classification without feature selection but with roughness features:
Test set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 49 17 22 6 6 1 101 48.51%
beech 11 56 20 10 1 0 98 57.14%
OBS. 10 7 37 3 1 1 59 62.71%
larch 7 1 2 42 2 5 59 71.19%
spruce 12 7 9 24 70 30 152 46.05%
Dougl. 2 3 1 6 11 54 77 70.13%
samples 91 91 91 91 91 91 546
producer’s
accuracy
53.85% 61.54% 40.66% 46.15% 76.92% 59.34% 56.41%
C.1.9.3 wi > 0.003
Table C.112: Classification with roughness features and feature selection with a
weight of at least 0.003: Test set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 32 17 3 5 3 1 61 52.46%
beech 26 61 25 9 2 1 124 49.19%
OBS. 5 6 52 3 1 1 68 76.47%
larch 2 0 2 45 5 1 55 81.82%
spruce 24 6 8 27 72 22 159 45.28%
Dougl. 2 1 1 2 8 65 79 82.28%
samples 91 91 91 91 91 91 546
producer’s
accuracy
35.16% 67.03% 57.14% 49.45% 79.12% 71.43% 59.89%
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C.1.9.4 wi/ ‖w‖ > 0.01
Table C.113: Classification with roughness features and feature selection with a
normalized weight of at least 0.01: Test set 3
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 37 20 11 7 2 2 79 46.84%
beech 28 56 14 10 5 1 114 49.12%
OBS. 6 6 46 1 0 0 59 77.97%
larch 9 1 4 42 4 2 62 67.74%
spruce 10 7 15 29 74 22 157 47.13%
Dougl. 1 1 1 2 6 64 75 85.33%
samples 91 91 91 91 91 91 546
producer’s
accuracy
40.66% 61.54% 50.55% 46.15% 81.32% 70.33% 58.42%
C.1.10 Species Distribution Dependent Accuracy
C.1.10.1 RGB+CIR+nDSM
Table C.114: Species distribution dependent accuracy using RGB, CIR and nDSM:
Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 11 8 1 1 8 0 29 37.93%
beech 39 228 30 7 75 0 379 60.16%
OBS. 1 12 25 1 8 0 47 53.19%
larch 1 5 1 16 18 1 42 38.10%
spruce 11 22 6 14 779 4 836 93.18%
Dougl. 1 3 0 0 36 15 55 27.27%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
17.19% 82.01% 39.68% 41.03% 84.31% 75.00% 77.38%
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C.1.10.2 RGB+CIR+nDSM+I
Table C.115: Species distribution dependent accuracy using RGB, CIR, nDSM and
I: Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 23 27 3 2 19 0 74 31.08%
beech 24 219 19 5 61 0 328 66.77%
OBS. 0 12 33 0 10 0 55 60.00%
larch 4 5 1 23 30 2 65 35.38%
spruce 11 15 5 9 772 6 818 94.38%
Dougl. 2 0 2 0 32 12 48 25.00%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
35.94% 78.78% 52.38% 58.97% 83.55% 60.00% 77.95%
C.1.10.3 RGB+CIR+nDSM+RapidEye+I
Table C.116: Species distribution dependent accuracy using RGB, CIR, nDSM,
RapidEye and I: Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 42 27 12 1 29 0 111 37.84%
beech 13 221 3 9 51 0 297 74.41%
OBS. 6 14 45 0 16 0 81 55.56%
larch 0 10 0 22 24 0 56 39.29%
spruce 3 6 3 7 770 4 793 97.10%
Dougl. 0 0 0 0 34 16 50 32.00%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
65.63% 79.50% 71.43% 56.41% 83.33% 80.00% 80.40%
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C.1.10.4 RGB+CIR+nDSM+SPOT
Table C.117: Species distribution dependent accuracy using RGB, CIR, nDSM and
SPOT: Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 30 26 2 4 15 0 77 38.96%
beech 23 214 13 8 57 0 315 67.94%
OBS. 6 18 42 1 15 0 82 51.22%
larch 1 7 3 19 28 0 58 32.76%
spruce 4 12 3 7 788 4 818 96.33%
Dougl. 0 1 0 0 21 16 38 42.11%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
46.88% 76.98% 66.67% 48.72% 85.28% 80.00% 79.90%
C.1.10.5 RGB+CIR+nDSM+SPOT+I
Table C.118: Species distribution dependent accuracy using RGB, CIR, nDSM,
SPOT and I: Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 33 26 1 6 14 0 80 41.25%
beech 21 227 12 6 57 0 323 70.28%
OBS. 1 14 44 1 18 0 78 56.41%
larch 5 6 1 20 30 0 62 32.26%
spruce 4 5 5 6 785 3 808 97.15%
Dougl. 0 0 0 0 20 17 37 45.95%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
51.56% 81.65% 69.84% 51.28% 84.96% 85.00% 81.12%
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C.1.10.6 RGB+CIR+nDSM+RapidEye
Table C.119: Species distribution dependent accuracy using RGB, CIR, nDSM and
RapidEye: Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 47 24 3 1 18 0 93 50.54%
beech 9 230 2 4 53 0 298 77.18%
OBS. 2 9 51 0 13 0 75 68.00%
larch 0 7 1 27 31 0 66 40.91%
spruce 4 6 3 7 791 3 814 97.17%
Dougl. 2 2 3 0 18 17 42 40.48%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
73.44% 82.73% 80.95% 69.23% 85.61% 85.00% 83.79%
C.1.10.7 RGB+CIR+nDSM+RapidEye+SPOT
Table C.120: Species distribution dependent accuracy using RGB, CIR, nDSM,
RapidEye and SPOT: Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 42 21 3 1 19 0 86 48.84%
beech 12 234 4 6 55 0 311 75.24%
OBS. 3 12 51 0 14 0 80 63.75%
larch 0 3 1 25 30 0 59 42.37%
spruce 7 7 3 6 776 2 801 96.88%
Dougl. 0 1 1 1 30 18 51 35.29%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
65.63% 84.17% 80.95% 64.10% 83.98% 90.00% 82.56%
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C.1.10.8 RGB+CIR+nDSM+RapidEye+SPOT+I
Table C.121: Species distribution dependent accuracy using RGB, CIR, nDSM,
RapidEye, SPOT and I: Test set 1
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 47 22 3 1 22 0 95 49.47%
beech 8 233 6 6 43 0 296 78.72%
OBS. 4 10 50 0 20 0 84 59.52%
larch 0 4 1 27 34 1 67 40.30%
spruce 4 8 3 2 784 2 803 97.63%
Dougl. 1 1 0 3 21 17 43 39.53%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
73.44% 83.81% 79.37% 69.23% 84.85% 85.00% 83.43%
C.1.11 Reliability
Table C.122: Classification: Test set 7
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 46 18 4 2 16 0 86 53.49%
beech 10 234 3 5 42 0 294 79.59%
OBS. 6 14 49 3 23 0 95 51.58%
larch 2 5 1 26 38 0 72 36.11%
spruce 0 7 6 3 796 5 817 97.43%
Dougl. 0 0 0 0 9 15 24 62.50%
samples 64 278 63 39 924 20 1388
producer’s
accuracy
71.88% 84.17% 77.78% 66.67% 86.15% 75.00% 84.01%
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Table C.123: Reliable samples: Test set 7
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 30 5 2 1 7 0 45 66.67%
beech 4 215 2 1 25 0 247 87.04%
OBS. 3 7 41 1 14 0 66 62.12%
larch 0 3 1 21 14 0 39 53.85%
spruce 0 5 4 2 733 2 746 98.26%
Dougl. 0 0 0 0 1 12 13 92.31%
samples 37 235 50 26 794 14 1156
producer’s
accuracy
81.08% 91.49% 82.00% 80.77% 92.32% 85.71% 91.00%
C.2 Comparison of OAO-SVM and SVMDT
C.2.1 RGB+CIR+nDSM
C.2.1.1 OAO
Table C.124: OAO SVM using RGB, CIR and nDSM: Test set 6
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 39 16 1 4 2 1 63 61.90%
beech 31 65 20 8 6 1 131 49.62%
OBS. 2 4 42 2 1 2 53 79.25%
larch 1 0 2 26 3 1 33 78.79%
spruce 17 5 24 42 77 27 192 40.10%
Dougl. 1 1 2 9 2 59 74 79.73%
samples 91 91 91 91 91 91 546
producer’s
accuracy
42.86% 71.43% 46.15% 28.57% 84.62% 64.84% 56.41%
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C.2.1.2 SVMDT
Table C.125: SVMDT using RGB, CIR and nDSM: Test set 6
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 44 14 3 3 3 1 68 64.71%
beech 29 63 13 9 6 1 121 52.07%
OBS. 2 5 55 3 2 1 68 80.88%
larch 3 1 2 33 5 1 45 73.33%
spruce 13 7 16 33 73 27 169 43.20%
Dougl. 0 1 2 10 2 60 75 80.00%
samples 91 91 91 91 91 91 546
producer’s
accuracy
48.35% 69.23% 60.44% 36.26% 80.22% 65.93% 60.07%
C.2.2 RGB+CIR+nDSM+RapidEye
C.2.2.1 OAO
Table C.126: OAO SVM using RGB, CIR, nDSM and RapidEye: Test set 6
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 68 12 4 5 1 3 93 73.12%
beech 13 73 1 9 4 1 101 72.28%
OBS. 8 1 76 1 3 3 92 82.61%
larch 0 0 2 48 0 3 53 90.57%
spruce 2 4 6 24 83 15 134 61.94%
Dougl. 0 1 2 4 0 66 73 90.41%
samples 91 91 91 91 91 91 546
producer’s
accuracy
74.73% 80.22% 83.52% 52.75% 91.21% 72.53% 75.82%
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C.2.2.2 SVMDT
Table C.127: SVMDT using RGB, CIR, nDSM and RapidEye: Test set 6
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 72 12 7 4 1 1 97 74.23%
beech 10 71 3 8 3 1 96 73.96%
OBS. 8 1 74 0 3 3 89 83.15%
larch 0 3 2 57 3 5 70 81.43%
spruce 1 3 5 17 81 13 120 67.50%
Dougl. 0 1 0 5 0 68 74 91.89%
samples 91 91 91 91 91 91 546
producer’s
accuracy
79.12% 78.02% 81.32% 62.64% 89.01% 74.73% 77.47%
C.2.3 RGB+CIR+nDSM+RapidEye+I
C.2.3.1 OAO
Table C.128: OAO SVM using RGB, CIR, nDSM, RapidEye and I: Test set 6
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 68 13 6 4 1 2 94 72.34%
beech 15 73 4 13 5 1 111 65.77%
OBS. 7 1 71 2 2 2 85 83.53%
larch 0 2 3 52 0 3 60 86.67%
spruce 1 2 6 17 83 16 125 66.40%
Dougl. 0 0 1 3 0 67 71 94.37%
samples 91 91 91 91 91 91 546
producer’s
accuracy
74.73% 80.22% 78.02% 57.14% 91.21% 73.63% 75.82%
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C.2.3.2 SVMDT
Table C.129: SVMDT using RGB, CIR, nDSM, RapidEye and I: Test set 6
oak beech OBS. larch spruce Dougl.
classi-
fied
user’s
accuracy
oak 71 15 6 4 2 2 100 71.00%
beech 11 70 2 11 5 1 100 70.00%
OBS. 9 2 75 3 0 1 90 83.33%
larch 0 2 3 55 0 2 62 88.71%
spruce 0 2 5 13 83 15 118 70.34%
Dougl. 0 0 0 5 1 70 76 92.11%
samples 91 91 91 91 91 91 546
producer’s
accuracy
78.02% 76.92% 82.42% 60.44% 91.21% 76.92% 77.66%
C.3 Test Areas
C.3.1 Schmallenberg
Table C.130: Classification of test area Schmallenberg: Test set 10
beech spruce classified
user’s
accuracy
beech 147 4 151 97.35%
spruce 20 163 183 89.07%
samples 167 167 334
producer’s
accuracy
88.02% 97.60% 92.81%
C.3.2 Hoppengarten
C.3.2.1 Separation of coniferous and deciduous trees
C.3.2.1.1 Whole area at once .
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C.3.2.1.1.1 RapidEye .
Table C.131: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 327 43 370 88.38%
coniferous 53 337 390 86.41%
samples 380 380 760
producer’s
accuracy
86.05% 88.68% 87.37%
C.3.2.1.1.2 RGB+CIR .
Table C.132: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once using RGB and CIR: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 302 43 345 87.54%
coniferous 78 337 415 81.20%
samples 380 380 760
producer’s
accuracy
79.47% 88.68% 84.08%
C.3.2.1.1.3 RGB+CIR+nDSM .
Table C.133: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once using RGB, CIR and nDSM:
Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 297 36 333 89.19%
coniferous 83 344 427 80.56%
samples 380 380 760
producer’s
accuracy
78.16% 90.53% 84.34%
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C.3.2.1.1.4 RGB+CIR+nDSM+RapidEye .
Table C.134: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once using RGB, CIR, nDSM and
RapidEye: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 330 29 359 91.92%
coniferous 50 351 401 87.53%
samples 380 380 760
producer’s
accuracy
86.84% 92.37% 89.61%
C.3.2.1.1.5 RGB+CIR+nDSM+I+RapidEye .
Table C.135: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once using RGB, CIR, nDSM,
RapidEye and I: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 333 25 358 93.02%
coniferous 47 355 402 88.31%
samples 380 380 760
producer’s
accuracy
87.63% 93.42% 90.53%
C.3.2.1.2 Color normalization .
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C.3.2.1.2.1 RapidEye .
Table C.136: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once using color normalized
RapidEye data: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 271 22 293 92.49%
coniferous 109 358 467 76.66%
samples 380 380 760
producer’s
accuracy
71.32% 94.21% 82.76%
C.3.2.1.2.2 RGB+CIR+nDSM+RapidEye .
Table C.137: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once using RGB, CIR, nDSM and
color normalized RapidEye data: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 332 21 353 94.05%
coniferous 48 359 407 88.21%
samples 380 380 760
producer’s
accuracy
87.37% 94.47% 90.92%
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C.3.2.1.2.3 RGB+CIR+nDSM+I+RapidEye .
Table C.138: Classification of coniferous and deciduous trees in test area
Hoppengarten, classification of whole area at once using RGB, CIR, nDSM, I and
color normalized RapidEye data: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 330 16 346 95.38%
coniferous 50 364 414 87.92%
samples 380 380 760
producer’s
accuracy
86.84% 95.79% 91.32%
C.3.2.1.3 Classify RapidEye tiles separately .
C.3.2.1.3.1 RapidEye .
Table C.139: Classification of coniferous and deciduous trees in test area
Hoppengarten using RapidEye, eastern part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 693 67 760 91.18%
coniferous 110 736 846 87.00%
samples 803 803 1606
producer’s
accuracy
86.30% 91.66% 88.98%
Table C.140: Classification of coniferous and deciduous trees in test area
Hoppengarten using RapidEye, western part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 119 55 174 68.39%
coniferous 17 216 239 92.70%
samples 136 271 407
producer’s
accuracy
87.50% 79.70% 82.31%
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Table C.141: Classification of coniferous and deciduous trees in test area
Hoppengarten using RapidEye, combination of eastern and western results: Test
set 7
deciduous coniferous classified
user’s
accuracy
deciduous 812 122 934 86.94%
coniferous 127 952 1079 88.23%
samples 939 1074 2013
producer’s
accuracy
86.47% 88.64% 87.63%
C.3.2.1.3.2 RGB+CIR .
Table C.142: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB and CIR, eastern part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 600 78 678 88.50%
coniferous 203 725 928 78.13%
samples 803 803 1606
producer’s
accuracy
74.72% 90.29% 82.50%
Table C.143: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB and CIR, western part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 107 48 155 69.03%
coniferous 29 223 252 88.49%
samples 136 271 407
producer’s
accuracy
78.68% 82.29% 81.08%
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Table C.144: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB and CIR, combination of eastern and western results:
Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 707 126 833 84.87%
coniferous 232 948 1180 80.34%
samples 939 1074 2013
producer’s
accuracy
75.29% 88.27% 82.22%
C.3.2.1.3.3 RGB+CIR+nDSM .
Table C.145: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR and nDSM, eastern part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 622 76 698 89.11%
coniferous 181 727 908 80.07%
samples 803 803 1606
producer’s
accuracy
77.46% 90.54% 84.00%
Table C.146: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR and nDSM, western part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 112 19 131 85.50%
coniferous 24 117 141 82.98%
samples 136 136 272
producer’s
accuracy
82.35% 86.03% 84.19%
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Table C.147: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR and nDSM, combination of eastern and western
results: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 734 95 829 88.54%
coniferous 205 844 1049 80.46%
samples 939 939 1878
producer’s
accuracy
78.17% 89.88% 84.03%
C.3.2.1.3.4 RGB+CIR+nDSM+RapidEye .
Table C.148: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR, nDSM and RapidEye, eastern part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 722 52 774 93.28%
confierous 81 751 832 90.26%
samples 803 803 1606
producer’s
accuracy
89.91% 93.52% 91.72%
Table C.149: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR, nDSM and RapidEye, western part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 128 14 142 90.14%
coniferous 8 122 130 93.85%
samples 136 136 272
producer’s
accuracy
94.12% 89.71% 91.91%
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Table C.150: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR, nDSM and RapidEye, combination of eastern and
western results: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 850 66 916 92.79%
coniferous 89 873 962 90.75%
samples 939 939 1878
producer’s
accuracy
90.52% 92.97% 91.75%
C.3.2.1.3.5 RGB+CIR+nDSM+I+RapidEye .
Table C.151: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR, nDSM, RapidEye and I, eastern part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 729 63 792 92.05%
coniferous 74 740 814 90-91%
samples 803 803 1606
producer’s
accuracy
90.78% 92.15% 91.47%
Table C.152: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR, nDSM, RapidEye and I, western part: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 126 15 141 89.36%
coniferous 10 121 131 92.37%
samples 136 136 272
producer’s
accuracy
92.65% 88.98% 90.81%
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Table C.153: Classification of coniferous and deciduous trees in test area
Hoppengarten using RGB, CIR, nDSM, RapidEye and I, combination of eastern
and western results: Test set 7
deciduous coniferous classified
user’s
accuracy
deciduous 855 78 933 91.64%
coniferous 84 861 945 91.11%
samples 939 939 1878
producer’s
accuracy
91.05% 91.69% 91.37%
C.3.2.2 Separation of indivudual tree species
All calculations in this section were made using RGB, CIR, nDSM, Intensity and
RapidEye data sets.
C.3.2.2.1 Whole area at once .
C.3.2.2.1.1 5 species .
Table C.154: Classification of 5 tree species in test area Hoppengarten,
classification of whole area at once: Test set 7
oak beech OBS. pine spruce classified
user’s
accuracy
oak 60 13 11 5 7 96 62.50%
beech 44 63 12 4 21 144 43.75%
OBS. 6 9 17 5 14 51 33.33%
pine 7 2 0 18 8 35 51.43%
spruce 24 8 7 5 295 339 87.02%
samples 141 95 47 37 345 665
producer’s
accuracy
42.55% 66.32% 36.17% 48.65% 85.51% 68.12%
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C.3.2.2.1.2 4 species .
Table C.155: Classification of 4 tree species in test area Hoppengarten,
classification of whole area at once: Test set 7
oak beech OBS. spruce classified
user’s
accuracy
oak 54 11 8 11 84 64.29%
beech 61 65 14 18 158 41.14%
OBS. 10 12 19 15 56 33.93%
spruce 16 7 5 301 329 91.49%
samples 141 95 46 345 627
producer’s
accuracy
38.30% 68.42% 41.30% 87.25% 70.02%
C.3.2.2.1.3 3 species .
Table C.156: Classification of 3 tree species in test area Hoppengarten,
classification of whole area at once: Test set 7
oak beech spruce classified
user’s
accuracy
oak 85 27 13 125 68.00%
beech 37 54 12 103 52.43%
spruce 19 12 320 351 91.17%
samples 141 93 345 579
producer’s
accuracy
60.28% 58.06% 92.75% 79.27%
C.3.2.2.2 Color normalization .
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C.3.2.2.2.1 5 species .
Table C.157: Classification of 5 tree species in test area Hoppengarten,
classification of whole area at once using color normalized RapidEye data: Test set
7
oak beech OBS. pine spruce classified
user’s
accuracy
oak 55 17 7 4 6 89 61.80%
beech 52 62 16 6 14 150 41.33%
OBS. 11 6 18 2 4 41 43.90%
pine 7 3 1 16 8 35 45.71%
spruce 16 7 5 9 313 350 89.43%
samples 141 95 47 37 345 665
producer’s
accuracy
39.01% 65.26% 38.30% 43.24% 90.72% 69.77%
C.3.2.2.2.2 4 species .
Table C.158: Classification of 4 tree species in test area Hoppengarten,
classification of whole area at once using normalized RapidEye data: Test set 7
oak beech OBS. spruce classified
user’s
accuracy
oak 51 18 9 4 82 62.20%
beech 57 60 11 13 141 42.55%
OBS. 16 7 22 13 58 37.93%
spruce 17 10 4 315 346 91.04%
samples 141 95 46 345 627
producer’s
accuracy
36.17% 63.16% 47.83% 91.30% 71.45%
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C.3.2.2.2.3 3 species .
Table C.159: Classification of 3 tree species in test area Hoppengarten,
classification of whole area at once using normalized RapidEye data: Test set 7
oak beech spruce classified
user’s
accuracy
oak 81 32 7 120 67.50%
beech 34 51 10 95 53.68%
spruce 26 10 328 364 90.11%
samples 141 93 345 579
producer’s
accuracy
57.45% 54.84% 95.07% 79.45%
C.3.2.2.3 Classify RapidEye tiles separately .
C.3.2.2.3.1 5 species .
Table C.160: Classification of 5 tree species in test area Hoppengarten, eastern
part: Test set 7
oak beech OBS. pine spruce classified
user’s
accuracy
oak 53 9 6 2 10 80 66.25%
beech 37 46 13 0 16 112 41.07%
OBS. 7 6 18 3 14 48 37.50%
pine 13 4 3 19 9 48 39.58%
spruce 12 8 1 7 267 295 90.51%
samples 122 73 41 31 316 583
producer’s
accuracy
43.44% 63.01% 43.90% 61.29% 84.49% 69.13%
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Table C.161: Classification of 5 tree species in test area Hoppengarten, western
part: Test set 7
oak beech OBS. pine spruce classified
user’s
accuracy
oak 15 7 1 0 2 25 60.00%
beech 3 11 0 1 0 15 73.33%
OBS. 0 0 2 0 0 2 100.00%
pine 1 0 0 4 1 6 66.67%
spruce 0 1 3 0 16 20 80.00%
samples 19 19 6 5 19 68
producer’s
accuracy
78.95% 57.89% 33.33% 80.00% 84.21% 70.59%
Table C.162: Classification of 5 tree species in test area Hoppengarten,
combination of eastern and western results: Test set 7
oak beech OBS. pine spruce classified
user’s
accuracy
oak 68 16 7 2 12 105 64.76%
beech 40 57 13 1 16 127 44.88%
OBS. 7 6 20 3 14 50 40.00%
pine 14 4 3 23 10 54 42.59%
spruce 12 9 4 7 283 315 89.84%
samples 141 92 47 36 335 651
producer’s
accuracy
48.23% 61.96% 42.55% 63.89% 84.48% 69.28%
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C.3.2.2.3.2 4 species .
Table C.163: Classification of 4 tree species in test area Hoppengarten, eastern
part: Test set 7
oak beech OBS. spruce classified
user’s
accuracy
oak 23 6 1 5 35 65.71%
beech 58 33 10 22 123 26.83%
OBS. 15 8 27 13 63 42.86%
spruce 26 10 2 276 314 87.90%
samples 122 57 40 316 535
producer’s
accuracy
18.85% 57.89% 67.50% 87.34% 67.10%
Table C.164: Classification of 4 tree species in test area Hoppengarten, western
part: Test set 7
oak beech OBS. spruce classified
user’s
accuracy
oak 10 8 0 1 19 52.63%
beech 7 11 3 1 22 50.00%
OBS. 0 0 3 0 3 100.00%
spruce 2 0 0 17 19 89.47%
samples 19 19 6 19 63
producer’s
accuracy
52.63% 57.89% 50.00% 89.47% 65.08%
Table C.165: Classification of 4 tree species in test area Hoppengarten,
combination of eastern and western results: Test set 7
oak beech OBS. spruce classified
user’s
accuracy
oak 33 14 1 6 54 61.11%
beech 65 44 13 23 145 30.34%
OBS. 15 8 30 13 66 45.45%
spruce 28 10 2 293 333 87.99%
samples 141 76 46 335 598
producer’s
accuracy
23.40% 57.89% 65.22% 87.46% 66.89%
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C.3.2.2.3.3 3 species .
Table C.166: Classification of 3 tree species in test area Hoppengarten, eastern
part: Test set 7
oak beech spruce classified
user’s
accuracy
oak 83 15 10 108 76.85%
beech 20 49 13 82 59.76%
spruce 19 8 293 320 91.56%
samples 122 72 316 510
producer’s
accuracy
68.03% 68.06% 92.72% 83.33%
Table C.167: Classification of 3 tree species in test area Hoppengarten, western
part: Test set 7
oak beech spruce classified
user’s
accuracy
oak 12 7 1 20 60.00%
beech 6 11 0 17 64.71%
spruce 1 1 18 20 90.00%
samples 19 19 19 57
producer’s
accuracy
63.16% 57.89% 94.74% 71.93%
Table C.168: Classification of 3 tree species in test area Hoppengarten,
combination of eastern and western results: Test set 7
oak beech spruce classified
user’s
accuracy
oak 95 22 11 128 74.22%
beech 26 60 13 99 60.61%
spruce 20 9 311 340 91.47%
samples 141 91 335 567
producer’s
accuracy
67.38% 65.93% 92.84% 82.19%
Glossary
elite tree These are superior phenotypes, also called plus tree. A tree that is better
developed than the rest of the trees in terms of height, yield, branching and
other desirable traits.
ENVI ENVI is a software for remote sensing and image analysis of geospatial im-
agery.
ERS-1 The European remote sensing satellite ERS-1 was the first earth observing
satellite developed by the European Space Agency.
ERS-2 The European remote sensing satellite ERS-2 was the second earth observ-
ing satellite developed by the European Space agency.
ETM The enhanced thematic mapper was a sensor onboard the Landsat-6 satellite
which failed to reach orbit.
ETM+ The enhanced thematic mapper plus is an earth-observing instrument on-
board the Landsat-7 satellite. It has eight bands, three visible, four infrared
and one panchromatic band. Most bands have a resolution of 30m except
for the thermal infrared band with a resolution of 60m and the panchromatic
band with a resolution of 15m.
FIA Forest Inventory and Analysis is a continuing endeavor mandated by Congress
of the USA in the Forest and Rangeland Renewable Resources Planning Act
of 1974 and the McSweeney-McNary Forest Research Act of 1928.
GK the Gauss-Krüger coordinate system is a terrestrial reference system that has
been used frequently in Germany.
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IR-A According to DIN 5031 [29], the short wavelength range of the near infrared
ranges from 0.78 to 1.4µm. In remote-sensing this range is often called near
infrared.
IR-B According to DIN 5031 [29], the long wavelength range of the near infrared
ranges from 1.4 to 3µm.
IR-C According to DIN 5031 [29], the mid, long and far infrared areas range from
3 to 1000µm.
LIBSVM LIBSVM is a library for support vector machines. It was developed by
Chih-Chung Chang and Chih-Jen Lin and is described in [193]. Version 3.1
has been released in April 2011.
MODIS The moderate-resolution imaging spectroradiometer is on board of the
Terra and Aqua satellites. It captures 36 spectral bands ranging in wavelengths
from 0.4 – 14.4µm at resolutions between 250m and 1km.
NIR According to DIN 5031 [29], the near infrared ranges from 0.78 to 3.0µm.
In remote sensing context, near infrared is usually considered to be in the
range of 0.78 to 1.4µm, which is also called IR-A. Often the remote-sensing
near infrared is even restricted to 0.7 to 1.0µm as this is the area that can be
recorded by photographic film. In this work the abbreviation NIR describes a
near infrared band that is located somewhere in the range of 0.7µm to 1.4µm.
The precise range depends on the sensor that was used to record the data.
panchromatic The panchromatic band is a single band that is used for generating
high resolution black and white images. It often covers the whole visible range
of the spectrum and sometimes also covers a small part of the near infrared
spectrum.
plus tree see elite tree.
RapidEye RapidEye is a German provider of high resolution satellite imagery. It
owns a constellation of five identical satellites that collect 5m resolution 5-band
color imagery. Commercial operations started in February 2009.
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SWIR The short wave infrared part of the spectrum contains wavelengths from 1.4
to 3.0µm. It is also called IR-B. According to DIN 5031 [29] it is part of the
near infrared spectrum which ranges from 0.78 to 3.0µm.
TM The thematic mapper is a sensor onboard the Landsat 4 and Landsat 5 satel-
lites. It has seven spectral bands, three visible and four infrared bands with a
resolution of 30m in most bands except the thermal band which has a resolu-
tion of 120m.
WorldView-2 WorldView-2 is a commercial earth observation satellite owned by
DigitalGlobe. It provides 8-band multispectral images at a resolution of 1.8m
per pixel. It was launched in October 2009.
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Acronyms
AISA Airborne Imaging Spectroradiometer for Ap-
plications
ANN artificial neural network
AVHRR Advanced Very High Resolution Radiometer
B blue
CART classification and regression tree
CGBP conjugate-gradient backpropagation
CIR color infrared
DAG directed acyclic graph
DEM digital elevation model
DLR German Aerospace Center
DN digital number
Dougl. Douglas fir
DSM digital surface model
DT decision tree
DTM digital terrain model
ENVI environment for visualizing images
ERS-1 European Remote Sensing Satellite 1
ERS-2 European Remote Sensing Satellite 2
ETM enhanced thematic mapper
ETM+ enhanced thematic mapper plus
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FIA forest inventory and analysis
G green
GEOBIA geospatial object-based image analysis
GIS geographic information system
GK Gauss-Krüger
GLCM grey-level co-occurrence matrix
HRSC High Resolution Stereo Camera
I intensity
IQR interquartile range
IR-A short wavelength range of the near infrared
IR-B long wavelength range of the near infrared
IR-C mid, long and far infrared
kNN k-nearest neighbor
LIBSVM library for support vector machines
LIDAR Light Detection And Ranging
MED minimum Euclidean distance
ML maximum likelihood
MODIS Moderate-resolution Imaging Spectroradiome-
ter
nDSM normalized digital surface model
NDVI normalized differential vegetation index
NIR near infrared
NRW North Rhine-Westphalia
OAA one against all
OAO one against one
OBIA object-based image analysis
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OBL. other broadleaved species with long rotation
time
OBS. other broadleaved species with short rotation
time
PCA principal component analysis
pp percentage point
R red
RBF radial basis function
RE red edge
SAM spectral angle mapper
SAR synthetic aperture radar
SPOT Système Probatoire d’Observation de la Terre
SRM structural risk minimization
SVM support vector machine
SVMDT support vector machine based decision tree
SWIR short wavelength infrared
TM thematic mapper
TO true ortho
TOA top of atmosphere
VC Vapnik-Chervonenkis
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