In big data context, traditional MCMC methods, such as MetropolisHastings algorithms and hybrid Monte Carlo, scale poorly because of their need to evaluate the likelihood over the whole data set at each iteration. In order to rescue MCMC methods, numerous approaches belonging to two categories: divide-and-conquer and subsampling, are proposed. In this article, we study parallel MCMC techniques and propose a new combination method in the divide-and-conquer framework. Compared with some parallel MCMC methods, such as consensus Monte Carlo, Weierstrass Sampler, instead of sampling from subposteriors, our method runs MCMC on rescaled subposteriors, but shares the same computation cost in the parallel stage. We also give a mathematical justification of our method and show its performance in several models. Besides, even though our new method is proposed in parametric framework, it can been applied to non-parametric cases without difficulty.
Introduction
Due to the massive influx of data, the power of traditional MCMC algorithms is inhibited for Bayesian inference, for MCMC algorithms are difficult to scale. Indeed, MCMC algorithms, such as Metropolis-Hastings (MH) algorithms ( [11] ), require at each iteration to sweep over the whole data set, which is very expensive on large data sets. In order to overcome this shortcoming and rescue MCMC algorithms for big data, a lot of efforts have been devoted over recent years to develop scalable MCMC algorithms. These approaches can be classified into two classes ( [1] , [3] ): divide-and-conquer approaches ( [5] , [9] , [10] , [12] , [13] , [15] ) and subsampling approaches( [2] , [4] , [8] , [16] ). In this article, we propose a new method belonging to the divide-and-conquer category. Specifically, we divide the whole data set into batches and repeat each batch a certain amount of times, run MCMC over repeated batches, recenter all subposteriors thus obtained and take their average as an approximation of the true posterior.
Our article extends the traditional parallel MCMC algorithms in three directions. First, we scale each likelihood of the subposterior with a factor such that it could be regarded as an approximation of the true likelihood, by which we mean turning each subposterior covariance matrix into the same scale with that of the true posterior. Second, our combination method is simple enough, has solid mathematical justifications and is efficient. Third, even though our method is justified in parametric framework, it can be extend to non-parametric Bayesian without modification.
The organization of this paper is as follows. Section 2 outlines the methodology and provides a mathematical justification of its validation. Section 3 applies the method to four numerical experiments and shows its power and efficiency. Section 4 concludes and discusses further research.
Averaging and Recentering Subposterior Distributions
Let X = {X 1 , · · · , X N } denote the data set and suppose that X i be i.i.d. observations from a common distribution P θ possessing a density f (x|θ) where θ ∈ Θ, an open set of R d . We fix θ 0 ∈ Θ, which may be regarded as the "true value" of the parameter. Suppose the whole data set X be divided into K subsets
. In classical parallel approaches, one decomposes the overall posterior into a product of subposteriors:
Even though this decomposition is correct mathematically, it is not reasonable in statistics. In Bayesian analysis, the type of prior should not change with the size of data set. Hence, using a prior that depends on the observation size is not appropriate. In order to overcome this shortcoming, we can create an artificial data set for each subset, which just repeats each data point K times for each subset. Hence, we can apply the overall prior on these artificial data sets. That is, we regard the following rescaled subposteriors as approximations to the overall posterior:
This idea has also appeared in [9] , [12] . Denote
In these approximations, the factor K rescales the variance of each subset posterior π i (θ|X i ) to be roughly of the same order as that of the overall posterior
Inspired by this phenomenon, we recenter each subset posterior to their common mean and then average them to approximate the true posterior. That is, the overall posterior π(θ|X ) is approximated by
Algorithm 1: Average of Recentered Subposterior Input : K subsets of data X 1 , · · · , X K , each with size M . Output: Samples to approximate the true posterior.
In order to proceed the theoretical analysis, we make some mild assumptions on the likelihood and the prior π(θ). These assumption are standard for the Bernstein-von Mises theorem ( [6] ).
Assumption 1:
The support set {x : f (x|θ) > 0} is the same for all θ ∈ Θ.
Assumption 2: (θ, x) is three times differentiable with respect to θ in a neighbourhood {θ : ||θ − θ 0 || ≤ δ 0 } of θ 0 . The expectation of E θ0 (θ 0 , X 1 ) and E θ0 2 (θ 0 , X 1 ) are both finite and for any x and p, q, r ∈ {1, · · · , d},
Interchange of the order of integrating with respect to P θ0 and differentiation at θ 0 is justified, so that
Assumption 4: For any δ > 0, there exists an > 0, with P θ0 −probability one, such that
for all sufficiently large N . 
The proof of Theorem 1 can be found in Appendix.
Remark 1: For the centerθ * , we haveθ
). In order to improve its performance, we can resort to the Newton-Raphson method [7] . Under mild conditions, Newton-Raphson method can converge quadratically. Given its impact, the Newton-Raphon method only needs to be called for a few steps.
Remark 2:
In Lemma 1, we can replace I(θ 0 ) with
, as a result, with Delta method, we obtain
This means that the covariance matrix of our sample converges to the true one
Remark 3: M is a user-specified parameter, which determines the gap betweenθ andθ. Actually, M is not necessary O(N γ ), as long as eachθ i is reasonable approximation to θ 0 , which means CLT works well for M .
Numerical Experiments
We illustrate the accuracy of our method in the first three examples and compared its performance with three other methods: Consensus Monte Carlo (CMC,
where p, q are two probability density functions on R d . Our method is denoted by AR in the table of results of L 2 distances. In Example 4, we show that our method can be applied to data augmentation cases.
Example 1: (Gaussian Model) In this example, the model is assumed as follows:
we sampled X i ∼ N (0, 10), i = 1, · · · , 10 6 and chose p(µ, log(σ)) ∝ 1 as the prior. The data set was split into K subsets, where we set K = 20, 50, 100. In Table 1 we compare the performance of the four methods. 
, where x i ∈ R p and y i ∈ {0, 1}, and
We applied this model both on synthetic and on real data sets.
5 observations and p = 5. We set θ = (0.3, 5, −7, 2.4, −20), x i1 ≡ 1 and draw x ij ∼ U(0, 1), j = 2, · · · , 5. We set K = 50, 100. In this example, we apply the Newton-Raphon method to correct the center. Because the original center of our method is quite close to the MAP, the Netwon-Raphon method converges in this example after 5 iterations. The results are shown in Table 2 .
Real Dataset: We consider the Covtype dataset [14], which consists of 581,012 observations in 54 dimensions. We consider a Bayesian logistic classification using the first p = 3 attributes only and taking N = 5 × 10 5 for simplicity. During the simulations, we set K = 100 and K = 500 and call the Newton-Raphon method for 5 times. The results are shown in Table 2 . 2.00 × 10 Example 3: (Beta-Bernoulli Model) In this example, the dimension of the parameter is one and the posterior has an analytical expression, which means we can use the true posterior directly, instead of MCMC approximation. We simulated 100,000 samples from Bernoulli distribution B(p) and the prior is Beta(0.01, 0.01). We applied our method in two cases: p = 0.1, corresponding to a common scenario, and p = 0.01, corresponding to the rare event case. We simulated 10 5 samples from posterior or subposteriors. The L 2 distances are shown in Table 3 and the marginal density functions are in Figure 1 . Compared with the other three methods, our method is more accurate in the cases where each subset contains only small part of information compared with the whole data set. The parameter is θ = (α, β, σ 2 , ψ 2 , p). Adding latent variables Z i and running Gibbs Sampling is the traditional way to conduct parameter inference for this model. Here,
The posterior of θ, Z given the observations
The priors are chosen to be
These priors are conjugate for the model. That is,
Even though this model is conjugate, simulating a label Z i for each data point (x i , y i ) at each iteration is too expensive to use the Gibbs Sampling in big data context. In our simulation, we set θ = (2, 5, 1, 10, 0.05), N = 10 6 and K = 50, M = N/K. For each subset X i = {x i1 , · · · , x iM }, imagine that we have a sequence of artificial observations {(
by repeating X i with K times, that is,
For each x ij , it appears K times, which means its corresponding labels follow binomial distribution. The Gibbs updating procedure should be changed:
In this example, the Figure 2 shows that our method is quite appealing in accuracy. 
Conclusion
In this article, we proposed a new combination of samples from rescaled subposteriors to approximate the overall posterior and gave its mathematical justification. In order to show its validation in practice, we applied it on several common models. Compared with classical parallel approaches, our method is more reasonable at a statistical level, shares the same computation cost in parallel stage and the combination stage is very cheap, without the necessity of running an additional MCMC. At the same time, according to the simulations, our method is quite accurate and satisfactory.
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Appendix
In this section, we give a proof of Theorem 1. First, let's introduce some useful lemmas.
where
∂θp∂θq∂θr log f (x ij |θ ), θ lies in the line segment betweenθ i andθ i + t √ N , and
As a result,
Therefore, |g i (t)| is dominated by an integrable function on A 2 . Thus, we obtain
Hence, we have immediately Proof: Proceeding as in the proof of Lemma 1 and using the assumption of finite expectation of the prior, we can have
Therefore,
Lemma 2: For two multivariate normal distributions P = N (µ 1 , Σ) and Q = N (µ 2 , Σ), their Kullback-Leibler divergence is
Lemma 3: For two probability measures P and Q, we have following inequality 
