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Sur les « ope´rateurs re´trogrades »
Tero Tulenheimo
Universite´ de Helsinki
Re´sume´ : Une logique d’« ope´rateurs re´trogrades » (OR) est de´finie en uti-
lisant des jeux se´mantiques, joue´s sur des mode`les a` deux dimensions, l’une
pour le temps, l’autre pour les sce´narios e´piste´miques. On de´montre que l’ex-
pressivite´ de OR est plus grande que celle de la logique de base des attitudes
propositionnelles (AL). De plus, on e´tablit que les pouvoirs expressifs de OR
et la logique hybride AL + ↓ + @ co¨ıncident. L’inte´reˆt the´orique ge´ne´ral des
ope´rateurs re´trogrades est brie`vement discute´.
Abstract: A logic of ‘backwards-looking operators’ (OR) is defined using
semantical games, played on models with two dimensions, one for time and
another for epistemic scenarios. It is shown that the expressive power of OR is
greater than that of basic logic of propositional attitudes (AL). Furthermore,
it is established that the expressive powers of OR and the hybrid logic AL + ↓
+ @ coincide. In conclusion, the theoretical interest of backwards-looking
operators is briefly discussed.
Philosophia Scientiæ, 8 (2), 2004, 145–160.
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1 Introduction
Pensons aux pre´dictions exprime´es par les e´nonce´s suivants :
(1) Il a e´te´ pre´dit que le Messie viendra.
(2) Il a e´te´ pre´dit que le Messie viendrait.
La diffe´rence entre les deux est que le temps futur de « viendra » en (1)
est interpre´te´ indexicalement − par rapport au moment de l’e´nonciation
de (1) − tandis qu’en (2), la variante morphologique du futur, « vien-
drait », est interpre´te´e relativement a` l’imparfait de « a e´te´ pre´dit »1.
Les conditions de ve´rite´ de (1) et (2), prononce´s au moment t0, peuvent
eˆtre respectivement represente´es par les formules (1′) et (2′) de la logique
du premier ordre :
(1′) (∃x)(x < t0 ∧ il est pre´dit[x] que (∃y)(y > t0 ∧ le Messie vient[y])) ;
(2′) (∃x)(x < t0 ∧ il est pre´dit[x] que (∃y)(y > x ∧ le Messie vient[y])).
Voici ou` re´side la diffe´rence se´mantique : en e´valuant ces e´nonce´s, on
choisit l’interpre´tation (y) du futur du verbe « venir », dans les deux
cas, par rapport a` un autre instant, t1. Pour (1), t1 e´gale t0, tandis que
pour (2), t1 est l’interpre´tation (x) du passe´ compose´ de « pre´dire ».
Comment de´crire logiquement la dimension temporelle des langues
naturelles ? La proposition d’Arthur Prior [Prior 1967] e´tait de traiter
les temps des verbes en tant qu’ope´rateurs logiques − analogues aux
ope´rateurs modaux. Cette approche a e´te´ extensivement critique´e − par
[Enc¸ 1986, 1987], [Hornstein 1990], [Kamp 1971], [Kamp & Reyle 1993]
et [Partee 1973], entre autres. Une des sources de la critique est celle-
ci : si les temps e´taient des ope´rateurs, il faudrait − sugge`re-t-on −
que les rapports temporels entre les instants qui interpre`tent ces temps
soient repre´sentables en termes de porte´es de ces ope´rateurs temporels.
Pourtant, poursuit la critique, il existe des e´nonce´s dont la condition de
ve´rite´ n’est absolument pas repre´sentable en termes de configurations de
porte´es des ope´rateurs temporels de la logique priorienne ; qui plus est,
il existe de toute fac¸on des formules de logique temporelle qui corres-
pondent a` des e´nonce´s (franc¸ais ou anglais) agrammaticaux2. Comment
les temps pourraient-ils malgre´ tout eˆtre des ope´rateurs ?
1Les e´nonce´s correspondants anglais It was predicted that the Messiah will come et
It was predicted that the Messiah would come sont utilise´s dans [Kamp & Reyle 1993],
pp. 491-8, ou` les auteurs discutent les proble`mes auxquels est confronte´e la logique
temporelle, en particulier pour repre´senter l’interpre´tation indexicale des temps.
2Voir, en particulier, la critique de l’ide´e des temps en tant qu’ope´rateurs de [Horn-
stein 1990].
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Si l’on projette de de´fendre, contre la mode, l’ide´e originale de Prior
que les temps sont effectivement des ope´rateurs, il sera ne´cessaire de re´-
pondre a` ces alle´gations contre l’ide´e des ope´rateurs temporels. Je pense
qu’une telle de´fense est possible dans une certaine mesure, en distinguant
deux roˆles posse´de´s a` la fois par les temps grammaticaux des verbes et
par les ope´rateurs temporels formels : celui d’exprimer des de´pendances
logiques entre les temps (ope´rateurs), et celui d’exprimer des relations
temporelles entre les interpre´tations des temps (ope´rateurs).3 Cet article
est une tentative formelle de montrer que ces deux roˆles des ope´rateurs
temporels peuvent eˆtre syste´matiquement distingue´s. La distinction est
imple´mente´e par la logique des « ope´rateurs re´trogrades », ou` les rela-
tions temporelles entre les interpre´tations des ope´rateurs ne sont pas de´-
termine´es par les porte´es de ces ope´rateurs. Le roˆle ve´ritable des porte´es
est autre, a` savoir d’exprimer des priorite´s logiques entre les interpre´ta-
tions des ope´rateurs − c’est-a`-dire les relations de de´pendance logique
entre eux.
On de´montre avec le The´ore`me 5.2 que l’emploi des ope´rateurs re´-
trogrades re´sulte en un formalisme logique plus expressif que ne l’est la
logique standard des attitudes propositionnelles. En particulier, la me´-
thode des bisimulations utilise´e pour prouver ce the´ore`me montre qu’il
n’est pas possible d’exprimer l’e´nonce´ franc¸ais (1) dans les termes de
cette logique standard.
Le terme d’« ope´rateur re´trograde » est de´rive´ de l’anglais
« backwards-looking operator ». A l’origine, l’ide´e des « backwards-
looking operators » a e´te´ introduite par Esa Saarinen, voir par ex. [Saa-
rinen 1977].
2 Une logique modale a` deux dimensions
Soit τ = {p, q, . . .} une classe d’atomes propositionnels, et soit k un
entier positif quelconque. La syntaxe de la logique des attitudes proposi-
tionnelles AL[k] est donne´e par la re`gle suivante : ϕ :=
p | ¬p | ϕ∨ψ | ϕ∧ψ | Fϕ | Gϕ | Pϕ | Hϕ | Presϕ | ✸iϕ | iϕ | =i ϕ,
ou` p ∈ τ et 1 ≤ i ≤ k. Le parame`tre k indique le nombre de types d’atti-
tudes propositionnelles distingue´s par la logique. Le symbole de ne´gation
(¬) n’apparaˆıt que prefixe´ a` un atome. Les symboles F,G, P,H et Pres
3Pour une discussion, voir [Tulenheimo 2004a], [Tulenheimo 2004b], et la section
7 plus bas.
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sont des ope´rateurs temporels, tandis que les symboles ✸i,i et =i sont
des ope´rateurs d’attitude.
La logique AL[k] est munie d’une se´mantique relativement aux mo-
de`les (k+1)-airesM a` deux dimensions,M = (T ×W,R0, . . . , Rk, h), ou`
le domaine T ×W deM est non vide, les relations d’accessibilite´ Ri sont
des parties de (T ×W )2, et l’interpre´tation h est une fonction assignant
a` tout atome p ∈ τ une partie du domaine. Intuitivement, nous pouvons
conside´rer T comme un ensemble d’instants temporels, et les e´le´ments
de W comme des sce´narios e´piste´miques alternatifs. Nous nous servons
de l’abre´viation /M/ pour le domaine du mode`le M.
Les relations Ri d’accessibilite´ doivent se conformer a` la limitation
suivante : pour tout t, t′ ∈ T et w,w′ ∈ W,
〈(t, w), (t′, w′)〉 ∈ Ri =⇒ (t = t′ ou w = w′).
Ainsi seules les transitions faites suivant une seule composante sont ad-
mises comme relations d’accessibilite´. On pre´voit cette limitation pour
refle´ter la se´mantique des expressions temporelles (des temps et des ad-
verbes temporels) − aussi bien que des expressions d’attitudes proposi-
tionnelles (comme le savoir, la croyance, l’admission) − dont la contri-
bution se´mantique se situe dans une seule perspective (soit les instants,
soit les sce´narios e´piste´miques) et pas dans les deux simultane´ment.
La ve´rite´ de la formule ϕ dans le mode`le M au point (t, w), symbo-
liquement M |= ϕ[t, w], est de´finie simplement comme suit :
• M |= p[t, w] ⇐⇒ (t, w) ∈ h(p).
• M |= ¬p[t, w] ⇐⇒ M |= p[t, w].
• M |= ψ ∨ χ[t, w] ⇐⇒ il existe θ ∈ {ψ, χ} tel que M |= θ[t, w].
• Le cas ϕ = ψ ∧ χ est le dual du cas ϕ = ψ ∨ χ.
• M |= F (ψ)[t, w] ⇐⇒ il existe t′ ∈ T tel que 〈(t, w), (t′, w)〉 ∈ R0,
et M |= ψ[t′, w].
• M |= G(ψ)[t, w] ⇐⇒ pour tout t′ ∈ T satisfaisant
〈(t, w), (t′, w)〉 ∈ R0 : M |= ψ[t′, w].
• Les conditions pour P (ψ) et H(ψ) sont comme celles pour F (ψ)
resp. G(ψ), sauf qu’elles sont formule´es en termes de la converse
R−1
0
de R0.
• M |=Pres(ψ)[t, w]⇐⇒ pour t′ = t : M |= ψ[t′, w].
Pour i ∈ {1, . . . , k} :
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• M |= ✸i(ψ)[t, w]⇐⇒ il existe w′ ∈W tel que 〈(t, w), (t, w′)〉 ∈ Ri,
et M |= ψ[t, w′].
• Les conditions pour i(ψ) et =i (ψ) sont comme celles pour G(ψ)
et Pres(ψ), respectivement, mais la transition est faite suivant Ri.
Par la se´mantique, Pres et les ope´rateurs =i correspondent aux tran-
sitions identite´. Les ope´rateurs ✸i, F , P et i, G et H sont respective-
ment duals l’un de l’autre. Une lecture intuitive des ope´rateurs temporels
serait, pour F , « quelquefois a` l’avenir », et pour P , « quelquefois dans
le passe´ ». Leurs duals respectifs G et H correspondent par conse´quent
respectivement aux locutions « toujours a` l’avenir » et « toujours dans
le passe´ ». Si (ϕ) exprime « a sait que ϕ » − au sens de : « ϕ est vrai
dans tous les circonstances compatibles avec le savoir de a » − la formule
✸(ϕ) exprime l’ide´e qu’il existe un sce´nario compatible avec tout ce que
a sait, dans lequel ϕ est vrai.
La se´mantique deAL[k] est dite a` deux dimensions parce que la ve´rite´
de ses formules est de´finie relativement aux paires (t, w) ∈ T ×W . La
dimension 1 repre´sente le temps, tandis que les transitions correspondant
aux attitudes propositionnelles ont lieu dans la dimension 2, e´tant donne´
que l’ensemble des « mondes possibles » requis par la se´mantique de
diverses attitudes ne varie pas selon l’attitude4.
3 Bisimulations
Pour de´montrer qu’une logique (L) est plus expressive qu’une autre
(L′), il faut prouver les deux choses suivantes : (a) que L n’est pas
traduisible dans L′, et (b) que L′ est traduisible dans L. Dans le contexte
des mode`les a` deux dimensions, nous parlerons de la « traductibilite´ »
d’une logique L dans une logique L′ (relativement a` une classe K de
mode`les) si la condition suivante est respecte´e :
Pour toute formule ϕ ∈ L il existe une formule ψϕ ∈ L′
telle que tout mode`le M ∈ K et tout point (t, w) satisfont :
M |= ϕ[t, w]⇐⇒M |= ψϕ[t, w].
Pour pouvoir e´tablir la condition (a), il faut que l’on puisse trouver des
mode`lesM et N tels qu’il soit possible de les distinguer par une formule
4En fait des attitudes propositionnelles diffe´rentes ont en commun un trait bien
moins trivial : comme [Hintikka 2003] l’exprime, « le contenu d’une attitude pro-
positionnelle peut eˆtre spe´cifie´ inde´pendamment des diffe´rences entre les diffe´rentes
attitudes ».
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de L, tandis que toutes les formules de L′ s’accordent sur eux. Dans ce
but nous introduisons les bisimulations.
Une bisimulation pour une logique modale L est une relation entre
mode`les dont la proprie´te´ utile ici est qu’il n’existe pas de formule de L
qui pourrait distinguer deux mode`les bisimilaires. Ainsi la bisimulation
nous fournit un outil pour effectuer une preuve de la condition (a). Soient
M = (T×W,R0, . . . , Rk, h) et N = (T ′×W ′, R′0, . . . , R′k, h′) des mode`les
(k + 1)-aires a` deux dimensions arbitraires. Une bisimulation entre M
et N est une relation binaire ≡ ⊆ (T ×W )× (T ′ ×W ′), satisfaisant les
conditions (1), (2) et (3) suivantes :
(1) L’harmonie atomique : (t, w) ≡ (t′, w′) =⇒
pour tout p ∈ τ : (t, w) ∈ h(p) ssi (t′, w′) ∈ h′(p).
(2.1) Zigzag en avant pour le temps :
(a) L’avenir : (t, w) ≡ (t′, w′) et (t, w) R0 (s, w) =⇒
il existe s′ tel que (t′, w′) R′
0
(s′, w′), et (s, w) ≡ (s′, w′).
(b) Le passe´ : (t, w) ≡ (t′, w′) et (t, w) R−1
0
(s, w) =⇒
il existe s′ tel que (t′, w′) R′−1
0
(s′, w′), et (s, w) ≡ (s′, w′).
(2.2) Zigzag en avant pour les attitudes : Comme (2.1.a), sauf que les
transitions sont dans la dimension 2.
(3.1) Zigzag en arrie`re pour le temps :
(a) L’avenir : Comme (2.1.a), sauf le sens qui va ici de N a` M.
(b) Le passe´ : Comme (2.1.b), sauf le sens qui va ici de N a` M.
(3.2) Zigzag en arrie`re pour pour les attitudes : Comme (3.1.a), sauf
que les transitions sont dans la dimension 2.
La proposition suivante e´tablit un lien entre l’existence d’une bisi-
mulation entre des mode`les M et N et l’e´quivalence de ces mode`les par
rapport a` la logique AL[k] :
Proposition 3.1. Soit ≡ une bisimulation entre des mode`les M et N .
Pour tout ϕ ∈ AL[k], (t, w) ∈ /M/ et (t′, w′) ∈ /N/ :
(t, w) ≡ (t′, w′) =⇒ (M |= ϕ[t, w] ssi N |= ϕ[t′, w′]).
Preuve. Etant donne´s M,N , (t, w) et (t′, w′), la proposition est ai-
se´ment de´montre´e par induction sur la complexite´ de la formule ϕ.
Sur les “ope´rateurs re´trogrades ” 151
4 « Ope´rateurs re´trogrades »
Nous introduisons une logique des « ope´rateurs re´trogrades ». Elle
s’ave`re eˆtre a` la fois plus expressive, et plus a` meˆme de refle´ter certaines
proprie´te´s des langues naturelles que la logique AL. De´finissons simul-
tane´ment la syntaxe de la classe L des formules, et les ensembles |ϕ|
d’indices des formules ϕ ∈ L, comme suit :
• Les atomes propositionnels et leurs ne´gations sont dans L. Si p ∈ τ ,
alors |p| = |¬p| = {0}.
• La classe L est ferme´e sous la conjonction (∧) et la disjonction (∨).
Et |ϕ ∨ ψ| = |ϕ ∧ ψ| = |ϕ| ∪ |ψ|.
• Si ϕ ∈ L et n = max|ϕ| + 1, alors pour tout symbole O ∈
{F,G, P,H,Pres ,✸i,i,=i}, (On|m)ϕ ∈ L, ou` m ∈ ]n,∞] et i <
k sont arbitraires5. Et |(On|m)ϕ| = {n} ∪ |ϕ|.
Le roˆle du symbole « m » dans une expression (On|m) est d’identifier
une position syntaxique a` laquelle l’ope´rateur (On|m) est subordonne´.
De´finissons OR[k], la logique des ope´rateurs re´trogrades, comme e´tant la
classe des formules de L qui respectent la condition suivante :
Limitation syntaxique : Les symboles m doivent eˆtre « lie´s », au sens
ou` les formules ϕ ∈ OR[k] doivent satisfaire l’exigence suivante :
Si ϕ ∈ OR[k] et si (On|m1) apparaˆıt dans ϕ, soit m1 = ∞,
soit il existe dans ϕ un ope´rateur (Om1 |m2) − ainsi identifie´
par l’exposant m1 − auquel (On|m1) est subordonne´.
Le symbole «∞ » n’est jamais l’exposant d’un ope´rateur. Par la se´man-
tique de´finie plus bas, la valeur m := ∞ re´fe´rera au point de de´part de
l’e´valuation d’une formule.
Syntaxiquement la logique AL n’est pas incluse dans OR : par ex.
les formules Fq et ✸2p de AL ne sont pas des formules de OR. En
fait OR se diffe´rencie de AL de deux manie`res. La diffe´rence mineure
est qu’aux occurrences des ope´rateurs modaux sont assigne´s des expo-
sants. En ajoutant des exposants aux ope´rateurs des formules de AL de
fac¸on similaire, la formule ✸1(FHp ∨ 7q), par exemple, deviendrait :
✸
3
1
(F 2H1p ∨ 1
7
q). La ve´ritable nouveaute´ de OR re´side dans le fait
qu’un ope´rateur modal (On|m) peut re´fe´rer syntaxiquement a` un autre
− un ope´rateur auquel il est subordonne´ − a` savoir a` celui auquel est
assigne´ l’exposant m. En utilisant l’exposant ∞, ce meˆme me´canisme
5Par de´finition, ]n,∞] est l’ensemble {n + 1, n + 2, . . .} ∪ {∞}, dont l’ordre des
e´le´ments est n+ 1 < n+ 2 < . . . <∞.
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permet aussi de re´fe´rer a` l’instant ou au sce´nario de l’e´valuation d’une
formule6. Du point de vue de l’expressivite´, AL s’ave`re eˆtre un fragment
de OR (voir le Fait 5.1 plus bas).
Jeux se´mantiques Pour fournir une se´mantique a` la logique des ope´-
rateurs re´trogrades, nous de´finissons pour toute formule ϕ ∈ OR[k], tout
mode`le (k+1)-aireM, et tout point (t, w) ∈ /M/, un jeu G(ϕ,M, t, w)
entre deux joueurs, Abe´lard et He´lo¨ıse. Commenc¸ons en spe´cifiant les
re`gles pour quelque chose d’apparemment plus complique´, a` savoir les
jeux
G(ϕ,M, t, w,Hϕ)
proce´dant d’un ensemble Hϕ donne´ d’e´le´ments indice´s (ti, wi) du do-
maine deM et de´finis pour toute formule ϕ de la classe L, non seulement
pour celles de la sous-classe OR[k].
• Si ϕ ∈ {p,¬p}, aucun coup n’est joue´. Si ϕ = p et (t, w) ∈ h(p), ou
ϕ = ¬p et (t, w) /∈ h(p), alors He´lo¨ıse gagne la partie et Abe´lard la
perd. Sinon Abe´lard gagne et He´lo¨ıse perd.
• Si ϕ = θ ∧ ψ, Abe´lard choisit un e´le´ment χ ∈ {θ, ψ}, et la partie
continue comme G(χ,M, t, w,Hχ) ou` Hχ := Hϕ.
• Le cas ϕ = θ∨ψ est comme celui de θ∧ψ, mais le choix de l’e´le´ment
χ ∈ {θ, ψ} est effectue´ par He´lo¨ıse.
• Si ϕ = (Gn|m)ψ, alors Abe´lard choisit, si cela est possible, un
instant tn tel que pour l’unique m satisfaisant (tm, wm) ∈ Hϕ :
R0(tm, tn). La partie continue commeG(ψ,M, tn, wn, Hψ), ou` wn =
w et Hψ = Hϕ ∪ {tn, wn}. Si un tel choix n’est pas possible7, la
partie se termine, He´lo¨ıse gagne et Abe´lard perd.
• Le cas ϕ = (Hn|m)ψ est analogue, la relation employe´e e´tant R−1
0
.
• Le cas de ϕ = (ni |m)ψ est analogue, sauf qu’Abe´lard choisit un
monde wn tel que pour l’unique (tm, wm) ∈ Hϕ, Ri(wm, wn).
• Les cas de (Fn|m)ψ, (Pn|m)ψ et (✸ni |m)ψ sont exactement ana-
logues a` ceux de (Gn|m)ψ, (Hn|m)ψ et (ni |m)ψ, respectivement,
6Graˆce aux disjonctions et conjonctions, il est possible que m ne repe`re pas un
ope´rateur unique. Mais il existe toujours un unique ope´rateur auquel (On|m) est
syntaxiquement subordonne´ et qui est identifie´ par cet indice.
7C’est-a`-dire si tn n’a aucun successeur le long de R0, ou s’il n’existe pas d’unique
m tel que la paire indice´e (tm, wm) soit dans Hϕ. Observons que si le jeu a initialement
commence´ avec une formule de OR[k], un tel indicem est pre´cisement toujours unique
− graˆce a` la « limitation syntaxique ».
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mais le choix est effectue´ par He´lo¨ıse ; si aucun choix n’est possible,
la partie se termine, et c’est Abe´lard qui gagne et He´lo¨ıse qui perd.
• Les cas de (Presn|m)ψ et (=ni |m)ψ sont comme celui de (Fn|m)ψ,
mais l’instant tn resp. le monde wn est choisi identique a` l’instant
tm resp. au monde wm.
Finalement, nous stipulons que pour tout ϕ ∈ OR[k], les re`gles du jeu
G(ϕ,M, t, w) sont celles du jeu
G(ϕ,M, t, w, {(t∞, w∞)}),
ou` (t∞, w∞) := (t, w). Les parties de G(ϕ,M, t, w) peuvent ainsi eˆtre
vues comme des suites finies croissantes Hϕ0 ⊆ . . . ⊆ HϕN , ou` ϕ0 := ϕ
et ϕN est un atome ou une ne´gation d’atome.
Une strate´gie pour un joueur dans le jeu G(ϕ,M, t, w) est une fonc-
tion spe´cifiant un coup pour toute partie dans laquelle c’est son tour
d’agir. Une strate´gie gagnante (s.g.) d’un joueur est une strate´gie telle
que le joueur gagne toute partie du jeu qui peut se re´aliser si le joueur
suit cette strate´gie.
Fait 4.1. Il existe une s.g. pour un et un seul joueur de G(ϕ,M, t, w).
Preuve. Observons que G(ϕ,M, t, w) est un jeu a` somme nulle et a`
information parfaite a` deux joueurs. Il est facile de montrer que ces jeux
sont de´termine´s, si on suppose qu’il existe seulement deux paiements
possibles (disons : victoire, perte) des joueurs8.
La ve´rite´ et la faussete´ des formules de OR[k] sont de´finies, en utili-
sant des jeux que nous venons de pre´senter, comme suit :
• M |= ϕ[t, w]⇐⇒ il existe une s.g. pour He´lo¨ıse dans G(ϕ,M, t, w).
• M |= ϕ[t, w]⇐⇒ il existe une s.g. pour Abe´lard dansG(ϕ,M, t, w).
Voici un exemple d’e´valuation selon cette se´mantique :
Exemple 4.2. (a) Evaluons la formule suivante :
ϕ := (F 2|∞)((1|2)p ∧ (H1|2)q).
Soient M et (t, w) ∈ /M/ arbitraires. Alors M |= ϕ[t, w] ssi :
8Pour la preuve, voir par ex. [Tulenheimo 2004a], Appendice B. Pour le cas des
paiements arbitraires, mais limite´ a` un nombre fini de coups possibles, voir [von
Neumann & Morgenstern 1944].
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(t, w) = (t∞, w∞) & w2 = w∞ & il existe t2 tel que R0(t∞, t2) &
[t1 = t2 & pour tout w1 satisfaisant R1(w2, w1) : (t1, w1) ∈ h(p)] &
[w1 = w2 & pour tout t1 satisfaisant R
−1
0
(t2, t1) : (t1, w1) ∈ h(q)].
Ainsi ϕ est e´quivalente sur tout mode`le a` une formule de AL, a` savoir
F (p ∧Hq), obtenue en remplac¸ant dans ϕ les ope´rateurs de la forme
(On|m) par l’ope´rateur O correspondant.
(b) Conside´rons la formule
ψ := (F 3|∞)(2|3)(G1|∞)p.
Pour comprendre la signification de cette formule, il est utile de passer
par sa traduction dans la logique du premier ordre,
∃t3(t3 > t ∧ ∀w2(R(w,w2)→ ∀t1(t1 > t→ P (t1, w2)))).
Ainsi ψ est comme la formule F ((G(p))) de AL, sauf que la valeur se´-
mantique t1 de G est choisie relativement a` l’instant initial d’e´valuation
t de ψ, et non pas a` l’instant t3 donne´ par l’e´valuation de F .
En somme, contrairement au cas deAL, tous les ope´rateurs deOR ne
sont pas e´value´s relativement a` l’e´tat donne´ par le stade imme´diatement
pre´de´dent de l’e´valuation − mais ils peuvent eˆtre e´value´s relativement a`
un e´tat introduit a` n’importe quel stade pre´ce´dent de l’e´valuation.
5 Pouvoir expressif de OR
On de´montre que la logique OR des ope´rateurs re´trogrades est plus
expressive que la logique AL des attitudes propositionnelles.
Fait 5.1. La logique AL[k] est traduisible dans OR[k].
Preuve. On fournit les ope´rateurs des formules de AL[k] des expo-
sants comme sont fournis ceux de OR[k] : e´tant donne´ O qui apparaˆıt
dans ϕ, l’exposant de O seramax|θ|+1, si O est prefixe´ a` la sous-formule
θ de ϕ. Si ϕ′ est la version avec des exposants de ϕ, on obtient ϕ′′ en
remplacant dans ϕ′ chaque ope´rateur On par l’ope´rateur (On|mn), ou`
mn est l’exposant de l’unique ope´rateur auquel O
n est imme´diatement
subordonne´ dans ϕ′, ou s’il n’existe pas de tel ope´rateur, mn = ∞.
C’est-a`-dire, mn := min{N > n : un ope´rateur ON apparaˆıt dans ϕ′ ou
N =∞}. Il est e´vident que ϕ′′ est une traduction de ϕ dans OR[k].
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The´ore`me 5.2. La logique OR[k] est plus expressive que AL[k].
Preuve. Par le Fait 5.1, la logique AL[k] est traduisible dans OR[k].
Il reste a` de´montrer que la logique OR[k] n’est pas traduisible dans
AL[k]. Soit Q l’ensemble des rationnels, et <Q leur relation d’ordre
habituelle. Soient R0 et R1 les relations suivantes sur l’ensemble Q ×
{−√2,√2} :
• (t, w)R0(t′, w′) ⇔ t <Q t′ et (w = w′ = −
√
2 ou w = w′ =
√
2).
• (t, w)R1(t′, w′) ⇔ (t = t′ = −1 et w = −
√
2 et w′ =
√
2), ou
(t = t′ = −1 et w = w′ = −√2).
Nous pouvons supposer que τ = {p} ; soient h et h′ finalement des inter-
pre´tations telles que h(p) = {(− 1
2
,
√
2)} et h′(p) = {(1
2
,
√
2)}. Spe´cifions
M et N comme deux mode`les base´s sur la structure F =
(Q × {−√2,√2}, R0, R1), diffe´rant sur les interpre´tations : M = (F , h)
et N = (F , h′). Nous observons deux choses : (i) On peut distinguer les
mode`les M et N par OR[k]. En effet, soit χ la formule9
(P 3|∞)(2|3)(F 1|∞)p.
Alors : M |= χ[0,−√2], mais N |= χ[0,−√2]. D’autre part, (ii) la
relation suivante est une bisimulation entre les mode`les M et N :
{〈(t,−√2), (t,−√2)〉 : t ∈ Q} ∪ {〈(− 1
2
,
√
2), (1
2
,
√
2)〉} ∪
{〈(t,√2), (t′,√2)〉 : (t > − 1
2
∧ t′ > 1
2
) ∨ (t < − 1
2
∧ t′ < 1
2
)}.
Ainsi, par la Proposition 3.1, il n’est pas possible de distinguer ces mo-
de`les en employantAL[k]. Pris ensemble, (i) et (ii) impliquent queOR[k]
n’est pas traduisible dans AL[k].
6 OR et la logique hybride
Re´cemment les dites logiques hybrides ont rec¸u une grande attention
parmi les chercheurs en logique modale10. Les logiques modales « clas-
siques » partagent une limitation intrinse`que : selon leurs se´mantiques,
les transitions entre e´tats (les e´le´ments du domaine) proce`dent toujours
9Si l’attitude associe´e a`  est la pre´diction (« Il est pre´dit que. . . »), la formule χ
repre´sente la condition de ve´rite´ de l’e´nonce´ « Il a e´te´ pre´dit que le Messie viendra ».
10Voir par ex. [Blackburn & Seligman 1998], [Blackburn & Tzakova 1999], [Black-
burn, de Rijke & Venema 2002], passage 7.3.
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a` partir de l’e´tat le plus re´cemment atteint. Les logiques hybrides aban-
donnent cette limitation en autorisant a` employer tous les e´tats atteints
au cours d’une e´valuation comme points de de´part possibles des transi-
tions.
Il est possible de de´montrer que la logique OR[k] des ope´rateurs re´-
trogrades e´quivaut a` une logique hybride, a` savoir la logique AL[k] + ↓
+ @, de´finie comme suit. Ses formules sont obtenues en fermant la classe
AL[k] sous la re`gle suivante : Si ϕ est une formule, et x ∈ VARE, alors
↓ x ϕ et @xϕ sont des formules, ou` VARE est une classe de variables
d’e´tat11. La se´mantique de cette logique est de´finie relativement aux mo-
de`lesM, aux points (t, w) et aux interpre´tations g : VARE −→ P(/M/)
des variables. Les conditions de verite´ des formules dont la forme n’est
pas celle de ↓ x ϕ ou de @xϕ, sont obtenues directement a` partir de celles
de la logique AL. Pour ces dernie`res, les conditions sont :
• 〈M, g〉 |= ↓ x ϕ[t, w] ⇐⇒ 〈M, g′〉 |= ϕ[t, w], ou` g′ est semblable a`
g sauf e´ventuellement en x : g′(x) = (t, w).
• 〈M, g〉 |= @xϕ[t, w]⇐⇒ 〈M, g〉 |= ϕ[g(x)].
Limitation syntaxique : Nous exigeons que toute occurrence de @x
dans une formule ϕ de AL[k] + ↓ + @ soit lie´e au sens ou` il y ait une
occurrence de l’ope´rateur ↓ x dans ϕ a` laquelle @x soit syntaxiquement
subordonne´e.
The´ore`me 6.1. OR[k] et AL[k] + ↓ + @ ont le meˆme pouvoir expres-
sif.
Preuve. (i) Soit ϕ ∈ OR[k] une formule arbitraire. On remplace
dans ϕ chaque ope´rateur (On|m) par le symbole @xmOn. On inse`re le
symbole ↓ xm dans la chaˆıne re´sultante de symboles, ϕ′, afin qu’il suive
imme´diatement le symbole Om, ou bien, si m =∞, on l’inse`re au de´but
de la formule. Si ϕ′′ est la chaˆıne re´sultante, le re´sultat ϕ′′′ de l’e´li-
mination des exposants des ope´rateurs O dans ϕ′′ est une formule de
AL[k] + ↓ + @. Il est aise´ment de´montrable que ϕ′′′ est une traduction
de ϕ.
Ainsi, par exemple, la formule (P 3|∞)(2|3)(F 1|∞)p est traduite par
la formule ↓ x∞ ↓ x∞ @x∞ P ↓ x3 @x3  @x∞ F p, qui, en fait, e´quivaut
a` la formule ↓ x P  @xF p.
(ii) Soit ϕ ∈ AL[k] + ↓ + @ arbitraire. Il existe ainsi ϕ′ ∈ AL[k] + ↓
+ @ e´quivalente a` ϕ, ou` tout ope´rateur @x est imme´diatement suivi soit
11Ainsi les variables d’e´tat ne sont pas des formules par cette syntaxe.
Sur les “ope´rateurs re´trogrades ” 157
par un ope´rateur de AL[k], soit par un atome propositionnel12. On peut
admettre qu’ils sont dans ϕ′ tous suivis par un ope´rateur, car une sous-
formule @xp peut eˆtre remplace´e par @x(Pres(p)). Et on peut supposer
qu’il n’y a pas d’occurrences superflues d’ope´rateurs ↓ x. On donne aux
ope´rateurs de ϕ′ des exposants : tout ope´rateur de AL[k] rec¸oit l’expo-
sant max|θ| + 1, ou` θ est la sous-formule a` laquelle il est prefixe´, tandis
que ↓ x et @x ne rec¸oivent d’exposants. Ensuite, pour toute variable x,
si son occurrence dans @x est lie´e par ↓ x, on remplace les deux occur-
rences de x par xm, m e´tant l’exposant de l’ope´rateur auquel ↓ x est
imme´diatement subordonne´, ou s’il n’y a pas de tel ope´rateur, m = ∞.
Dans la formule re´sultante ϕ′′, on remplace tout symbole @xmO
n par le
symbole (On|m), et on efface l’ope´rateur ↓ xm auquel xm est lie´. Dans la
formule ϕ′′′ qui en re´sulte, on remplace les e´ventuels ope´rateurs On par
l’ope´rateur correspondant de forme (On|m), m e´tant de´fini comme dans
la preuve du Fait 5.1. Il est e´vident que la formule ϕ′′′′ ainsi obtenue est
une traduction de ϕ.
7 Morale linguistique
La logique OR n’est certainement pas la premie`re re´alisation des
ide´es sous-jacentes a` la logique temporelle de [Prior 1967] qui a la ca-
pacite´ additionnelle de repre´senter les conditions de ve´rite´ des phrases
dont certains temps des propositions subordonne´es sont interpre´te´s in-
dexicalement. Comme en te´moigne en effet la preuve du The´ore`me 5.2,
l’exemple d’une telle phrase – qui se situe essentiellement au-dela` du pou-
voir expressif de la logique standard priorienne – est fourni par l’e´nonce´
(1) introduit au de´but de cet article, « Il a e´te´ pre´dit que le Messie
viendra ». Cet e´nonce´ est repre´sentable dans OR, mais e´galement en
ajoutant a` la logique priorienne l’ope´rateur Now a` deux dimensions de
[Kamp 1971], aussi bien qu’en termes de logique hybride (cf. le The´ore`me
6.1).
Observons en passant une diffe´rence entre OR et la logique de [Kamp
1971]. Cette dernie`re est une logique a` deux dimensions parce que sa se´-
mantique pre´suppose que l’analogue formel du moment de l’e´nonciation
est toujours disponible : la se´mantique est de´finie par rapport aux paires
(t0, t), dont le roˆle du premier membre est de prendre soin de la possi-
bilite´ d’avoir toujours recours au moment t0 fixe´. Par une modification
12Nous pouvons utiliser les e´quivalences @x(ϕ ∨ ψ)⇔ @xϕ ∨ @xψ, @x(ϕ ∧ ψ)⇔
@xϕ ∧@xψ, @y@xϕ⇔ @xϕ, et @x ↓ y ϕ⇔ @xϕ∗, ou` ϕ∗ est obtenue a` partir de ϕ
en remplacant les occurrences de l’ope´rateur @y par des occurrences de @x.
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analogue, la logique AL deviendrait une logique a` trois dimensions. Par
contre, OR a ici un avantage the´orique sur la logique de Kamp, car elle
n’exige rien des mode`les utilise´s qui ne soit pas de´ja` exige´ des mode`les
de la logique priorienne13.
L’avantage the´orique de la logique des ope´rateurs re´trogrades se ma-
nifeste aussi sur un autre plan : l’autre dimension. Le sce´nario de l’e´non-
ciation (le « monde actuel ») est automatiquement disponible, si bien
que l’on peut toujours capturer les re´fe´rences indexicales a` ce « sce´nario
de discours ». Par exemple, avec plus ou moins difficulte´, l’e´nonce´
(3) Je suis suˆr que j’existe,
prononce´ dans le sce´nario w0, peut eˆtre interpre´te´ de re − dans ce cas
sa condition de ve´rite´ est exprimable par la formule
(3′) (∀x)(R(w0, x)→ (∃y)(y = w0 ∧ j’existe[y]))
de la logique du premier ordre14, plutoˆt que de dicto, qui s’exprimerait
(3′′) (∀x)(R(w0, x)→ (∃y)(y = x ∧ j’existe[y])).
Il n’existe pas de repre´sentation de (3′) dans AL qui refle`te sa structure
syntaxique, tandis que cette interpre´tation de re est ainsi repre´sente´e
par une formule de la forme 2(=1|∞) j’existe dans la logique des ope´-
rateurs re´trogrades.
Ce qui confe`re aux ope´rateurs re´trogrades leur inte´reˆt the´orique ve´-
ritable n’est cependant pas le fait qu’en les utilisant, il devient possible
de repre´senter des e´nonce´s non repre´sentables par la logique standard
des attitudes propositionnelles. L’inte´reˆt ge´ne´ral de OR est base´ sur
la manie`re comple`tement explicite dont elle distingue (i) les relations de
priorite´ logique entre ope´rateurs temporels et (ii) les relations temporelles
entre les interpre´tations de ces ope´rateurs. Eˆtre poste´rieur, ou ante´rieur,
ou simultane´ sont des relations du second type, tandis que celles du pre-
mier type se manifestent en tant que de´pendances fonctionnelles entre
les interpre´tations des ope´rateurs. Conside´rons par exemple la formule
(4) ¬P 3 2¬ (P 1|∞) q,
e´quivalant a` H3✸2 (P 1|∞) q. La condition de ve´rite´ de (4), au point
(t0, w0), est exprimable dans la logique du second ordre par la formule
(4′) ∃Fw∃Ft∀x(x > t0 → R(w0, Fw(x))∧Ft(x) < t0∧Q(Fw(x), Ft(x))),
13La se´mantique de la logique hybride utilise quelque chose d’additionnel : l’inter-
pre´tation g des variables d’e´tat.
14La condition y est compatible avec tout dont je suis suˆr en x est symbolise´e
par « R(x, y) ». Notons que (3′) se re´duit a` : (∃x)R(w0, x)→ j’existe[w0], autrement
dit : si le contenu de tout ce dont je suis suˆr n’est pas contradictoire, j’existe. Cette
interpre´tation de (3) est discutable.
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ou` les valeurs des variables du second ordre « Ft » et « Fw » sont des
fonctions des instants sur les sce´narios et des instants sur les instants,
respectivement. L’interpre´tation (t1) de l’ope´rateur (P
1|∞) dans (4) de´-
pend fonctionnellement de celle (t3) de l’ope´rateur avec l’exposant 3 : si
cette formule est vraie, il existe une fonction Ft telle que t1 = Ft(t3),
comme en te´moigne la ve´rite´ de sa traduction du second ordre. D’autre
part, l’instant t1 n’est pas choisi temporellement par rapport a` t3. Par
contre, il doit eˆtre choisi de fac¸on a` ce qu’il soit ante´rieur au moment
de l’e´valuation (t0) : t1 < t0. La « forme logique » de la formule (4)
rend comple`tement manifeste le fait que les deux relations (i) et (ii) ne
co¨ıncident pas.
Ainsi les proble`mes auxquels la logique priorienne se trouve confron-
te´e en analysant les me´canismes qui re´gissent l’interpre´tation des temps
dans les propositions subordonne´es − ce sont les proble`mes qu’elle ren-
contre en essayant de capturer les relations temporelles entre les in-
terpre´tations des temps de diffe´rentes propositions dans un e´nonce´ −
n’impliquent-ils pas automatiquement la faussete´ de l’ide´e originale prio-
rienne elle-meˆme, a` savoir que les temps des verbes sont des ope´rateurs.
Ces proble`mes montrent seulement que la manie`re particulie`re dont la
logique priorienne imple´mente cette ide´e n’est pas linguistiquement ade´-
quate. Mais comme le montre la logique OR, les me´canismes pour re-
pre´senter les relations temporelles et les me´canismes pour repre´senter
les priorite´s logiques sont logiquement se´parables. La critique de l’ide´e
que « les temps sont des ope´rateurs » n’est fatale que de manie`re for-
tuite pour la logique priorienne : son symbolisme n’est pas capable de
distinguer les deux types de relations lie´es a` la se´mantique des temps.
Applique´e a` OR, la critique montre, certes, que cette logique n’incorpore
pas les limitations, propres aux langues naturelles, re´gissant les relations
temporelles entre les interpre´tations des temps. Mais il ne s’ensuit pas
que les temps ne sont pas des ope´rateurs, car ce qui fait d’une expres-
sion un ope´rateur est sa capacite´ a` exprimer des priorite´s logiques ; et la
critique de´crite ne dit rien des relations logiques entre des temps.
Qui plus est, il y a des temps en franc¸ais qui se comportent comme
des ope´rateurs. Conside´rons l’e´nonce´ :
(5) Il ne savait pas qu’il n’avait pas appris la ve´rite´.
Sa forme logique est fournie par la formule (5′) de la logique AL :
(5′) ¬P ¬P q,
qui e´quivaut a` H✸Pq. Selon la se´mantique de (5) − comme on l’observe
aise´ment a` l’aide de sa formalisation (5′) − l’interpre´tation du plus-que-
parfait de « avait appris » est de´termine´e en fonction de l’interpre´tation
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de l’imparfait de « savait ». Mais cela signifie que de ces deux temps, le
premier est logiquement subordonne´ au second − en d’autres termes, le
temps de « savait » se comporte comme un ope´rateur.
