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Abstract 
A family of higher-order iterative methods for the simultaneous determination of all simple or multiple zeros of 
an analytic function (inside a simple smooth closed contour) is obtained using earlier results of the author. With the 
help of circular arithmetic, the interval variant of this family is proposed. Many parallel iterative methods of the 
literature are special cases of this family. 
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1. Introduction 
The purpose of this paper is to present a family of simultaneous methods for refining simple 
or multiple zeros of an analytic function F(z) defined inside and on the simple smooth closed 
contour C. The results presented in [4] are essentially used to derive this family of methods 
depending on the parameter p, p E N. These iterative methods are locally convergent and 
preserve the order of convergence p + 2. They are suitable for parallel computing and the 
number of processors does not influence their order of convergence. Many seemingly quite 
different iterative methods of the literature belong to this family of methods and new iteration 
formulas can be constructed. Using our approach, we are able to unify a lot of methods for 
simultaneous determination of zeros of a polynomial (as a special case of analytical functions). 
The present family of iterative methods is suitable also for interval operations. In Section 3 
we propose the family of inclusion methods for the zeros of analytic function F(z) using the 
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circular arithmetic. The main advantages of these inclusion methods are (i> the automatic 
determination of rigorous error bounds for all approximate solutions at each iteration step; and 
(ii) the ability to incorporate rounding errors without sacrificing the important inclusion 
property of the methods. The disadvantage of the inclusion methods is a lower efficiency of 
these methods, because of the lower speed of implementation of interval operations. 
As special cases of these family of inclusion methods we obtain some algorithms, discussed in 
&131. 
In order to facilitate the reader’s understanding, we recall the definition of Bell’s polynomial 
&,j(zi,i, * * *, z~,~) [5]. For any p E N we call the Bell’s polynomial the sum of the products of 
powers of z~,~, . . . , zP,i: 
Bp,i(Zl,i, * - * > Z,,i> := i c k , 
V=l 
,..1.,,!(y . . . (ykp, &)$=l, 
where the second sum of the right-hand side runs over all Y-partitions k,, . . . , k, of p, i.e., over 
all nonnegative integers k,, . . . , k, satisfying the pair of equations 
k,+2k,+ .a- +pk,=p, k,+k,+ .** +kp=v, l<v,<p. 
For example, the expressions for k = 1, 2, 3 for Bell’s polynomials are 
BI,i(zI,i) = ‘l,iy B2,i(Zl,iy z*,i) = Ykzl,i + +z2,ip 
B3,i(Zl,iP z2,i, ‘3,i) = Sz3,i + 3z2,izl,i + tz13,i’ 
2. The main results 
Let F(z) be an analytic function inside and on the simple smooth closed contour C, without 
zeros on C and with a known finite number IZ of distinct zeros zi, z2,. . . , z, with the respective 
multiplicities m,, m2,. . . , m,, which lie in the interior of C. It is well known from the principle 
of the argument that [lo,141 
1 F’(t) 
N= 2 mj= Ind F(t) = &[arg F(t)],= =/Cm dt, 
j=l 
(1) 
where N is the number of all zeros inside C; multiple zeros are counted according to their 
multiplicity. The function F(x) will be of the form [14] 
inside C, where x(z) is an analytic function without zeros inside C. The expression, assuming 
the lack of zeros of x(z) inside C, can be given by [7,14] 
x(z) = exp r(z), (3) 
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where T(z) is a new analytic function determined for z E Int C by [3] 
log[ (t - VW)] dt 
t-z 
7 (4) 
where c is an arbitrary point inside C such that F(c) Z 0. 
Suppose that we have found disjoint complex disks W,, . . . , W, containing the zeros zl,. . . , z, 
of F(z) as 
Iq=(z:Iz-XJ<Yi}=[Xi,ri]. (5) 
The suitable search algorithms of those disks may be found in, e.g., [6,10,12]. 
Therefore, every disk I+$ contains the zero zi of multiplicity mi, and we can define in 4 the 
function F’/‘Yz), which is analytic and has only a simple zero Zi. 
Let G(z) be an analytic function inside C and let G(z) and F(z) have no common zeros 
inside C, i.e., G( zi> # 0, i = 1, 2, . . . , n. Then the functions G( z>/F’/“i(z>, i = 1, 2, . . . , n, are 
meromorphic inside I& i = 1, 2,. . . , n, and have exactly n distinct poles zi, z2,. . . , z,. 
Now, using the idea discussed in [4] in a similar way as in the proof of the modified Koenig’s 
theorem [4] for the simultaneous determination of all simple poles of meromorphic functions, 
we can prove the following theorem. (For this reason, the proof will be omitted.) 
Theorem 1. If Izi-xi1 <ari<ri fori=l, 2,...,n, then 
F”“‘(Xi)Cp-l,i(Xi) 
Fl’y xi)C,,i( Xi) - F1’mi(Xi)~p,i(Xi) 
=zi -xi + o(a”+‘), 
for i = 1, 2,. . . , II and p > 1, where 
(6) 
(7) 
and 
6(z) =XCz),lj Cz -xj)mJ7 Fi(z) =X(z),fil Cz -Zj),nj* (9) 
j#i j#i 
From Theorem 1 we may easily derive the family of vector functions 4,(x> with components 
4,,i( X 1, where 
F”“‘(Xi)Cp-l,i(Xi) 
hJx) = xi + p/y xi)C,,i( Xi) - jy”i( .,)J.( Xi) ’ (10) 
i= 1, 2,..., n, p > 1, and x =(x1, x2,. . . , xJT is a vector in an n-dimensional space. 
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Then the 
Xk+l = 
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iteration formula [4] 
#$(X”), k=O, l)...) (11) 
defines a convergent iteration of order p + 2 for p 2 1 if the initial vector x0 is chosen close 
enough to the vector of zeros t* = (z,, z2,. . . , zJ. The vector function 4,(x> may be 
expressed in a different way. 
If we define the functions AJx) and d,,Jx) as 
Ap,j(x) = ( -l)“[F1’m~(x)]P+l~p,i(~) 
and 
dp,j(x) = (-l)“[F”“(X)]pF;‘~(X)q&), 
then, for $,,i(~), we have 
4,,i(4 =xi - 
F”m(x,)A,_l,j(x,) 
A&i) -4&J ’ 
Remark. In [4] one can find the other expression for A,,i as a determinant. 
Using Leibniz’ formula for the derivation of a compound function, we obtain 
= 2 (- l)k~,(x)(uO,,(x))pA,-k,~~x~~ 
k=O 
where 
bk(x) = ;G("(x) and a/,,&) = ;(~‘/“f(Z,)~;,. 
(12) 
(13) 
(14) 
(15) 
In the same way as in [17] (see also [13]), after a simple analysis, we get for Az,i the 
expression 
= ;Yp(sl, s2, Es,7 . ..) (p - l)! Sp)~ffs,,i(s,, S2>...Jp)> (16) 
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where with Y, the Bell polynomial [5] has been denoted in terms of 
and A&(x> = 1, i = 1, 2,. . . , n. 
The last equality for s, follows from 
For r(“)(z) we have the expression (see [15]) 
P(z) = & log[(t - c)-“F(t)] dt = 1 
C (t -q+’ -1 2ri c 
wmP1~dt 
t-z 
3 (18) 
where c is a point which belongs to the interior of C such that F(c) f 0. Thus from (15)-(17) it 
follows that 
k=O 
In a simular way, using essentially that 
we get 
n,,i(x) = 5 (-l)kbk(x)(aO,i(x))PB,_k,i(Sl,i, SZ,i,**.,Sp-k,i)y 
k=O 
(20) 
where 
‘v,i = sv,i(x) = 
(-l)“_’ 
(&) _ l)!m,l““‘(4 + t mi 
1 $=$ mi(x -‘j)’ ’ 
(21) 
and iP Jx) is well-defined for x = xi, L&~ = 1, i = 1, 2,. . . , n. 
In this manner we establish the following assertion. 
Theorem 2. For the multiple zeros tl, z2, . . . , .z, of an analytic function F defined by (2) (inside 
and on the simple closed contour C), one iteration for the simultaneous determination of these 
zeros of order p + 2 is defined by (11) and (lo), where c~,~, 8, i are defined by (7), (81, using that 
G(z) is an analytic function inside C without common zeros $ith F(t). 
Equivalent to (10) is the formulation (141, where A,,i and A,,i are defined by (12) and (13) and 
can be expressed by (19) and (20) using (17) and (21). 
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As special cases of this family of iteration functions we consider iteration methods, which 
have been discussed by many authors [1,8,11,13,16,17,18]. Using our approach, we are able to 
unify a lot of methods in the literature and to outline how to construct new iteration formulas 
of the family. The convergence theorems of those methods are easily based on Theorem 1. 
Remark. All presented results remain valid for the simple zeros of F(z), i.e., mi = 1, i = 1, 
2 n. ,.**, 
The family of iteration formulas (14) may be applied to parallel operations and can also 
easily be transformed to the interval inclusion methods. 
The iteration formulas 41,i and &i, i = 1, 2,. . . , n, have the highest computational efficiency 
in the family of iteration methods (14), with the order of convergence three and four. Rapid 
convergence (using higher p) asks for higher computational cost, because it requires higher 
derivatives of analytic functions F(z) and G(z) and more terms in BP,i. Therefore, the special 
cases p = 1 and p = 2 in (14) have the most practical importance. For p = 1 we have 
x++i= &+k), I 
1 
&,i(X) = xi - 
Bl,i(sl) - Bl,i(Sl,i) 
=xi- (F’(Xj)/F(Xj)) -Tr(X’;’ C~=l,jtjmj/(xi-xj) ’ (22) 
i=l,2 ,..., it, k=O,l,... . 
The iterative method for simple zeros of the analytic function F(z) of the form (22), where 
mi = 1, i = 1,. . .) II, was considered in [ll]. 
Considering the case when F(z) is a manic polynomial with multiple zeros zl,. . . , z,, that is, 
T(z) = 0, we obtain the Wang-Zheng-Shen iterative method of third order [17] from (22), and 
its interval variant was introduced in [S] (see also [13]). 
Let us consider the case when p = 2; then (14) has the form 
.xk+l=f&(xk), 1 
+*,iCx> =‘i - 
bO(xj)Bl,i(sl) - bl(xi) 
b,(x,)(~ ,( (23) 
I 2.1 sly S2) -B2,i(sl,iP s2,i)) - bl(xi)(Bl,i(Sl) -Bl,i(sl,i)) ’ 
i=1,2 ,..., n, k=O, l,... . 
If G(z) is a constant, then b,(xi) = 0, and we can rewrite (23) in the following way: 
WW~(xJ 
42’i(x)=xi- (1+ l/m,)(F’(X,)/F(Xi))2-F”(Xi)/F(Xi)-mj(”:,i+s2,i) ’ 
where 
(24) 
s1,j = ;ryxj) + k mi s2,i = - $ryx,) + f: mj 
I j=l mi(Xi -Xj) ’ I 
j#l 
:ji m,(xi -xj)2 ' 
L. Atanassova /Journal of Computational and Applied Mathematics 50 (1994) 99-107 105 
The interval version of (24) was considered in [13]. If F(x) is a polynomial, then (24) appears to 
be Wang-Zheng-Shen’s iterative method of fourth order [17]. 
Remark. One modification of (24) with parameters p and q, p, q E N, is proposed in [17]. The 
number of numerical operations is considerably reduced in this modified method, because in 
every iteration step only the Bell’s polynomial BP i is calculated, while the same values A,_ 1 i 
and A,_i are used several times (q times exactly). The same results can be obtained for the 
present method using the approach considered in [17]. 
We can easily establish a single-step method with accelerated order of convergence for the 
total-step method (111, using all new approximations when they become available (for more 
detailed analyses, see [4]). 
3. Interval version 
By virtue of (14) and (20) we can rewrite the iterative process (11) in the following form: 
X++‘=+p,i(Xk), I i=l,2 )...) n, k=O, l)...) (25) 
where 
and 
%,i = S”,i(Xi) = 
(-l)“_l 
(v - l)! mi 
F”)( Xi) + k mi 
_i;i mi(xi -xj)u ' 
(27) 
Instead of the vector x = (x,, x2,. . . , xJT, let us now take the vector 5 = (IV,, W,, . . . , bV_1, 
xi, Kfl,..‘, 
j=1,2 
WnlT with components of the complex disks y = [Xi, rj] = {z: I z -x,f‘ I < r-i”), 
9 * . * 9 n (every complex number xi is regarded as a disk with radius 0) and construct the 
function 4,,&y.>. It is clear that the complex disks ll$, j = 1, 2,. . . , ~1, will appear only in the 
terms s,,, of Bell’s polynomial BP,i. The terms 
(-1),-l 
s,,i = (V - I)! ,ir’V’(XJ + jgl m,(xT q)Y 
j#l 
are well-defined disks (xi P l$, j # i>. Now the problem arises how to extend the Bell’s 
polynomials for disks. In [17] Wang et al. proposed two extensions of Bell’s polynomials for 
disks in circular arithmetic; the first extension is determined using the definition of Bell’s 
polynomial, and the second one is determined by the following property of Bell’s polynomials 
(see [ 171): 
Bp,i = B&i(Sl,i,. . - 7 B,= 1. 
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Remark. The reader can find more information about circular arithmetic in [2]. 
Thus, if we assume that n disjoint initial disks K” = [x!, Y/I, i = 1, 2,. . . , n, containing the 
zeros zl, z~,...,z, of F(z) have been found, i.e., zi E To, i = 1,. . . , n, then, using the 
inclusion isotonicity of the circular arithmetic, we propose the following interval algorithm for 
refining all zeros of an analytic function F(z). 
Algorithm. For each k = 0, 1,. . . and i = 1, 2,. . . , n the new inclusion disk U/ik+’ for the zero zi 
is determined by 
Wk+l = $,,i(Ly), 
1 
where 
yk= (w”, w;,.. .,k& xf, ytl,.. .,W;)T, 
and c$~ i is defined by (26) using (27). The choice of the extension of Bell’s polynomial is not 
essential for the property of the algorithm (28). The convergence analysis is similar to that 
presented in [17] and will be omitted for this reason. The main properties of the interval 
method (28) are given in the next theorem. 
Theorem 3. If the initial disjoint disks WF, Wf, . . . , Wno contain the zeros zl, z2,. . . , z, of F(z), 
respectively, and they are small enough, then for each i = 1, 2,. . . , n and k = 0, 1, 2,. . . the 
sequence {wk} of disks, produced by the interval method (281, satisfies the properties 
(i) zi E Kk; 
(ii) the order of convergence is p + 2. 
For the simple zeros of F(z), letting G(z) = 1, p = 1 and p = 2, we receive two inclusion 
methods, considered in [18]. In the case when F(z) is a manic polynomial with multiple zeros 
tf:iz) = 0) and G(z) = 1, we have the same family of inclusion methods which is considered in 
The rate of convergence of interval methods (28) can be increased by using Gauss-Seidel’s 
approach. The new inclusion disk y k+l for the zero zi is determined by 
w.k+l = q5,,i((wl”+l, wzk+l,. .,qk:l, x;, w&‘.) wn”)T), 
I 
where c$,,~ is defined by (26). 
All presented inclusion methods can also be implemented in rectangular arithmetic. 
Final remark. We call the reader’s attention to the iterative schemes suggested in [8]. One of 
these algorithms is a special case of the inclusion method (28) for polynomial F(z) and p = 1. 
The other algorithms in [8] correspond to the case in which we want to improve only some of 
the roots of F(z) or even only one (see also [Ml). This approach can also be used for the 
presented family of inclusion methods. 
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