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We study Landau-Zener-Stu¨ckelberg-Majorana (LZSM) interferometry under the influence of pro-
jective readout using a charge qubit tunnel-coupled to a fermionic sea. This allows us to characterise
the coherent charge qubit dynamics in the strong-driving regime. The device is realised within a
silicon complementary metal-oxide-semiconductor (CMOS) transistor. We first read out the charge
state of the system in a continuous non-demolition manner by measuring the dispersive response of
a high-frequency electrical resonator coupled to the quantum system via the gate. By performing
multiple fast passages around the qubit avoided crossing, we observe a multi-passage LZSM inter-
ferometry pattern. At larger driving amplitudes, a projective measurement to an even-parity charge
state is realised, showing a strong enhancement of the dispersive readout signal. At even larger
driving amplitudes, two projective measurements are realised within the coherent evolution result-
ing in the disappearance of the interference pattern. Our results demonstrate a way to increase the
state readout signal of coherent quantum systems and replicate single-electron analogues of optical
interferometry within a CMOS transistor.
I. INTRODUCTION
Silicon quantum electronics is a nascent field in which
the discreteness of the electron charge or spin is exploited
to obtain additional device functionalities beyond the ca-
pabilities of the current silicon microelectronics indus-
try [1]. Some of the most promising outcomes of this
research field include: single-electron devices [2, 3] (per-
forming logic operations at the device level [4], acting as
spin filters for spintronic applications [5] and aiming to
redefine the Ampere [6]) as well as silicon-based quantum
computers and memories based on the long spin coher-
ence times that silicon can offer [7–10]. A developing
area of silicon quantum electronics is the application of
the coherent quantum properties of single-electron charge
states to realise electronic analogues to optical interfer-
ometry experiments [11, 12]. Optical interferometry has
enabled the development of extremely sensitive detectors
that, for example, have recently detected gravitational
waves [13]. However when electrons, instead of photons,
are used for interferometry, it can lead to novel applica-
tions such as electron holography for precise imaging [14]
or testing the effect of Fermi-Dirac statistics in quantum
optics [15].
In quantum electronic devices, coupled two-level sys-
∗ anasua.chatterjee.12@ucl.ac.uk
† mg507@cam.ac.uk
tems (TLS) can be used to coherently split single elec-
tron states via Landau-Zener (LZ) transitions [16]. The
quantum interference between consecutive LZ transitions
gives rise to Landau-Zener-Stu¨ckelberg-Majorana inter-
ferometry (LZSM) which encodes information about the
system’s coherent evolution and energy spectrum [17].
This technique has been successfully applied to coher-
ently control a variety of solid-state platforms such as
superconducting qubits [18, 19], charge and spin qubits
in semiconductor quantum dots and dopants [11, 20–
22], and nitrogen vacancy centres in diamond [23], and
has been used to address fundamental phenomena such
as second-order phase transitions [24, 25]. Although
LZSM interferometry is typically described in terms of
TLS, it has been suggested that more complex multi-
level systems can be studied using LZSM interferometry.
Such approach has been harnessed in multi-level super-
conducting qubits for high-resolution excited state spec-
troscopy [26] and in multi-level semiconductor qubits for
extreme harmonic generation [27, 28].
In this Article, we present a LZSM interferometry
study performed in a single-electron double quantum dot
(DQD) formed at the edge states of a silicon transis-
tor fabricated using industry-standard 300 mm silicon-
on-insulator technology [29]. The DQD is operated in
the charge qubit regime and it is further coupled to a
fermionic sea generating a multi-level energy spectrum.
We read out the state of the charge qubit dispersively by
interfacing the quantum system with a high-frequency
electrical resonator, via the gate [30, 31]. We demon-
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Figure 1. Dispersive detection of a DQD. (a) Scanning electron microscope image of a device similar to the one measured
connected to a radio frequency reflectometry set-up via the top gate. An on-PCB coplanar waveguide close to the device is
used to deliver variable-frequency MW signals. The device gate length is 40 nm and channel width is 60 nm. (b) Schematic of
the device indicating the location of the corner quantum dots. The top panel represents a cross-section perpendicular to the
direction of the current flow, where we can see the location of the dots. The back gate voltage (VBG) is applied to the handle
wafer. The bottom panel shows a top-view of the device in which the top gate appears transparent for clarity. Five different
electronic transitions, between dots and reservoirs, are marked by arrows. ∆c represents the tunnel coupling and ΓL(R) the
relaxation rates between the left(right) dot and the reservoirs. (c) Resonator phase response ∆ϕ as a function of top gate and
back gate voltages (VTG, VBG). The white dashed line emphasizes the interdot charge transition (ICT) and the black solid arrow
indicates the position of the trace in panel (d). Electron numbers in the DQD appear in parenthesis. (d) ∆ϕ as a function of
VTG, showing the relative intensity of the ICT and the dot-to-sea transitions.
strate that, by tuning the amplitude of the driving mi-
crowave signal, we can access multiple LZSM regimes by
introducing increasing degrees of projective readout aris-
ing from the interaction of the qubit with the fermionic
reservoirs of the device, which first enhance the interfer-
ometric signal, and then suppress it completely. Finally,
we develop a theoretical model to account for the qubit-
resonator interaction that accurately describes the inter-
ference patterns and the dispersive signal enhancement.
We do so by combining the adiabatic-impulse model de-
scription of the LZSM problem with the device multi-
level-dependent capacitance. Our results motivate fur-
ther studies exploring electron quantum optics in silicon
and using the enhancement of the qubit readout signal
for high-fidelity state readout.
II. DEVICE AND RESONATOR
We perform the experiment on a fully-depleted silicon-
on-insulator nanowire transistor similar to the one seen
in the scanning electron micrograph in Fig.1(a). The
nanowire height and width are 11 nm and 60 nm respec-
tively, and it is covered by a 40 nm long wrap-around
top-gate that can be biased (VTG) to create an electron
accumulation layer in the channel. Additionally, the de-
vice can be back-gated by applying a voltage (VBG) to the
silicon handle wafer. The full fabrication details can be
found elsewhere [32]. In square-section nanowire transis-
tors, electron accumulation happens first at the top-most
corners of the transistor creating a double quantum dot
(DQD) in parallel with the source and drain ohmic con-
tacts as can be seen in the schematics in Fig.1(b) [29, 33].
Measurements are performed at the base temperature of
a dilution refrigerator (35 mK) using gate-based radio-
frequency reflectometry as in Ref. [12]. For this purpose,
we embed the device in a tank circuit composed of a
surface mount inductor, L = 390 nH, and the parasitic
capacitance to ground of the device, Cp = 660 fF, and
perform homodyne detection at the resonant frequency
of the resonator frf = 313 MHz, see Fig.1(a).
The demodulated phase response of the resonator
(∆ϕ) is sensitive to regions of charge instability in single-
electron devices and more particularly to parametric ca-
pacitance changes, Cpm, that occur when electrons tun-
nel [34–38]. The two variables are related by ∆ϕ =
−piQCpm/Cp, where Q is the loaded Q-factor of the res-
onator. We use this feature of our device-resonator sys-
tem to measure dispersively the charge stability diagram
of the device as a function of VTG and VBG, as shown
in Fig.1(c). In the subthreshold regime of the transis-
tor, where the source-drain current is too low to be mea-
sured, we observe the characteristic signature of a DQD
in the few-electron regime. We identify four different sta-
ble charge configurations indicated by (nm) where n and
m indicate the number of electrons in the dots. Since we
3do not observe any additional charge transition at lower
gate voltages, we conclude that at low gate voltages the
system is depleted of electrons. Hence, our device is op-
erated in the single-electron charge qubit regime where
an electron can occupy the left or right dot — states (10)
and (01), respectively — and can also unload or load an
electron via interaction with the fermionic seas of the
highly doped source and drain — states (00) and (11),
respectively.
The parametric capacitance of a DQD as seen from the
top-gate is:
Cpm ≈ −e ∂
∂VTG
{αL 〈nL〉+ αR 〈nR〉} , (1)
where αL(R) represents the left (right) top-gate coupling
and
〈
nL(R)
〉
is the average electron occupation of the
left (right) dot [12]. To account for the interaction with
the DQD with the fermionic reservoirs, we express this
capacitance in terms of the occupation probabilities of
the four charge states (Pnm) [12]:
Cpm ≈ 2e2α2−
∂
∂ε0
{
P01 − P10 + α+
α−
(P00 − P11)
}
. (2)
Here, we have introduced the notation α± = (αL ±
αR)/2 and the energy detuning between dots ε0 =
−2eα−(VTG−VTG0), where VTG0 is the top-gate voltage
at which the (10) and (01) states hybridize (this value de-
pends on VBG). Intuitively, and as illustrated in Eq. (2),
in the common situation where the two dots have similar
coupling to the top gate (i.e. α− is small), then states 01
and 10 are harder to distinguish through RF reflectom-
etry. In contrast, transitions to the (00) and (11) states
yield a larger change in capacitance, characterised by the
geometric factor α+/α− = 18 in our device, measured
using magnetospectroscopy [39] (see Supplementary In-
formation [40]).
The difference in dispersive response between states
involving the interdot charge transitions (ICT) and dot-
to-sea transitions (DST) can be observed in Fig. 1(d),
where we plot ∆ϕ against VTG. The DST transitions
are well resolved; however, the ICT (indicated by the
white dashed line in Fig. 1(c)) is particularly faint due
to the similar gate-couplings in our DQD, with a signal
intensity ratio of ∼ 15, in agreement with the measured
ratio α+/α−. Overall, these results demonstrate that
transitions that involve the fermionic reservoirs have a
larger dispersive signal with respect to the ICTs and the
intensity ratio is determined by the geometrical factor
α+/α−.
III. LZSM INTERFEROMETRY
Coherent LZSM interference occurs when a system is
repeatedly (at least twice) driven through an anticross-
ing (of energy ∆c) at a rate comparable to (∆c/h)
2,
and over timescales shorter than the coherence time T2.
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Figure 2. Multi-passage LZSM interferometry. (a)
Schematic of the first Landau-Zener transition. Starting from
a well-defined state (01) a rapid passage through the anti-
crossing splits the electron wavefunction into the (01) and
(10) states with probabilities PLZ and 1 − PLZ respectively.
(b) Schematic of the probability distribution after the second
passage. (c) ∆ϕ calculated (left of panel) vs experimental
(right of panel). For the calculation we use T1 = 1.25 ns,
T2 = 0.25 ns and ∆c = 34 µeV. Here the photon energy is
hfmw = 87 µeV. (d) Optical interferometry analogue showing
the photon paths (electron charge states), the beam splitters
(fast passage through the anticrossing) and refocusing mir-
rors (microwave electric fields). Here the process is repeated
N times.
For example, consider the situation in the vicinity of
the ICT where a single electron can be driven back and
forth between the two QDs, schematically represented in
Fig. 2(a,b), with the anticrossing centered (by definition)
at ε0 = 0. We assume the system begins in state (01)
(i.e. ε0 > 0), and then ε0 is driven to a negative value
so the system traverses the anticrossing between the (01)
and (10) states. For suitable sweep rates (neither suffi-
ciently slow to be in the adiabatic limit, nor sufficiently
fast to remain in the (01) state) this splits the electron
wavefunction into two components which then acquire
different dynamical phases. If ε0 is swept back to a pos-
itive voltage, such that the system undergoes a second
passage, the phase difference acquired by the two charge
states leads to an interference pattern in the resulting
probabilities of the (01) and (10) states.
A. Multi-passage regime
In our experiment, we produce a harmonic driving elec-
tric field by applying a microwave signal (of amplitude
Amw and frequency fmw = 21 GHz) to an on-PCB an-
4tenna that effectively varies VTG at a fixed VBG as in-
dicated by the black line in Fig. 1(c). By changing the
amplitude of the drive Amw, or the starting position (ε0,
and thus VTG) the phase acquired during the passages
changes, resulting in interference fringes in the measured
RF reflectometry signal Fig. 2(c).
To model the results we use a full unitary description
of the each anti-crossing passage and dynamical phase
acquired (see Supplementary Information [40]); for con-
ciseness we summarise the reasoning using the probabil-
ity, PLZ, that an electron performs an LZ transition to
the excited state following a passage:
PLZ = exp
(
− pi∆
2
c
2hfmw
√
A2mw − ε20
)
. (3)
Assuming the system starts in state (01), after two pas-
sages, the probability of the system returning to (01) is:
PLZ,2 = 1− 4PLZ(1− PLZ)sin2φSt, (4)
where we can see the interference term containing the
Stu¨ckelberg phase φSt = φSt(ε0, fmw, Amw) that cap-
tures the phase difference acquired during the free evolu-
tion. If the charge coherence is preserved for even longer
timescales, the system can perform multiple correlated
passages leading to a stationary probability distribution
in P01, given by
PLZ,N =
1
2
[
1 + sgn(ε0)(1− 2P+LZ,N)
]
, (5)
P+LZ,N =
1
2
∑
k
∆2c,k
∆2c,k +
T2
T1
(|ε0| − khfmw)2 + ~2T1T2
, (6)
where ∆c,k = ∆cJk(Amw/hfmw), with Jk standing for
the Bessel function of the kth order and T1 corresponds
to the charge relaxation time. This probability can be
converted to a capacitance using Eq. (2) and assuming
that Amw is not large enough to reach the crossings with
the (00) and (11) states (P00 = P11 = 0):
Cpm ' 4e2α2−
∂
∂ε0
P01 and P01 = PLZ,N. (7)
Both data and model in Fig. 2(c) show the charac-
teristic signatures of multi-passage LZSM: enhanced ∆ϕ
at equally-spaced points in ε0, separated by the pho-
ton energy hfmw, and (quasi)periodic ∆ϕ oscillations
for increasing Amw. We note that the interference pat-
terns disappear for fmw < 4 GHz indicating a charge
coherence time T2 ∼ 0.25 ns (see [40]). Since we are
dealing with a classical resonator (frf  kBT/h, fmw),
the resonator sees a stationary value for the occupa-
tion probabilities so that Eq. (7) holds. In our simu-
lation, we use ∆c = 34 µeV (extracted from the FWHM
of the ICT (Fig.1(d))), T2 = 0.25 ns, as measured ex-
perimentally, and find the best fitting T1. We find the
best match between the calculation and experiment for
T1 = 5T2 = 1.25 ns.
The electron manipulation in this section resem-
bles a multi-passage Mach-Zehnder interferometer, see
Fig. 2(d). Here, the role of the beam splitter is played
by the anticrossing that splits the electronic wavefunction
into a superposition of two charge states [20] and the role
of the phase difference is played by φSt. The microwave
drive refocuses the different electron paths towards the
anticrossing and the process is repeated N = T2fmw ≈ 5
times. Overall, these results demonstrate that, although
we continuously monitor the state of the qubit, the non-
demolition nature of gate-based readout does not pre-
vent the qubit from performing multiple coherent pas-
sages through the anticrossing.
IV. LZSM INTERFEROMETRY WITH
PROJECTIVE READOUT
We next consider the result of larger driving fields
(Amw) or detunings (ε0) for which transitions to the (00)
and (11) states come into play, with two significant im-
pacts. First, as these transitions involve charger trans-
fer into a fermionic sea, they are not phase-preserving,
as we shall see later, and hence have the effect of in-
troducing projective readout of the charge. Second, as
described above, transitions involving the fermionic sea
yield a much larger measured reflectometry signal ∆ϕ,
than that associated to the qubit states (01) and (10).
To understand the coherent evolution through the mul-
tiple charge configurations, in Fig. 3(a), we plot the full
calculated energy level spectrum of the DQD as a func-
tion of reduced detuning ε0/EC, for a DQD with a top-
gate coupling asymmetry α− = 0.05, as in the case of
our device. Here, EC is the charging energy of the QDs
(see [40]). Additionally, in Fig. 3(b), we plot a measure-
ment of ∆ϕ as a function of ε0 and microwave amplitude
Amw across a range which enables the full exploration
LZSM around the four charge states of the DQD. For
small Amw and far from the charge transitions, the charge
state is stable under microwave driving (such that ∆ϕ re-
mains constant) and these regions are labeled accordingly
in Figure 3(b).
Elsewhere, the system evolution involves charge states
transitions, leading, in some cases, to interferometric pat-
terns in ∆ϕ. We identify three distinct LZSM regimes
involving the ICT anticrossing, indicated by the different
symbols in Fig. 3(b). First, for small Amw and ε0, there
is the region of multi-passage LZSM interference already
described above (red star). As Amw and ε0 are increased,
the DSTs are crossed, producing a double-passage LZSM
interference region where projective readout via the (00)
and (11) states is performed every second passage (green
circle). As a result of the DST, the amplitude of the in-
terference pattern in this regime is as much as 8 times
greater in the double-passage regions compared to the
multi-passage region involving only the ICT, and this is
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Figure 3. LZSM interferometry with projective readout. (a) Calculated energy level diagram of the DQD as a function of
reduced detuning ε0/EC, for α−=0.05 and Em/EC = 10. States (10) and (01) anticross at ε0 = 0 and these cross the (00) and
(11) states at larger |ε0|. The small asymmetry between the dots places the two crossings with the (00) states close in ε0 space
as is also the case for the crossings with the (11) state. (b) ∆ϕ as a function of the detuning, ε0, and amplitude of the MW,
Amw, for fmw = 21 GHz. The regions of constant ∆ϕ, where electron numbers are well defined, are indicated by the numbers
in parenthesis. The position of the (10)-(01) anticrossing and the (00)-(10) and (01)-(11) crossings are indicated by the black
dashed lines. The incoherent LZSM, multi-passage LZSM, double-passage LZSM and single-passage regions are indicated by
the blue star, red star, green circle and yellow triangle respectively. (c) ∆ϕ vs ε0 trace at Amw = 0.55 meV and fmw = 11 GHz.
Symbols as in panel (b).
further illustrated in Fig. 3(c), where we plot ∆ϕ against
ε0 for Amw = 0.55 meV and fmw = 11 GHz. For yet
larger values of Amw, and while ε0 remains small, the sys-
tems enters a regime where the projective readout via the
(00) and (11) states occurs after every passage (single-
passage regime, yellow triangle), prohibiting the mani-
festation of any interference effects. Finally, we highlight
in the figure, regions of large ε0 and small Amw which
involve only the incoherent DSTs (and not the ICT), in
which any interference signature is also absent. These
regions are indicated in Fig. 3(b) by blue stars. In the
following sections, we explore each of these regimes in
further detail.
A. Incoherent regime of dot-sea transitions
For small Amw and large ε0, only the DSTs ((00)↔(10)
or (01)↔(11)) are involved. Note that here only the left
QD exchanges electrons cyclically with the fermionic sea
of the source and drain reservoirs. The dynamics of such
TLS have been described elsewhere [31, 41] showing that
when the tunnel-coupling to the reservoir is small com-
pared to the driving rate, the system performs LZ tran-
sitions with probability close to unity. However, due to
the large degeneracy of the electronic states in the reser-
voirs, relaxation times are often short and hence passages
across the DST therefore yield no LZSM interference, but
instead have the function of projective readout in the dy-
namics described below. This lack of interference pattern
is captured in our data as can be seen in Fig. 3(b). The
transition between this regime and the regions of stable
charge states enable us to calibrate the amplitude of the
microwave electric field on the device, by relating it to ε0
(see [40]).
B. Double-passage regime
We move on now to the double-passage regime indi-
cated by the green circles in Fig. 3(b). Following a double
passage over the anticrossing, driven by the microwave
electric field, the expected probability distribution of the
(01) and (10) states is given by Eq. (4)). At this point,
due to the larger microwave amplitude, the system ap-
proaches a DST in which both (01) and (10) states cross
(e.g.) the (11) state, as in Fig. 4(a,b).
In order to understand the charge dynamics at this
point, we require insights into the relaxation rates be-
tween the dots and the reservoirs. We can estimate the
relaxation rate from the right dot to the reservoirs, ΓR,
from a measurement of the temperature dependence of
the FWHM of the (10)↔(11) DST (taken at VBG = −3 V
as in Fig. 1(c)). We obtain ΓR < 12 GHz (see [40]).
Moreover, by analyzing the decay of the amplitude of
the ∆ϕ oscillations towards low ε0 (as in Fig. 3(c)), we
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can extract a relaxation rate for the left dot ΓL ≈ 50 GHz
(See [40]). We find a relaxation rate ratio ΓR/ΓL < 0.25,
indicating that the relaxation rate from the left dot to
the reservoir is much faster than the relaxation from the
right dot. Such an asymmetry in the relaxation rates,
combined with the small difference in ε0 between the
(10)↔(11) and (01)↔(11) DSTs, results in relaxation
occurring primarily via the left dot after the double-
passage. This projects the system into the (11) or (00)
state and then subsequent passages through the anti-
crossing are uncorrelated.
To confirm this description of the system dynamics, we
present the experimental results, in Fig. 4(c), alongside
a simulation based on Eq. (2). Although in this regime
P01, P10, P11 6= 0, the main contribution to the capaci-
tance will be from the P11 term due to the large factor
α+/α−
Cpm ≈ 2e2α−α+ ∂
∂ε0
P11. (8)
In the limit where Amw  hfmw and ε0 is close to the
(01)↔(11) crossing point, Eq. (8) takes the form
Cpm ≈ 2e2α−α+ ΓL − ΓR
2fmw
∂
∂ε0
PLZ,2. (9)
Both the data and simulation show (quasi)periodic os-
cillations in ∆ϕ for increasing Amw as in the multiple-
passage regime. However, in contrast to the multi-
passage LZSM, the periodic enhancement of ∆ϕ at reg-
ular values of ε0 is now absent because only two consec-
utive passages are correlated [46]. The calculated results
in the left part of the panel are obtained with Eq. (9)
using ∆c = 34 µeV, fmw = 21 GHz and considering only
leading terms in ε0/Amw for PLZ,2. The good agreement
between the experiment and the simulation shows the va-
lidity of this simple dynamical picture and demonstrates
an efficient way to increase the dispersive readout signal
after manipulation by projecting the coherent state to
an even-parity charge state. By comparing Eq. (7) and
Eq. (9), we note the enhancement of the dispersive sig-
nal is determined by the amplification factor α+α−
(ΓL−ΓR)
4fmw
.
Eq. (9) also emphasizes the key role of asymmetric re-
laxation rates in the dispersive detection mechanism. Fi-
nally, we observe that by performing a double-passage
followed by a projective measurement, we can effectively
control the coherence of the system which is now deter-
mined by the period of the MW excitation: T2 ∼ f−1mw.
The electron evolution in this double passage regime
resembles a standard Mach-Zehnder interferometer
(Fig. 4(d)). After a double-passage through the anti-
crossing, the (01) branch of the “beam” is detected via
relaxation into the (11) state; indicated by the detector
D11. This illustration corresponds to the case for ε0 > 0,
and for ε0 < 0, the corresponding picture contains the
readout of the (10) “beam” by relaxation into the (00)
state.
7C. Single-passage regime
Finally, we explore the regime of large microwave driv-
ing amplitude centred around small detuning, where the
LZSM interference pattern arising from passages across
the ICT disappears (see Fig. 3(b), yellow triangle). All
four charge states are now involved in the dynamic evo-
lution of the system. In this regime, every passage across
the ICT is followed by a projective measurement caused
by electron tunnelling from the left dot to the source or
drain. Without two consecutive passages with a phase
coherent charge state superposition, no interference sig-
nal manifests, even though the system is being driven
at fmw = 21 GHz, much faster than the decoherence
rate of the charge qubit. The optical analogue of this
regime resembles again a standard Mach-Zenhder (see
Fig. 4(e)). However, in this case an additional detector
(D11 or D00) is placed within one of the branches of the
electron “beam” after the first beam splitter. This pro-
jective measurement collapses the charge superposition
state after the first passage, impeding the formation of
an interference pattern.
V. OUTLOOK AND CONCLUSION
We have realised a LZSM interference experiment in a
CMOS transistor, in which we have observed the single-
passage, double-passage and multiple-passage regimes
of a single-electron charge qubit by adding progressive
stages of projective readout. We have used additional
levels arising from the interaction of the qubit with a
fermionic reservoir to firstly project the coherent state
of the qubit, enhancing the interferometric signal and
secondly, suppressing the interference pattern completely
even though the driving period is faster than the qubit
coherence time. These observation raises possibilities of
more sophisticated coherent-control experiments where
fast microwave pulses can be used for manipulation, fol-
lowed by the utilization of a dot-to-lead transition for
qubit readout with an enhanced signal. So far, LZSM
experiments have been typically studied the region near
zero detuning; however we have shown that previously
unexplored parameter regimes become visible upon in-
volving the dot-to-sea transitions in the far detuning re-
gion. In our study, the gate-based reflectometry tech-
nique provides a non-invasive probe of the qubit, one
which could further be used to distinguish between adia-
batic and non-adiabatic processes [34]. Our simulations,
based on an extension of LZSM theory to encompass the
case of a resonator-qubit coupled system, match our data
well in each regime. In the future, devices with additional
tunability of the level couplings and the relaxation rates
could provide access to even more complex interferom-
etry experiments opening a door towards silicon-based
quantum optics. For example, split-gate CMOS transis-
tors [11, 43] could enable independent control of the dot
occupations allowing to explore the effects of Coulomb
interactions and Fermi-Dirac statistics in electron optics,
while retaining the scalability of CMOS fabrication.
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I. MAGNETO-SPECTROSCOPY AND DETERMINATION OF GATE COUPLINGS
In this section, we discuss the calculation of the gate couplings αL and αR defined as the ratio between the
gate capacitance Cg1(2) and the total capacitance CΣ1(2) for the left (right) dot. This can be done by looking at an
absolute energy scale of the system, for example, the Zeeman splitting. In our case, we use magneto-spectroscopy [44].
We monitor the position in top-gate voltage of the (10)-(11) dot-to-sea transition (DST) shown in Fig. 1(c) in the
main text, while sweeping the magnetic field [Fig. S1]. The shift in the peak location, ∆VTG, towards a lower top-
gate voltage, as a function of the magnetic field B, gives a calibration of the top-gate coupling to the right dot,
αR = gµBB/∆VTG = 0.86, where g is the electron g-factor and µB is the Bohr magneton. To obtain the top-gate
coupling to the left dot, αL, we use the fact that, in the multi-passage LZSM regime, interference fringes appear at
equidistant values of the top-gate voltage given by the equation δVTG = hfmw/2eα− [as seen in Fig. 3(c) in the
main text]. We obtain αL = 0.96. This calculation also enables us to calibrate to energy the ε0 axis in Fig. 2(b), for
example. We also calibrate the microwave source voltage output Vmw, to microwave energy amplitude Amw, using the
condition that, at the edge of the LZSM interference region in Fig. 3(c) in the main text, Amw = ε0.
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Figure S1. Peak position in top-gate voltage plotted against the magnetic field energy [assuming g = 2 (black hollow circles)]
and linear fit to the data (blue solid line).
II. CALCULATION OF THE ENERGY SPECTRUM
We calculate the energy spectrum of the double quantum dot system ∆E(N1, N2), where N1 and N2 are the charges
in the left and right dot respectively, extending the results from Ref. [45]
∆E(N1, N2) =
1
2
N21EC1 +
1
2
N22EC2 +N1N2ECm
− 1|e| {Cg1VTG(N1EC1 +N2ECm) + Cg2VTG(N1ECm +N2EC2)
+Cb1VBG(N1EC1 +N2ECm) + Cb2VBG(N1ECm +N2EC2)}
+
1
e2
{
1
2
C2g1V
2
g EC1 +
1
2
C2g2V
2
g EC2 + Cg1Cg2V
2
g ECm
+
1
2
C2b1V
2
BGEC1 +
1
2
C2b2V
2
BGEC2 + Cb1Cb2V
2
BGECm
}
.
(1)
2where the various parameters of the double-dot system are described by the simplified circuit diagram shown in
Fig. S2. In Eq. 1, EC1, EC1 and ECm correspond to the charging energy of the left dot, right dot and mutual energy,
respectively.
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Figure S2. Circuit diagram for a double quantum dot system, with gate couplings modelled as capacitances. Here, N1 and
N2 indicate the electron number in each dot, respectively. The applied voltages are indicated with a V , with an appropriate
subscript.
In order to simplify the expression, we define several new variables. We introduce the reduced top-gate and back-gate
voltages, nt and nb, respectively,
nt =
Cg1VTG
|e|
nb =
Cb1VBG
|e| .
(2)
Additionally, we consider the following approximate charging energy relation
EC = EC1 = EC2 = mECm, (3)
where m accounts for the ratio between the charging energy and mutual energy. Moreover, we may introduce the
asymmetry in the gate couplings a defined by:
a =
2 |α−|
max(αL, αR)
. (4)
where α− = (αL − αR)/2. We can now express the ratio of the DQD energies to the total charging energy as
∆E(N1, N2)
EC
=
1
2
N21 +
1
2
N22 +
N1N2
m
− nt
{
N1 +
N2
m
+ (1 + a)
(
N1
m
+N2
)}
− nb
{
N1 +
N2
m
+ (1− a)
(
N1
m
+N2
)}
− n2t
{
1
2
+
1
2
(1 + a)2 +
1 + a
m
}
− n2b
{
1
2
+
1
2
(1− a)2 + 1− a
m
}
.
(5)
We find that the reduced back-gate voltage value at which we perform the experiment – the middle of the ICT
line – corresponds to n0b = 0.25. Finally, we calculate the reduced-energy diagram of the DQD across the nb = 0.25
line, as shown in Fig. 2(a) in the main text. We do so by plotting ∆E/EC(N1, N2) for N1, N2 = 0, 1 as a function of
reduced detuning ε0/EC = 2α−nt/αL, for m = 10 and a = 0.1, as in the case of the experiment. We use a tunnel
coupling ∆c = EC/150.
3III. FREQUENCY DEPENDENCE OF THE LZSM INTERFERENCE PATTERN
The microwave frequency used to drive the LZSM experiment can have a significant effect on the interference
pattern, depending on the qubit timescales. If the microwave frequency is lowered below the electron phase coherence
time T2, the system goes into the incoherent regime, where the electron phase coherence is lost before two consecutive
passages are performed. In our double quantum dot, T2 can therefore be studied by performing a microwave-frequency
dependence of the LZSM interferometry pattern. Figure S3 shows the LZSM interferometry results obtained using
two different microwave frequencies (4.72 GHz and 4 GHz). In (a), taken at 4.72 GHz, we observe a few lines of
interference in the double-passage region, indicating that f−1mw is approaching T2. In (b), taken at 4 GHz, there are
almost no visible interference fringes indicating f−1mw ' T2. Below 4 GHz the interference pattern disappears, indicating
that we have an upper limit of T2 ' 250 ps.
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Figure S3. (a) Resonator phase response as a function of detuning 0 and the microwave amplitude at (a) 4.72 GHz (b) In-phase
component of the resonator response at 4 GHz, showing the decline and disappearance of the LZSM interference pattern.
IV. STUCKELBERG PHASE FOR THE DOUBLE-PASSAGE EXPERIMENT
The Stu¨ckelberg phase, φSt, that encapsulates the phase difference acquired after the first passage, can be derived in
the adiabatic-impulse model by considering a driven two-level system [17]. In the fast-passage limit (∆2c/Amwω < 1),
the upper-level probability after two passages reads,
Pdoub ' 2pi ∆
2
c
Amwω
(
1− ε
2
0
A2mw
)−1/2
sin2 φSt, (6)
φSt = −ε0
ω
arccos
(
ε0
Amw
)
+
Amw
ω
(
1− ε
2
0
A2mw
)1/2
− pi
4
(7)
where ω = 2pifmw. Equation (6) can be simplified in leading order with ε0/Amw:
Pdouble ' 2pi
ω
∆2c
Amw
sin2
[
Amw
ω
− pi
2
ε0
ω
− pi
4
]
. (8)
Finally, we use this expression to calculate the dispersive response of the resonator in Fig. 4(c) in the main text.
We note that both the amplitude and frequency dependence in Eq. (8) is in agreement with the result of Ref. [46] in
the linear approximation. And this didactic result comes as a nice surprise, since the latter result was obtained in
the assumption of small ∆c and fast and strong driving, while the former result was obtained in the LZSM picture of
adiabatic-impulse model, with impulse-type transitions between adiabatic energy levels.
40 5 1 0 1 54
8
1 2
1 6
2 0
ε0/ k B T
A mw
/k BT
5 . 3
2 . 7
0 . 0
∆ϕ( m d e g )
Figure S4. Resonator phase response ∆ϕ as a function of reduced detuning ε0/kBT and reduced microwave amplitude Amw/kBT
V. INCOHERENT REGIME
In this section, we calculate the resonator response ∆ϕ in the incoherent regime, when single-electrons are exchanged
at microwave frequencies between the left (or right) QD and the source and drain reservoirs. This scenario can
be accurately described by a fast-driven two-level system [31, 41]. In this situation, we calculate the parametric
capacitance of a single QD, given by the expression,
Cpm = − (eαL)2 ∂P1(t)
∂ε0
. (9)
where P1 is the average probability of having one excess electron in the left QD. Also, P1 can be calculated from
the time-dependent expression of the probability subject to a sinusoidal change in energy detuning ε(t) = ε0 +
Amwsin(2pifmwt) induced by a microwave electric field with amplitude Amw and frequency fmw around an energy
detuning offset ε0,
P1(t) ' 1
1 + exp
(
ε(t)
kBT
) (10)
where kB is the Boltzmann constant and T the electron temperature. In Fig S4, we present the resonator phase
response as a function of ε0 and Amw, for a resonator quality factor Q = 42, αL = 0.96, and T = 100 mK. The
calculation matches well the data in Fig. 2(b) (blue-star regions). Particularly, it captures the enhancement of the
phase signal at ε0 = Amw.
VI. RELAXATION RATES FOR THE DOT-TO-LEAD TRANSITIONS
In this section, we provide a quantitative analysis of the relaxation rates between the left (right) dot and the
electron reservoirs, ΓL (ΓR). As discussed in the main text, the difference in these relaxation rates results in relaxation
occurring primarily at the (01)-(11) and (00)-(10) DSTs rather than at the (00)-(01) and (10)-(11) transitions when
operating the system in the strong driving regime. This can be directly observed in Fig. 2(b) of the main text, where
no additional observable change in ∆ϕ appears in the regions Amw <
∣∣ε0 − ε00−010 ∣∣ and Amw < ∣∣ε0 − ε10−110 ∣∣, where
ε00−010 and ε
10−11
0 correspond to the position in detuning of the (00)-(01) and (10)-(11) crossings, respectively. In the
following, we provide additional experimental evidence demonstrating that ΓL  ΓR.
5First, we extract ΓL. For the (01)-(11) DST, the probability of an electron in the left dot to relax into the source-
drain reservoir is given by PSD = 1−exp (−ΓL∆t), where the ∆t is the time the electron spends at a value of detuning
larger than the position of the (01)-(11) crossing (ε01−110 ). It can be shown that
∆t =
pi
ω
− 2
ω
sin−1
(
ε01−110 − ε0
Amw
)
=
1
ω
[
pi − 2 sin−1(ε
01−11
0 − ε0
Amw
)
]
, (11)
which then gives
PSD = 1− exp
{−ΓL
ω
[
pi − 2 sin−1
(
ε01−110 − ε0
Amw
)]}
. (12)
Since in the double-passage regime, the probability P11 is proportional to PSD, we fit Eq. (12) to the envelope of
the oscillations (which decay along detuning axis as predicted by the equation), as shown in Fig. S5(a), for a trace
taken at fmw = 15 GHz. The fit gives a tunnel rate of ΓL ≈ 50 GHz.
To extract ΓR, we perform an analysis of the temperature dependence of (10)-(11) DTS. In Fig. S5, we show the
FWHM of the ∆ϕ peak as a function of the temperature of the mixing chamber. As we lower the temperature, we see
a linear decrease of the FWHM until 700 mK. Decreasing the temperature further leads to a saturation of the FHWM
to 100 µeV below 200 mK. The mechanism that can lead to saturation of the FWHM can be originated by either
electron-phonon decoupling or lifetime broadening [47]. In the case of electron-phonon decoupling, the saturation
occurs at FWHM= 3.5kBT and in the case of lifetime-broadening FWHM= 2hΓR. From the data, we are unable to
distinguish the exact mechanism that causes saturation but we can extract an upper bound for ΓR < 12 GHz.
Temperature (K)
0.2 0.4 0.6 0.8 1
FW
H
M
 (m
eV
)
0.1
0.25
Top gate voltage (V)
RF
 p
ha
se
 (a
.u
.)
0.451 0.457 0.463 0.469
0.8
-0.8
-0.4
0.4
0
(a) (b)
Figure S5. (a) Resonator phase response as a function of top gate voltage VTG, with a fit to the envelope of the oscillations
as given by Eq. 12. (b) Full width at half maximum of the DST peak with varying mixing chamber temperature. The blue
dashed line shows the saturation of the peak FWHM at low temperature.
