Articial intelligence (AI) has widespread societal implications, yet social scientists are only beginning to study public attitudes toward the technology. Existing studies nd that the public's trust in institutions can play a major role in shaping the regulation of emerging technologies. Using a large-scale survey (N =2000), we examined Americans' perceptions of 13 AI governance challenges as well as their trust in governmental, corporate, and multistakeholder institutions to responsibly develop and manage AI. While Americans perceive all of the AI governance issues to be important for tech companies and governments to manage, they have only low to moderate trust in these institutions to manage AI applications.
INTRODUCTION
Advances in articial intelligence (AI) could impact nearly all aspects of society, including the labor market, transportation, healthcare, education, and national security [22] . AI's eects may be profoundly positive, but the technology entails risks and disruptions that warrant attention. While technologists and policymakers have begun to discuss the societal implications of machine learning and AI more frequently, public opinion has not shaped much of these conversations. Given AI's broad impact, civil society groups argue that the public, particularly those underrepresented in the tech industry, should have a role in shaping the technology [37] . In the U.S., public opinion has shaped policy outcomes [4] , including those concerning immigration, free trade, international conicts, and climate change mitigation. As in these other policy domains, we expect the public to become more inuential over time in impacting AI policy. It is thus vital to have a better understanding of how the public thinks about AI and the governance of AI. Such understanding is essential to crafting informed policy and identifying opportunities to educate the public about AI's character, benets, and risks.
Using an original, large-scale survey (N =2000), we studied how the American public perceives AI governance. The overwhelming majority of Americans (82%) believe that AI and/or robots should be carefully managed. This statistic is comparable to survey results from respondents residing in European Union countries, as seen in Figure 1 . Furthermore, Americans consider all of the 13 AI governance challenges presented in the survey to be important for tech companies and governments to manage carefully.
At the same time, Americans have only low to moderate levels of trust in governmental, corporate, and multistakeholder institutions to develop and manage AI in the public's interest. Public trust varies greatly between organizations. Broadly, the public puts the most trust in university researchers (50% reporting "a fair amount of condence" or "a great deal of condence") and the U.S. military (49%); followed by scientic organizations, the Partnership on AI, tech companies (excluding Facebook), and intelligence organizations; followed by U.S. federal or state governments, and the UN; followed by Facebook. Contrary to existing research on attitudes toward other emerging technologies, our study nds that individual-level trust in various actors to responsibly develop and manage AI does not predict one's general support for developing AI.
BACKGROUND 2.1 Public Opinion and AI Governance
Studying public opinion allows us to anticipate how electoral politics could shape AI governance as policymakers seek to regulate applications of the technology. Over the past two years, corporations, governments, civil society groups, and multistakeholder organizations have published dozens of high-level AI ethics principles. These documents borrow heavily from core principles in bioethics or medical ethics [10] . But unlike medical ethics, which is guided by the common aim of promoting the health of the patient, AI development does not share one common goal but many goals [19] . Furthermore, many of these AI ethics principles are at tension with each other [38] . For instance, how does one improve the accuracy of algorithmic predictions while ensuring fair and equal treatment of those impacted by the algorithm? As corporations and governments attempt to translate these principles into practice, tensions between principles could lead to political contestation.
In the U.S., voters are divided on how to regulate facial recognition technology and algorithms used to display social media content, with some of these divisions reecting existing disagreements between partisans [39] . For instance, Democrats, compared with Republicans, are much more opposed to law enforcement using facial recognition technology [34] . While several states and cities that are heavily Democrat have adopted or proposed moratoriums on law enforcement using facial recognition technology, progress to enact federal regulation has been slow. Industry self-regulation is not immune to partisan politics. For example, Google's AI ethics board dissolved after the company's employees and external civil society groups protested the inclusion of Heritage Foundation president Kay Coles James and drone company CEO Dyan Gibbens on the board. Recognizing the public's divergent policy preferences on AI governance issues is necessary to have a productive public policy deliberation.
How Trust in Institutions Aects
Regulation of Emerging Technology
The public's trust in various institutions to develop and manage AI could aect the regulation of the technology. General social trust is negatively correlated with perceived risk from technological hazards [31] . One observational study nds that that general social distrust is positively correlated with support for government regulation, even when the public perceives the government to be corrupt [2] . A follow-up study using more extensive survey data suggests that the public prefers governmental regulation if they trust the government more than they do major companies [24] . This latter nding is supported by how the public has reacted to genetically modied (GM) foods and nanotechnology. These two emerging technologies are similar to AI in that the public has to rely on those with scientic expertise when evaluating potential risks. Distrust in institutions producing and regulating GM foods is a compelling explanation for the widespread opposition to GM foods in developed countries. Those with a high-level trust of scientists and regulators are more accepting of GM foods; in contrast, distrust of the agricultural/food industry, contrasted with trust in environmental watchdogs, predicts opposition to GM foods [15, 18, 23, 28, 29] . Although scientists are among the most trusted group in the U.S., Americans have cynical views toward scientists when considering GM foods. Only 19% thinks that scientists understand the health consequences of GM foods very well, even though scientists have formed a consensus that GM foods are safe to eat. Furthermore, the American public believes that scientists are more motivated by concerns for their industry than concerns for the public [12] .
Nanotechnology, though less salient than GM foods in the media, is the subject of extensive public opinion research. A meta-analysis of 11 surveys conducted in developed countries nds that the public perceives that the use of nanotechnology has greater benets than risks; nevertheless, a large subset of the public is uncertain of the consequences of nanotechnology [25] . As in perceptions of GM foods, trust in institutions seems to play a signicant role in shaping attitudes toward nanotechnology. Americans who have lower condence in business leaders within the nanotechnology industry also perceive the technology to be riskier [6] . A higher level of distrust in government agencies to protect the public from nanotechnology hazards is associated with a higher perceived risk of the technology [17, 32] . Consumers who are less trustful of the food industry indicate they are more reluctant to buy foods produced or packaged using nanotechnology [30] .
Existing Survey Research on AI Governance and Trust in Tech Companies
Our survey builds on existing public opinion research on attitudes toward AI and trust in tech companies. Past survey research related to AI tends to focus on specic governance challenges, such as lethal autonomous weapons [13] , algorithmic fairness [26] , or facial recognition technology [1, 34] . A few large-scale surveys have taken a more comprehensive approach by asking about a range of AI governance challenges [5, 8, 35] . We improved upon these surveys by asking respondents to consider a variety of AI governance Paper Presentation AIES '20, February 7-8, 2020, New York, NY, USA challenges using the same question-wording. This consistency in question-wording allowed us to compare respondents' perceptions toward major issues in AI governance. Another innovation of our research project is that we connect AI governance with trust in tech companies. Trust in tech companies has become a growing topic in survey research. While Americans perceive tech companies to have a more positive impact on society than other institutions, including the news media and the government, their feelings toward tech companies have declined dramatically since 2015 [7] . Nevertheless, there exists heterogeneity in how the public views individual tech companies; one consistent nding in non-academic surveys is that the public strongly distrusts Facebook, particularly in its handling of personal data [3, 14, 20] . In our survey, we examined whether this general distrust of tech companies extend to their management of AI development and applications.
SURVEY DATA AND ANALYSIS
We conducted an original online survey (N =2000) through YouGov between June 6 and 14, 2018. YouGov drew a random sample from the U.S. adult population (i.e., the target sample) and selected respondents from its online respondent panel that matched the target sample on key demographic variables. The details of YouGov's sample matching methodology can be found in the Appendix (available at https://doi.org/10.7910/DVN/BREC5M).
We pre-registered nearly all of the analysis on Open Science Framework (pre-analysis plan URL: https://osf.io/7gqvm/). Preregistration increases research transparency by requiring researchers to specify their analysis before analyzing the data [21] . Doing so prevents researchers from misusing data analysis to come up with statistically signicant results when they do not exist, otherwise known as p-hacking. Survey weights provided by YouGov were used in our primary analysis. We followed the Standard Operating Procedures for Don Green's Lab at Columbia University when handling missing data or "don't know" responses [16] . Heteroscedasticityconsistent standard errors were used to generate the margins of error at the 95% condence level. We report cluster-robust standard errors whenever there is clustering by respondent. In gures, each error bar shows the 95% condence intervals.
PERCEPTIONS OF AI GOVERNANCE CHALLENGES 4.1 Methodology
We sought to understand how Americans prioritize policy issues associated with AI. Respondents were asked to consider ve AI governance challenges, randomly selected from a set of 13 (see the Appendix for the full text); the order these ve were given to each respondent was also randomized. After considering each governance challenge, respondents were asked how likely they think the challenge will aect large numbers of people both 1) in the U.S. and 2) around the world within 10 years using a seven-point scale that displayed both numerical likelihoods and qualitative descriptions (e.g., "Very unlikely: less than 5% chance (2.5%)"). Respondents were also asked to evaluate how important it is for tech companies and governments to carefully manage each challenge presented to them using a four-point scale. 
General Results
We use scatterplots to visualize our survey results. In the top graph in Figure 2 , the x-axis is the perceived likelihood of the problem happening to large numbers of people in the U.S. In the bottom graph, the x-axis is the perceived likelihood of the problem happening to large numbers of people around the world. The y-axes on both graphs in Figure 2 represent respondents' perceived issue importance, from 0 (not at all important) to 3 (very important). Each dot represents the mean perceived likelihood and issue importance. The correspondent ellipse represents the 95% condence region of the bivariate means assuming the two variables are distributed multivariate normal. Americans consider all the AI governance challenges we present to be important: the mean perceived issues importance of each governance challenge is between "somewhat important" (2) and "very important" (3), though there is meaningful and discernible variation across items.
The AI governance challenges Americans think are most likely to impact large numbers of people, and are important for tech companies and governments to tackle, are found in the upper-right quadrant of the two plots. These issues include data privacy as well as AI-enhanced cyber attacks, surveillance, and digital manipulation. We note that the media have widely covered these issues during the time of the survey.
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There are a second set of governance challenges that are perceived on average, as about 7% less likely, and marginally less important. These include autonomous vehicles, value alignment, bias in using AI for hiring, the U.S.-China arms race, disease diagnosis, and technological unemployment. Finally, the third set of challenges are perceived on average another 5% less likely, and about equally important, including criminal justice bias and critical AI systems failures.
We also note that Americans predict that all of the governance challenges mentioned in the survey, besides protecting data privacy and ensuring the safety of autonomous vehicles, are more likely to impact people around the world than to aect people in the U.S. While most of these statistically signicant dierences are substantively small, one dierence stands out: Americans think that autonomous weapons are 7.6 percentage points more likely to impact people around the world than Americans (two-sided p-value < 0.001).
We want to reect on one result. "Value alignment" consists of an abstract description of the alignment problem and a reference to what sounds like individual level harms: "while performing jobs they could unintentionally make decisions that go against the values of its human users, such as physically harming people. " "Critical AI systems failures, " by contrast, references military or critical infrastructure uses, and unintentional accidents leading to "10 percent or more of all humans to die." The latter was weighted as less important than the former: we interpret this as a probability-weighted assessment of importance, since presumably the latter, were it to happen, is much more important. We thus think the issue importance question should be interpreted in a way that down-weights low probability risks.
Subgroup Analysis
We performed further analysis by calculating the percentage of respondents in each subgroup who consider each governance challenge to be "very important" for governments and tech companies to manage. In general, dierences in responses are more salient across demographic subgroups than across governance challenges. In a linear multiple regression predicting perceived issue importance using demographic subgroups, governance challenges, and the interaction between the two, we nd that the stronger predictors are demographic subgroup variables, including age group and having CS or programming experience.
Two highly visible patterns emerge from our data visualization. First, a higher percentage of older respondents, compared with younger respondents, consider nearly all AI governance challenges to be "very important." In another part of the survey (see Figure  7 in the Appendix), we nd that older Americans, compared with younger Americans, are less supportive of developing AI. Our results here might explain this age gap: older Americans see each AI governance challenge as substantially more important than do younger Americans. Whereas 85% of Americans older than 73 consider each of these issues to be very important, only 40% of Americans younger than 38 that shows those with CS or engineering degrees tend to express greater support for developing AI. In Table 4 in the Appendix, we report the results of a saturated linear model using demographic variables, governance challenges, and the interaction between these two types of variables to predict perceived issue importance. We nd that those who are 54-72 or 73 and older, relative to those who are below 38, view the governance challenges as more important (two-sided p-value < 0.001 for both comparisons). Furthermore, we nd that those who have CS or engineering degrees, relative to those who do not, view the governance challenges as less important (two-sided p-value < 0.001).
TRUST IN ACTORS TO DEVELOP AND MANAGE AI 5.1 Methodology
Respondents were asked how much condence they have in various actors to develop AI. They were randomly assigned ve actors out of 15 to evaluate. We provided a short description of actors that are not well-known to the public (e.g., NATO, CERN, and OpenAI). Also, respondents were asked how much condence, if any, they have in various actors to manage the development and use of AI in the best interests of the public. They were randomly assigned ve out of 15
Paper Presentation AIES '20, February 7-8, 2020, New York, NY, USA Figure 4 : Trust in various actors to develop and manage AI in the interest of the public actors to evaluate. Again, we provided a short description of actors that are not well-known to the public (e.g., AAAI and Partnership on AI). Condence was measured using the same four-point scale described above. The two sets of 15 actors diered slightly because, for some actors, it seemed inappropriate to ask one or the other question. See the Appendix for the exact wording of the questions and descriptions of the actors.
Results
Americans do not express great condence in most actors to develop or to manage AI, as seen in Figures 5 and 6 in the Appendix. A majority of Americans do not have a "great deal" or even a "fair amount" of condence in any institution, except university researchers, to develop AI. Furthermore, Americans place greater trust in tech companies and non-governmental organizations (e.g., OpenAI) than in governments to manage the development and use of the technology. University researchers and the U.S. military are the most trusted groups to develop AI: about half of Americans express a "great deal" or even a "fair amount" of condence in them. Americans express slightly less condence in tech companies, non-prot organizations (e.g., OpenAI) 1 , and American intelligence organizations. Nevertheless, opinions toward individual actors within each of these groups vary. For example, while 44% of Americans indicated they feel a "great deal" or even a "fair amount" of condence in tech companies, they rate Facebook as the least trustworthy of all the actors. More than four in 10 indicate that they have no condence in the company.
Our survey was conducted between June 6 and 14, 2018, shortly after the Facebook/Cambridge Analytica scandal became highly salient in the media. On April 10-11, 2018, Facebook CEO Mark Zuckerberg testied before the U.S. Congress regarding the Cambridge Analytica data leak. On May 2, 2018, Cambridge Analytica announced its shutdown. Nevertheless, Americans' distrust of the company existed before the Facebook/Cambridge Analytica scandal. In a pilot survey that we conducted on Mechanical Turk during July 13-14, 2017, respondents indicated a substantially lower level of condence in Facebook, compared with other actors, to develop and regulate AI.
The results on the public's trust of various actors to manage the develop and use of AI provided are similar to the results discussed above. Again, a majority of Americans do not have a "great deal" or even a "fair amount" of condence in any institution to manage AI. In general, the public expresses greater condence in non-governmental organizations than in governmental ones. Indeed, 41% of Americans express a "great deal" or even a "fair amount" of condence in "tech companies," compared with 26% who feel that way about the U.S. federal government. But when presented with individual big tech companies, Americans indicate less trust in each than in the broader category of "tech companies. " Once again, Facebook stands out as an outlier: respondents give it a much lower rating than any other actor. Besides "tech companies," the public places relatively high trust in intergovernmental research organizations (e.g., CERN) 2 , the Partnership on AI, and non-governmental scientic organizations (e.g., AAAI). Nevertheless, because the public is less familiar with these organizations, about one in ve respondents give a "don't know" response.
Similar to our ndings, recent survey research suggests that while Americans feel that AI should be regulated, they are unsure who the regulators should be. When asked who "should decide how AI systems are designed and deployed, " half of Americans indicated they do not know or refused to answer [36] . Our survey results also seem to reect Americans' general attitudes toward public institutions. According to a 2016 Pew Research Center survey, an overwhelming majority of Americans have "a great deal" or "a fair amount" of condence in the U.S. military and scientists to act in the best interest of the public. In contrast, public condence in elected ocials is much lower: 73% indicated that they have "not too much condence" or "no condence" [11] . Less than one-third of Americans thought that tech companies do what's right "most of the time" or "just about always"; moreover, more than half indicate that tech companies have too much power and inuence in the U.S. economy [33] . Nevertheless, Americans' attitudes toward tech companies are not monolithic but varies by company. For instance, our research ndings reect the results from several non-academic surveys that nd the public distrusts Facebooks signicantly more than other major tech companies [3, 14, 20] .
Predicting Support for Developing AI Using
Institutional Trust Table 3 . Table 3 .
The American public's support for developing AI is not predicted by their trust in various actors to develop and manage AI. Our null results stand in contrast to studies of GM foods and nanotechnology, where trust in institutions that develop and regulate the technology is associated with greater support for the technology.
For our analysis, we use multiple linear regression to whether individual-level trust in various types of institutions can predict support for developing AI. Note that this analysis is not included in our pre-registration and is therefore exploratory in nature. There are four categories of actors (the same ones shown in Figure 4 ): U.S. government, international bodies, corporate, and others (e.g., universities and non-prots). In our regressions, the group "others" is the reference group. Support for developing AI is measured using a ve-point Likert scale, with -2 meaning "strongly oppose" and 2 meaning "strongly support. " Our regressions controlled for all the demographic variables shown in Table 3 in the Appendix. Trust in none of the actor types predicts support for developing AI, as seen in Tables 1 and 2. 
CONCLUSION
To understand what the American public thinks about the regulation of the technology, we conducted a large-scale survey. The survey reveals that while Americans consider all AI governance challenges to have high issue importance, they do not necessarily trust the actors who have the power to develop and manage the technology to act in the public's interest. Nevertheless, as our exploratory analysis from the previous section shows, institutional distrust does not necessarily predict opposition to AI development.
One direction for future research is to examine other factors that shape the public's preferences toward AI governance. Technological knowledge, moral and psychological attributes, and perceptions of risks versus benets are associated with support for GM foods and nanotechnology [25, 27] . Another direction for future research is to improve the measurement of institutional trust. Our existing survey questions focused on the public interest component of trust; future studies could investigate other components of trust, such as competence, transparency, and honesty [15] . Finally, we plan to investigate whether the public's perceived lack of political power makes them more distrustful of institutions to govern AI. In a recent survey of the British public, a large majority felt that they were unable to inuence AI development, and many felt tech companies and governments have disproportionate inuence [5] . Research on public perceptions of AI is nascent but could have a broad impact as AI governance moves from the realm of abstract principles into the world of mass politics.
