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SUMMARY
We calculate two-station phase measurements using single-station measurements made on
USArray Transportable Array data for surface waves at periods from 25 to 100 s. The phase
measurements are inverted for baseline Love and Rayleigh wave phase velocity maps on
a 0.5◦ × 0.5◦ grid. We make estimates of the arrival angle for each event at each station
using a mini array method similar to beamforming, and apply this information to correct the
geometry of the two-station measurements. These corrected measurements are inverted for an
additional set of phase velocity maps. Arrival angles range from 0◦ to±15◦, and the associated
corrections result in local changes of up to 4 per cent in the final phase velocity maps.We select
our preferred models on the basis of the internal consistency of the measurements, finding that
the arrival-angle corrections improve the two-station phase measurements, but that Love wave
arrival-angle estimates may be contaminated by overtone interference. Our preferred models
compare favourably with recent studies of the phase velocity of theWestern United States. The
corrected Rayleigh wave models achieve greater variance reduction than the baseline Rayleigh
wave models, and the baseline Love wave models, which are more difficult to obtain, are
robust and could be used in conjunction with the Rayleigh wave models to constrain radially
anisotropic earth structure.
Key words: Surface waves and free oscillations; Seismic tomography; Wave propagation;
North America.
1 INTRODUCTION
The Western United States has a varied and complex tectonic his-
tory, with areas undergoing extension and subduction juxtaposed
with cratonic regions of long-lived stability. The present-day struc-
ture of the crust and mantle results in elastic heterogeneity, which
can bemapped using seismicmethods and used to inform our under-
standing of the geology. Because of their sensitivity, surface waves
are particularly useful for investigating the crust and upper mantle,
where many of the signatures of geodynamic processes are expected
to be found. In addition, the depth of surface wave sensitivity varies
with frequency, providing good constraints on the depth of velocity
anomalies.
The USArray Transportable Array (TA) program is an ongoing
observational experiment, designed to obtain high-quality broad-
band seismic data spanning the continental United States, with the
goal of improving knowledge of continental structure and tectonic
processes. Four hundred three-component broad-band seismome-
ters are installed with 70-km grid spacing for 2-yr time periods,
beginning on the West Coast of the United States and progressively
stepping eastward (see www.usarray.org, last accessed 21 Novem-
ber 2013). With the data coverage provided by the TA, it is now
possible to map properties of surface wave propagation in a uni-
form manner across the western part of the country. High-quality
phase velocity maps can then be used to constrain models of 3-D
structure, as well as to predict earthquake signals and back-project
recorded signals to learn more about the earthquake source.
Awide variety of methods have been used tomakemeasurements
of the phase or phase velocity of surface waves in North America.
Single-station methods measure the phase accumulated over the en-
tire ray path from source to receiver, must account for source effects
and are sensitive to errors in earthquake location (e.g. Trampert &
Woodhouse 1995). Studies using single-station measurements to
constrain the structure of North America include Lee & Solomon
(1979), van der Lee&Nolet (1997), Godey et al. (2003), van der Lee
& Frederiksen (2005), Marone et al. (2007), Nettles & Dziewon´ski
(2008), Pollitz & Snoke (2010) and Yuan et al. (2011).
Multiple-station methods require two or more receivers, all
recording the same event for earthquake-based techniques, and often
impose specific geometric constraints related to the station align-
ment with the ray path. With the availability of high-quality TA
data, the amount of seismic data has increased dramatically, mak-
ing multiple-station methods a popular tool over the last several
years. Many new and innovative techniques have been developed,
including ambient noise tomography (e.g. Shapiro et al. 2005),
Eikonal tomography (Lin et al. 2009), wave gradiometry (Liang &
Langston 2009) and multiple plane wave tomography (Forsyth &
Li 2005; Yang & Forsyth 2006). These studies have achieved good
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resolution when applied to the TA data set, and results appear to be
consistent.
Two-station methods have not yet been applied to this data set.
Such methods span the observational gap between ambient noise
tomography, typically performed over very short interstation paths
and at short periods, and teleseismic single-station studies with
long paths and at longer periods. A two-station method reduces
sensitivity to the source location and mechanism, an advantage over
single-station methods. Because the measurement suppresses the
influence of structure outside of the interstation path, which can
be short compared with the teleseismic path, these measurements
should help constrain small-scale structure in a phase velocitymodel
inversion.
A limitation of two-station methods is the restriction that the in-
terstation path lie approximately on the great circle from the earth-
quake source. However, the grid-like design of the TA ensures many
available paths and dense and even coverage of the region. It is also
often assumed that the wave travels as a ray along the great circle
path from source to receiver. As early as the 1950s, it was rec-
ognized that heterogeneous velocity structure results in off great
circle arrivals (Evernden 1954). Indeed, contours of single-station
phase measurements on TA data show visible variations in the wave
front, evidence that deviations in the ray path result in off great
circle arrivals. This deviation from the great circle path is defined
as the arrival angle, and several arrival-angle measurement meth-
ods have been developed (e.g. Vidale 1986; Lerner-Lam & Park
1989; Laske et al. 1994; Larson & Ekstro¨m 2002). In a previous
study using a two-station method, Brisbourne & Stuart (1998) used
measurements of arrival angle to discard data from events that did
not arrive sufficiently aligned with the great circle path, limiting the
authors to a small number of events. Because of TA data coverage,
this issue can instead be addressed by measuring the arrival angle
and combining it with the interstation phase observation.
All of the previously mentioned phase measurement methods
can, in principle, be applied to obtain both Love and Rayleigh wave
measurements. Challenges arise when making Love wave measure-
ments, however; greater noise on the horizontal components and a
less-dispersed wave packet can prevent high-quality measurement
in some circumstances. Because of this, few Love wave phase ve-
locity maps from TA data have been published; among these are
phase velocity maps from ambient noise tomography at periods of
8–20 s from Lin et al. (2008), and examples at 60 and 150 s from
Yoshizawa & Ekstro¨m (2010).
Love and Rayleigh waves have different sensitivity to vertical
and horizontal shear velocity due to their differing particle motions.
By making measurements of both wave types, radial anisotropy can
be constrained, providing information about rock fabric and mantle
flow patterns (e.g. Becker et al. 2003). Previous studies of radial
anisotropy in the Western United States have indicated the presence
of regional heterogeneity. Studies of upper-mantle radial anisotropy
in North America have observed laterally varying strengths of 1–
5 per cent (Nettles & Dziewon´ski 2008; Yuan et al. 2011). Studies
using surface wave measurements from ambient noise in the West-
ern United States have also found radial anisotropy in the middle
or mid-to-lower crust, with strengths up to 5 per cent (Bensen et al.
2009; Moschetti et al. 2010). Thus, radial anisotropy is a significant
factor in velocity structure studies, and increased knowledge of this
parameter by the mapping of Love and Rayleigh wave dispersion
has direct applications to geodynamic interpretations.
In this paper, we derive two-station phase measurements from
a large data set of single-station phase measurements for Love
and Rayleigh waves recorded on the USArray TA over a range of
periods from 25 to 100 s. We estimate the arrival angle for each
event at each station, and use this information to correct for off
great circle arrival. We quantify the reduction in measurement un-
certainty resulting from the use of the two-station method, as well
as the effect of the arrival-angle corrections. The data set of phase
measurements is inverted to obtain well-constrained models of the
phase velocity structure of the Western United States. We compare
these models with several published studies and with known ge-
ological structures. The Love and Rayleigh wave models are well
suited for investigations of the 3-D velocity structure and radial
anisotropy; we make the models available with this study to facili-
tate such future work.
2 METHODS
Two-station methods are an effective way to limit the sensitivity
of a measurement to heterogeneity along the interstation path, can-
celling effects of both the source and structure outside the array
(e.g. Brisbourne & Stuart 1998). In this study, we implement a
new two-station method that builds directly on single-station phase
measurements, differencing single-station measurements for pairs
of stations along the source–receiver great circle path. In addition,
we make arrival-angle measurements for each single-station phase
measurement and incorporate this additional information on ray
geometry in our estimate of the interstation phase velocity.
This approach differs from traditional two-station methods (e.g.
Satoˆ 1955; Brune&Dorman 1963; Pilant&Knopoff 1964; Knopoff
et al. 1966; Bloch & Hales 1968), in which the unknown system
filter, representing earth’s velocity structure between the two sta-
tions, is obtained by deconvolution of an input waveform recorded at
one station from the output waveform recorded at a second station.
Our approach takes advantage of modern methods for estimation
of single-station phase delays (e.g. Trampert & Woodhouse 1995;
Ekstro¨m et al. 1997), condensing the information in the waveforms
at the two stations (the incoming and outgoing signals) to single-
station phase measurements prior to interpreting the effect of the
velocity structure (filter) between the two stations.
2.1 Single-station phase measurements
We make initial measurements of single-station phase delays us-
ing the method of Ekstro¨m et al. (1997). The observed surface
wave signal uS can be described by a phase, ϕ, and amplitude, A,
as uS = A exp [iϕ]. A trial fundamental-mode model seismogram,
uM = AMexp [iϕM], is calculated using the source and receiver loca-
tions, focal mechanism and predicted phase and amplitude effects
of propagation in a long-wavelength 3-D earth model (SH8U4L8;
Dziewonski & Woodward 1992). The deviation in phase between
uS and uM is attributed to a perturbation to the propagation phase,
ϕP = ϕMP + δϕ = ωXcM+δc , where cM is the model phase velocity and
δc is the average phase velocity perturbation over the distance X
along the source–receiver path.
The unknowns A and δc are parametrized in terms of cubic B-
spline polynomials. To solve for the corresponding coefficients, we
first construct a whitening phase-matched filter using the model
seismogram to suppress noise and amplify the fundamental mode
surface wave signal, WM = 1
AM
exp [iϕM ]. This filter is cross-
correlated with the observed seismogram uS in the frequency do-
main. The misfit between the resulting cross-correlation and the
correlation of WM with uM is minimized to obtain the unknown
coefficients. To avoid the common problem of cycle skipping when
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calculating the phase at short periods, we require that the surface
wave dispersion curves vary smoothly with frequency and employ
iterative frequency-band expansion, first using only longer periods,
then gradually extending the passband to include shorter periods.
Further details of the single-station method are given by Ekstro¨m
et al. (1997).
2.2 Two-station phase measurements
We difference single-station phase delay measurements obtained at
a pair of stations A and B lying nearly on the same source–receiver
great circle path to obtain an average phase velocity attributable to
the velocity structure between the two stations. The geometry of the
system is shown in Figs 1 and 2. The distance between spherical
wave fronts originating at the source and arriving at the two stations
is denotedDAB (Fig. 1a), and the interstation distanceXAB.We define
an angle β between the interstation path and the great circle path
from the source to receiver B. A surface wave may arrive at the pair
of stations from an angle α off the great circle path (Figs 1b and 2),
and in this case, the distance between spherical wave fronts arriving
at the two stations will be the distance D′AB . The angle between
Figure 1. Source–receiver geometry for the two-station measurement. (a)
β is the angle between the interstation path and the source-to-station-B
great circle path. The distance used to calculate the interstation propagation
phase isDAB, the distance between spherical wave fronts intersecting the two
stations. (b) βc is the angle between the interstation path and the estimated
true arrival path, at an angle α from the source-to-station-B great circle path.
βc can be larger or smaller than β, as shown in the top right and bottom
right panels, respectively.
Figure 2. Station geometry for the two-station method, with the great circle
path arrival azimuth and the actual arrival azimuth separated by the arrival
angle α. DAB is the distance travelled between stations along the great circle
path. D′AB is the distance travelled between stations along the actual arrival
path.
the interstation path and the true, off great circle arrival path is
denoted βc.
When an arriving surface wave does not deviate from the great
circle path, the average phase velocity c due to the velocity structure




+ (δϕB − δϕA)
, (1)
where ω is angular frequency, c0 is the reference phase veloc-
ity at that frequency given by the Preliminary Reference Earth
Model (PREM; Dziewonski & Anderson 1981) and δϕi is the phase
anomaly measured at each station, calculated by subtracting the
PREM reference phase ϕ0i for station i from the observed phase at
station i, or ϕi − ϕ0i .
When awave arrives at a pair of stations at an angle other than that
of the great circle path, the actual distance travelled from the closer
station to the farther station, D′AB , is not equal to the interstation
distance XAB or to the difference in distance between stations along
great circle paths, DAB (Fig. 2). Previous studies have noted that
the interstation distance XAB is always longer than D′AB , resulting
in a two-station measurement bias towards higher phase velocities
(e.g. Yao et al. 2006). However, in comparison with the great circle
distance DAB, which may be offset from the interstation path by the
angle β, the distance D′AB may be shorter or longer. Two-station
measurements that account for these geometric variations will not
necessarily be biased towards higher phase velocities, and two-
station measurements corrected for arrival angle α will not always
be lower in phase velocity than their uncorrected counterparts.
With an estimate of the distance D′AB , which we obtain as de-








+ (δϕB − δϕA)
. (2)
The propagation phase ϕAB attributed to the interstation path, XAB,





We wish to estimate the arrival angle α (Figs 1b and 2), and hence
the distance D′AB , to improve the accuracy of our description of the
two-station geometry, as described above. Owing to the even and
dense spatial coverage of the TA, we are able to use the single-
station phase delay data set to estimate the geometry of the wave
front and the direction of propagation of the wave near each sta-
tion. We do this using data from a small subset, or ‘mini array’,
of stations surrounding each station of interest. Measurements of
particle motion polarization across a small region have indicated
that wavefields for surface waves in the period range 16–100 s are
generally coherent (Tanimoto & Prindle 2007), justifying the use of
a plane wave approximation to measure the arrival angle.
Using the superscript ‘a’ to identify quantities related to the lo-
cation of interest, we estimate αa at a station ra at a specified period
using a mini array of N receivers, denoted ri (Fig. 3). We select all
stations within a radius R of ra having single-station phase measure-
ments for a given earthquake. We vary the apparent source location
along an arc, keeping the epicentral distance La0 from r
a fixed.
This effectively varies the arrival angle at station ra. For each trial
source location Saj , we consider the observed difference in phase
between each station ri and station ra to be due to the difference in
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Figure 3. Illustration of search algorithm to find the best-fit apparent source
location (Sa∗) for a given station (ra) and source (S0), using stations ri that
fall within a specified radius of ra. The distance between S0 and ra, La0,
remains fixed for candidate source locations Sj.
epicentral distance divided by a local phase velocity caj , such that
δϕi = ϕi − ϕa = ωδL ji/caj + C j . Here, δLji is the epicentral dis-
tance for an apparent source location Saj and receiver ri differenced
with the epicentral distance for ra, La0. The constant Cj accounts for
errors in the observed phase at the reference station.
We solve for the local phase velocity caj in a least-squares sense.
The misfit between the predicted and observed phase associated
with each trial source location Saj and the corresponding best-fit











We minimize this misfit for trial source locations corresponding to
0.5◦ steps in arrival angle, and select the location with the smallest
misfit as the preferred apparent source location Sa∗, from which we
calculate the arrival angle αa∗ at station r
a. The preferred local phase
velocity ca∗ is also determined by the selection of S
a
∗. We repeat this
process for all stations and events meeting a set of basic quality
criteria.
The arrival-angle estimation procedure thus yields an estimate of
arrival angle for each station for each earthquake. The two-station
phase velocity calculation described in eq. (2) requires a single
arrival-angle estimate for each station pair, and we calculate this
angle using the midpoint of the two best-fit apparent source loca-
tions. The local phase velocity measurements ca∗, though incidental,
provide independent measurements of phase velocity in the study
area, and will be discussed in Section 4.1.
2.4 Inversion
For the determination of phase velocity maps, we parametrize the
area of the Western United States using a 0.5◦ × 0.5◦ pixel grid. To
model the two-station phase data, we use a ray theoretical frame-
work with zero-width rays, thereby assuming each measurement
is sensitive only to the interstation path. The benefits and limita-
tions of this approach are discussed in Section 4.4. We calculate the






ωAki pi , (5)
where A contains the length of each segment of the interstation path
crossing each pixel i, and pi is the phase slowness for each pixel.
We invert for the model coefficients pi using a Cholesky inversion









pi − p j
di j
)2⎤⎦, (6)
where the index j refers to the pixel north, south, east and west of
the ith pixel, and dij is the distance between pixel centres, corrected
for changes in pixel size with latitude. The misfit between model










wherew is theweight for a pathwith nmeasurements.We choosewk
to bewk = 1+ log10nk. Theweight factor is included to allow better-
sampled paths to influence the resulting model more than paths with
a small number of observations. We choose to use a constant data
uncertainty, σ , for each period, as described in Section 3.5. The
quantity to be minimized in the inversion is then
χ 2 + γ R2, (8)
where γ is a scalar damping parameter.
3 DATA AND ANALYS IS
We analyse data recorded on the USArray TA from 2006 January
to 2010 December. The size of our study area corresponds to the
TA coverage through 2010 December, and thus extends from the
West Coast of the United States to approximately 93◦W longitude,
between the southern and northern borders of the conterminous U.S.
We use teleseismic earthquakes in the TA data set larger than mag-
nitude 5.5, with focal depths shallower than 50 km, and epicentral
distances in the range 10◦–165◦. Surface wave measurements are
made at 11 discrete periods between 25 and 100 s. Rayleigh waves
are measured on the vertical component and Love waves on the
transverse component.
3.1 Single-station phase measurements
Single-station phase measurements are calculated for more than
1600 events (Table 1). The quality of each measurement is deter-
mined based on fit criteria using the same rules as in Ekstro¨m et al.
(1997), and is denoted by A (high quality), B (good quality) or C
(acceptable quality). For this study, we consider onlyA-qualitymea-
surements at all periods. It is more difficult to obtain high-quality
measurements at short periods, due to increased sensitivity to more
heterogeneous shallow structure and the large variations in phase
that follow. This results in fewer A-quality data for short-period
Love and Rayleigh waves. In addition, larger uncertainties in Love
wave measurements are expected because of higher noise levels
on the horizontal components. This greatly reduces the amount of
A-quality data for Love waves at periods shorter than 50 s. We ex-
perimented with including B-quality measurements to expand the
Love wave data set, but found that this led to an undesirable level of
inconsistency in the phase measurements. Instead, we use the more
limited data set of A-quality measurements, as for the Rayleigh
waves. The number of data collected at each step of the method for
each wave type is detailed in Table 1 for selected periods.
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Table 1. Available data.
Wave type Period Events Stations One-station Two-station measurements Interstation paths Paths in
(s) measurements Baseline Corrected Baseline Corrected pref. model
25 411 1056 5439 14 085 5240 12 026 4734 3892
Love 35 730 1101 11 585 26 509 14 848 22 873 13 317 7374
qual. A 50 1241 1135 42 758 171 021 115 534 111 735 80 797 32 691
100 1241 1135 42 758 171 021 128 730 111 697 89 540 32 819
25 1096 1158 100 817 682 976 391 010 222 750 155 928 56 558
Rayleigh 35 1375 1158 160 206 1 212 066 769 515 302 741 237 735 78 735
qual. A 50 1642 1159 272 033 2 205 538 1 418 955 364 076 288 277 92 725
100 1642 1159 272 033 2 205 538 1 498 967 364 235 296 333 94 090
Notes: Summary of the number of measurements available at each step of the analysis, including total numbers of events and stations,
single-station phase measurements, two-station phase measurements with no arrival-angle corrections (baseline) and with arrival-
angle corrections (corrected) and unique interstation paths for both the baseline and corrected data sets. Numbers shown include all
interstation path lengths greater than 100 km, with β ≤ 5◦ and misfits within the prescribed range for arrival-angle estimates. Final
column shows the number of unique interstation paths used to construct the preferred models, which includes path lengths between
350 and 750 km from the baseline data set for Love waves and the corrected data set for Rayleigh waves.
3.2 Baseline two-station phase measurements
We calculate initial two-station phase measurements for this data
set without applying arrival-angle corrections. This results in our
baseline data set. An initial data selection is made using β, the
difference in backazimuth between the interstation path and great
circle path between the event and farther station (Fig. 1a), and the
interstation path length XAB. The maximum value allowed for β,
βmax, was determined after consideration of the variance in phase
for measurements obtained on single interstation paths. Previous
studies have noted that allowing βmax larger than a few degrees
results in greater scatter in the resulting phase measurements (e.g.
Prindle & Tanimoto 2006). However, when we account for the ge-
ometry of the two stations by using DAB in eq. (2), we do not ob-
serve a large increase in variance, at least up to βmax = 5◦. Instead,
we find that increasing βmax reduces uncertainty of themedian phase
for each interstation path by increasing the size of the data set. We
choose β ≤ 5◦ and initially set XAB > 100 km, as we expect mea-
surement error to be larger relative to the total phase for the shortest
interstation paths.
The baseline data set contains a small number of outlying mea-
surements. We exclude these by, at each period, calculating the
average phase velocity from all measurements and then remov-
ing the 1 per cent of measurements that deviate the most from this
average. The resulting data set has up to 2.2 million two-station
phase measurements at a single period (Table 1). Some interstation
paths align for several events, resulting in multiple phase measure-
ments for a given path. For most paths, these repeat measurements
are highly consistent, while for a small number of paths, the mea-
surements span a wide range of phase values. This scatter may
be caused by many factors, including multipathing, overtone inter-
ference and finite-frequency propagation effects. These factors are
explored more in Section 4.4; here, we select the median value for
each interstation path to reduce the influence of outliers.
3.3 Arrival-angle estimates
We estimate the best-fit local phase velocity and arrival angle at
all stations with at least three single-station phase measurements
within a 1◦-radius mini array for Rayleigh waves and a 2◦-radius
mini array for Love waves. These criteria were chosen with the goal
of producing robust arrival-angle measurements, balancing the con-
siderations that, for a single event, smaller radii can resolve shorter
wavelength variations in arrival angles and phase velocity anoma-
lies, while larger radii smooth both the effect of structure and noise
in the measurements. Similarly, requiring more stations within a
given radius provides better constraints on the arrival angle and
local phase velocity but limits the measurements to only the best-
covered areas. Measurements with best-fitting arrival angles larger
than ±15◦ are discarded. Although some larger arrival-angle mea-
surements may be real, particularly close to the ocean–continent
boundary (Tanimoto & Prindle 2007), some may be spurious, or
may represent local complexities in the wavefield that are beyond
the scope of this study. This selection results in a small loss of
data, with 97 per cent of the measurements being retained. We wish
to use only good estimates of arrival angle and corresponding lo-
cal phase velocity, which we define in terms of the misfit between
the observed and predicted phase at all stations in the mini array.
Although large misfits are not always associated with local phase
velocities outside the expected range, or vice versa, we set a max-
imum allowed misfit for each wave type, scaled by the frequency.
This results in 91 per cent of the remaining data being retained for
Love waves and 98 per cent for Rayleigh waves.
Individual estimates of local phase velocity are highly variable
for different earthquakes, and can be outside the range of expected
values (Fig. 4). However, after averaging estimates at a given station
for many events, noise and any remaining source effects are largely
suppressed. The resulting maps show smooth spatial variations in
velocity, and velocity anomalies with convincing size, strength and
location (Fig. 5).
3.4 Corrected two-station phase measurements
Using the arrival-angle estimates derived in the previous section, we
calculate corrected two-station phase measurements for interstation
distances greater than 100 km. As for the uncorrected two-station
measurements,we requireβc, the angle between the interstation path
and the backazimuth corresponding to the average arrival angle for
the station pair (see Fig. 1b), to be less than or equal to 5◦, and the
1 per cent of the data that lies farthest from the average corrected
two-station phase velocity is discarded to remove outliers.
The arrival angle used to make the phase correction corresponds
to the midpoint between apparent source locations for the two sta-
tions. In some instances, the apparent source locations, and corre-
sponding arrival angles, are nearly equivalent for the two stations,
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Figure 4. Local best-fit phase velocity results for 50-s Rayleigh waves for a
single event located in Tonga. Measurements were made using a mini array
with 1◦ radius.
consistent with the energy propagating along a simple path andmost
refraction occurring outside the array. In other cases, the apparent
source locations and arrival angles at the two stations are differ-
ent, suggesting that refraction has taken place near the interstation
path. Examining two interstation paths with many measurements
(Fig. 6a), we find that, for the shorter inter-station distance, the dif-
ference in arrival angle for a single event at the two stations usually
is small, with most values less than 3◦. For the longer interstation
path, the difference in arrival angle is typically larger, shown by
the wider distribution of values. This is partially explained by ge-
ometrical differences in the two stations’ orientations with respect
to the source, but is also compatible with the notion that waves
travelling longer interstation paths are more likely to encounter ve-
locity gradients, resulting in larger arrival-angle variations for the
station pair. This observed pattern is representative of the full data
set, as illustrated in Fig. 6b. We choose to reduce our data set by
selecting the median value of the two-station phase estimates for
each interstation path with multiple measurements.
3.5 Data uncertainties
An advantage of two-station methods over one-station methods is
that several sources of uncertainty in the phase measurement are
cancelled. One-station measurements depend on the accuracy of
the source location and focal mechanism, and phase anomalies
reflect variations from the entire source-station path. Two-station
measurements do not depend on these factors, and so the final
datum should have a smaller associated uncertainty.
For each period andwave type for both our baseline and corrected
data sets, we calculate the data uncertainty parameter σ using the
variations in observed phase on a given interstation path with multi-
ple measurements. We compute the difference in phase between all
two-station phase measurements on that single path. These phase
differences are compiled for all interstation paths with multiple
Figure 5. Median local phase velocity estimates at each station location for Love waves (top) and Rayleigh waves (bottom) at 25-, 50- and 100-s period.
Symbol at each station represents the median value for all estimates meeting the misfit criteria.
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Figure 6. Difference in estimated arrival angle at two stations recording
the same earthquake and satisfying the criteria for the two-station phase
measurements. Arrival-angle measurements were made on 50-s Rayleigh
waves, using a 1◦ mini array. All figures are bar graphs folded about zero,
shown as per cent of the available data. (a) Top left shows results for a single,
shorter (248 km) interstation path with measurements from 68 different
events. Top right shows results for a single, longer (847 km) interstation
path, with measurements from 54 events. (b) Bottom graphs show results
for all interstation path lengths between 100 and 350 km (left) and 750 and
1000 km (right).
Figure 7. Distribution of the differences in phase between multiple two-
station phase measurements from the same interstation path, for 50-s
Rayleigh waves. Number of measurements shown in millions. The stan-
dard deviation of this distribution is two times the standard deviation of the
distribution of errors in two-station phase measurements.
observations, resulting in a distribution with a mean of zero (Fig. 7).
For uncorrelated errors, this distribution of phase differences is ex-
pected to have a standard deviation of two times the uncertainty in
a single two-station phase measurement, or 2σ (e.g. Ekstro¨m et al.
1997). Calculated values of σ are listed in Table 2. As noted by
Ekstro¨m et al. (1997), this estimate excludes the uncertainty re-
sulting from systematic errors, and hence should be considered a
minimum estimate.
The two-station uncertainty estimates can be comparedwith those
made by Ekstro¨m (2011) for single-station phase measurements at
the same periods. As expected, the two-station measurements show
lower uncertainty at all periods (Table 2). For Rayleigh waves, the
uncertainty for two-station measurements is smaller by a factor
of 4–8 at all periods. The uncertainties are also smaller for Love
waves, though the differences are not as large: the two-station mea-
surements have uncertainties smaller by only a factor of 2 or less
at most periods, with the greatest reduction at the shortest periods.
The differences in the reduction in uncertainty between Love and
Rayleighwavesmay indicate an important difference in the propaga-
tion behaviour between the two wave types, which in turn affects the
degree to which the two-station method can be successful. One pos-
sible factor may be overtone interference; though overtone contam-
ination is found to be small for single-station measurements made
using the Ekstro¨m et al. (1997) approach (Nettles & Dziewon´ski
2011), it may be large relative to the phase accrued along the shorter
paths used in a two-station method. This effect is discussed fur-
ther in Section 4.4. Here, we conclude that the two-station method
improves upon the single-station method for regional studies.
A comparison between the uncertainties calculated for our base-
line and corrected two-station measurements shows smaller uncer-
tainties for the corrected data set at all periods. At shorter periods,
the corrected uncertainty is smaller by a factor of ∼2, while at long
periods the corrected uncertainty is smaller by a factor of 1.1–1.5.
This reduction in uncertainty is likely due in part to improvements
from the corrected two-station method, and in part to the selection
of a smaller, high-quality data set, which is a result of making the
mini array estimates. The improvements from the method will be
explored further in Section 4.2.
3.6 Inversion
We invert the baseline and corrected two-station phase data sets
separately in order to determine which method gives better results.
After performing trial inversions using the full data set as well as
different subsets of the data, we choose to limit the interstation path
length such that 350 km ≤ XAB ≤ 750 km. This equates to roughly
one-third of the full data set (Table 1). We choose to remove the
longer paths to improve the short-wavelength resolution in our fi-
nal models, and because longer paths increase the possibility that
the wave front will fail to behave as a plane wave and distort the
two-station measurements. We exclude shorter paths because the
measurement errors in phase are larger relative to the propagation
phase, translating to greater uncertainty in phase velocity than for
longer paths. In our inversions, we use the data uncertainties cal-
culated for the full data set, as given in Table 2. The value of the
damping parameter γ is chosen subjectively at each period, with
smoothness being favoured over higher variance reduction. The
same damping parameter is used for inversion of the baseline and
corrected data sets at each period.
This analysis leads to two separate phase velocity models at each
period: the baseline model and the arrival-angle-corrected model.
The variance reduction for all models is given in Table 3 with
respect to a model consisting of the mean-retrieved phase velocity
at each period. The variance reduction for Love waves is low at
longer periods, reflecting variability in the data that cannot be fit
by the model. The variance reduction for Rayleigh waves is high
at all periods, ranging from 77 to 92 per cent. A measure of the
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Table 2. Phase measurement uncertainties.
Love Rayleigh
Period One-station Two-station One-station Two-station
(s) (A) Baseline Corrected (A) Baseline Corrected
25 0.903 0.158 0.078 0.951 0.306 0.132
27 0.757 0.142 0.084 0.833 0.237 0.120
30 0.589 0.132 0.061 0.709 0.179 0.098
32 0.595 0.295 0.153 0.759 0.245 0.133
35 0.477 0.256 0.184 0.648 0.185 0.109
40 0.385 0.213 0.137 0.533 0.144 0.092
45 0.338 0.182 0.123 0.454 0.124 0.084
50 0.403 0.278 0.239 0.569 0.180 0.106
60 0.319 0.231 0.203 0.437 0.135 0.090
75 0.262 0.214 0.198 0.331 0.094 0.070
100 0.215 0.148 0.139 0.250 0.067 0.057
Notes:Estimated uncertainties for single- and two-station phasemeasurements, based on 12
the standard deviation of the distribution of phase differences for multiple measurements
on the same path (two-station) or similar paths (one-station). Two-station measurement
uncertainty reflects quality A data with no arrival-angle corrections (baseline) or with
arrival-angle corrections (corrected). Two-station uncertainties are calculated using all
path lengths greater than 100 km. A sample distribution is shown for two-station phase
measurements of 50-s period Rayleigh waves in Fig. 7. Single-station phase uncertainties
are from Ekstro¨m (2011).
Table 3. Model fits to data.
Love Rayleigh
Period (s) Variance reduction Goodness-of-fit Variance reduction Goodness-of-fit
Baseline Corrected Baseline Corrected Baseline Corrected Baseline Corrected
25 80.92 90.53 2.78 4.70 76.56 86.87 1.76 4.69
27 77.34 88.57 3.79 4.47 79.66 87.73 2.12 4.67
30 79.24 87.72 3.70 9.32 83.50 89.37 2.38 5.08
32 50.26 52.93 2.47 8.06 82.54 88.00 1.34 3.09
35 52.10 53.30 2.52 4.06 86.64 90.60 1.58 3.23
40 50.45 51.83 3.24 6.50 88.95 91.91 1.88 3.39
45 45.88 47.38 4.75 9.40 89.84 92.14 2.02 3.40
50 26.95 27.06 3.63 4.61 87.80 91.63 1.05 2.03
60 25.27 25.76 4.09 5.09 88.26 91.22 1.17 1.97
75 20.75 21.02 4.31 5.03 88.31 90.90 1.27 1.76
100 22.95 22.90 4.05 4.54 84.86 86.57 1.15 1.37
Notes: Variance reduction with respect to a weighted mean model achieved by inversion of the baseline and
corrected data sets for Love and Rayleigh waves at each period. Goodness-of-fit, calculated as the total variance
divided by the weighted number of measurements or χ2/Nwt, is also shown.
The goodness-of-fit achieved ranges from 1.05 to 9.40, with values
closer to 1 beingmore desirable.We discuss and select our preferred
models in the following section.
4 PREFERRED MODELS
4.1 Comparison with local phase velocity models
We have measured local phase velocities in the process of making
mini array arrival-angle estimates, and averaged them over many
events to generate local phase velocity estimates at most stations
(Fig. 5; Section 3.3). These local measurements are based on the
phase information in multiple very short interstation paths within
each mini array. They are, therefore, independent of the models that
result from inversion of our two-station measurements, which all
derive from paths longer than 350 km. We compare the two results
to assist in our assessment of the maps derived from the two-station
measurements.
Local phase velocity estimates are very consistent with the phase
velocity models from inversion of baseline two-station measure-
ments for Rayleigh waves. Evaluating the models at each station
location where we have a median local phase velocity estimate, we
find correlation values of 91–97 per cent. Furthermore, scatter plots
of Rayleigh wave measurements from the two methods fall near
a 1:1 line (Fig. 8), suggesting there is no bias in the mini array
method and independently confirming our inversion results. The
good agreement between the two sets of results also increases our
confidence in the Rayleigh wave arrival-angle estimates from the
mini array approach.
Love wave estimates from the two methods are much less con-
sistent, with correlation values of 32–72 per cent. Love wave scatter
plots at periods of 35 s and longer also show an offset of the mini
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Figure 8. Scatter plots showing the phase velocity for the baseline two-
station model evaluated at each station location versus the estimated local
median phase velocity at each station for Rayleigh waves (top) and Love
waves (bottom) at 25- and 50-s period. Black line shows 1:1 relation.
array measurements to higher phase velocities compared with the
baseline two-station phase velocity model (Fig. 8). This offset may
be due to overtone interference (Section 4.4), or a geometrical effect
of the mini array method. It is possible that the corresponding Love
wave arrival-angle estimates are also affected.We, therefore, choose
not to use the Love wave arrival-angle estimates in this study, and
identify the discrepancy between the two types of results as a topic
for future study. Here, we select the phase velocity maps from the
baseline data set to be our preferred model for Love waves.
4.2 Improvements from arrival-angle corrections
To investigate the extent to which arrival-angle corrections improve
the two-station phase velocitymeasurements forRayleighwaves,we
compare the variance reduction achieved by phase velocity mod-
els derived from the corrected phase measurements with models
derived from baseline uncorrected phase measurements (Table 3).
At all periods, models made with corrected data produce greater
variance reduction. This indicates that the corrected two-station
phase measurements are more self-consistent throughout the study
region than the uncorrectedmeasurements. Values for the goodness-
of-fit (χ 2/Nwt) for the corrected model are generally higher than for
the baseline model, because the uncertainty for the corrected data
set is lower. If we remove the effect of the measurement uncer-
tainty from the goodness-of-fit (eq. 9), we find that the observed
goodness-of-fit from the corrected models is 1.2–1.8 times better
than that from the baseline model.
We also compare the phase measured using waves travelling in
one direction on an interstation path versus measurements made
using waves travelling the opposite direction on the same path. We
use the median for all measurements travelling in one direction,
or from station A to station B, and compare this with the median
phase for all measurements on the same path using waves travelling
from station B to station A (Fig. 9a). Ideally, these reciprocal two-
station measurements would have no directional dependence, since
Figure 9. (a) Example of differences in median phase measurements for
waves travelling in one direction, station A to station B, with the median
phase measurement for waves travelling in the opposite direction, B to A,
for 50-s Rayleigh waves for a single path. Black dots: uncorrected measure-
ments; grey dots: corrected measurements. The scatter from the one-to-one
line (black) is reduced by applying arrival-angle corrections to the measure-
ments. (b) Plot of the standard deviation of the distribution of deviations
from the one-to-one line, as in (a), for Rayleigh waves at all periods for the
full data set. We assume a mean of zero. In all cases, corrections reduce the
differences in reciprocal-path phase.
there are few physical causes of 1–ψ anisotropy for surface waves.
Although reciprocal two-station measurements are well correlated
overall, differences in directional median phase on reciprocal paths
are common. This scatter likely results from several factors, in-
cluding off great circle propagation. This inference is supported by
the effect of arrival-angle corrections on the comparison: corrected
two-station phase velocity measurements show notably less scatter
than uncorrected measurements. We quantify this effect by compar-
ing the distribution of deviations from the ideal one-to-one line for
uncorrected and corrected phase measurements. The standard de-
viations of these distributions for each period and wave type show
a reduction in the spread of deviations for the corrected data set
(Fig. 9b).
Our experiments thus indicate that the arrival-angle correction
improves the two-station measurement for Rayleigh waves. We se-
lect the maps derived from the corrected data as our preferred
Rayleigh wave phase velocity model.
4.3 Phase-velocity maps
Because of the improvements in variance reduction and other quan-
titative measures, we have selected the phase velocity maps from
the corrected data set as our preferred models for Rayleigh waves
(Section 4.2). Based on the likely inconsistencies in the Love wave
arrival-angle estimates, we have selected the baseline models as our
preferred models for Love waves (Section 4.1).
The final models are shown in Figs 10 and 11 for 6 periods
ranging from 25 to 100 s period. The phase velocity is given as
a per cent variation with respect to the model mean. Rayleigh wave
phase velocities range from 3.4 to 4.3 km s−1, while Love wave
phase velocities range from 3.7 to 4.9 km s−1. The wavelength of
anomalies varies with period for both wave types. At 25-s period,
fast to slow variations occur over length scales of a few degrees,
whereas at 100 s, variations occur smoothly over tens of degrees.
At a given period, the pattern of anomalies is similar for Love
and Rayleigh waves, but consistent with expected differences from
the differing sensitivity kernels. The observed anomalies will be
discussed further in Section 5.3.
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Figure 10. Rayleigh wave phase velocity models from two-station phase measurements corrected for arrival angle at 25-, 30-, 40-, 50-, 75- and 100-s period.
The model includes the area with path coverage, expanded by one pixel in each direction. Values are given as a per cent deviation with respect to the model
mean at each period.
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Figure 11. Love wave phase velocity models from two-station phase measurements at 25-, 30-, 40-, 50-, 75- and 100-s period. Baseline phase measurements
were used. The model includes the area with path coverage, expanded by one pixel in each direction. Values are given as a per cent deviation with respect to
the model mean at each period.
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4.4 Sources of error
4.4.1 Ray theory
Many commonly used methods for interpreting phase or traveltime
measurements are based on ray theory, with the observation related
to the intrinsic velocity by a ray path integral. Ray theory is exact
in the limit of infinite frequency, and generally applicable when the
length scale of the heterogeneity is greater than the seismic wave-
length. When this is not the case, the sensitivity of the wave is not
limited to the ray path, but rather includes a broader area surround-
ing it. The limitations of ray theory have been well documented
(e.g. Woodhouse & Girnius 1982; Spetzler et al. 2002; Boschi et al.
2006). The alternative is to include finite-frequency effects, usually
by defining a 2-D or 3-D sensitivity kernel (e.g. Meier et al. 1997;
Yoshizawa & Kennett 2002, 2005; Zhou et al. 2004; Tromp et al.
2005; Peter et al. 2007; Lin & Ritzwoller 2010).
Comparisons of ray theoretical and finite-frequency approaches
have shown that 3-D kernels can provide improvements in pre-
dicting fundamental mode surface wave traveltime anomalies
and recovering small-scale heterogeneity (e.g. Zhou et al. 2005;
Peter et al. 2009). However, accurate 3-D kernels are computation-
ally expensive, and several authors have found that ray theory per-
forms equally well or better than lesser approximations in situations
with dense path coverage and with appropriate regularization (e.g.
Spetzler et al. 2002; Sieminski 2004; Boschi et al. 2006; Trampert
& Spetzler 2006). In light of this, and given the exceptional data
coverage at most periods, we have confined the sensitivity to the
ray path to simplify the calculations. A further simplification used
here, common to two-station methods, involves the assignment of
a phase velocity measured slightly off the interstation path to the
interstation path in the inversion. These limitations are most likely
to affect small-scale structure, and we expect our choice of damping
to help mitigate such effects in the models we present here.
4.4.2 Plane wave assumption
A premise of many array-based measurements is that the wavefield
can be approximated locally as a plane wave, even when the wave
front is distorted on a larger scale moving through a heterogeneous
earth. This is a commonly accepted assumption for teleseismic
studies using arrays covering a small area. Even for such situations,
however, Wielandt (1993) noted biases in phase measurements in-
troduced by non-planar wavefield geometries.
The spatial variation in arrival angles we observe for a single
event at many different stations is likely related to the effects of
a non-planar wavefield. By correcting the two-station geometry
using the arrival angles, we remove much, but probably not all, of
the error resulting from such wavefield distortions. These errors are
likely largest for a station pair with very different arrival angles,
indicating scattering along the interstation path. At the shortest
periods used in this study, the observed arrival angles increase in
amplitude, suggesting that we may be approaching the limit of the
plane wave assumption at these periods.
4.4.3 Overtones
Several authors have shown that overtones can affect the single-
station phase measurement method, but with a sufficient distri-
bution of sources and path lengths, the effect is not systematic
(Boore 1969; Forsyth 1975; Nakanishi & Anderson 1983; Nettles
& Dziewon´ski 2011). It is not well known how overtones might
influence multiple-station methods such as the two-station and mini
array methods used here, though some investigations have been
made regarding short-period and active-source data (e.g. Forbriger
2003; Kimman et al. 2011). Due to the similar fundamental mode
and overtone group velocities of Love waves, contamination of
fundamental mode phase measurements is a more serious concern
for this wave type (e.g. Nettles & Dziewon´ski 2011). We have al-
ready mentioned overtone contamination as a possible explanation
for the smaller reduction in uncertainty for two-station phase mea-
surements compared to single-station phase measurements for Love
waves, and for the spuriously high local mini array phase velocity
estimates for Lovewaves. By using the broad path distribution of the
TA, a large and globally distributed number of earthquake sources,
and not using the Love wave arrival-angle estimates, we believe that
the phase velocity models presented here are not strongly affected
by overtone interference.
4.4.4 Anisotropy
Surface wave azimuthal anisotropy has been observed in the West-
ern United States, with average strengths of approximately 1–
2 per cent in the period range we discuss here (e.g. Marone &
Romanowicz 2007; Beghein et al. 2010). However, we expect the
azimuthal averaging that is part of our inversion to reduce the effect
of azimuthal anisotropy, particularly given the excellent azimuthal
coverage afforded by the TA. The high correlation between the pre-
ferred models and the mini array results, which should be affected
by anisotropy in different ways, suggests that the azimuthal aver-
aging has the expected effect. This high correlation is especially
indicative for Rayleigh waves, which normally show the strongest
azimuthal signal.
5 D ISCUSS ION
5.1 Effect of arrival-angle corrections
In this study, we find that estimated arrival angles at each period
span the allowed range from −15◦ to +15◦, with generally larger
angles at shorter periods. Locally, the difference in estimated phase
velocity resulting from corrections for arrival angle can be up to
4 per cent with respect to the model mean, although most values fall
in the range 0–1 per cent. These differences are similar to previous
observations: Alsina et al. (1993) used a wave front reconstruction
method similar to our mini array method, and found that typical
deviations for a wave travelling a largely oceanic path before cross-
ing the European continental margin were no greater than ∼8◦ at
15–100 s period, resulting in an error in interstation phase velocity
of less than 1 per cent.
The change in the Rayleigh wave velocity models due to arrival-
angle corrections is illustrated in Fig. 12, where the left column is
themodel derived frombaseline (uncorrected) phasemeasurements,
the middle column is the model derived from corrected phase mea-
surements and the right column is the difference. The values shown
indicate the change in velocity due to the arrival-angle corrections
as a per cent of the mean velocity of the two models for each pe-
riod: blue indicates the corrected model is faster than the baseline,
while red indicates the corrected model is slower. At all periods,
70–75 per cent of the pixels show a change to slower velocities.
For Rayleigh waves at short periods (25 s), the changes to the
velocitymodel resulting from the corrections are concentrated along
the West Coast, where the ocean–continent transition crossed by
all waves with sources in the southwest, west and north Pacific
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Figure 12. Rayleigh wave phase velocity models from baseline two-station phase measurements (left), and models from phase measurements corrected for
arrival angle (middle) at 25-, 50- and 100-s period, top to bottom. Phase velocity values are shown in the area with path coverage, expanded by one pixel in
each direction. Right column shows the difference between the two models (corrected minus baseline) as a per cent of the average velocity of the two models.
is expected to cause large deviations. For longer period Rayleigh
wave models, 50–100 s, the changes in velocity are smaller and
more diffusely distributed across the Western United States, likely
reflecting the reduced sensitivity of these waves to the relatively
large velocity variations in structure at shallower depths, and their
larger sensitivity to greater depths, where velocity variations are
expected to be weaker.
We expect that Love wave phase velocity models would be simi-
larly affected by arrival-angle corrections. This would likely mean
changes in velocity of several per cent, with larger changes at shorter
periods and concentrated near theWest Coast. As with the Rayleigh
wavemodels, wewould not expect arrival-angle corrections to affect
the first-order features in the Love wave phase velocity maps.
5.2 Comparison with published models
Western North America has been well studied by seismic tomogra-
phy, both in the context of global models and in higher resolution
regional studies.We compare our phase velocity models with earlier
results, to note features that are consistent across models and wave-
lengths, and those that provide new information. Here, we compare
our study with results from three published models (Fig. 13).
The first comparison is with the combination of a global radi-
ally anisotropic mantle velocity model, S362ANI (Kustowski et al.
2008), and a global crustal model, CRUST 2.0 (Bassin et al. 2000).
These models are often used together to predict velocities or seis-
mograms when the effects of global 3-D structure are desired (e.g.
Tromp et al. 2010). S362ANI was developed in a ray theoretical
framework using teleseismic body-wave traveltimes, fundamental
mode surface wave measurements and overtone data from wave-
form inversions. CRUST 2.0 was developed by compiling seismic
data on crustal thickness, velocity and density, averaged globally for
similar geological and tectonic settings. These measurements were
combined with published ice and sediment thicknesses to create
a collection of 1-D crustal profiles. Each 2◦ × 2◦ grid cell is as-
signed one such profile, composed of ice, water, soft sediments, hard
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Figure 13. Comparison between this study (left) and published studies (right). Top: 50-s Rayleigh wave model from this study and the phase velocity model
derived from S362ANI and CRUST 2.0 (sampled at 2◦ × 2◦ pixels). Middle: 50-s Love wave model from this study and the phase velocity model associated
with the study of Nettles and Dziewon´ski (2008; sampled at 1◦ × 1◦ pixels). Bottom: 32-s Rayleigh wave model from this study and from the University of
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sediments and upper, middle and lower crust. We calculate phase
velocities from these models using local depth profiles. An example
is shown in the top row of Fig. 13, for Rayleigh waves at 50 s. We
find that the long-wavelength structure from the global model is
also well recovered in our model; however, there are notable differ-
ences at the pixel scale. These differences are primarily due to the
lack of spatial resolution of mantle structure in the global model.
A good example of this is the Yellowstone hotspot, a strong, short-
wavelength, slow mantle feature that is not resolved in S362ANI.
Short-wavelength structure in the global phase velocity map orig-
inates from CRUST 2.0. The correlation between the two models
shown is 86.5 per cent. Similar correlations are found for both Love
and Rayleigh waves at periods of 50 s or longer. At periods shorter
than 50 s, the phase velocity structure in the two models is different,
owing to the lack of smaller scale structure in the global model.
The second comparison study, that of Nettles & Dziewon´ski
(2008, ND2008), finds the radially anisotropic shear velocity struc-
ture of North America with a resolution of a few hundred kilometres
while simultaneously inverting for lower resolution global structure.
This focused study with variable resolution provides improved con-
straints on continental-scale structure over a low-resolution global
study. The associated phase velocity map for 50-s Love waves
(Nettles 2005) is compared with our results in Fig. 13. We find
that the long-wavelength signal present in ND2008 is captured by
our regional study, with increased detail in the extent and magni-
tudes of the anomalies in our maps. This is particularly apparent in
the Basin and Range, where we observe a ring of slow velocities
enclosing the Basin and Range in our study, but a broad, lower am-
plitude low-velocity anomaly is seen in ND2008. The correlation
value is 86.5 per cent. Analogous effects are observed at other pe-
riods and for Rayleigh wave phase-velocity maps, with correlation
values ranging from 77 per cent for 35-s Love waves to 91 per cent
for 50-s Rayleigh waves.
The third study we use for comparison is a regional phase veloc-
ity model derived using USArray TA data by Lin et al. (2009). This
study uses the method of Eikonal tomography, in which recordings
of ambient seismic noise are cross-correlated to compute the empir-
ical Green’s function and phase traveltimes (Lin et al. 2008). These
measurements are interpolated to form a phase traveltime surface
on a 0.2◦ × 0.2◦ grid, which is then related to the local phase speed
and direction of wave propagation using the Eikonal equation. In
comparing our 32-s Rayleigh wave models (Fig. 13), we see that
the two models are highly consistent despite the lower resolution
in our study (0.5◦ × 0.5◦), with correlation values of 89.4 per cent,
calculated using the models sampled at the centre of every pixel of
Lin et al. (2009). Differences arise where Lin et al. (2009) resolve
very short-wavelength features, on the order of the station spacing
(70 km). The strength of the heterogeneity is also very similar be-
tween the models. Many velocity anomalies, such as the one located
near the Rio Grande Rift (Fig. 14), show very little difference. The
largest differences in strength of velocity anomalies, such as at Yel-
lowstone hotspot, are less than 0.1 km s−1. At shorter periods, the
phase velocity maps show similar correlations of 88–90 per cent,
and higher correlations are found with the longer periods models of
Lin & Ritzwoller (2011), derived using Helmholtz tomography.
In all cases, the study with higher resolution has a slightly larger
velocity range, as might be expected, but the differences in the
strength of heterogeneity are small. Based on these comparisons,
recent global and regional models of the Western United States are
overall consistent, with the regional models and TA data provid-
ing additional information on short-wavelength structure. Regional
results from different methods are also quite consistent, bringing
the seismological community close to obtaining a consensus on
Rayleighwave phase velocity structure in theWesternUnited States.
Very few Love wave models from TA data have been published; the
Love wave results from this study help fill the knowledge gap for
smaller scale Love wave phase velocity structure of the Western
United States.
5.3 Geological features
Surface waves are sensitive to intrinsic velocity structure over a
range of depths. For this reason, anomalies cannot be interpreted
directly in terms of heterogeneity at depth. However, many anoma-
lies colocate with geological features (Fig. 14) in the depth range
of their maximum sensitivity.
For example, in the 25-s Rayleigh wave phase velocity model
(Fig. 10), phase velocities are mainly representative of lower crustal
and uppermost mantle velocity structure. Slow anomalies are colo-
cated with the Yellowstone hotspot and the Snake River Plain, as
well as in the vicinity of the High Lava Plains. Slow anomalies
are also associated with the edges of the Basin and Range exten-
sional province, notably along the western edge adjacent to the
Sierra Nevada mountain range, and the eastern edge, extending
through the Wasatch Front and the transition to the western Col-
orado Plateau. These areas are the most seismically active portions
of the Basin and Range (Pancha et al. 2006). In the northern Basin
and Range, two small high-velocity anomalies appear in the same
location as areas of thinned crust (Klemperer et al. 1986). On the
eastern edge of the Colorado Plateau, slow anomalies are located
along the northern Rio Grande Rift, extending northward beneath
the Rocky Mountains in Colorado, possibly reflecting the velocity
contrast between the deeper crustal root of the Rockies and nearby
upper-mantle velocities.
There does not appear to be a coherent velocity anomaly that
can be associated with the subduction of the Juan de Fuca Plate
in Cascadia; instead, we see a moderately low-velocity anomaly at
approximately 47◦N, flanked by average velocities to the south and
north. This is consistent with a regional shear wave velocity study,
that finds low velocities extending to the east at 47◦N at shallow
depths, 4–16 km, underlain by faster material presumed to be the
Juan de Fuca slab (Calkins et al. 2011). These features are adjacent
to a high-velocity anomaly colocated with the Columbia River flood
basalts to the east in Washington state.
Fast anomalies are observed in the Great Valley region, which
has been interpreted as fast oceanic crust (Godfrey et al. 1997),
and along the southwestern edge of the study region, which com-
prises the southern Basin and Range and northern tip of the Gulf
of California. The thinned crust in this region may contribute to the
fast velocity anomaly (Lewis et al. 2001). Finally, the entire eastern
edge of the study area shows high velocities, likely representing the
western edge of the North American craton.
At 50-s period, slow Rayleigh wave anomalies cover the extent
of the Basin and Range, an area characterized by medium-to-high
heat flow (Lysak 1992). The strongest slow anomalies align with the
Yellowstone hotspot, the Snake River Plain, the High Lava Plains
and the Rio Grande Rift. At this period, Rayleigh waves are primar-
ily sensitive to the upper mantle, and any reduced velocity signal
from the root of the Rocky Mountains is no longer apparent. Fast
regions are located along the eastern edge of the study area, follow-
ing the edge of the craton. At 100-s period, which corresponds to
a maximum sensitivity at approximately 150-km depth, the domi-
nant contrast is between slow velocities in the non-cratonic Western
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Figure 14. Topographic map showing major geological provinces: Coast Range, Cascade Ranges, Columbia Plateau flood basalts, HLP and NW B&R (High
Lava Plains and Northwest Basin and Range), SRP (Snake River Plain), YS (Yellowstone), NE B&R (Northeast Basin and Range), Rocky Mountains, Great
Plains, RGR (Rio Grande Rift), Colorado Plateau, WF (Wasatch Front), Southern Basin and Range, Great Basin and Northern Basin and Range, Sierra Nevada,
Great Valley. Topography from GeoMapApp; geological provinces after Simpson & Anders (1992).
United States and fast velocities in the craton to the east. The ex-
ception to this first-order trend is the moderate velocities observed
beneath the Columbia River flood basalt province.
Love wave phase velocities provide a different perspective on
the velocity structure, with greater sensitivity to crustal structure
at all periods. At short periods (25–35 s), many of the same fea-
tures discussed in the Rayleigh wave models are observed. The
strongest low-velocity anomaly is located in the northern Rio
Grande Rift/southern Rocky Mountain region. Slow anomalies are
present in the area of the Yellowstone hotspot and ringing the Basin
and Range. Fast anomalies are observed in the Columbia River flood
basalts and the northeastern portion of the study area. There is a fast
anomaly in the southwestern region of the study area adjacent to the
Gulf of California, which may correspond to the aforementioned
region of thinned crust. And finally, a slow anomaly on the Gulf
Coast of Texas is prominent in the Love wave models, likely caused
by the thick sediments there (McGookey 1975).
The 50-s period Love wave model is very similar to the 25-
s Rayleigh wave model. Slow anomalies are colocated with the
Colorado Plateau, possibly reflecting the thicker crust underlying
this geological feature (Zandt et al. 1995). Slow anomalies are also
observed in the regions of the Snake River Plain, High Lava Plains
and around the edges of the Basin and Range, including the Sierra
Nevada. Fast anomalies are again found near the Gulf of California,
the eastern edge of the study area and the northern Cascades.
At 100-s period, Love wave phase velocity anomalies map
the transition between the Basin and Range and cratonic North
America even more sharply than the Rayleigh wave anomalies
do. The slowest velocities are found along the Rio Grande Rift,
Colorado Plateau and in the northern Basin and Range. The fast
anomaly observed in the northern Cascades at 50 s persists at 100 s,
suggesting that it may be associated with the subducted Juan de
Fuca Plate.
6 CONCLUS IONS
A two-station phase velocity measurement method that accounts for
arrival-angle variations is described and tested using USArray data
for the Western United States. This method cancels some sources
of data uncertainty associated with the single-station method, and,
therefore, makes possible investigations of smaller phase delay
signals. The two-station observations are used to map Love and
Rayleigh wave phase velocities between 25 and 100 s at a uniform
resolution of approximately 200 kmacross theTA footprint. Arrival-
angle corrections have modest, but systematic, effects on the final
Rayleigh wave maps, and lead to an increase in the reduction of
variance, reflecting more consistency in the measurements.
Analysis of the Love wave data is more challenging. The original
single-station data set is smaller owing to higher noise levels on the
horizontal components. In addition, the reduction in measurement
uncertainty associatedwith construction of two-station observations
is smaller than that seen for Rayleigh waves. Local phase velocity
estimates for Love waves are unusually high in comparison with
two-station phase velocity estimates. We speculate that the effect of
overtone interference is exacerbated by the mini array measurement
method. As a result, we choose not to apply the arrival-angle cor-
rections to the Love wave measurements until undertaking further
study of these effects.
Despite these difficulties, the preferred phase velocity mod-
els for both Love and Rayleigh waves are well constrained and
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provide good fits to the data. This is due in large part to the grid of
the TA, which allows for even path coverage, in both area and the
range of path lengths, and effective azimuthal averaging. In addi-
tion, the dense nature of the grid allows the calculation of arrival-
angle estimates and associated local phase velocity measurements,
which provide independent information in addition to their utility in
correcting the two-station measurements. The final phase velocity
models contain anomalies that compare well with both geologi-
cal features and with other published studies of the Western United
States. The Love and Rayleigh wave phase velocity maps developed
here provide constraints for future studies of the radially anisotropic
3-D structure of North America.
The data and the models presented in this study are available at:
www.ldeo.columbia.edu/∼afoster/research.html (last accessed 21
November 2013).
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