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Abstract
Given a countable set of sites and a collection of flip rates at each site,
we give a sufficient condition on the long-range dependancies of the flip rates
ensuring the well-definedness of the corresponding spin system. This hypothesis
has already been widely used ([1], [2], [3], [4]) but our construction brings a new
insight to understand why it is natural.
The process is first constructed as a limit of finite spin systems. Then we
identify its generator and give a simple criterion for a measure to be invariant
with respect to it.
In this paper we propose a new construction of a class of Markov processes,
called spin systems, taking values in a configuration space X = {0, 1}V where V is a
countable set whose elements are called sites. For these processes the dynamics are
such that when a transition occurs only one coordinate is allowed to change, and for
an initial configuration η the coordinate η(v) flips at some rate denoted by cv(η).
By this we mean that when t→ 0, we require that
Pη
(
state at site v at time t is 1− η(v)
)
= cv(η)t+ o(t).
Thus the dynamics are governed by a family
c = (cv(η), v ∈ V, η ∈ X)
of nonnegative real numbers called flip rates. The content of this paper could be
generalized in two possible directions: we could allow each coordinate to take values
in some countable set, taking for instance X = ZV , and we could also consider tran-
sitions that may affect the states of a finite (but bounded) number of sites instead of
affecting just one site. However these two extensions could be treated with a tech-
nique similar to the one presented here, and this would complicate the notations
without making the problem more interesting.
The problem of defining in a satisfactory way this class of processes is not recent.
Liggett, in [4] and later in [5] (Chapter 1), gave a quite general solution using an ap-
proach based on the Hille-Yosida theorem. In [1] and [3] the problem was considered
in terms of the well-posedness of the corresponding martingale problem. For each
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of these approaches it turns out to be necessary to require good conditions for the
family of flip rates c, that loosely speaking must ensure that cv(η) depends on the
coordinates η(w) in a “sufficiently decreasing” way as w goes to infinity. This corre-
sponds to our condition (H2), which already appeared in various papers, including
[1] (condition 4.10), [2] (condition 14), [3] (condition 4.6) and [4] (condition 1.6).
The main purpose of this paper is to give an intuitive explanation of (H2) and si-
multaneously provide a quite general construction based on elementary probabilistic
tools. In this regard, our construction is in the same spirit as Harris’ in [6] but
we do not require a finite range interaction. We show that when it is satisfied a
certain countable state Markov process is non-explosive. This implies that there is
no influence coming from infinity at a given site in finite time. Heuristically, the
main idea here is that in order to know the state ξηt (v) of our spin system at site v
and time t starting from some configuration η at time 0, one has to know η(w) for
a certain (random) set E of sites w. The interpretation of (H2) given in this paper
is that it yields the appropriate control over the long range dependancies of cv(η)
for E to remain almost surely finite, so actually the fact of “freezing” all the sites
outside a finite box has no influence on the value of ξηt (v) provided that this box is
big enough. This is the program of Section 1 that leads to the limit process of finite
spin systems. Section 2 is dedicated to make the link between this limit process
and the Markov pregenerator associated to c. It is of practical importance, given a
construction of some process, to have a characterisation of its invariant measures.
This is also done in Section 2.
1 Coupling and existence of the limit process
The space X = {0, 1}V being endowed with its product topology, we recall that X
is a metrizable compact space. Any element η of X is canonically identified with a
function η : V → {0, 1}, and with the subset {v ∈ V : η(v) = 1} of V . The sites
are denoted by Latin letters such as v,w and the configurations by Greek letters
such as ξ, ζ, η or χ. Let X ′ = {η ∈ X : Card(η) < +∞}, where Card(η) denotes
the cardinality of η, and for any η ∈ X and v ∈ V let ηv be the configuration that
coincides with η everywhere off v but not at v:
ηv(w) =
{
η(w), if w 6= v,
1− η(v), if w = v.
Let us write 1W for the configuration such that 1W (v) = 1 if v ∈W and 0 otherwise.
From now on we fix a collection of flip rates c = (cv(η), v ∈ V, η ∈ X), and we
assume that each cv is a continuous function on X. For any pair (w, v) ∈ V
2 of sites,
with w 6= v, let
a(w, v) = sup
η∈X
|cv(η)− cv(η
w)|,
and let a(w,w) = 0. One may think of a(w, v) as a measure of the maximal influence
of the state at site w on the flip rate at site v. By the continuity of cv it is clear that
whenever two configurations η1 and η2 coincide on some subset W of V we have
|cv(η1)− cv(η2)| ≤
∑
w∈W c
a(w, v). (1)
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We introduce the notation a(w, v) = a(v,w). Throughout this paper we will assume
that the flip rates are bounded:
C = sup
v∈V,η∈X
cv(η) < +∞, (H1)
and that there exists a family (λv, v ∈ V ) bounded away from 0:
λ = inf
v∈V
λv > 0,
such that
A = sup
v∈V
∑
w 6=v
λw
λv
a(w, v) < +∞. (H2)
As already mentioned, various papers already used the last assumption but we point
out that a slightly stronger version of (H2) is stressed in [4] and [3] where only the
special case λv = 1 is considered. As we said the interest of our construction is
to enlighten the natural aspect of (H2), using essentially coupling methods and a
duality relation between two processes. To sum up our strategy, we first define a
process by letting evolve only the coordinates lying in a finite box Vn ⊂ V , then we
let this box grow to V , and finally we prove that the obtained sequence of processes
converges. Our Theorem 1 makes all of this possible with a graphical construction.
Before explaining how to obtain a spin system, let us begin by defining finite spin
systems. These are simple Markov jump processes on a finite set of configurations.
Definition 1. Let η ∈ X and W be a finite subset of V . We say that a process
ξ = (ξt, t ≥ 0) is a (η,W, c)-finite spin system if it is a Markov process on X
W
η =
{θ ∈ X : θ W c = η W c} such that
• ξ0 = η;
• for any θ, θ′ ∈ XWη , its jump rate from θ to θ
′ is cv(θ) if θ
′ = θv for some
v ∈W , and 0 otherwise.
We denote by Pη,W the law of such a process and Eη,W the expectation under that
law. When we will use these notations we will continue to denote by ξt the value of
the process at time t.
Let us choose an increasing sequence (Vn, n ≥ 1) of finite boxes such that
∪n≥1Vn = V . We want to describe what happens to a (η, Vn, c)-finite spin system
when n goes to ∞.
We now turn to the definition of another class of Markov processes, called invasion
processes, that we will use as a tool to control the effect of changing one of the
parameters η or W on the evolution of our finite spin system.
Let W ⊂ V and α = (α(w, v), w 6= v) be a family of nonnegative numbers. Later,
the role of α will be played by a or a. The principle is that for each pair (x, y) of
sites, we place independently arrows from x to y at the jump times of a Poisson
process, and we decide that the 1’s spread using these arrows. More precisely we
consider a family of mutually independant Poisson processes (Px,y, x 6= y), Px,y
having the intensity α(x, y), and we define a (random) oriented graph G on the set
V × R+ deciding that
(
(x, s), (y, t)
)
is an edge if either x = y and s ≤ t, or s = t
3
and s is a jump time of Px,y. Let {(w, s) →G (v, t)} be the event that there is a
path from (w, s) to (v, t) in G (i.e. a finite sequence of arrows at increasing times
starting from w and leading to v).
Definition 2. Let PW,α be the law of the process (ζt, t ≥ 0) on X defined by
ζt(v) = 1⇔ ∃w ∈W, (w, 0) →G (v, t),
and EW,α the expectation under that law. When we will use these notations we will
continue to denote by ζt the value of the process at time t. If the law of some process
is PW,α then we call it a (W,α)-invasion process. If W = {w} with v ∈ V we simply
write Pw,α.
It is clear from its definition that the invasion process possesses a monotonicity
property w.r.t. the parameter α, namely if α and α˜ are such that for w 6= v, α(w, v) ≤
α˜(w, v), then a simple coupling argument shows that for any measurable, positive
function f on X which is increasing w.r.t. the canonical partial order on X, we have
EW,α[f(ζt)] ≤ EW,α˜[f(ζt)]. (2)
Let us define
γα(v, χ) = (1− χ(v))
∑
w 6=v
α(w, v)χ(w),
gα(χ) =
∑
v∈V
λvγα(v, χ).
Note that for α = a we have γa(v, χ) ≤ λ
−1λv
∑
w 6=v λ
−1
v λwa(w, v), so
γa(v, χ) ≤ λ
−1λvA. (3)
We also define the function
q(χ) =
∑
v∈V
λvχ(v), χ ∈ X.
Note that if we take the weights λv = 1 then q(χ) is the cardinality of χ. Now we
give a simple description of the invasion process in two special cases: first, when we
start with a finite number of 0’s, and then when we start with a 1 at some site and
0’s at all the other sites. In this paper we will only use these two initial conditions.
Proposition 1. (i) Suppose W c is finite. Under PW,a, (ζt, t ≥ 0) is a Markov
process on the finite set XW = {χ ∈ X : χ W = 1}, starting from ζ0 = 1W .
Moreover, while in the configuration χ, the site v flips at rate γa(v, χ).
(ii) Suppose now that W = {w} and (H2) is fulfilled. Then
Ew,a[q(ζt)] ≤ λwe
At, (4)
A being the constant which appears in (H2). In particular under Pw,a, (ζt, t ≥
0) is non-explosive in the sense that Pw,a(Card(ζt) < +∞) = 1, and (ζt, t ≥ 0)
is a Markov process taking its values in the countable set X ′, starting from
ζ0 = 1w. Moreover, while in the configuration χ, the site v flips at a rate
γa(v, χ).
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Proof. In both cases the Markovian character of (ζt, t ≥ 0) follows from the fact that
Poisson processes have stationary independent increments.
To calculate the flip rates in the first case, just note that for an initial configuration
χ with χ(v) = 0, the coordinate ζt(v) flips if one of the Pw,v (with χ(w) = 1)
jumps. The result follows from the fact that
∑
w:χ(w)=1 Pw,v is a Poisson process
with intensity γα(v, χ).
For the second claim, first consider
an(x, y) =
{
a(x, y), if x, y ∈ Vn,
0, otherwise;
(5)
and an(x, y) = an(y, x). Let un(t) = Ew,an [q(ζt)]. On one hand, a simple calculation
using (H2) shows that gan(χ) ≤ Aq(χ). On the other hand under Pw,an , (ζt, t ≥ 0)
takes its values in a finite state space so the following formula is easy to obtain:
Ew,an [q(ζt+h)|ζt] = q(ζt) + gan(ζt)h+ o(h).
Taking the expectation in this formula provides
lim
h→0
un(t+ h)− un(t)
h
= Ew,an [gan(ζt)] ≤ Aun(t).
Thus Gro¨nwall’s lemma together with un(0) = λw give the inequality un(t) ≤ λwe
At.
Now in order to complete the proof we describe a coupling of some processes (ζn, n ≥
1) and ζ where ζn is a (w, an)-invasion process, ζ is a (w, a)-invasion process, and
ζnt (v) is an increasing sequence that converges to ζt(v). To do this, we consider the
above Poissonian construction and define ζn just like ζ except that ζn only uses Px,y
with x, y ∈ Vn. More precisely we decide that ((x, s), (y, t)) is an edge of the graph
Gn if either x = y and s ≤ t, or s = t, x, y ∈ Vn and s is a jump time of Px,y. Then
we define ζnt by
ζnt (v) = 1⇔ (w, 0) →Gn (v, t).
Any given path of G is also a path of Gn as soon as Vn is big enough to contain all
the sites of the path. Consequently ζt(v) is the increasing limit as n→∞ of ζ
n
t (v).
By the monotone convergence theorem, we then have Ew,a[q(ζt)] = limn→∞ un(t).
Therefore the bound given for un(t) still holds for Ew,a[q(ζt)].
Since ζt does not explode, it is a jump process on a countable set. Therefore we can
conclude as in the case where W c is finite to determine the flip rates.
We point out that the above proof highlights the natural aspect of the assump-
tion (H2). Indeed, if we take λv = 1 for simplicity, (H2) exactly ensures that the
invasion process with parameter a is non-explosive, by making it grow slower than
a continuous-time branching process with intensity A. This point will turn out to
be crucial in Corollary 1 below.
Now the following assertion establishes a duality between the invasion process with
parameter a and the one with parameter a.
Proposition 2. Let v ∈ V and W ⊂ V . Then
PW,a(ζt(v) = 1) = Pv,a(∃w ∈W, ζt(w) = 1). (6)
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Proof. Let t ≥ 0, and for s ≤ t let P˜x,y(s) = Py,x(t) − Py,x(t− s). Clearly P˜x,y is a
Poisson process on the time interval [0, t] with intensity a(y, x), and the processes
(P˜x,y, x 6= y) are mutually independant since the processes (Px,y, x 6= y) are. We
define another graph G˜ on V × [0, t] in the same way as G, but using P˜x,y instead
of Px,y. Equation (6) then follows from the equivalence
(w, 0)→G (v, t)⇔ (v, 0) →G˜ (w, t).
We now turn to the main result of this section.
Theorem 1. Let n ≥ 1 and η ∈ X. There exists a coupling of processes (ξη,n, η ∈
X,n ≥ 1) and (ζn, n ≥ 1) such that
(i) ξη,n is a (η, Vn, c)-finite spin system,
(ii) ζn is a (V cn , a)-invasion process,
(iii) for any t ≥ 0 and v ∈ Vn, we have
{ζnt (v) = 0} ⊂ {∀k ≥ n, ξ
η,n
t (v) = ξ
η,k
t (v)}.
Proof. As we announced, we are going to create a common graphical construction
to build all the finite spin systems in the same probability space. Not surprisingly,
our main ingredients will be a family (Nv, v ∈ V ) of independent Poisson processes,
Nv having intensity C + Aλ
−1λv, and a family (Uv,i, v ∈ V, i ≥ 1) of independent
random variables, Uv,i being uniformly distributed over the interval [0, C+Aλ
−1λv].
They are all defined on some appropriate probability space (Ω,F ,P), and the expec-
tation under P is denoted by E. For any n ≥ 1 we consider Nn =
∑
v∈Vn
Nv. Almost
surely the jumps of Nn are distinct and have no accumulation point, so there exists
a strictly increasing sequence (tj, j ≥ 1) such that the jumps of N
n are the tj, j ≥ 1.
Let vj be the site of Vn such that Nvj (tj)−Nvj (t
−
j ) = 1, and uj = Uvj ,Nvj (tj ).
We then define ξη,nt on each interval of time [tj , tj+1) by induction:
• for t ∈ [0, t1), ξ
η,n
t = η;
• for t ∈ [tj , tj+1), ξ
η,n
t =


(
ξ
η,n
tj−1
)vj
, if uj < cvj (ξ
η,n
tj−1
),
ξ
η,n
tj−1
, otherwise.
We also define ζn by induction, using the same Poisson processes:
• for t ∈ [0, t1), ζ
n
t = 1V cn ;
• for t ∈ [tj , tj+1), let
ζnt =


(
ζntj−1
)vj
, if ζntj−1(vj) = 0, and A
n
j ≤ uj ≤ A
n
j + γa(vj , ζ
n
tj−1
),
ζntj−1 , otherwise;
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where Anj = infk≥n cvj (ξ
η,k
tj−1
). We recall that γa(vj , ζ
n
tj−1
) =
∑
w 6=vj
a(w, vj)ζ
n
tj−1
(w)
when ζntj−1(vj) = 0.
It again follows from the properties of Poisson processes that each process ξη,n and
ζn has the Markov property. Moreover the flip rates are the ones required. Indeed,
for each of these processes the flip rate of one coordinate is given by the length of
the interval to which we ask uj to belong for this coordinate to flip, since in our
construction this interval is always contained in [0, C + Aλ−1λvj ] (see (3)). Just
observe then that this length has been chosen properly to make the processes have
the correct distribution.
Let us show (iii) by induction. With the convention t0 = 0 we have to show that for
any j ≥ 0 and v ∈ V ,
{ζntj (v) = 0} ⊂ {∀k ≥ n, ξ
η,n
tj
(v) = ξη,ktj (v)}. (7)
The case j = 0 is a consequence of the definition of the processes. Let us assume that
(7) is fulfilled for some j ≥ 0 and suppose that ζntj (vj+1) = 0 (or else the conclusion
is straightforward). Then (1) gives
sup
k≥n
cvj+1(ξ
η,k
tj
) ≤ inf
k≥n
cvj+1(ξ
η,k
tj
) + γa(vj+1, ζ
n
tj
).
Consequently, whenever the transition at time tj+1 makes ξ
η,k
t (vj+1) jump but not
ξ
η,k′
t (vj+1) for some k, k
′ ≥ n, it must necessarily make also ζnt (vj+1) jump from 0
to 1. Therefore (7) remains true for j + 1.
Corollary 1. In the previous coupling, for any v ∈ V and t ≥ 0, the sequence
ξ
η,n
t (v) is a.s. constant beyond a certain (random) value of n, so we can define
ξ
η
t (v) = lim
n→∞
ξ
η,n
t (v).
Proof. Fix v ∈ V and t ≥ 0. The sequence of events En = {∀k ≥ n, ξ
η,k
t (v) =
ξ
η,n
t (v)} is increasing so by Theorem 1(iii) it is enough to show that limn→∞PV cn ,a
(ζt(v) = 1) = 0. The formula (6) implies that
lim
n→∞
PV cn ,a(ζt(v) = 1) = limn→∞
Pv,a(∃w ∈ V
c
n : ζt(w) = 1)
= Pv,a(Card(ζt) = +∞)
= 0,
where the last equality follows from (4).
2 Generator and invariant measures for the limit pro-
cess
Up to now we only showed the existence of the limit process (ξηt , t ≥ 0) but we
have no information about its law. In this section we show that it has the Markov
property and that the expression of its generator is the one expected for functions
in D(X). We adopt the notations and vocabulary from Chapter 1 of [5].
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For any function f on X, let ∆f (v) = supη∈X |f(η)− f(η
v)|, the maximal influence
of the coordinate η(v) on the value of f(η). Rather than working with functions
depending on a finite number of coordinates, we prefer to use the following space of
“good” functions, which turns out to be more natural for our purpose:
D(X) = {f : X → R, f is continuous and
∑
v∈V
λv∆f (v) < +∞}.
For f ∈ D(X) let |||f ||| =
∑
v∈V λv∆f (v), and for f bounded (which is the case
if f ∈ D(X) since X is a compact space) let ‖f‖∞ = supη∈X |f(η)|. The Markov
pregenerator related to our dynamics is the operator Ω defined on D(X) by
Ωf(η) =
∑
v∈V
cv(η)
[
f(ηv)− f(η)
]
, f ∈ D(X).
We will also consider
Ωnf(η) =
∑
v∈Vn
cv(η)
[
f(ηv)− f(η)
]
, f ∈ D(X),
its restriction on the finite volume Vn.
For any continuous function f on X and η ∈ X we define Sn(t)f(η) = Eη,Vn [f(ξt)]
and S(t)f(η) = E[f(ξηt )]. It easily follows from the bounded convergence theorem
that
lim
n→∞
Sn(t)f(η) = S(t)f(η). (8)
Since we will use this theorem several times (on the probability space, on an interval
of time, on the set V ) we will refer to it as the BCT. We recall that there is a one-to-
one correspondence between Markov semigroups and Markov generators. The result
of this section is the following.
Theorem 2. S(t) defines a Markov semigroup, and for f ∈ D(X) we have
lim
t→0
S(t)f(η)− f(η)
t
= Ωf(η). (9)
Proof. Let us recall two identities for Sn(t). For any f ∈ D(X) and η ∈ X we have
Sn(t)f(η) = f(η) +
∫ t
0
ΩnSn(s)f(η)ds, (10)
and for t1, t2 ≥ 0 we have
Sn(t1)Sn(t2)f(η) = Sn(t1 + t2)f(η). (11)
Since both concern finite state space Markov processes they are elementary (see
e.g. theorem 2.1.1 in [7]). We begin by establishing some inequalities. First, for
f ∈ D(X),
|Ωf(η)| ≤ λ−1C|||f |||, and |Ωnf(η)| ≤ λ
−1C|||f |||. (12)
The first inequality simply follows from |Ωf(η)| ≤
∑
v∈V cv(η)|f(η
v) − f(η)| ≤
C
∑
v∈V λ
−1λv∆f (v). A similar computation leads to the other one. Then, in or-
der to control ∆S(t)f (w), we consider two configurations η1 and η2 = (η1)
w and we
describe a new coupling based on an idea similar to the one in Section 1. We take
(Nv, v ∈ V ), (Uv,i, v ∈ V, i ≥ 1) and the sequences vj , tj and uj as in the proof of
Theorem 1. Let (ξη1,n, t ≥ 0) and (ξη2,n, t ≥ 0) be defined as follows:
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• for t ∈ [0, t1), ξ
ηi,n
t = ηi;
• for t ∈ [tj , tj+1), ξ
ηi,n
t =


(
ξ
ηi,n
tj−1
)vj
, if uj < cvj (ξ
ηi,n
tj−1
),
ξ
ηi,n
tj−1
, otherwise.
We also define another process (Γnt , t ≥ 0) using the same Poisson processes:
• for t ∈ [0, t1), Γ
n
t = 1w,
• for t ∈ [tj , tj+1),
Γnt =


(
Γntj−1
)vj
, if Γntj−1(vj) = 0, and B
n
j ≤ uj ≤ B
n
j + γan(vj ,Γ
n
tj−1
),
Γntj−1 , otherwise;
where Bnj = mini=1,2 cvj (ξ
ηi,n
tj−1
). It is clear that (ξηi,nt , t ≥ 0) is a (ηi, Vn, c)-finite spin
system, and that (Γnt , t ≥ 0) is a (w, an)-invasion process, keeping the notation (5).
Moreover, for any site v, since the inclusion {ξη1,nt (v) 6= ξ
η2,n
t (v) } ⊂ {Γ
n
t (v) = 1} is
preserved by any possible transition and it is true at time t = 0, it remains true for
any t ≥ 0. It then follows from (6) and (2) that
P(ξη1,nt (v) 6= ξ
η2,n
t (v)) ≤ P(Γ
n
t (v) = 1) = Pw,an(ζt(v) = 1) ≤ Pv,a(ζt(w) = 1).
The above coupling enables us to write
|Sn(t)f(η1)− Sn(t)f(η2)| ≤ E
[
|f(ξη1,nt )− f(ξ
η2,n
t )|
]
≤ E
[∑
v∈V
∆f (v)1{ξη1,nt (v)6=ξ
η2,n
t (v)}
]
≤
∑
v∈V
∆f (v)P(ξ
η1,n
t (v) 6= ξ
η2,n
t (v)).
Hence, considering this for any pair (η1, η2) of configurations that coincide every-
where off w, we get
∆Sn(t)f (w) ≤
∑
v∈V
∆f (v)Pv,a(ζt(w) = 1). (13)
Then, by letting n→∞, we also get
∆S(t)f (w) ≤
∑
v∈V
∆f (v)Pv,a(ζt(w) = 1). (14)
Taking the sum over w and interchanging the order of the sums provides thanks to
(4):
|||Sn(t)f ||| ≤
∑
v∈V
∆f (v)
∑
w∈V
λwPv,a(ζt(w) = 1)
≤
∑
v∈V
∆f (v)Ev,a[q(ζt)]
≤
∑
v∈V
∆f (v)λve
At.
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Therefore Sn(t)f lies in D(X) if f does, and we have the following inequality:
|||Sn(t)f ||| ≤ e
At|||f |||. (15)
Starting from (14) we get similarly:
|||S(t)f ||| ≤ eAt|||f |||. (16)
For the definition of Markov semigroups we refer to Definition 1.4 of [5]. In order
to show that S(t) has that property, the only two non-obvious things to check are
that for any f ∈ C(X),
(I) for t1, t2 ≥ 0, S(t1)S(t2)f = S(t1 + t2)f ;
(II) the mapping t 7→ S(t)f is right-continuous on R+.
It is enough to show that (I) and (II) are fulfilled for f ∈ D(X) since this is a dense
subspace of C(X).
For (I) we first observe that the convergence in (8) is actually uniform. Indeed, using
the coupling introduced in Theorem 1,
|Sn(t)f(η)− S(t)f(η)| ≤ E
[
|f(ξη,nt )− f(ξ
η
t )|
]
≤ E
[∑
v∈V
∆f (v)1{ξη,nt (v)6=ξ
η
t (v)}
]
≤
∑
v∈V
∆f (v)P(ξ
η,n
t (v) 6= ξ
η
t (v))
≤
∑
v∈V
∆f (v)PV cn ,a(ζt(v) = 1),
which goes to 0 by the BCT since f ∈ D(X) and limn→∞PV cn ,a(ζt(v) = 1) = 0 (see
the proof of Corollary 1). Thus
lim
n→∞
‖Sn(t)f − S(t)f‖∞ = 0. (17)
Now with (11) we see that in order to obtain (I) for f ∈ D(X) it is enough to show
that limn→∞ ‖Sn(t1)Sn(t2)f − S(t1)S(t2)f‖∞ = 0. To do this we decompose:
‖Sn(t1)Sn(t2)f − S(t1)S(t2)f‖∞ ≤ ‖(Sn(t1)− S(t1))Sn(t2)f‖∞
+ ‖S(t1)(Sn(t2)− S(t2))‖∞. (18)
The first term in the right-hand side of (18) is less than∑
v∈V
∆Sn(t2)f (v)PV cn ,a(ζt(v) = 1).
As n→∞ this sum goes to 0 by the BCT. Indeed by (13) its summand is bounded
by
∑
u∈V ∆f (u)Pu,a(ζt2(v) = 1), and the sum over v ∈ V of this bound is finite
because by (4) it is less than λ−1|||f |||eAt.
The second term also goes to 0 because of (17) and the inequality ‖S(t1)(Sn(t2) −
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S(t2))f‖∞ ≤ ‖Sn(t2)f − S(t2)f‖∞. Thus (I) is proved.
Now in order to prove (II) we begin by showing that for any f ∈ D(X),
S(t)f(η) = f(η) +
∫ t
0
ΩS(s)f(η)ds. (19)
The integral is well defined because (12) and (16) give
|ΩS(s)f(η)| ≤ λ−1CeAs|||f |||. (20)
Thanks to (10) we just have to show that for each s ≥ 0, limn→∞ΩnSn(s)f(η) =
ΩS(s)f(η). This together with the BCT –that we may use thanks to the bound
|ΩnSn(s)f(η)| ≤ λ
−1CeAs|||f |||, see (12) and (15)– is enough to conclude. On one
hand,
|(Ωn − Ω)Sn(s)f(η)| ≤ C
∑
w∈V cn
∆Sn(s)f (w)
≤ C
∑
w∈V cn
∑
v∈V
∆f (v)Pv,a(ζs(w) = 1)
= C
∑
v∈V
∆f (v)
∑
w∈V cn
Pv,a(ζs(w) = 1),
and for any v ∈ V we have limn→∞
∑
w∈V cn
Pv,a(ζs(w) = 1) = 0 since
∑
w∈V
Pv,a(ζs(w) = 1) ≤ λ
−1Ev,a[q(ζs)] < +∞,
so applying the BCT provides limn→∞ |(Ωn−Ω)Sn(s)f(η)| = 0. On the other hand,
Ω
(
Sn(s)− S(s)
)
f(η) =
∑
w∈V
cw(η)
[(
Sn(s)f(η
w)− Sn(s)f(η)
)
−
(
S(s)f(ηw)− S(s)f(η)
)]
.
In the right-hand side the summand goes to 0 as n → ∞ and by (13) and (14)
it is bounded by C(∆Sn(s)f (w) + ∆S(s)f (w)) ≤ 2C
∑
v∈V ∆f (v)Pv,a(ζs(w) = 1),
which does not depend on n. Since the sum of this bound over w is smaller than
2λ−1CeAs|||f ||| < +∞, (19) follows from the BCT.
We are now able to conclude for (II) since (19) together with (20) provide
‖S(t)f − f‖∞ ≤ λ
−1A−1C(eAt − 1)|||f |||, (21)
which implies that t 7→ S(t)f(η) is continuous at t = 0, and the continuity esaily
extends to R+ with (I).
In order to complete the proof of our theorem it remains to show that for f ∈ D(X)
and η ∈ X,
lim
t→0
S(t)f(η)− f(η)
t
= Ωf(η).
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The mapping t 7→ ΩS(t)f(η) is continuous at t = 0. Indeed we can write
Ω
(
S(t+ s)− S(t)
)
f(η) =
∑
w∈V
cw(η)
[(
S(t+ s)f(ηw)− S(t+ s)f(η)
)
−
(
S(t)f(ηw)− S(t)f(η)
)]
,
and conclude by an argument analogous to the one in the proof of (19) using the
continuity of t 7→ S(t)f(η). The continuity of t 7→ ΩS(t)f(η) together with (19)
directly imply (9).
Let µ be a probability measure on X. We will denote by µS(t) the unique distri-
bution on X such that for any bounded measurable function f on X,
∫
fd[µS(t)] =∫
S(t)fdµ. The measure µ is said invariant if µS(t) = µ for any t ≥ 0, what is
equivalent to the condition
∀f ∈ D(X),
∫
S(t)fdµ =
∫
fdµ.
We give a concrete criterion to check that µ is invariant. A function on X is said to
be local if it depends only on a finite number of coordinates.
Proposition 3. Let µ be a probability measure on X. if
∫
Ωfdµ = 0 for any local
function f , then µ is invariant.
Proof. Theorem 5.2 in [5] states that the law of the process (ξηt , t ≥ 0) gives the
unique solution to the martingale problem for Ω starting from η. Thus the martingale
problem is well-posed and consequently Proposition 6.10 of [5] gives the desired
result
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