We present a new determination of the metallicity gradient in M33, based on Keck/LRIS measurements of oxygen abundances using the temperature-sensitive emission line [O III] λ4363 Å in 61 H II regions. These data approximately triple the sample of direct oxygen abundances in M33. We find a central abundance of 12 + log(O/H) = 8.36 ± 0.04 and a slope of −0.027 ± 0.012 dex kpc −1 , in agreement with infrared measurements of the neon abundance gradient but much shallower than most previous oxygen gradient measurements. There is substantial intrinsic scatter of 0.11 dex in the metallicity at any given radius in M33, which imposes a fundamental limit on the accuracy of gradient measurements that rely on small samples of objects. We also show that the ionization state of neon does not follow the ionization state of oxygen as is commonly assumed, suggesting that neon abundance measurements from optical emission lines require careful treatment of the ionization corrections.
1. INTRODUCTION M33 was one of the first galaxies in which a radial abundance gradient was recognized (Searle 1971) . Beginning with Smith (1975) , a series of studies showed that H II region abundances in M33 decline by approximately an order of magnitude over the visible extent of the galaxy (Kwitter & Aller 1981; Vílchez et al. 1988; Garnett et al. 1992) , with a simple exponential providing an accurate fit to the gradient. A typical value for the gradient from this work is −0.12 ± 0.02 dex kpc −1 (Vílchez et al. 1988 , hereafter V88). More recently, Crockett et al. (2006, hereafter C06) presented new metallicity measurements for a small sample of H II regions that indicated nearly constant oxygen abundances across M33, with a best-fit gradient of only −0.012 ± 0.011 dex kpc −1 . If confirmed, this very shallow gradient would call into question a variety of results concerning, e.g., the metallicity dependence of the Cepheid period-luminosity relation (Lee et al. 2002) and the CO-H 2 conversion factor (Rosolowsky et al. 2003 ) that depend on the abundance gradient in M33. To complicate matters further, infrared measurements of the neon abundance gradient, which should be less sensitive to systematic effects such as extinction and the temperature of the H II region, yield an intermediate gradient of −0.034 ± 0.015 dex kpc −1 that is not in very good agreement with any of the published oxygen gradients from optical data (Willner & Nelson-Patel 2002, hereafter WNP02) .
In this paper, we present new, direct metallicity measurements based on detections of the temperature-sensitive [O III] λ4363 Å line in 61 H II regions in M33, approximately tripling the sample available in the literature for M33 (or any other galaxy). We use these data to provide an improved mea-1 Data presented herein were obtained at the W. M. Keck Observatory, which is operated as a scientific partnership among the California Institute of Technology, the University of California, and the National Aeronautics and Space Administration. The Observatory was made possible by the generous financial support of the W. M. Keck Foundation.
surement of the abundance gradient in M33. In §2 we describe the observations, data reduction, and derivation of metallicities. In §3 we determine the oxygen abundance gradient in M33, attempt to derive neon abundances, and discuss some of the implications of our results. We briefly summarize the paper in §4.
2. OBSERVATIONS AND DATA REDUCTION 2.1. Observations The M33 Metallicity Project is a long-term program in which we plan to obtain deep spectroscopy of ∼ 1000 H II regions in M33 drawn from the unified catalog of Hodge et al. (2002) . These data will eventually yield a high-resolution, two-dimensional metallicity map covering the entire galaxy, with a mean sampling rate of ∼ > 2 measurements per square kpc, and sampling down to ∼ < 50 pc in some regions. At present, the data set is approximately 20% of its expected final size.
The observations discussed in this paper were obtained with the LRIS spectrograph (Oke et al. 1995) Weather conditions during the September nights were clear, while the October observations were affected by clouds at times. The spectrograph was configured with the 600/4000 grism on the blue side, a dichroic at 5600 Å, and the 900/5500 and 400/8500 gratings on the red side (in separate exposures). The blue-side spectral resolution was ∼ 5 Å, and spectra typically covered 3600 − 5400 Å with some variation resulting from slit placement on the mask. Slits for which the wavelength coverage missed the [O II] λ3727 Å line have been excluded from our analysis. The slits were 1 ′′ wide and had a minimum length of 10 ′′ . We used integration times of 15 minutes per exposure, with 1 − 4 exposures per slitmask. The slits were generally aligned within ∼ 10
• of the parallactic angle during the observations. We observed 11 slitmasks in the southwest half of the galaxy, with an average of ∼ 20 slits on each mask. For the purposes of this paper we use only the blue-side data, which include all of the lines ([O II 
Data Reduction
The data were reduced using an IDL pipeline originally developed for the Sloan Digital Sky Survey spectroscopic data (D. J. Schlegel et al., in preparation) and then modified to deal appropriately with multi-slit LRIS spectra. The images were bias-subtracted and then flat-fielded using either dome flat exposures or the internal quartz lamp. We used the flatfield exposures to identify the location of each slit on the CCD, and the remainder of the processing was carried out on each slit individually. We produced a two-dimensional wavelength solution for each slit using exposures of Hg, Cd, Zn, Ne, and Ar arc lamps. We then removed cosmic rays from the images and coadded the frames together.
After these basic reduction steps, each slit was examined interactively and the targets were identified based on peaks in the spatial profile of the Hβ line. We selected an extraction region around each target by following the Hβ profile down to the background level (which in most cases includes emission from the diffuse ionized medium of M33) and setting the extraction limits where the Hβ intensity reached the background value on either side of the peak. A b-spline fit to the remainder of the slit produced a 2D sky model covering the entire slit. Finally, we subtracted the sky model from the data and extracted the H II region spectrum with a boxcar algorithm, yielding a 1D spectrum and associated uncertainties. The spectrum was corrected for atmospheric extinction and flux-calibrated by comparison to an exposure of the spectrophotometric standard star G191B2B (Massey et al. 1988 ). An example calibrated 1D spectrum is shown in Figure 1 .
Our procedure for measuring emission line fluxes in the 1D spectra began by dividing each spectrum up into a series of short (∼ 200 Å) spectral windows, each containing at least one bright line (except for the regions between 4500 Å and 4800 Å and beyond 5100 Å where no such lines exist) and performing a constrained linear+Gaussian fit to all of the emission lines contained within each window. In each window the line separations were fixed at their known values, and the widths of the lines were all set equal to the width of the brightest line in the window (except for blends such as the partially resolved [O II] λ3727 Å doublet). We then measured fluxes by integrating the observed intensity over a ±1.5 FWHM region centered on each line. Uncertainties in the measured line fluxes were calculated by propagating the uncertainty associated with each pixel in the one-dimensional spectrum. We corrected the measured line fluxes for reddening and Balmer absorption from the underlying stellar population using the method outlined by Olive & Skillman (2001) , including all of the Balmer emission lines for which we had high S/N detections. We used the Galactic reddening law of Cardelli et al. (1989) and assumed that the equivalent widths of all of the Balmer absorption lines in a given H II region were the same. We experimented with setting the ratios of the equivalent widths of the absorption lines equal to their mean values averaged over time for the solar metallicity, continuous star formation models of González Delgado et al. (1999) , but we found that the resulting metallicity changes are always less than 0.01 dex. With such minimal changes and with possible differences between the stellar populations simulated by González Delgado et al. (1999) and assume that all oxygen is found in these two ionization states. This analytic approach is common to many extragalactic abundance studies (e.g., Kennicutt et al. 2003) , but relies on several (admittedly well-justified) assumptions. We will examine these assumptions in future work with the complete sample of H II regions including the full spectral coverage of LRIS. We restrict our analysis to the 61 H II regions that have detections of the [O III] λ4363 Å line with S/N> 3 (more conservative selections do not change our results; see §3.1). The locations of these H II regions are superimposed on an Hα image of the galaxy in Figure 3 . All of our targets from this phase of the M33 Metallicity Project are in the southwest portion of the galaxy. Previous work (with the notable exception of Magrini et al. 2007 ) has focused primarily on giant H II complexes (e.g., NGC 604, NGC 588) in the northeast half of the galaxy. The [O III] λ4363 Å line is detected in ∼ 1/3 of our targets and this fraction shows no significant variation with galactocentric radius. Contaminating supernova remnants, emission line stars and planetary nebulae are removed from the sample based on identification of characteristic spectral line features and cross-matching with published catalogs of these objects.
As noted in §2.2, uncertainties in the line fluxes are propagated from single pixel error values. The uncertainties in c(Hβ) and the equivalent width of the Balmer absorption have been included in the errors for the dereddened line fluxes. The reported errors in the physical parameters are determined by a Monte Carlo propagation of errors through the entire metallicity determination process. The Monte Carlo process is particularly well-suited for gauging the widths of skewed uncertainty distributions in the derived properties from low signalto-noise lines. For each H II region, we generate 100 sets of trial line fluxes by adding a normal deviate times the flux uncertainty to each line flux and re-analyzing the spectrum using nebular. We also include a random fluctuation in the temperature of the low ionization zone derived from the relationship of Campbell et al. (1986) . Based on the magnitude of the uncertainties found in the work of Kennicutt et al. (2003), For the four H II regions in our sample that have been studied by previous observers, the abundance determinations agree to within the uncertainties (see Table 1 ).
He II Zones
We detect He II λ4686 Å from 5 of the 61 H II regions in our sample at a typical level of 2.5% of the Hβ flux (objects 3, 8, 16, 18 , and 29 in Table 2 ). The emission is almost certainly nebular as it is spectrally unresolved but spatially resolved in these sources (C06). The presence of He II emission indicates that the simple two ionization zone model adopted in the metallicity estimates is somewhat inaccurate. A high ionization region implies the presence of O +3 , which is not accounted for in our abundance determination. Consequently, the derived oxygen abundances will be systematically low by an unknown amount. To estimate the magnitude of this effect, we calculate He +2 /He + based on the ratio of the He II λ4686 Å and He I λ4471 Å lines. This ratio is only approximate because the He I line is likely contaminated by stellar absorption. The derived ratio is roughly equal to O 3+ /(O + +O 2+ ), providing an estimate of the contribution of O 3+ . We therefore expect that we have underestimated the oxygen abundance by ∼ 0.01 − 0.06 dex in these regions. Since we are not sure of the influence of stellar absorption lines, we add (in quadrature) this derived increase to the reported oxygen uncertainty for these five regions.
3. RESULTS 3.1. The Oxygen Gradient Figure 2 shows the radial distribution of gas phase oxygen abundances in M33. We have assumed a thin disk geometry based on a distance to M33 of 840 kpc (Freedman et al. 2001) , i = 52
• and PA = 22
• (Corbelli & Salucci 2000) . An ordinary, linear least-squares fit to the data, weighting each point according to its inverse variance, produces a gradient of 12 + log(O/H) = (8.38 ± 0.03) − (0.032 ± 0.006) R kpc , but the residuals from this fit are much larger than would be expected from the measurement uncertainties ( χ 2 = 3.2). Since it is evident that an exponential decline with radius is a reasonable functional form to describe the data, the high χ 2 value indicates the presence of substantial intrinsic scatter around the relation.
In this situation, accurately estimating the fit parameters must be done using the method of Akritas & Bershady (1996, hereafter AB96) . We perform a linear regression with the AB96 technique for weighted least-squares fitting in the presence of intrinsic scatter in the data. The AB96 technique estimates the intrinsic variance and adds this variance to that of the data to produce the appropriate weights for the fit. Since the intrinsic variance is larger than the statistical uncertainties for the M33 abundance data, there is less variation in the weights than in the measurement uncertainties. Even though [O III] λ4363 Å detections with S/N as low as 3 result in relatively large uncertainties in the derived abundances, including these data improves the quality of the fit by increasing the sample size. This technique yields an abundance gradient of
The implied intrinsic variance in the population (i.e., the scatter in the metallicities at any given radius) is 0.11 dex, larger than the precision of most of the measurements. We check the uncertainties on the central abundance and the slope of the abundance gradient by bootstrapping the data (Press et al. 1992 ), which yields uncertainties ∼ < 10% higher than those derived from the AB96 formalism. Although all the included data appear to have a statistically (and visibly) significant [O III] λ4363 Å detection, performing the analysis only on the 23 H II regions with S/N> 10 in this line yields an indistinguishable gradient of 12 + log(O/H) = (8.41 ± 0.07) − (0.039 ± 0.021) R kpc . We note that all of our targets are located in southwest half of the galaxy (see Figure 3) , and therefore that the other half of the galaxy could conceivably have a different gradient, but we regard this possibility as unlikely. Finally, we have correlated our derived metallicities and their residuals around a radial gradient against numerous parameters in our analysis such as L(Hα) taken from the catalog of Hodge et al. (2002) , c(Hβ), the equivalent widths of the Balmer absorption and Hβ emission, and the oxygen ionization correction factor. We find no correlation with the residuals that would indicate systematic errors in our methods.
Complications in Measuring the Neon Gradient
The slope of the neon abundance gradient is expected to be equal to that of oxygen since these elements are produced in nearly equal proportions for all channels of stellar nucleosynthesis. WNP02 derived neon abundances from Infrared Space Observatory spectra and found a gradient consistent with our oxygen data. Optical observers commonly derive a neon gradient based on the [Ne III] λ3869 Å line, yielding an Ne +2 abundance. The fraction of neon found in the Ne +2 state is often assumed to be the same as the fraction of oxygen in O +2 , so that an identical ionization correction factor (ICF) can be used for the two elements (Stasińska et al. 2001, C06) . Using the simple ICF results, we found a significant gradient in the Ne/O ratio, contrary to expectations. We find cause for concern with this assumption for the neon ICF when we derive the abundance of Ne +2 using the standard method and plot the Ne +2 to O +2 ratio as a function of the fraction of oxygen found in the doubly ionized state (Figure 4 ). This ratio should be invariant with oxygen ionization fraction and equal to the Ne/O ratio, yet the plot shows a significant slope, with Ne
varying by a factor of ∼ 4 over the observed range. Since the relationship between the two variables is not known a priori, we fit a linear regression using the BCES method of AB96 to account for the uncertainties in both directions. The resulting fit gives:
This analysis finds that the slope of the relationship is strongly inconsistent with the value of zero expected from using the same ICF for neon and oxygen. The fraction of doublyionized oxygen is a proxy for the ionization state of the nebula, so the trend indicates less Ne +2 relative to O +2 in low ionization nebulae. This is the expected direction for this trend since the third ionization potential of neon (41 eV) is larger than that of oxygen (35 eV). More recent work by Izotov et al. (2004 Izotov et al. ( , 2006 suggests that applying the oxygen ICF to neon may not be valid in lower ionization regions because of charge transfer reactions between O 2+ and atomic hydrogen. These discrepancies could also be caused by a failure to account appropriately for photons with hν ∼ 40 eV in the O-star atmospheres used in photoionization codes (C06).
Pérez-Montero et al. (2007) propose a nonlinear ICF based on their own photoionization models:
where
. Adopting this ICF, we recalculate neon abundances and find no significant gradient in Ne/O with radius. For our sample of H II regions, we measure log(Ne/O) = −0.69 ± 0.07, consistent with the results of Pérez-Montero et al. (2007) for giant extragalactic H II regions. We conclude that using the same ICF for neon and oxygen is inappropriate for the H II regions we observed and that more sophisticated ICFs seem to produce reasonable results for generic H II regions in M33.
Comparison to Previous Gradient Measurements
Our measured gradient of −0.027 dex kpc −1 is consistent within the uncertainties with the neon gradient of WNP02 (−0.034 ± 0.015 dex kpc −1 ) and marginally so with the oxygen gradient of C06 (−0.012 ± 0.011 dex kpc −1 ). However, it is not consistent with that of V88 (−0.05 ± 0.01 dex kpc −1 for the outer regions and −0.10 dex kpc −1 overall after rescaling to our assumed distance) and various older studies. We note that the steep inner gradient measured by V88 is driven by abundances determined from photoionization models, which may be systematically high compared to electron temperature abundances. The apparent discrepancy in abundance gradient likely results, at least in part, from an underestimation of the uncertainties imparted by intrinsic scatter in the H II region abundances (see §3.4). The intrinsic scatter in our optical H II region abundances (0.11 dex) is comparable to the value of 0.07 − 0.10 dex reported by WNP02.
WNP02 suggested that a linear gradient may not be an appropriate description for the enrichment of M33, arguing for a flat distribution of abundances with a step down at a galactocentric radius of 4 kpc. We fit a linear gradient to the 38 H II regions inside R gal = 4 kpc and find a slope of −0.015 ± 0.024 dex kpc −1 , which is consistent with no gradient. Stasińska et al. (2006) also claimed an abundance plateau in the inner galaxy based on several sub-solar metallicity planetary nebulae in the region. We measure a mean metallicity in the inner galaxy (R gal < 4 kpc) of 8.30; in the outer galaxy, the mean is 8.21, implying a jump of the same order as, but somewhat smaller than, that of WNP02 if a step function metallicity profile holds. There now appears to be a growing consensus that the oxygen abundance gradient in H II regions in M33 is relatively shallow, in conflict with the decades-long assumption of a gradient at least as steep as −0.10 dex kpc −1 . If we ignore the innermost H II region observed by V88, which does not have a detection of [O III] λ4363 Å or any other temperaturesensitive lines, then all of the modern H II region studies report gradients of −0.06 dex kpc −1 or shallower (V88, C06, Magrini et al. 2007 ). We show in §3.4 that the results of these studies, which include 6 − 14 H II region abundances, are consistent with our measurements once their small sample sizes are taken into account.
Other types of sources besides H II regions are increasingly being employed to study abundances in M33. Urbaneja et al. (2005) used quantitative spectroscopy of OB supergiants to determine an oxygen gradient of −0.06 ± 0.02 dex kpc −1 . Since these stars are very young, they are expected to trace the interstellar medium (ISM) abundances. If the OB stars have a similar intrinsic abundance scatter to the H II regions we measure, then this result would be compatible with our findings. Magrini et al. (2007) argue for a steepening of the gradient at small radii based on the young star metallicities in the inner 2 kpc of the galaxy (Urbaneja et al. 2005 ), but we find no evidence for such a steepening based on the H II region data alone. Planetary nebulae (Magrini et al. 2004 ) still yield a steep oxygen gradient (−0.14 dex kpc −1 ), but this result is dependent on a single nebula at large radius; the remaining objects clearly have a much shallower gradient. Finally, supernova remnants have also shown a shallow oxygen gradient, although the gradients in other elements appear to be steeper (Blair & Kirshner 1985) .
Intrinsic Scatter and the Determination of Gradients
Even after accounting for uncertainties in the stellar absorption and reddening corrections, we find that there is an intrinsic scatter of 0.11 dex around the gradient that is unexplained by the measurement uncertainties. Such scatter is commonly seen in gradient determinations (e.g., in the Milky Way; Afflerbach et al. 1997 ) and may result from metallicity fluctuations in the interstellar medium. Regardless of its source, gradient determinations made in the face of significant scatter coupled with a limited number of observations may produce widely varying results. The historical evolution of the gradient determination in M33 (one of the best-studied galaxies), ranging over nearly an order of magnitude, serves as a cautionary example.
Only large numbers of measurements can overcome the uncertainties engendered by the intrinsic variance and relatively shallow gradient in M33. In Figure 5 , we show the likelihood of measuring a particular value of the gradient if only 10 H II regions from our sample were used in the determination of the gradient. We model the behavior for 10 objects since this is a typical number of targets studied in estimates of galactic abundance gradients, such as those of V88 and C06. The broad distribution of the derived gradients (standard deviation of 0.03 dex kpc −1 ) suggests that uncertainties in the gradients are systematically underreported in galaxies with significant scatter around their gradients. Even with a sample several times larger than previous studies, we can only report the presence of a gradient in M33 with 2.3σ confidence! Other galaxies may have better established gradients owing to smaller intrinsic scatter and/or a steeper abundance gradient (e.g., M101; Kennicutt et al. 2003) .
4. SUMMARY AND CONCLUSIONS Using data from the M33 Metallicity Project, we have obtained direct oxygen abundance measurements based on detections of the [O III] λ4363 Å line for 61 H II regions in the southwest half of M33. This data set approximately triples the sample of M33 H II region metallicities in the literature and makes M33 by far the best-studied external galaxy in terms of its ISM abundances. We presented a refined oxygen gradient for M33 and found an exponential abundance profile with a gradient of −0.027 ± 0.012 dex kpc −1 and a central abundance of 12 + log(O/H) = 8.36 ± 0.04. There is an intrinsic scatter of 0.11 dex around the trend, which complicates the measurement of the shallow gradient in the galaxy. When this scatter is accounted for, previous studies (which generally derived steeper gradients) were shown to be consistent with our measurements. We also noted that there is a significant correlation of the Ne +2 /O +2 ratio with the fraction of oxygen found in the doubly ionized state, which suggests that neon determinations based solely on optical lines require more sophisticated ionization correction factors than are typically assumed.
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Facilities: Keck:I (LRIS) NOTE. -Line fluxes are given relative to Hβ=1 and rounded to the precision of one significant figure in the error. a The equivalent width of Hβ in emission.
b Because there is no discernible continuum emission associated with the nebular line emission from this H II region, the equivalent width of the Hβ emission is undefined.
