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Abstract
A unique system has been developed for studying impurity transport in the edge
plasma of Alcator C-Mod. Impurity gas (which for these experiments is deuterated
ethylene, C2D4) is injected locally into the scrape-off layer (SOL) through the end of
a reciprocating fast-scanning probe, and the resultant emission (“plume”) is imaged
from two near-perpendicular views. Plumes are generated at various SOL depths,
while views are obtained using coherent fiber bundles optically coupled to gated,
intensified CCD cameras through beam-splitters, allowing for the simultaneous ac-
quisition of C+1 and C+2 emission.
Plume structure is observed to depend on local values of electron density and
temperature, background parallel flow (v‖), and radial electric field (Er). Emission
resulting from sputtering of carbon deposited on the probe surface also contributes
to the structure. For plumes generated in the near SOL, emission contours are non-
elliptical and the parallel extent relative to the ionization mean-free path is large,
indicating that transport of impurities near the probe is “jet”-like along B. Plume
results also suggest an elongation of the impurity ion density down the probe axis.
A Monte Carlo impurity transport code (LIM) was used to simulate the plumes.
Results indicate that contributions to the emission from sputtering explain the cross-
field plume width, and that the parallel extent of emission generated in the far SOL
is well-described using a sputter launch-energy distribution for the impurities. In the
near SOL, the presence of a localized parallel electric field arising from background ion
recycling off the probe surface is necessary to explain the parallel extent of emission
generated in this region. This electric field accelerates impurity ions formed near
the probe tip away from the probe, causing jet-like behavior. LIM was also used to
investigate causes for the vertical elongation of the impurity emission. Results suggest
the existence of a probe-induced E × B drift, of order ∼ 1000 m/s in the near SOL.
This drift may be responsible for the transport of both impurity and bulk plasma
ions down the probe axis.
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Values for v‖ in the far SOL and Er in the near SOL have been extracted from
the plume structure. A comparison between plume and probe results for Er suggests
that calculations which employ a probe-sheath model may be in error, and that
measurement of the poloidal propagation velocity of edge plasma fluctuations may be
a more reliable means of inferring Er from probe data. Comparisons between plume-
and probe-inferred values for the parallel Mach number suggest that the probe over-
estimates parallel flow to the divertor in the far SOL, where effects of short field line
connection to the divertor are important. This result strengthens the argument for
the main-chamber recycling view of particle flows in the Alcator C-Mod SOL.
Thesis Supervisor: Brian LaBombard
Title: Research Scientist, Plasma Science and Fusion Center
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Chapter 1
Introduction
As the population of our planet increases, so does our need for energy. The study of
nuclear fusion as a potential energy source is motivated by the observation of fusion
“power plants” all around us – namely the sun and stars. The goal of magnetic
confinement fusion research is to emulate those reactors here on Earth, in order to
harness the power of fusion in a useful way. Though this task is challenging from
both an engineering and physics standpoint, the potential benefits are numerous.
Deuterium, which serves as a principle component of fusion fuel, is readily available in
seawater, providing a nearly exhaustless fuel source. In addition, since fusion reactions
do not burn fossil fuels, greenhouse gases would not be emitted by energy production
in a fusion reactor. Finally, in a fusion reactor both the amount of radiation released
and the amount of radioactive material requiring disposal would be significantly less
than that produced in a fission reactor of comparable capacity [10].
Fusion reactor performance will depend critically on impurity and bulk ion trans-
port in the edge plasma. To develop an understanding of these phenomena, it is
necessary to have an accurate description for the edge plasma flow pattern in such
a device. In this thesis, a physics model has been developed to assess the utility of
impurity dispersal plumes as an edge plasma flow diagnostic in the Alcator C-Mod
tokamak.
In this chapter, the need for the development of fusion as a reliable energy source
is described, and some basic principles of magnetically confined fusion devices (e.g.
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tokamaks) are presented. As mentioned above, the physics of the edge plasma and
the production and transport of impurities play important roles in the realization
of fusion reactors. Though much progress has been made in understanding impurity
behavior and transport in fusion devices, some open questions remain. Previous work
performed to address these questions is briefly reviewed, followed by a description of
some of the unique aspects of the current impurity dispersal plume experiments.
Finally, a thesis outline is presented, along with a complete description of the thesis
goals.
1.1 Background
The need for alternative energy sources is clear, from the trends of both current and
projected energy usage as well as from estimates of current energy supplies [1]. For a
number of reasons, fusion is being explored as an option to meet these needs.
Energy release from fusing together light elements to form heavier ones results
from the (general) increase in stability of nuclei as they become larger. This is illus-
trated in Figure 1-1, in which a plot of the binding energy per nucleon vs. nucleon
number is shown for a number of naturally occurring elements. A maximum in this
curve occurs near the element iron (Z=26, A=56), after which heavier nuclei become
less stable. This results in the possibility of obtaining energy both from splitting
heavy nuclei (i.e. fission) as well as from fusing light ones.
1.1.1 Confinement Requirements
In order for two nuclei to fuse together, the distance between them needs to be on the
order of the nuclear dimension, i.e. a few femtometers. However, at these distances the
electrostatic repulsion which exists between the nuclei is rather large, since this force
varies as 1
r2
. Nuclei which are brought close together by collision at high energy will
in general scatter due to coulomb repulsion, and only a small percentage of them will
actually fuse. Therefore, to generate a significant amount of energy from this process,
a large number of nuclei need to be contained (confined) for a sufficiently long time
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Figure 1-1: Binding Energy per nucleon vs. nucleon number. A peak occurs near
the element iron (Z=26, A=56), allowing energy to be extracted both from splitting
heavy nuclei (i.e. fission) as well as from fusing light ones. Source: K.S. Krane,
Introductory Nuclear Physics, John Wiley & Sons, New York, 1988.
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relative to the time scale over which fusion reactions will take place. In the sun and
stars, this confinement is provided via gravity. However, it is impossible to simulate
the gravitation field of such immense objects in laboratory experiments. In many
experiments confinement is instead provided using magnetic fields (see section 1.1.2).
Since the coulomb force also scales with the charge of each interacting species, the
fusion reaction with the lowest threshold energy is that between two hydrogen nuclei.
Due to the presence of a resonance in the nuclear structure of 5He, fusion between
deuterium (D) and tritium (T) occurs most readily. This can be quantified in terms
of the fusion reaction rate parameter, < σv >fusion; the number of fusion reactions
per unit time is simply given by n1n2 < σv >(1,2), where subscripts 1 and 2 refer to
the reacting species and n is the particle density (m−3). Plots of < σv >fusion vs.
temperature are shown in Figure 1-2 for a few fusion reactions of interest, including
the deuterium self-reaction (D-D) and the D-T reaction. Equations for the D-D and
D-T reactions are:
D +D → 3He+ n (+ 3.27MeV )
50%
→ T + p (+ 4.03MeV )
50%
D + T → 4He+ n (+ 17.6MeV )
1.1.2 Magnetic Confinement Fusion Devices
As indicated in Figure 1-2, temperatures required to achieve significant values for the
fusion reaction rate parameter are large (T ∼ 25 keV). At these temperatures neutral
species are fully ionized, resulting in the formation of a plasma.
Plasmas consist of charged particles which are subject to Lorentz forces. Specifi-
cally, consider the case of a particle with charge q moving with velocity v in a magnetic
field B. The equation of motion for this particle is:
m
dv
dt
= q (v×B) (1.1)
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Figure 1-2: Fusion reaction rate parameter (< σv >fusion) vs. temperature for a few
reactions of interest. Over the range of experimentally achieved temperatures to date,
(. 25 keV), D-T has the highest reaction rate parameter, and has therefore drawn the
most attention in future reactor designs. Source: J.D. Huba, NRL Plasma Formulary,
Naval Research Laboratory, Washington, DC, 1994, p. 45.
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Solving this equation for the single particle system, the resulting particle trajec-
tory is found to be a helical orbit about magnetic field lines. The radius of this orbit
(the gyroradius) is determined by the energy of the particle and the magnetic field
strength. In principle, transport across magnetic fields is possible only through col-
lisions between particles, which lead to an effective particle (and energy) diffusivity.
However, the transport of particles parallel to the magnetic field is unconfined in this
simple picture. To control so-called “end-losses”, a toroidal geometry is employed
in most fusion devices. A schematic of a typical toroidal fusion device, known as a
tokamak, is shown in Figure 1-3.
Figure 1-3: Schematic of a typical tokamak. Coils are required to generate a magnetic
field (“toroidal field coils”) and a plasma current (“ohmic heating primary windings”)
in the toroidal direction. The plasma current produces a magnetic field in the poloidal
direction, which is required for plasma equilibrium. Coils are also present to allow for
plasma shaping, which can be used to optimize reactor performance. Source: J.M.
Rawls, et al., “Status of Tokamak Research”, DOE/ER-0034, 1979.
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In a tokamak, coils are required to generate a magnetic field (“toroidal field coils”)
and a plasma current (“ohmic heating primary windings”) in the toroidal direction.
The plasma current produces a magnetic field in the poloidal direction, which is
necessary for plasma equilibrium (more discussion below). Coils are also present to
allow for plasma shaping, which can be used to optimize reactor performance.
The single particle picture is inadequate for describing much of the physics present
in tokamak plasmas, since typically these systems contain a large number of particles
(∼ 1020). A more accurate description is given by a set of fluid equations known as the
ideal MHD model [12]. As noted in reference [12], the MHD equations comprise the
most basic self-consistent, single fluid model for determining the macroscopic equi-
librium and stability properties of a plasma. In the two dimensional, axisymmetric
geometry of a tokamak, this set of equations can be reduced to a single equation for
describing the plasma equilibrium – the Grad-Shafranov equation:
∆∗ψ = −µ0R2 dp
dψ
− F dF
dψ
(1.2)
where p(ψ) and F (ψ) are two free functions related to the plasma pressure and the
toroidal magnetic field. ψ is function representing the magnetic flux:
ψ =
1
2pi
∫
Bp · dA (1.3)
In this analysis, the plasma pressure is considered to be a flux function, i.e. is constant
along lines of constant magnetic flux.
An important result from ideal MHD theory is that a toroidal magnetic field (Bφ)
alone is insufficient to provide equilibrium confinement for toroidal plasmas. The
required poloidal field (Bθ) is generated in a tokamak by a toroidal plasma current
(Ip). This current is driven using an ohmic field coil (so-named because plasma current
is also responsible for providing heating through ohmic dissipation), which acts as the
primary of a transformer for which the plasma is the secondary. Together, the toroidal
and poloidal magnetic fields provide plasma confinement in tokamak fusion devices.
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1.1.3 Edge Plasmas
The presence of a poloidal field in a tokamak results in magnetic field lines which
have a helical trajectory (see Figure 1-3). In general, these field lines do not close on
themselves, but instead form surfaces of constant magnetic flux (ψ). Over most of
the plasma cross-section these flux surfaces are closed. This is critical to maintaining
good plasma confinement – if these surfaces were not closed, particles could flow freely
towards the boundary along field lines contained in the surface. In the edge plasma,
however, flux surfaces are open, resulting in magnetic field lines which intersect solid
surfaces.
The edge plasma is defined as that region of plasma beyond the last closed flux
surface (LCFS), also referred to as the separatrix. The existence of an edge plasma
seems to be counter to the goal of magnetic confinement, which is to keep plasma away
from the reactor walls. However, in reality, plasma-wall interactions are unavoidable.
The “creation” of an edge plasma ensures that these interactions occur in a controlled
manner.
Edge plasma regions can be formed by two means: by changes in the physical
topology or in the magnetic topology. In the first case, a physical component (“lim-
iter”) is introduced into the plasma at a given plasma radius. Beyond this radius the
plasma density decays rapidly, so that the density in contact with the remaining reac-
tor surfaces is greatly reduced (in turn reducing heat loads to the wall, and therefore
erosion of the wall due to sputtering). The limiter is effectively “scraping-off” plasma
at its radius – for this reason the region beyond the limiter is typically referred to as
the Scrape-Off Layer (SOL). The magnetic flux surface tangent to the limiter surface
is the last one which is closed, i.e. it is the LCFS – beyond the limiter field lines
intersect solid surfaces. The poloidal cross-section of a limiter tokamak configuration
is shown in Figure 1-4 (top panel).
Magnetic topology can also be used to form edge plasma regions. For example, if
a toroidal coil located below the reactor vessel but on a plane parallel to the plasma
axis is used to generate a current, this current will interact with the plasma current
(Ip) to distort the poloidal field inside the plasma. Depending on the location of the
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Figure 1-4: Types of edge plasma configurations. Top panel : Limiter configuration.
The last-closed flux surface, or separatrix, is defined by the limiter radius in this
geometry. Plasma density beyond this radius decays rapidly, reducing particle and
heat loads to the remaining surfaces. Bottom panel : Divertor configuration. In this
case the separatrix is defined by magnetic topology. Nonetheless, density still decays
rapidly with distance away from the LCFS, due to the strong transport of particles
along field lines.
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coil and the strength of its current relative to Ip, the distortion can be strong enough
to create a region of zero net poloidal field, i.e. a poloidal field null. The position at
which this occurs is typically referred to as the X-point, and simple calculations can
be used to show that the surface containing the X-point will be the LCFS. Again,
outside of this surface field lines will intersect the reactor walls. In a divertor tokamak,
the geometry of the machine is designed to keep the plasma outside of the separatrix
in a region separated from the core plasma. An example of a divertor configuration
is shown in the bottom panel of Figure 1-4.
In a divertor geometry, the density profile outside of the LCFS is again expected
to decay rapidly. In both limiter and divertor tokamaks this is a result of the same
effect, namely the strong transport of particles to the wall along field lines in the edge
plasma. Thus, in both geometries it is common to refer to the region outside of the
LCFS as the SOL.
There are a number of aspects in which tokamak performance depends on pro-
cesses occuring in the SOL. (i) Plasma-wall interactions. Plasma-wall interactions
result in the creation of “impurities” (non-fuel species) via chemical and/or physical
sputtering. Impurities can have a deleterious effect on core plasma peformance (see
section 1.1.4) – whether they make it to the core will depend on edge plasma trans-
port. Large heat loads to the walls also result in degradation of material surfaces,
requiring more frequent replacement of components. (ii) Helium ash removal. In
a tokamak reactor in which D-T fusion is predominant, α-particle heating in the core
is a key ingredient to reaching steady-state operation. However, once these particles
have transferred their energy to the background fuel, they need to be removed from
the plasma before they lead to significant fuel dilution. Efficient pumping of helium
from the edge requires an enhancement of the helium edge concentration relative to
the background. Whether this can be achieved will depend on the reactor geometry
in this region as well as edge plasma transport. (iii) Edge-core interaction. Core
plasma behavior also depends on physics in the SOL. For example, although particle
fueling typically occurs at the edge, core density profiles tend to be somewhat peaked,
suggesting the existence of a mechanism in the edge plasma which enhances inward
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radial (across B) particle transport. A number of experiments have demonstrated
that density profile peaking can have a significant effect on plasma confinement prop-
erties (e.g. [15]), indicating that it is important to understand how density profiles are
affected by edge plasma transport. Experiments have also been conducted in Alcator
C-Mod [34] which indicate that as the plasma density increases, turbulence in the
edge region begins to affect a larger proportion of the SOL, until this turbulence in
fact crosses into closed flux surfaces and leads to a thermal quench of the plasma. This
mechanism could be responsible for explaining the well established density limit [19]
which is observed in all tokamaks.
1.1.4 Impurities
Impurities are defined as any plasma component which is not the main fusion fuel.
Impurities exist naturally due to the inability to acheive a perfect vacuum in a toka-
mak reactor before fueling. Thus materials such as water vapor and nitrogren may
be present in small amounts in plasma discharges. On Alcator C-Mod, a number
of techniques are employed to reduce these impurity concentrations, including vessel
baking and electron cyclotron discharge cleaning (ECDC).
However, impurities may also be generated during plasma discharges due to plasma-
wall interactions. These interactions primarily cause material from the wall to be
ejected into the plasma through sputtering. On Alcator C-Mod, where molybdenum
serves as the first wall material, physical sputtering is the primary mechanism for
surface erosion. On other machines, such as DIII-D and JET, where graphite is pre-
dominantly used for first wall material, chemical sputtering can also play a significant
role.
The effect of impurities on tokamak performance is largely based on their location.
In general, impurities can be responsible for large power losses due to bremstrahlung
radiation, which varies as the square of the ion charge state (Z2). If significant
concentrations of impurities exist in the core plasma, this can lead to degradation of
core energy confinement and a thermal quench of the plasma. However, radiation from
impurities may be beneficial in the edge plasma, where it can be used to reduce heat
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loads to plasma-facing components. Experiments conducted on Alcator C-Mod [16]
indicate that it is possible to run discharges with enhanced impurity levels in the edge
– significant enough to dramatically reduce heat loads to the walls – while maintaining
good core plasma properties.
1.2 Open Questions
Impurity concentration profiles in a reactor will depend on two factors: the source
distribution and the transport of impurities in both the core and edge plasma. Im-
purity transport in the edge plays an especially important role, since it determines
the “efficiency” with which impurities generated in this region penetrate to the core.
Though significant effort has been spent on understanding these phenomena, there re-
main open questions regarding the influence of the following mechanisms on impurity
dispersal in the edge plasma:
• Reversed flows. There have been observations on a number of machines, in-
cluding Alcator C-Mod [37] and JT-60U [3], of parallel flows (v‖) in the SOL
changing direction near the separatrix, i.e. reversing (where the “normal” flow
direction is designated as being towards the closest material surface). These
measurements are typically made in the outboard SOL, and imply a large-scale
poloidal flow of the background plasma from outer divertor to inner divertor.
This flow could be responsible for transporting impurities generated at the outer
divertor into the main chamber SOL, providing a mechanism of enhancing im-
purity concentrations in the core plasma. This flow may also result in the
transport of impurities from outer to inner divertor, which has been suggested
as a possible explanation for asymmetries in carbon deposition on the floor of
JET [9].
• E × B flows. In the SOL, field lines intersect material surfaces and electron
temperature varies with cross-field coordinate. The combination of these prop-
erties leads to the establishment of a radial electric field (Er) in the edge plasma.
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This field results in an E × B force on charged species, leading to a flow which
is in the poloidal (in the flux surface) direction. This flow occurs for all species,
independent of any interaction between the bulk plasma and the impurity ions.
Er is nominally in a direction which is outward in major radius in the outboard
SOL and inward in major radius in the inboard SOL. In a “normal”-field con-
figuration, in which the direction of Bφ is clockwise when viewed from the top
of the machine, the resulting E × B flows are directed from the inner to the
outer divertor.
The poloidal flow resulting from reversed parallel flows and from E × B flows are
in opposite directions in the outboard SOL (for normal field operation), as illustrated
in Figure 1-5. On Alcator C-Mod, reciprocating fast-scanning probes are typically
used to make measurements of parallel flows and radial electric fields in the edge
plasma. Recent results [36] suggest that the poloidal projection of the parallel flow
and the E × B flow tend to cancel near the separatrix (where reversed flows are
typically observed), leading to a net toroidal rotation of the plasma. The implica-
tion for impurities is significant – if plasma flows lead to toroidal rotation only, then
the dominant mechanism remaining for transporting impurities generated near outer
divertor surfaces into the main chamber SOL (and beyond) is the thermal gradient
force (arising from parallel gradients in the background electron and/or ion tempera-
ture, e.g. see Equation 6.21 in reference [62]). For typical SOL conditions in Alcator
C-Mod, this force is small (see Equation 5.5), suggesting that impurity ions generated
near divertor surfaces are in fact confined to regions of the SOL near the divertor.
However, these results depend on the validity of the probe data, and independent
measurements of v‖ and Er are therefore desired.
Independent flow measurements are also necessary to confirm probe results de-
scribing the effect of the edge plasma flow pattern on divertor performance. For
example, recent results in Alcator C-Mod [38] indicate that over much of the SOL
cross-field transport to the main-chamber walls dominates over parallel transport to
the divertor, based in part on the measurement of low parallel flow velocities in the
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Figure 1-5: A poloidal cross-section of Alcator C-Mod, with a typical diverted equi-
librium shown. Poloidal flows exist in the outboard SOL as a result of both parallel
flows (blue) and E × B flows (red). Recent results suggest that near the separatrix,
where parallel flows are observed to reverse (i.e. are away from the outer divertor),
the poloidal projection of the parallel flow and the E × B flow cancel, leading to a
net toroidal rotation of the plasma.
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SOL by the scanning probe. Under such conditions, the role of the divertor as a
means of maintaining plasma-surface interactions in a region separate from the core
plasma is minimized. In addition, cross-field heat convection and charge exchange
play a significant role in the scrape-off layer power balance in this case, which can
lead to significant sputtering from main-chamber walls. In order to validate this
main-chamber recycling view of particle flows in the Alcator C-Mod SOL, values of
v‖ should be determined from measurements other than probes.
Doppler spectroscopy has been used in Alcator C-Mod [53], DIII-D [26],[27] and
ASDEX Upgrade [13] to measure parallel impurity ion flows in the outboard SOL,
and results indicate the existence of both normal and reversed flow regions for the
impurities. Spectroscopic measurements have also been used to infer values for the
background ion parallel flow in DIII-D [26] and ASDEX Upgrade [13], under the
assumption of strong coupling between the background neutrals and ions (e.g. through
charge exchange), and in Alcator C-Mod [53] under the assumption of strong coupling
between impurity and background ions. Although this technique provides a simple
means of determining parallel flows in the edge plasma, it has thus far found limited
application in Alcator C-Mod. This is primarily due to problems with obtaining
high signal throughput, which are made more difficult by the low emission strength
typical in C-Mod for spectral lines of intrinsic impurities emitting in the visible range
of the spectrum. In addition, the assumption of strong coupling between impurity
and background ions which is necessary for relating the impurity ion flow velocity to
the background flow velocity is questionable for cases in the near SOL.
Calculations of the radial electric field using a radial momentum balance and
spectroscopic measurements of the poloidal and toroidal flow velocities (as well as
density and temprature measurements) have also been performed on a number of
devices (e.g. [55], [51], [21]). However, these calculations focus on plasma regions
inside the separatrix – there exist no well-documented measurements of Er in the
edge plasma other than from probes.
These results bring attention to the need for additional bulk and impurity plasma
transport measurements in the edge plasma of Alcator C-Mod. Such measurements
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have been conducted using impurity dispersal plumes.
1.2.1 “Plume” studies
A conceptually simple means to determine impurity transport in the SOL is to inject
impurities locally in the edge plasma and then “watch” where they go. Experiments
utilizing impurity gas injection into the edge plasma from limiter or wall-mounted
capillaries have been conducted on a number of machines, including DITE [54], DIII-
D [48], TEXTOR [49],[72], and Alcator C-Mod [28]. Results from these experiments
are based on visible imaging of the resultant impurity dispersal “plumes” using CCD
cameras with bandpass interference filters (e.g. see Figure 1-6). From an analysis
of the emission structure, parameters which affect local impurity transport may be
investigated. For example, results from DITE indicate that the frictional drag arising
from the presence of plasma flows in the limiter presheath significantly impedes impu-
rity transport away from the limiter along B [54], while results from DIII-D suggest
that a large background plasma flow along B is necessary to explain the parallel (to
B) asymmetry of impurity emission generated near the divertor strike points [48].
In both DITE [54] and TEXTOR [49], effects arising from temperature differences
between the impurity and background plasma ions are found to be important for
describing the parallel impurity dispersal. In addition, results from TEXTOR [72]
suggest that impurity ion recycling off the limiter surface may play an important role
in determining the parallel transport of impurities away from the limiter, as does the
presence of a parallel electric field above the injection location, generated as a result
of the density perturbation arising from both the gas injection and background ion
recycling off the limiter surface.
Plume experiments conducted by Jablonski et al. [28] on Alcator C-Mod employed
gas injection through a capillary mounted on the inner wall midplane. A single
CCD camera was used for these experiments, located at the outboard midplane,
providing 2-D images of the emission in the toroidal-poloidal plane (emission images
are integrated in the radial coordinate). Methane, nitrogren, and helium were used
as working gases, with bandpass interference filters employed to view radiation from
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specific line transitions in carbon (CII, CIII), nitrogren (NII), and helium (HeII)
respectively.
An example of a C+2 (CIII) plume obtained from these experiments is shown
in Figure 1-6. The emission is observed to be approximately aligned with the local
magnetic field line, which is expected since ions are allowed to flow freely along field
lines. In addition, there is a slight asymmetry in the extent of the emission along
the field line relative to the injection location, which is indicative of a parallel flow
in the impurity species (similar results for the parallel impurity dispersal have been
observed in other experiments, e.g. [54],[48],[49],[72]). Deviation of emission from the
field line is also observed. This deviation is thought to result from an E × B drift
of the impurity ions, arising from the presence of a radial electric field in the SOL
(radial electric fields are also thought to affect the impurity ion deposition on the
local limiter in gas injection experiments conducted on TEXTOR [72]). The result is
a “boomerang” shape to the emission, where the angle of the boomerang is set by a
competition between parallel and cross-field transport.
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Figure 1-6: Example of a CIII plume generated using gas injection through an inner
wall capillary. The image was obtained from a camera located at the outboard mid-
plane. The plume exhibits elongation along B, as well as deviation from the field line
as a result of an E × B drift of impurity ions, which arises from the presence of a
local radial electric field. Courtesy: B. LaBombard.
A 11
2
-D fluid model was developed by Jablonski to extract from the plume emis-
sion structure the following quantities: parallel flow velocity (v‖); perpendicular flow
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velocity (due to an E × B force, thus yielding Er); electron temperature (Te). To
solve for these quantities, however, measurements of the local electron density (ne)
were required. These were obtained from a reciprocating fast-scanning probe (FSP)
located in the outer divertor. Probe measurements were then mapped from the outer
SOL to the location of the gas injection assuming constant density along field lines.
Comparisons between probe measurements of v‖, Er, and Te and plume measurements
of these same quantities (assuming these values are also constant along field lines)
suggest that the plumes provide a reasonable means for obtaining flow information
in the SOL.
1.2.2 Uniqueness of studies using GIFSP
Plume studies conducted on Alcator C-Mod using wall-mounted capillaries suffer from
a number of limitations. First, plumes tend to be formed close to the wall, since the
ionization mean-free path is shorter than the SOL width for most impurities of in-
terest. Helium provides a counter-example; however, helium ions have a wide radial
distribution, making it difficult to localize the emission radially with a single camera
view. Thus, in most cases plumes formed by gas injection through wall-mounted cap-
illaries allow only the far SOL plasma to be studied. Second, plasma measurements
required for plume modelling (i.e. electron density) are not made locally, which may
introduce an error in the plume analysis. Similarly, any comparisons of flow param-
eters extracted from the plume emission with FSP measurements are questionable,
since both v‖ and Er may vary along B in the SOL.
To address these limitations, a novel diagnostic has been developed on C-Mod:
a gas-injecting fast-scanning probe (GIFSP) [35]. This diagnostic allows impurity
gas to be injected out the probe over a short period near the probe’s end-of-stroke.
Since the probe scans the entire edge plasma, up to the LCFS, gas can be injected
anywhere in the SOL, allowing plume studies to be conducted as a function of SOL
depth. Surrounding the gas-injection capillary are four Langmuir probes (more detail
in section 2.1), which provide values of the local electron density and temperature
as well as local estimates of v‖ and Er (similar to the gas-injecting limiter probe
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used in DITE [54]). Thus for plumes formed with the GIFSP, quantities required
for modelling are locally available. Similarly, flow quantities are locally measured,
allowing a direct comparison to be made between plume and probe results.
The imaging component of the plume diagnostic system has also been upgraded
relative to previous work on C-Mod. Two near-perpendicular views of the plume are
available, allowing (in principle) for a full 3-D reconstruction of the emission. At
each view location beam-splitters are used to obtain emission from two charge states
simultaneously. Finally, gated, intensified CCD cameras are used to image the plume
emission, allowing the gas injection to be reduced below perturbative levels. This
system, which is described in more detail in section 2.2, allows plumes to be used as
a flow diagnostic for any plasma discharge.
1.3 Goals & Outline of Thesis
The goals of this thesis are to gain an understanding of the physics of impurity
dispersal plumes, and to assess their utility as a diagnostic of parallel flows and radial
electric fields in the edge plasma. This is achieved by imaging plumes generated at
a variety of SOL depths (up to the LCFS) and for a variety of plasma discharge
conditions.
In Chapter 2, a description of the diagnostic system used to make the plume mea-
surements is given, followed by a discussion of the invessel integration of the system.
For comparison with modelling results, plumes are calibrated and mapped to a field-
aligned coordinate system. The algorithms used to perform these transformations
are presented. Finally, in order to simplify the comparison between experiment and
modelling, emission is characterized in terms of moment parameters. The calculation
of these parameters, and the implementation of error analysis in the calculations, is
discussed.
In Chapter 3, characteristics of the plume emission are described, including their
dependence on local plasma parameters. Experimental results are then presented
which provide evidence for the existence of a sputter source for the emission, as well
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as evidence that impurity transport near the probe is “jet”-like along B in the near
SOL and that the impurity ion distribution is extended down the probe axis. A sim-
ple model which is used to assess perturbations arising from the gas injection is then
described. Finally, a database of plume results is constructed, allowing correlations
to be developed between the plume structure and background parameters. The ion-
ization mean-free path for deuterium neutrals recycling off the probe surface is found
to play a key role in the formation of plumes which exhibit jet-like behavior.
In Chapter 4, initial analysis of the plumes using analytic fluid models is presented.
The drawbacks of analytic modelling are then discussed, which indicate that the
simple model employed by Jablonski is insufficient for describing plume emission
generated from injection through the scanning probe. These results motivate the
use of a more sophisticated tool for impurity plume simulation, namely the LIM 3-D
impurity transport code. A description of modifications which were made to this code
to allow for a more accurate simulation of the plume experiments is given. Among
these were the development of various code options for including effects of sputtering
and background ion recycling off the probe surface. Benchmarking results are then
presented, and an algorithm is described which is used to transform the 3-D simulated
data into 2-D plume images that can be compared directly with experimental results.
A physics model for the emission structure is presented in Chapter 5. This model
features separate components for describing the sputter source of the emission, the
mechanism leading to the impurity ion jet, and the cause of the vertical elongation in
the impurity emissivity. During its development, new insights were acquired on the
nature of perturbations induced by the scanning probe. These include the presence of
a vertical E × B drift near the probe surface, responsible for transporting bulk and
impurity plasma down the probe axis, and the presence of a localized parallel electric
field above the probe tip, responsible for accelerating impurity ions away from the
probe. This latter effect, which is the result of a localized density perturbation arising
from background ion recycling off the probe surface, has been characterized for this
first time in this work (although the effects of a density perturbation arising from
localized gas injection and background ion recycling off the limiter surface were also
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investigated to a limited extent in TEXTOR [72]). The density perturbation is found
to be significant only in the near SOL, and the magnitude of the resultant parallel
electric field is sufficient to explain the parallel extent of impurity emission generated
in this region. In the far SOL, the parallel plume extent is reproduced using the
sputter source component of the model. This component of the model also provides
an explanation for the cross-field extent of emission generated in both the near and
far SOL. Finally, results from sensitivity studies in LIM are presented, which are used
to investigate the density and temperature profile dependence of the plume structure,
as well as the influence of parallel and cross-field flows on the emission in the near and
far SOL. Having developed a model for describing the plume emission, conclusions
are reached as to the utility of the plumes as an edge plasma flow diagnostic.
In Chapter 6, results from the plume model are used to extract parallel and cross-
field flow information from the emission structure. For plumes generated in the near
SOL, estimates of the radial electric field are obtained from an analysis of the jet
component of the emission. These values are then compared with probe estimates
calculated from the radial gradient of the inferred plasma potential profile and from
measurements of the poloidal propagation velocity of edge plasma fluctuations. Re-
sults of this comparison suggest that the latter technique may provide a more reliable
means of determining the radial electric field in the edge plasma from probe data.
Plume measurements are also used to infer values of Er inside and outside of the
Quasi-Coherent (QC) mode layer during Enhanced Dα (EDA) H-mode. In the far
SOL, estimates of the parallel flow velocity are inferred from parallel asymmetries
in the plume emission structure using LIM. Results indicate that the plume mea-
surements of parallel flow to the divertor are larger during reversed field operation
compared to normal field operation, consistent with probe measurements. However,
values for the parallel Mach number inferred from the plume data are also found to be
smaller than values inferred from the probe data. Possible causes for this discrepancy
are discussed, which suggest that the plume measurements may provide a constraint
for the parallel flow structure in the far SOL. This result is important for assessing
the effect of main-chamber recycling in the edge plasma of Alcator C-Mod.
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Finally, a summary of results from the impurity plume experiments is presented
in Chapter 7. Although plume measurements provide a means of cross-checking
probe results in many cases, ultimately the sophisticated nature in which the plume
structure is related to SOL flows suggests that the plumes cannot stand alone as a
complete flow diagnostic. However, in many cases plumes serve as a valuable tool
for determining the sign, as well as an estimate of the magnitude, of Er in the near
SOL, especially during EDA H-mode, when fluctuations from the QC mode make it
difficult to interpret probe measurements. Future work which could be performed to
improve the plume imaging diagnostic is also discussed.
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Chapter 2
Diagnostic Hardware
The impurity plume diagnostic consists of two main components: (1) the gas-injecting
fast-scanning probe (FSP) and (2) optical views of the probe. The details of each
system are described below.
2.1 Gas-Injecting Fast-Scanning Probe
A vertical fast-scannning probe [71] (FSP) has been operational on Alcator C-Mod
since the beginning of plasma operation (1993). In 1996, the probe was modified to
allow a controlled amount of impurity gas to be injected through the probe tip [35].
The probe consists of four 1.5 mm diameter tungsten wires embedded in a 1.6 cm
diameter molybdenum probe head. The wires serve as Langmuir probes, making
measurements of local electron density (ne) and temperature (Te) in the SOL. A
close-up view of the probe head is shown in Figure 2-1. As shown in the figure,
probe elements are labeled “north”, “east”, “south”, and “west”, based on their
location relative to the pyramidal center when viewed from the front. Probe elements
are positioned within the probe head such that one pair (east-west) has directional
sensitivity along the local magnetic field line trajectory and the other has directional
sensitivity across B. For normal field operation (i.e. clockwise toroidal field direction
when viewing the machine from the top), the west probe looks “downstream”, towards
the divertor.
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Figure 2-1: Close-up views of gas-injecting scanning probe (actual scale). The probe
head is made from molybdenum, the wires which serve as Langmuir probes from
tungsten, and the capillary tube and inertial valve from stainless steel. The Lang-
muir probes are oriented to have directional sensivity both along and across B, yield-
ing information on local SOL flows in addition to values for electron density and
temperature.
The local value of the parallel Mach number (M‖) may be estimated from the
ratio of saturation currents measured on the east and west probes, using:
M‖ = 0.45 ln
(
jeast
jwest
)
(2.1)
Equation 2.1 is based on a 2-D fluid analysis of ion collection by probes in a plasma
with background flows and strong magnetic fields [23].
Centered between the probe elements is a 1 mm diameter stainless steel flexible
capillary tube. The tube extends down the body of the probe and is connected to a
nearby gas plenum. An inertial valve sits inside the capillary near the probe tip, and
is designed to open under an acceleration of ≥ 30 g’s. A diagram of the probe head
showing the capillary and inertial valve is given in Figure 2-2. Gas in the capillary
leaks out from the probe head only when the probe head experiences an acceleration
greater than the acceleration required to open the valve. The acceleration of the probe
is ≥ 30 g’s for a period of ∼ 8-10 ms near its end-of-stroke; the peak acceleration of
the probe during insertion is ' 70 g’s. The timing of the valve opening relative to the
probe insertion is illustrated in Figure 2-3. In this case a large gas injection was used
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to perturb local plasma conditions (as detected by the south probe), with the timing
of the perturbation establishing when the inertial valve is open. During this period,
the probe moves ∼ 6 mm, or ∼ 4 mm perpendicular to magnetic flux surfaces (based
on typical magnetic equilibria in the SOL). Thus gas deposition is highly localized.
S.S. Threaded Fitting Ceramic coated Mo, dc break Pyramidal ,
,Probe Tip
Inertial Gas Valve
Capillary dc Break1 mm i.d. Capillary Tube 1.5 mm Outlet Orifice
15.8 mm
Figure 2-2: Transparent view of fast-scanning probe head assembly showing gas feed
and inertial valve location.
2.1.1 Injection parameters
A series of parameters are chosen to optimize performance of the injection system,
including injection gas species and rate of gas injection. The choice of the gas species
is determined by the following requirements:
• That there exist charge states of the resultant impurities which emit line radi-
ation in the visible (requirement for optics, see sections 2.2.2 and 2.2.3);
• That there exist impurity charge states which can exist over a large region of
the SOL, where densities and temperatures vary strongly;
• That there exist impurity charge states which strongly couple with background
plasma flows, so that impurity transport can be related to bulk plasma trans-
port;
• That injection of the impurity have a non-perturbative effect on the bulk plasma.
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Figure 2-3: Test shot illustrating timing of gas injection relative to the probe insertion.
In this case a large gas injection was used to induce a perturbation in the local
plasma conditions (as detected by the south probe). The timing of the perturbation
establishes when the inertial valve is open. This result indicates that the inertial valve
opens only near the peak of the scan, i.e. that gas deposition is localized. Courtesy:
B. LaBombard.
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Previous experiments on Alcator C-Mod have been conducted using carbon impu-
rity injection (in the form of methane gas) and nitrogen impurity injection (N2) from
both wall-mounted capillaries [28] as well as the fast-scanning probe [35]. Results of
FSP-injection experiments using nitrogen revealed that low charge state ions of this
impurity (which are the only ones to emit in the visible) have a short lifetime and
therefore do not strongly couple to background flows for typical SOL conditions. Ni-
trogen plume emission structure is therefore only weakly correlated with bulk plasma
transport. Results of nitrogen plume modelling using the LIM Monte Carlo impurity
transport code [65] were consistent with this finding. Code results did indicate how-
ever that C+3 ions formed in conditions typical of the near scrape-off layer would be
sufficiently long-lived to be well-coupled to the background, implying that measure-
ment of C+3 plumes could be used to obtain information on background flows [35].
To address the criterion of non-perturbativeness (e.g. by minimizing the amounts of
injected species not viewed), deuterated ethylene (C2D4) was chosen as the injection
gas, with the hope of looking at CIV line radiation (specifically the 581.0 nm line).
However, experiments conducted in the early portion of the 1999 C-Mod run cam-
paign demonstrated that the emission strength for this line is too weak to be seen.
Unfortunately, for carbon, only C+1 and C+2 ions emit strongly in the visible. To
utilize C2D4 for plume studies, CII (at 514.3 nm) & CIII (at 465.1 nm) line radiation
is viewed.
The amount of gas injected is primarily set by the plenum pressure. The injection
system was calibrated by puffing gas into an empty vacuum vessel and recording the
change in the pressure. Using a previously calibrated gauge, ∆p can be expressed
in terms of the total number of molecules injected, providing a relationship between
plenum pressure and injection level. An example is shown in Figure 2-4 – in this case
the plenum pressure was ' 17 torr, resulting in the injection of ' 6 × 1016 molecules
of deuterated ethylene per puff (or probe scan). A calibration “curve” (consisting of
points at 5 different plenum pressures) for C2D4 injection is shown in Figure 2-5. For
a typical plume experiment, a plenum pressure of ∼ 16 torr is used, resulting in ∼
5 × 1016 molecules injected per probe scan. Discussions on the gas pertubations are
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given in section 3.2.2.
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Figure 2-4: Injection of C2D4 through the scanning probe into an empty vacuum
vessel. Using a calibrated gauge, the change in pressure inside the vessel can be
related to the number of injected molecules. In this case, for a plenum pressure of 17
torr, ∼ 6 × 1016 molecules of deuterated ethylene were injected per probe scan.
2.2 Probe views
Two near-perpendicular views of the probe are available on Alcator C-Mod, one view-
ing the probe from the top of the machine (F-top) and the other viewing horizontally
from the outside (F-side). Views are obtained using coherent fiber bundles located
in re-entrant periscopes. Each fiber is coupled to a gated, intensified CCD camera
through a series of optics (lenses, mirrors, interference filters). Images from both
cameras are captured simultaneously using a video framegrabber. Details on each of
these components is given below.
2.2.1 Periscope design
A cross-section of Alcator C-Mod showing the locations of the two periscopes is
given in Figure 2-6. Some characteristics of the periscopes are given in Table 2.1.
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Figure 2-5: Calibration “curve” for injection of C2D4 through the scanning probe.
For a typical plume experiment, the plenum pressure is ∼ 16 torr, resulting in ∼ 5 ×
1016 molecules being injected per probe scan.
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Here the term “periscope” refers to a pipe with a re-entrant window on the end. A
coherent fiber bundle with a camera lens attached to its end is placed inside each
tube, and each bundle looks through the corresponding window to provide a view of
the scanning probe. Design of the F-top periscope was straight-forward, given the use
of a standard 3 3
8
” flange at this location, and was performed by Dr. B. LaBombard.
The F-side periscope required special design so that it would fit within the flange
layout at this port (see Figure 2-7), which was governed by the installation of the
diagnostic neutral beam (DNB) and its associated diagnostics. The primary design
considerations were the size of the periscope vacuum (conflat) flange, set at 1 1
8
” by
spatial constraints, and the ability to insert the periscope underneath the turbulence
probe. Modifications to the conflat flange were necessary to allow for the periscope
to be inserted – specifically, the flange was drilled out in two steps. Bench tests were
conducted to verify that the structural integrity of the flange was not compromised
by these modifications.
The outer diameter of the F-side periscope ( 5
8
”) was chosen based on standard
sizes offered by Larson Electronic Glass [44]. The inner diameter (0.555”) was chosen
to accomodate the outer diameter ( 1
2
”) of the coherent fiber bundle that would be
inserted into it. For these range of sizes, Larson Glass only offers periscopes with
sapphire windows. For a periscope tube outer diameter of 5
8
”, the window outer
diameter is 0.660”. However, the nominal inner diameter of the copper gasket used
to make the seal between the periscope and the conflat flange is 0.635”. Thus for the
F-side periscope the gasket needed to be milled out to a larger diameter (0.665”).
Tests were conducted in the Alcator C-Mod vacuum lab to ensure that a proper seal
could be obtained with this thinner gasket, and they indicated that the integrity of
the seal is maintained.
52
Side View of ,
,Gas Injection ,
,Location,
,
Top View of ,
,Gas Injection ,
,Location,
,
Gas-Injecting,,
,Fast-,
,Scanning,
,Probe
Plume
Figure 2-6: Cross-section of the Alcator C-Mod vacuum chamber with a typical di-
verted equilibrium. Gas is injected at the end of stroke of a vertically-scanning probe.
Impurity emission plumes are viewed from two near-perpendicular locations.
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Figure 2-7: Layout of F-horizontal flange, indicating location of F-side persicope.
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Side View Top View
Window type Sapphire Quartz
Length 8” 68”
Tube Outer dia. 0.625” 1.63”
Tube Inner dia. 0.555” 1.5”
Window Outer dia. 0.660” 1.8”
Table 2.1: Characteristics of periscopes used to view FSP.
2.2.2 Fiber bundles
The fiber bundles [58] are square format, 4 mm × 4 mm, containing 400 × 400 fibers
each, and transmit primarily in the visible (starting at ∼ 350 nm).
Standard camera lenses are placed at either end of each fiber bundle for focusing.
The focal length of the lens placed on the end looking into the machine is set by the
desired viewing area at the given view location. These areas are determined by both
the distance from the fiber to the probe and from the expected plume dimensions
for the impurities being viewed. In Figure 2-8, values of the ionization mean-free
path for C+1 (CII) and C+2 (CIII) for a variety of background electron densities and
temperatures are shown (Tcarbon = Te is assumed in each case); assuming that the
parallel extent of the plume emission can be approximated by the ionization mean-
free path (see section 3.2.1), parallel plume extents will be in the range of 5-10 cm
for CII emission and 15-30 cm for CIII emission for conditions representative of the
SOL. Focal lengths for the lenses (top view – 16 mm; side view – 6 mm) are chosen to
ensure that the fiber views are at least as wide as the widest expected parallel extent
for CIII emission. Since the fibers are square in format, the length of the view will be
identical in each direction. This ensures full coverage of the plume, since the parallel
extent of the impurity emission is much larger than the cross-field extent in almost
all cases.
The resolution of each fiber bundle is determined from the following calculation:
Resolution =
(4 mm/400 fibers)× (distance from fiber to probe)
focal length of lens viewing probe
(2.2)
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Figure 2-8: Calculation of ionization mean-free path vs. electron density and temper-
ature for C+1 and C+2 ions. The density range is from 3 × 1019 - 2 × 1020 m−3. The
carbon temperature is assumed equal to the electron temperature in both cases.
Using the known distances from each fiber to the probe and the required view areas
(which subsequently sets the focal lengths of each lens), the resolution for each system
is determined to be ∼ 0.63 mm/fiber. These results are summarized in Table 2.2.
Side View Top View
Distance to fiber 41.7 cm 89.7 cm
View Area 27.7 cm2 22.2 cm2
Focal length of lens 6 mm 16 mm
Resolution 0.70 mm/fiber 0.56 mm/fiber
Table 2.2: Coherent fiber bundle characteristics for each view.
Sitting on top the lenses are wedge prisms, which are used to steer each fiber’s
view. These prisms are required because the fiber bundles are centered at locations
which are different from the FSP axis (see Figure 2-6). The prisms are made of BK-7
glass – using the known index of refraction of this material [11], the angle that the
view is steered by can be determined as a function the wedge angle from the following:
cos θ = [N sin2φ± sin 2φ
2
(csc2φ−N2)] (2.3)
where φ is the wedge angle and θ is the angle that the view is steered by. Required θ
values for the top and side view are determined by the distance from each view to the
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FSP and the distance that each view is off-center from the FSP axis. The required
wedge angles are then calculated using Equation 2.3. For the top view, a standard
prism with a wedge angle of 4◦ is used. For the side view, a custom-made piece was
required, with a wedge angle of 5.7◦. These wedges are attached to the fiber lenses
using standard RTV epoxy [57].
2.2.3 Cameras
Images obtained from the fiber bundles are digitized using CCD cameras. Discussion
of the optical coupling between the bundles and the cameras is given in the next
section.
The cameras are similar systems (side view: model ISG-250; top view: model
ISG-202) developed by Xybion Electronic Systems [75]. Both cameras are on loan to
Alcator C-Mod from outside facilities – the F-side camera from the Princeton Plasma
Physics Laboratory (courtesy Dr. S. Zweben) and the F-top camera from the Los
Alamos National Laboratory (courtesy Dr. R. Maqueda). Each CCD chip consists of
a 2-D pixel array, from which a standard black and white analog video signal (RS-170
standard) is generated. This signal is then digitized (using 8-bit digitization) onto
a separate 2-D array containing 640 × 480 pixels (see section 2.2.5). The F-side
camera has an active pixel dimension of 768 × 493 pixels, corresponding to a physical
dimension of 11.9 × 8.9 mm, while the F-top camera has an active pixel dimension
of 754 × 484 pixels and a physical dimension of 12.7 × 9.6 mm. A high-voltage
intensifier is available on each unit for increasing the light sensitivity. On the F-side
camera the intensifier voltage can be controlled externally through a knob on the
power supply, whereas for the F-top camera this voltage is fixed.
Each camera has the capability of being electronically shuttered, i.e. having an
exposure time which is less than the nominal field time of 16.6 ms (since each frame
is composed of two fields, “even” and “odd”, the corresponding frame rate of each
camera is 30 Hz). Gates can be set externally through knobs on the cameras, or
through a voltage signal sent to the proper pin on the cable connecting the camera
to its power supply. The latter method is used during normal operation. Nominally
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the exposure input pin is set low (0 V), corresponding to a full exposure window for
the camera. When gating the camera, an initial high voltage (+2V) signal is sent,
followed by a series of low voltage pulses, whose (variable) duration are the desired
camera gate times. The cameras can be gated from 1 µs to 16.6 ms. For typical
operation camera gates are in the range of 0.1-1 ms.
Gating is desired in order to “freeze” the motion of the probe during acquisition
of a given plume image. This is to ensure that the information obtained from the
probe is truly localized, and not averaged over a series of flux surfaces. This is
especially important for plumes generated in the near SOL, close to the separatrix,
where plasma parameters may vary substantially over short distances. However, since
gating is employed, intensification is required to improve the signal-to-noise of each
camera.
In order for signals from each camera to be captured using a single video frame-
grabber board, signals from both cameras need to be synchronized with each other.
In the initial set of experiments [14], neither camera had the ability to synch directly
to an inputted video signal. The F-side camera could only be synched by sending it
horizontal drive (HD) and vertical drive (VD) pulses, while the F-top camera could
only be synched using a line-driven source. Therefore, a circuit was developed to
create synchronization signals that both cameras could accept. Following the 1999
run campaign, the F-side camera was sent to the manufacturer to have its video
card replaced – this change allowed it to directly accept an external video signal as a
synchronization signal. The old synch circuit was then used to synchronize the video
frame times to the timing of the Alcator C-Mod shot cycle.
2.2.4 Beam-splitters
In almost all cases the extent of the impurity emission in the direction parallel to the
local magnetic field will be extended compared to that in the cross-field direction.
This “aspect ratio” is set by the ratio of the parallel diffusion (expansion) rate of the
impurities, primarily governed by classical transport processes, and the cross-field
drift of the impurities, set by anomalous transport processes. Since this ratio in most
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cases is larger than 2-to-1, much of the viewing area on the CCD chip is blank for
both cameras (roughly 1/2 - 2/3). This fact inspired the idea of capturing two images
simultaneously on each chip through the use of beam-splitter optics.
Capture of CII and CIII emission simultaneously at each view location is done
with the use of beam-splitters. A schematic of the beam-splitter design used for each
camera is shown in Figure 2-9. Though the position of the beam-splitter optics are
not identical for each camera due to the difference in camera CCD chip sizes, the
basic designs are the same. Emission from the fiber bundle is first sent to a dichroic
mirror. A 25 mm focal length camera lens is used on this end of the fiber bundle
for both systems, with the focus set at ∞ to ensure that this emission is sent out as
parallel rays. Emission below ' 480 nm is reflected off of the mirror, and emission
above ' 500 nm is transmitted, making this component nearly ideal for the CII (514.3
nm) / CIII (465.1 nm) system. The mirror is 2.0 in2, ' 1 mm thick, and made from
soda-lime glass [46].
Once the signal is split with the dichroic mirror, each leg passes through a bandpass
interference filter. The filters are 2” diameter, custom-made from Andover Optics [2].
The CII filters are centered at 514.5 nm with a bandwidth (FWHM) of 3.3 nm, while
the CIII filters are centered at 465.7 nm with a bandwidth of 2.8 nm. All filters
have a peak transmission of ' 62%. The center wavelength of each filter is slightly
blue-shifted relative to the wavelength of the corresponding carbon spectral line (CII:
514.3 nm, CIII: 465.1 nm) to optimize the amount of emission collected from light
rays with non-normal incidence to the filter [2].
The remaining optics of the beam-splitter consist of achromatic lenses and mirrors,
whose placement is set in order to steer the beam towards the camera CCD chip and
to minimize light-loss/vignetting. At the point where the signals are recombined, a
split-mirror containing a 30◦ bevel angle (custom-made from Cat I Manufacturing [8])
is used which allows signal from the upper leg to pass (relatively) unattenuated while
reflecting signal from the lower leg into the proper beam path. All lenses were pur-
chased from Edmund Industrial Optics [11], and each has a focal length of either 25
mm (stock no. K45-174) or 50 mm (stock no. K32-496). The f-number (the ratio of
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Figure 2-9: Schematic of a beam-splitter used to capture images of CII and CIII
emission simultaneously at each view location. A dichroic mirror is used to split
the input signal: emission below ' 480 nm is reflected, emission above ' 500 nm is
transmitted. Bandpass interference filters are used to pick out the radiation lines of
interest, and then signals in each leg are sent through lenses and mirrors positioned
to steer the beam towards the CCD chip while minimizing vignetting losses.
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the focal length to diameter) for both the 25 mm and 50 mm lenses is 1.67. The mir-
rors are standard 2” square mirrors, coated for optimal reflection, and also obtained
from Edmund Industrial Optics (stock no. K43-876).
The location of each of the components was initially set by simple ray-tracing
calculations (the central ray for each leg in the splitter is shown in Figure 2-9: CII
– blue, CIII – red). Component positions were then optimized on the bench using
illuminated test patterns (e.g. an eye chart, a uniform grid), to ensure that each leg in
the splitter gave the proper view dimensions and was optimally focused. In addition,
for the side view system a HeNe laser beam was used to verify that the central ray
passed through the center of each component. During these tests the decision was
made to remove a pair of 25 mm achromatic lenses from the system, one from each leg
of the beam-splitter, in order to improve image resolution at the expense of light loss
from vignetting (these lenses are not included in Figure 2-9 – the original design called
for a total of six 25 mm achromatic lenses). Finally, due to an error in construction
of the beam-splitter housing, the location of the input fiber relative to the dichroic
mirror was misplaced. However, there was enough tolerance in the design to correct
for this error, and the final fiber input location was set by performing an invessel
alignment which ensured that the center of each view was centered on the FSP.
The full fiber/beam-splitter system resolution is estimated from the pixel intensity
variation in a line-out of an absolute calibration image (see section 2.3.1, Figure 2-12).
In this case only a fraction of the CCD chip is illuminated. In an ideal system the
boundary between the illuminated and non-illuminated portions of the image would
also be sharp – in reality this boundary is smooth due to finite optical resolution,
whose magnitude may be determined from the decay in pixel intensity across the
boundary. For this system the average image resolution is found to be ∼ 2.5 mm
at the plane of the gas injection location. However, the final image resolution is in
fact ' 5 mm for each view, resulting from the use of 9×9 pixel digital smoothing
to minimize the contribution from random fluctuations arising from electronic noise.
This is discussed further in section 2.4.1.
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2.2.5 Image capture & Acquisition
Signals from both cameras are sent from the Alcator C-Mod cell to the C-Mod control
room via fiber optic cables. Similarly, exposure timing data is sent from the control
room to each camera via fiber optics. The fiber optic signals are converted to and from
analog electrical signals using standard transmitter/receiver units [52]. Once signals
are in the control room, they are sent to a video frame-grabber board for acquisition.
The board being used (model Corona/4) is supplied by Matrox [47]. Software has
been written [67] allowing the color board to accept black-and-white input signals on
each of the individual color channels (R, G, and B); signals from both cameras are
therefore acquired using the same board. A “dummy” camera located in the control
room is used as a video signal buffer and plugged into the third color channel to
set the timing of the frame-grabber board. This is required because video timing
signals from the Xybion cameras were found to be unreliable when sent directly to
the frame-grabber board. However, the dummy camera is itself synchronized to the
F-top camera video, ensuring that the frame-grabber timing is indeed synchronized
to the camera system.
The frame-grabber board is located within a PC dedicated for these experiments.
Software has been written [67] to store the camera data locally into a file structure
(data tree) similar to that used for the Alcator C-Mod database. Camera images
are simply obtained by retreiving data from the proper node in the data tree (e.g.
“\video:camera1”). The data tree can be accessed via the VMS or LINUX clusters,
allowing data analysis to be done locally or remotely on a workstation.
The resulting output of the image capture system is a 2-D array of intensity values,
which range from 0-255 pixel intensity units (PIU). These values are converted to units
of brightness (W/m2/ster) through an absolute calibration of the system.
2.3 In-vessel system integration
In this section, a brief description of the methods used to calibrate and align the
imaging systems is presented.
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2.3.1 Relative & Absolute calibration
Relative pixel calibrations were obtained in-situ for each imaging system by placing
an illumination source directly in front of the corresponding periscope window and
taking images at a number of different exposure levels. For relative calibration of
the side view camera system (SVC), the source was one of constant, known bright-
ness (the Labsphere) [42]. However, an in-situ relative calibration of the top view
camera system (TVC) could not be performed with the Labsphere, as a result of
in-vessel spatial constraints. Instead, an intense bulb was employed, whose output
was made approximately uniform using a ground glass diffuser. The relative pixel
calibration obtained from this setup was then compared to results obtained after the
run campaign from a calibration conducted on the bench using the Labsphere. The
comparison suggests that the output from the ground glass diffuser was indeed rather
uniform (more details below). Therefore, for relative calibration of the TVC plume
data, results obtained from the in-situ calibration are used.
During relative calibration of the SVC, bandpass interference filters were in place
for each leg of the beam-splitter for all images. However, for the TVC, this was only
true for small number of images taken at a single exposure level (16.6 ms). The
TVC relative calibration was instead determined from images in which no bandpass
interference filters were used, and a neutral density filter (ND=1, corresponding to a
factor of 10 attenuation) was in place for the CII leg of the splitter. These conditions
were necessary to maximize the dynamic range of the camera over which data were
taken for each half of the CCD chip.
Calibration curves were generated detailing the response of any given pixel to
the exposure time. An example of these curves for each camera system is shown in
Figure 2-10. As one might expect, the variation in the pixel intensity with exposure
time is roughly linear (especially after 9×9 pixel smoothing, using the SMOOTH
function in IDL [25], is employed on the calibration images). Linear calibration
coefficients are thus used for each pixel.
Since the input signals are uniform, any non-uniformities in images taken at fixed
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exposure are due to variations in pixel response (e.g. due to vignetting losses). These
variations are taken into account by requiring that all pixels in a half-image (i.e. in
each leg of the beam-splitter) have the same intensity value as the center pixel in
that half-image, which is expected to experience the least (and ideally no) vignetting.
This results in the generation of a 2-D array of multiplicative factors for each imaging
system, calculated at each pixel location by dividing the intensity value at the given
pixel by the intensity value at the center pixel in the corresponding half-image. These
2-D arrays represents the relative calibration coefficients for each system, and are
referred to as the “vignetting field”. Vignetting fields are calculated at each exposure
for which calibration data were taken, and an average vignetting field is constructed
from these data. The average vignetting fields for the SVC and TVC systems are
shown in Figure 2-11.
The fields shown in Figure 2-11 represent the average response of each imaging
system to a normalized uniform input. A strong decay of field intensity near the image
boundaries is observed in both systems, suggesting that data near the boundaries may
be unreliable as a result of strong vignetting occuring at those locations. In addition,
application of the vignetting field from the top half of the SVC to the corresponding
plume images results in the appearance of non-physical features in the calibrated CIII
SVC data, indicating that this data may not be useful for quantitative analysis of
the plume structure (more discussion in section 2.4.2). These fields are nonetheless
used to provide a relative calibration for plume images captured from each imaging
system.
Absolute calibration coefficients for the SVC are obtained by taking images of the
Labsphere when it is placed at the FSP location. An example of such an image is
shown in Figure 2-12. The dramatically different intensities in each half of the image
result from the convolution of the wavelength dependence of the source output with
the spectral response functions of the bandpass interference filters and the camera.
In addition, due to the large distance between the probe location and the view, only
a small fraction of the CCD chip is illuminated. Nonetheless, this image is more than
sufficient to provide an absolute calibration. To determine values for the absolute
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Figure 2-10: Calibration curves for the SVC and TVC at a fixed pixel (for both cases
the pixel location is (320,200)). The response of pixel intensity to camera exposure is
nearly linear over a wide range of exposure times. In both cases, calibration images
are 9×9 pixel smoothed using the SMOOTH function in IDL.
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Figure 2-11: Average vignetting fields for the SVC and TVC, used to provide a relative
calibration for images obtained from each system. The vignetting field exhibits a
strong decay near the image boundaries in each case, suggesting that data near the
boundaries may be unreliable.
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calibration coefficients based on this image, relative pixel calibration factors (i.e. the
vignetting field) for this system are first applied to the image, producing a nearly
uniform output. The average pixel intensity value (PIU) of the output image is then
set equal to the (convolved) brightness value of the light source (W/m2/ster). Images
were taken at 5 different exposure times, and averaging was employed to determine
the final values for the CII and CIII absolute calibration coefficents. These values are
8.38 ± 0.70 × 10−6 J/m2/ster/PIU for CII and 2.60 ± 0.32 × 10−5 J/m2/ster/PIU for
CIII (the camera exposure time was also included in the calculation – see Equation 2.4
for the exact relationship between pixel intensity and brightness).
Figure 2-12: Image of the Labsphere located at the FSP location, taken from the side
view system (no smoothing, no vignetting field applied). Using the known brightness
spectra of this source, and the spectral response functions of the bandpass interference
filters and the camera, an absolute calibration for the system can be obtained.
For the TVC, absolute calibration coefficients could not be obtained in the same
manner, because images taken from this view of the Labsphere at the FSP location
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were too dim to be useful. Values for these coefficients were instead determined
from system calibrations conducted on the bench after the run campaign. These
calibrations were also used to validate the relative calibration data obtained from
the in-situ calibration. A comparison of relative calibration results from in-vessel
calibration using the ground glass diffuser system and from bench calibration using
the Labsphere is shown in Figure 2-13. In both cases results (given in terms of
a normalized response to a normalized input) are averaged over the vertical pixel
range corresponding to the CIII portion of the CCD chip. Note that the system
configurations are not identical for the two cases, as a result of the imaging system
being disassembled immediately after the run campaign and then re-assembled some
time later. Nonetheless, the comparison indicates that the response of the TVC to the
ground glass diffuser output and to the Labsphere is approximately the same (within
the deviation of the results).
Absolute calibration coefficients for the TVC were obtained using a pair of images
of the Labsphere, each taken with the output plane of the Labsphere slightly displaced
from the input plane of the fiber bundle, and with bandpass interference filters in
place for each leg of the beam-splitter. Again, the vignetting field for this imaging
system, obtained from in-situ calibration results (Figure 2-11, bottom panel), is first
applied to each image to produce a nearly uniform output. The average pixel intensity
value of each resulting image is then set equal to the brightness value of the light
source, calculated from a convolution between the wavelength dependence of the
source output and the spectral response functions of the interference filters and the
camera. Average values for the absolute calibration coefficients determined from this
calculation are 5.34 ± 1.02 × 10−5 J/m2/ster/PIU for CII and 3.70 ± 0.72 × 10−5
J/m2/ster/PIU for CIII. There may be some uncertainty associated with applying
these values to the plume data, since they were not obtained from images taken in-
situ at the FSP location. However, results from a cross-calibration between the SVC
and TVC plume data indicate that these values are appropriate (more details below).
Values of the absolute calibration coefficients for the TVC are found to be larger
than corresponding values for the SVC. In addition, the relative variation between
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Figure 2-13: Comparison between relative calibration results for the TVC from in-
vessel calibration using a ground glass diffuser system and bench calibration using
the Labsphere. In both cases results (given in terms of a normalized response to a
normalized input) are averaged over the vertical pixel range corresponding to the CIII
portion of the CCD chip.
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values of the CII and CIII coefficients differs for the SVC and TVC, indicating that
the cameras have very different spectral response. These results are consistent with
the weak intensity observed on both halves of the image during attempts to conduct
an in-situ absolute calibration of the TVC using the Labsphere, explaining why such
a calibration was not possible. Nonetheless, for a given plume, pixel intensity values
observed on the SVC and the TVC are found to be comparable for comparable values
of the camera exposure times (which are typically within a factor of 2). This suggests
that the plume brightness viewed by the TVC (W/m2/ster) can be larger than the
plume brightness viewed by the SVC. A possible explanation for this discrepancy is an
error in the calibration results. This is investigated by cross-calibrating the SVC and
TVC plume data, which involves using data from each view to calculate an estimate
for the total power per unit solid angle (W/ster) being emitted from a particular slice
of the plume emission along B. These calculations were performed for a number of
slices in a number of plumes, and it was found that estimates of the power per unit
solid angle obtained from each view were approximately equal in each case (to within
' 22%). This indicates that the calibration results are accurate, and that therefore
the plume brightness viewed by the TVC is indeed larger than for the SVC. The cause
of this difference is thought to be a vertical elongation of the plumes down the probe
axis, which is discussed further in section 3.1.4.
2.3.2 Distortion correction
Distortions due to pin-cushioning and/or barrel effects are present in most optical
systems [31]. For the plume imaging diagnostic, these distortions are calibrated out
in-situ using a back-illuminated grid. The grid is constructed from an aluminum
plate, in which 1/4” diameter holes were drilled in a regular pattern (1” spacing). A
few off-center holes were also included to provide absolute reference points. Images
of the grid, placed at the FSP location in an otherwise darkened vacuum vessel, were
then taken from both views. These images are shown in Figures 2-14 and 2-15. A
gross estimate for the grid centroids is determined (interactively) in IDL using the
CURSOR function. Once these are obtained, a more precise calculation is performed
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for each grid point using an intensity-weighted “center-of-mass” algorithm. In order
to provide a distortion map for the entire image, false grid points are added to the
boundaries – the centers are calculated from a linear extrapolation of the real grid
points.
Figure 2-14: Image taken from the side view system of a back-illuminated grid. In-
terference filters were removed from each leg of the beam-splitter in this case. This
image is used to obtain a distortion correction for the system.
If the images exhibited no distortion, then all grid points would align, both hor-
izontally and vertically. The spacing between grid points (in pixel space) in this
“ideal” image is determined by assuming that there is no distortion near the center of
each half of the real image. This allows for the calculation of an “ideal” grid for each
half of each view. The IDL function WARP TRI is then used to map points in the
distorted (real) space to points in the ideal space. Contour plots of the undistorted
grid images are shown in Figure 2-16. The mapping obtained from these calculations
is used to calibrate out distortion effects in the plume images. Finally, the data in
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Figure 2-15: Image taken from the top view system of a back-illuminated grid. In-
terference filters were removed from each leg of the beam-splitter in this case. This
image is used to obtain a distortion correction for the system.
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Figure 2-16 also provides a relative mapping between pixels in the upper and lower
halves of each CCD chip, allowing for a relative alignment between CII and CIII
emission.
2.3.3 Absolute view alignment
To determine both where the plume emission is located in the SOL (e.g. near vs. far),
as well as the position of the injection nozzle in each plume image, it is necessary to
know where the emission is in machine coordinates. An absolute alignment of each
view was determined by taking images of a small ( 1
4
” diameter) bulb placed at fixed
locations inside an otherwise darkened vacuum vessel (side view : at the gaps along
the inner wall; top view : at tile gaps along a fixed major radius). A composite image
generated for all of the bulb locations is shown for each view in Figure 2-17 (note: im-
ages taken from the F-top camera exhibit poor resolution, due to condensation on the
periscope window during alignment calibration). These images have been undistorted
using the mapping determined from the back-illuminated grid calibration. In each
image, bulb centroids are determined by first getting gross estimates for the pixel co-
ordinates manually, and then using these results to obtain more accurate values from
an intensity-weighted centroid calculation (the same algorithm used to determine grid
centroids in the distortion correction). The distance between bulbs provides a scale
(pixels/cm) for each image, which can be compared to values determined from the
grid calibration. For both imaging systems, scale values obtained from both methods
agree rather well with one another (to within . 10%).
2.4 Image analysis
A series of algorithms have been developed to facilitate interpretation of the plume
emission patterns. In this section, a brief description of these algorithms will be
presented.
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Figure 2-16: Un-distorted image from the side and top view systems of a back-
illuminated grid (originals in Figures 2-14 and 2-15). The mapping used to undistort
the original images will be used to undistort plume images.
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Figure 2-17: Superimposed alignment images from the F-side and F-top cameras.
Images have been undistorted using mappings obtained from a back-illuminated grid
calibration. These images provide a reference for the plume emission in machine
coordinates, as well as a separate means of determining the pixel scale for each view.
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2.4.1 Generating plumes
Plume images are captured using a video framegrabber and stored locally on a PC in
a file structure similar to that used for data acquistion on C-Mod. Image data can
then be read into IDL variables using MDS [66] commands.
An example of the exposure and readout timing for the SVC camera system is
shown in Figure 2-18. As illustrated in the figure, exposure gates (top panel) are sent
to the camera at times corresponding to the peak insertion of the probe (i.e. when
gas is injected) and at a time halfway in between probe insertions. This intermediate
exposure allows contributions from background radiation to be assessed. Triggers for
data acquisition are sent to the video frame-grabber board (bottom panel) every 33
ms, corresponding to the frame rate of the camera. The first frame after an exposure
gate (the capture trigger for this frame is shown in blue) is expected to correspond
to the readout time of a plume or background image. However, in a number of cases
for the SVC, and in all cases for the TVC, images from a single camera exposure
would persist (at reduced intensity) over multiple frames. Apparently, the charge on
the CCD chip is not completely transferred in one readout. In general, the readout
is found to occur over the first 2-3 frames after an exposure gate is sent to the
camera, which limits the time between camera exposures to be ≥ 100 ms. A full
plume or background image at a given time is therefore constructed by summing
together frames corresponding to a single exposure. An identical procedure was used
to construct images used in the relative and absolute calibration of each system.
An average value for the background emission is then subtracted from the plume
emission (typical values for this background are 5-10 PIU, compared to typical plume
values of 200-300 PIU). This typically leads to some pixel intensity values becoming
negative – primarily at those pixels near the edge of the chip, whose values were low
to begin with. Since these initially low values contribute little to the plume emission,
any negative values are set to zero. Finally, each image is 9×9 pixel smoothed using
the IDL SMOOTH function. This function uses a box-car smoothing algorithm, so
that at each pixel location the smoothed value is the average of pixel intensity values
over a 9×9 window centered on the pixel in question. The window size was chosen
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Figure 2-18: Example of exposure and image readout timing for the SVC camera
system. Exposure gates (top panel) are sent to the camera at times corresponding to
the peak insertion of the probe (i.e. when gas is injected) and at a time halfway in
between probe insertions. Triggers for data acquisition are sent to the video frame-
grabber board (bottom panel) every 33 ms, corresponding to the frame rate of the
camera.
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based on an optimization between maintaining good image resolution and minimizing
fluctuations due to electronic noise. The final resolution of the imaging system set by
this smoothing window is ' 5 mm for each view.
2.4.2 Brightness calibration & uncertainties
Two sources contribute to uncertainty in the calibrated emission data: random fluc-
tuations in the pixel intensity values, and uncertainties in the relative calibration
field. Fluctuations in pixel intensity values were determined for each imaging system
by recording shot-to-shot variations in the pixel intensity for a fixed exposure to the
corresponding uniform source (SVC: Labsphere; TVC: ground glass diffuser). For the
SVC the standard deviation (σpv) was ' 28 PIU, while for the TVC the standard
deviation was ' 8 PIU (in both cases these values represent an average over the CCD
chip). This difference results from differences in the system designs – due to spatial
constraints for the SVC periscope, the solid angle for the SVC view is much smaller
than that for the TVC, and thus to utilize the full dynamic range of the camera a
higher intensifier voltage is required for the SVC, leading to a larger contribution of
electronic “shot noise”.
Uncertainties are present in the relative calibration fields because these represent
average values of vignetting field data taken at a number of different exposures. A
total of 15 images were used for the SVC, at exposure times ranging from ' 2.1-16.6
ms, while for the TVC a total of 25 images were used with exposure times ranging
from ' 0.40-1.05 ms.
For the SVC, the standard deviation in the relative calibration value at a given
pixel location (σrc) was found to be related to the random fluctuations in pixel in-
tensity value (σpv). σpv values (and thus σrc values) for the SVC are found to differ
from pixel-to-pixel, and a 2-D array of σpv values is stored along with the relative cal-
ibration data for use in generating standard deviation error fields for the SVC plume
images.
For the TVC, uncertainties in the pixel intensity value at any given pixel location
due to uncertainties in the relative calibration data were found to be proportional to
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the value of the relative calibration factor at that location (i.e. σrc ∝ Rc, where Rc
is the relative calibration factor). In addition, for the TVC the uncertainty in pixel
intensity value due to random fluctuations (σpv) was found to be roughly constant
over the full range of pixels. These results are summarized in Table 2.3.
σpv (PIU) σrc (PIU)
Side View 28 (average; varies pixel-to-pixel) 0.20 σpv
Top View 8 (average; constant pixel-to-pixel) 0.087 Rc
Table 2.3: Summary of uncertainties in calibrated plume data (Rc is the relative
calibration factor for the TVC, which varies pixel-to-pixel – see Figure 2-11).
Since values for the TVC relative calibration factors are between 1-10 over most
pixels (see Figure 2-11), results from Table 2.3 suggest that uncertainties in the
SVC data are significantly larger than for the TVC. In addition, when the SVC
calibration field is applied to plume data, features result which are non-physical,
e.g. the formation of emission “islands” in the CIII plumes (see Figure 2-19). As a
consequence, the parallel extent of the emission (characterized by moment analysis –
see section 2.4.5) tends to be much larger when viewed from the SVC than from the
TVC, representing an inconsistency in the experimental data. These results suggest
that the SVC data may have limited use in the quantitative analysis of the plume
structure.
It is straightfoward to compute absolutely calibrated brightness fields from plume
images – the relative calibration fields are first applied to the pixel intensity values
to generate relatively calibrated images, and these results are then multiplied by the
absolute calibration coefficient and divided by the camera exposure time to yield an
image in units of brightness (W/m2/ster):
b =
PvRcbc
τ
(2.4)
where b is the brightness on a given pixel, Pv is the pixel intensity value (PIU), Rc
is the relative calibration factor for the pixel, bc is the absolute calibration factor
(J/m2/ster/PIU), and τ is the camera exposure time (s). To generate the standard
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Figure 2-19: Example of a calibrated CIII SVC plume. Problems with the calibration
field lead to non-physical results, such as the peaking of emission away from the
injection location and/or the formation of emission “islands”.
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deviation error fields, simple error propagation formulas are used, neglecting uncer-
tainties in bc and τ :
σ2b =
(
Pvbc
τ
)2
σ2rc +
(
Rcbc
τ
)2
σ2pv (2.5)
2.4.3 Image alignment to the local magnetic field
To distinguish between parallel and cross-field asymmetries in the emission data,
plumes are mapped to field-aligned coordinates. The field line trajectory at the gas
injection location is determined using the EFIT [43] magnetic reconstruction code.
An absolute position in machine coordinates is required to determine the proper
trajectory – this is achieved using the absolute alignment obtained during in-situ cal-
ibration (section 2.3.3). EFIT is also used to determine the trajectory perpendicular
to B. This provides an absolute origin for the emission data.
For each view, the brightness at any given pixel location represents the measure-
ment of the integrated emission along the viewing chord. To map the plumes to a
field-aligned coordinate system, this integrated emission is ascribed to a small volume
located on the flux surface that the gas injection nozzle is located when the probe is
at peak insertion. This is illustrated in Figure 2-20. To the extent that any cross-flux
surface spreading in the plumes is small, and that the magnetic shear near the gas
injection location is also small, this approximation will yield a valid estimate of the
field line trajectories in the plume emission volume. Any field line trajectory on the
flux surface may be determined by shifting the trajectory of a single field line passing
through the gas injection location by a fixed toroidal angle.
Field line trajectories and plume emission data on the flux surface are then pro-
jected onto image planes at the injection location (see Figure 2-20) using an intersec-
tion algorithm developed by B. LaBombard [41]. In Figure 2-21, an example of CIII
TVC data mapped to the appropriate image plane is shown, with corresponding field
line projections overlayed.
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Figure 2-20: Illustration of the method used to map plume emission from the TVC
to field-aligned coordinates. Any emission contributing to signal at a given pixel
location is assumed to be localized to the flux surface at which the gas injection
nozzle is located when the probe is at peak insertion. Field line trajectories on that
flux surface are determined by shifting the trajectory of a single field line at the gas
injection location by fixed amounts in toroidal angle.
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Figure 2-21: Example of CIII TVC emission which has been mapped to the image
plane at the gas injection location, with corresponding field line trajectories overlayed.
These trajectories are used to map the emission to field-aligned coordinates.
From the projected image and field line data, distances along and across field lines
may be easily calculated. These distances define the field-aligned coordinate system
for the plume emission. The IDL procedure WARP TRI is used to map emission
data from normal to field-aligned coordinates. In Figure 2-22, an example is shown
of field-aligned CIII data seen from the TVC.
2.4.4 SVC rotation correction
It was determined that during the course of the 2000 run campaign the fiber bundle
providing the side view of the FSP underwent rotation. The cause of the rotation
is unclear, but is likely due both to the amount of activity that took place near the
port in which the fiber is located as well as an inadequate mechanism for fastening
the fiber inside its periscope.
83
10
01
01
20
08
, 9
51
 m
s
distance along B (cm)
di
st
an
ce
 a
cr
os
s 
B
 (
cm
)
Figure 2-22: Example of field-aligned CIII emission seen from the TVC (unaligned
data shown in Figure 2-21).
Just as a bulb was taken into the machine and imaged from both views to provide
an absolute alignment for the imaging systems before the start of the campaign, at
the end of the campaign the same set of alignment images were generated. Composite
images for the SVC from before and after the campaign are shown in Figure 2-23. In
both cases, the bulb was aligned horizontally along the inner wall.
It is clear from comparing before and after images that the fiber underwent ro-
tation. The image resolution is also much poorer, suggesting that the camera lens
attached to the fiber partially unscrewed during rotation, changing its effective focal
length. Centroids were calculated for each set of bulb images in each half of the im-
age, after which a linear fit to the centroid positions was performed. The intersection
of the two lines provided the pixel location about which the rotation occurred in each
half-image. The total rotation angle was also determined from this calculation, and
was found to be ' 10.6◦.
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Figure 2-23: Composite images from the SVC of an bulb placed at various locations
in the vessel. Top: Image from before the start of the run campaign. The bulbs were
horizontally aligned along the inner wall. Bottom: Image from the end of the run
campaign. Bulbs again were placed along a horizontal, but appear skewed due to the
fiber rotation.
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This angle likely represents the full rotation of the fiber, from start to end of run
campaign. However, it is also likely that the fiber did not rotate this full amount
all at once, but instead rotated by various amounts over the course of the campaign.
To determine how much rotation occurred on a given run day, information present in
the images themselves is utilized. An example of data taken from the SVC is shown
in Figure 2-24. In this image, there is a “divot” due to the presence of the probe
(because the probe body is situated between the gas-injection capillary and the view –
see Figure 2-6). Since the view is perpendicular to the probe scan direction, this divot
should be aligned vertically – however in the image it exhibits some tilt, indicative
of the fiber rotation. An algorithm has been developed to determine the angle of
rotation for the divot, based again on a intensity weighted centroid calculation. For
the case shown in Figure 2-24, the rotation angle fit is shown in Figure 2-25. The
image is rotated by the calculated divot angle, to “straighten it” out, using the IDL
ROTATE function and the known center of rotation. The “straightened-out” image
corresponding to the data in Figure 2-24 is also shown in Figure 2-25. This technique
is used to correct for fiber rotation for any shot of interest.
2.4.5 Moment Analysis
To extract meaningful information out of the plume structure, simulation of the emis-
sion pattern will be undertaken. However, it is important to establish the criteria for
determining a “match” between simulation and experiment. In principle, a direct
comparison between experimental and simulated 2-D plumes provides one such mea-
sure. However, there are a number of problems with this technique, including what
to do about emission near the probe head, which is not properly modelled in the
simulation.
The wealth of information contained in each plume can be characterized in terms
of a finite number of parameters using spatial moments of the 2-D emission pattern.
Moment parameters can be calculated equivalently for both simulated and experi-
mental data, eliminating ambiguity over the influence of the probe on the emission
results. These calculations also allow a more direct means for performing sensitivity
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Figure 2-24: Example of CIII SVC data exhibiting rotation. The rotation angle is
determined by trying to vertically align the “divot”, which is due to the presence of
the probe.
87
0 100 200 300 400 500 600
pixels
0
50
100
150
200
pi
xe
ls
0.70
0.70
0.70 0.70
0.70
0.70
1.39
1.39
1.39
2.09
2.09
2.09
2.09
2.78
2.78
2.78
3.48
3.48
4.18
4.18
4.874.87
Red: centroid fit ,
to plume divot
320 322 324 326 328 330 332
pixels
0
50
100
150
pi
xe
ls
0 100 200 300 400 500 600
pixels
0
50
100
150
200
pi
xe
ls
0.00
0.00
0.00
0.0
0
0.00
0.7
0
0.
70
0.70
0.70
0.70
0.70
0.7
0
1.3
9
1.39
1.39
1.39
2.09
2.0
9 2.09
2.78
2.78
2.78
3.48
3.48
4.
17
4.17
4.874.87
CIII SVC:
rotated 9.440
10
01
01
20
20
, 9
51
 m
s
(a) CIII SVC image with ,
plume divot centroids ,
overlayed
(b) Linear fit to centroid ,
data (to determine rotation,
angle)
Rotation angle: 9.440
Figure 2-25: Top: (a) CIII SVC plume with calculated divot centroids overlayed. (b)
Linear fit to divot centroids for determination of rotation angle. Bottom: Corrected
SVC image, rotated using angle determined from fit. The ROTATE function in IDL
is used to make the correction.
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studies in the simulations (e.g. see section 5.7), since the variation of specific code
inputs can be directly related to variation of specific moment parameters. From this
analysis a clearer understanding of the physics involved in setting the plume structure
may be obtained.
Definitions of various moments
For a function f(x), the first three moments are defined as:
x¯ =
∫ L
−L
xf(x)
F
dx (centroid) (2.6)
w2 =
∫ L
−L
(x− x¯)2f(x)
F
dx (variance) (2.7)
s =
∫ L
−L
(
x− x¯
σ
)3
f(x)
F
dx (skewness) (2.8)
where F =
∫ L
−L f(x)dx. The spatial moments are meaningful as long as f(x) tends to
zero near the boundaries ([−L, L]). For use with emission data, these equations are
discretized.
At each parallel coordinate, a 1-D cross-field profile of the emission is available.
Using the above equations, the centroid and width (square root of the variance) of the
profile can be calculated. 1-D arrays of these values are generated as a function of the
parallel coordinate for each plume. Since the influence of the probe head (side view :
obscuring of the emission by the probe; top view : enhancement due to reflections)
is not properly modelled in the simulations, data near the probe head is neglected
(i.e. results from this region are not included in comparisons between experiment and
simulation). The total integral of the 1-D cross-field profile may also be calculated at
each parallel coordinate, resulting in a 1-D parallel emission profile for each plume.
The 1-D parallel emission profile is observed to decay exponentially on either side
of the probe head. The parallel extent of the emission can therefore be characterized
by decay lengths obtained from fits to the profile data. The 1-D array of centroid
data is used to calculate the deviation of emission from field lines (i.e. the plume
“boomerang” angle, which will be discussed further in Chapter 3), while an average
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cross-field width for the plume is determined from the 1-D array of width data.
Practical considerations
The extent of the region near the probe head over which data is neglected in the
moment calculations is given as an input to the algorithm. In addition, a minimum
brightness level is set to limit the data used in the calculations (i.e. values below
this threshold are not included). This typically eliminates data near the edges of the
plume, which is desired since the edges represent regions of low signal-to-noise. The
minimum brightness level is determined from an algorithm used to estimate the effec-
tive cross-field width of the emission, and is typically ∼ 10% of the maximum plume
brightness. The minimum brightness level determined for an experimental plume is
also used for moment analysis of numerical plumes (see section 4.3) generated to simu-
late the experimental data. Finally, an additional constraint may be included to limit
the parallel extent of the plume over which the calculations are performed. Again,
the same parallel coordinates are used for calculations on both the experimental and
simulation data.
Error propagation
Though the calculation of moment parameters (parallel decay lengths, boomerang
angle, average cross-field width) is straightforward, these values have little meaning
unless error bars are assigned to them. These are determined by subjecting the error
fields which are generated for each plume (see section 2.4.2) to the same manipulations
(distortion calibration, field-alignment) as the emission data, and then using those
results in the moment analysis to estimate uncertainties.
In general, for a function h = h(x, y), the uncertainty in h (σh) due to uncertainties
in x (σx) and y (σy) is given by:
σ2h = σ
2
x
(
∂h
∂x
)2
+ σ2y
(
∂h
∂y
)2
(2.9)
Using Equation 2.9, errors for the 1-D parallel profile, centroid data and width
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data can be calculated. These errors are then propagated (again using Equation 2.9)
into values for the decay lengths, boomerang angle, and cross-field width. For TVC
data, errors in these values are typically less than a few percent. However, for SVC
data, these errors are much larger, due to significantly larger uncertainties in the
calibrated data. Thus much of the subsequent analysis will focus on interpretation of
TVC results.
An example of results obtained from performing moment analysis for an experi-
mental CIII TVC plume is shown in Figure 2-26. In the top left panel, a 2-D contour
plot of the plume is given, with plots of the minimum contour level used in the cal-
culations (dashed curve) and the 1-D centroid profile (solid) overlayed. A plot of the
1-D parallel emission profile is shown in the top right panel, with the region over
which the probe is thought to influence the image indicated by the dashed lines. The
1-D profile of plume cross-field width is given in the bottom left panel – in this case
the average width is found to be ∼ 6 mm. However, near the injection location values
for the cross-field width are even larger, & 8 mm. The large cross-field width (relative
to the injection diameter) is consistent with sputtering of deposited carbon off the
molybdenum probe head – this will be discussed further in section 3.1.3. Finally, in
the bottom right panel a plot of the 1-D logarithmic parallel emission profile is given.
Fits to the decay length on both sides of the injection location are shown in blue. In
this case, the decay lengths indicate that the parallel extent of the plume is much
longer than the ionization mean free path of C+2 ions formed from sputtering and
having undergone thermal spreading. More discussion will follow in section 3.2.1.
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Figure 2-26: Example of moment analysis calculations performed for experimental
CIII TVC data. Top left: 2-D contour plot of plume, with minimum contour level
(dashed) and plume centroids (solid) overlayed. Top right: 1-D parallel emission
profile, with the region over which the probe is thought to influence the image shown.
Bottom left: 1-D profile of plume cross-field width. The cross-field extent is found to
be large relative to the gas injection diameter. Bottom right: 1-D logarithmic parallel
emission profile. The parallel extent of the emission is much longer than expected,
based on estimates for the C+2 ionization mean-free path.
92
Chapter 3
Plume Physics Overview
In order to relate plume dispersal patterns to background transport, the physics of
plume formation must first be understood. In this chapter, an overview is presented
of conclusions regarding the physics of plumes. This begins with a summary of the
plume experiments, and a discussion of the observed dependence of emission structure
on background plasma conditions (section 3.1). Estimates for the parallel extent of
the plume derived from a simple model for the impurity dispersal are then compared
to experimental values (section 3.2). Analysis is also undertaken to quantify the
perturbing effect of the gas injection on the background plasma. Finally, a plume
database has been constructed, allowing correlations to be explored between emission
structure and background conditions (section 3.3).
In many cases, qualitative and quantitative analyses presented in this chapter
are based in part on results from detailed numerical computations described in later
chapters. Therefore, this chapter also serves to motivate both the discussion of plume
modelling tools (Chapter 4) and the numerical simulation of 3-D plume dispersal
patterns (Chapter 5) in which the plume physics model is validated.
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3.1 Experimental Observations
3.1.1 Typical plume characteristics
An example of data obtained from the plume imaging system is shown in Figure 3-1.
Images in the top panel correspond to the side view of the plume, while images in the
bottom panel correspond to the top view. In both cases C+1 (CII) emission is on the
bottom half of the image, and C+2 (CIII) on the top half. Some simple observations
can be made about the characteristics of the emission. First, the plumes are elongated
in one direction – this is very clear for the CIII data. The direction of elongation
is expected to align with the local magnetic field, since charged particle motion is
unconfined along this direction. CIII plumes have a much longer elongation than CII
plumes, which is consistent with C+2 ions having a longer ionization lifetime than
C+1 ions (more details in section 3.2.1).
However, the aspect ratio of the plumes (extent along B vs. across B) is smaller
than expected for both CII and CIII emission. The cross-field width of the ion
emission is (nominally) set by two factors: (1) the neutral source width and (2)
the cross-field diffusivity (D⊥). In principle, the width of the neutral distribution
is set by the injection capillary diameter (1 mm), while impurity spreading due to
diffusion may be estimated as ∆ ∼ √D⊥τion, where τion represents the ionization
lifetime for the charge state of interest (= 1
ne<σv>ion
, where < σv >ion = ionization
rate coefficient). Typical values for D⊥, τion (C+1), and τion (C+2) in the SOL are ∼
0.1 - 1 m2/s, 0.2-0.5 µs, and 1-20 µs, respectively, with each parameter increasing in
value with distance from the separatrix [38]. Based on these estimates, C+1 ions are
expected to spread cross-field by ∼ 0.1 - 0.7 mm during their lifetime, while C+2 ions
will spread by ∼ 0.3 - 4.5 mm. Values for the impurity cross-field width are therefore
expected to be . 2 mm for C+1 ions and ∼ 1 - 5 mm for C+2 ions. These values
are much smaller than those observed for most experimental plumes, which exhibit
cross-field widths of order ∼ 5-10 mm for CII and ∼ 10-15 mm for CIII. This result
suggests that the source width is in fact much larger than 1 mm.
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Figure 3-1: Typical data obtained from plume imaging system, side (top panel) and
top (bottom panel) view. In both cases emission from C+1 is on the bottom half of
the image and emission from C+2 is on the top half. Note: Raw image with 9×9 pixel
smoothing.
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One possible explanation is related to the re-deposition of carbon atoms onto the
probe surface. As C2D4 molecules are injected into the plasma, they are broken up
into their constituent atoms. This is expected to occur very close to the probe in
most cases, since the dissociation mean-free path is small (∼ 10-20 µm) for typical
SOL conditions. However, the break-up will in general involve a complicated set of
processes, including the formation of molecular and atomic radicals. Based on the
surface chemistry of the probe, there will be some probability of re-deposition of
these species onto the probe head. Carbon deposited on the probe head can then be
sputtered by the background plasma (by chemical and/or physical sputtering) and
again contribute to the plume emission. In this model for the plume, the effective
source width of the emission is governed by the probe head geometry, resulting in a
cross-field width which is much greater than the injection capillary diameter. This
is consistent with the observations. In addition, experimental evidence exists for the
formation of a re-deposited carbon layer on the probe in the form of plumes generated
without gas injection. These observations are discussed further in section 3.1.3.
Finally, plume emission centroids are observed to deviate from field lines, and the
amount of deviation typically increases with distance (along B) from the injection
location. This results in plumes which have a “gull wing” or “boomerang” shape,
which can be seen in Figure 3-1. The deviation is in part caused by a poloidal (in the
flux surface) flow of the impurities resulting from the presence of a radial electric field
at the injection location (i.e. from an E × B drift). Results from numerical modelling
(section 5.7.1) indicate that in the absence of an electric field an emission boomerang
can also arise from the cross-field variation of electron density and temperature (i.e.
of the ionization rate). The total plume boomerang is therefore due to both E × B
and ionization-rate variation effects. Nonetheless, in many cases the direction of the
boomerang can be simply related to the sign of Er. Moreover, if the magnitude of
ionization-rate variation effects can be estimated, then the boomerang angle (defined
as 180◦ − θtotal – see Figure 3-2) can be used to directly estimate the value of Er.
This type of analysis is presented in Chapter 6.
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centroid profile determined from moment analysis. This angle can be used to estimate
the value of Er.
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3.1.2 Variation of plume structure with discharge conditions
Impurity plumes have been generated for a variety of background plasma conditions.
These include varying electron density and temperature, SOL depth (up to the sep-
aratrix), and confinement regime. In this section, some qualitative observations will
be made on how emission structure depends on plasma conditions.
Local ne, Te
An example of plumes generated at low (ne = 1.03 x 10
19 m−3; Te = 12 eV) and high
(ne = 1.34 x 10
20 m−3; Te = 60 eV) density and temperature is given in Figure 3-3.
In the low (ne, Te) case, the plumes exhibit a large aspect ratio, i.e. their extent along
B is much longer than their cross-field width. This is true for both the CII and CIII
emission. In the high (ne, Te) case, the CIII plume aspect ratio is slightly reduced,
although the parallel extent of the plumes is still much larger than the cross-field
width. In this case the CII emission is significantly smaller in size.
The parallel extent of the emission is related to the parallel mean-free path of the
carbon ions, which is a function of both ne and Te (since < σv >ion= f(Te)). For
instance, as the density and temperature increase, the ion mean-free path is reduced,
resulting in a smaller parallel extent for the plumes. For CIII plumes, the effect is
observed to be small – this is because at higher temperature perturbation effects due
to the presence of the probe play a role in setting the parallel extent of the plumes
(more discussion in sections 3.1.3 and 3.2.1). The cross-field width of the emission is
observed to be relatively insensitive to local values of ne and Te. This is not surprising,
since the overall width is thought to be determined by carbon sputtering off the probe
head.
SOL depth
The location of plume formation in the SOL also affects the structure of the resulting
emission. One reason is that ne and Te are a function of SOL position, and these
parameters affect the parallel mean-free path of the impurity ions. However the
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Figure 3-3: Plumes generated at various values of electron density and temperature.
Left panel : Low ne, Te case (values at the injection location are 1.03 x 10
19 m−3 and
12 eV, respectively). Both CII and CIII plumes exhibit a strong elongation along B.
Right panel : High ne, Te case (values at the injection location are 1.34 x 10
20 m−3 and
60 eV, respectively). The elongation of the CIII plumes is slightly reduced, while the
CII plumes are significantly smaller in size.
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parallel asymmetry in the plume emission is also observed to depend on the SOL
depth. An example of this variation is given in Figure 3-4, which shows plumes
generated at three SOL positions: ρ = 10, 5, and 0 mm, where ρ is the distance from
the separatrix mapped to the midplane, determined using the known probe trajectory
and EFIT [43].
1000928025, 1101 ms 1000908009, 1100 ms 1000908010, 700 ms
toroidal distance (cm)
toroidal distance (cm)
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Figure 3-4: Plumes generated at various SOL depths. Left panel : ρ = 10 mm (ne =
8.7 x 1019 m−3, Te = 22 eV). Plume asymmetry is strong, and consistent with parallel
flows towards the divertor. Middle panel : ρ = 5 mm (ne = 7.06 x 10
19 m−3, Te =
27 eV). For the TVC, plume asymmetry is weak, and consistent with small parallel
flows directed towards the divertor. For the SVC, the asymmetry is directed away
from the divertor (i.e. reversed). Right panel : ρ = 0 mm (ne = 1.34 x 10
20 m−3, Te
= 60 eV). Plume asymmetry is consistent with reversed parallel flows in both views,
but is again weak for the TVC data.
In the far SOL (ρ = 10 mm), the plumes exhibit a strong asymmetry in their
parallel extent, which is directed towards the outer divertor. This is clear for both
CII and CIII emission. Closer to the separatrix (ρ = 5 mm), very little asymmetry is
observed in the TVC plumes, whereas the SVC data indicate an asymmetry directed
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away from the divertor (i.e. reversed). This discrepancy may be related to differences
in camera response. Finally, plumes formed at the separatrix exhibit an asymmetry
indicative of reversed flows in both views, but this asymmetry is weak for the TVC
data. In the latter two cases the spatial extent of the CII emission is so small that
asymmetries are difficult to identify.
The observed variation in TVC plume asymmetry with ρ is consistent with the
variation of parallel flow (v‖) measured by the scanning probe [37]. This seems to
imply that the TVC plumes provide a direct measure of parallel SOL flows. However,
the interpretation of this result needs to be more carefully considered. The extent to
which impurity dispersal is influenced by background flows will depend on the strength
of the coupling between the background and impurity charge state during its lifetime.
If the coulomb collision time (τcoul) between deuterium and carbon ions is small
relative to the carbon ionization time (τion), then the carbon ions will be strongly
influenced by background flows. However, if the converse is true, i.e. τcoul  τion,
then the carbon ion dispersal will have little direct dependence on background flows.
Assuming that the distribution functions for the background plasma ions and electrons
are Maxwellian, that the deuterium temperature is equal to the electron temperature,
and that the carbon density is small (i.e. ne ' nD), then the ratio of τion to τcoul is
simply a function of electron temperature and carbon ion charge state. Plots of this
ratio for C+1 and C+2 are shown in Figure 3-5.
For C+1, τion is generally smaller than τcoul for most SOL conditions (Te & 10 eV),
implying that these ions are not well-coupled to the background except in the far
SOL. For C+2, the ratio τion
τcoul
is sufficiently large (& 1) for these ions to be coupled to
background flows over a substantial portion of the SOL. However, this is not the case
in the near SOL, where Te ' 50 eV. These results suggest that plume data may not
be useful for inferring parallel plasma flows near the separatrix. Numerical modelling
has been used to assess the potential of extracting parallel flows from the emission
structure in the near and far SOL, and results from this analysis are discussed in
Chapter 5 and Chapter 6.
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Figure 3-5: Plots of the ratio of ionization time (τion) to coulomb collision time (τcoul)
for C+1 and C+2. Assuming that Te = TD and that ne ' nD (i.e. nCnD  1), these
ratios are a function only of electron temperature.
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Confinement mode
An example comparing SVC and TVC data for L-mode vs. H-mode is shown in
Figure 3-6. Plumes were generated during the same discharge at approximately the
same location in the SOL, close to the separatrix. Time traces of the probe tip
location in ρ-space, the plasma current, the toroidal field on axis, and the Dα signal
(used to determine confinement mode) are also shown in the figure. In both cases the
parallel and cross-field extent of the emission is comparable, and the plumes exhibit
a boomerang angle consistent with Er > 0 (as expected in the SOL [63]). However,
the boomerang angle is larger in H-mode, implying that Er at this location is larger
in H-mode. This is consistent with probe measurements for this case. Further out in
the SOL a counter-example is found (Figure 3-7), i.e. the boomerang angle, and thus
the implied radial electric field, is larger in L-mode than in H-mode. This is again
consistent with probe measurements, and the combination of these results suggest
that during H-mode the Er profile becomes steeper and peaked near (or at) the
separatrix.
The amount of boomerang angle exhibited by the plumes also depends on the
type of H-mode. For example, plumes formed near the separatrix in ELM-free H-
mode (EFH [18]) discharges tend to exhibit a larger boomerang angle than those
formed in Enhanced Dα (EDA [17]) discharges, suggesting that Er is larger in EFH
discharges. This is again consistent with probe measurements.
Finally, plumes have been obtained in both EFH and EDA discharges in which the
direction of the emission boomerang implies a reversal of the radial electric field (i.e.
Er < 0). As an example, a comparison between CIII SVC plumes formed inside and
outside of the Quasi-Coherent (QC) mode [59] layer during a pair of EDA H-mode
discharges is shown in Figure 3-8. Also shown in this figure are floating potential
measurements from the gas-injecting scanning probe (FSP) and a horizontal fast-
scanning probe (ASP) located slightly above the outboard midplane in Alcator C-
Mod [33]. ASP results indicate that this probe was located inside the QC mode
layer during both discharges, whereas FSP measurements suggest that this probe
was located inside the mode layer during only the first discharge (bottom panels).
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Figure 3-6: Comparison between plumes formed in ohmic L-mode and H-mode.
Plumes were formed during the same discharge, at nearly the same SOL depth, near
the separatrix. Traces of the probe tip location (in ρ-space), the plasma current, the
toroidal field on axis, and the edge Dα signal (used to determine the plasma con-
finement mode) are given in the top panel. Results suggest that Er is larger during
H-mode, consistent with probe measurements.
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Figure 3-7: Comparison between plumes formed in ohmic L-mode and H-mode.
Plumes were formed during the same discharge, at the same SOL depth, this time
further out in the SOL (ρ = 4 mm). In this case the implied radial electric field is
larger in L-mode, again consistent with probe measurements. Combined with results
shown in Figure 3-6, this suggests that the radial electric field profile steepens and
peaks near (or at) the separatrix during H-mode.
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While the plume generated outside the mode layer (top panels) exhibits an emission
boomerang consistent with Er > 0, the plume generated inside the mode layer exhibits
a reversed emission boomerang, consistent with Er < 0. These results suggest that
the QC mode exists in a region of negative radial electric field. The presence of the
mode makes it extremely difficult for probe data to be used to infer Er – in fact,
FSP measurements indicate a positive radial electric field when this probe is located
inside the mode layer. Thus, plumes may provide the only means of estimating the
magnitude of Er in the QC mode layer.
3.1.3 Two-source model for impurity emission
Impurity emission patterns suggest the presence of two sources: a source due to direct
gas injection and one due to sputtering of re-deposited carbon off the probe head.
Experimental evidence for a “sputter” source exists in the form of a plume generated
without gas injection. Images of this CIII plume obtained from the top and side views
are shown in Figure 3-9. The plume is generated during the first scan of the probe
following a discharge in which C2D4 gas was injected through the capillary. The
emission brightness in this case is less than but comparable to cases in which plumes
are formed with gas injection, indicating that the contribution of the sputtered plume
to the overall emission can be significant (∼ 40-60 %) even when gas is injected.
During the discharge in which no gas was injected, the probe was scanned three
times, resulting in three separate sputter-generated plumes. Images of the emission
for these three probe scans are shown in Figure 3-10 (for the side view, images from
only the first two scans are shown – the image from the third scan was saturated
due to a problem with the camera exposure gating for that time). The emission is
significantly reduced in the second and third scans, implying that most of the re-
deposited carbon is sputtered off the probe head in one scan (i.e. the probe “cleans
up” in one scan). These results suggest that the rate of sputtering off the probe head
is comparable to the gas injection rate (∼ 1019 carbon atoms per second) – if it were
much faster, there would be very little carbon left on the probe head to generate a
plume during the first probe scan without gas injection, and if it were much slower
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Figure 3-8: Comparison between CIII SVC plumes generated inside and outside of
the Quasi-Coherent (QC) mode layer during a pair of Enhanced Dα (EDA) H-mode
discharges. Floating potential measurements from the gas-injecting scanning probe
(FSP) and a horizontal fast-scanning probe (ASP) located slightly above the outboard
midplane in Alcator C-Mod are also shown. Results suggest that the QC mode exists
in a region of Er < 0. Note: Images are 9×9 pixel smoothed, absolutely calibrated,
and mapped to field-aligned coordinates.
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pixel smoothed, absolutely calibrated, and mapped to field-aligned coordinates.
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then the brightness would be both small and of the same magnitude for all three
plumes generated from probe scans without gas injection.
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Figure 3-10: Plume images from three consecutive probe scans with no gas injection
(only two for the side view, due to a problem with exposure gating for this camera
during the third scan). The intensity of emission is significantly reduced in the latter
scans, implying that most of the re-deposited carbon is sputtered off of the probe
head in one scan. This suggests that the sputtering rate is comparable to the gas
injection rate.
An additional characteristic appears in plumes formed in the near SOL which is
unrelated to the sputter source. These plumes tend to exhibit a “jet”-like feature near
the gas-injection location, leading to non-elliptical emission contours. An example of
this behavior for a CIII image taken from the TVC is shown in Figure 3-11. The
“jetting” action which occurs in these plumes implies that impurities in the vicinity
of the probe (in the cross-field direction) travel with high parallel velocity relative to
impurities which are further out. In addition, the parallel extent of the emission is
much longer than the ionization mean-free path estimated from local measurements
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of ne and Te in these cases (see section 3.2.1). This suggests the existence of a
mechanism which imparts significant parallel energy to the impurities in the near
SOL. Modelling results indicate that a localized density perturbation arising from
background ions recycling off the probe head can lead to a strong parallel electric
field, which in turn can accelerate impurities away from the probe to a significant
parallel velocity (of order
√
Te/mz). These results are discussed in more detail in
Chapter 5.
CIII TVC plumes which exhibit little (“transition”) or no jet-like behavior are also
shown in Figure 3-11 for comparison. For the transition plume, the emission structure
suggests that a recycling-induced density perturbation may still be present, but that
it is small. Emission contours for the plume with no jet-like structure are nearly
elliptical, which is consistent with numerical modelling results from a single-source
model of the emission (i.e. plume formation due to sputtering only). These results are
discussed further in section 5.2. Finally, qualitative characterization of the plume data
into “jet”, “transition” and “no jet” categories is used to explore correlations between
plume structure and background plasma conditions – this analysis is presented in
section 3.3.
3.1.4 SVC/TVC asymmetry
For the majority of CIII plumes collected, the cross-field extent of the SVC data is
found to be larger than the cross-field extent of the TVC data. CIII brightness values
are also observed to be somewhat smaller for SVC plume data than for TVC plume
data, indicating that the signal on each TVC pixel arises from integration through a
larger amount of emission. These results suggest that the C+2 emission is vertically
elongated (i.e. extends down the probe axis).
An example of CIII plume data which exhibit an asymmetry in cross-field extent
is shown in Figure 3-12. For these data, a comparison between the corresponding
1-D cross-field profiles is given in Figure 3-13 (top panel), where the profiles were
generated by integrating the 2-D brightness data over a limited extent along B (i.e.
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Figure 3-11: Top panel: CIII TVC image of a plume generated in the near SOL.
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in this case, consistent with results from a single-source model for the plumes (i.e.
formation due to sputtering only).
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Figure 3-12: SVC and TVC CIII brightness data for a plume generated in the near
SOL. The cross-field extent of the SVC data is larger than the extent of the TVC
data, suggesting that the impurity emission is vertically elongated. This observation
is investigated by comparing 1-D cross-field profiles generated by integrating the 2-D
brightness data over a limited extent along B (i.e. over a given “slice” of the data).
The data slice used in the calculation is highlighted for each plume.
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over a given “slice” of the data, highlighted in Figure 3-12 for each view). These
results indicate that the absolute brightness observed by the TVC is larger than
that observed by the SVC in this case. In addition, for cross-field distances greater
than ' 2 cm away from the injection location, the TVC data exhibit unexpected
behavior, such as an increase in the brightness with increasing distance towards the
core of the plasma (i.e. with decreasing R). This behavior is thought to be caused by
the presence of structure in the background emission which results from reflections
off invessel component surfaces. However, data at brightness levels which are small
relative to the peak (. 10-15%) are typically neglected in the moment analysis of the
plumes, suggesting that this far-field behavior has little effect on results from such an
analysis.
A comparison between the normalized brightness profiles for the two views is
shown in the bottom panel of Figure 3-13. Ignoring data in the far field (& 2 cm away
from the injection location across B), good agreement is observed between the results
for the region of plasma towards the core (increasing Z, decreasing R). However, in
the region of plasma away from the core, the SVC profile is skewed relative to the
TVC profile, indicating that the plume is extended in the vertical direction. This
result confirms that CIII emission is elongated along the probe axis.
Finally, neglecting data below a threshold (which is indicated by the dashed line
in Figure 3-13, bottom panel), the total power per unit solid angle from the given
plume slice was calculated for each view, to provide a cross-calibration between the
systems. For the SVC the result is 1.02 mW/ster, while for the TVC the result is
1.29 mW/ster. The level of agreement between these results suggests that the CIII
absolute calibration coefficients for these two systems are accurate to within ' 25%.
This is consistent with results obtained from cross-calibrating the systems using data
slices from a number of other plume images (see section 2.3.1).
Possible explanations for the vertical elongation of the CIII plumes are investigated
using numerical modelling. The results suggest the presence of a vertical E × B drift
for the impurity ions, which is caused by the presence of a local electric field arising
from the variation of probe-induced presheath potentials. These results are discussed
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Figure 3-13: Comparisons between 1-D cross-field brightness profiles for CIII SVC
and TVC data shown in Figure 3-12. Top panel: Absolute brightness profiles calcu-
lated from integration of the 2-D brightness data over a limited parallel extent (see
highlighted regions in Figure 3-12). Bottom panel: Normalized brightness profiles.
Neglecting data in the far field, the SVC profile appears skewed relative to the TVC
profile, confirming that the plume is vertically elongated.
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further in section 5.1.
3.2 Simple plume analysis
3.2.1 Ionization mean-free paths
The parallel mean-free path (λmfp) of carbon ions in a given background plasma may
be estimated as:
λmfp = vth τion =
vth
ne < σv >ion
(3.1)
where vth is the thermal velocity of the ions (=
√
2 Tz
mz
, where Tz is the impurity ion
temperature and mz is the mass). Assuming that Tz = Te, the mean-free path
is simply a function of the electron density and temperature, which are measured
directly from the scanning probe.
A plot of λmfp for C
+2 vs. electron density for a variety of electron temperatures
is shown in Figure 3-14. These curves indicate that typical mean free paths for C+2
ions are ∼ 5-30 cm for background plasmas with parameters in the range of ne ∼
0.5 - 1.0 × 1020 m−3 and Te ∼ 20-50 eV. These results are generally consistent with
experimentally observed values for the parallel extent of the CIII plumes.
In the far SOL, the condition Tz = Te is likely to be satisfied for C
+2 ions, since at
lower temperatures the thermal equilibration time (τtherm) is generally much shorter
than the ionization time. However, in the near SOL τtherm . τion for C
+2 ions,
implying that TC+2 < Te in this region. Nonetheless, the parallel extent of the CIII
plume emission, which is dominated by the presence of jet-like behavior in this case,
tends to be consistent with an ionization mean-free path calculated using the electron
temperature. This suggests that there is a mechanism, other than collisional coupling
with the background, which provides C+2 impurities with temperatures of order Te or
parallel velocities of order
√
Te/mz. The presence of a finite E‖ at the gas injection
location, arising from ion recycling off the probe surface, is thought to be responsible
(see sections 5.3 and 5.5).
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Figure 3-14: Variation of C+2 parallel mean-free path (estimated using Equation 3.1)
with electron density, for five different values of electron temperature (ranging from
15-50 eV). Values of λmfp are comparable to the parallel extents observed for experi-
mental CIII plumes, suggesting that in the near SOL there is a collisionless mechanism
which results in a parallel velocity for the impurity ions that is comparable to the
impurity sound speed,
√
Te/mz.
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Assuming Tz = Te for both C
+1 and C+2, the ratio of the CIII to the CII ionization
mean-free paths is equal to the ratio of the respective ionization times (Equation 3.1),
which depends only on electron temperature. A plot of this ratio is given in Figure 3-
15. Over most of the SOL this ratio is quite large (∼ 10-40), implying that CIII
emission should be much more extended along field lines than CII emission. This is
confirmed by experiment.
10 20 30 40 50
Te (eV)
10
15
20
25
30
35
40
τ i
on
 (
C
III
)/
τ i
on
 (
C
II)
Figure 3-15: Ratio of C+2 to C+1 ionization times as a function of electron tempera-
ture. Over most of the SOL, this ratio is large, suggesting that the parallel extent of
CIII emission should be much larger than the parallel extent of CII emission. This is
experimentally observed.
3.2.2 Particle & Power balance
For plumes to be useful as a measure of the background plasma, they should not be
perturbative (or the perturbation must be readily described). However, in principle,
injection of gas in a localized volume in the SOL is expected to affect both the local
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particle and power balance. The question is then one of magnitude – how large is the
effect?
The magnitude of the local perturbation will depend strongly on the volume into
which gas is injected. A significant fraction of injected carbon atoms are simply re-
deposited on the probe head – for these atoms the perturbation is thought to be
small, since they enter the plasma through sputtering, resulting in a large effective
“injection” volume. However, carbon atoms not re-deposited on the probe head
can be deposited in a much smaller plasma volume, whose dimension is governed
by ionization mean-free paths for the injected species. Comparison with numerical
modelling results (section 5.4.3) suggest that in the near SOL the cross-field extent of
the injection volume (λcf) can be characterized by the jet cross-field dimension, which
is ' 5 mm. In the far SOL, where the ionization mean-free path has increased and
jet behavior is no longer observed (section 3.3), the cross-field extent of the injection
volume is instead comparable to the plume cross-field dimension, which is significantly
larger (∼ 25 mm).
Density perturbation
To model the gas injection perturbation, the injection volume is taken to be cylindri-
cal, with a diameter λcf and an extent L‖ = 225 mm (= “typical” parallel extent of
the emission). The carbon density at the injection location is determined by particle
balance:
2 Γ‖,0(
piλ2cf
4
) = αNinj (3.2)
where Ninj is the injection rate of C2D4 molecules, α is fraction of the injection source
which directly ionizes and flows away from the probe (i.e. is not re-deposited on the
probe head), and Γ‖,0 is the parallel flux of carbon at the injection location. This
term can be written as:
Γ‖,0 = nI,0v‖,0 (3.3)
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where nI,0 is the total carbon ion density (all charge states) at the injection location
and v‖,0 is the “average” velocity of carbon impurity ions away from the probe. Simple
estimates for the total dissociation energy of C2D4 indicate that ∼ 1 eV is available
for each carbon atom; for a 1 eV carbon atom v‖,0 ' 4 km/s. For a typical plume
experiment, the injection rate is ∼ 5 x 1018 molecules/second = 1019 C atoms/second.
Assuming that ' 50% of injected molecules are directly ionized, then the carbon
density can be written as (using Equations 3.2 and 3.3):
nI,0 =
2αNinj
piλ2cfv‖,0
=
(2)(0.5)(1019 atoms/second)
pi(0.001 m)2((λcf (mm))2)(4000 m/s)
=
8.0× 1020
(λcf (mm))2
m−3 (3.4)
In the near SOL (λcf = 5 mm), the estimated carbon density is ∼ 3.2 × 1019
m−3. Assuming that within the injection volume the predominant ion charge states
are Z = 1 and Z = 2, the electron density perturbation can be up to a factor of two
larger. This is a substantial fraction of the background electron density, and implies
that the gas injection is responsible for a local density perturbation at the injection
location. However, the magnitude of the recycling-induced density perturbation is
found to be much larger in this region (see sections 5.3 and 5.4), indicating that the
above perturbation is only a small contribution to the total.
In the far SOL (λcf ∼ 25 mm), the estimated carbon density is ∼ 1.3 × 1018
m−3. This is about a factor of 10 times lower than the background electron density,
indicating that the density perturbation in this case is small.
Temperature perturbation
The electron temperature perturbation due to the gas injection is assessed from a
power balance:
∇‖ · q‖ =
∑
(Sources− Sinks) (3.5)
q‖ = −κ‖∇‖Te (3.6)
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Consider a cylindrical flux tube geometry (z ‖ B), where the cross-field dimension
in the near and far SOL is determined from the same injection volume model used in
the density perturbation calculation. Using a 2-point model [64] to describe parallel
heat transport in the injection volume, and assuming a fixed temperature boundary
condition at either end of the flux tube, the parallel electron temperature profile is
given by:
T 7/2(z) = T
7/2
0 +
7P0L
2
4κ0
(
1− z
2
L2
)
− 7P1dL
2κ0
(
1− |z|
L
)
d < |z| ≤ L (3.7)
T 7/2(z) = T
7/2
0 +
7P0L
2
4κ0
(
1− z
2
L2
)
− 7P1dL
2κ0
+
7P1d
2
4κ0
(
1 +
z2
d2
)
|z| ≤ d (3.8)
where z = 0 is the parallel coordinate of the injection, κ‖ = κ0T
5/2
e has been used,
and:
T0 = temperature (eV) at flux tube boundary (z = ±L)
P0 = power (W/m
3) into the flux tube – assumed uniform
P1 = power sink (W/m
3) due to gas injection – assumed uniform
L = (1/2) magnetic field line connection length from inner to outer divertor (m)
d = (1/2) parallel plume extent (m)
κ0 = parallel thermal conductivity = 2.81 × 103 W
m eV7/2
(Spitzer, [61])
P0 is determined from a power balance without gas injection, i.e. by setting P1 = 0
at z = 0 in Equation 3.8. This yields:
P0 =
4κ0
7L2
[
T 7/2np − T 7/20
]
(3.9)
where Tnp is the temperature at the gas injection location in the absence of injection
(“no plume”). Typical values of T0 and L are 10 eV and 12.5 m, respectively. For
conditions near the separatrix (Tnp ' 50 eV), P0 ' 10 MW/m3, while in the far SOL
(Tnp ' 15 eV), P0 ' 0.5 MW/m3.
P1 is estimated by summing together all possible power sinks due to the gas
injection. These include:
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• Electron heating : Energy required to heat electrons formed during ionization of
injected species to the background electron temperature.
• Dissociation energy : Energy required to dissociate C2D4 molecules. This in-
cludes energy to break all necessary bonds as well as energy for excitations that
may occur during dissociation.
• Ionization energy : Energy required to ionize both deuterons and carbon atoms
formed from dissociation of C2D4.
• Radiation energy : Energy radiated by both deuterons and carbon impurity ions.
For deuterium, a radiation energy of ' 30 eV/atom is assumed (based on data
from reference [30]). For carbon, reference [7] is used to estimate the amount of
radiation energy emitted per atom in a non-coronal equilibrium. This value depends
on both electron temperature as well as the product neτion, and can range from 100
- 1000 eV/atom.
In the near SOL, the total power sink due to the plume is ∼ 100 MW/m3. Though
this is a factor of 10 greater than the power input P0 at this location, this is a region
where parallel conduction is high (primarily because Te is high), and consequently
the temperature perturbation is small. This is illustrated in Figure 3-16, in which
profiles of the unperturbed (dashed) and perturbed (solid) electron temperature for
a typical plume formed at the separatrix are shown. In the far SOL the total power
sink is ∼ 20 MW/m3. Here Te is smaller, and parallel conduction is not as effective in
equilibrating temperature along the field line. Thus, the power sink is large enough
(P1 ' 40× P0) to induce a perturbation in the electron temperature. Profiles of the
unperturbed and perturbed temperature are also shown in Figure 3-16 for this case.
Though the perturbation seems to be important in the far SOL, the probes in fact
do not measure a temperature perturbation during gas injection. This suggests that
either the estimate for the total power sink is too large, or that the perturbation is
within the measurement error for the probe.
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Figure 3-16: Parallel profiles of electron temperature with (solid) and without
(dashed) gas injection. Top: Conditions typical of the separatrix. In this case the
perturbation due to gas injection is small. Bottom: Conditions typical of the far SOL.
Here the perturbation due to gas injection can be important. However, in most cases
the probes measure no temperature perturbation due to gas injection, suggesting
that estimates for the power sink are too large in this case or that the perturbation
is within the measurement error of the probe.
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3.3 Plume database
A database of plume results has been constructed to allow correlations to be explored
between emission structure and plasma parameters. In particular, two topics of inter-
est are: (1) Jet characterization. Is there a way to quantify jet behavior? Under
what background conditions does jet behavior dominate? (2) Far SOL plume char-
acteristics. Are results from wall-capillary injection experiments [28] reproduced?
How do these plumes differ from those formed in the near SOL?
In this section, the development of the database is presented, as well as results
which address the above questions.
3.3.1 Plume characterization
Nearly 300 plumes were generated during the 2000 run campaign. These data (specif-
ically CIII TVC data) have been sorted qualitatively based on observations of the
amount of jet behavior exhibited (“Jet; Transition; No Jet”) and on the flow di-
rection implied from observations of the parallel asymmetry (“Flow to the divertor;
Flow away from the divertor; No flow”). In addition, scanning probe data have been
used to determine correlations between the qualitative observations and local plasma
parameters. An example of these results is shown in Figure 3-17, in which electron
temperature is plotted against parallel Mach number (computed using Equation 2.1)
for discharges in which plumes were generated. Data have also been sorted by toroidal
field direction (normal vs. reversed) to determine if observed plume asymmetries de-
pend on this parameter.
A more quantitative approach has also been developed to assess the degree of jet
behavior and parallel asymmetry in a given plume. This approach is based on the
hypothesis that the component of emission resulting in the jet is spatially localized, i.e.
has small cross-field extent. For any given plume, integrated brightnesses and emission
centroids are calculated using a moment analysis, resulting in a 1-D parallel emission
profile which is used to characterize the parallel extent of the plume and a 1-D parallel
centroid profile which is used to determine the plume boomerang angle. Analogous
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Figure 3-17: Plot of electron temperature vs. parallel Mach number for all points in
the plume database. Points are sorted based on a qualitative categorization regarding
the degree of “jetting” and parallel asymmetry in the emission. Points are also sorted
based on toroidal field direction.
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profiles can be determined using a “ridge-line” analysis, in which the centroid at each
parallel coordinate is given by the location of the peak in the corresponding 1-D
cross-field profile, and the brightness values at these peaks are then used to construct
a 1-D parallel emission profile. An example of ridge-line analysis performed for a CIII
TVC plume is shown in Figure 3-18. Two conditions are expected for jet-dominated
plumes: small cross-field width (w¯), as estimated from the moment analysis, and good
agreement between both emission profiles and centroid profiles from moment analysis
and ridge-line analysis.
Least-squares differences between emission profiles from moment analysis and
ridge-line analysis (∆2ep) and between centroid profiles from moment analysis and
ridge-line analysis (∆2cp) are calculated to quantify the agreement between the two
methods. A composite least-squares difference (∆2 = ∆2ep + ∆
2
cp) is then constructed
to provide an overall figure-of-merit for the agreement. Plume data are sorted by w¯
and ∆2.
3.3.2 Variation of jet behavior with background conditions
Results from Figure 3-17 indicate that plumes exhibit jet behavior at high temper-
ature (Te & 30 eV), and in most cases the parallel asymmetry in these plumes is
in the reversed direction (i.e. away from the divertor). This is true irrespective of
the parallel flow measured by the Mach probe, suggesting that these plumes are not
well-coupled to the background. This is consistent with the observation that at high
temperatures the ionization rate for C+2 is faster than the collisional coupling rate.
The parallel variation in plasma potential which may be caused by a recycling-
induced density perturbation can also affect the degree of jet behavior exhibited by
the plumes. In fact, results of numerical simulation (section 5.5.1) indicate that
the total potential drop (∆φ) along B is the key parameter in setting the parallel
extent of the jet. From a ridge-line analysis of experimental data, an estimate of the
potential drop may be obtained. The ionization lifetime of impurities in the jet is
first calculated using local values of ne and Te (i.e. values measured by the probe at
the injection location). The average parallel velocity (v¯) of these impurities is then
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Figure 3-18: An example of “ridge-line” analysis for a CIII TVC plume. Centroids
are determined at each parallel coordinate by finding the location of the peak in the
corresponding 1-D cross-field profile. The value of the brightness at this peak is then
used to fill in the 1-D parallel emission profile array.
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calculated by dividing the average parallel decay length of the jet by the ionization
lifetime. The potential drop is then determined from an energy balance:
∆φ =
(
1
e
) [
1
2
mv¯2 − E0
]
(3.10)
where E0 is the initial energy of the impurity ions, estimated as ∼ a few eV based
on molecular break-up energies. Using Equation 3.10 (and E0 = 3 eV), ∆φ has been
calculated for all plumes in the database (even those in which a jet is not exhibited).
A plot of ∆φ vs. Te is shown in Figure 3-19. Although there is plenty of scatter in
the data, it is clear that the potential drop required to explain the parallel extent of
the jet increases with electron temperature.
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Figure 3-19: A plot of the potential drop calculated using Equation 3.10 vs. electron
temperature. These values of potential drop are required to explain the parallel extent
of the plume emission. Though there is scatter in the data, the required potential
drop increases with Te.
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The recycling-induced perturbation strength is characterized in terms of a normal-
ized potential drop ( e∆φ
Te
). A plot of e∆φ
Te
vs. atomic deuterium ionization mean-free
path (λmfp, D
0) is shown in Figure 3-20. In the top panel, data points are labeled
by plume cross-field width (w¯), while in the bottom panel they are labeled by the
composite least-squares difference between moment and ridge-line analysis profiles
(∆2). In either case, a strong dependence is seen between the normalized poten-
tial drop and the ionization mean-free path. The explanation is straightforward: as
the mean-free path decreases, ionization of recycling deuterium occurs over a smaller
volume, resulting in a larger density perturbation and thus a larger potential drop
(assuming that density and potential are related through a Boltzmann relationship:
ne ∝ e−eφ/Te). Though there is scatter in the data, plumes with lower values of w¯ and
∆2 tend to have a larger value of e∆φ
Te
, i.e. are more jet-like.
Asymmetries in the plume emission are also quantified using ridge-line analysis.
For a given plume, the parallel velocity of impurities in the jet is in general different
on one side of the injection location relative to the other. The parameter ∆v/v¯
(where ∆v = v(towards divertor) − v(away from divertor)) is used as a measure of
the plume asymmetry. In Figure 3-21, this parameter is plotted against the parallel
Mach number for all plumes in the database. As in Figure 3-20, points are labeled
by w¯ and ∆2.
Plumes with low values of w¯ and ∆2 tend to exist at negative values of ∆v/v¯,
implying that the parallel flow of C+2 ions present in jet-like plumes is away from the
divertor. This is consistent with the qualitative observations shown in Figure 3-17. In
addition, plumes which exist at negative values of ∆v/v¯ occur for all values of parallel
Mach number, suggesting that there is no direct relationship between background
flow and plume asymmetry in these cases. This result seems to be confirmed by the
observation that the direction of parallel asymmetry for plumes exhibiting jet-like
behavior is insensitive to toroidal field direction, whereas M‖ measurements made by
the probe are strongly dependent on field direction. This is illustrated in Figure 3-
22, which shows ∆v/v¯ plotted against the probe-inferred parallel Mach number for
plumes with w¯ ≤ 1.12 cm, ∆2 ≤ 0.20, and ρ ≤ 5 mm.
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Figure 3-20: A plot of normalized potential drop vs. ionization mean-free path of
atomic deuterium for all plumes in the database. Top: labeled by cross-field width,
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Figure 3-21: Normalized plume asymmetry vs. parallel Mach number inferred from
probe measurements. Top: labeled by cross-field width, w¯. Bottom: labeled by
least-squares difference parameter, ∆2. For jet-like plumes (i.e. those with low w¯
and/or ∆2), the plume asymmetry generally implies a flow away from the divertor,
irrespective of the probe-inferred parallel Mach number. As the plumes become less
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to locations of larger ρ.
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Figure 3-22: Normalized plume asymmetry vs. parallel Mach number inferred from
probe measurements, labeled by toroidal field direction. Only plumes which exhibit
some level of jet-like behavior are considered (w¯ ≤ 1.12 cm, ∆2 ≤ 0.20, ρ ≤ 5 mm).
The results confirm that no direct relationship exists between background flow and
plume asymmetry for cases where jet-like behavior is important.
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However, referring back to Figure 3-21, it is observed that as the parallel Mach
number increases the plumes tend to become less jet-like, i.e. they have higher values
of w¯ and/or ∆2. Note that there is a tendency for the Mach number (as measured
by the probe) to increase with distance from the separatrix, while temperature de-
creases with ρ. This suggests that plumes in fact are becoming less jet-like at lower
temperature, which is consistent with results from the potential drop calculations
(Figure 3-19).
3.3.3 Characteristics of plumes without jet
Plumes which do not exhibit a jet tend to be formed in the far SOL, and for these
cases the potential drop calculated from Equation 3.10 tends to be small (i.e. e∆φ
Te

1). This is consistent with the model for the jet: in the far SOL the temperature is
low, so the ionization mean-free path for recycling deuterium is large, which results in
a small recycling-induced density perturbation and therefore no jet. For these cases
a ridge-line analysis is an inappropriate means to determine parallel velocities for the
impurities, and thus to determine a parallel asymmetry, since no component of the
emission is localized. Nonetheless, when this analysis is employed the result is a large,
positive value for ∆v/v¯, consistent with the large values of M‖ measured by the probe
(e.g. see Figure 3-21).
Previous plume measurements have been made on Alcator C-Mod using gas injec-
tion through wall-mounted capillaries [28]. An example of a CII plume generated by
injection through a capillary at the inner wall midplane and viewed from the outer
midplane is shown in Figure 3-23. For comparison, an example of a CII SVC plume
generated in the far SOL is also shown in this figure. Similarities which exist between
these two plumes include the absence of jet-like behavior in the emission structure
and the presence of a strong asymmetry implying flow towards the divertor. These
results emphasize that far and near SOL plumes differ not only because of differences
in the impurity ionization rates at these two locations, but because the physics of
ions recycling from the probe head is important in the near SOL. This is discussed
further in Chapter 5.
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Figure 3-23: Comparison between CII plume generated by injection through a capil-
lary at the inner wall midplane (top) and a CII plume generated by injection through
the probe in the far SOL (bottom). For the inner wall case, the view is from the out-
board midplane, while for the probe injection case the view is from the SVC. In both
cases plumes exhibit a strong asymmetry towards the divertor, and no jet behavior
is observed.
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Chapter 4
Plume modelling tools
To assess the utility of the plumes as a diagnostic of SOL flows, a series of modelling
tools have been developed for extracting flow information from emission structure. A
description of the tools is presented in this chapter, while results obtained from their
application to experimental data is given in Chapter 5.
4.1 Analytic fluid modelling
Initial analysis and modelling of the plume emission patterns involved a fluid descrip-
tion of background plasma and impurity transport. Results from this analysis are
presented, followed by a discussion of the limitations of analytic modelling.
4.1.1 Development of 1-D & 2-D fluid models
Plume structure is thought be influenced by the following plasma parameters: v‖, Er,
and D⊥. However, since a significant fraction of the emission results from carbon
sputtering off the probe head, the effect of diffusion on the emission structure is
thought to be small (for reasonable values of D⊥, e.g. 0.1 - 1.0 m2/s). A 1-D fluid
model has been developed to test this assumption, which is based on solution of the
continuity equation for impurity species:
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∇ · Γj = Sj − njne < σv >ion (4.1)
nj is the impurity density for charge state j, ne is the electron density, Sj is the
volumetric source for impurities in charge state j, < σv >ion is the ionization rate
coefficient for ionization from state j to state j + 1, and Γj = −D⊥∇nj + njvc is the
flux of impurity ions in charge state j, accounting for both purely diffusive (D⊥) and
convective (vc) components. Consider a simplified cartesian geometry, where y is the
coordinate along which perpendicular diffusion takes place. For finite extent of the
plume, Equation 4.1 can be integrated in the other two directions, yielding:
d
dy
(n¯jvc)− d
dy
(
D⊥
dn¯j
dy
)
= S0piλ
2
j e
−y2/λ2j − n¯jne < σv >ion (4.2)
n¯j is the integrated 1-D impurity density along y, while vc and D⊥ are the flow con-
vection and diffusivity in this direction. The following assumptions were made in
deriving Equation 4.2: recombination is negligible; Sj is a Gaussian, with a peak of
S0 and a cross-field width of λj; electron density and temperature are constant over
the region of the plume. The validity of this last assumption is questionable, and
will be addressed in section 4.1.2. Equation 4.2 may be further simplified under the
assumption that vc and D⊥ are also constant over the plume region (again, the valid-
ity of this assumption may be argued), allowing an analytic solution to be obtained
(using the method of characteristic polynomials and the method of variation of pa-
rameters [20]). The solution is given in terms of a normalized 1-D impurity density,
η, defined as:
η =
n¯jλj
ST τexp
(4.3)
where ST is the total integrated source rate for impurities in charge state j (=
S0pi
3/2λ3j) and τexp is the exposure time for the camera recording the plume emis-
sion. Solutions for η are determined in cases where D⊥ is both finite and zero, to
determine the influence of diffusion on the cross-field width. An example is shown in
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Figure 4-1. In this case λj is set to 8 mm, a typical value for the cross-field width
of an experimental CIII plume, and a reasonable value for the source width for the
given probe head geometry (see Figure 2-1). The perpendicular diffusion is set to 1.0
m2/s, and the cross-field flow velocity to ∼ 1000 m/s. It is clear that the width of the
1-D density profile cares very little about the value of D⊥, and is being set primarily
by the source width. This is consistent with the heuristic arguments presented in
section 3.1.1, and suggests that the plumes provide little information on D⊥ in the
SOL.
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Figure 4-1: Comparison of normalized 1-D impurity density profiles with and without
diffusion effects. The source width is set to 8 mm, which is a typical value for the
cross-field width of experimental CIII plume emission. For a value of 1.0 m2/s, the
effect of diffusion on the profile width is insignificant. This suggests that the plumes
provide little information on D⊥ in the SOL.
Given these results, it may be concluded that v‖ and Er are the only important
parameters determining the structure of the plumes (in the limit where probe pertur-
bations are negligible). A 2-D fluid model has therefore been constructed to extract
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values for these parameters from CIII plume emission. This model is once again
based on solution of the continuity equation (Equation 4.1). However, in this case
the solution is determined for the region of the plume which is source-free, i.e. the re-
gion well away from the injection location, meaning that Sj = 0. Also, perpendicular
diffusion is neglected (based on arguments given above), allowing the ion impurity
flux to be written simply as Γj = njvc = njv. In addition, the following assumptions
are made: the parallel velocity is a function only of the parallel coordinate (x); the
cross-field velocity lying in the flux surface (vy) is constant over the region of interest;
the electron density and temperature are constant over the region of interest. The
validity of these latter two assumptions will be discussed in the next section. After
integration of Equation 4.1 in the cross-flux surface direction (z) and some algebraic
manipulation, the following equation results:
∂
∂x
(ln n¯j) +
vy
vx
∂
∂y
(ln n¯j) = − 1
vxτion
− 1
vx
d
dx
vx (4.4)
y represents the cross-field coordinate, n¯j the integrated 2-D impurity density, and
τion =
1
ne<σv>ion
. In order to proceed, a functional form for the parallel flow velocity
is required. To simplify the analysis, an exponential dependence is assumed:
vx(x) = vx0
(
a− exp
(
−x
λ
))
[x > x0] (4.5)
x0 is the parallel coordinate at which plume emission becomes “source-free”; in this
model, the upstream and downstream portions of the plume are treated separately.
Equation 4.4 can then be solved using the method of characteristics [68], yielding:
n¯j = n¯j0
(
y − βλ ln
[
−1 + a exp (x
λ
)
−1 + a
])[
−1 + a
−1 + a exp (x
λ
)
]α [ −1 + a
a− exp (−x
λ
)
]
(4.6)
where the following definitions have been made: α = λ
avx0τion
, β = vy
avx0
. Assuming that
the impurity density is directly proportional to the measured brightness, Equation 4.6
may be used to fit the plume data for extraction of vx0 and vy, i.e. v‖ and Er. Data
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are fitted along each parallel coordinate, and average values of the fitting parameters
(a, λ, α, β) are then calculated for the full plume. An example fit for a CIII TVC
plume generated in the near SOL is shown in Figure 4-2. The solid line is a line-out
of the plume data at a given parallel coordinate (x = -1.85 cm), while the diamonds
are scaled values of density calculated using Equation 4.6. In this case the fit is quite
good; for the full plume the inferred values of v‖ and Er are 10 km/s and -4 kV/m,
respectively.
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Figure 4-2: Fit to a 1-D cross-field brightness profile from a CIII TVC plume (the
full plume is shown in Figure 3-8). The solid line is the experimental data, while the
diamonds are scaled values of density calculated using Equation 4.6. The fit is quite
good in this case; for the full plume the inferred values of v‖ and Er are ' 10 km/s
and -4 kV/m, respectively.
The estimated parallel velocity is significant fraction of the impurity ion sound
speed (
√
Te/mz ' 25 km/s), suggesting a substantial parallel energy for the impurity
ions. This is consistent with the observation that the parallel extent of CIII plume
emission generated in the near SOL is comparable to the ionization mean-free path
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for C+2 ions calculated using the electron temperature. The mechanism thought
to be responsible for imparting parallel energy to the impurity ions is a recycling-
induced parallel electric field. To model this field, a more appropriate representation
of the background plasma is necessary, e.g. one in which electron density is allowed to
vary. Variation in the electron density and temperature can also affect the cross-field
structure of the emission, which has a direct impact on the estimated value for the
radial electric field (see section 5.7.1). These observations suggest that the use of
analytic modelling for describing impurity dispersal may be limited (more details in
section 4.1.2), and that a more sophisticated description of the impurity emission is
necessary.
4.1.2 Limitations of analytic modelling
Although analytic fluid modelling of the plume emission is useful for obtaining es-
timates of the parallel velocity and radial electric field implied from the emission
structure, there exist severe limitations to the results. Primary among these is the
assumption of constant density and temperature over the region of the plume. With-
out this assumption the problem is not analytically tractable. However, it is unlikely
that sputtering of deposited carbon off the probe head will occur on a single flux
surface. Thus, plumes exist over a finite extent across flux surfaces, over which den-
sity and temperature vary. The assumption of constant density and temperature is
especially erroneous in the near SOL, where plasma profiles vary strongly with ρ.
For this same reason the assumption of constant perpendicular velocity (and hence
Er) over the plume region is also likely to be invalid. Probe measurements indicate
that the radial electric field profile also varies with ρ in the SOL, and that this
variation can be quite strong in the near SOL.
Another deficiency of analytic fluid modelling is that the probe influence on the
plume emission structure cannot be taken into account. For example, these models
are unable to simulate impurity sputtering or background ion recycling off the probe
surface. In addition, they do not include the existence of parallel velocity and electric
fields generated in the probe presheath. These presheath fields are responsible for
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accelerating impurity ions located on field lines which intersect the probe towards the
probe, and may therefore influence the parallel extent of the emission.
This information calls into question modelling efforts performed for plumes gen-
erated by gas injection through wall-mounted capillaries [28]. In those calculations,
density, temperature, and electric field were all assumed to be constant over the region
of the plume; to be more precise, the values extracted were assumed to be “radially-
averaged” quantities. However, results of numerical modelling (section 5.7.1) indicate
that the radial variation of density and temperature over the plume extent can alter
the structure of the plume significantly. In the far SOL, density and temperature
profiles are typically observed to flatten out, suggesting there may be some validity
to assuming constant density and temperature for plumes generated from injection
through the inner wall capillary. Nonetheless, in that case there remains the issue
of data mapping from outboard to inboard SOL. For the model presented in [28],
plasma parameters are assumed constant along a field line from outer divertor to
inboard midplane. However, recent results obtained from a newly installed inner-wall
scanning probe suggest that density and temperature may be different at the inner
wall and the FSP location [40]. This result highlights the importance of making local
measurements of background plasma parameters at the gas injection location.
Simplified 1-D & 2-D fluid modelling provides a basis for intuitive understand-
ing of the plume data, but to realistically simulate the plumes the full set of mass,
momentum, and energy equations need to be solved. However, these equations can
only be solved analytically for simplified situations (e.g. no background flow, strongly
coupled plumes). Rather than invest time in the development of a 3-D numerical
fluid code, the decision was made to utilize a resource that was already available for
studying impurity transport in SOL plasmas, namely the LIM code [65].
4.2 LIM modelling
The majority of plume modelling undertaken in this work involves the use of LIM. In
this section, a brief description of the code will be given, followed by a discussion of
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modifications that have been made to the code to allow for a more accurate simulation
of the experimental set-up. Finally, results of code benchmarking will be presented.
4.2.1 Code overview
LIM (Limiter Impurity) is a 3-D Monte Carlo impurity transport code. Particles
may be “launched” into the plasma as either neutrals or ions (“launch” referring to
the specification of the particle position and velocity vectors at its time of origin);
they are followed from their point of origin until they exit the plasma by striking a
wall or limiter. The coordinate system in LIM is cartesian, where y represents the
distance along the magnetic field, x represents the radial cross-field coordinate, and
p represents the poloidal (in the flux surface) cross-field coordinate. In this simplified
geometry toroidal effects (e.g. curvature drifts) are neglected.
The impurities are launched into a specified background plasma. Although indi-
vidual particles are followed, they each represent an ensemble of impurity ions with
average velocity and temperature. The transport of impurity ions along the field
line is assumed classical, and is governed by coulomb collisions with the background
plasma according to three characteristic time constants:
τS =
mITiB (TiB/mB)
1/2
6.8× 104(1 +mB/mI)nBZ2BZ2I ln(λ)
Stopping time (4.7)
τT =
(mITiB +mBTI)
3/2
1.4× 105(mImB)1/2nBZ2BZ2I ln(λ)
Heating time (4.8)
τ‖ =
mITI (TiB/mB)
1/2
6.8× 104nBZ2BZ2I ln(λ)
Parallel diffusion time (4.9)
τS represents the average time for impurities to acquire the background flow velocity,
τT the average time for thermalization, and τ‖ the average time for parallel velocity
space diffusion. These parameters depend on local values of the background density
(nB in units of 10
18 m−3) and ion temperature (TiB in units of eV) which are specified
as code inputs, and are allowed to vary with the radial coordinate. mI and mB
represent the impurity ion and background plasma ion masses (in units of amu), ZI
and ZB are the impurity ion and background plasma ion charge states, TI is the
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impurity ion temperature (in eV), and ln(λ) is the Coulomb logarithm.
The cross-field transport of impurity ions is modelled as anomalous, and gov-
erned by the following transport coefficents, all of which are specified as inputs: Dpol,
Dradial, vpol, vradial. Diffusion coefficients are only allowed to vary along B, while the
radial velocity may be varied with radial coordinate in specific functional forms. The
poloidal velocity is allowed to vary with radial coordinate in a general manner (see
section 4.2.2).
Other inputs to the code are the parallel flow velocity and the parallel electric field.
These may be specified at each individual computational cell, though in general,
functional forms are used to generate their values. Further discussion follows in
sections 4.2.2 and 5.5.1.
The original purpose of LIM was to model the transport of impurities generated
via sputtering from a limiter surface. However, a series of options are now available
for specifying various impurity launches in both physical space and velocity space.
For example, the impurities may be launched from a fixed point in space or from
a surface, with constant energy or a Thompson distribution [5]. More discussion of
launch options is given in sections 4.4 – 4.6. Finally, for a given LIM run the number
of impurities launched is specified as an input, a typical value being 10,000.
The time step (∆t) for each iteration in the code is also specified as an input. Its
value is set by the requirement that ∆t be much smaller than any physics time scale
present in the problem. For a typical simulation ∆t = 50 ns (more in section 4.2.3).
At each time step, it is first determined whether the charge state of the given
impurity ion has changed. The parameter τch is defined as [65]:
τ−1ch = [nB(< σv >ion + < σv >recomb)] (4.10)
where < σv >ion is the ionization rate coefficient and < σv >recomb is the recombi-
nation rate coefficient, which are both functions of electron temperature (Te = TiB
is assumed for plume simulation). In the limit of the recombination rate being much
smaller than the ionization rate (all cases of interest), τch = τion. At each time step, a
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random number ξ is drawn (which is uniformly distributed in the domain [0,1]), and
if 0 < ξ < ∆t
τch
then a change of charge state has occured.
After determining the charge state of the impurity ion being followed, the po-
sition, parallel velocity, and temperature of the ion ensemble are calculated. The
temperature at each time step is determined from the following:
Tnew = Told + (TiB − Told)
(
∆t
τT
)
(4.11)
Equations for determining the position and parallel velocity at each time step are
presented in later sections. Once the position of the ion has been calculated, indices
are determined for the computational cell in which the ion is located. In each cell
tallies are kept which indicate the number of times an impurity ion of a given charge
state appears in that cell at the end of a time step. For example, if at the end of a time
step an impurity ion with ZI = 1 is in a cell with (y, x, p) indices of (39,34,15), then the
tally for that cell for that charge state is incremented by one. The number of tallies in
each cell is converted to a “normalized cell density” (nN) at the end of the calculation
using the cell dimensions (∆y,∆x,∆p), the numerical time step (∆t), and the total
number of impurities launched. The units of nN are (m
−3)/(particles/second), i.e.
the density is normalized to the impurity injection rate.
Outputs from the code include 3-D spatial distributions for each charge state, 3-D
spatial variations for the total radiated power, and the average ion temperature of
each charge state “cloud”. Spatial distributions of each charge state may be converted
to number density (m−3) by specifying an injection rate for the impurities. Density in
turn may be converted to emissivity using photon emissivity coefficient (PEC) data,
and a 2-D brightness at each experimental view location can be calculated from the
3-D emissivity by “virtual imaging” of the emission. In this manner simulated results
may be compared directly with experimental data. The details of these algorithms
are presented in section 4.3.
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4.2.2 Code modifications
A number of modifications have been made to LIM to allow for a more accurate sim-
ulation of the gas injection experiments. These include:
Non-symmetric limiter specification
The source of impurities in the experiment is both gas injection through the probe
as well as sputtering off the probe head. It is therefore critical that the presence
of the probe be included in the simulation. LIM expects a limiter surface to be
specified as input, so in simulation of plume experiments this is given by the probe
head geometry. In the original version of LIM, the limiter surface was assumed to
be poloidally symmetric. However for the plume simulations this assumption is not
appropriate, since in the experiment the probe head is generally at an angle with
respect to flux surfaces (typically ' 45◦). Modifications have been made in the code
to allow for the limiter surface to be rotated with respect to flux surfaces, in order
to simulate the probe head. A schematic of the probe head geometry in the LIM
coordinate system is shown in Figure 4-3. Also note in this figure that the probe
geometry has been simplified. For the “absorbing probe” (i.e. the limiter surface
by which impurity ions may exit the plasma) the probe is represented as a pyramid
connected to a rectangular parallelpided (as shown in the figure). For the “recycling
probe” (i.e. the surface off which impurity ions may be launched), the probe is more
realistically represented as a cone connected to a cylinder. This probe model is
discussed further in sections 4.4 and 4.5.
Radial variation of vpol
The poloidal velocity specified in LIM is meant to simulate the effect of E × B
drifts resulting from the presence of a radial electric field in the SOL. In the original
version of LIM, this velocity was assumed constant over all space. However, exper-
imentally it is observed that Er varies with SOL position, and to the extent that
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Figure 4-3: Schematic of the FSP probe head geometry implemented in LIM for the
case of the “absorbing probe” (pyramid connected to a rectangular parallelpided).
The geometry of the “recycling probe”, that of a cone connected to a cylinder, is a
more realistic representation of the probe head, and is used for modelling both the
carbon sputter source and the recycling-induced density perturbation. Finally, note
the location of radial boundaries in the LIM geometry (A and Aw) – these will be
discussed in section 4.2.3.
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the plume exists over finite cross-field dimension this effect should be included. A
modification was therefore made to allow the poloidal velocity to vary with radial
dimension. Values for vpol are required for each radial cell, allowing a general specifi-
cation of the radial electric field profile to be given.
Inputted ne, Te profiles
Time scales that appear in the modelling (e.g. τion, τ‖) depend on local values
of both the electron density and temperature and ion density and temperature. Ex-
perimentally, ne and Te values are determined directly at the gas injection location
using the probe. For plume simulation it is then assumed that nD = ne and TD = Te.
During plume formation, when the probe is at its peak insertion, density and tem-
perature values at radial (cross flux surface) locations other than the probe tip are in
principle unknown. However, in the simulation n and T values are required for the
full emission volume. Experimental density and temperature data are available for
a large extent of the SOL from probe measurements obtained during the full probe
scan. The assumption is therefore made that ne and Te profiles measured from the
full probe scan are the same as the profiles which exist when the probe is at peak
insertion, i.e. during plume formation. There is, however, evidence that electron den-
sity is in fact approximately constant over the plume extent, for it is otherwise very
difficult to explain the vertical elongation observed in the emission. The presence of
local E × B drifts induced by probe presheath potentials may be responsible for the
transport of plasma down the probe shaft, resulting in a uniform density profile – this
is discussed further in section 5.1. Nonetheless, for the plume simulation profile mea-
surements obtained from the full probe scan are used to specify the radial variation
of density and temperature.
In the original version of LIM, functional forms for the density and temperature
profiles were assumed (e.g. exponential variation). A modification to the code has
been made to allow for arbitrary values of density and temperature to be specified
in each radial bin. Over the radial range in which probe measurements are available,
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these values are then used. Further out radially (relative to the last measurement
point) profiles are assumed to decay exponentially, with decay lengths obtained by fit-
ting the last few points in the profiles. Further in radially (relative to the gas injection
location) profiles are assumed to increase linearly, with slopes obtained by fitting the
first few points in the profiles. Extrapolation of the profiles in this manner results in
some error, of course. In the near SOL, this error is expected to be insignificant, since
time scales for C+1 and C+2 ions vary weakly with temperature at high Te, and since
the outward radial extent of the plumes should be covered by the probe measurements
and the inward radial extent of the plumes (past the injection location) is small (low
ionization lifetime). In the far SOL, where time scales are expected to vary strongly
with Te, errors may be significant. However, results suggest that in this case plume
structure is sensitive enough to density and temperature values that the plumes them-
selves provide information on the profiles. This will be discussed further in Chapter 6.
Presheath model
Background plasma conditions affect the parallel dynamics of the impurity ions,
and thus values of v‖ and Er inferred from the plume structure. It is therefore
important to include in LIM physics responsible for causing variations in background
parameters. For example, at the same radial coordinate, values for some background
plasma parameters are expected to be different on field lines which are connected to
the probe (i.e. field lines in the probe presheath) relative to values on those field lines
which do not intersect the probe. This is necessary to satisfy the Bohm criterion [6] for
ion flow (M‖ = 1) into the probe sheath. To calculate the presheath fields (ne, v‖, E‖)
in LIM, a modified version [70] of the 2-D fluid model of Hutchinson [23] is employed.
This model takes into account effects of perpendicular flow in the presheath analysis.
An example of the resulting parallel profiles is shown in Figure 4-4. In this case the
background parameters outside of the probe presheath are ne = 4.0 × 1019 m−3, Te
= 30 eV, v‖ = 0 m/s, E‖ = 0 V/m, and a presheath connection length of 10 m is
assumed. The parallel electric field in the presheath is generally weak – however,
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values of v‖ are large and the variation in electron density is significant over the full
parallel extent of the plume. In LIM, presheath fields are calculated at each radial
coordinate, based on the local values of background parameters at that location.
Results from simulation studies indicate that the inclusion of presheath fields causes
a slight reduction in the parallel extent of the plumes and an increased boomerang
angle.
Finally, a series of new launch options have been added to the code, to simulate
the plume sputter-source as well as to investigate causes for jet behavior in the plume
emission. These will be described in detail in the following sections.
4.2.3 Benchmarking
To proceed with analysis of experimental data using LIM, it must first be demon-
strated that the code output is trustworthy. This is verified by conducting a series of
tests to benchmark the code.
Diffusion model
At each time step the radial and poloidal position of the impurity ion being followed
is incremented in the following manner:
xnew = xold ± (2Dradial∆t)1/2 + vradial∆t (4.12)
pnew = pold ± (2Dpol∆t)1/2 + vpol∆t (4.13)
where the sign in front of the diffusive terms is chosen using a uniformly distributed
(on [0,1]) random number, such that there is a 50% probability of either sign being
chosen in either case. To test that the diffusive transport model is correctly imple-
mented, a simulation was run for a simplified case in which an analytic solution could
also be found. The case is one with constant density and temperature, constant diffu-
sivity, no flows, and no probe influence (i.e. no limiter absorption, no presheath fields).
The problem is solved in a cylindrical geometry, with r representing the cross-field
coordinate and z ‖ B. Assuming that the impurity ion source is uniformly distributed
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Figure 4-4: Parallel profiles of ne, v‖, and E‖ in the probe presheath. In this case
values for background parameters outside the presheath are ne = 4.0 × 1019 m−3, Te
= 30 eV, v‖ = 0 m/s, E‖ = 0 V/m, and a presheath connection length of 10 m is
assumed. While the parallel electric field in the presheath is weak, v‖ is large and the
variation in electron density is significant over the full extent of the plume.
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over some region r ≤ ∆, and that ionization is only allowed to occur in the region
r > ∆, the continuity equation for this system may be written as:
1
r
d
dr
(
r
dn
dr
)
−H(r −∆)α2n = −H(∆− r)
(
S1
D⊥
)
(4.14)
where n is the C+1 ion density (assumed to be a function of r only, i.e. n = n(r, θ, z) =
n(r)), S1 is the volumetric source rate (neutrals/m
3/s), α is defined as 1√
D⊥τion
, and
H is the Heaviside step function [60], given by:
H(t− a) = 0 t ≤ a
H(t− a) = 1 t > a
Since D⊥ and τion are constants, α is also a constant, allowing Equation 4.14 to be
solved in the region r > ∆. A solution may also be found in the region r ≤ ∆ since
S1 is assumed constant. Taking n¯ to represent the integral of the C
+1 ion density in
the z direction, in the limit of ∆ → 0 (i.e. a point source) n¯ is given by:
n¯ =
S0K0(αr)
2piD⊥
(4.15)
where S0 is the integrated source rate (neutrals/s) and K0 is the modified Bessel
function of the second kind of order zero [74]. This solution is compared to a LIM
run in which the density and temperature are set constant (ne = 4 × 1019 m−3, Te
= 30 eV), and the poloidal and radial diffusivities are set equal (Dradial = Dpol =
10 m2/s). S0 is set equal to 1 neutral/s for this comparison, because the source rate
(i.e. the injection rate) in LIM is also 1 neutral/s (more details in section 4.3.1). The
results of the comparison between Equation 4.15 and the LIM output are shown in
Figure 4-5. There is generally good agreement between the simulation (diamonds) and
the analytic solution (solid), indicating that the diffusion model in LIM is correctly
implemented.
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Figure 4-5: Comparison between analytic (solid) and simulation (diamonds) results
of a simple diffusion model test. In this case all background parameters are constant:
ne = 4.0 × 1019 m−3, Te = 30 eV, Dradial = Dpol = 10 m2/s, vradial = vpol = v‖ =
0 m/s. In addition, there is no probe influence, due either to absorption of impurity
ions or creation of presheath fields. In this simplified case results from the simulation
and analytic modelling exhibit generally good agreement, indicating that the diffusive
transport model in LIM is correctly implemented.
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Grid size & time step
Tests have also been conducted to determine the effect of computational cell size and
time step on the code output. Virtually no dependence on ∆t is observed, as long
as it is much less than any other time scale in the simulation. The smallest values
for ionization and equilibration times (Equations 4.7 – 4.9) are on the order of µs for
typical SOL conditions. Thus for most cases a time step of 50 ns is used.
The effect of the cell size is related to the boundary definitions in LIM. In the
parallel direction the computational volume is assumed to be periodic in 2Lc, where
this represents the distance from the injection location to the edge of the domain along
B. However, background plasma parameters which vary with parallel coordinate (e.g.
ne and v‖ in the probe presheath) are assumed to be periodic in Lc. This is a remnant
of the original version of the code, in which the impurity source was sputtering from
a limiter, and toroidal peroidicity was assumed. Lc is specified as a code input –
as long as this value is sufficiently large relative to the plume parallel extent, the
density of impurities will be small in regions near the peroidic boundary for the
background plasma, and the effects of periodicity will be negligible. The parallel bin
size is given by the ratio of 4Lc (since the computation volume for impurity ions
extends to ±2Lc in the parallel direction) to the number of parallel bins (limited to
80 by computational resources). Since this size (∼ 6 mm) is smaller than the typical
parallel mean-free paths for C+1 and C+2 ions, the bin size does not result in poor
computational resolution.
In the poloidal direction, the boundaries are at ±∞, i.e. the boundary bins are
infinitely large in the poloidal direction. The choice for bin size over the remainder
of the grid is determined by maximizing the poloidal view while maintaining good
poloidal resolution, and minimizing the number of impurity ion tallies in the boundary
bins. Results indicate that the presence of a significant number of impurity ion tallies
in the poloidal boundary bins can affect the structure of the simulated 2-D plumes.
This is because data present in these bins are not included in the imaging – since
the bins extend to ±∞ the bin density is in principle zero, but in reality it is ill-
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defined since the actual poloidal extent of the plume is not recorded in the code.
Neglecting this data also limits the values of Er that can be inferred from the plume
emission, since high poloidal velocity also results in a significant impurity population
in the poloidal boundary bins (at least the bin that is in the direction of the flow). A
typical value for the bin size in the poloidal direction is ∼ 4 mm.
Finally, in the radial direction the boundaries are defined by the plasma center
and plasma wall coordinates, which are also specified as code inputs (see Figure 4-3).
Impurities which make it to the plasma center are reflected – however, by specifying
this coordinate to be a significant distance away from the injection location (e.g. ∼
10 cm), it is ensured that very few impurity ions make it this far, since the ionization
lifetime is decreasing in this direction. Conversely, impurity ions which make it to the
plasma wall are absorbed. It was originally thought that this interaction should also
be minimized, so the plasma wall coordinate was placed far away from the injection
location. However, this leads to the formation of an extremely large (& 17 cm) radial
bin at this boundary, in which tallying statistics are significantly poorer than in the
rest of the grid. Therefore, the plasma wall coordinate is instead positioned so that
this boundary bin is equal in size to the adjacent radial bin. Simulations were then
run in which the radial bin size was changed from 1 to 2 mm. Results are shown in
Figure 4-6, in which CIII 1-D parallel profiles (obtained by integrating the 3-D tally
data in the cross-field directions) are compared for the two cases. The parallel profiles
are found to be nearly identical, indicating that radial bin size does not affect the code
output. The radial bin size used for plume simulation is determined by maximizing
the radial view while maintaining good radial resolution, and is typically 2 mm.
Parallel velocity model
For LIM to be a useful tool for extracting v‖ and Er from plume emission structure,
the parallel dynamics of impurity ions must be correctly modelled in the code. Calcu-
lations for the impurity ion parallel velocity are therefore checked for consistency with
well-documented [22] results for parallel transport in classical (i.e. coulomb-collision
dominated) systems.
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Figure 4-6: Comparison of CIII 1-D parallel profiles for two different radial bin sizes
(1 mm vs. 2 mm). The profiles are nearly identical, suggesting that bin size has a
negligible effect on code output.
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In LIM, the effects of interaction between an individual impurity ion and the
background plasma are determined by treating the impurity ion as a representation
of an ensemble of ions or a “fluid packet”. This packet is characterized using a
Maxwellian ion velocity distribution function with temperature TI and parallel ve-
locity vI . Thus, an interaction between an impurity ion and the background plasma
is in fact an ensemble-averaged quantity, representing the full set of interactions be-
tween all “micro-particles” in the distribution function and the background. This
treatment of the impurity ions is used to determine both the ion parallel dynamics as
well as the ion temperature (Equation 4.11). Two relaxation processes arising from
the interaction of the fluid packet with the background may act to alter the parallel
velocity of the packet: slowing down (i.e. background drag) and parallel diffusion (i.e.
pitch-angle scattering). The influence of drag on the impurity ion parallel velocity is
given by:
vnew = vB + (vold − vB) e−∆t/τS (4.16)
where vB is the background parallel flow velocity. The impurity ion parallel velocity
approaches vB on a time scale equal to τS, as expected. Parallel diffusion alters the
parallel ion velocity in the following manner:
vnew = vold + vth,I
(
∆t
τ‖
)1/2(
1 +
mB
mI
)1/2√
−2 ln(ξ1) cos(2piξ2) (4.17)
where vth,I is the impurity ion thermal velocity ( =
√
2TI
mI
), and ξ1 and ξ2 are uniformly
distributed (on [0,1]) random numbers. To understand the origin of this equation,
start with the assumption of a Maxwellian distribution for ions in the fluid packet.
Since this distribution is isotropic in velocity space, pitch-angle scattering collisions
only affect the speed (v) of the packet-averaged impurity ion. In addition, the prob-
ability that the speed is changed an amount ∆v by a collision is given by a Gaussian
distribution:
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P (∆v) =
1√
2pi∆v0
e−∆v
2/2∆v2
0 (4.18)
∆v0 represents the root-mean square (RMS) change in speed of an impurity ion
(∆v20 ≡
∫∞
−∞∆v
2 P (∆v) d(∆v)). A velocity diffusivity (Dv) may be defined from this
value, analogous to the definition of D⊥ in physical space (e.g. Equation 4.12):
∆v20 = 2Dv∆t (4.19)
In Equation 4.17, ξ1 is used to pick out a normalized value of ∆v with probability
distributed according to a normalized version of Equation 4.18 (i.e. P ( ∆v
∆v0
)). The
actual value of ∆v is obtained by multiplying this normalized value by ∆v0. From
Equation 4.17, we find that in LIM ∆v0 = vth,I
(
∆t
τ‖
)1/2 (
1 + mB
mI
)1/2
. Finally, ξ2 is
used to determine the component of the velocity change along B. For an isotropic
distribution, the parallel component is given by the cosine of the angle (θ) between the
impurity ion velocity vector and the parallel axis, with the probability distribution
for θ being uniform (on [0,2pi]).
To verify that LIM is correctly modelling parallel diffusion, the value of Dv im-
plied by Equations 4.17 and 4.19 is checked against results from the NRL Plasma
Formulary [22]. The LIM value is given by the expression:
Dv (LIM) =
1
2
(
v2th,I
τ‖
)(
1 +
mB
mI
)
(4.20)
This expression may be simplified further by substituting for vth,I and τ‖ (Equa-
tion 4.9), leading to:
Dv (LIM) =
1
6
(
AD√
pi
)√
γ
(
1 +
mB
mI
)
(4.21)
where AD ≡ 16piZ2BZ2Im−2I
(
e2
4pi0
)2
nB ln(λ) and γ ≡ mB2TiB . These parameters are only
a function of background conditions and impurity ion charge state. In the Plasma
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Formulary, the velocity diffusivity is more generally defined for a test particle with
velocity v streaming through a stationary background of field particles (p. 31 in [22]):
Dv (NRL) =
1
2
ν‖v
2 (4.22)
where it has been assumed that d
dt
(v − v¯)2‖ may be represented by ∆v20/∆t, and
Equation 4.19 has again been used to define Dv. ν‖ is the parallel diffusion frequency,
defined by ν‖(x) = ν0[ψ(x)/x], with ν0 = 12AD (converting between cgs and SI units),
x = γv2 and ψ(x) = 2√
pi
∫ x
0
√
te−t dt. Using a variable substitution, y =
√
x, ν‖ may
be rewritten as:
ν‖ =
1
2
ADγ
3/2 ζ(y)
y3
(4.23)
where ζ(y) is defined in terms of error functions (φ(y)):
ζ(y) =
φ(y)− 2y√
pi
e−y
2
2y2
φ(y) =
2√
pi
∫ y
0
e−t
2
dt
The decision to use the parallel (and not the transverse) diffusion rate in the following
calculations is arbitrary, since the test particle represents an ensemble of particles with
an isotropic distribution in velocity space.
Combining expressions for ν‖ andDv, the velocity diffusivity for a test particle may
be written as Dv (NRL) = 0.25v
−1ADζ(v
√
γ). Treating this particle as a fluid packet,
its distribution function is given by fI =
(
β
pi
)3/2
e−βv
2
, where β ≡ mI
2TI
. Integrating Dv
(NRL) over this distribution function yields:
D¯v =
∫
d3v fI Dv (NRL) =
AD√
pi
√
γIv
Iv =
(
β
γ
)3/2 ∫ ∞
0
dy y e−
β
γ
y2ζ(y) (4.24)
Using Equations 4.21 and 4.24, the ratio of D¯v to Dv (LIM) is found to be
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6 Iv
(
1 + mB
mI
)−1
. Iv is evaluated numerically as a function of β/γ, and a plot of
6 Iv vs. β/γ ( = mITiB/mBTI) is shown in Figure 4-7. As β/γ increases, the product
6 Iv approaches unity, indicating that in LIM the large mass-ratio limit (mI/mB 
1) is assumed. For carbon-deuterium interactions, β/γ has a minimum value of 6
(assuming TI ≤ TiB), suggesting that errors in parallel diffusion modelling arising
from approximations used in the code will be . 25% for plume simulations.
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Figure 4-7: Plot of 6 Iv vs. β/γ, where Iv is given in Equation 4.24. β/γ is the product
of mI/mB and TiB/TI, while 6 Iv is the approximate ratio of the velocity diffusivity
calculated from the NRL Plasma Formulary to the value calculated in LIM. These
results indicate that in LIM the large mass-ratio limit (mI/mB  1) is assumed.
For carbon-deuterium interactions, this approximation results in . 25% error in the
parallel diffusion model.
Finally, calculations are also performed to determine the effect of allowing the
impurity ions to have a bulk parallel velocity with respect to the background. In this
case the impurity ion distribution function is described by a drifting Maxwellian:
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fI,d =
(
β
pi
)3/2
e−β((v‖−v‖,0)
2+ v2⊥). An integral expression for D¯v, similar to Equa-
tion 4.24, is constructed for this distribution function, which depends on TI , TiB,
and v‖,0. A plot of D¯v vs. v‖,0 for fixed impurity ion and background temperature
(TI = TiB = 25 eV) is given in Figure 4-8, where the diffusivity has been normalized
to its value at v‖,0 = 0. The effect of a parallel impurity drift is observed to be small
over a large range of drift velocities, up to v‖,0 = vth,I . Thus, little error is introduced
by neglecting parallel drifts for the impurity ions in the parallel diffusion model in
LIM.
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Figure 4-8: Plot of the velocity diffusivity calculted from the NRL Plasma Formulary
including parallel drifts vs. parallel drift velocity. Results indicate that parallel drift
effects are small, even for values of v‖,0 = vth,I . Thus, there is little error in neglecting
parallel drifts for the impurity ions.
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4.3 Generating impurity plume images in LIM
To facilitate comparison between experimental and simulation results, 3-D charge
state distribution data outputted from LIM are converted into 2-D simulated plumes
using “virtual imaging”. Two steps are necessary to generate simulated 2-D images:
the calculation of 3-D plume emissivity from LIM output, and conversion of this
emissivity to brightness. In this section algorithms developed to complete each step
are described.
4.3.1 Emissivity Calculation
Normalized densities (nN) recorded in LIM correspond to an injection rate of 1 parti-
cle/second. The normalization was verified by running a simple case in which density
and temperature were constant throughout the simulation volume (ne = 1.14 × 1020
m−3, Te = 59.6 eV), all flows and electric fields were set equal to zero, and the influ-
ence of the limiter was neglected (i.e. no absorption, no presheath fields). In this case
the ionization lifetime for each charge state is constant over the simulation volume.
For each charge state, it was found that the result of integrating the normalized den-
sity over the volume (= Iz) is equal in value to the ionization lifetime (τion) to within
a high degree of approximation. For example, for C+1 Iz = 4.19 × 10−7, whereas for
the given background conditions τion(C
+1) = 4.18 × 10−7 seconds. Since Iz repre-
sents the total number of particles of a given charge state in the volume, it may also
be determined by multiplying the injection rate by τion. However, since in all cases
Iz u τion, the implied injection rate is 1 particle/second.
Thus, to convert LIM output to units of absolute density, results simply need to
be multiplied by the experimental injection rate. For a given plume, this quantity
may be estimated using the relationship between plenum pressure and the number of
injected molecules (see Figure 2-5) and the approximate time scale for gas injection
(8-10 ms; see Figure 2-3). For a typical plume the carbon injection rate is ∼ 1019
atoms/second.
To calculate brightness, density must be converted to units of emissivity (W/m3).
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The plume emissivity at any given location is simply the amount of radiated power
per unit volume at that location. In particular, only power radiated from a specific
transition in the ion is of interest, since bandpass interference filters are used in
the experiment to view emission from a narrow spectral region. In this case the
relationship between emissivity and density is given by:
 = nne∆Ejk(PEC)j→k (4.25)
where n is the impurity ion density for the charge state of interest, ∆Ejk is the energy
released per photon for the j → k transition in the ion
(
= hc
λjk
)
, and (PEC)j→k is
the photon emissivity coefficient (photons m3 s−1) for radiation from the j → k
transition in the ion. PEC data are typically a function of both electron density and
temperature.
Photon emissivity data have been tabulated for a number of transitions in a num-
ber of elements. For the simulated plumes the source for these data is the ADAS
database [69]. Using ADAS, matrices of PEC data were generated for both carbon
lines (i.e. both transitions) of interest at a variety of electron densities and tempera-
tures, ranging from 5.0 × 1018 to 5.0 × 1020 m−3 and from 1 to 100 eV. Spline-fits to
the data allow PEC values to be calculated for either carbon line at arbitrary density
and temperature within this range. Finally, for simulation of plume experiments it
is assumed that the dominant mechanism for population of the upper level in the
transition (j) is electron impact excitation. Population of level j due to radiative re-
combination, charge exchange recombination, and electron impact ionization was also
considered, but over most conditions typical of the SOL the emissivity coefficients for
these processes are much smaller than that for excitation.
In each computational cell in LIM, values of electron density and temperature are
known, allowing photon emissivities to be calculated. Impurity ion density may also
be calculated in each cell by multiplying LIM results by the gas injection rate. With
these data, Equation 4.25 may then be used to determine the plume emissivity at
each cell in the simulation volume.
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4.3.2 Determining brightness
Once the emissivity in each cell is calculated, the 2-D simulated plume brightness
may be determined using virtual imaging. The concept behind this calculation is
straightforward. Consider an imaging system composed of a set of detectors on a
2-D plane located outside of the emission volume. The signal on each detector will
depend its view of the emission volume, which is determined from the view aperature
of the system. However, generally speaking, the brightness on any given detector can
be related to the emission inside the volume by:
bi =
∑
j
Aij j (4.26)
where bi is the brightness at detector i (W/m
2/ster), j is the emissivity in volume
element j, and Aij represents the contribution of emission from volume element j
to the total signal at detector i. The 2-D matrix A is commonly referred to as the
geometry matrix, since the value in each element is determined by a geometric
relationship between the positions i and j. In other words, for given emission volume
geometry, imaging plane location, and view aperature, A is fixed. Strictly speaking,
the relationship between bi and j given by Equation 4.26 is valid only in the limit of
optically thin emission.
The calculation of geometry matrix elements for the simulated plume system is
based on an algorithm developed by Dr. C. MacLatchy [45]. In this algorithm the
coordinate system for the virtual emission volume is cartesian. Axes are located along
B (y) and in the vertical (Z) and radial (R) directions, where Z and R correspond to
the vertical and major radial axes of the tokamak. The y and R centers of the virtual
emission volume are given by the probe location – however, since the Z coordinate of
the probe may vary for different plumes, the Z center of the virtual emission volume is
instead given by the vertical position of the side view camera system. Virtual imaging
planes corresponding to the SVC and TVC are then positioned outside of the emission
volume. The locations of these planes relative to the virtual emission volume are
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identical to the locations of the actual camera systems relative to the experimental
emission volume. Finally, the position of detector i on an imaging plane corresponds
to the location of a virtual imaging fiber, where the spacing between fibers is identical
to that for the coherent fiber bundles used in the experiment.
The value of any geometry matrix element Aij is determined from a series of calcu-
lations in which each element in the virtual emission volume is “lit-up” individually,
with a constant emissivity of 1 W/m3 (the emissivity in the rest of the volume being
zero). From Equation 4.26, the brightness at detector i for this case is:
bi = Aij0 (4.27)
where j0 is the index for the illuminated volume element. In this case the geometry
matrix element Aij0 for a given imaging system is simply given by the brightness at
detector i in that system due to emission from volume element j0.
Emission from a volume element j0 will in general result in signal on multiple
virtual fibers. To deal with this effect, each emission cell is divided into 1000 sub-
elements, where emission from each sub-element is assigned to signal on only one
virtual fiber. The corresponding fiber is determined using a pinhole camera approxi-
mation for the imaging system view aperture, which allows simple ray-tracing calcu-
lations to be performed to relate the position of the volume sub-element to detector
position on the imaging plane. The relationship between brightness and emissivity in
this system is determined by modelling the emission as a Lambert source [32]:
bi =
Psv
4piAscosφ
(4.28)
where Psv is the power emitted by the sub-element ( = 1 W/m
3 × the sub-element
volume), As is the projected area of the volume sub-element in the direction perpen-
dicular to the view, and φ is the angle between the viewing chord and the surface
normal of the imaging plane.
The full contribution of emission from the volume element j0 to signal at the
imaging plane is determined by adding up the contributions from each of the sub-
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elements. After each sub-element calculation is completed, the algorithm proceeds to
the next volume element, until all geometry matrix elements have been determined.
The size of the virtual emission volume is determined by optimizing the overlap
between the LIM and geometry matrix emission volumes, taking into account that
the emission volume in LIM is rotated ' 45◦ with respect to the emission volume
used in the geometry matrix calculation. This rotation is a result of coordinate
axes being aligned with the probe axis in the geometry matrix coordinate system,
while being aligned with flux surfaces in the LIM coordinate system. Emissivity
values in each LIM cell are mapped to values in each geometry matrix cell using a
simple interpolation algorithm. The interpolation is a function of the displacement
(∆Z) between the probe Z coordinate at gas injection (which represents the origin
for the LIM emission volume) and the SVC Z coordinate (which is the origin for
the geometry matrix emission volume). To compensate for ∆Z effects and ensure
an optimal mapping between LIM and geometry matrix emission volumes for each
plume, the radial (cross-flux surface) bin coordinates in LIM may be shifted to provide
slightly different radial ranges. Once the emissivity in each cell of the geometry matrix
volume is determined, the brightness may be calculated at each imaging plane using
Equation 4.26.
4.4 Sputter source model in LIM
A sputter source model has been developed in LIM to investigate the effect that
sputtering of carbon from the probe head has on the plume emission structure.
The ability to define an arbitrary limiter surface for purposes of interaction with
the background impurities, namely for impurity ions to be absorbed upon, is some-
what constrained in LIM. This is because LIM requires this surface to be stored as
3-D array in its cartesian coordinate system, resulting in a surface that has well-
defined, sharp boundaries (as in Figure 4-3). It is therefore impossible to specify the
“absorbing” limiter surface with a cylindrical geometry, which is more representative
of probe. However, modifications were made to the code to allow neutrals to be
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launched from such a surface, simulating sputtering.
The probe model for the neutral launch is one of a cone attached to a cylinder
(where the tip of the cone coincides with the gas capillary exit). This probe has
the same orientation in the LIM coordinate system as “absorbing” probe surface
shown in Figure 4-3. Any position on the probe surface is characterized by a distance
down the probe axis (dp) and by an azimuthal angle about the probe axis (φp). For
a given neutral launch, these positions are determined using uniformly distributed
random numbers. The probability distribution for the azimuthal angle is assumed
to be uniform, while the probability of a neutral being launched a distance dp down
the probe axis is assumed to decay exponentially with distance, with a typical decay
length being ' 1 cm (more details in section 5.2). Finally, dc represents the distance
down the probe axis at which the cone and cylinder are joined – this is a fixed
number in the probe model (' 1.3 cm). For dp ≥ dc, the probe radius is also fixed
(rp = rFSP = 8 mm), while for dp < dc the probe radius varies linearly with distance:
rp = rFSP
(
dp
dc
)
.
The velocity space distribution is based on the Thompson distribution for sput-
tered atoms [5]:
d3Y
dEd2Ω
=
2U0E
(E + U0)3
cosβ
cosα
Q
pi
Sn(ε) g(ε
′) (4.29)
where Y is the sputtering yield, E is the sputtered particle energy, Ω is the solid
angle of emission (d2Ω = sinβ dβ dχ), α and β are angles with respect to the surface
normal of the incident ion and sputtered particle trajectories, respectively, U0 is the
binding energy of the surface atoms, E0 is the incident ion energy, and Q is the yield
factor. Sn is function representing the nuclear stopping potential, which varies with
ε = E0
ETF
, where ETF is the energy in the center-of-mass system for a head-on collision
between incident ion and sputtered particle with the screening radius as the nearest
approach. Finally, g is a function representing the correction factor for low incident
ion energy, which varies with ε′ = E0
Eth
, where Eth is the threshold energy for sputtering
for the specific incident ion-sputtered particle pair. Q, ETF , and Eth are parameters
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characterizing the interaction for a given incident ion-sputtered particle pair, and are
therefore fixed quantities for a given incident ion-sputtered particle pair.
For the Thompson distribution, the sputtered particle yield varies as the cosine
of the emission angle with respect to the surface normal. Surface normals (nˆ) for
any position on the probe are found to be functions only of dp, φp, and dc, and are
thus easily calculated for any launch position. Two uniformly distributed (on [0,1])
random numbers are then used to determine the orientation of the velocity vector (vˆ)
for the sputtered particle relative to nˆ – one for the azimuthal angle χ and the other
for β. A simple schematic illustrating the definition of these two angles is shown
in Figure 4-9. The probability distribution for χ is uniform, while the probability
distribution for β varies as cos β, reflecting the variation of yield with emission angle.
The energy distribution for sputtered particles is given by the first term in Equa-
tion 4.29, namely P (E) = 2U0E
(E+U0)3
. The energy for a given launched particle is deter-
mined from this distribution using a uniformly distributed (on [0,1]) random number
ξE. For this case, there is a maximum value of ξE which can be used, since there is a
maximum amount of energy that the sputtered particle can have:
Emax = γE(1− γE)E0 − U0
γE =
4mBmI
(mB +mI)2
For incident deuterium ions causing sputtering of carbon atoms, the product γE(1−
γE) ' 14 . In this case, the maximum value of ξE is given by the expression
(
1− 4U0
E0
)2
.
Based on energetics there is also a minimum value of incident ion energy required
for sputtering – for the D+ − C system, it is ' 4U0. The incident ion energy is
determined by the local values of ion and electron temperature and physics of the
probe sheath, and is given by the expression E0 = 2TiB + e∆Vs. ∆Vs is the potential
drop through the sheath, calculated by subtracting the floating potential from the
plasma potential (i.e. ∆Vs = Vp − Vf). Experimental results [39] indicate that at the
probe tip eVp ' Te and e∆Vs ' 3Te, suggesting that eVf ' −2Te. Assuming that the
floating potential for the probe body is a single value, set by the floating potential
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Figure 4-9: Simple schematic illustrating the definition of the angles χ and β, used
to determine the orientation of the velocity vector (vˆ) for a sputtered particle relative
to the surface normal (nˆ) for a Thompson distribution.
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at the probe tip, and using the experimental result that eVp ' Te over most of the
SOL [39], the sheath potential drop at locations other than the probe tip may be
estimated as e∆Vs ' Te + 2Te,tip. This results in the total energy per incident ion
being E0 = 2TiB + Te + 2Te,tip = 3Te + 2Te,tip (since TiB = Te is assumed).
Finally, the surface binding energy U0 is specified as an input parameter. Esti-
mates are based on values for sputtering of carbon atoms from graphite, for which the
binding energy is 7.4 eV [56]. The dependence of plume structure on U0 is discussed
in section 5.2.
4.5 Recycling D2 plume simulation using LIM
LIM has been configured to determine the magnitude of the parallel electric field
which is generated as a result of deuterium recycling from the probe surface.
Plasma recycling from the probe head results in the formation of D2 molecules,
which subsequently dissociate into deuterium atoms which each have an energy of '
3 eV (Frank-Condon dissociation model [29]). The recycling model implemented in
LIM does not treat the dissociation step – instead, it is assumed that recycling results
directly in the production of 3 eV deuterium atoms. This assumption is justified for
cases where the D2 dissociation mean-free path is much smaller than the D
0 ionization
mean-free path, which is true for most SOL conditions.
In LIM, deuterium recycling is modelled using a launch of deuterium neutral atoms
from the surface of the probe into a fixed plasma background (i.e. a perturbative anal-
ysis is employed). The physical space launch distribution used to simulate recycling
is the same as the distribution used to model carbon sputtering off the probe head,
i.e. the location from which a deuterium neutral is launched is characterized in terms
of a distance (dp) down the probe axis and an azimuthal angle (φp) about the probe
axis. Since the amount of deuterium recycling is proportional to the incident plasma
flux on the probe, the distribution for dp is again taken to be exponential. However,
a modification was made to allow the distribution in φp to be non-uniform, for simu-
lation of asymmetric recycling off the probe head. A cos θn distribution is assumed,
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where θn is the angle between the surface normal (nˆ) and the parallel (to B) axis
– the ratio of launches on the upstream and downstream sides of the probe is then
determined from an inputted asymmetry factor AR. Finally, for this case the velocity
space distribution is not appropriately described with a Thompson model. Instead,
the velocity vector is aligned with the surface normal (vˆ = nˆ) at each launch position
(i.e. there is no cos β weighting), while the energy of each launched neutral is taken
to be 3 eV.
Another important effect included in the neutral launch is charge exchange. For
typical SOL conditions, the charge exchange cross section for deuterium is of the same
magnitude as the ionization cross section, indicating that charge exchange and ioniza-
tion rates are approximately equal. In LIM, the following dimensionless parameters
are defined to characterize neutral “event” probabilities:
Pne = ∆t
[
1
τion
+
1
τcx
]
Pcx =
τion
τion + τcx
where τcx ≡ 1ne<σv>cx . For the given neutral being followed, at each time step a
uniformly distributed (on [0,1]) random number is drawn – if this number is less than
Pne, then either an ionization or charge exchange event has occurred. In that case
another uniformly distributed random number is drawn – if this number is less than
Pcx, then the event is a charge exchange.
The LIM code is split into two different sections – one which follows all launched
neutrals until ionization (NEUT), and then a second which follows all ions until they
are lost from the system (LIM3). Once the ion section of the code has begun, any
ions which convert to neutrals (i.e. by charge exchange recombination) are not sub-
sequently tracked – instead they are treated as being ions which are lost from the
system, and LIM3 moves on to the next ion. Thus a completely self-consistent charge
exchange model cannot be implemented in LIM. Instead, charge exchange is treated
entirely in the neutral section of the code. When a neutral deuterium atom under-
goes charge exchange, NEUT continues to follow the newly-formed neutral. Since
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this neutral is “born” from an ion, its properties are determined using local values
of background plasma parameters. For example, the neutral velocity is calculated
by assuming an isotropic Maxwellian distribution for the ions at the local ion tem-
perature, and by including local values for the parallel and poloidal ion velocity in
the final determination of the velocity vector. NEUT continues to follow this neutral
until it is ionized – if it undergoes charge exchange, the newly-formed neutral will
again be followed. The effect of charge exchange in LIM is therefore to increase the
neutral mean-free path, which in turn increases the volume over which ionization of
the recycling deuterium atoms takes place. This volume plays a role in determining
the magnitude of the density perturbation and thus the effect of recycling on the
injected impurity ions, justifying the need to include charge exchange in the model.
There are a few practical modifications which need to be made in order to use LIM
for D2 “plume” simulation. The result desired from the simulation is the equilibrium
density distribution arising from a constant injection rate of deuterium neutral atoms
off the probe surface. However, unconstrained, the code could in principle run for an
extremely long time even after this equilibrium is reached, since the only ion sinks in
the simulation for this case are absorption on a limiter surface or wall. Therefore, an
arbitrary specification has been included in the simulation to limit the amount of time
that each deuterium ion is followed in LIM3. Results indicate that over the range of
times tested there is little effect of this cut-off time on the code output. A typical
cut-off is 10 seconds of CPU time per ion. In addition, the parallel mean-free path
of the deuterium ions is extremely long in most cases, and if the same parallel bin
size used for carbon plume simulation were used for deuterium plume simulation then
the periodicity boundary condition would introduce an artifact in the code output
(section 4.2.3). In fact, tests have been conducted which indicate that the periodicity
boundary condition can serve to symmetrize the parallel emission profile in cases
where asymmetric recycling is assumed. However, increasing the parallel bin size
uniformly reduces the resolution in the region of interest, i.e. over the parallel extent
of the impurity plumes. Instead, only the parallel bin at the boundary is increased
in size, and by a large amount (> × 20) to ensure that the number of deuterium ions
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which reach the parallel boundary is small.
Finally, D+ densities resulting from the D2 plume simulation are again normal-
ized to an injection rate of 1 particle/second. In order to assess the level of recycling-
induced density perturbation, these results need to be multiplied by the true injection
rate. In steady-state, the injection rate of deuterium atoms is equal to the collection
rate by the probe, which in turn may be calculated from saturation current measure-
ments. The probe measures current density at the probe tip (j0), while the current
density along the probe axis is expected to vary as a result of variations in the back-
ground density and temperature. Assuming an exponential variation for the density
and temperature, the current density variation will also be exponential, characterized
by a decay length of λj =
2λT λn
2λT +λn
, where λT and λn are the decay lengths for elec-
tron temperature and density profiles, respectively. The total current to the probe is
simply the integral of the current density over the probe area:
I =
∫
Ap
j dAp = 2
∫ ∞
0
∫ pi
2
−pi
2
j0 e
−dp/λj cos θn rp(dp) dθn ddp (4.30)
Recall that for the probe model of a cone connected to a cylinder, the probe radius
(rp) is a function of dp:
rp = rFSP
dp
dc
dp < dc
rp = rFSP dp ≥ dc
where dc is the distance at which the cone and cylinder meet (' 1.3 cm) and rFSP is
the full radius of the probe (8 mm). Finally, in Equation 4.30 the factor of 2 takes
into account current received by the probe from the upstream and downstream side
(symmetric recycling has been assumed, though in the asymmetric case the recycling
rate will be approximately the same). This equation is easily integrated, yielding:
I = 4j0rFSPλj
[
1− e−dc/λj
dc/λj
]
(4.31)
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Assuming a current density of 1 A/mm2 at the probe tip (typical experimental
value), a plot of the total probe current vs. current density decay length is shown in
Figure 4-10. For a decay length of ∼ 5 mm, the total current is ∼ 50 A, corresponding
to a collection rate of ∼ 3 × 1020 atoms/second. For a given set of background plasma
conditions (e.g. those present during formation of a plume of interest), values for λj
and j0 may be obtained from probe data, allowing a recycling rate to be estimated.
This value can then be used to scale deuterium plume simulation data obtained when
running LIM with the same set of background conditions.
Figure 4-10: Plot of the total current collected by the probe vs. the current density
decay length. A current density of 1 A/mm2 at the probe tip is assumed. For a typical
decay length of 5 mm, the total current is ∼ 50 A, corresponding to a collection (and
thus recycling) rate of ∼ 3 × 1020 atoms/second.
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4.6 Injected D plume simulation using LIM
Parallel electric fields may also be generated as a result of the density perturbation
arising from gas injection. Estimates for the contribution due to carbon injection are
given in section 3.2.2, which indicate that the resultant perturbation can be significant
in the near SOL, where the ionization volume is small. LIM has been configured to
study the density perturbation which arises from injection of deuterium.
The injection model in LIM is rather simple. Molecular break-up and ionization
of deuterium injected in the form of C2D4 is assumed to occur over a very small
distance relative to the capillary diameter. Therefore the model does not treat these
steps – instead it is assumed that deuterium is injected directly in the form of ions
(with injection taking place at the probe tip). The distribution of these ions in both
physical and velocity space is Gaussian. The width of the physical space distribution
is 1 mm, corresponding to the capillary diameter, while the width in velocity space
is characterized by an energy of 3 eV (based on available energy from molecular
dissociation).
The same modifications required for the recycling deuterium simulation (cut-off
time limit, extended parallel boundary bin) are necessary in this case as well. D+
normalized density results are then scaled to absolute density using the known gas
injection rate through the capillary, allowing for a quantitive analysis of the pertur-
bation.
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Chapter 5
Plume analysis & simulation
A number of tools have been developed for modelling the plume emission data, and
the application of these tools will be presented in this chapter. Simulation results
are based on the use of two separate models to describe the background plasma
conditions (“jet background” & “non-jet background”) and two separate models to
describe the impurity launch conditions (“point source” & “sputter source”). In
the “jet background” model, the presence of parallel electric field and density varia-
tions are included to account for the effects of the density perturbation arising from
both background ion recycling off the probe surface and from the gas injection (see
sections 5.4 and 5.5). In the “non-jet background” model, effects resulting from
this density perturbation are neglected. In the “point source” model, impurities are
launched as neutrals from the probe tip, with a Gaussian distribution in both phys-
ical space (characterized by a width of 1 mm, corresponding to the gas injection
nozzle diameter) and in velocity space (characterized by an energy of 3 eV, estimated
from molecular break-up energies for C2D4). Finally, in the “sputter source” model,
impurities are launched as neutrals from the probe surface, with an exponentially
decaying spatial distribution along the probe axis (characterized by a decay length λ)
and Thompson energy distribution (characterized by a surface binding U0). Values
for λ and U0 are specified as code inputs (see section 5.2). For the majority of simula-
tion results, either the “jet background” and “point source” models were specified in
tandem, or the “non-jet background” and “sputter source” models were specified in
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tandem. This is because simple analysis suggests the use of the “point source” model
with the “non-jet background” model is insufficient to reproduce both the cross-field
extent of the plumes as well as the parallel plume extent in the near SOL, whereas
errors would arise from using the “jet background” model with the “sputter source”
model as a result of computational limitations which constrain the specification of
the parallel electric field in the simulation (see section 5.5.1).
5.1 SVC/TVC plume width investigation
Experimental results indicate that there is a difference in the cross-field widths in-
ferred from the SVC and TVC plume data. A comparison between 1-D cross-field
profiles for the two views suggests that the impurity density distribution is elongated
along the vertical axis, implying a mechanism exists to transport impurity ions down
the probe axis. A number of possible explanations for this phenomenon were investi-
gated using LIM. These include effects of carbon recycling off the probe surface and
the presence of a vertical ion drift velocity. Results are discussed in the following
sections.
5.1.1 Carbon recycling model
Gas injection through the scanning probe results in the formation of carbon layer over
an unknown fraction of the probe surface. However, a rapid removal of this deposited
layer is observed when the probe is scanned into the plasma without gas injection.
This indicates that the carbon layer results from a dynamic balance between depo-
sition and sputter erosion. Therefore, it may be appropriate to consider a situation
in which the carbon concentration on the probe surface is approximately constant in
time, i.e. that during gas injection a steady-state is reached. In such a case, for each
carbon ion which is absorbed onto the probe surface a carbon neutral is released.
This “100% recycling” model is expected to significantly increase the effective life-
time of a given carbon atom, which may allow diffusion to play a significant role in
transporting impurity ions down the probe axis.
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A recycling model for carbon impurity ions was implemented in LIM based on a
steady-state assumption. In this model a carbon ion which is absorbed onto the probe
surface is re-launced as a neutral, with an energy given by a Thompson distribution
(i.e. using the velocity-space component of the sputter source model). The only
mechanisms by which this ion may be lost from the system are absorption by the
boundary wall (see Figure 4-3) and ionization.
A comparison between simulated 2-D CIII SVC plumes from runs with and with-
out carbon recycling is shown in Figure 5-1. In both cases the point source model is
used to specify the initial launch of carbon neutrals. Also for both cases the cross-
field diffusivity is set equal to 1.0 m2/s, inputted density and temperature profiles
are characteristic of the near SOL, and the non-jet background model is employed.
The primary difference between the results is that the parallel extent of the emission
is increased when recycling is included, due to a 40% increase in the effective carbon
lifetime. However, the cross-field width of the emission exhibits little change between
these two cases, i.e. the vertical extent of the emission is not affected by recycling
under these conditions.
The effect of cross-field diffusivity in the recycling model was then investigated.
For a factor of 10 increase in the diffusivity (i.e. D⊥ = 10 m2/s) with otherwise
similar background conditions, the corresponding increase in the cross-field extent
of the impurity emission was only ' 20%. In addition, the CIII SVC simulated
plume width in this case is still ' 70% smaller than the experimentally observed
value. Based on these results, the value of D⊥ necessary in the model to explain the
vertical extent of the experimental emission is expected to be quite large, which is
unjustified. A recycling model with diffusion only is therefore insufficient to simulate
the experimental results.
5.1.2 Probe-induced E × B drifts
Another possible mechanism for transporting carbon ions down the probe axis is a
vertical ion drift, which may be induced by the presence of the probe. Specifically,
near the probe surface large gradients in the plasma potential exist due to the presence
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Figure 5-1: Comparison between simulated CIII SVC 2-D plume emission for cases
with (bottom panel) and without (top panel) carbon recycling off the probe surface. In
both casesD⊥ = 1.0 m2/s, inputted density and temperature profiles are characteristic
of the near SOL, and the non-jet background/point source model is used. There is
very little difference in the cross-field extent of the emission for these two cases,
suggesting that the vertical extent of the plumes is not affected by recycling under
these conditions.
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Figure 5-2: Schematic of the probe geometry indicating the direction of the electric
field which results from variations in the plasma potential near the probe surface.
These variations are due to probe-induced presheath effects. In the near SOL this
field can be ' 3-4 kV/m, leading to an E × B drift of ' 750-1000 m/s.
of the probe-induced presheath. Estimates derived from presheath modelling suggest
that the potential can vary by Te/2 over a cross-field distance corresponding to the
probe radius. In the near SOL (Te ' 50 eV) this leads to a local electric field of '
3-4 kV/m. The field is directed towards the region of presheath density depression
caused by the probe, resulting in an E×B drift which circulates around the probe (see
Figure 5-2). For typical values of the magnetic field strength at the probe location ('
4 T), the E × B velocity is ' 750-1000 m/s, which is quite substantial. A schematic
illustrating the possible effect of such a velocity field on the impurity ion distribution
is shown in Figure 5-3.
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TVC
SVC
Probe Head
Impurity
Emission
Figure 5-3: Schematic which illustrates the possible effect of a circulating E × B drift
on the impurity ion distribution. This drift is thought to be caused by the presence
of the probe-induced presheath (see Figure 5-2).
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LIM has been configured to include a constant drift down the axis of the probe in
the region of the plasma below the injection nozzle. Although this velocity field does
not have the circulating pattern shown in Figure 5-2, it can be used to investigate
the possible influence of probe-induced E × B drifts on the impurity ion distribution.
Simulated 2-D CIII SVC and TVC plumes are shown in Figure 5-4 for a case in which
the drift velocity down the axis of the probe is 1000 m/s, D⊥ = 1.0 m2/s, inputted
density and temperature profiles are characteristic of the near SOL, carbon recycling
off the probe surface is included, and the jet background/point source model is used. A
comparison between simulated and experimental 1-D cross-field profiles of normalized
brightness is given for both the SVC and TVC in Figure 5-5 (experimental data are
the same as in Figure 3-13), in which relatively good agreement between simulation
and experiment is observed. However, in order to get the simulated SVC plume to
have a skewness which is similar to the experimental data, it is necessary to postulate
a relatively constant electron density profile in computing the CIII excitation rate.
Although the presence of a drift velocity in LIM results in a vertical elongation
in the carbon density distribution, the local carbon emissivity (which is related to
brightness using Equation 4.26) also depends on the local value of the electron density
(see Equation 4.25). Measurements from the probe imply that ne varies strongly
with distance down the probe axis in the absence of the probe. For such a density
profile, the resulting simulated carbon emissivity would be peaked near the injection
location, and the 2-D simulated plume would not be vertically elongated. To generate
a closer match to the experimental results, the electron density has instead been
assumed constant in the calculation of the emission excitation rate (i.e. the product
ne(PEC)j→k in Equation 4.25), fixed at the value of ne measured at the injection
nozzle. This assumption has been used to produce the simulated results shown in
Figures 5-4 and 5-5. The comparison between simulation and experiment suggests
that this assumption is appropriate, i.e. that the electron density is approximately
uniform over the emission volume which is in the vicinity of the probe body. For
comparison, simulation results in which the measured electron density profile was used
to calculate the emission excitation rate are shown in Figure 5-6 (all other simulation
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Figure 5-4: CIII SVC (top panel) and TVC (bottom panel) plumes for a simulation
in which a vertical impurity ion drift of 1000 m/s has been included. The electron
density has also been assumed constant in the calculation of the emission excitation
rate, which is required if the simulated SVC plume is to match the skewness of the
experimental emission (see Figure 5-5).
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Figure 5-5: Comparison between simulated and experimental 1-D cross-field profiles
of normalized brightness for the SVC (top panel) and TVC (bottom panel). The
corresponding 2-D plumes are shown in Figure 5-4 (simulation) and Figure 3-12 (ex-
periment). Relatively good agreement is observed between simulation and experiment
for both the profile width and profile skewness in this case (when considering data
above a minimum confidence level).
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parameters are identical). In this case the simulation is unable to reproduce the
experimentally-observed skewness of the SVC plume data.
These results are not necessarily inconsistent with the probe measurements. At
each location in the SOL, the probe in fact measures the value of electron density
at its tip, while values of ne further down the axis are unknown. If a large E × B
drift is responsible for transporting impurity ions formed near the probe tip down the
probe axis, this drift will also result in the transport of bulk plasma ions down the
probe axis, since E × B drifts are the same for all ion species. This drift affects the
electron density along the probe axis, and can result in a uniform distribution.
The E × B drift model implemented in LIM is rather basic, and by no means
is it complete. There are a number of refinements which may be made to improve
the calculation, such as allowing for a spatially-varying drift velocity, or computating
a fully self-consistent solution which accounts for the effect of the drift velocity on
the electron density and temperature profiles (such that the profiles used in LIM are
consistent with those used in the emission excitation rate calculation). However, the
goal of this investigation was to construct a plausibility argument for a mechanism
which may be used to explain the asymmetry in the experimental plume emission
between SVC and TVC, i.e. the vertical elongation of the plumes. Results suggest that
an E × B drift resulting from probe presheath effects provides such an explanation.
Modifications to the electron density profile which are caused by the probe-induced
E × B drift are thought to have a much larger affect on the SVC results than on the
TVC results (e.g. see Figures 5-5 and 5-6). In fact, the experimental SVC data cannot
be reproduced without including these modifications in the simulation. However, the
development of an appropriate model for describing the effect of E × B drifts on the
electron density is beyond the scope of this work. Thus, analysis presented in the
remainder of this chapter focuses on the simulation of TVC data.
In the near SOL, carbon recycling and vertical E × B drifts are expected to
primarily affect the cross-field dimension of the simulated TVC results, and not the
parallel extent since this is dominated by the presence of the recycling-induced density
perturbation. In the far SOL this perturbation is weak, and effects of carbon recycling
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Figure 5-6: Comparison between simulated and experimental 1-D cross-field profiles
of normalized brightness for the SVC (bottom panel) and TVC (top panel). Simu-
lation parameters are identical to those used in generating Figure 5-5. However, in
this case the measured electron density profile has been used to calculate the emis-
sion excitation rate. Results indicate that the simulation is unable to reproduce the
experimentally-observed skewness of the SVC plume.
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and vertical ion drifts may also influence the parallel extent of the emission in this
region. However, rather than attempt to simulate the E× B flow pattern in the probe
presheath and the resultant carbon deposition profile on the probe, a simple sputter
source model has been developed to investigate the contribution to the plumes of
emission resulting from carbon deposited on the probe surface. Results indicate that
the model is sufficient to explain the cross-field extent of the experimental emission
(see section 5.2). In addition, this model is able to provide an explanation for the
parallel extent of emission generated in the far SOL. Therefore, the carbon recycling
and E × B models presented in this section will not be used in further analysis of
the impurity plume dispersal.
5.2 Results from Sputter Source Model
A model has been developed in LIM (section 4.4) to investigate the effect of sputter-
ing on the plume results. In this model, the probability of a carbon neutral being
sputtered from a location some distance down the probe axis is assumed to decay
exponentially with distance from the probe tip, while the energy distribution for the
sputtered neutrals is given by a Thompson distribution [5]. Two input parameters
are therefore used in LIM to characterize the sputter source: λ, which represents the
exponential decay length down the probe axis for the sputter distribution, and U0,
which represents the surface binding energy of the carbon atoms.
The physical space distribution for sputtering will depend on both the carbon
deposition profile on the probe surface and the flux of background plasma ions to the
probe (∝ ne
√
Te). For a uniform surface distribution of carbon, λ may be estimated
as the decay length of the saturation current density measured by the probe (since
this current is a measure of the ion flux to the probe), which is of order ∼ 5 mm for
conditions typical of the near SOL. However, carbon recycling off the probe surface
and probe-induced E × B drifts down the probe axis may significantly affect the
carbon deposition profile. In addition, vertical E × B drifts may increase the ion flux
to the probe, since these drifts are thought to be responsible for transporting bulk
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plasma ions down the probe axis. Values for λ are therefore expected to be larger
than the current density decay length. For a given plume simulation, λ is simply
specified to provide the best fit to the experimental data.
Values for U0 are also difficult to determine, because very little information exists
on the surface chemistry for carbon atoms deposited on molybdenum. However, for
sputtering of carbon from a graphite surface, U0 = 7.4 eV [56]. Binding energies in
the range of a few eV are therefore expected.
A brief sensitity study was performed to determine the effect of varying λ on
the simulation output. An example of these results is given in Figure 5-7, in which
simulated CIII TVC plumes are shown for two values of λ (3, 12 mm). In both
cases U0 = 20 eV, M‖ = -0.46 (constant over the emission volume), and density
and temperature profiles typical of near SOL conditions were used (the non-physical
high value of U0 is required to match the parallel extent of the experimental plume
data – more discussion below). Also note that for both cases, as for all simulation
results presented in this section, the non-jet background model was used to specify
the background plasma conditions. At larger λ, both the cross-field width of the
simulated plume and its parallel asymmetry are observed to increase. Recall that the
probe geometry in the sputter source model is a cone connected to a cylinder, with
the distance down the probe axis at which the connection occurs given by dc ' 13
mm. For cases where λ is smaller than dc, increasing λ increases the cross-field source
size. This is because the radius of the probe surface is proportional to distance down
the probe axis in this region, and therefore as λ increases the average radius from
which sputtered neutrals are launched also increases. In addition, as λ increases a
larger fraction of neutrals are launched from regions of colder and less dense plasma,
where ionization rates are smaller. The average effective lifetime of the impurity ions
subsequently increases, allowing these ions more opportunity to cross-field diffuse.
The combination of these effects (larger source, longer lifetime) leads to a larger
cross-field plume width. Finally, in regions of colder and less dense plasma coulomb
momentum transfer rates also increase, increasing the collisional coupling between
impurity ions and the background plasma. Therefore as λ increases a larger fraction
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of impurity ions have an opportunity to acquire the background parallel flow velocity,
resulting in a larger parallel asymmetry for the plume.
In general, use of the non-jet background/sputter source model involves choosing
values for the decay length, binding energy, and parallel Mach number which provide
the best match between simulation and experiment. The primary effect of U0 in the
simulation is to increase the parallel extent of the emission (characterized in terms of
decay lengths), while the effect of M‖ is to increase the parallel plume asymmetry (for
cases when the impurity ions are well-coupled to the background flow). The effect of
λ in the simulation has been discussed above. An example of an experimental CIII
TVC plume generated in the near SOL and simulated using this model is shown in
Figure 5-8 (top panel). In attempting to simulate this plume, λ was varied between 6
mm and 15 mm, U0 was varied between 5 eV and 25 eV, and M‖ was varied between
-0.26 and -0.53. The simulated CIII TVC plume which provides the best match to
the experimental data is shown in Figure 5-8 (bottom panel) – for this simulation λ
= 12 mm, U0 = 20 eV and M‖ = -0.46. This result is considered to provide the best
match to the experiment based on the agreement between simulated and experimental
values for the parallel decay length on either side of the injection location, which are
within ' 8% in this case, and the agreement between the simulated and experimental
values for the cross-field plume width, which are within ' 16% in this case.
The cross-field extent of the emission is comparable for both simulation and exper-
imental results, indicating that the non-jet background/sputter source model provides
a good explanation for this feature of the plumes. This result is independent of the
value of D⊥ chosen (1 m2/s in this case), consistent with conclusions reached from
simulation parameter studies (section 5.7.4). However, this model is unable to re-
create the “jet” seen in the experimental data, the presence of which leads to a broad
parallel emission profile. To generate the same parallel extent in the simulation re-
sults without creating a jet, a large value for the binding energy is required (U0 =
20 eV), resulting in the average speed of impurity ions away from the injection loca-
tion being large. Subsequently, a large background flow is necessary to generate the
same parallel asymmetry in the simulated plume as observed experimentally. This
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Figure 5-7: Comparison of simulated CIII TVC plumes for two values of λ (top panel:
λ = 3 mm; bottom panel: λ = 12 mm). In both cases the binding energy was set equal
to 20 eV, the parallel Mach number (assumed constant over the plume volume) was
set equal to -0.46, and density and temperature profiles characteristic of conditions
near the separatrix were used. Two main differences are apparent: as λ increases,
both the cross-field width and the parallel asymmetry increase.
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Figure 5-8: Comparison between experimental and simulated CIII TVC plumes. Top
panel: Experimental plume generated in the near SOL (ne = 1.14 × 1020 m−3,
Te = 60 eV). Emission has been absolutely calibrated and mapped to field-aligned
coordinates. Bottom panel: Simulated plume. Code inputs are: M‖ = -0.46 (constant
over plume volume); v⊥ = 2.2 km/s (towards the divertor) at the injection location,
corresponding to Er = 11 kV/m for this discharge; λ = 12 mm; U0 = 20 eV; D⊥ =
1 m2/s.
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results in a large discrepancy between the parallel Mach number used in the simula-
tion (M‖ = -0.46) and the value measured by the Mach probe (= -0.20; calculated
using Equation 2.1) for this scan.
In general, parallel asymmetries of experimental plumes formed in the near SOL
tend to be unrelated to measurements made by the Mach probe (e.g. see Figures 3-21
and 3-22). LIM sensitivity studies (section 5.7.3) also suggest that in the near SOL
parallel plume structure is unrelated to the background plasma flow (see Figure 5-
30). It is therefore not surprising that the parallel Mach number necessary to simulate
plume emission in the near SOL is very different from the probe-measured value. The
absence of “density perturbation physics” in the non-jet background/sputter source
model also explains why a large value of U0 was necessary for the simulation. This
value of U0 is unreasonable, given the value for the surface binding energy of carbon
on graphite.
A study was conducted to investigate whether the parallel extent of the emis-
sion could be explained by inaccurate background plasma measurements rather than
an unrealistic value of U0. In other words, are the density and temperature values
measured by the scanning probe (and subsequently inputted into the simulation) too
large? In the near SOL, the sensitivity of CIII plume emission to electron tempera-
ture is weak, since the ionization cross-section profile is rather flat in this region. For
example, if the probe measurement of Te = 50 eV is in error by ± 10 eV, the resulting
variation in the ionization cross section is only ' 27%. However, the ionization life-
time is inversely proportional to the electron density, so errors in density correspond
directly to errors in the parallel mean-free path of the impurity ions. To determine
the effect of such errors, a pair of simulations were run in which the electron density
was varied.
A comparison between the CIII TVC 1-D parallel emission profiles for these two
simulations is shown in Figure 5-9. In the first case (solid curve), density and temper-
ature profiles characteristic of the near SOL were inputted, and a value of U0 = 5 eV
was used. This value is assumed to be representative of the actual value of the surface
binding energy for sputtering carbon off molybdenum. Inputs to the simulation in the
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second case (dashed) were identical to those in the first, with the exception that the
density everywhere was lowered by a factor of two. The results given in Figure 5-9
suggest that in the near SOL the parallel extent of the simulated emission is insensi-
tive to the value of electron density. This is thought to result from the variation of
the thermalization time (τtherm) with density. For low (and appropriate) values of U0,
the parallel velocity of the impurity ions is primarily a function of the impurity ion
temperature. As density is reduced, coulomb collision frequencies are also reduced,
resulting in lower ion temperature, and therefore smaller ion velocity. So although
the ionization lifetime is increasing as well in this case, the parallel mean-free path
is relatively unchanged. These results indicate that probe measurement errors are
not responsible for the inability of the non-jet background/sputter source model to
simulate the parallel extent of plume emission generated in the near SOL.
However, this model has been demonstrated to provide a reasonable simulation of
plume emission in the far SOL. An example of this is shown in Figure 5-10. For this
case λ = 10 mm, U0 = 5 eV and M‖ = -0.18 (constant over the emission volume).
In the top panel a comparison between experimental and numerically generated 2-D
CIII TVC plumes is given, while in the bottom panel a comparison between the corre-
sponding 1-D parallel emission profiles is shown. The main difference is the emission
structure in the near field (close to the injection location), where reflections off the
probe head result in the experimental emission being peaked. In the far field (& 2 cm
away from the injection location along B) the decay lengths are approximately equal,
indicating good agreement between simulation and experiment. These results suggest
that “density perturbation physics” are not important for plumes generated in the
far SOL plasma, and that a sputtering launch-energy distribution is an appropriate
model in these cases.
5.3 Possible causes for jet behavior
The non-jet background/sputter source model is not able to simulate plumes in the
near SOL unless an unrealistic value for the surface binding energy is used. The
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Figure 5-9: Comparison of 1-D CIII TVC parallel emission profiles for a pair of
simulation runs in which the electron density was varied. In the first case (solid curve),
density and temperature profiles characteristic of the near SOL were inputted, and a
value of U0 = 5 eV was used. In the second case (dashed) the density everywhere was
lowered by a factor of 2. The results indicate that in the near SOL the parallel extent
of the simulated emission is relatively insensitive to the value of electron density.
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Figure 5-10: Top panel: Comparison between experimental and numerically generated
2-D CIII TVC plumes in the far SOL plasma. Bottom panel: Comparison between
1-D parallel emission profiles for plumes shown above. Near the injection location, the
experimental emission is peaked as a result of reflections off the probe head. In the far
field, however, the decay lengths are approximately equal, suggesting that “density
perturbation physics” are not important for plumes generated in the far SOL.
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general conclusion is that the parallel velocity of impurity ions away from the probe
must be large in order to explain the parallel extent of the emission. A mechanism
other than sputtering must therefore exist to provide “directed” parallel energy to
the impurity ions. In addition, it must be a collisionless mechanism, since coulomb
momentum transfer rates are small for C+2 ions present in conditions typical of the
near SOL. Finally, since the impurity ions must have a directed flow away from the
probe, it is reasonable to assume that this energy-transfer mechanism does not exist in
the background plasma in the absence of the probe. Thus perturbations resulting from
plume formation, either due to gas injection or to the probe itself, are investigated as
possible mechanisms which might give rise to the jet.
Analysis indicates that a significant density perturbation can arise as a result of
impurity gas injection into the near SOL plasma. For example, for a carbon injection
rate of 1019 atoms/second the resulting electron density perturbation can be as large
as ∼ 6.5 × 1019 m−3, which is a significant fraction of the background density. The
density perturbation resulting from ions recycling off the probe surface is estimated
to be even larger.
As a result of the pyramidal probe head geometry, one expects the recycling flux
of neutrals from the probe surface to appear predominantly on field lines which do
not intersect the probe. Ionization of neutrals on these field lines might cause the for-
mation of a localized density perturbation. This process is illustrated schematically
in Figure 5-11. Estimates for the density perturbation may be obtained using Equa-
tion 3.4. The important parameters for characterizing the perturbation are found to
be the injection rate (Ninj), the average parallel velocity away from the probe (v‖,0),
and the cross-field ionization width (λcf). In section 4.5, the effective injection rate of
deuterium atoms due to recycling is estimated to be ∼ a few 1020 per second (which
is equal to the collection rate onto the probe, i.e. a 100% recycling model is assumed).
The parallel velocity for the resulting deuterium ions is calculated assuming the ions
have an average energy of ' 3 eV (i.e. that the ion energy equals the neutral atom
energy, which in turn is given by the Frank-Condon dissociation energy [29]), result-
ing in v‖,0 ' 30 km/s. Finally, the cross-field ionization width for deuterium in the
195
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Figure 5-11: Schematic illustrating the process of background ion recycling off the
probe surface. Neutrals formed by recycling appear predominantly on field lines
outside the presheath, and ionize in a volume determined by local plasma conditions
(ne, Te). This local ionization results in the formation of a density perturbation,
which is thought to be responsible for causing the impurity ion jet.
near SOL is ' 5 mm, which is comparable to the estimate of λcf used for the injected
carbon atoms (section 3.2.2). Plugging these values into Equation 3.4, the result is a
density perturbation which can be a factor of 4 or more larger for recycling than for
gas injection.
However, for both gas injection and recycling, the resultant ionization source
is localized near the probe, implying that in the far field (i.e. well away from the
injection location along B) the density might be considerably lower. A variation of
density along B would lead to a variation in the plasma potential, assuming that
density and potential are related by a Boltzmann relationship: ne ∝ e−eφ/Te . This
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variation would result in the generation of a parallel electric field (E‖ = −∇‖φ),
present on field lines that do not intersect the probe (see Figure 5-11) and directed
away from the probe. This mechanism could provide impurity ions present near the
probe tip with “directed” parallel energy away from the probe. The parallel velocity
of these ions would therefore primarily be determined by E‖ and not thermalization
with the background plasma. For a sufficiently large parallel electric field, the plume
would be extended in the parallel direction.
LIM was configured to investigate the magnitude of the density perturbation
caused by local recycling (section 4.5) and whether the resultant parallel electric
field is sufficient to explain the parallel extent of experimental plumes formed in the
near SOL. Results from this analysis are discussed below.
5.4 Results from density perturbation model
5.4.1 D+ plume arising from D2 recycling
A typical result from the deuterium recycling simulations is shown in Figure 5-12, in
which surface plots of the total electron density (background plus recycling-induced)
are shown for two radial coordinates: x = 0 mm and x = -2 mm. The location of
these surfaces with respect to the probe geometry is also illustrated schematically in
this figure. Background density and temperature profiles characteristic of the near
SOL were used as inputs to the simulation for this case. LIM output were scaled to
absolute units (m−3) using a typical experimental value for the recycling rate, taken
to be 2.6 × 1020 atoms/second. Effects arising from density variation in the presheath
have also been included. The observation of strong density peaking in the poloidal
coordinate (p) suggests that the recycling perturbation occurs predominantly on field
lines near (but not connected to) the probe surface. The poloidal density asymmetry
observed on the x = -2 mm flux surface results from the variation in recycling flux
with distance down the probe axis. Finally, for the flux surface at x = 0 mm the
density perturbation is highly localized to the field line which passes above the probe
197
tip.
A plot of the parallel electron density variation on this field line is given in Figure 5-
13, in which only the portion of the total density resulting from recycling is shown.
In this case the peak density due to ion recycling is found to be comparable to the
background electron density at this location (1.14 × 1020 m−3). In addition, the
density profile is rather broad relative to the parallel extent of the probe (= 1.6 cm),
and a finite level of perturbation is found to exist over a parallel extent which is
typical for experimental CIII emission (' 22.5 cm).
These results are based on the assumption that ion recycling may be treated
with a perturbative analysis, i.e. that the background conditions are not affected
by recycling. This is shown to be invalid by the level of the observed perturbation.
Nonetheless, proceeding with this assumption, the full density profile at the gas injec-
tion location may be estimated by summing together values given in Figure 5-13 with
the background density at this location. The result is a density profile which varies
by ∼ a factor of 2 over a parallel extent typical for experimental CIII plumes. The
parallel variation in plasma potential may be determined by assuming a Boltzmann
relationship between density and potential:
φ = −Te
e
ln
(
ne
ne0
)
(5.1)
where ne0 is the peak electron density. For results given in Figure 5-13, the corre-
sponding potential profile is shown in Figure 5-14.
The parallel variation in plasma potential is similar to that in electron density, as
expected from Equation 5.1. More importantly, in this case the total potential drop
on either side of the injection location is a significant fraction of the local electron
temperature (59.6 eV), implying that impurity ions present near the probe tip may be
accelerated by this potential drop to a significant fraction of the impurity ion sound
speed (
√
Te/mz). This result is consistent with the requirement for the impurity ion
parallel velocity necessary to explain the parallel extent of experimental CIII emission
in the near SOL. The resulting parallel electric field is determined from the gradient
198
 
 



	




ﬁﬀ
ﬂﬃ
 
  
 "!

!
 
 #
$ %'&)(+*-,-.0/213
1
$
#
(
3
3 4
(
,65
1
%
%0798
,6:<;
= ?>@A	B
=

>@A	B
!
= ?>@ A	B
!
=

>@A	B
CD= ?>@A	B
EF
G H
I
J K
x = 0 mm 
(above probe tip)
 

 



 
  
 "!

!
 

!
= L>MONP
 
= L>MONP

= L>MONP
QR= L>MONP
S= L>MAB
S=
!
>MAB
S=
 
>M
AB
S=

>M
AB
EF
G H
I
J
K
#
$
%'&
(+*-,-.
/'1T3
1
$
#
(
3
3
4
(
,65
1
%
%U7V8
,6:
;
W








ﬀ
ﬂﬃ
x = -2 mm
X
x = 0 mm
Y Presheath
Region
Z
X
x = -2 mmY
Presheath
Region
Z
Figure 5-12: Surface plots of the total electron density (background plus recycling-
induced) at two radial coordinates: x = 0 mm (top panel) and x = -2 mm (bottom
panel). Background density and temperature profiles typical of the near SOL were
used as inputs, and a recycling rate of 2.6 × 1020 atoms/second is assumed. Effects
arising from density variation in the presheath have also been included. The density
is peaked in the poloidal coordinate, suggesting that the recycling perturbation occurs
predominantly on field lines near (but not connected to) the probe surface.
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Figure 5-13: Plot of the electron density resulting from deuterium recycling vs. par-
allel coordinate for the field line passing above the probe tip (the corresponding 2-D
surface plot with background density included is shown in the top panel of Figure 5-
12). In this case the peak density which results from recycling is comparable to the
background electron density at this location (1.14 × 1020 m−3).
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Figure 5-14: Top panel: Parallel variation of the plasma potential on the field line
passing above the probe tip. Values are calculated using Equation 5.1 and the density
profile results shown in Figure 5-13. The potential drop is a significant fraction of the
local electron temperature (59.6 eV) in this case. Bottom panel: Parallel variation of
the electric field, determined from the gradient of the plasma potential shown above.
The peak electric field is ' 2 kV/m.
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of the potential, and is also shown in Figure 5-14. The peak electric field is ' 2 kV/m
in this case.
A test was then conducted in which the parallel electric field shown in Figure 5-14
was included in the recycling simulation, to estimate the effects of this field on the
resulting density distribution. A plot of the parallel density variation on the field line
passing above the probe tip is shown in Figure 5-15. For this case E‖ was incorpo-
rated into the simulation using a simple fitted analytic function (more discussion in
section 5.5). Results from this analysis indicate that the peak density is reduced rela-
tive to the case with no electric field (Figure 5-13), implying that the potential drop,
and therefore the resulting parallel impurity ion velocity, are also reduced. However,
the perturbation is still significant in this case (the relative reduction is ' 50%). In a
fully self-consistent calculation, the parallel electric field determined from the parallel
density variation (using Equation 5.1) and the electric field inputted to the simula-
tion would converge to the same solution after some number of iterations. Results
from the “zeroth” (no electric field, Figure 5-13) and “first” (Figure 5-15) iteration
provide bounds for the final solution, and suggest that effects due to ion recycling
would persist, and remain important, in the final calculation.
However, based on the emission structure for plumes generated in the far SOL,
recycling perturbations in this region of the plasma are thought to be small. This
observation has been investigated by conducting a simulation with inputted ne and
Te profiles characteristic of the far SOL. For this simulation, a plot of the parallel
density variation on the field line passing above the probe tip is shown in Figure 5-
16. A recycling rate of 4.4 × 1019 atoms/second has been assumed, consistent with
the total current collected by the probe under these conditions, while the observed
parallel asymmetry in the profile results from the presence of a background parallel
flow in the simulation. The resulting peak density is smaller than the background
electron density at this location (3.36 × 1019 m−3), suggesting that the perturbation
is indeed weaker in this case.
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Figure 5-15: Plot of the electron density resulting from deuterium recycling vs. paral-
lel coordinate for the field line passing above the probe tip. For this case, the parallel
electric field shown in Figure 5-14 is included in the simulation (using a simple fitted
analytic function) to estimate its effect on the resulting density distribution. Results
indicate that the density perturbation is still significant, suggesting that the effects
due to ion recycling would persist, and remain important, in a fully self-consistent
calculation.
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Figure 5-16: Plot of the electron density resulting from deuterium recycling vs. par-
allel coordinate for the field line passing above the probe tip. In this case, ne and Te
profiles typical of the far SOL were used as inputs, and a recycling rate of 4.4 × 1019
atoms/second is assumed. The resulting peak density is smaller than the background
electron density at this location (3.36 × 1019 m−3), suggesting that the recycling
perturbation is weak in the far SOL.
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Finally, the effect of the density perturbation on the experimental results is found
to depend strongly on the value for the ionization mean-free path of the recycling
deuterium neutrals. This result, plotted in the form of normalized potential drop
vs. mean-free path, is shown in Figure 5-17 (identical to Figure 3-20, but the data
points are not sorted in this case). Also plotted in this figure are three simulation
data points corresponding to LIM runs with input conditions typical of the near,
intermediate, and far SOL. In the near SOL, i.e. at small values for the ionization
mean-free path, there is good agreement between the simulation and experiment.
However, the dependence of potential drop on the ionization mean-free path is found
to be weaker in the simulation than in the experiment. The explanation for this
is unknown. Nonetheless, the general trends between experiment and simulation
are similar, suggesting that a recycling pertubation is a likely cause for the jet-like
behavior of plumes generated in the near SOL.
5.4.2 D+ plume arising from C2D4 injection
Simulations have also been conducted to investigate the effect injected deuterium
(resulting from C2D4 injection) has on the local electron density. A plot of the
resulting parallel density variation at the gas injection location is shown in Figure 5-
18. In this case, inputted density and temperature profiles were identical to those
used for simulating deuterium recycling off the probe surface in the near SOL. LIM
output have been scaled to absolute units (m−3) using a typical experimental value
for the gas injection rate, taken to be 5 × 1018 molecules/second (= 2 × 1019 D+
ions/second). For these conditions, the peak density due to deuterium injection is ∼
a factor of 2 smaller than the background electron density at this location (1.14 ×
1020 m−3). The profile width is also found to be smaller than but comparable to the
parallel extent of the probe, and the perturbation is observed to exist over a reduced
parallel extent relative to the recycling-induced perturbation. This last observation
may be understood in terms of two separate effects. First, the cross-field source size
for the D+ plume arising from C2D4 injection is smaller than the cross-field source
size for the plume resulting from D2 recycling – in the first case, the source size is
205
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Figure 5-17: Plot of the normalized potential drop vs. ionization mean-free path
for deuterium neutrals recycling from the probe surface. The experimental results
(diamonds) suggest a strong relationship between potential drop and mean-free path,
whereas simulation results (triangles) indicate a weaker dependence. Nonetheless,
the general trends are similar, and there is good agreement for results in the near
SOL (i.e. at small λmfp).
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Figure 5-18: Plot of the electron density resulting from C2D4 injection vs. parallel
coordinate for the field line passing through the gas injection location (i.e. above the
probe tip). An injection rate of 2.0 × 1019 D+ ions/second is assumed. In this case,
the peak density is ∼ a factor of 2 smaller than the background electron density at
this location (1.14 × 1020 m−3).
the gas injection capillary diameter (1 mm) while in the second case the source size
is determined by the probe head geometry. Second, neutral deuterium atoms which
result from D2 recycling can undergo charge exchange, which effectively increases
the neutral mean-free path and therefore the parallel extent of the ionization source
distribution. Both of these effects are consistent with a smaller parallel extent for the
density perturbation arising from C2D4 injection relative to the perturbation resulting
from D2 recycling.
The peak density perturbation resulting from deuterium recycling is approxi-
mately three times larger than that for deuterium injection under similar background
conditions (i.e. those representative of the near SOL). Therefore, the effect of deu-
terium injection is only to provide a minor increase in the total potential drop expe-
rienced by the impurity ions over a distance typical of the parallel CIII plume extent.
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However, since the injection perturbation is localized near the probe tip, this suggests
that it may be important in establishing the initial acceleration felt by the injected
impurity ions.
5.4.3 Density perturbation arising from injected carbon
The perturbation which results from carbon injection may also affect the local electron
density in the near SOL. This perturbation is estimated in LIM by calculating the
total electron density at the gas injection location due to carbon ions:
nC,tot =
∑
Z
ZnZ (5.2)
where Z is the charge state of the carbon impurity ion and nZ is the density of that
charge state in the computation cell centered at the gas injection location. Results
from simulations conducted with inputted profiles characteristic of the near SOL
indicate that nC,tot ' 3-4 × 1019 m−3 when summing from Z = 1 to Z = 3. This
result is consistent with the estimate obtained from analytic modelling (i.e. using
Equation 3.4), justifying the value chosen for the cross-field extent of the injection
volume in that model. This density perturbation is also comparable to the peak
value resulting from the deuterium component of the injection, suggesting that both
components of injected gas (C,D) play a similar role in determining the parallel electric
field at the gas injection location. Perturbations due to background ion recycling are
nonetheless the dominant effect in establishing the potential variation responsible for
accelerating injected impurity ions to parallel velocities near the impurity ion sound
speed.
5.5 Jet modelling in LIM
A model has been developed in LIM to include the effects of density perturbations
discussed in section 5.4 in the plume simulations. The basic components of the model,
as well as results derived from its implementation, are presented in this section.
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5.5.1 Parallel electric field
Parallel electric fields inputted into LIM are the result of recycling and gas injection
perturbations (E‖,pert) as well as probe-induced presheath effects (E‖,ps). While E‖,ps
exists on field lines which are connected to the probe, E‖,pert is present only on those
field lines outside the presheath.
Surface plots of the parallel electric field are shown in Figure 5-19 for two radial
coordinates: x = 0 mm and x = -2 mm. In this case the electric field in regions
outside of the presheath is determined from the Boltzmann relationship using the
electron density structure given in Figure 5-12, while the electric field on field lines
which intersect the probe is calculated using a standard presheath model.
One would like to study the influence of the parallel electric fields shown in Fig-
ure 5-19 on impurities injected from the probe tip (point source model). However,
due to computational limitations which constraint the number and size of additional
inputs to the code, the full 3-D structure cannot be used in LIM. Therefore, the
approximation is made that the parallel electric field in the jet (i.e. E‖,pert) has no
cross-field variation over the extent of the impurity source. The inputted 1-D E‖,pert
profile is taken to be the profile on the field line passing above the probe tip.
To increase the parallel resolution of the inputted electric field and to smooth out
statistical fluctuations, an analytic function is used to fit E‖,pert:
E‖,pert = −Elhs e(x‖+a0)/λlhs −Lc ≤ x‖ < −a0
E‖,pert =
Elhs
a0 + x0
(x‖ − x0) −a0 ≤ x‖ < x0
E‖,pert =
Erhs
b0 − x0 (x‖ − x0) x0 ≤ x‖ < b0
E‖,pert = Erhs e
−(x‖−b0)/λrhs b0 ≤ x‖ < Lc (5.3)
The parallel electric field is taken to be periodic in Lc, where 2Lc represents the dis-
tance from the injection location to the edge of the domain along B. This periodicity
condition is the same for all background plasma profiles specified in LIM.
An example of a typical E‖,pert profile (solid) and its analytic fit (dashed) are shown
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Figure 5-19: Surface plots of the parallel electric field at two radial coordinates: x =
0 mm (top panel) and x = -2 mm (bottom panel). The electric field in regions outside
of the presheath is determined from the Boltzmann relationship using the electron
density structure shown in Figure 5-12.
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Figure 5-20: Example of a typical E‖,pert profile (solid) and its analytic fit (dashed),
with the analytic function used for the fit given in Equation 5.3. The fit indicates that
the electric field is described with different near-field linear slopes (Slhs = Elhs/(a0 +
x0), Srhs = Erhs/(b0 − x0)) and far-field exponential decay lengths (λlhs, λrhs) on
either side of the zero-crossing location (x0). Nonetheless, the total potential drop on
either side of x0 ( = -
∫
E‖dx‖) is the same, approximately 43 V in this case.
in Figure 5-20. The fit indicates that the electric field is described with different
near-field linear slopes (Slhs = Elhs/(a0 + x0), Srhs = Erhs/(b0 − x0)) and far-field
exponential decay lengths (λlhs, λrhs) on either side of the zero-crossing location (x0).
However, the total potential drop on either side of x0 ( = -
∫
E‖dx‖) is the same,
approximately 43 V in this case.
Non-zero values of x0 imply a non-zero parallel electric field at the injection lo-
cation, which may be responsible for causing parallel asymmetries in jet-dominated
plumes. Although results from deuterium plume modelling suggest that x0 6= 0, in-
cluding this in the impurity plume simulations results in the appearance of a double-
slope feature in the the simulated 1-D CIII TVC parallel emission profiles (e.g. see
Figure 5-21, bottom panel, dashed curve) which is not observed in the experimental
211
data (the cause of this feature is discussed below). Therefore, for all simulations of
experimental data x0 is set equal to zero, i.e. the parallel electric field is assumed to
be symmetric about the probe tip.
Tests have been conducted which indicate that the far-field behavior of the C+2 im-
purity ions is relatively insensitive to the structure of E‖,pert, but is instead primarily
dependent on the total potential drop experienced. This is illustrated in Figure 5-21,
in which a comparison is given between results from two simulation runs where the
total potential drop is the same but the structure of the electric field is quite different.
In both runs Elhs = Erhs, a0 = b0, λlhs = λrhs, and x0 = 0. Shown in the top panel
are E‖,pert profiles for the two runs – in the first case (solid curve) the near-field linear
slopes are twice as large as for the second case (dashed) and the far-field exponen-
tial decay lengths are twice as short. The resulting potential profiles are shown in
the middle panel (∆φtot = 45 V), while the 1-D CIII TVC parallel emission profiles
are shown in the bottom panel. In the far field (& 2 cm away from the injection
location along B), profiles from the two cases agree quite well over the full parallel
extent of the plume. However, in the near field, the plume generated with a broader
electric field profile (dashed) exhibits strong peaking, leading to the appearance of a
double-slope feature in the emission profile.
The cause of the strong peaking, and thus the double-slope feature, is related to
the structure of the C+2 parallel velocity profile. To understand why this is the case,
consider the parallel transport of C+2 ions on the field line passing above the probe tip.
For strong peaking of the parallel electric field, the electron density and C+2 parallel
velocity are approximately constant on this field line (equal to their far-field values)
as a result of the full potential drop occuring over very short distance. In general,
the only sink for C+2 ions on this field line is ionization (neglecting effects of cross-
field transport), and in this case the ionization lifetime is constant (since Te is also
constant on this field line). As a result of this constant sink, the parallel ion density
(and therefore the parallel emission) decays with distance away from the injection
location in a smooth fashion over the full parallel extent of the plume. This behavior
occurs on all field lines in the emission volume over which E‖,pert exists, resulting in
212
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Figure 5-21: Comparison between simulation runs in which the total potential drop
experienced by the impurity ions is the same but the parallel electric field structure
is different. Top panel: E‖,pert profiles for the two runs. In the first case (solid curve)
the slopes are twice as large as for the second case (dashed) and the decay lengths are
twice as short. Middle panel: Plasma potential profiles. ∆φtot = 45 V in both cases.
Bottom panel: Simulated 1-D CIII TVC parallel emission profiles. Profiles from the
two cases agree quite well in the far field (& 2 cm away from the injection location
along B), indicating that the far-field emission structure is primarily determined by
∆φtot.
213
a smooth 1-D parallel emission profile. However, for a broad parallel electric field
profile the results differ. In the far field, after the impurity ions have experienced the
full available potential drop, the electron density and C+2 parallel velocity are again
constant, resulting in a smooth decay of the parallel ion density. Conversely, in the
near field, both the electron density and the parallel velocity vary with distance from
the injection location (decreasing ne, increasing v‖). The combination of a sharper
decrease in the parallel ion flux (relative to the case where E‖,pert is peaked) and an
increasing parallel ion velocity with distance from the injection location results in a
sharp decrease in the parallel ion density with distance in this region. Again, this
behavior occurs on all field lines in the emission volume over which E‖,pert exists,
leading to the appearance of a double-slope feature in the 1-D emission profile.
Simulation results also indicate that the presence of a finite parallel electric field
(and thus a finite parallel ion velocity) at the injection location causes a strong peaking
of the parallel ion density in the near field. The explanation is similar to the one
presented above – for finite E‖,pert at the injection location, in the region −a0 . x‖ ≤
x0 the electron density and parallel ion velocity exhibit strong variation, resulting
in a sharp variation in the parallel ion density in the near field. Again, since near-
field peaking is not observed experimentally, x0 is taken to be zero in all simulations
of experimental data. In addition, for experimental plume simulation only the total
potential drop implied by deuterium plume modelling is used to determine the parallel
electric field, since the structure of the field is found to have no impact on the far-field
impurity ion behavior. In the simulation the field structure is then specified to ensure
that near-field peaking is not observed in the resulting parallel emission profiles.
5.5.2 Jet plume results
Using the parallel electric field model described in section 5.5.1, simulations of the
impurity ion jet have been conducted. An example of a typical CIII TVC jet plume is
shown in Figure 5-22 (bottom panel). For this case, density and temperature profiles
typical of the near SOL were inputted, and the electric field was specified such that
∆φtot = 45 V. In addition, the jet background/point source model was employed.
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The experimental data which the numerical plume is meant to simulate is shown
in the top panel of Figure 5-22. Recall that in this case the numerical plume is
only simulating the jet component of the emission, whereas the experimental results
contain both jet and sputter components (a full simulation is shown in Figure 5-25
– see section 5.6). Nonetheless, these results suggest that the simulation is able to
approximately reproduce both the parallel and cross-field extent of the jet portion of
the measured CIII emission.
A comparison between 1-D parallel emission profiles for the experimental data
and the jet plume simulation is shown in Figure 5-23. The primary difference occurs
in the near field, where the experimental data exhibit a more peaked structure due
to the contribution of sputtering (and perhaps reflection off the probe head) to the
emission. In the far field the simulation profile is broader than the experimental
results, implying that the total potential drop used in the simulation is too large in
this case. However, the contribution due to sputtering needs to also be included in
the simulation before a full assessment can be made.
5.5.3 Unresolved issues for the jet model
There remain two unresolved questions regarding jet modelling in LIM. The first
is related to the appearance of a double-slope feature in simulated 1-D CIII TVC
emission profiles, which occurs when the inputted parallel electric field has a broad
structure (e.g. see Figure 5-21). This feature is not observed in the experimental data,
which suggests that the parallel electric field profile is peaked, and a peaked profile has
therefore has been used in the impurity plume simulations. However, results from D2
recycling simulations suggest that the electric field profile arising from background ion
recycling off the probe surface is in fact broad. This leads to an inconsistency in the
jet model. Simulation studies indicate that the far-field behavior of the impurity ions
is unaffected by this discrepancy, i.e. that only the total potential drop experienced
by the impurity ions is important. In addition, since the experimental camera view
of the near-field emission is corrupted by the presence of the probe, any difficulties
which may be encountered in an attempt to simulate emission from this region are
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Figure 5-22: Comparison between an experimental CIII TVC plume generated in
the near SOL and a simulation of the jet component of that plume. Density and
temperature profiles typical of the near SOL were inputted to the simulation, and
the electric field was specified such that ∆φtot = 45 V. The jet background/point
source model was also employed. The results suggest that the simulation is able to
approximately reproduce both the parallel and cross-field extent of the jet portion of
the measured CIII emission.
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Figure 5-23: Comparison between 1-D CIII TVC parallel emission profiles for ex-
perimental and numerical plumes shown in Figure 5-22. Although the simulation
profile is broader than the experimental results in the far field, the contribution due
to sputtering needs to be included in the simulation before a full assessment can be
made.
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somewhat irrelevant, since simulated data are never compared to experimental data
in the near field. Nonetheless, the discrepancy between the E‖ profile necessary for
impurity plume simulation and the profile inferred from a D2 recycling model suggests
that the development of the jet model is incomplete.
The second unresolved issue is the cause of parallel asymmetries in experimental
CIII TVC plumes generated in the near SOL. These asymmetries are generally in a
direction consistent with impurity ions travelling away from the divertor (i.e. ∆v/v¯ <
0, see Figure 3-21). One possible explanation is the presence of a parallel temperature
gradient on the field lines on which the impurity ions are located. The force on an
impurity ion due to this gradient is given by [62]:
F∇T = αe
dTe
dx‖
+ βi
dTi
dx‖
(5.4)
where αe and βi are constants which are a function of the impurity ion charge state and
the impurity and background plasma ion masses, and Ti is the background plasma ion
temperature. Since parallel thermal conduction for background ions is smaller than
for electrons, it is expected that |∇‖Ti| ≤ |∇‖Te|. Assuming that |∇‖Ti| = |∇‖Te|,
for C+2 ions the effective parallel electric field due to the thermal gradient force
(E∇T = F∇T/q) is given by:
E∇T ' 5.5 dTe
dx‖
(5.5)
Parallel gradients in the electron temperature also lead to parallel plasma potential
variations and thus the formation of a parallel electric field. However, the resulting
field is small relative to the effective field given by Equation 5.5, and thus provides
only a minor correction (' 25%). For typical conditions in the near SOL, estimates
obtained from a 2-point model for the flux tube power balance (section 3.2.2) suggest
that the maximum value for dTe
dx‖
. 10 eV/m, implying that the maximum parallel
electric field felt by impurity ions due to the temperature gradient is ∼ 50 V/m. This
field is small compared to the values of E‖ necessary to explain the plume jet (∼ 5-10
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kV/m). Therefore parallel temperature gradients are unlikely to be responsible for
parallel asymmetries observed in the plume emission.
Systematic errors in the calibration vignetting field may also contribute to appar-
ent asymmetries in the parallel plume emission. As indicated in Figure 2-13, TVC
calibration factors for CIII emission decrease in value across the chip, since for a
uniform input there is systematic increase in the camera response across the chip.
However, if the vignetting field was in error such that the camera response to a uni-
form input is actually uniform across the chip, then such a systematic variation would
lead to an asymmetry in the resulting calibrated emission. This asymmetry would
be in a direction consistent with the observed asymmetry in typical plumes formed
in the near SOL. To investigate the influence of such an error, the vignetting field
was modified to represent a uniform response to a uniform input. An experimental
CIII TVC plume generated in the near SOL was then re-calibrated using this field.
A comparison of the 1-D CIII TVC parallel emission profiles for cases using the orig-
inal and modified vignetting fields is shown in Figure 5-24. Although only a ∼ 20%
modification to the original vignetting field was necessary, the parallel asymmetry in
the plume is noticeably affected. These results suggest that errors in the vignetting
field may also play a role in determining the parallel asymmetry of plumes formed
in the near SOL. However, based on calibration results there is no reason to believe
that such a systematic error is present.
5.6 Plume modelling results
To simulate an experimental plume formed in the near SOL, components of the emis-
sion arising from a point source launch into a jet background and a sputter source
launch into a non-jet background were summed together. An example of a simulated
CIII TVC plume generated in this fashion is shown in Figure 5-25 (top panel). In this
case the two components were added together with equal weight, i.e. it was assumed
that the plumes which result from the point source launch and sputter source launch
219
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Figure 5-24: Comparison between 1-D parallel emission profiles for an experimental
CIII TVC plume in which two sets of calibration factors were applied. In the first
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second case (dashed) a modified field was used, in which the response of the system
to a uniform input was made to be uniform. The results indicate that errors in the
vignetting field may contribute to the observed parallel asymmetry in plumes formed
in the near SOL.
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contribute equally to the overall emission. The experimental data which this plume
is meant to simulate is shown in Figure 5-22 (top panel).
There remains structure in the near field which has not been reproduced, i.e. the
non-elliptical shape of the emission contours. This may be due to the inability of
the numerical modelling to simulate the effect of reflections off the probe head. It
may also be a result of errors introduced from neglecting the 3-D structure of the
perturbation-induced parallel electric field. For example, a more accurate simulation
of the experimental data would require that emission arising from a sputter source
launch into a jet background be included – however, this emission component can only
be correctly determined if the full 3-D structure of the parallel electric field (e.g. see
Figure 5-19) is employed in the simulation, rather than a 1-D approximation for this
field (Figure 5-20). While the 1-D approximation may be reasonable for use with the
point source launch, it would clearly be unreasonable for use with the sputter source
launch, since this launch has a wide cross-field extent. The influence of the true 3-D
parallel electric field on sputter-launched impurities might be to stretch the plume
emission contours along field lines passing near the probe tip while leaving emission
contours on field lines away from the probe tip unaffected – a process that might
generate the non-elliptical emission contours which are observed experimentally.
Nonetheless, both the cross-field width and the parallel extent of the simulated
emission compare reasonably well with the experimental results. This is confirmed by
comparing inverse decay lengths for the simulated 1-D parallel emission profile against
the corresponding values for the experimental parallel emission profile (both profiles
are shown in Figure 5-25, bottom panel), which are found to agree within ' 10%,
and by comparing values for the average cross-field width of the experimental and
simulated plumes, which are found to agree within ' 20%. These results suggest that
the sputter and jet models for the plume emission provide appropriate descriptions
for the physics of impurity ions injected into SOL plasmas via the FSP.
The majority of analysis presented in this chapter pertains to simulation of CIII
emission. However, to further test the plume emission model, the variation of CII
emission for cases in the near and far SOL is also investigated. Simulated 2-D CII
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Figure 5-25: Top panel: Composite CIII TVC simulation plume, generated by sum-
ming together components arising from a point source launch into a jet background
and a sputter source launch into a non-jet background with equal weight. In this case
both the cross-field width and the parallel extent of the emission compare reasonably
well with the experimental results (shown in Figure 5-22, top panel). Bottom panel:
Comparison between experimental and simulated 1-D parallel emission profiles for
the experimental plume shown in Figure 5-22 (top panel) and the simulated plume
shown above. Values for the inverse decay lengths are found to agree within ' 10%.
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TVC plumes for both cases are shown in Figure 5-26. For the plume generated under
conditions characteristic of the near SOL, a jet background/point source model was
used, while for the plume generated under conditions typical of the far SOL a non-jet
background/sputter source model was employed. The variation in plume size between
these two cases is found to be consistent with experimental observations (e.g. see
Figure 3-3). This confirms that LIM is accurately modelling both the parallel and
cross-field dynamics of impurity ions injected into near and far SOL plasmas.
5.7 Plume variation with plasma conditions
To examine what other physics may be important for defining the spatial structure
of the plumes, a number of sensitivity studies have been conducted to determine the
effect of various background plasma parameters on the simulated emission structure.
Results from this analysis are presented in this section.
5.7.1 Background profile variation
The effect of background profile variation (ne, Te) on the plume structure was inves-
tigated for plumes generated in conditions typical of the near SOL. A comparison
between 2-D simulated CIII TVC plumes generated with and without radial density
and temperature variation is shown in Figure 5-27. In both cases the poloidal drift
is set to zero (i.e. Er = 0) and the jet background/point source model was used.
Two major differences are apparent between these plumes: at constant density and
temperature the plume exhibits a double-peaked structure and very little boomerang
angle, while for varying background conditions the emission tends to peak at the
injection location and exhibit a negative boomerang angle, which might be mistaken
for a poloidal drift with Er < 0.
Emission centroids calculated from moment analysis of these simulated plumes
are given in Figure 5-28. In the far field, the variation of emission centroid with
distance is roughly linear for the plume formed under conditions of varying density
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Figure 5-26: Comparison between simulated 2-D CII TVC plumes for cases in the
near (top panel) and far (bottom panel) SOL. For the near SOL plume a jet back-
ground/point source model was used, while for the far SOL plume a non-jet back-
ground/sputter source model was employed. The variation in plume size is consistent
with experimental observations (e.g. see Figure 3-3).
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Figure 5-27: Comparison between 2-D simulated CIII TVC plumes generated in
conditions typical of the near SOL. In both cases a jet background/point source
model is employed. Top panel: Plume formed in a background plasma containing
radial variation in the density and temperature profiles and Er = 0. Bottom panel:
Plume formed in a background plasma with constant conditions and Er = 0. The
plume formed under varying conditions exhibits a negative boomerang angle, which
might be mistaken for a poloidal drift with Er < 0.
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Figure 5-28: Emission centroid comparison between simulated CIII TVC plumes
shown in Figure 5-27. In the far field, the variation of emission centroid with distance
is roughly linear for the plume formed under conditions of varying density and tem-
perature (solid curve), and roughly constant for the plume generated under conditions
of constant density and temperature (dashed).
and temperature (solid curve), and roughly constant for the plume generated under
conditions of constant density and temperature (dashed).
The double-peak structure observed in the constant density and temperature sim-
ulation is caused by the presence of the parallel electric field in the jet background
model. In this case, the peaks in the impurity ion distribution occur at locations
given approximately by the product of the ion velocity and the C+1 ionization life-
time, which itself is constant over the emission volume. Radial variation of the density
and temperature results in a variation of the parallel mean-free path of impurity ions
over the emission volume, effectively “smoothing out” peaks in the parallel distribu-
tion.
The boomerang angle observed for the plume generated under varying background
conditions results from the radial skewness of impurity ion density. To understand
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the cause of this skewness, consider a case in which impurity ions are born on a
single flux surface, i.e. at a single radial coordinate. For constant D⊥, these ions
have an equal probability of diffusing onto flux surfaces in either radial direction.
However, the ionization lifetime decreases for ions which diffuse to regions of hotter
and denser plasma, and increases for ions which diffuse in the opposite direction. The
result is a radial impurity density profile which is weighted towards regions of colder
and less dense plasma, i.e. radially outward. In both the experiment and simulation
the imaging system views are not orthogonal to flux surfaces (e.g. see Figure 2-
6) – therefore the skewness appears as an emission boomerang in each view. For
positive Er and normal field operation, the boomerang angle resulting from poloidal
impurity ion flow is in the same direction as the angle resulting from ionization lifetime
variations for the SVC, and in the opposite direction for the TVC.
5.7.2 Poloidal flow effects
The presence of poloidal flow in the simulation (i.e. resulting from E × B drifts) also
leads to the formation of an emission boomerang, due to the poloidal skewness in
impurity ion density which results from the flow. Since in both the experiment and
simulation the imaging system views are not orthogonal to flux surfaces, the skewness
appears as an emission boomerang in each view.
A comparison between CIII TVC emission centroids for simulation runs with and
without poloidal flow is shown in Figure 5-29. In both cases a jet background/point
source model was employed, and density and temperature profiles characteristic of
the near SOL were used. With no poloidal flow (dashed curve) the boomerang angle
is negative, as a result of radial variations in the ionization lifetime. When a poloidal
flow profile (whose value is 2250 m/s at the injection location) is included (solid),
the boomerang angle changes direction (a flow profile, rather than a constant flow, is
necessary to ensure that the simulated plume is generated with a minimum number
of tallies present in the poloidal boundary bins). For any given plume, the total
boomerang angle therefore depends on both the density and temperature profile scale
lengths and the magnitude of the poloidal flow. Assuming that ionization lifetime
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Figure 5-29: Emission centroid comparison between simulated CIII TVC plumes
formed with and without poloidal flow. In both cases a jet background/point source
model is employed. With no flow, the boomerang angle is negative, due to radial
variation of the ionization lifetime. Including a poloidal flow profile, the boomerang
angle changes direction. For any given plume, the total boomerang angle therefore
depends on both the density and temperature profile scale lengths and the magnitude
of the poloidal flow.
effects are properly taken into account, the plume boomerang angle may be directly
related to radial electric field. Such analysis is discussed further in Chapter 6.
5.7.3 Parallel flow effects
A comparison between simulated CIII TVC 1-D parallel emission profiles for plumes
generated under conditions typical of the near SOL is shown in Figure 5-30. In both
simulations a jet background/point source model is employed. However, in one case
(solid curve) no parallel flow is included in the simulation, while in the other case
(dashed) a parallel Mach number of -0.18 (constant over the emission volume) is
specified. Nonetheless, in both cases the parallel profiles are very similar, and very
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Figure 5-30: Comparison between simulated CIII TVC 1-D parallel emission profiles
for cases with (dashed curve) and without (solid) background plasma flow. In both
cases a jet background/point source model is employed, and density and temperature
profiles characteristic of the near SOL are used. Profiles are similar for both cases, and
very symmetric, indicating that background plasma flows have very little influence
on the parallel structure of plumes formed in the near SOL.
symmetric. These results confirm that in the near SOL background plasma flows have
very little influence on the parallel emission structure. This is consistent with results
given in sections 3.1.2 and 3.3 (e.g. see Figure 3-21).
The results are quite different for simulations conducted with input conditions
typical of the far SOL. A comparison between CIII TVC 1-D parallel emission profiles
for plumes generated under such conditions is shown in Figure 5-31. For both cases
a non-jet background/sputter source model was employed. Again, the solid curve
represents the case with no parallel flow, and the dashed curve a case with M‖ = -0.16
(constant over the emission volume). The parallel emission profile is very symmetric
when no flow is included, but a significant parallel asymmetry appears in the plume
formed under conditions of background plasma flow. These results are consistent
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Figure 5-31: Comparison between simulated CIII TVC 1-D parallel emission pro-
files for cases with (dashed curve) and without (solid) background plasma flow. In
both cases a non-jet background/sputter source model is employed, and density and
temperature profiles characteristic of the far SOL are used. The profiles are very
different for the two cases: with no flow, the profile is very symmetric, while with
flow included the profile exhibits a strong asymmetry. These results are consistent
with the experimental observations for plumes generated in the far SOL.
with the experimental observations for plumes generated in the far SOL. They also
indicate that only in the far SOL can plume emission structure be used to infer
the local parallel flow velocity. Analysis to extract v‖ from far SOL plume data is
presented in Chapter 6.
5.7.4 Diffusion effects
In cases where sputtering may be weak and jet-like behavior dominates, diffusion
effects may play an important role in setting the cross-field width of the plumes. The
effect of cross-field diffusion on simulated jet-like plumes is therefore investigated in
LIM.
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A comparison between CIII TVC 1-D cross-field width profiles for simulation runs
with different cross-field diffusivities is shown in Figure 5-32. D⊥ was set equal to
0.2 (dashed curve) and 1.0 (solid) m2/s, while for both cases background density and
temperature profiles characteristic of the near SOL were used as inputs and a jet
background/point source model was employed. The profiles are found to be similar
over the full parallel extent of the emission for both cases, as are the average values
for the cross-field width (D⊥ = 0.2 m2/s, w¯ = 4.1 mm; D⊥ = 1.0 m2/s, w¯ = 4.2 mm).
These results confirm that the value of diffusivity is unimportant in determining the
cross-field plume structure even in cases where jet-like behavior dominates. For cases
where sputtering is dominant diffusion is expected to play an even less important role
– therefore the final results are insensitive to the choice of D⊥ used in the simulation.
5.8 Conclusions from plume analysis & simulation
From analysis presented in this chapter, a number of conclusions may be reached
regarding the physics of impurity plume dispersal in the SOL of Alcator C-Mod. A
summary of these results is given in this section.
An asymmetry exists between experimental plume emission seen from the side
and top camera views which suggests that the impurity emissivity is extended along
the probe axis. LIM has been used to investigate possible causes for this behavior,
and results indicate that a substantial E × B drift of impurity ions down the probe
axis is necessary to explain the experimental observations. It is also necessary to
postulate that this drift transports bulk plasma down the probe axis. The effect
is consistent with the formation of a carbon layer over a finite extent of the probe
surface. However, the drift and surface layer formation models implemented in LIM
are rather basic, and are not capable of exploring the influence of such E × B flow
patterns on impurity and bulk plasma transport in a self-consistent way. Instead, a
model has been developed to account for the contribution from sputtering of carbon
deposited on the probe surface to the overall plume emission, where the e-folding
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Figure 5-32: Comparison between simulated CIII TVC 1-D cross-field width profiles
for cases with different cross-field diffusivities. D⊥ was set equal to 0.2 (dashed curve)
and 1.0 (solid) m2/s, while for both cases background density and temperature profiles
characteristic of the near SOL were used as inputs and a jet background/point source
model was employed. Results indicate that diffusion plays a small role in setting the
cross-field width of the emission (D⊥ = 0.2 m2/s, w¯ = 4.1 mm; D⊥ = 1.0 m2/s, w¯ =
4.2 mm).
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length (down the probe axis) for carbon sputtering is specified to provide the best
match between simulation and experiment.
Results from sputter source modelling indicate that the cross-field extent of the
experimental plumes can be explained in terms of carbon sputtering off the probe sur-
face. For plumes generated in the far SOL, the launch energy distribution for carbon
neutrals which is given by this model is also sufficient to describe the parallel trans-
port of impurity ions. However, for plumes formed in the near SOL, unrealistic values
for the surface binding energy are necessary to simulate the parallel extent of the ex-
perimental emission. In addition, emission contours exhibit a non-elliptical shape,
indicative of strong parallel transport near the injection location (i.e. a “jet”). Simu-
lation studies indicate that measurement errors in electron density and temperature
are insufficient to resolve the discrepancies, suggesting the presence of a mechanism
which provides parallel energy to impurity ions formed near the probe tip in the near
SOL.
LIM has been configured to investigate if density perturbations arising from deu-
terium ion recycling off the probe surface may be responsible for the impurity plume
jet. For conditions typical of the near SOL, the density at the probe tip resulting
from ion recycling is found to be larger than the background electron density at this
location. This result implies that impurity ions formed near the probe tip experience
a potential drop of order the electron temperature over a distance corresponding to
the parallel plume extent. This is consistent with potential drop estimates obtained
from a ridge-line analysis of the experimental results (see Figure 3-19). A parallel
electric field model has been implemented in LIM to confirm that the jet-like feature
of the experimental plumes may be explained by this perturbation.
However, for conditions typical of the far SOL, simulation results indicate that the
density at the probe tip arising from ion recycling off the probe surface is smaller than
the background electron density at this location (see Figure 5-16). Thus, recycling
perturbations are small in the far SOL, consistent with the observation of weak jet-like
behavior for experimental plumes generated in this region.
In general, the effect of a density perturbation on the experimental plume results
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is found to depend strongly on the value for the ionization mean-free path of the recy-
cling deuterium neutrals. Simulations of the recycling perturbation were conducted
for conditions typical of the near, intermediate, and far SOL in an attempt to repro-
duce this result (see Figure 5-17). While the dependence of the perturbation strength
on the ionization mean-free path was found to be weaker in the simulation than in
the experiment, the general trends between experiment and simulation are similar,
suggesting that a recycling pertubation is a likely cause for the jet-like behavior of
plumes generated in the near SOL.
The variation of impurity plume dispersal with background plasma parameters has
also been investigated in LIM to determine the effect of various inputs on the simu-
lated emission structure. For example, in the absence of background poloidal drifts
(i.e. for Er = 0), variations in the background electron density and temperature over
the emission volume result in the appearance of a boomerang angle in the emission
structure. This is caused by the variation of the ionization rate, which results in a
radial skewness in the impurity ion density distribution. At constant density and
temperature and finite Er, a boomerang angle also appears in the emission structure
as a result of the poloidal skewness in the impurity ion density distribution which is
caused by impurity ion E × B drifts. For Er > 0 and normal field operation, the
boomerang angles caused by ionization rate variations and by E × B drifts are in the
same direction for the SVC and in the opposite direction for the TVC. Therefore, it
is necessary to include effects arising from the spatial variation of the ionization rate
when relating the emission boomerang angle to the radial electric field.
Sensitivity studies also suggest that the parallel asymmetries of simulated CIII
plumes are unrelated to background plasma flows in the near SOL, but strongly de-
pendent on these flows in the far SOL. These results are consistent with experimental
observations. Finally, the effect of anomalous diffusion on the cross-field width of
simulated CIII TVC plumes is found to be small, which suggests that the final re-
sults of experimental plume simulation are insensitive to the choice of D⊥ used in the
simulation.
The results presented in this chapter allow for an assessment of impurity plume
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dispersal as an edge plasma flow diagnostic in Alcator C-Mod. They suggest that in
the near SOL CII and CIII plumes provide little information on background parallel
flows, due to the poor collisional coupling between the background plasma and im-
purity ions in these charge states under these conditions. However, the localization
of impurity ions in the jet does allow for a local measurement of the radial electric
field. This is assuming that the parallel transport of impurity ions in the jet is cor-
rectly modelled in LIM – in this case the cross-field deviation of these impurities
(determined from a ridge-line analysis) may be directly related to Er. Analysis used
to obtain radial electric field estimates from plume emission ridge-line centroids is
presented in Chapter 6.
In the far SOL, where jet-like behavior is weak, values for the local radial elec-
tric field cannot be inferred from plume emission structure (the plume boomerang
angle is related to a volume-averaged Er in this case). However, collisional coupling
between C+2 ions and the background plasma is strong in this region, suggesting
that parallel asymmetries in the CIII plumes are directly related to background par-
allel flows. These asymmetries are modelled in LIM to determine plume emission
volume-averaged values for v‖. This analysis is also presented in Chapter 6.
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Chapter 6
Plasma flows inferred from
Impurity Plumes
From the development of a plume emission model, conditions under which the emis-
sion structure may be used to infer values for the parallel and cross-field plasma flow
have been determined. Analysis conducted to obtain estimates of v‖ and Er from the
plume data is presented in this chapter.
6.1 Jet-inferred E × B flows
Ridge-line analysis has been employed to estimate the average parallel velocity (v¯) of
impurity ions in the jet. The use of this analysis is based on the assumption that the
peak brightness at each parallel coordinate in the 2-D plume image is dominated by
emission from the jet. This is of course an approximation – for example, for the TVC
imaging system the signal on each pixel results from integration through an emission
volume which is vertically elongated, and thus emission from regions outside of the
jet is expected to contribute. However, in the limit where the plumes are dominated
by jet-like behavior, this approximation is valid. An example of ridge-line analysis
conducted for an experimental CIII TVC plume is shown in Figure 3-18.
Estimates for the jet boomerang angle (θb) may also be determined from a ridge-
line analysis. The average cross-field velocity of impurity ions in the jet is then
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calculated using v⊥ = v¯ tan (θb). Assuming that the cross-field impurity ion veloc-
ity is related to the radial electric field, values for Er are given by the product v⊥B
(where B is the magnetic field strength at the injection location). Using this analysis,
estimates for the radial electric field have been obtained from the jet emission struc-
ture of impurity plumes generated in the near SOL. Results from numerical modelling
indicate that the density perturbation thought to be responsible for the impurity ion
jet is spatially localized (see Figure 5-12), suggesting that the inferred values of Er
are also localized. Thus, these results may be directly compared with local radial
electric field measurements obtained from scanning probe data.
However, radial variations in the local ionization rate need to be considered when
relating the boomerang angle to Er, since these variations may also contribute to
the measured angle (e.g. see Figure 5-28). Although measurements obtained from
the impurity ion jet are localized, gradient scale lengths for the electron density
and temperature in the near SOL are small enough to suggest that ionization rate
variations may still be important. To assess their effect, a simple 1-D Monte Carlo
code has been developed in IDL which approximates the 1-D integrated radial density
distribution resulting from the existence of finite ne and Te gradients at the gas
injection location (in this case it is unnecessary to follow the transport of impurity
ions in the flux surface, since ne and Te are constant in the flux surface). In this
code, C+2 ions are launched with a Gaussian distribution (characterized by a 1 mm
width) from the probe tip, under the assumption that the ionization mean-free paths
for C0 and C+1 are much smaller than the injection nozzle diameter for conditions
typical of the near SOL. At each time step a random number is drawn to determine
whether the ion which is being followed is ionized to the next charge state – if so,
it is lost from the system (and the next ion is launched), but if not its position is
incremented by a constant step size, with another random number being drawn to
determine the direction of motion (radially inward vs. radially outward). Tallies kept
in each computational cell record the number of times that an impurity ion is present
in that cell at the end of each time step, and represent the ion distribution. For a
typical case the time step is 5 ns, the cell size is 0.5 mm, the cross-field step size is
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Figure 6-1: Plot of the 1-D integrated radial C+2 density distribution resulting from
the presence of finite ne and Te gradients at the gas injection location. The ion
distribution is obtained using a simple Monte Carlo code developed in IDL. The
distribution is skewed towards regions of lower density and temperature (i.e. larger
ρ) as a result of variations in the ionization rate.
0.1 mm, and 10,000 ions are launched. An example of resulting 1-D distribution is
shown in Figure 6-1.
The boomerang angle which results from this distribution is determined by in-
cluding effects of parallel ion transport. In this case, the ion density variation along
field lines is assumed to be exponential, with the exponential decay length at each
radial coordinate being equal to the local mean-free path. The mean-free path is in
turn calculated from the product of the parallel ion velocity and the local ionization
time, with the parallel velocity equal to the velocity of impurity ions in the jet (v¯),
determined from a ridge-line analysis of the experimental data. A 2-D contour plot
of the C+2 density distribution (in (x‖, ρ) space) constructed using the radial pro-
file given in Figure 6-1 and the above approximations for the parallel distribution is
shown in Figure 6-2. Results indicate that the boomerang angle correction due to
effects of ionization rate variation is small (' 1◦). Nonetheless, these corrections are
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Figure 6-2: 2-D contour plot of the C+2 density distribution resulting from the pres-
ence of finite ne and Te gradients at the gas injection location. This plot is constructed
using the radial ion distribution shown in Figure 6-1, and a parallel ion distribution
determined by assuming an exponential variation for the ion density along B. The
results indicate that corrections to the ridge-line boomerang angle due to effects of
ionization rate variation are small.
accounted for in the calculation of the cross-field impurity ion velocity, resulting in
more accurate estimates for Er.
6.1.1 Comparison with probe-inferred E × B flows
Using ridge-line analysis to determine the plume boomerang angle (and correcting for
effects of ionization rate variation), plume-inferred values of the radial electric field
(Er,plume) have been obtained for a number of discharges. These values are compared
to probe measurements in order to assess the accuracy of both the plume and probe
results. Following analysis presented in reference [36], probe-inferred values for the
radial electric field are obtained from two separate calculations: one from the radial
gradient in the inferred plasma potential profile (Er,ps), and one from the poloidal
propagation of plasma fluctuations (Er,pf).
240
The plasma potential is calculated from floating potential and electron tempera-
ture measurements using a standard model for the probe sheath:
Vp,s = Vf + αTe (6.1)
α = −0.5 ln
[
2pime
mD
2
1− δ2
]
(6.2)
where Vf is the floating potential, me and mD are the electron and deuteron masses,
respectively, and δ is the coefficient for electron-induced secondary electron emission
from the probe surface. For typical SOL conditions values of α are ' 2.5-2.8. The
radial electric field is then determined from the radial gradient of the plasma potential,
i.e. Er,ps = −∇ρVp,s.
The radial electric field may also be determined from a measurement of the
poloidal propagation velocity (vph) of edge plasma fluctuations. These fluctuations
are expected to propagate with a superposition of E × B (vE×B) and drift-wave (vd)
velocities [73]:
vph = vE×B + vd (6.3)
vd ≈ Te
B
∇ρne
ne
+ β
∇ρTe
B
(6.4)
where β is a constant accounting for the contribution of finite electron temperature
fluctuations to the drift-wave velocity, and is of order ∼ T˜ene/n˜eTe. For typical SOL
conditions, the contributions of vd and vE×B to vph are comparable. In addition,
both experiments [50],[4] and modelling [76] indicate that β is near unity in the
edge plasma. However, to investigate the sensitivity of the results to this parameter,
calculations are performed for both β = 0 and β = 1.
From probe measurements of the fluctuation propagation velocity and of local
gradients in the electron density and temperature, values for the E × B velocity
(vE×B,pf) may be inferred using Equations 6.3 and 6.4. In this case, the comparison
between plume-inferred results and probe measurements is made by converting plume-
inferred values of Er to E × B velocities (vE×B,plume) using the local value of the
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magnetic field strength.
A comparison between Er,plume and Er,ps is shown in Figure 6-3 for a number of
ohmic L-mode discharges. Probe measurements from both the gas-injecting scanning
probe (FSP) and a horizontal fast-scanning probe (ASP) located above the midplane
of Alcator C-Mod are given. The discharge conditions span the range of line-average
densities from 0.8 × 1020 m−3 < n¯e < 2.4 × 1020 m−3, plasma currents from 0.5
MA < Ip < 1.0 MA, and toroidal magnetic fields from 4 T < Bφ < 6 T. For each
discharge considered, Er,ps data are plotted from each full probe scan in ρ-space,
whereas Er,plume values are generated only at the peak insertion of the FSP (i.e.
during plume formation). Some of the variation in Er values obtained from the probe
measurements can be related to the different discharge conditions [36]. Overall, the
results indicate that values of radial electric field inferred from the two measurements
are of the same magnitude, but that the radial variation of the inferred Er profiles
is different. For example, while values for Er,plume are observed to be positive over
the full SOL (ρ > 0), indicating that Er only changes sign inside the separatrix,
data from both the FSP and the ASP suggest that the radial electric field changes
sign in the SOL, near ρ ∼ 1-3 mm. In addition, Er profiles measured by the probes
exhibit a steeper gradient near the separatrix relative to the plume-inferred results.
However, this apparent discrepancy may be a result of the lack of plume data near
the separatrix. Nonetheless, the comparison between Er,plume and Er,ps suggests the
possibility of an error in either the plume or probe measurements.
Comparisons between vE×B,plume and vE×B,pf for the same set of discharges are
shown in Figures 6-4 and 6-5. Again, data from both the FSP and ASP are given. For
each discharge considered, vE×B,pf data are plotted from each full probe scan in ρ-
space, whereas vE×B,plume values are generated only at the peak insertion of the FSP
(i.e. during plume formation). For β = 0 (Figure 6-4), plume results appear to be in
better agreement with the ASP data, while for β = 1 (Figure 6-5) vE×B,plume values
agree more favorably with the FSP results. The best level of agreement between
plume-inferred and probe-inferred values for vE×B is observed for FSP data with β
= 1 (Figure 6-5, top panel). This is not surprising, since the plumes are generated
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Figure 6-3: Comparison between radial electric field values obtained from plume data
and probe data for a number of ohmic L-mode discharges. The latter values are
calculated from the radial gradient of the inferred plasma potential (Equation 6.1).
Results indicate that values of Er inferred from the two measurements are of the
same magnitude, but that the radial variation of the inferred Er profiles is different.
This suggests the possibility of an error in either the plume or probe measurement.
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at the same location as the FSP measurements, and (as already noted) since relative
electron density fluctuations (n˜e/ne) and relative electron temperature fluctuations
(T˜e/Te) are thought to be approximately equal in the edge plasma. Nonetheless, in all
cases, the radial variation of the E × B velocity profile is similar for both plume and
probe measurements – for instance, each profile exhibits a peak in the velocity near
ρ = 2 mm, and remains relatively broad near the separatrix. These results suggest
an error in the measurement of Er calculated from a probe-sheath model (Er,ps).
However, there are discrepancies between the plume-inferred and probe-inferred
values for the E × B velocity. For example, values for vE×B,pf exhibit a strong varia-
tion with collisionality [36], which is not detected in the plume results. Unfortunately,
vE×B,plume measurements are also concentrated in a narrow region of ρ-space, due
to both the difficulty in generating plumes inside the separatrix, and because plumes
formed further out in the scrape-off layer cannot be used to infer local values of Er.
As a result, a systematic comparison of E × B velocity profiles inferred from the two
measurements (plume & probe) cannot be made at either smaller or larger values of ρ.
Nonetheless, the plume results suggest that measurement of the poloidal propagation
velocity of edge plasma fluctuations may be a reliable means of determining the local
value of radial electric field in the SOL.
Estimates for the radial electric field have also been made for plumes formed during
Enhanced Dα (EDA) H-mode. Plume emission has been generated both inside and
outside of the Quasi-Coherent (QC) mode layer, and results for the plume boomerang
angle suggest that the radial electric field changes sign inside the mode layer (e.g. see
Figure 3-8). Using ridge-line analysis, the values of Er are estimated to be 4.3 kV/m
outside of the mode layer (ρ = 3.64 mm) and -3.3 kV/m inside of the mode layer (ρ =
1.21 mm). In this case, radial electric field values inferred from a probe-sheath model
are 5.1 kV/m and 5.4 kV/m outside and inside of the QC mode layer, respectively.
These results indicate that probe measurements do not get the sign of Er correct in
the mode layer, suggesting that plumes may provide the only means of measuring
radial electric field in this region. In addition, the plume results suggest a strong
radial electric field gradient in the vicinity of the QC mode, of order ∼ 3.1 V/mm2.
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Figure 6-4: Comparison between E × B velocities obtained from plume and probe
data (both FSP and ASP) for a number of ohmic L-mode discharges. The latter
values are calculated by subtracting the drift-wave velocity (vd) from the poloidal
propagation velocity of edge plasma fluctuations (vph). In this case effects of finite
temperature fluctuations are neglected (i.e. β = 0 in Equation 6.4). The results
suggest better agreement between plume-inferred values and the ASP data, although
the velocity profile comparison is similar for both ASP and FSP results.
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Figure 6-5: Comparison between E × B velocities obtained from plume and probe
data (both FSP and ASP) for a number of ohmic L-mode discharges. The latter
values are calculated by subtracting the drift-wave velocity (vd) from the poloidal
propagation velocity of edge plasma fluctuations (vph). In this case effects of finite
temperature fluctuations are included (using β = 1 in Equation 6.4). For β = 1 the
results suggest better agreement between plume-inferred values and the FSP data.
Nonetheless, the velocity profile comparison is similar for both ASP and FSP data.
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6.2 Parallel flows in the far SOL
LIM has been used to simulate CIII plume emission generated in the far SOL. The
non-jet background/sputter source model is employed for these cases, since in this
region the recycling-induced density perturbation is expected to be small (see Fig-
ure 5-16). In addition, the parallel Mach number (M‖) is assumed to be constant
over the emission volume (on field lines outside of the probe presheath). The value of
M‖ inferred from simulation of the parallel plume asymmetry is therefore a volume-
averaged quantity.
For conditions typical of the far SOL, the simulated CIII parallel plume extent is
found to be quite sensitive to inputted values for the electron temperature. This is
primarily a result of the sharp variation in the C+2 ionization lifetime with Te under
these conditions. Simulation studies indicate that an increase in the temperature
profile of 25% can result in a reduction of the simulated CIII parallel plume extent
by ∼ 50%. This sensitivity suggests that simulation of the CIII parallel plume extent
may provide a cross-calibration for electron temperature measurements made by the
scanning probe.
Asymmetries in the parallel plume extent are expected to be sensitive to parallel
asymmetries of electron density and temperature in the presheath zones under con-
ditions typical of the far SOL. ne and Te asymmetries in the far SOL are thought
to result from the shorter connection length for field lines on the downstream side of
the probe (i.e. field lines connected to the outer divertor) relative to the upstream
side. As a result of the shorter connection length, cross-field particle and thermal
diffusion onto these field lines cannot make up for convective particle and heat losses
occuring on these field lines (which result from ion flow towards the probe), causing
a reduced electron density and temperature on the downstream side of the probe.
Probe measurements which illustrate the upstream/downstream temperature asym-
metry are shown in Figure 6-6 – for this case the electron temperature is ' 65%
lower on the downstream side relative to the upstream side. In principle, the parallel
mean-free path of impurity ions will differ on either side of the probe due to ne and
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Te asymmetries (since the ionization lifetime will differ), which can lead to a parallel
asymmetry in the impurity emission even in the absence of a background parallel
flow. However, results arising from these effects are thought to be small, since the
asymmetries only occur on field lines in the probe presheath (i.e. the fraction of the
emission volume over which the asymmetries exist is small). Nonetheless, parallel ne
and Te asymmetries are included in the simulation of far SOL plume emission. Results
from simulation studies indicate that the effect of including these asymmetries is a
modification in the parallel plume asymmetry by ∼ 10-15% (for typical values of the
asymmetry, e.g. ne,up/ne,down = Te,up/Te,down = 1.8). This suggests that uncertainties
in the plume-inferred values of M‖ resulting from the presence of parallel density and
temperature asymmetries are of the same order (i.e. ∼ 10-15%).
Using the non-jet background/sputter source model (with U0 = 5 eV and λ = 1
cm), and taking into account effects due to parallel ne and Te asymmetries in the
probe presheath, LIM has been used to simulate a pair of experimental CIII TVC
plumes generated in the far SOL plasma. These results are shown in Figures 6-7
and 6-8 (note that Figure 6-7 is the same as Figure 5-10). In the first case (Figure 6-
7) the experimental plume was generated during normal field operation, while in the
second case (Figure 6-8) the experimental plume was generated during reversed field
operation. In both cases the main difference between experiment and simulation is
the structure of the emission close to the injection, where reflections off the probe
head result in the experimental emission being peaked. However, in the far field,
inverse decay lengths obtained from a fit to the 1-D parallel emission profile are
approximately equal for both experiment and simulation in both cases.
To obtain a match between simulation and experiment for the normal field dis-
charge, it was necessary to increase the electron temperature profile inputted into the
simulation uniformly by 25% relative to measurements from the scanning probe. In
addition, for this simulation parallel ne and Te asymmetries in the probe presheath
were both taken to be 40% (i.e. ne,up/ne,down = Te,up/Te,down = 1.4). For these con-
ditions, the inferred Mach number was found to be M‖ = 0.18. This is significantly
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Figure 6-6: Comparison between electron temperature measurements made by the
scanning probe on the upstream and downstream side of the probe head for condi-
tions typical of the far SOL. These results indicate an asymmetry in the electron
temperature along B, which is due to the shorter connection length for field lines on
the downstream side of the probe. This asymmetry can lead to an asymmetry in the
parallel extent of the impurity emission even in the absence of a background parallel
flow, and is therefore accounted for in the simulation.
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Figure 6-7: Top panel: Comparison between experimental and simulated 2-D CIII
TVC plumes in the far SOL plasma, for normal field operation. Bottom panel: Com-
parison between 1-D parallel emission profiles for plumes shown above. Close to
the injection, reflections off the probe head result in the experimental emission be-
ing peaked. However in the far field inverse decay lengths are approximately equal
for experiment and simulation. The parallel Mach number inferred from the plume
simulation in this case is M‖ = 0.18.
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Figure 6-8: Top panel: Comparison between experimental and simulated 2-D CIII
TVC plumes in the far SOL plasma, for reversed field operation. Bottom panel:
Comparison between 1-D parallel emission profiles for plumes shown above. Close
to the injection, reflections off the probe head result in the experimental emission
being peaked. However in the far field inverse decay lengths are approximately equal
for experiment and simulation. The parallel Mach number inferred from the plume
simulation in this case is M‖ = 0.21.
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lower than the value measured by the scanning probe for this discharge (= 0.46;
calculated using Equation 2.1).
To simulate the experimental plume generated during reversed field operation, it
was necessary to decrease the electron temperature profile inputted into the simulation
uniformly by 25% relative to measurements from the scanning probe. In addition, for
this simulation parallel ne and Te asymmetries in the probe presheath were both taken
to be 100% (i.e. ne,up/ne,down = Te,up/Te,down = 2). The larger parallel asymmetry
required in this case relative to the normal field simulation is consistent with the larger
parallel asymmetry measured by the scanning probe in the reversed field discharge
relative to the normal field discharge. For these conditions, the inferred Mach number
was found to be M‖ = 0.21. This is again significantly lower than the value measured
by the scanning probe for this discharge (= 0.59; calculated using Equation 2.1).
One possible explanation for the discrepancy between plume-inferred and probe-
inferred values of M‖ is the small field line connection length on the downstream side
of the scanning probe. Equation 2.1 is based on a probe presheath model in which the
field line connection lengths upstream and downstream are both much larger than the
presheath connection length (i.e. the parallel distance over which cross-field diffusion
into the flux tube balances parallel transport to the probe surface). On the upstream
side of the probe this criterion is always met, whereas on the downstream side of the
probe this criterion is not satisfied in the far SOL. A consequence of this result is lower
electron density on the downstream side, which leads to a larger value for the probe-
inferred Mach number (since this quantity is related to the upstream/downstream
density ratio – see Equation 2.1). Thus, it is possible that low density on the down-
stream side of the probe, and not a strong parallel flow, is responsible for the large
values of M‖ inferred from the probe measurements. This suggests that it may be
necessary to use a more sophisticated Mach probe theory, i.e. one which corrects for
effects of small field line connection length relative to presheath connection length
(such as [24]), in the analysis of probe data from far SOL plasmas.
Another possible explanation for the discrepancy is that the plume-inferred results
for M‖ are volume-averaged while the probe-inferred results are localized. However,
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the plumes exist over a volume which is further out in the SOL than the probe
measurements. Therefore, if the values of M‖ inferred from the plumes are smaller
than the values inferred from the probe, then for these results to be consistent the
parallel Mach number must decrease with SOL depth. This is inconsistent with
general probe results (e.g. see Figure 3-21), which indicate that the Mach number
inferred from Equation 2.1 increases further out in the SOL. Differences between
plume and probe results cannot be explained as the result of volume-averaging.
The observations presented thus far suggest that effects arising from small field
line connection length on the downstream side of the probe result in a corruption of
the probe measurements. However, these effects are expected to be similar in both
the normal and reversed field discharges. Thus the measured difference in parallel
Mach number (∆M‖) inferred from both the plume and probe results might be in
better agreement. Unfortunately, the ∆M‖ value measured by the probe is also
larger than that measured by the plume (∆M‖ = 0.13 and 0.03 for the probe and
plume, respectively). Therefore, either the assumption that this value is independent
of connection length effects in incorrect, or there is another cause for the discrepancy
between plume and probe results. The latter may be a result of measurement errors
by the probe and/or the use of an inappropriate model for calculating M‖ from the
probe data, again suggesting that a more sophisticated Mach probe theory (such
as [24]) may be necessary. Discrepancies may also result from using an inappropriate
parallel flow model in the simulation, which suggests that a more sophisticated model
of background plasma flows in the far SOL may be necessary in LIM.
Nonetheless, the value for the plume-inferred parallel Mach number is found to
be larger in the reversed field discharge relative to the normal field discharge, which
is consistent with general probe results. In addition, the plume results suggest that
probe data obtained in the far SOL may be corrupted, indicating that plumes have
the potential to serve as a useful diagnostic for cross-calibrating Mach probe mea-
surements in this region. These results also imply that, if anything, the (FSP) Mach
probe over-estimates the flow towards the divertor in the far SOL, which strengthens
the argument for the main-chamber recycling view of scrape-off layer particle flow in
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Alcator C-Mod [38].
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Chapter 7
Summary
This chapter provides a summary of results from the gas injection plume experiments.
This includes a brief description of the emission structure dependencies on background
plasma conditions, the characterization of effects arising from probe insertion into
the scrape-off layer plasma, and an assessment of the utility of the impurity dispersal
plumes as an edge flow diagnostic. A discussion of possible improvements to the data
collection system and of further work which is necessary for development of the plume
physics model are also presented.
7.1 Results
7.1.1 Diagnostics
A unique system has been developed for studying impurity transport in the scrape-
off layer (SOL) of the Alcator C-Mod tokamak, in which impurity gas is injected
through the end of a reciprocating fast-scanning probe. More precisely, gas is in-
jected through the end of a capillary located in the center of the probe body and
connected to a nearby gas plenum. An inertial valve present inside the capillary
provides localization of the gas deposition near the probe’s end-of-stroke, while the
amount of gas injected is determined primarily by the plenum pressure. For typical
impurity plume experiments, gas deposition occurs over a period of 8-10 ms, with '
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5 × 1016 molecules of deuterated ethylene (C2D4) injected per probe scan.
The resultant impurity emission is imaged from two near-perpendicular views,
one from the top of the machine (TVC) and one from the side (SVC). These views
are obtained using coherent fiber bundles optically coupled to gated, intensified CCD
cameras through beam-splitters, allowing C+1 (CII) and C+2 (CIII) emission to be
captured simultaneously at each view location. In addition, the timing between the
cameras is synchronized, allowing images from each view location to be captured
simultaneously using a single video frame-grabber board.
A series of calibrations and alignments have been performed to convert the image
data to units of brightness and to map this data to field-aligned coordinates. These
transformations make it easier to differentiate between parallel and cross-field asym-
metries in the emission structure (which may be related to parallel and cross-field
transport coefficients), as well as allow a more direct comparison of experimental
data with simulation results, generated using a modified version of the LIM impurity
transport code.
7.1.2 Overview of impurity dispersal results
Impurity plume data have been collected from a variety of plasma discharges, over
a variety of background plasma conditions. In general both CII and CIII emission
exhibit an elongation along B, which is expected since ion transport is unconstrained
in this direction. However, the aspect ratio of the plumes is smaller than expected as a
result of the cross-field plume widths being larger than expected – expected values for
the cross-field widths being . 2 mm for CII emission and . 5 mm for CIII emission,
estimated using the dimensions of the gas injection capillary and typical values for the
cross-field diffusivity in the SOL. In most cases both the CII and CIII cross-field plume
widths are comparable to the cross-field probe size, suggesting that emission resulting
from sputtering of deposited carbon off the probe surface may contribute significantly
to the overall plume structure. Direct evidence for the existence of a sputter source for
the plumes is given in the form of a plume generated without gas injection (following
a probe scan with gas injection). The measured brightness of the resultant emission
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suggests that the contribution from sputtering can be important even during gas
injection. Based on these findings, a sputter source model for the impurity dispersal
has been developed in LIM. Simulation results indicate that the cross-field extent of
the plume emission is indeed determined by the probe head geometry, consistent with
the experimental observations (more discussion in section 7.1.3).
Plume emission structure is observed to depend on local values for the electron
density and temperature, as well as the location of plume formation in the scrape-off
layer. For example, the majority of CIII plumes generated in the near SOL exhibit
a parallel asymmetry indicative of flow away from the divertor (i.e. reversed flow),
while the majority of CII and CIII plumes generated in the far SOL exhibit a parallel
asymmetry indicative of flow towards the divertor. However, the direction of CIII
plume asymmetry in the near SOL is found to be uncorrelated with the direction
of background plasma flow measured by the scanning probe, suggesting that these
plume asymmetries may be caused by other physics.
Plume structure is also found to be sensitive to the plasma confinement mode, as a
result of the variation in radial electric field between L-mode and H-mode. In general,
the presence of a finite radial electric field at the gas injection location produces a
gull-wing or boomerang in the emission structure, indicating that the magnitude of
the emission boomerang angle may be related to the local value of Er. More generally,
the direction of the emission boomerang may be used to determine the sign of the
local radial electric field. For example, the direction of the boomerang angles for
CIII plumes generated inside and outside of the Quasi-Coherent (QC) mode layer
during Enhanced Dα (EDA) H-mode suggests that the QC mode exists in a region of
negative radial electric field, but that outside of the mode layer Er > 0.
In the near SOL, CIII plumes also exhibit a jet-like feature, indicated by non-
elliptical emission contours and large parallel extent relative to the ionization mean-
free path. A ridge-line analysis has been employed to determine the average parallel
velocity for C+2 ions present in the jet, and the results suggest that this velocity is
comparable to the impurity ion sound speed. A possible cause for this large parallel
velocity is the presence of a localized parallel electric field (E‖) near the probe tip,
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which provides directed parallel energy (away from the probe) to impurity ions formed
in this region. Plausibility arguments for the existence of such an electric field have
been investigated using numerical modelling (i.e. LIM – see section 7.1.3).
Finally, for CII and CIII plumes generated in both the near and far SOL, emission
viewed from the SVC is observed to have a larger cross-field width than emission
viewed from the TVC. From a comparison between 1-D cross-field emission profiles
for the two views, the existence of a strong impurity ion drift down the probe axis is
implied. A possible cause for this drift is the presence of a vertical E × B drift near
the probe surface. This has also been investigated using LIM (see section 7.1.3).
7.1.3 Probe-induced perturbations
Differences observed between the SVC and TVC cross-field plume widths are thought
to result from the existence of an E × B drift down the probe axis, where the electric
field is caused by the presence of large gradients in the probe-induced presheath
potential near the probe surface. LIM has been used to estimate the magnitude of the
drift velocity necessary to explain the observed plume width differences, and results
indicate that in the near SOL this velocity can be as large as 1000 m/s. However,
to get the simulated plume to have a spatial extent down the probe axis which is
similar to the experimental data, it is also necessary to postulate that the E × B
drift transports bulk plasma down the probe axis. This is of course possible since E
× B drifts affect all ion species equally. The effect is consistent with the formation of
a carbon layer over a finite extent of the probe surface. However, the drift and surface
layer formation models implemented in LIM are rather basic, and are not capable of
exploring the influence of the resultant E × B flow patterns on impurity and bulk
plasma transport in a self-consistent way. Instead, a simple model has been developed
to account for the contribution from sputtering of carbon deposited on the probe
surface to the overall plume emission, where the e-folding length (down the probe
axis) for carbon sputtering is specified to provide the best match between simulation
and experiment. Results indicate that this model is able to reproduce the cross-
field extent of the experimental plumes in all cases. In addition, the model provides
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an accurate simulation for the parallel extent of experimental emission generated in
the far SOL, suggesting that in this region of the plasma a sputtering launch-energy
distribution is appropriate for the carbon neutrals.
The parallel extent of experimental CIII plumes generated in the near SOL sug-
gests the existence of a mechanism which provides directed parallel energy to impurity
ions formed near the probe tip. Since coulomb collision rates between background
plasma and C+2 ions are small in this region, this mechanism must also be collision-
less. The presence of a localized parallel electric field above the probe tip, generated
as a result of a localized density perturbation which arises from background ion re-
cycling off the probe surface, is thought to be responsible. LIM has been used to
investigate the magnitude of the electric field that could be generated as a result of
ion recycling. Results from a perturbative analysis suggest that in the near SOL the
recycling perturbation is large, leading to a parallel variation in the plasma potential
which is of order the electron temperature. This variation is consistent with the re-
quirement that C+2 ions must be accelerated up to the impurity ion sound speed by
the electric field in order to explain the parallel extent of the jet. However, in the far
SOL the perturbation is weak, consistent with the observation of little or no jet-like
behavior for plumes formed in this region. In general, since E‖ is a result of a local-
ized density perturbation, the magnitude of the parallel electric field is thought to be
related to the ionization volume for the recycling deuterium neutrals, which depends
on the ionization mean-free path for these neutrals. Experimentally, the variation of
the recycling perturbation strength with the ionization mean-free path is found to
be strong. However, in LIM the trend is observed to be weaker, and suggests that a
finite level of perturbation exists even in the far SOL. Nonetheless, the general trends
are similar for experiment and simulation, indicating that the recycling perturbation
is indeed a likely cause for the jet-like behavior of impurity plumes formed in the near
SOL.
Results from density perturbation modelling have been incorporated back into
LIM for simulation of impurity plume dispersal in the near SOL. Using parallel elec-
tric fields consistent with the magnitude of the recycling perturbation, the simulation
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is able to reproduce the parallel extent of experimental CIII TVC plume emission.
However there remain two unresolved issues regarding the impurity jet model. First,
the structure of the parallel electric field necessary in the impurity plume simulation
is peaked relative to the structure of the field implied from the recycling perturba-
tion analysis, although for impurity ions in the far field (i.e. & 2 cm away from the
injection location along B) the total potential variation experienced is the same for
both cases. The peaked profile is necessary because the use of a broad parallel electric
field in the simulation leads to the appearance of a double-slope feature in the sim-
ulated 1-D parallel emission profiles, which is not observed experimentally. Second,
no mechanism has been produced which explains the parallel asymmetry observed
in experimental CIII plume emission generated in the near SOL. Possible causes for
this asymmetry include the existence of an asymmetric parallel electric field or a
systematic error in the imaging system calibration. However, these explanations are
again inconsistent with experimental observations – for example, the presence of an
asymmetric E‖ in LIM also results in the appearance of a double-slope feature in the
simulated 1-D parallel emission profiles. Nonetheless, unresolved issues aside, results
from the impurity jet model suggest that the presence of a localized parallel electric
field arising from ion recycling off the probe surface is responsible for explaining the
parallel extent of CIII emission generated in the near scrape-off layer plasma.
7.1.4 Application of plumes as an edge flow diagnostic
For plumes generated in the near SOL, the localization of the recycling-induced den-
sity perturbation allows a ridge-line analysis to be used to relate the cross-field devia-
tion of impurity ions present in the jet to the local radial electric field. Measurements
of Er based on analysis of CIII TVC plume data in the near SOL have been per-
formed for a number of ohmic L-mode discharges. These results were then compared
to estimates obtained from the scanning probe from two separate calculations: the
radial gradient of the inferred plasma potential profile, and the poloidal propagation
velocity of edge plasma fluctuations. While the magnitude of the radial electric field
inferred from the plume data is comparable to that calculated from the radial gra-
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dient of the inferred plasma potential profile, there exists better agreement for both
the magnitude and profile structure of Er between plume-inferred results and probe
measurements of the poloidal propagation velocity of edge plasma fluctuations. This
suggests that the latter technique may be a more reliable means of estimating the
radial electric field from probe data.
In addition, a ridge-line analysis has been used to relate CIII plume structure
to the radial electric field inside of and outside of the QC mode layer during EDA
H-mode. Results confirm that the QC mode exists in a region of negative Er (Er =
-3.3 kV/m). However, results derived from probe estimates of the inferred plasma
potential profile indicate the opposite sign for the radial electric field in this case,
suggesting that plumes may provide the only means of estimating Er in the QC
mode layer. The plume results also indicate that the radial electric field gradient
near the mode layer is large, of order 3 MV/m2.
In the far SOL, collisional coupling between background plasma and C+2 ions
is strong, suggesting that parallel asymmetries in the CIII plume emission can be
used to estimate values for the parallel flow velocity. Numerical modelling has been
used to extract volume-averaged values of the parallel Mach number (M‖) from plume
emission data generated in the far SOL for both a normal and reversed field discharge,
and these values have been compared to the scanning probe measurements. Plume
results indicate that the Mach number is larger in reversed field than in normal
field, which is consistent with the probe measurements. However, in both normal and
reversed field the values ofM‖ inferred from the plume structure are much smaller than
values inferred from the probe data. Part of this discrepancy results from a corruption
of the probe data in the far SOL, caused by short field line connection length on the
downstream side of the probe. However, there are additional difference between
the measurements which remain unexplained. Nonetheless, the results suggest that
plumes may have the potential to serve as a useful diagnostic for cross-calibrating
scanning probe measurements of M‖ in the far scrape-off layer.
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7.2 Future Work
Although impurity dispersal plumes have been used to gain an understanding of a
variety of interesting phenomena, there remains a great deal of work that could be
done to improve the diagnostic capabilities of the plumes. These include upgrades
to both the data collection system and the numerical modelling tools. Each of these
items is discussed below.
7.2.1 Diagnostic upgrades
Using data from the top view of the probe, the parallel extent of experimental CIII
emission generated in the near SOL has been simulated by including the presence of
a localized parallel electric field in the modelling. However, to determine the cross-
field transport of the impurity ions in this case (e.g. resulting from the presence of
a background radial electric field), it was neccesary to assume that the contribution
of emission from impurity ions in the jet dominates the total image signal. From a
toroidal view of the probe (i.e. a view in the R-Z plane), this information could in
principle be obtained more directly. For example, using this view it would be simple
to determine if impurity ions in the jet were drifting poloidally in the flux surface, as
a result of a local radial electric field, or if these ions were simply rotating toroidally.
The latter motion is thought to occur for background plasma ions in the near SOL, for
which the poloidal components of the E × B drift velocity and the parallel velocity
are found to approximately cancel [36]. From this view the distribution of impurity
ions inside and outside of the jet emission region could also be readily determined.
A toroidal view would also provide information on the extent of the vertical drift of
the impurity ions down the probe axis (i.e. the magnitude of the probe-induced E ×B
drift). To determine the extent to which this drift is responsible for transporting bulk
plasma ions down the probe axis, it would be ideal to have an additional Langmuir
probe located at a position further down the probe body.
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7.2.2 Plume physics modelling
A self-consistent calculation of the probe recycling perturbation is necessary to deter-
mine more accurately the effect of this perturbation on the impurity plume emission.
This involves determining the converged solution for the parallel density and elec-
tric field variation on all field lines outside of the probe presheath, and the ability
to implement this full 3-D solution in the numerical simulation. A more accurate
representation of the probe head geometry may also be useful for this analysis.
A self-consistent model for carbon deposition on the probe surface is also necessary
to develop a better understanding of the overall plume structure. In this analysis, the
3-D structure of the circulating E × B flow pattern which results from the structure
of the probe-induced presheath potential fields would also be included, as would
the effects of this flow on background plasma conditions. This model would have
the potential to provide an accurate simulation of the observed differences between
experimental SVC and TVC cross-field plume widths. This model would also provide
constraints for the contributions of gas injection and sputtering to the overall plume
emission, allowing for a direct calculation of the jet and non-jet emission component
fractions, and possibly producing a more accurate simulation of the 2-D emission
structure of experimental CIII plumes generated in the near SOL.
Finally, it is also necessary to develop models which provide more accurate ex-
planations for parallel asymmetries present in the experimental CIII emission. For
example, the implementation of a more sophisticated parallel flow model in LIM
may produce better agreement between the probe and plume results in the far SOL
(assuming that corruption of the probe data may also be accounted for), and there-
fore the development of such a model should be undertaken. Conversely, there is
currently no explanation for the appearance of parallel asymmetries in experimen-
tal CIII plumes generated in the near SOL. Some effort therefore needs to be spent
developing modelling tools which can be used to investigate possible causes.
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