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EXISTENCE AND UNIQUENESS OF
CONSTANT MEAN CURVATURE FOLIATIONS OF
GENERAL ASYMPTOTICALLY HYPERBOLIC 3-MANIFOLDS
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Abstract. In 1996, Huisen-Yau proved that every three-dimensional, asymp-
totically Schwarzschilden manifold with positive mass is uniquely foliated by
stable spheres of constant mean curvature and they defined the center of mass
using this CMC-foliation. Rigger and Neves-Tian showed in 2004 and 2009/10
analogous existence and uniqueness theorems for three-dimensional, asymp-
totically Anti-de Sitter and asymptotically hyperbolic manifolds with positive
mass aspect function, respectively. Last year, Cederbaum-Cortier-Sakovich
proved that the CMC-foliation characterizes the center of mass in the hyper-
bolic setting, too. In this article, the existence and the uniqueness of the
CMC-foliation are further generalized to the wider class of asymptotically hy-
perbolic manifolds which do not necessarily have a well-defined mass aspect
function, but only a timelike mass vector. Furthermore, we prove that the
CMC-foliation also characterizes the center of mass in this more general set-
ting.
1. Introduction
Huisken-Yau proved 1996 that manifolds which are asymptotic to the spatial
Schwarzschild metric with positive mass possess a foliation by stable constant mean
curvature (CMC) hypersurfaces, [HY96]. They used this foliation as a definition
for the center of mass of the manifold and also gave a coordinated version of this
center. Since then, this foliation proved to be a suitable tool for the study of
asymptotically Euclidean (i.e. asymptotically flat Riemannian) manifolds and sev-
eral generalizations of Huisken-Yau’s result were made, e.g. by Metzger, Huang,
Eichmair-Metzger, and the author, [Met07, Hua10, EM12, Ner15a, Ner15b]. In
2004, Rigger used Huisken-Yau’s method—the mean curvature flow—to prove the
existence and uniqueness of such a foliation for manifolds asymptotic to the spa-
tial Anti-de Sitter-Schwarzschild solution, [Rig04]. This result was generalized by
Neves-Tian and Chodosh, [NT09, NT10, Cho14].
In this article, we generalize the existence and uniqueness to the setting of asymp-
totically hyperbolic manifolds for which the full non-constant part of the curvature
is unknown. In particular, the mass aspect tensor of these manifolds is not nec-
essarily well-defined, as it was assumed by all results mentioned.1 Our method
of proof furthermore generalizes the result to manifolds with past-pointing mass
Date: May 10, 2018.
1As explained in Subsection 1.c Chodosh did not use the mass aspect tensor to prove existence,
i.e. convergence of the sinh(|x|)−3-term of the metric, but only its boundedness. However his
proof of uniqueness of the foliation needs the strong assumptions that the manifold is a compact
deformation of the Anti-de Sitter-Schwarzschild spatial solution.
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vector. Furthermore, we prove uniqueness of the CMC-leaves in a wide class of sur-
faces which was previously used by Neves-Tian in the restrictive case of a manifold
asymptotic to the spatial Anti-de Sitter-Schwarzschild solution. The combination
of our existence and uniqueness proof also implies that the CMC-foliation is stable
under perturbation of the metric.
As an additional result, we show that the center of mass defined by Cederbaum-
Cortier-Sakovich is in our general setting characterized by the CMC-foliation, too—
as Cederbaum-Cortier-Sakovich proved in the setting of a well-defined mass aspect
tensor, [CCS15]. Combined with [CCS15, Thm 5.1], this characterizes also the
evolution of the CMC-foliation in time, see Remark 6.4.
Finally, we prove a new regularity theorem for large, almost umbilic hypersur-
faces in the hyperbolic space.
1.a. The main results. Let us now state the main results in a simplified version—
for the full theorems see Theorems 3.1, 5.1, 5.2, 5.3, 6.1, and A.2. The meaning
of the assumed decay rates are discussed in Subsection 1.b and the corresponding
formal definitions are given in Definitions 2.4 and 2.6. In Subsection 1.c, we compare
our results with the previous ones.
Theorem 1 (Existence of the CMC-foliation, see Theorem 5.1)
Let (M, g) be a C2$,υ-asymptotically hyperbolic manifold with decay rates $ > 52
and υ > 3. If the mass vector is timelike, then M (outside of a compact set) is
foliated by surfaces σΣ of constant mean curvature σH ≡ −2 cosh(σ)sinh(σ) . Furthermore,
the hyperbolic coordinate center of σΣ converges to the hyperbolic center of mass.
Here, we used the definition of hyperbolic coordinate center and hyperbolic center
of mass by Cederbaum-Cortier-Sakovich, [CCS15], see Definition 2.10.
Theorem 2 (Uniqueness of the CMC-foliation, see Theorem 5.2)
Let (M, g) be a C2$,υ-asymptotically hyperbolic manifold with decay rates $ ∈ ( 52 ; 3]
and υ > 3. If the mass vector is timelike, then the CMC-surfaces constructed in
Theorem 1 are unique within the class
M ..=
S
2 ∼= Σ ↪→M
∣∣∣∣∣∣∣∣∣
r0 ≤ maxΣ |x| ≤ ζ
′min
Σ
|x|, H (Σ) ≡ −2 cosh(σ)sinh(σ) ,
Σ has −(4− η) sinh(σ)−2 -controlled instability,
c−1e2σ ≤ |Σ| ≤ c e2σ or η > 2
,
for every c ≥ 0, η ∈ (0 ; 4], and 1 ≤ ζ ′ < min{ 4$−52$ , υ3 }, where r0 ..= r0($, υ, c, η, ζ ′)
is finite.
The definition of controlled instability is given in Definition 2.18, but let us note
here that it is a weaker assumption than stability. In Remark 6, we explain the
differences between our uniqueness result and the ones by Neves-Tian.
As Rigger and Neves-Tian, we also prove regularity estimates for the CMC-
leaves, see below. Note that we prove an analogous theorem (not including the
estimates on κi) for a wide class of CMC-surfaces in C2$-asymptotically hyperbolic
manifolds with decay rate $ > 2 (not only $ > 52 )—if there exists such a CMC-
surface for such a decay rate, see Theorem 3.1. We explain in Remark 3.7 why it is
justified to expect that the regularity given here is optimal, i.e. that for any decay
rate between $ ∈ (2 ; 3] the regularity cannot be strengthened without additionally
assumptions on g .
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Theorem 3 (Regularity of the CMC-leaves, see Theorems 3.1 and 5.3)
Let p ∈ (1 ;∞) be a constant and (M, g) be a C2$,υ-asymptotically hyperbolic man-
ifold with decay rates $ ∈ [ 52 + ε ; 3] and υ = 3 + ε > 3. If the mass vector
is timelike, then the leaves σΣ of the CMC-foliation are almost umbilic, σk
◦ =
O0(e−$σ), and almost round, σg = sinh(σ)
2 (Ω + O2(e(2−$)σ)). Furthermore, the
three eigenvalues κi of the stability operator with smallest absolute value satisfy
κi = 6msinh(σ)3 + O0(e
−(3+ε)σ). In particular, these surfaces are stable if and only if
the mass vector is future-pointing.
The surfaces σΣ are graphs over (hyperbolic) geodesic spheres, σΣ = hgraph σς,
and their graph functions σς ∈W2,p(hS2σ( hσ~z)), their hyperbolic center hσ~z, and their
metric σg satisfy σς = O2(e(2−$)σ), hσ~z = h~Z+O0(e−εσ), and σg = sinh(σ + σς)
2 (Ω+
O2(e−(2+ε)σ)), respectively, where h~Z denotes the hyperbolic center of mass.
In particular, the above theorem gives a quantitative version of the statement
‘the hyperbolic coordinate center of σΣ converges to the hyperbolic center of mass’
from Theorem 1.
Our method of proof implies a stability of the surfaces under perturbations of
the metric—the precise statement can be found in Theorem 6.1.
Theorem 4 (Stability of the CMC-foliation, see Theorem 6.1 and Corollary 6.3)
Let (1M, 1g) and (2M, 2g) be two C2$,υ-asymptotically hyperbolic Riemannian metrics
with decay rates $ > 52 and υ > 3. In balanced coordinates, each CMC-leaf
1
σΣ
(CMC with respect to 1g) is as W2,p-close to the corresponding CMC-leaf 2σΣ (CMC
with respect to 2g) as the metrics are C1$-close to each other.
In particular, if a sequence of uniformly C2$,υ-asymptotically hyperbolic Riemann-
ian metrics ng on R3 \ B1(0) converges to a C2$,υ-asymptotically hyperbolic Rie-
mannian metric g with respect to the C1$-topology and the mass vectors of ng and
g are balanced, i.e. i−~m = (im0, 0, 0, 0) and −~m = (m0, 0, 0, 0), then each sequence of
CMC-leaves iσΣ converge in W2,p to the CMC-leaf σΣ of the limit metric and this
convergence is uniform in σ.
Note that this also implies a characterization of the evolution of the CMC-leafs
in time (under the Einstein equations), see Remark 6.4.
Finally, one of the central steps in our argument may be worth noting by it-
self: it is a regularity theorem for large, (pointwise) nearly umbilic surfaces with
(pointwise) nearly constant mean curvature in the hyperbolic space. Although, this
theorem seems to be very natural, it is a cruicial step in the proof of all the other
theorems. In fact, it contains one of the most central improvements of this article
compared to the one by Neves-Tian, [NT10].
Theorem 5 (Regularity of almost umbilic surfaces in H3, see Theorem A.2)
Let Σ ↪→ H3 be a hypersurface in the hyperbolic space H3 = (R3, hg). Assume that
the hyperbolic mean curvature of Σ is very close to a constant, hH = −2 cosh(σ)sinh(σ) +
O0(e(2+ε)σ), Σ is pointwise almost umbilic, hk
◦ = O0(e(1+ε
′)σ), is large, i.e. σ  1.
If Σ is also bounded by two geodesic spheres of radius 12σ and
3
2σ around some point
p ∈ H3, then it is a graph over a geodesic sphere, Σ = graph ς, this graph function
ς satisfies ς = O2(e−εσ), and Σ is as close to being umbilic as its mean curvature is
close to be constant, i.e. hk◦ = O0(e(2+ε)σ).
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Note that the results ς = O2(e−εσ) and hk
◦ = O0(e(2+ε)σ) are not necessarily
pointwise true, but only in a Sobolev/Lebesgue sense.
1.b. Decay rates. Throughout the paper, we study asymptotically hyperbolic
manifolds. This means, there is a given Riemannian manifold (M, g) and a co-
ordinate system of M (outside of some compact set) given such that g in these
coordinates is asymptotically equal to the hyperbolic metric hg . More precisely, we
compare the metric g with a reference metric rg (mostly the hyperbolic metric) and
assume that
g = rg + Ok
(
e−$|x|
)
, S = rS + O0
(
e−υ|x|
)
,
where $ ≤ υ and k are called decay rates (of the metric and the scalar curvature)
and decay order, respectively. Here, Ok(e−τ |x|) denotes a tensor E for which |E|hg ,
|h∇E|hg , |h∇h∇E|hg , . . . , |h∇kE|hg decay at infinity, i.e. for |x| → ∞, at least as fast
as e−τ |x|. Note that in many cases (e.g. in this article), we can weaken the above
assumption by only assuming
g = rg + Ok
(
e−$|x|
)
, S ≥ rS + O0
(
e−υ|x|
)
and still get more or less the same result, see Remark 2.5.
A very important example of an asymptotically hyperbolic manifold is the spatial
Anti-de Sitter-Schwarzschild solution mg satisfying
mg = hg +
2
3m
sinh(|x|) +O∞
(
e−5|x|
)
= dr2 +
(
sinh(|x|)2 +
2
3m
sinh(|x|)
)
Ω +O∞
(
e−5|x|
)
.
Furthermore, this metric has the same constant scalar curvature as the hyperbolic
space, mS = −6. Here, m 6= 0 denotes the mass parameter of the manifold.2 Note
that the first term which differs from the hyperbolic space is the mass term
1
3m
sinh(|x|)Ω
which is of order −3 (its components decay with sinh(|x|)−1 as |Ω|hg = sinh(|x|)−2).
In particular, we can calculate the first non-constant term (again of order −3) of
the Ricci curvature
(1) mRic = −2 + msinh(|x|)Ω−
2m
sinh(|x|)3 dr
2 + O∞
(
e−5|x|
)
without knowing the ‘error-term’ O∞(e−5|x|).
1.c. Known results. In [NT09], Neves-Tian generalized the results by Rigger,
[Rig04], by proving the existence and uniqueness of a CMC-foliation for a more
general class of asymptotically hyperbolic manifolds than Rigger used: Neves-Tian
assumed C25 -asymptotic to the Anti-de Sitter-Schwarzschild spatial solution, mean-
ing they assumed the decay rates υ = $ = 5 with the spatial anti-de Sitter metric
rg = mg as reference metric, i.e.
(2) g = mg + O2
(
e−5|x|
)
= hg + 2m3 sinh(|x|) Ω + O2
(
e−5|x|
)
.
In particular, the Ricci curvature in their setting is still of the form (1) for O0
instead of O∞.
2Note that we choose the mass parameter to be compatible with the definition of mass by
Chrus´ciel-Herzlich [CH03, Her15] differing from the definition used by Neves-Tian by a factor 2.
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In a second paper the following year, Neves-Tian further generalized this result
to the decay rate $ = 4 and the more general reference metric3 rg = hg + 4m3 sinh(|x|)3 ,
[NT10]—note that the increased the decay order to k = 3—, i.e. they assumed
(3) g = hg + 4m3 sinh(|x|) Ω + O3
(
e−4|x|
)
and therefore the Ricci curvature is of the form (1) when we replace m by Ωtrm and
O∞ by O1. This reference metric rg is characterized by the so called mass aspect
tensor m ∈ Ω(0,2)(S2) which got his name as its characterizes the mass vector−~m = (mα)α ∈ R3,1 via
m0 = 116pi
ˆ
S2
Ωtrm dΩµ, mi = 116pi
ˆ
S2
xi ΩtrmdΩµ,
where xi denote the Euclidean coordinates induces on S2 = S21(0). In these works,
Neves-Tian had to additionally assume that the mass m is positive and the mass
aspect function Ωtrm is positive, respectively. Both assumptions ensure that the
mass vector −~m = (mα)α is future-pointing and timelike. The latter seems to be
a necessary assumption for the existence of a unique CMC-foliation, see [CCS15].
However, the assumptions on the mass and mass aspect function are stronger than
the pure assumption of a future-pointing and timelike mass vector.
In contrast to Neves-Tian, Chodosh in [Cho14] assumed only control of the metric
up to the mass aspect order $ = 3 and S ≥ −6, i.e.
g = hg + O2
(
e−3|x|
)
, 0 ≤ e|x|(S + 6) ∈ L1(M),
and proved existence of isoperimetric regions Ω of volume V—in particular, ∂Ω is a
stable CMC-surface—for every sufficiently large volume V . Furthermore, he proved
uniqueness of these isoperimetric regions if (M, g) is identical to the Anti de-Sitter
space outside of some compact set.
In this paper, we generalize the existence and uniqueness of the CMC-foliation
to the decay rates $ > 52 and υ > 3. In doing so, we reach a decay rate below the
critical order of the mass aspect tensor. We note that in contrast to the Euclidean
setting, we still have to assume higher decay rates than $ > 32 and υ > 3 which
are the ones necessary to ensure that the mass vector is well-defined. As we do not
assume S ≥ hS ≡ −6, the CMC-leaves will not necessarily correspond to solutions
of the isoperimetric problem—as Chodosh proved under his stronger assumptions.
Remark 6 (Comparing the uniqueness result with the one by Neves-Tian). In
[NT09] and [NT10], Neves-Tian proved uniqueness in the class of stable constant
mean curvature surfaces Σ satisfying
max
Σ
|x| ≤ 65 minΣ |x|+ constant and maxΣ |x| ≤ minΣ |x|+ constant,
respectively. Here, there assumption were asymptotics to the spatial Anti-de Sitter
solution, i.e. (2), and a well-defined mass aspect tensor, i.e. (3), respectively. Our
uniqueness result holds within the class of constant mean curvature surfaces Σ with
3Note that this means for each asymptotically Anti-de Sitter metric, i.e. of the form (2), we
have m = m2 idS2 and not m = m idS2 as one could also think. These explains the additional factor
two.
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controlled instability4 and
max
Σ
|x| ≤ ζ ′min
Σ
|x|, ζ ′ < 2− 52$
$→3−−−→ 76 ,
i.e. it generalizes Neves-Tian’s first uniqueness result from decay rate $ = υ = 5
to decay rates $ ∈ ( 52 ; 3], υ > 3. Note that even for our extreme case $ = 3,
υ ≥ 72 , we do not achieve the factor ζ ′ = 65 which Neves-Tian used (for $ ≥ 5) but
only every ζ ′ < 76 . However we expect that if we apply our methods to one of their
setting, then the uniqueness should hold for a even larger radius factor ζ ′ > 65 .
Acknowledgment. The author wishes to thank Carla Cederbaum for discus-
sions on optimal decay rates and for sharing her knowledge on the hyperbolic center
of surfaces and asymptotically hyperbolic spaces. Furthermore, the proof of the
very important Theorem A.2 would not be possible without the inspiring conversa-
tions with several other people and therefore the author owes thanks to Sebastian
Heller and Gerhard Huisken for fruitful discussions on regularity of graphs, to Mat-
tias Dahl for very helpful comments on isometries of the hyperbolic space, and to
Katharina Radermacher for observing a necessary interpretations of an integral re-
lated to the coordinate center of regions in the hyperbolic space. Finally, the author
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Structure of the paper
In Section 2, we explain the notation and definitions used in this article. Al-
though it is quite technical, Section 3 contains the most important step in the
proof of all of the main theorems, namely the regularity theory of CMC-surfaces
in asymptotically hyperbolic spaces. In particular, we prove important inequalities
on the roundness of these surfaces. The stability of these surfaces is then proven
in Section 4. The existence and uniqueness theorems are proven in Section 5—
these proofs are based on the same continuity argument as the existence proofs by
Metzger and Neves-Tian in [Met07, NT10], but extend this proof structure to a
‘smooth’ argument as it was previously done by the author in [Ner15a]. Now, the
regularity theorem is a corollary of the results in Section 3. In the short Section 6,
we show the stability of the CMC-foliation, i.e. the stability of the CMC-leaves un-
der pertubations of the metric. Finally, we state and prove the regularity theorem
for almost umbilic surfaces in H3 in Appendix A.
2. Assumptions and notation
Notation 2.1 (Notations for the most important tensors)
In order to study foliations (near infinity) of three-dimensional Riemannian man-
ifolds by two-dimensional spheres, we have to deal with different manifolds (of
different or the same dimension) and different metrics on these manifolds, simul-
taneously. To distinguish between them, all three-dimensional quantities like the
surrounding manifold (M, g), its Ricci and scalar curvature Ric and S and all other
derived quantities carry a bar, while all two-dimensional quantities like the CMC
4This is a slightly weaker assumption than stability. We have to introduce this weaker version
to include the case of a past-pointing mass vector.
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leaf (Σ, g), its second fundamental form k, the trace-free part of its second funda-
mental form k◦ ..= k − 12 (trk)g , its Ricci, scalar, and mean curvature Ric, S , and
H ..= trk, its outer unit normal ν, and all other derived quantities do not.
Here, we interpret the second fundamental form and the normal vector of a hy-
persurface as quantities of the surface (and thus as two-dimensional). For example,
if σΣ is a hypersurface in M, then σν denotes its normal (and not σν). The same is
true for the ‘lapse function’ and the ‘shift vector’ of a hypersurfaces arising as a leaf
of a given deformation or foliation. Furthermore, we stress that the sign convention
used for the second fundamental form, i.e. k(X,Y ) = g(∇XY,ν) for X,Y ∈ X(Σ),
results in the negative mean curvature eH (S2r) ≡ −2r for the Euclidean sphere of
radius r.
Notation 2.2 (Left Indexes and accents of tensors)
If different two-dimensional manifolds or metrics are involved, then the lower left
index denotes the mean curvature index σ of the current leaf σΣ, i.e. the leaf
with mean curvature σH ≡ − cosh(σ)sinh(σ) , or the radius r of a coordinate sphere S2r(0).
Furthermore, quantities carry the upper left index h , e, and Ω if they are calculated
with respect to the hyperbolic metric hg , the Euclidean metric eg , and the standard
metric σΩ of the Euclidean sphere S2σ(0), correspondingly. We abuse notation and
suppress the left indexes, whenever it is clear from the context which manifold and
metric we refer to.
Notation 2.3 (Indexes)
We use upper case latin indices I, J , K, and L for the two-dimensional range {2, 3},
lower case latin indices i and j for the three-dimensional range {1, 2, 3}, and the
greek index α for the four-dimensional range {0, 1, 2, 3}. The Einstein summation
convention is used accordingly.
As there are different definitions of ‘asymptotically hyperbolic’ in the literature,
we now give the one used in this paper.
Definition 2.4 (C2$,υ-asymptotically hyperbolic Riemannian manifolds)
Let $, υ > 0 be constants. A triple (M, g , x) is called (three-dimensional) C2$,υ-
asymptotically hyperbolic Riemannian manifold if (M, g) is a three-dimensional
smooth Riemannian manifold and x : M \ L → R3 is a smooth chart of M out-
side a compact set L ⊆M such that there exists a constant c ≥ 0 with
(4)
∣∣g − hg ∣∣hg + ∣∣∣h∇(g − hg)∣∣∣hg + ∣∣∣Ric− hRic∣∣∣hg ≤ c e−$ |x|, ∣∣∣S − hS∣∣∣ ≤ c e−υ |x|,
where hg = dr2 +sinh(|x|)2 Ω and Ω denote the hyperbolic metric and the standard
metric of the Euclidean unit sphere S2, respectively. Here, these quantities are iden-
tified with their push-forward along x. Finally, (M, g , x) is called C2$-asymptotically
hyperbolic if it is C2$,$-asymptotically hyperbolic.
We often abuse notation and suppress the chart x.
Remark 2.5 (Alternative assumptions). We can weaken the assumption on S by
only assuming S ≥ hS + c e−υ|x|, (S − hS) ∈ L1( sinh(|x|) hµ) and still get the same
results except the following: In Theorem 3 (and 5.3), we do not achieve κi =
6m
sinh(σ)3 +O0(e
−(3+ε)σ) for the three eigenvalues κi of the (negative) stability operator
with smallest absolute value, but only κi ≥ 6msinh(σ)3 − O0(e−(3+ε)σ).
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Furthermore, we can weaken the above assumptions by only assuming
g = hg + o2
(
e−
5
2 |x|
)
, S = hS + o0
(
e−3|x|
)
, e|x|
(
S − hS
)
∈ L1(M \ L),
i.e. by replacing e−$|x| and e−υ|x| by f(|x|) and g(|x|), where f and g are smooth
functions on (0 ;∞) with
lim
r→∞ e
5
2 rf(r) = 0, lim
r→∞ e
3rg(r) = 0,
ˆ ∞
0
e3rg(r) dr <∞.
However, we then have to replace every e−ε|x| in the claims by h(σ) and can only
allow the radius factor ζ ′ = 1, where h = o0(σ0) is a smooth function on (0 ;∞)
with h(r)→ 0 as r →∞.
Finally, we can replace the above pointwise assumptions by Sobolev assumptions
(up to the third derivative of (g−hg) and the first of (S−hS)) as they were introduced
by Bartnik in the asymptotically Euclidean setting, [Bar86].
We use the definition of mass of an asymptotically hyperbolic manifold as it was
given by Chrus´ciel-Herzlich and Michel [CH03, Mic11].
Definition 2.6 (Mass of an asymptotically hyperbolic manifold [CH03, Mic11])
For a C2$,υ-asymptotically hyperbolic manifold (M, g , x) with $ ∈ ( 32 ; 3] and υ > 3
the mass vector −~m ∈ R1,3 is defined by −~m ..= lim
r→∞
−~m(S2r), where −~m(S2r(0)) ..=
(mα(S2r(0)))α and
mα(Σ) ..=
1
ωn
ˆ
Σ
(
Π
(
h∇Vα, ·
)
− Vα hdivΠ
)(hν)dhµ ∀α ∈ {0, . . . , 3},
where hν is the outer unit-normal of Σ ↪→ M, Π ..= htrer hg − er , er ..= g − hg ,
V0 ..= cosh(|x|), and Vi ..= sinh(|x|) xi|x| for i ∈ {1, . . . , 3}. The mass vector of
(M, g , x) is called timelike if
|−~m|2R3,1 ..= −m20 + |(mi)i|2R3 ..= −m20 +
3∑
i=1
m2i < 0
and it is called future-pointing if m0 > 0 and past-pointing if m0 < 0. Finally,
m ..= −|−~m|R3,1 > 0 and m ..= |−~m|R3,1 < 0 denote the total mass if the mass vector
is timelike future-pointing and timelike past-pointing, respectively.
Remark 2.7 (Some remarks on this definition). We recall some basic facts on this
mass for further information on it, we refer to [CH03, Mic11, DS15] and the citations
therein.
(i) −~m is well-defined if $ > 32 and υ > 3 and we can replace S2r(0) by any
surface rΣ sufficiently close to S2r(0), see Chrus´ciel-Herzlich’s and Michel’s
results, [CH03], [Mic11, Sect. IV.A.2].
(ii) Chrus´ciel-Herzlich have proven that −~m behaves under change of coordinates
as to be expected, [CH03]. In particular, there exists an isometry γ of the
hyperbolic space H3 such that
(5) −~m(γ ◦ x) = (m, 0, . . . , 0),
where −~m(γ ◦ x) denotes the mass with respect to the asymptotically hy-
perbolic coordinates γ ◦ x of M and with respect to this coordinates (4) is
still satisfied—for some constant c′ = c′(c,$,−~m) instead of c. Note that
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this isometry is (up to a rotation) uniquely determined by this property.
Furthermore, this proves that m is a geometric object, i.e. independent of
the chosen coordinates satisfying (4) for some $ > 32 and υ > 3.
(iii) Sakovich-Dahl proved that the mass depends continuously on the metric,
i.e. 1−~m is as close to 2−~m as the C2$,υ-asymptotically hyperbolic metrics 1g
and 2g are close to each other (in a sufficiently strong sense). In particular,
if ng → g (in a sufficiently strong sense) then −~m(ng) → −~m(g), [DS15].
Note that Theorem 6.1 and Corollary 6.3 imply the analogous result for
the CMC-foliation.
(iv) Neves-Tian and Cederbaum-Cortier-Sakovich called coordinates x satisfy-
ing (5) balanced, [NT10, CCS15]. Furthermore, Cederbaum-Cortier-Sako-
vich defined a center of mass vanashing for balanced coordinates and proved
(under their stricter assumptions) that it corresponds to the hyperbolic
center of the CMC-foliation which they also defined, [CCS15] and see Def-
inition 2.10. As side result, we prove the same result using our weaker
assumptions.
(v) Recently, Herzlich proved that this mass vector is equivalent to (what he
called) the Ricci version of the mass vector being
8pimα = − lim
r→∞
ˆ
S2r(0)
G
(
X
(α)
, rν
)
dµ, G ..= Ric−
(
1
2S + 1
)
g ,
see [Her15]. Here, the four conformal vector fieldsX(α) are defined using the
Poincare´ ball model of the hyperbolic space, i.e. a chart y : M\K → B1(0),
via
X(0) ..= yi ∂
∂yi
, X(i) ..= |y|2 ei − 2 yi yj ∂
∂yj
.
Note that this means
X(0) = sinh(|x|) x
i
|x|
∂
∂xi
, X(i) = ∂
∂xi
− sinh(|x|) x
i xj
|x|2
∂
∂xj
+ O∞
(
e−|x|
)
.
Furthermore, we can again replace S2r(0) by any surface rΣ sufficiently close
to S2r(0).
Definition 2.8 (Hyperbolic hawking mass, e.g. [Wan01])
If (Σ, g) is a closed hypersurface in a three-dimensional Riemannian manifold, then
mhH
..= mhH(Σ) ..=
( |Σ|
16pi
) 1
2
(
1− 18pi
ˆ
Σ
H 2 − 4
2 dµ
)
is called (hyperbolic) Hawking mass of Σ.
Remark 2.9 (Hawking and total mass). A direct calculation proves∣∣mhH(Σ)−m0∣∣ ≤ C (e−εr + d∗(Σ,S2r(0)))
for a suitable chosen definition of the ‘metric’ d∗, where r ..= minΣ |x|. This means
the hyperbolic Hawking mass approaches the 0th-component for surfaces sufficiently
close to the coordinate spheres around the coordinate origin. Remark 2.7.(v), the
Gauß-Bonnet theorem, the Gauß equation, and Theorem 3 proves mhH(σΣ) → m
for σ → ∞, where σΣ denote the CMC-leaf of mean curvature σH ≡ −2 cosh(σ)sinh(σ)
constructed in Theorem 1.
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Definition 2.10 (Hyperbolic center of a hypersurface and hyperbolic (coordinate)
center of mass, [CCS15, eq.(9), Def. 3.10])
Let Σ ↪→ H3 be a closed hypersurface in the hyperbolic space. The point ~z(Σ) ∈ H3
with
I(~z(Σ)) = ~zR3,1(Σ) =
~z′(Σ)√
−|~z′(Σ)|2R3,1
, z′α ..=
ˆ
Σ
Iα dhµ
is called (coordinated) hyperbolic center of Σ, where
I = (Iα)α : H
3 → R3,1 : x 7→
(
cosh(|x|), x
1 sinh(|x|)
|x| ,
x2 sinh(|x|)
|x| ,
x3 sinh(|x|)
|x|
)
is the natural embedding of H3 to the hyperboloid in the Minkowski spacetime.
If x is a C2$,υ-asymptotically hyperbolic chart of a Riemannian manifold (M, g),
then ~Z ∈ H3 with
I
(
~Z
)
..=
−~m√
−|−~m|2R3,1
is called hyperbolic (coordinate) center of mass (of M with respect to x).
Remark 2.11 (The center of mass and the CMC-foliation). In [CCS15], proved that
the CMC-foliation {σΣ}σ constructed by Neves-Tian in [NT10] characterizes the
center of mass in the following way: the (coordinate) hyperbolic center ~z(σΣ) of the
leaves of the foliation converge (as σ →∞) to the hyperbolic (coordinate) center of
mass of (M, g). Their proof for this result can also be applied to the CMC-foliation
constructed here, see Theorem 5.1.
As mentioned, we frequently use foliations. In the following, we characterize
them infinitesimally by their lapse functions and their shift vectors.
Definition 2.12 (Lapse functions, shift vectors)
Let θ > 0 and σ0 ∈ R be constants, I ⊇ (σ0 − θσ ;σ0 + θσ) be an interval, and
(M, g) be a Riemannian manifold. A smooth map Φ : I ×Σ → M is called defor-
mation of the closed hypersurface Σ = σ0Σ = Φ(σ0,Σ) ⊆M if σΦ( · ) ..= Φ(σ, · ) is a
diffeomorphism onto its image σΣ ..= σΦ(Σ) and σ0Φ ≡ idΣ. The decomposition of
∂σΦ into its normal and tangential parts can be written as
∂Φ
∂σ
= σu σν + σβ,
where σν is the outer unit normal to σΣ. The function σu : σΣ → R is called
lapse function and the vector field σβ ∈ X(σΣ) is called shift of Φ. If Φ is a
diffeomorphism, then it is called a foliation.
For notation convenience, we use the following abbreviated form for the contrac-
tion of two tensor fields.
Definition 2.13 (Tensor contraction)
Let (Σ, g) be a Riemannian manifold. The traced tensor product of a (0, k) tensor
field S and a (0, l) tensor field T on (Σ, g) with k, l > 0 is defined by
(S  T )I1...Ik−1J1...Jl−1 ..= SI1...Ik−1K gKL TLJ1...Jl−1 .
This definition is independent of the chosen frame.
Finally, we specify the definitions of Lebesgue and Sobolev norms on compact
Riemannian manifolds which we use throughout this article.
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Definition 2.14 (Lesbesgue and Sobolev norms)
If (Σ, g) is a two-dimensional, compact Riemannian manifold without boundary,
then the Lebesgue norms are defined by
‖T‖Lp(Σ) ..=
(ˆ
Σ
|T |pg dµ
) 1
p
∀ p ∈ [1 ;∞), ‖T‖L∞(Σ) ..= ess sup
Σ
|T |g ,
where T is an arbitrary measurable function (or tensor field) on Σ. Correspondingly,
Lp(Σ) is defined to be the set of all measurable functions (or tensor fields) on Σ for
which the Lp-norm is finite. The Sobolev norms are defined by
‖T‖Wk+1,p(Σ) ..= ‖T‖Lp(Σ) + |Σ|
1
2 ‖∇T‖Wk,p(Σ), ‖T‖W0,p(Σ) ..= ‖T‖Lp(Σ),
where k ∈ N≥0, p ∈ [1 ;∞] and T is any measurable function (or tensor field)
on Σ for which the k-th (weak) derivative exists. Correspondingly, Wk,p(Σ) is the
set of all such functions (or tensors fields) for which the Wk,p(Σ)-norm is finite.
Furthermore, Hk(Σ) denotes Wk,2(Σ) for any k ≥ 1 and H(Σ) ..= H1(Σ).
Remark 2.15. We directly see that natural Sobolev- and Poincare´ inequalities of
such a manifold Σ are of the form
‖T‖L2(Σ) ≤ cS‖T‖W1,1(Σ), ‖f − \f‖L2(Σ) ≤ cPoincare´‖∇f‖L1(Σ).
Let us explain a basic scaling property: If (nΣ, ng) ..= (Σ, n2 g) is a sequence of
rescaled versions of Σ and f ∈ C∞(Σ) is a function, then
‖f‖Lp(nΣ) =
( |nΣ|
|Σ|
) 1
p
‖f‖Lp(Σ), ‖n∇f‖Lp(nΣ) =
( |nΣ|
|Σ|
) 1
p− 12
‖∇f‖Lp(Σ)
‖f‖Wk,p(nΣ) =
( |nΣ|
|Σ|
) 1
p
‖f‖Wk,p(Σ),
i.e. these norms behave nicely under scaling. In particular, the Sobolev- and
Poincare´ inequalities are only optimal inequalities on a sequence of functions nf ∈
C∞(nΣ) if ‖nf‖Lp(nΣ) and |Σ|
1
2 ‖hn∇nf‖Lp(nΣ) have the same scaling behavior (as
n→∞). This will lead to some obstacle in the rest of the article.
Notation 2.16 (Hyperbolic radii)
If Σ is a two-dimensional manifold, then the real number R with |Σ| = 4pi sinh(R)2
is called (hyperbolic) area radius.
If Σ is a closed hypersurface of a three-dimensional Riemannian manifold and Σ
has constant mean curvature, then the real number σ with H ≡ −2 cosh(σ)sinh(σ) is called
(hyperbolic) mean curvature radius.
If Σ ↪→ R3 is a closed hypersurface in the Euclidean (or hyperbolic) space, then
the real number r ..= minΣ |x| and r ..= maxΣ |x| are called minimal and maximal
coordinate radius, respectively.
Remark 2.17. In the largest part of this article, we assume that these radii are
compatible, i.e. σ ≤ R + C ≤ r + C ′ ≤ σ + C ′′ and r ≤ r ≤ (1 + ζ)r for some
constant C, C ′, C ′′ being small (compared to the radii). For the surfaces studied
here, this compatibility is proven as first step in the proof of Theorem 3.1, where
we use an argument developed by Neves-Tian in [NT09, NT10].
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Finally, we need a kind of stability assumption on the CMC-surfaces. More
precisely, we do not need stability of the CMC-surfaces, but only a sufficient control
of the instability of the surface, as the author already used in [Ner15b] (a suggestion
by Carla Cederbaum). We note that this is not only a weaker assumption, but the
only one we can assume if the mass vector is past-pointing.
Definition 2.18 (α-controlled instability)
Let α ∈ R and c > 0 be constants. A closed hypersurface (Σ, g) with constant
mean curvature in a three-dimensional Riemannian manifold (M, g) has α-controlled
instability if the eigenvalues of the stability operator are bounded from bellow by
α, i.e. ˆ
|∇f |2g dµ ≥
ˆ (
|k|2g + Ric(ν,ν) + α
)
(f − \f)2 dµ ∀ f ∈ C1(Σ),
where \f ..=
ffl
f dµ ..= |Σ|−1 ´ f dµ.
We see that a CMC-hypersurface is non-strictly stable if and only if it has 0-
controlled instability and it is strictly stable if and only if it has α-controlled in-
stability with α > 0. Furthermore, it is obvious that any CMC-hypersurface with
−α-controlled instability has always −β-controlled instability if β > α.
3. Regularity of the hypersurfaces
In this section, we prove the central regularity result for CMC-surfaces. In Re-
mark 3.7, we explain why it is justified to expect that the regularity given here
is optimal, i.e. for every decay rate between $ ∈ (2 ; 3] the regularity cannot be
strengthened without additional assumptions on g . Note that we prove the regu-
larity theorems for CMC-surfaces in C2$,υ-asymptotically hyperbolic spaces up to
decay rate $ > 2 (and not $ > 52 )—if there exist such a CMC-surface for this decay
rate. Note furthermore, that it would be sufficient if H is W1,p-close to the constant
−2 cosh(σ)sinh(σ) instead of being this constant, i.e. if ‖H + 2 cosh(σ)sinh(σ) ‖W1,p(Σ) ≤ ce(
2
p−$)σ,
then we get the same results.
Let us state the main result of this section.
Theorem 3.1 (Regularity of a CMC-surface)
Let (M, g) be a C2$-asymptotically hyperbolic manifold with decay rate $ > 2. For
all constants η ∈ (0 ; 4], ζ ∈ [0 ; 1− 2$ ), c > 0, and p ∈ (1 ;∞), there exist constants
r0 = r0($, c, ζ, η, c) and C = C($, c, ζ, η, c, p) with the following property:
If Σ is a closed hypersurfaces in (M, g) diffeomorphic to S2 with constant mean
curvature H ≡ −2 cosh(σ)sinh(σ) and −(4− η) sinh(σ)−2-controlled instability which satis-
fies
(6) r ≤ (1 + ζ)r, r ≥ r0, η > 2 or c−1e2σ ≤ |Σ| ≤ c e2σ,
then ∥∥k◦∥∥Lp(Σ) + ∥∥∇k◦∥∥Lp(Σ) ≤ C e( 2p−$′)σ, $′ = $1 + ζ > 2
In this setting, there exist an isometry γ : H3 → H3 of the hyperbolic space H3 =
(R3, hg) and a function ς ∈W2,p(S2σ(0)) such that
γ(Σ) = hgraph ς, ‖ς‖W2,p(S2σ(0)) ≤ C e
(2+ 2p−$′)σ.
CMC-FOLIATIONS FOR ASYMPTOTICALLY HYPERBOLIC MANIFOLDS 13
Now, let us define the coordinate-invariant class of surfaces, we are working with.
Definition 3.2 (Regular spheres)
Let (M, g) be a three-dimensional Riemannian manifold. A hypersurface Σ ↪→
(M, g) is called regular sphere with radius σ and constants $ ∈ (0 ; 3], p ∈ (2 ;∞],
and c ≥ 0, in symbols Σ ∈ Rp$(c)σ, if Σ is a topological sphere with constant mean
curvature H ≡ −2 coshσsinhσ satisfying
c−1 e2σ ≤ |Σ| ≤ c e2σ,
∥∥∥∣∣Ric + 2g ∣∣g∥∥∥Lp(Σ) ≤ c e( 2p−$)σ,
where 2/p ..= 0 if p = ∞. Furthermore, Σ ∈ Rp$(c)σ is strictly regular, in symbols
Σ ∈ Rp$,υ(c)σ, if additionally ∥∥S∥∥L1(Σ) ≤ c e(2−υ)σ.
Remark 3.3 (An alternative assumption on the scalar curvature). Note that we can
actually replace the assumption ‖S‖L1(Σ) ≤ c e(2−υ)σ by ‖(S+6)−‖L1(Σ) ≤ c e(2−υ)σ,
where (S + 6)− ..= min{0, S + 6} denotes the negative part of S + 6.
Now, we prove that any regular sphere is in a L4-sense almost umbilic. The proof
is almost identical to the one of [Ner15b, Lemma 2.3] and familiar with the one of
[NT09, Prop. 4.3] (and its analog in [NT10]). However, as some technical steps are
slightly different, we recall the proof for the readers convenience.
Lemma 3.4 (First H- and L4-estimates for the second fundamental form)
Let (Σ, g) ∈ Rp$(c)σ be a regular sphere with −(4−η) sinh(σ)−2-controlled instability
within a three-dimensional Riemannian manifold (M, g), where $ ∈ (1 ; 3], p ∈
[2 ;∞], c ≥ 0, and η ∈ (0 ; 4] are constants. There are constants σ0 = σ0($, η, p, c)
and C = C($, η, p, c) such that
e−2σ
∥∥k◦∥∥2H(Σ) + ∥∥k◦∥∥4L4(Σ) ≤ C e2(1−$)σ
if σ > σ0.
Proof. As already done in [Met07, Prop. 3.3], [NT09, NT10], [Ner15a, Prop. 2.1],
[Ner15b, Lemma 2.3], we first integrate tr(∆k◦  k◦) and then integrate it by parts.
As in [Ner15b, Lemma 2.3], we do not use the Simon’s identity for ∆k, but the
following (equivalent but shorter) formula
∇divk = ∆k− div1
(
R ···ν
)− Ric k + R ·IJ· kIJ .
which can be proven equivalent to the Simon’s identity using normal coordinates
and the Codazzi equation.5 As we assumed dimΣ = 2 (and dim M = 3), we know
Ric = 12S g , R KIJL =
1
2S(gIK gJL − gILgJK). Therefore, a integration by parts
proves ∥∥∇k◦∥∥2L2(Σ) = ˆ divk divk◦ dµ− ˆ R (∇k◦ , ν) dµ
− 12
ˆ
Σ
S
(∣∣k◦ ∣∣2g + (gIK gJL − gILgJK) kJK k◦IL)dµ
= 2
∥∥Ricν∥∥2L2(Σ) − ˆ S ∣∣k◦ ∣∣2g dµ,
5Actually, this is true for every hypersurface Σ ↪→ (M, g) in any Riemannian manifolds (M, g).
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where we used H ≡ −2 cosh(σ)sinh(σ) . Thus, the Gauß equation and the assumptions Ric
imply ∣∣∣∣∥∥∇k◦∥∥2L2(Σ) + ˆ (S − 2 Ric(ν,ν) + 12H 2 − ∣∣k◦ ∣∣2g
) ∣∣k◦ ∣∣2g dµ∣∣∣∣ ≤ C e2(1−$)σ.
Now, we use the assumptions on H and Ric to get
(7)
∣∣∣∥∥∇k◦∥∥2L2(Σ) + 2 sinh(σ)−2 ∥∥k◦∥∥2L2(Σ) − ∥∥k◦∥∥4L4(Σ)∣∣∣ ≤ Cδ e2(1−$)σ + δ ∥∥k◦∥∥4L4(Σ),
where δ > 0 is arbitrary and Cδ depends on this δ. Note that we did not use the
control of the instability so far.
The −α ..= −(4− η) sinh(σ)−2-control of the instability of Σ for f ..= |k◦ |g means
‖∇f‖2L2(Σ) ≥
ˆ (
Ric(ν,ν) + |k|2g − α
)
(f − \f)2 dµ.
Inserting the assumption on H , we get
‖∇f‖2L2(Σ) ≥
ˆ ∣∣k◦ ∣∣2g f2 dµ+ ˆ
(
Ric(ν,ν) + 2 + 2
sinh(σ)2
− α
)
f2 dµ
+
ˆ
(H − \H )2 f2 dµ− 2 \f
ˆ (
Ric(ν,ν) + |k|2g − α
)
f dµ
+ \f2
ˆ
Ric(ν,ν) + |k|2g − α dµ
≥ (1− δ)∥∥k◦∥∥4L4(Σ) + (2 sinh(σ)−2−α)∥∥k◦∥∥2L2(Σ)
+ Cδ
∥∥H 2 − \H 2∥∥2L2(Σ) − C e(1−$)σ \f ∥∥k◦∥∥L2(Σ)
− C e(2−$)σ \f2 − Cδ e(2−2$)σ,
where we used the assumptions on Ric(ν,ν) and H as well as f ≥ 0 and \f ≥ 0
in the second step. Using the lower bound on |Σ|, the assumption on H − \H , and
\f =
ffl |k◦ |g dµ ≤ |Σ|− 12 ‖k◦‖L2(Σ), we get∥∥∥∇∣∣k◦ ∣∣g∥∥∥2L2(Σ) ≥ (1− δ)∥∥k◦∥∥4L4(Σ) + (2 sinh(σ)−2−α− C e−$σ)∥∥k◦∥∥2L2(Σ)(8)
− Cδ e(2−2$)σ.
In [SSY75, (1.28)], Schoen-Simon-Yau proved
(9) (2− δ)
∣∣∣∇ ∣∣k◦ ∣∣g ∣∣∣2g ≤ ∣∣∇k◦ ∣∣2g + Cδ ∣∣Ric∣∣2g
for minimal surfaces, where we note that Schoen-Simon-Yau did not use their min-
imality condition to prove the above inequality.6 For the readers convenience, we
repeat their proof of this inequality in our notation in Lemma B.1.
Now, (7), (8), and (9) imply∥∥∇k◦∥∥2L2(Σ) + 2 sinh(σ)−2 ∥∥k◦∥∥2L2(Σ)
≤ (1− δ)∥∥∇k◦∥∥2L2(Σ) − (2 sinh(σ)−2−α− C e−$σ)∥∥k◦∥∥2L2(Σ) + Cδ e2(1−$)σ
6In fact, they prove this inequality by brilliant algebraic argument in a suitable chosen chart.
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and we get∥∥∇k◦∥∥2L2(Σ) + (4 sinh(σ)−2−α− C e−$σ)∥∥k◦∥∥2L2(Σ) ≤ Cδ e2(1−$)σ.
With 4 sinh(σ)−2−α ≥ η sinh(σ)−2, this proves the claim for sufficiently large σ,
where we keep (7) in mind. ///
By the above and the Gauß equation, we have proven a L2-estimate on the Gauß
curvature. As in [Ner15b], we use this control to conclude that there exists a ‘good’
conformal parametrization of any regular sphere. This proof is almost identical to
the one of [Ner15b, Prop 2.4]. However, as some technical details are different, we
recall the proof nevertheless for the readers convenience.
Proposition 3.5 (Regularity of the spheres, intrinsic version)
Let (Σ, g) ∈ Rp$(c)σ be a hypersurface with −(4−η) sinh(σ)−2-controlled instability
within a three-dimensional Riemannian manifold (M, g), where $ ∈ (2 ; 3], p ∈
[2 ;∞], p∗ ≤ p, c ≥ 0, and η ∈ (0 ; 4] are constants. There are constants σ0 =
σ0(η, p, c) and C = C(η, p, c, p∗) and a conformal parametrization ϕ : S2 → Σ with
corresponding conformal factor v ∈ H2(S2), i.e. ϕ∗g = e2 v sinh(σ)2 Ω, such that
(10) ‖v‖W2,p∗ (S2,Ω) ≤ C e(2−$)σ,
∥∥k◦∥∥W1,p∗ (Σ) ≤ C e(1+ 2p−$)σ
if σ > σ0, where Ω denotes the standard metric of the Euclidean unit sphere and
p∗ ..= p if p ∈ (2 ;∞) and p∗ < ∞ arbitrary if p = ∞. In particular, the Sobolev
inequality holds on Σ.
Proof. By Lemma 3.4, we know ‖rS − 2‖L2(rΣ) ≤ C e(4−2$)σ  1 if σ is suffi-
ciently large, where (rΣ, rg) ..= sinh(σ)−1 (Σ, g) and where we used $ > 2. Thus,
we can use [Ner15b, Thm A.1] for p′ = 2 to conclude that there is a conformal
parametrization ψ of Σ such that the corresponding conformal factor v ∈ H2(Σ)
satisfies ‖v‖H2(Σ) ≤ C e
2−$
2 σ. In particular, the Sobolev inequality holds on Σ,
where the Sobolev constant does not depend on σ. Thus, H ≡ const and the
Simon’s identity, i.e.
(11) ∆k = div2R ···ν −∇Ricν + H
2
2 k
◦ +H k◦  k◦ − ∣∣k◦ ∣∣2g k− (tr23R ) k◦ + R ·IJ· k◦IJ ,
imply |k◦ | ≤ C e(1−$)σ, [Sim68, SSY75]. In particular, the Gauß curvature is pos-
itive. Thus, the regularity of the Laplace operator holds on Σ, where the corre-
sponding constants does not depend on σ, see [CK93, Cor. 2.3.1.2]. In particular,
(11) proves the second inequality in (10). Repeating the above argument, we also
get the first inequality in (10) for W2,p
∗
instead of H2. ///
Remark 3.6 (Comparing with Neves-Tian’s approach). Neves-Tian proved an anal-
ogous result in their settings. In their later paper [NT10] they apply De Lellis-
Mu¨ller’s beautiful theorem that surfaces in the Euclidean space with small trace-
free part of the second fundamental form can be written as perturbed coordinate
spheres. This was previously also used by Metzger (and later by the author) in
the Euclidean setting, [Met07, Ner15a]. To use this theorem in the hyperbolic set-
ting, Neves-Tian applied the conform invariants of ‖k◦‖L2(Σ) by switching to the
Poincare´ ball model of the hyperbolic space, in which the hyperbolic metric is con-
formally equivalent to the Euclidean one. Thus, they concluded that Σ is close to
an Euclidean sphere (in this model). To conclude that Σ is close to a hyperbolic
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sphere, they used their assumptions on the inner and outer radius on Σ, i.e. that
maxΣ |x| ≤ minΣ |x| + C. However, their approach heavily relies on their strong
decay assumptions (at least $ > 3) on g which had to satisfy (3) and on the strict
assumption on the coordinate radii (see above). In particular, it cannot be applied
when the decay rate of the error terms is e−3|x| or slower.
In their earlier paper [NT09], Neves-Tian used a different approach to show that
the CMC-surfaces are graphs over the coordinate sphere and to control their graph
function: after deducing some basic inequalities (as we did so far), they proved that
the distance |x| from the origin satisfies (in highest order) the partial differential
equation ∆|x| ≈ 1− e2|x|, i.e. that |x| is closed to a solution f ≈ |x| − σ of
(12) Ω∆f = 1− e2f
and recalled that these functions correspond to metrics g ..= e2fΩ on the Euclidean
sphere with constant Gauß curvature. It is well-known that the set of these metrics
is not compact and therefore |x| cannot be controlled by purely analyzing this
equation. Instead they proved the control using the assumed asymptotic of the
surrounding metric, i.e. that g is of the form (2). In principle, this is also the
approach which we use in the proof of Theorem A.2 for the graph function instead
of |x|. However, we cannot adapt Neves-Tian’s proofs as they again depend on
their restrictive assumption on the behavior of g near infinity (implying restrictive
inequalities on Ric and k◦).
We will later see that the estimates proven so far are not sufficient for what we
need in the later parts of the article. Let us therefore take a step back and compare
what we have proven so far with the expectation what should be provable.
Remark 3.7 (Expectation of the decay rate of k◦). Our approach in Lemma 3.4
(which is very similar to Neves-Tian’s approach) assumes that the error (∇k◦) in the
first derivative of the second fundamental form decays one order faster than the
error (k◦) of the second fundamental form itself. Namely, we have proven
sinh(σ)−1
∥∥k◦∥∥W1,p(Σ) = sinh(σ)−1 ∥∥k◦∥∥Lp(Σ) + ∥∥∇k◦∥∥Lp(Σ) ≤ C e( 2p−$)σ.
Note the factor sinh(σ)−1 before ‖k◦‖Lp(Σ) which does not appear before ‖∇k◦‖Lp(Σ).
This approach led to the optimal decay in the Euclidean setting, however it is not
optimal in the hyperbolic setting, as it does not consider that the tangential and the
‘radial’ vector fields behave in the hyperbolic setting differently under scaling. To
explain the consequences of this, we consider for a moment the coordinate spheres
hS2σ(0) in a C2$-asymptotically hyperbolic manifold (M, g). Here, the metric satisfies∥∥∥g − sinh(|x|)2 Ω∥∥∥
L∞(hS2σ(0))
≤ ∥∥g − hg∥∥L∞(hS2σ(0)) ≤ C e−$σ
and second fundamental form satisfies∥∥
σk
◦∥∥
L∞(hS2σ(0))
≤ ∥∥Lν(g − hg)∥∥L∞(hS2σ(0)) ≤ C e−$σ,∥∥
σ∇σk◦
∥∥
L∞(hS2σ(0))
≤ ∥∥∇Lν(g − hg)∥∥L∞(hS2σ(0)) + ∥∥Lν(g − hg)∥∥2L∞(hS2σ(0)) ≤ C e−$σ.
In particular, the error of the second fundamental form has the same decay rate as
the error of its derivative and is therefore not of lower decay rate, as it was implicitly
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assumed in Lemma 3.4 and in the articles by Neves-Tian. In other words, we should
be able to prove an inequality of the form∥∥∥g − sinh(|x|)2 Ω∥∥∥
L∞(Σ)
+
∥∥k◦∥∥L∞(Σ) + ∥∥∇k◦∥∥L∞(Σ) ≤ C e−$σ,
because this is true for the coordinate spheres, and the geometric spheres (the
CMC-surfaces) should (at least) be as round as the coordinate ones. Furthermore,
we see that we should not get stronger inequalities (on k◦ etc.) than the ones stated
above, because they are already as strong as the ones of the surrounding space, e.g.
if k◦ would decay faster, then Lν(g − hg) would also decay faster which would lead
to a stronger decay of g − hg than the one we assumed and we cannot hope for such
a ‘decay boostrap’ for g − hg .
As explained above, we cannot use Sobolev, Poincare´, or similar inequalities on
k◦ to conclude such a result, because these are only optimal when the derivative
(∇k◦) decays one order faster than the tensor (k◦) itself, see Remark 2.15. Thus,
instead of adding one additional derivative to k◦—and looking at ∇k◦—, we reduce
the derivatives by two and look at |x−p1| being the distance function to hS2σ(p1) for
some p1 ∈ R3. More precisely, we look at the graph function ς ∈ W2,p(hS2σ(p))—
after proving that it exists. Then, we establish optimal estimates for ς implying the
estimates on k◦ etc. explained above.
Proof of Theorem 3.1.
Step 1 (Σ is regular sphere): First, we have to prove that the mean curvature
radius σ is bounded from above by the coordinate radius r or more precisely that´
e2σ−2|x| dµ ≤ C. Here, we use an argument by Neves-Tian: A direct calculation
presented in [NT09, Prop. 3.4] shows∣∣∣∆|x| − ((4− 2|X|2)︸ ︷︷ ︸
≥2
e−2|x| + (H + 2) + (H + 2)
(
g
(
h∇|x|, ν
)
− 1
)
︸ ︷︷ ︸
≥0
+ |X|2︸︷︷︸
≥0
)∣∣∣
≤ C e−$|x|,
where X denotes the orthogonal projection of ∂r to the tangent space of Σ. In
particular, we have
∆|x| ≥ e−2|x|
(
2− Ce(2−$)|x|
)
− sinh(σ)−2 .
By integrating this inequality, we get
(13) sinh(σ)−2 ≥
(
2− Ce(2−$)r
)  
e−2|x| dµ ≥
 
e−2|x| dµ
being the inequality which we wanted. Note that this implies that σ is large if r is
large and that
ffl
e2σ−$|x| is arbitrary small if r is sufficiently large.
Now, let us assume that c−1e2σ ≤ |Σ| ≤ ce2σ is not a priori true. In particular,
we have η > 2 and by the above
´
e2(σ−|x|) dµ ≤ C sinh(R)2. We start as in
[NT09, Lemma 4.1] and use the test functions ϕi ..= xi ◦ ψ−1, where ψ : S2 → Σ
is a conformal parametrization of Σ with
´
ϕi dµ = 0. These were already used by
Huisken-Yau in [HY96, Prop. 5.3] and were based on an idea by Christodoulou-Yau,
[CY88]. By the controlled instability assumption, this implies
−8pi3 =
ˆ
S2
xi
Ω∆xi dΩµ =
ˆ
Σ
ϕi∆ϕi dµ ≤
ˆ ( 4− η
sinh(σ)2
− |k|2g − Ric(ν,ν)
)
ϕ2i dµ
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for every i ∈ {1, 2, 3}, where we have used the conformal invariance of ∆f dµ. Now,
we recall that (
∑
i ϕ
2
i ) ◦ ψ =
∑
i x
2
i ≡ 1 to get
8pi ≥
ˆ ∣∣k◦ ∣∣2g + H 2 − 42 + 2 + Ric(ν,ν)− 4− ηsinh(σ)2 dµ
≥ ∥∥k◦∥∥2L2(Σ) + ˆ η − 2sinh(σ)2 − C
ˆ
e−$|x| dµ.(14)
In particular, (13) gives
(η − 2) sinh(R)2 ≤ 8pi sinh(σ)2 +C e(2−$)r sinh(R)2
implying R ≤ σ+C, i.e. |Σ| ≤ Ce2σ. On the other hand, the Gauß-Bonnet theorem
and the Gauß equation combined with equations (13) and (14) give
8pi =
ˆ
S dµ =
ˆ (
S − 2Ric(ν,ν)− ∣∣k◦ ∣∣2g + H 22 dµ
)
≤ C
ˆ
e−$|x| dµ+
ˆ 2
sinh(σ)2
dµ ≤
(
8pi + C e(2−$)r
) sinh(R)2
sinh(σ)2
implying R ≥ σ + C, i.e. C−1e2σ ≤ |Σ|.
Now, we look again on the general setting. By the above, we have C−1 e2σ ≤
|Σ| ≤ C e2σ and by (13) we furthermore know σ ≤ r+C ≤ (1+ζ)r+C. In particular,
we see that Σ ∈ Rp$′(C)σ for some constant C = C($, c, ζ, η, c), $′ = $1+ζ , and
every p ∈ [1 ;∞].
Step 2 (applying everything proven so far and Theorem A.2) By the above, we
can apply Lemma 3.4 and Proposition 3.5 for $′ instead of $. In particular, the
Sobolev inequality holds and therefore the Simon’s identity and Lemma 3.4 imply∥∥k◦∥∥L∞(Σ) ≤ C e(1−$′)σ,
see for example [Ner15a, Prop. D.2]. Due to the assumptions on g , this implies for
sufficiently large σ that∥∥∥hk + hg∥∥∥
L∞(Σ)
≤ C e(1−$′)σ,
∥∥∥∥hH + 2 sinh(σ)cosh(σ)
∥∥∥∥
L∞(Σ)
≤ C e−$′σ.
Therefore, Theorem A.2 implies the existence of an isometry γ of the hyperbolic
space and of a function ς ∈W2,p(S2σ(0)) as in the claim of the theorem. Using the
regularity of the (weak) Laplace operator on the Simon’s identity (11), we get the
claimed estimate on ∇k◦ , too. This proves the claim. ///
Remark 3.8 (Not controlling the center). In [NT09, Sect. 7], Neves-Tian proved
a direct control on the hyperbolic center of the CMC surfaces7. To do so, they
brilliantly use the Kazdan-Warner identity to prove that this center is (in highest
order) identical to the center of mass which they assumed to vanish (by using
balanced coordinates). Here, they had to explicitly use that the Ricci curvature Ric
is (in highest order) characterized by the mass aspect function Ωtrm. In particular,
they had to exploit the fact that the error term in the metric decays faster than
the first non-constant term of the Ricci curvature. In our setting, we have that the
first non-constant term in the Ricci curvature can be of order e−$|x| being the same
7although the notation of the hyperbolic center was only later introduced by Cederbaum-
Cortier-Sakovich, [CCS15]
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order as the one of the error term hg− g . Therefore, we cannot use a method similar
to the one by Neves-Tian. Instead, we apply an a posteriori ansatz to control the
center of the CMC-surfaces, see Section 5.
4. Stability of the surfaces
In this section, we prove the stability of closed CMC-hypersurfaces in three-
dimensional, asymptotically hyperbolic Riemannian manifolds—at least for those
within our class of surfaces satisfying (6). Although, there are conceptually large
differences to the Euclidean setting (see Remark 4.2), formally the argument is more
or less identical with the one used by the author in the asymptotically Euclidean
setting, see [Ner15a, Ner15b]. We recall the main steps here nevertheless for the
readers convenience and to point out the conceptional differences.
First, we do a spectral analysis of the stability operator in order to prove that any
regular CMC-sphere is stable: We see that the eigenvalues of the stability operator
L of a C2$(c)σ-round sphere Σ are of order sinh(σ)
−2 except for three eigenvalues
of smaller order, where the stability operator of Σ is the linearization of the mean
curvature map. It is characterized by
Lf = ∆f +
(
Ric(ν,ν) + |k|2g
)
f ∀ f ∈ H2(Σ),
for more details see Proposition 4.3 or (in a more general context) [Bd12]. As we
prove in Proposition 4.3, the corresponding partition of H2(Σ) (respectively L2(Σ))
is (asymptotically) given as follows.
Definition 4.1 (Canonical partition of L2)
Let Σ be a C2$(c)σ-round sphere in M. Let gb be the L2(Σ)-orthogonal projection of
a function g ∈ L2(Σ) on the linear span of eigenfunctions of the (negative) Laplacian
with eigenvalue λ satisfying |λ− 2 sinh(σ)−2 | ≤ 32 sinh(σ)−2, i.e.
gb ..=
∑{
fi
ˆ
Σ
g fi dµ
∣∣∣∣ 12 ≤ sinh(σ)2 λi ≤ 72
}
∀ g ∈ L2(Σ),
where {fi}∞i=0 denotes a complete orthonormal system of L2(Σ) by eigenfunctions
fi of the (negative) Laplace operator with corresponding eigenvalue λi satisfying
0 ≤ λi ≤ λi+1. Finally, gd ..= g − gb denotes the rest of such a function g ∈ L2(Σ).
Elements of L2(Σ)b ..= {fb : f ∈ L2(Σ)} are called linearized boosts and those of
L2(Σ)d ..= {fd : f ∈ L2(Σ)} are called deformations.
Note that we here included rescalings (g ≡ \g ..= ffl g dµ) in the deformations.
Remark 4.2 (Linearized boosts). It is important to note that the space L2(Σ)b does
not correspond to translations as it does in the asymptotically Euclidean setting,
[Ner15a, Def. 2.6]. Instead it corresponds to the linearization of boosts of the
surrounding space.8
To see this, we recall that the isometries of the hyperbolic space (as hyperboloid
in the Minkowski spacetime) are given by the boosts and the rotations. If γ :
(−ε ; ε) × R3 → R3 is a family of hyperbolic isometries, i.e. γ(t, · ) : R3 → R3 is
an isometry of hg for every t ∈ (−ε ; ε), and P (0, · ) = idR3 , then X ..= (∂tγ)(0)
denotes its linearization and is a killing vector field. This killing vector field consists
of two parts, one rotation vector field (tangential to every sphere hS2r(0) around
8This is why we use the notation ( · )b instead of ( · )t which we used in the Euclidean setting.
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the origin) and a boost (orthogonal to every sphere hS2r(0) around the origin).
Therefore, the lapse function ru ..= hg(X, hν) on the sphere hS2r(0) ‘measures’ the
‘boost part’ of the linearization X of γ. By a direct calculation, we see that it
satisfies ru = rub. However as boosts are non-linear (in contrast to translations in
the Euclidean setting which are linear), ru is not independent of r.
Now, we connect the linearized boosts with the stability operator: In the notation
used above, γ(t, hS2r(0)) has constant mean curvature which is independent of t as
γ(t, · ) is a isometry. In particular, the lapse function must lay within the kernel
of the linearization of the mean curvature—being the stability operator. By a
dimension argument, we see that L2(Σ)b is the kernel of the stability operator.
This explains why these functions are the problematic ones when we study stability
of CMC-surfaces in asymptotically hyperbolic manifolds. Furthermore, we see that
we have to use the mass as it is what breaks the boost invariance of our metric.
Now, we can prove the announced stability proposition which is one of the central
tools for the proofs of the main theorems. Note that we need here the assumption
on the scalar curvature for the first time. A formally identical argument was used
in the asymptotically flat setting by the author in [Ner15a, Ner15b] and a familiar
argument (implicitly) by Huang [Hua10]. We do not give here the proof as it is (for-
mally) identical to the one of [Ner15a, Prop. 2.7] if we replace [Ner15a, Prop. 2.4],
the Euclidean mean curvature radius σ, and the translational part ( · )t in [Ner15a]
by Theorem 3.1, the (Euclidean) area radius eR ..=
√
(4pi)−1 |Σ| ≈ sinh(σ), and the
linearized boost ( · )b, respectively.
Proposition 4.3 (Stability)
Let $ =.. 52 +ε ∈ ( 52 ; 3], υ ≥ 3+ε, p ∈ [2 ;∞], c ≥ 0, and η ∈ (0 ; 4] be constants and
let (Σ, g) ∈ Rp$,υ(c)σ be a strictly regular sphere with radius σ in a three-dimensio-
nal Riemannian manifold (M, g). If Σ has −(4−η) sinh(σ)−2-controlled instability,
then there are constants σ0 = σ0(ε, c, |mhH|) and C = C(ε, c, |mhH|) such that∣∣∣∣∣
ˆ
Σ
(
Lgb
)
hb dµ− 6m
h
H
sinh(σ)3
ˆ
Σ
gb hb dµ
∣∣∣∣∣ ≤ C e−(3+ε)σ ∥∥gb∥∥L2(Σ) ∥∥hb∥∥L2(Σ),∥∥gd∥∥L2(Σ) ≤ sinh(σ)2∥∥Lgd∥∥L2(Σ)
for every g, h ∈ H2(Σ) if σ > σ0, where mhH = mhH(Σ) denotes the hyperbolic
Hawking mass of Σ. Furthermore, the corresponding Wk,p-inequalities∥∥gb∥∥W3,p(Σ) ≤
(
sinh(σ)3
6
∣∣mhH∣∣ + C e(3−ε)σ
)
‖Lg‖Lp(Σ),∥∥gd∥∥W2,p(Σ) ≤ C e2σ ‖Lg‖Lp(Σ),∥∥Hes◦s g∥∥Lp(Σ) ≤ C e( 12−ε)σ ‖Lg‖Lp(Σ)
hold for every function g ∈W2,p(Σ) and p ∈ [2 ;∞) if σ > σ0.
If in the above setting f ∈ H2(Σ) is an eigenfunction of −L with corresponding
eigenvalue κ ∈ (− 32 sinh(σ)−2 ; 32 sinh(σ)−2), then
(15)
∥∥∥ f d∥∥∥
H2(Σ)
≤ C e−( 12 +ε)σ∥∥ f ∥∥H2(Σ),
∣∣∣∣∣κ− 6mhHsinh(σ)3
∣∣∣∣∣ ≤ C e−(3+ε)σ.
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Remark 4.4. Note that if only the weaker assumption on the scalar curvature S is
valid, see Remark 3.3, then (15) is not true as stated above. Instead we get
(15’)
∥∥∥ f d∥∥∥
H2(Σ)
≤ C e−( 12 +ε)σ∥∥ f ∥∥H2(Σ), κ ≥ 6mhHsinh(σ)3 − C e−(3+ε)σ.
Note furthermore that the Gauß-Bonnet theorem, the Gauß equation, and Propo-
sition 3.5 imply∣∣∣∣∣mhH − |Σ|
1
2
16pi 32
ˆ (
Ric−
(
S
2 + 1
)
g
)
(ν,ν) dµ
∣∣∣∣∣ ≤ C e−εσ σ→∞−−−−→ 0.
In particular, if Σ and γ are as in Theorem 3.1, then |mhH−m0| ≤ C e−εσ and we can
therefore replace mhH by m0. We will later see that in our setting γ ◦x are balanced
coordinates and thus mhH can be replaced by the total mass m ∈ {±|−~m|R3,1}.
5. Existence and uniqueness of the CMC-foliation
In this section, we prove the existence of the CMC-foliation as well as the unique-
ness and stability of the leaves of the foliation. This is done analogously to [Ner15a,
Sect. 3] which uses the proof structure of [Met07] also used in [NT10]. In contrast
to these works, the proof of the uniqueness presented here has to deal with an addi-
tional obstruction due to the fast that the CMC-surfaces are a priori non-concentric
(around the center of mass), see Remark 3.8.
Let us start by stating the existence and uniqueness results.
Theorem 5.1 (Existence of the CMC-foliation)
Let (M, g) be a three-dimensional C2$,υ-asymptotically hyperbolic manifold with time-
like mass vector and decay rates $ > 52 and υ > 3. There are a finite radius σ0,
a compact set K ⊆M, and a diffeomorphism Φ : (σ0 ;∞)× S2 →M \K such that
σΣ ..= Φ(σ,Σ) has constant mean curvature σH ≡ −2 cosh(σ)sinh(σ) and the sequence of
the hyperbolic centers of σΣ converge to the center of mass of (M, g) as σ →∞.
Here, we use the definition of the hyperbolic center of a surface and the center
of mass as as defined by Cederbaum-Cortier-Sakovich, [CCS15, Def. 3.10], see Defi-
nition 2.10. Note that this result does not correspond to the (non-)existence result
of the center of mass in the asymptotically flat setting, see [CN14].
Theorem 5.2 (Uniqueness of the CMC-foliation)
Let (M, g) be a three-dimensional C2$,υ-asymptotically hyperbolic manifold with time-
like mass vector and decay rates $ ∈ ( 52 ; 3] and υ > 3. For all constants c ≥ 0,
η ∈ (0 ; 4], and 0 ≤ ζ < min{ 2$−52$ , υ−33 } there is a constant r0 = r0($, υ, ζ, c, η)
with the following property:
If Σ ↪→ M is a closed hypersurfaces diffeomorphic to S2 with constant mean
curvature H ≡ −2 cosh(σ)sinh(σ) and −(4− η) sinh(σ)−2-controlled instability satisfying
r ≤ (1 + ζ)r, r ≥ r0, η > 2 or c−1e2σ ≤ |Σ| ≤ c e2σ,
then Σ is the CMC-surface σΣ defined in Theorem 5.1.
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Furthermore, our proof of this existence result includes the following stability
and regularity statements for each of the leaves of the foliation.
Theorem 5.3 (Regularity of the CMC-leaves)
Let p ∈ (1 ;∞) be a constant and (M, g) be a three-dimensional C2$,υ-asymptotically
hyperbolic manifold with timelike mass vector and decay rates $ ≥ 52 + ε ∈ ( 52 ; 3],
υ ≥ 3 + ε. There exist a constant C = C(ε, c,m) and functions σς ∈W2,p(hS2σ(σ~z))
and σς ′ ∈W2,p(hS2σ(~Z)) such that Σ = hgraph (σς) = hgraph (σς ′) and
‖σς ′‖W2,p(hS2σ(~Z)) ≤ C e
( 2p−ε)σ,
∥∥k◦∥∥Lp(Σ) + e−2σ‖σς‖W2,p(hS2σ(σ~z)) ≤ C e( 2p−$)σ,
where σΣ, hS2r(p), σ~z, ~Z denote the CMC-leaves of Theorem 5.1, the geodesic ball
of radius r around p ∈ H3, the hyperbolic centers of σΣ, and the hyperbolic center
of mass ~Z, respectively.
Furthermore, the ith-smallest eigenvalue σκi of the (negative) stability operator
of σΣ satisfies
σκ0 ≤ −32 sinh(σ)2 ,
∣∣∣∣∣σκi − 6msinh(σ)3
∣∣∣∣∣ ≤ C e−(3+ε)σ, σκj ≥ 32 sinh(σ)2
where i ∈ {1, 2, 3}, j > 3, and where ε > 0 with $ ≥ 52 + ε and υ ≥ 3 + ε.
Assumptions 5.4 (Assumptions for the following)
Let (M, g , x) be a three-dimensional C2$,υ-asymptotically hyperbolic Riemannian
manifold with positive mass −~m and decay rates $ > 52 and υ > 3 and set ε ..=
min{$− 52 , υ− 3, 12}. Without loss of generality, the balancing condition holds, i.e.
−~m = (m, 0, 0, 0),
see Remark 2.7. Let mg be the Anti-de Sitter metric of mass −~m = (m, 0, 0, 0), in
particular
mg ..= dr2 + sinh(|x|)2
(
1 +
−~m+ Err
3 sinh(|x|)3
)
Ω,
where Err ∈ C∞(M) satisfies∣∣∣h∇(k) Err∣∣∣
hg
≤ Ck e−2 |x| ∀ k ∈ N.
Furthermore, let {τg}τ∈[0 ; 1] be the family of convex combinations of 0g ..= mg and
1g ..= g , i.e. τg ..= mg + τ (g − mg).
We note that the idea to choose balanced coordinates was already explained and
used by Cederbaum-Cortier-Sakovich in [CCS15, Thm 3.9]—under their assump-
tions.
Assumptions 5.5 (Existence and regularity intervals)
Let σ  0 be a constant. Assume that Φ : I × S2 →M is a C1-map such that
(I-1) I ⊆ [0 ; 1] is a interval with 0 ∈ I;
(I-2) τΣ ..= Φ(τ,S2) has constant mean curvature τH ≡ −2 cosh(σ)sinh(σ) with respect
to τg ..= mg + τ (g − mg);
(I-3) 0Σ = S2r(σ)(0) for the specific radius r(σ) for which
0
r(σ)H ≡ −2 cosh(σ)sinh(σ) ;
(I-4) ∂τΦ is orthogonal to τΣ for every τ ∈ I.
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Furthermore, let I be maximal, i.e. if Φ′ : I ′ × S2 →M satisfies the above assump-
tions for the same σ, then I ′ ⊆ I.
Let c ≥ 0, η ∈ (0 ; 4], and ζ ∈ [0 ; 1− 55+2ε ) be fixed constants and let J ⊆ I be
the maximal interval containing 0 such that
(J-1) η > 2 or c−1e2σ ≤ |Σ| ≤ c e2σ and (in both cases) r ≤ (1 + ζ)r;
(J-2) τΣ has −(4− η) sinh(σ)−2-controlled instability. .
If we choose σ and c sufficiently large then such a Φ exists for some I ⊇ J ⊇ {0},
because mg is the AdS-metric with mass −~m 6= 0. Now, we first show that I contains
a neighborhood of J in [0 ; 1], then that J is open and closed in I, i.e. J = I. This
implies that I is open in [0 ; 1] and a simple convergence argument finishes the proof
that I = [0 ; 1].
Lemma 5.6 (I is a neighborhood of J)
There is a constant σ0 = σ0(ε,−~m, η, ζ, ζ ′, c) such that I contains a neighborhood of
J in [0 ; 1] if σ > σ0. Furthermore, Φ is uniquely defined on a neighborhood of J .
Proof. This is implied by Prop. 4.3. The full details of the proof are identical to
the ones explained in [Ner15a, Lemma 3.5]. ///
As in [Ner15a, Lemma 3.5], we see furthermore that x ◦ Φ is differentiable as a
map from I to W2,p(S2;R3). Thus, all quantities used in the definition of J depend
continuously on τ ∈ J . As the assumptions of elements in J are closed ones, this
implies that J is closed in I. Therefore, we only have to prove that J is open in I
to conclude I = J . To do so, we need the following estimates on the lapse function
of Φ:
Lemma 5.7 (First estimates on the lapse function)
Let τu ..= τg(∂τΦ(τ), τν) denote the lapse function of Φ, where τν is the outer
unit normal of Σ ↪→ (M, τg). For every p ∈ (1 ;∞), there is a constant C =
C(ε,−~m, η, ζ, c, p) independent of σ and τ such that for every τ ∈ J∥∥∥τud∥∥∥
W2,p(τΣ)
≤ C e(2+ 2p−$)σ, ‖τu‖W2,p(τΣ) ≤ C e
2
p σ.
If the isometry γ of Theorem 3.1 can be chosen such that γ ◦ x are balanced coor-
dinates, −~m(γ ◦ x) = (m, 0, 0, 0), then∥∥∥τud∥∥∥
W2,p(τΣ)
≤ C e(2+ 2p−$)σ, ‖τu‖W2,p(τΣ) ≤ C e(
2
p−ε)σ.
Proof. Per definition, we know
(16) Lu = −∂
τH (τ0Σ)
∂x
= −J(ν) + divkν − tr
(
k k),
where we suppressed superindex τ and where the artificial quantities are defined by
2k ..= mg−g , J ..= div(trk g−k), and kν ..= k(ν, ·), see for example [Ner13, Prop. 3.7]
for M̂ ..= [0 ; 1] ×M and ĝ ..= −dτ2 + g .9 In particular, we know |Lu| ≤ C e−$ |x|.
Thus, Proposition 4.3 implies∥∥ud∥∥W2,p(Σ) ≤ C e( 2p− 12−ε)σ
9Actually, AdSk and AdSJ are the second fundamental form and the momentum density of
{τ0} ×M ↪→ (M̂, ĝ).
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and therefore using Proposition 4.3 again, we get (in the notation of Definition 4.1)∣∣∣∣∣ub − sinh3(σ)6mhH
3∑
i=1
fi
ˆ
fiLudµ
∣∣∣∣∣ ≤ C e(2−$)σ.
Furthermore, Theorem 3.1 implies∥∥νid∥∥W1,p(Σ) ≤ C e(2−$+ 2p )σ, ∣∣∣∣‖νi‖2L2(Σ) − |Σ|3
∣∣∣∣ ≤ C e(4−$)σ.
Thus, we can replace {fi}3i=1 by {
√
3
2
√
pi sinh(σ) νi}3i=1 and get∣∣∣∣ub − δij νj8pim0
ˆ
sinh(|x’|) νi Ludµ
∣∣∣∣ ≤ C e−ε σ,
where x′ = γ ◦ x are the new coordinates defined using the H3-isometry of Theo-
rem 3.1. Thus, Definition 2.6, Theorem 3.1, and equation (16), imply∣∣ub∣∣ ≤ ∣∣m0(x′)∣∣−1 ∣∣∣(mi(x′))3
i=1
∣∣∣
R3
+ C e−ε σ ≤ 2,
where we used that −~m is timelike.
If x′ are balanced coordinates, then we see that (5) is (in highest order) identical
to the definition of the center of mass, when we keep (16) and Theorem 3.1 in mind.
Therefore, |ub| ≤ C e−εσ. ///
Lemma 5.8 (J = I)
There exist constants σ0 = σ0(ε,−~m, η, ζ, c), c′ = c′(ε,−~m, η, ζ, c), η0 ∈ [0 ; 1) such
that J = I if σ > σ0, c ≥ c′, and η = η0, i.e. τΣ ∈ Rp$(c′)σ for every τ ∈ I if
σ > σ0.
Proof. Fix τ0 ∈ J . By Prop. 4.3, τΣ has −C sinh(σ)−3-controlled instability if
σ is sufficiently large. Now due to the continuity of Φ explained above, we can
assume that there is a neighborhood of τ0 in I such that τΣ ∈ Rp$(2 c)σ and τΣ
satisfies (J-1)–(J-2) for 2 c instead of c and η = 12 . Thus, we only have to control
the ‘τ -derivative’ of τc and τζ for surfaces τΣ ∈ Rp$(τc)σ to prove the claim. Fix an
artificial time τ0 ∈ J and let C denote any constant depending on ε, −~m, τζ, and τc
for τ < τ0.
By Lemma 5.7, we know
min
0Σ
|x| − 3τ ≤ min
τΣ
|x| ≤ max
τΣ
|x| ≤ max
0Σ
|x|+ 3τ,
∣∣∣ |τΣ| − |0Σ|∣∣∣ ≤ C e(2−ε)σ
and therefore τΣ satisfies (J-1) and (J-2) for c∗ = c+C τ and every ζ∗ > ζ instead of
c and ζ, respectively. Note that ζ∗ and C are chosen independently of τ . Therefore,
J is open in I for fixed constants ζ∗, c∗, η = 12 . As we already know that J is also
closed in I and that I is connected (as it is an interval), this proves the claim. ///
Now, we can finally prove that I = [0 ; 1]. In particular, there exists a surface
σΣ with constant mean curvature σH ≡ −2 cosh(σ)sinh(σ) with respect to g .
Lemma 5.9 (I = [0 ; 1])
There is a constant σ0 = σ0(|−~m|, $, υ, c) such that I = [0 ; 1] if σ > σ0.
Proof. Analogous to the one of [Ner15a, Lemma 3.7]. ///
As we use the uniqueness and regularity of the CMC-leaves in order to prove that
they foliate M, let us first prove the uniqueness and regularity of these surfaces.
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Proof of Theorem 5.2. First, we note that by our assumptions on ζ, we can apply
Theorem 3.1 on Σ with $′ = $1+ζ >
5
2 . Therefore, our assumptions on ζ imply
|Ric|hg ≤ C e−(
5
2 +δ)σ and |S | ≤ C e−(3+δ)σ on Σ for some δ ∈ (0 ; ε]. In particular,
we can apply Proposition 4.3 on Σ.
Thus, we can repeat everything done in the current section, but replace the
assumptions (I-1) and (I-3) with ‘I ⊆ [0 ; 1] is a interval with 1 ∈ I’ and ‘1Σ = Σ
for the given surface Σ’, respectively.10 In particular, we get that there exists a
C1-map Φ : [0 ; 1] × S2 → M such that Φ(τ,S2) is a CMC-surface with respect
to τg = τ g + (1 − τ)mg . Now we note that Φ(0,S2) is uniquely determined by
H (Φ(0,S2)) ≡ H (Σ) as 0g = mg , see [Bre13]. By Lemma 5.6, this implies that Σ
is uniquely determined by H (Σ)—at least within the class given in Theorem 5.2.
This proves the claim. ///
Proof of Theorem 5.3. Without loss of generality, we can assume that x are bal-
anced coordinates, i.e. −~m = (m, 0, 0, 0). In particular, the second case of Lemma 5.7
is valid at the artificial time τ = 0. Arguing as in Lemma 5.8, we see that the same
is true for all τ ∈ [0 ; 1]. Thus, Theorem 3.1 proves the claim, where we get the
additionally estimates on σς ′ by integrating τu along τ , where we recall that we
have chosen coordinates with ~Z = 0. ///
Proof of Theorem 5.1. By Lemma 5.9, there is a constant σ0 = σ0(ε,−~m, η, ζ, c) and
a map Φ : [0 ; 1]× (σ0 ;∞)×S2 →M such that τσΣ ..= Φ(τ, σ,S2) has constant mean
curvature τσH ≡ −2 cosh(σ)sinh(σ) with respect to τg . Furthermore, there is a constant
c′ = c′(ε,−~m, η, ζ, c) such that τσΣ ∈ Rp$(c′)σ for every τ ∈ [0 ; 1] and σ > σ0 due to
Lemma 5.8. In particular, the stability operator is invertible and an argument as
in Lemma 5.6 ensures that we can choose Φ : [0 ; 1]× (σ0 ;∞)→W2,p(S2;R3) to be
continuously differentiable, when we keep the uniqueness (Theorem 5.2) in mind.
The only claim left to prove is the foliation property of τΦ ..= Φ(τ, ·, ·). Let σu ..=
g(∂Φ/∂σ, ν) denote the lapse function in σ-direction. In particular, the foliation
property holds if ‖σu− 1‖L∞(Σ) → 0 for σ →∞. As in the proof of Lemma 5.8, we
know that
L(σu− 1) = ∂
τ
σH
∂σ
− Ric(σν, σν)− |σk|2
σg
= −Ric(σν, σν)− 2−
∣∣
σk
◦ ∣∣2
σg
.
By Theorem 3.1, this implies |L(u− 1) + Ric(σν, σν) + 2| ≤ C e−2$σ. In particular,
we have |L(σu− 1)| ≤ C e−$σ implying |ud| ≤ C e(2−$)σ. And therefore—again as
in Lemma 5.8—, we get∣∣∣∣∣u− 1− sinh(σ)4pim
3∑
i=1
ˆ
G˜(σν, ∂r)
xi
|x| dµ νi
∣∣∣∣∣ ≤ C e−ε σ,
where G˜ ..= Ric− ( 12S − 1)g . By Theorem 5.3, this implies
|u− 1| =
∣∣∣∣u− 1− mim νi
∣∣∣∣ ≤ ∣∣∣∣u− 1− sinh(σ)4pimhH
ˆ
G˜(σν, ∂r)
xi
|x| dµνi
∣∣∣∣+ Ceεσ ≤ Ceεσ ,
10Here, Lemma 5.8 a priori is only true for η0 ∈ [0 ; η+η
∗
2 ) instead of η0 ∈ [0 ; 1), where
η∗ ..= min{ 2$−52$ , υ−33 }.
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where we used that we have chosen balanced coordinates and Herzlich’s Ricci ver-
sion of the mass vector, see [Her15] and Remark 2.7.(v). As explained above, this
proves the claim. ///
6. Stability of the CMC-foliation under perturbation of the metric
Furthermore, we get the following stability result with respect to perturbations
of the metric for the CMC-foliation.11
Theorem 6.1
Let (iM, ig) be two C2$,υ-asymptotically hyperbolic Riemannian manifolds with decay
rates $ ≥ 52 + ε > 52 and υ ≥ 3 + ε and denote by ix the corresponding balanced
coordinates. If ϑ > 0 is such that∣∣1x∗1g − 2x∗2g ∣∣hg + ∣∣∣h∇(1x∗1g − 2x∗2g)∣∣∣hg ≤ ϑ e−(2+ε),
then there exist a constant C = C($, υ, ci) and a family of functions {σς}σ with
σς ∈W2,p(1σΣ) such that
1x(graph σς) = 2x
(2
σΣ
)
, ‖σς‖W2,p(1σΣ) ≤ C ϑe(
2
p−ε)σ ∀σ > σ0,
where iσΣ denotes the surfaces constructed in Theorem 5.1 with mean curvature
i
σH ≡ −2 cosh(σ)sinh(σ) with respect to ig . The functions σς depend continuously on σ,
i.e. ς : (σ0 ;∞) → W2,p(S2) : σ → σς ◦ 1Φ(σ, · ) is continuous, where 1Φ is as in
Theorem 5.1.
Note that this continuity result for the CMC-foliation corresponds directly to
the continuity result for the mass of the metric proven by Dahl-Sakovich [DS15].
Proof of Theorem 6.1. We identify ix∗ig with ig . By the same arguments as in
Section 5, we get that for every σ > 0, there exists a C1 map σΦ : [0 ; 1]× S2 → R3
such that σΦ(τ,S2) has constant mean curvature H ≡ −2 cosh(σ)sinh(σ) with respect to
τg . Now, the estimates in Lemma 5.7 prove∥∥g(∂τ σΦ, τν)∥∥W2,p(Φ(τ,S2)) ≤ C e( 2p−ε)σ ∀ τ ∈ [0 ; 1]. ///
Remark 6.2. Note that we need only that the metrics are (asymptotically) equal
up to the first derivative. This is due to the fact that the lapse function, i.e. (16),
depends only on the first derivatives of 1g − 2g . However, we still needed that the
metrics are asymptotically hyperbolic up to the second derivative to ensure that
the surfaces exist.
Corollary 6.3
Let (nM, ng), (M, g) be C2$,υ-asymptotically hyperbolic Riemannian manifolds with
decay rates $ > 52 and υ > 3 and uniformly bounded constants nc. Denote by nx
and x the corresponding balanced coordinates. If
lim sup
|x|→∞
e2|x|
(∣∣nx∗ng − x∗g ∣∣hg + ∣∣∣h∇(nx∗ng − x∗g)∣∣∣hg
)
n→∞−−−−→ 0,
11Note that the corresponding result is true for the asymptotically flat setting. This can easily
be seen by analyzing the authors proof of the existence of the CMC-foliation, [Ner15a, Thm 3.1].
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then nx(nσΣ) converge in the Wk,p-sense to x(σΣ) and this convergence is uniformly
in σ, where nσΣ and σΣ denote the surface constructed in Theorem 5.1 with mean
curvature nσH ≡ −2 cosh(σ)sinh(σ) and σH ≡ −2 cosh(σ)sinh(σ) with respect to ng and g , respec-
tively.
Proof. Exactly as the proof of Theorem 6.1 for ng and g . ///
Remark 6.4 (A comment on the evolution in time). In [Ner13], the author proved
the following: If a family (M, tg , tk) of C2-asymptotically Euclidean initial data sets
evolves in time according to the Einstein equations (with lapse function α ≈ 1
and shift vector ~¯β ≈ ~0), then their CMC-foliations evolve in time by translating
by the quotient of the linear momentum ~P and the total mass −~m. In particular,
the Euclidean coordinate center tσ~z (with respect to a suitable C -asymptotically
Euclidean coordinate system) of the CMC-leaf tσΣ of fixed mean curvature tσH ≡ − 2σ
with respect to tg satisfies ∂t(−~m tσ~z) = ~P +O(σ−ε) as motivated by their Newtonian
counterparts. By the time it was already proven, see [Sza06], that the same is
true at infinity, i.e. if the total center of mass t~Z is well-defined12, then it satisfies
∂t(m t~Z) = ~P .
In [CCS15], Cederbaum-Cortier-Sakovich proved the analogous result (at in-
finity) for asymptotically hyperbolic manifolds: for a given family (M, tg , tk) of
C2-asymptotically hyperbolic initial data sets evolving in time accordinate to the
Einstein equations (with lapse function α = cosh(|x|) +O0(e−( 12 +ε)|x|) and shift
vector ~¯β = O0(e−(3+ε)|x|)) the hyperbolic center of mass t~Z of (M, tg) satisfies
‘∂t(t−~mt~Z) = ~P ’,13 where ~P denotes the linear momentum defined in the cited arti-
cle.14 . Put differently, we can say that the linear momentum uniquely determines
boosts tγ : H3 → H3 such that that the center of mass of (M, tg) with respect to
tγ ◦ x is time-independent. Applying Theorem 6.1, this implies that the evolution
of the CMC-leaf tσΣ of (M, tg) is (up to an error of order e−εσ) given by this boost,
i.e. by the linear momentum.
Appendix A. A hyperbolic W2,p-regularity
We recall that the second fundamental form of a hypersurface in the Euclidean
(or hyperbolic) space can interpreted as the derivative of the Gauß map. Therefore,
it is quite obvious that a sufficient control of the second fundamental form gives a
control of the shape of the surface. In [DLM05], De Lellis-Mu¨ller proved exactly
this in the Euclidean space:
Theorem A.1 ([DLM05])
If Σ ↪→ R3 is a smooth, compact, connected hypersurface without boundary, then∥∥∥∥ek− 1r eg
∥∥∥∥
L2(Σ)
≤ cU
∥∥ek◦∥∥L2(Σ),
where r ..= eR ..=
√
(4pi)−1 e|Σ| and where cU is an universal constant. If addition-
ally ‖ek◦‖L2(Σ) ≤ 8pi, then there exists a conformal parametrization ψ : eS2r(p) → Σ
12We recall that this is a non-trivial assumption in the asymptotically Euclidean setting.
13More precisely, they proved ∂t[I(tm t~Z)] = ~P for the natural embedding I : H3 → R3,1, see
Definition 2.10
14Actually, the quantity used in [CCS15] as linear momentum was previously used in [CMT06]
but interpreted differently. We refer to [CCS15, Sect. 4&5] for the details.
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such that
‖ψ − id‖H2(eS2r(p)) ≤ cU
e|Σ|∥∥ek◦∥∥L2(Σ),
where p ∈ R3 is some point and where id is the natural embedding of eS2r(p) ↪→ R3.
By giving explicit counterexamples, De Lellis-Mu¨ller furthermore proved that
this theorem is optimal, i.e. their assumptions cannot be weakened. When we
assume stricter assumption on k◦ (e.g. pointwise smallness), then it is relatively easy
to use De Lellis-Mu¨ller’s result to conclude that Σ is even an Euclidean graph over
the Euclidean sphere eS2r(p).
Neves-Tian used the Poincare´ ball model y : H3 → eB31(0) and the conformal
invariance of ‖k◦‖L2(Σ) to apply De Lellis-Mu¨ller’s theorem for a surface Σ with small
hyperbolic tracefree second fundamental form hk◦ , i.e. to apply it in the hyperbolic
setting. However, they needed to additionally prove an estimate on the Euclidean
(with respect to the Poincare´ model) surface area e|y(Σ)| of Σ where they had to
use additional assumptions on Σ (besides smallness of hk◦). As mentioned above,
they concluded that y(Σ) is in fact a Euclidean graph over an Euclidean sphere and
got strict estimates on the graph function—both by using pointwise smallness of
hk◦ . But to conclude that it is also a hyperbolic graph over an hyperbolic sphere and
to get estimates on the hyperbolic graph function, they had again to use additional
assumptions on Σ being very strict assumption on the minimal r and maximal r
(hyperbolic) geodesic distance to the origin. More precisely, r − r = O0(r0) was
assumed to be very small (compared to r  1).
In this section, we choose a different approach to prove that a given hypersurface
is a hyperbolic graph over a hyperbolic sphere, where we directly use the strong
assumptions satisfied by the surfaces Σ which we study: they are large |Σ|  1, have
(pointwise) almost constant mean curvature hH (Σ) ≈ hH (hS2σ(0)), are (pointwise)
almost umbilic hk◦ ≈ 0, and satisfy the estimate 3−η′3 r ≤ σ ≤ (1 + η′)r on the
minimal r and maximal r (hyperbolic) geodesic distance to the origin as well as
the mean curvature radius σ defined using the mean curvature, where η′ ∈ [0 ; 1).
The latter can be expressed without using coordinates by the assumption Σ ⊆
hB2(1+ζ)σ(p0)\hB2(1−ζ)σ(p0) ⊆ H3, where ζ ∈ [0 ; 12 ) is a constant and hB2r (p0) denotes
the hyperbolic geodesic ball of radius r around some point p0.
Obviously, this hyperbolic result is by far not as strong as the result by De Lellis-
Mu¨ller as we only look at large spheres, assume pointwise inequalities as well as
additional inequalities on H and on the minimal and maximal distance to some
point. In particular in contrast to De Lellis-Mu¨ller’s result, the theorem presented
here is not optimal in the sense that it should also hold if we remove some of the
assumptions.
Theorem A.2
For all constants ε ∈ (0 ; 1], c > 0, ζ ∈ [0 ; 12 ), and p ∈ (1 ;∞), there exist constants
σ0 = σ0(ε, ζ, c, p) and C = C(ε, ζ, c, p) with the following property:
Let σ > σ0 be a constant, Σ ↪→ R3 be a closed hypersurface in the three-dimen-
sional hyperbolic space, and p0 ∈ R3 be a point in the inside of Σ. If∥∥∥∥∥ hk2 + cosh(σ)sinh(σ) hg
∥∥∥∥∥
L∞(Σ)
≤ c e−(1+ε)σ,
∥∥∥∥∥ hH2 + cosh(σ)sinh(σ)
∥∥∥∥∥
Lp(Σ)
≤ C h|Σ| 1p e−(2+ε)σ,
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and Σ ⊆ hB2(1+ζ)σ(p0) \ hB2(1−ζ)σ(p0), then there exists a point p1 and a function
ς ∈W2,p(Shσ(p1)) with Σ = hgraph ς and
‖ς‖W2,p(Shσ(p1),Ω) + e
(2− 2p )σ
∥∥∥hk◦∥∥∥
Lp(Σ)
+ e2σ
∥∥∥h∇ hd¯p1 − hν∥∥∥2L∞(Σ) ≤ C e−εσ,
where hν denotes the hyperbolic outer unit normal of Σ and where Ω = sinh(σ)−2 hg
denotes the rescaled metric on S2σ(p1).
Here, hB2r (p) and hS2r(p) denote the hg -geodesic ball and the hg -geodesic sphere
of radius r around p ∈ H3, respectively. Furthermore, the hg -geodesic graph of
a function ς ∈ C0(S2r(p)) is defined by hgraph ς ..= {hexpp(ς(p) hrνp) : p ∈ hS2r(p)},
where hrν is the outer unit normal of hS2r(p) and hexp denotes the exponential map—
both with respect to hg . Note that the assumption on k◦ implies that the assumption
on hH is also satisfied pointwise, i.e. for p = ∞, but only for the reduce the decay
rate, i.e. for C e−(1+ε) instead of C e−(2+ε).
Remark A.3 (Characterizing the isometry). A direct analyze of the proof shows
that the hyperbolic distance of p0 and p1 is at most of order e−2σ maxi |
´
Ω
xi
|x| dhµ|.
Furthermore, p1 can be chosen such that if γ : R3 → R3 is an isometry of the
hyperbolic space with γ(0) = p1, then
1
2
ˆ
S2
(
sinh(ς) cosh(ς)−ς
)
pi dΩµ =
ˆ
Ω
γi ◦ x
|γ ◦ x| d
hµ = 0,
where Ω is the interior of Σ.
Remark A.4 (On the proof). The proof of this theorem contains three steps. The
first step is to prove that Σ is a graph over the coordinate sphere and to obtain
first (weak) inequalities for the graph function. This step is a modification of
the author’s previous proof of a similar result in the Euclidean setting, [Ner15a,
Cor. E.1]. As several details have to be changed, we nevertheless demonstrate this
step in full detail.
In the second step, we prove that the graph function σς of σΣ satisfies Ω∆(σς −
σ) ≈ 1− e2(σς−σ) (in Lp). This means that the metric e2(σς−σ) Ω has (Lp-)approx-
imately constant Gauß curvature. Note that an analogous result was proven by
Neves-Tian in [NT09, Thm 6.1] in their setting. It is well-known that the space of
solutions to
(12) Ω∆f = 1− e2f
is non-compact and therefore we cannot get the needed estimates on σf ≈ σς − σ
solely using this partial differential equation. Neves-Tian solved that problem by
proving that the functions σf ≈ x−σ on the CMC-surfaces σΣ can not concentrate
at one point if we choose balanced coordinates, i.e. they showed
lim sup
σ→∞
ˆ
ΩB2r(p)
e−2 σf dΩµ =.. C(r, p) r→∞−−−→ 0 ∀ p ∈ S2,
if −~m = (m, 0, 0, 0), where we suppressed the parametrizations σϕ : S2 → σΣ and
where ΩB2r (p) denotes the geodesic ball of radius r in S2 around p ∈ S2. Thus
σf is bounded in H2 independently of σ as every H2-unbounded sequence σf of
solutions of (12) would ‘concentrate’ at one point, i.e. the above C(r, p) would
satisfy C(r, p) ≥ δ > 0 independently of r (for some p ∈ S2), see [CL91, Thm 1].
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However, Neves-Tian’s argument crucially uses the fact that g is of the form they
assumed it to be, i.e. that it satisfies (2)—more precisely that Ric is of the form
(1) with non-vanishing m-term.
As we look at the hyperbolic space15, i.e. the mass is vanishing, we cannot use
Neves-Tian’s method to prove that e−2ς does not concentrate at one point—as this
is possible. Therefore, we have to change the argument to conclude an estimate for
f ≈ ς − σ. We recall that the metrics e2f Ω mentioned above have constant Gauß
curvature. Thus, they are pullbacks of the standard metric of the Euclidean sphere
Ω along conformal diffeomorphisms. Thus, each solution f of (12) is characterized
by a conformal diffeomorphism ϕ(f) of the Euclidean sphere which again is the
action at infinity of an isometry γ(ϕ(f)) of the hyperbolic space, see [CH03]. Thus,
we should be able to choose an H3-isometry γ(ϕ(f ′)) such that γ(Σ) has a graph
function ς ′ such that its ‘Gaußian part’ f ′ ≈ ς ′ − σ (solving (12)) vanishes. As
the corresponding conformal diffeomorphism ϕ(γ)—which we are looking for—is
only characterized by the action of the hyperbolic isometry at infinity, we do not
directly choose the necessary H3-isometry, but instead step by step choose a family
of isometries {Φt}t∈[0 ; 1] of the hyperbolic space such that
(a) all Φt(Σ) satisfy the same assumptions as Σ (with respect to the same center
point p0),
(b) the Gaußian parts tf ≈ tς − σ (solving (12)) of the graph functions tς of
Φt(Σ) gets smaller as t gets larger and vanishes for t = 1.
Here, the author thanks Katharina Radermacher for the idea to interpret the
artificial quantity
´
Σ e
2ς xi
|x| dµ as ‘pseudo-center’ of the interior of Σ which is a
crucial idea in order to choose these isometries, see Remark A.6.
Proof of Theorem A.2. As all assumptions are geometric ones, we can apply an
isometry γ of the hyperbolic space such that γ(p0) = 0, i.e. without loss of generality
p0 = 0.
Step 1 (Σ is a Graph): Let X be the tangential projection of the radial direction
η = h∇|x| = e∇|x| and fX be its norm square, i.e. X ..= ηT ..= η − hg(η, hν) hν and
fX ..= |X|2hg . Furthermore, let γ : R → Σ be the integral curve to X through an
arbitrary point p ∈ Σ—as Σ is compact and without boundary, α is well-defined on
the entire R. We see that fαX ..= fX ◦ α satisfies
fαX = hg(X ◦ α, η) = (DX |x|) ◦ α =
∂|α|
∂t
=.. |α|′,
which by the compactness of Σ implies
ˆ t
s
fαX(u) du =
ˆ t
s
|α|′(u) du = d(α(t))− d(α(s)) ≤ max
Σ
|x| −min
Σ
|x| <∞.
In particular, fαX(tn)→ 0 for some sequence tn → −∞. Furthermore, we see
hk(X,X) = hg
(
h∇X
(
η − hg(η, hν)hν), hν) = hg(h∇Xη, hν)−DX hg(η, hν)
=
(
hHess |x|
)(
X, hν
)−DX hg(η, hν)(17)
15or at spaces asymptotic to the hyperbolic space with insufficient decay rate in order to apply
a version of Neves-Tian’s proof
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and
(18) −12f
α
X
′ = 12DX(1− fX) =
1
2DX
(
hg
(
η, hν
)2) = hg(η, hν)DX hg(η, hν).
A direct calculation gives hHess|x| = cosh(|x|)sinh(|x|) (hg − d|x| ⊗ d|x|) and combining this
with (17) and (18) gives
hg
(
η, hν
) hk(X,X) = −cosh(|α|)sinh(|α|) hg(η,X)hg(η, hν)2 + 12 fαX ′
= −cosh(|α|)sinh(|α|) f
α
X(1− fαX) +
1
2 f
α
X
′.
In t ∈ R with hg(η, hν)α(t) ≥ 12 , this can be written as
fαX
′
2 =
hg
(
η, hν
) hk◦(X,X) + fαX
(
hH
2 +
cosh(|α|)
sinh(|α|) +
hH
hg
(
η, hν
)− 1
2 −
cosh(|α|)
sinh(|α|) f
α
X
)
≤
∣∣∣hk◦(X,X)∣∣∣+ fαX
(
hH
2 +
cosh(|α|)
sinh(|α|)
)
− f
α
X
2
2
(
hH
1 + hg
(
η, hν
) + 2cosh(|α|)sinh(|α|)
)
≤
(
2
∣∣∣hk◦ ∣∣∣+ sinh(|α|)−2 (σ − |α|)) fαX − 14fαX2
≤
(
2
∣∣∣hk◦ ∣∣∣+ Ce−2(1−ζ)σσ) fαX − 14fαX2,
if σ is sufficiently large. As fαX(tn)→ 0, we can assume that—for some subsequence—
1 ≥ hg(η, hν)
α(tn)
n→∞−−−−→ 1.
In particular, there exists a s ∈ R such that hg(η, hν)α(s) ≥ 12 and fαX ′(s) ≥ 0, where
k ∈ N is arbitrary. Using the above, we have for such a s ∈ R
(19) fαX(s) ≤ 8
∣∣∣hk◦ ∣∣∣+ C e−(1+ε′)σ ≤ C e−(1+ε′)σ  14 ,
where ε′ ..= min{1 − 2ζ, ε} > 0. This implies hg(η, hν)α(s) > 12 . Thus, we know
that the set [hg(η, hν)α ≥ 12 ] ∩ [fαX ′ ≥ 0] is open and closed within [fαX ′ ≥ 0]. With
lim inft→−∞ fαX(t) = 0, this proves
(20) sup
t∈R
fαX(t) ≤ C e−(1+ε
′)σ, hg
(
η, hν
)
α
≥ 1− C e−(1+ε′)σ.
As α was the integral curve to X through an arbitrary point p, we get the same
inequality for supΣ fX instead of supR fαX . In particular, Σ is a graph over the
concentric sphere. Re-examining (19), we see that we already proved the claimed
inequality on h∇ hd¯p1 − hν if we proved the other claims of this theorem (as those
imply ζ = 0).
Step 2 (controlling the graph function I): By the above, there is a graph function
with ς ∈ C(hS2σ(0)) such that Σ = {expσp(ς(σp)hν) = (s(p), p) : p ∈ S21}, where
s(p) ..= ς(σp) + σ ∈ C(S2) and where we used spherical coordinates. Now, we prove
(21) ∃ f ∈ C∞(S2) : ‖s− σ − f‖W2,p(S2) ≤ C e−ε′σ, Ω∆f = 1− e2f .
where again ε′ = min{1− 2ζ, ε}.
32 CHRISTOPHER NERZ
Let (∂r, ∂2, ∂3) denote the standard coordinate frame of spherical coordinates of
R3. In this frame and for I ∈ {2, 3}, we have
|∂Is|2 =
∣∣hg(∂IS,X)∣∣2 ≤ |∂IS|2hg fX = (|∂Is|2 + sinh(s)2 Ω|∂I |2)fX ,
where S(p) ..= (s(p).p). This implies
(22)
∣∣∣Ω∇h∣∣∣2
Ω
≤ fX1− fX sinh(s)
2 ≤ 2fX sinh(s)2, |s− σ| ≤ max
Σ
{|x| − σ} ≤ ζσ
Per definition of the mean curvature, we have
Ω∆s−
(
ch
sh
∣∣∣Ω∇s∣∣∣2
Ω
− sh−2 ΩHess s
(
Ω∇s,Ω∇s
))(
1 + sh−2
∣∣∣Ω∇s∣∣∣2
Ω
)−1
= 2 sh ch + hH sh2
(
1 + sh−2
∣∣∣Ω∇s∣∣∣2
Ω
) 1
2
,
where sh ..= sinh(s), ch ..= cosh(s), and therefore (20) and the first inequality in
(22) imply∥∥∥∥∥Ω∆s− 1 + sinh(s)2sinh(σ)2
∥∥∥∥∥
Lp(S2)
≤ C e−(1+ε)σ
∥∥∥ΩHess s∥∥∥
Lp(S2)
+ C e−ε
′σ
Using the regularity of the Laplace operator and the second inequality in (22), we
get ‖ΩHess s‖Lp(S2) ≤ C e−ε′σ. Including this in the last approximation, we get∥∥∥Ω∆(s− σ)− 1 + e2(s−σ)∥∥∥
Lp(S2)
≤ C e−ε′σ.
In other words, the scalar curvature S ′ of the metric16 g ′ ..= e2(s−σ)Ω satisfies ‖S ′−
1‖Lp(S2) ≤ C e−ε′σ. By [Ner15b, Thm A.1], there is a conformal diffeomorphism
ϕ : S2 → S2 such that the conformal function v ∈ W2,p(S2) with ϕ∗(g ′) = e2vΩ
satisfies ‖v‖W2,p(S2) ≤ C e−ε
′σ or in other words (21) holds.
Step 3 (controlling the graph function II – choosing an isometry): Let us first
introduce the ‘pseudo-center’ Z(Ω) = (Zi(Ω))3i=1 defined for any compact region
Ω ⊆ R3 by
Zi(Ω) ..=
ˆ
Ω
xi
|x| d
hµ.
Now, let Ω ⊆ R3 denote the interior of Σ ⊆ R3. We see
Z ..= Z(Ω) =
ˆ
S2
ˆ s(p)
0
xi(r p)
r
sinh(r)2 dr dΩµ = 12
ˆ
S2
(sinh(s) cosh(s)−s)pi dΩµ,
Using | sinh(s) cosh(s)− 14e2s| ≤ e−2s, Ω∆pi = −2pi, and the controls of s, we get∣∣∣∣4Z − e2σ2
ˆ
e2fpi dµ
∣∣∣∣ ≤ ∣∣∣∣4Z − ˆ (e2s2 + Ω∆s
)
pi dΩµ
∣∣∣∣+ C e(2−ε′)σ ≤ C e(2−ε′)σ,
where f ∈ C∞(S2) is as in (21). By Lemma A.8, we know
θ
(
exp
(
‖f‖L∞(Σ)
))
=
( 3∑
i=1
( 
S2
e2f pi dΩµ
)2) 12
, θ(λ) ..=
∣∣∣∣1 + 4 ln(λ)λ2 − λ4λ4 − 2λ2 + 1
∣∣∣∣
16Note that this metric is not the metric of Σ.
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and therefore
sup
Σ
∣∣|x| − σ∣∣ ≤ ‖f‖L∞(S2) + C e−ε′σ ≤ ln(θ−1(8 |Z|e2σ + C e−ε′σ
))
+ C e−ε
′σ.
Now, let us assume that |Z(Ω)| 6= 0. By Lemma A.5, there exists a smooth one
parameter family {γt}t∈[0 ; 1] of isometries γt : R3 → R3 of the hyperbolic space
with γ0 = id, |Z(γt(Ω))| is strictly monotone decreasing, and Z(γ1(Ω)) = 0. For
arbitrary ζ ′ ∈ (ζ ; 12 ), there exists t0 > 0 such that γt(Σ) satisfies the assumptions
of this theorem for every t ≤ t0 and p0 = 0 if we replace ζ by ζ ′, because these
assumptions depend continuously on t as γt does so. However, as |Z(γt(Ω))| is
strictly smaller than |Z(Ω)|, the above implies that γt(Σ) satisfies the assumptions
of this theorem for ζ ′ ≤ ζ. In particular, we can apply the theorem on every γt(Σ)
without changing ζ along t, when we replace ζσ by ζσ+C t e−εσ. As Z(γ1(Ω)) = 0,
we can without loss of generality assume that Z(Ω) = 0 if we replace p0 = 0 by
p1 ..= γ−11 (0).
Thus using the regularity of the Laplace operator, the above proves∥∥ς∥∥W2,p(hS2σ(p1)) ≤ C e−ε′σ
for the graph function of Σ above hS2σ(p1) which is the same as the one of γ1(Σ)
above hS2σ(0). In particular, ||x| − σ|  C and we can therefore assume ζ = 0
implying ε′ = ε. This proves all the claims. ///
Lemma A.5
Let Ω ⊆ H3 be any compact region with well-defined ‘pseudo-center’ Z(Ω) ..=
(Zi(Ω))3i=1, where
Zi(Ω) ..=
ˆ
Ω
xi
|x| d
hµ ∀ i ∈ {1, 2, 3}.
Either Z(Ω) = 0 or there is an one-parameter family {Φt : R3 → R3}t∈[0 ; 1] of
isometries of the hyperbolic space which depends smoothly on t ∈ [0 ; 1] with Φ0 = id
such that t 7→ |Z(Φt(Ω))|2 is strictly monotone decreasing and vanishes at t = 1.
Remark A.6 (The pseudo-center). In Theorem A.2, we have to control
ˆ
S2r
xi
|x| e
2ς dµ ≈ 4
ˆ
S2r
xi
|x| (sinh(ς) cosh(ς)−ς) d
Ωµ
in order to get the estimates on ς we aime for. Here, ς is the graph function of our
surface Σ. By a simple integration, we know
1
2
ˆ
S2r(0)
xi
|x| (sinh(ς) cosh(ς)−ς) d
Ωµ =
ˆ r
0
ˆ
S2
xi
|x| sinh(r)
2 dµdr =
ˆ
Ω
xi
|x| dµ
for the interior Ω of Σ. Up to multiplication with the constant |Ω|−1, this is the mean
value of the direction (from the origin) which is quite similar—thus, ‘pseudo-’—to
the mean value
ffl
Ω x
i dhµ of the coordinates. The latter is often called coordinate
center of ‘the object Ω’(here, a subset of R3)—although this name is misleading in
the hyperbolic setting, see [CCS15]. However, if it is some kind of center, then it
should behave nicely under the change of coordinates. Thus, we have found a way
to understand the originally artificial integral
´
xi
|x|e
2ς dµ giving as a way to get ride
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of it—by changing coordinates. This is based on the idea to interpret
´
xi
|x|e
2ς dµ
as pseudo-center by Katharina Radermacher.
Proof.
Step 1 (Local existence): Without loss of generality Z(Ω) 6= 0 and by applying
a rotation, we can assume Z = (|Z|, 0, 0). Let ϕ : R3 → eB31(0) be the rotation-free
isometry between the hyperbolic space (R3, hg) and its Poincare´ ball model with
ϕ(0) = 0. In particular,
Zi(Ω) = 4
ˆ
ϕ(Ω)
yi
|y|
(
1− |y|2
)−2
dy =
ˆ
ϕ(Ω)
yi
|y| d
hµ
and therefore we can suppress ϕ in the following. Let furthermore γt : B1(0) →
B1(0) be the rotation-free isometry of the Poincare´ ball with γt(0) = t
Z(Ω)
|Z(Ω)| =
(t, 0, 0) = te1, i.e.
γt(rp) =
t
(
2rt p1 + r2 + 1
)
e1 +
(
1− t2)rp
r2 t2 + 2rtp1 + 1 ∀ r ∈ [0 ; 1], t ∈ (−1 ; 1), p ∈ S
2
1(0).
In particular,
(23) ∂
∂t
∣∣∣∣
t=0
(
γt(rp)
i
|γt(rp)|
)
= 1 + r
2
r
(
δ1i − p1 pi) ∀ p ∈ S2, r ∈ (0 ; 1)
implying
d
dt
∣∣∣∣
t=0
|Z(γt(Ω))|2 = eg
(
Z(Ω), ∂
∂t
∣∣∣∣
t=0
Z(γt(Ω))
)
= 2|Z(Ω)| ddt
∣∣∣∣
t=0
Z1(γt(Ω))
= 2|Z(Ω)|
ˆ
Ω
1 + |y|2
|y|
(
1−
∣∣y1∣∣2
|y|2
)
dhµ.
This vanishes if and only if Z(Ω) = 0 or Ω ⊆ [y1 = 1]. As hµ([y1 = 1]) = 0, we
know Z(Ω) = 0 or ddt |Z(γt(Ω))|2 > 0.
Step 2 (global existence): Now, denote by Γ : eB31(0) → iso(H3) : v 7→ Γv the
smooth map from the Euclidean ball to the space of isometries of H3 such that
Γv(0) = v, i.e. for v ∈ eB1(0)
Γv(rp) =
(
2r eg(v, p) + r2 + 1
)
v +
(
1− |v|2eg
)
rp
r2 |v|2eg + 2reg(v, p) + 1
∀ r ∈ [0 ; 1], p ∈ S21(0).
Furthermore, let α : I → eB31(0) be the maximal continuous, piecewise smooth
curve such that Γα(t) is the isometry with
∂
(
Γα(t)(rp)
)
∂t
= Ct
∂
∂τ
∣∣∣∣
τ=0
(
τ
(
1 + 2rτ(p · Zt) + r2
)
Zt +
(
1− τ2)rp
1 + r2τ2 + 2rτ(p · Zt) + 1
)
and 0 ∈ I ⊆ [0 ; 1], where Zt ..= Z(Γα(t)(Σ)) and where Ct > 0 is some constant
such that |Zt| = (1 − t)|Z(Σ)|. By the first step, we can choose I to be an open
subinterval of [0 ; 1]. Left to prove is 1 ∈ I which is the case if I is closed.
First, we note that (23) implies∣∣∣∣∣d
(
Zit
)
dt
∣∣∣∣∣ ≤ Ct
ˆ
Ω
1 + |y|2
|y|
∣∣∣Zit − Zjt pjpi∣∣∣ dµ ≤ C(Σ)Ct
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for some constant C(Σ) depending on Σ, but not on t. This implies |dCt/dt| ≤ C(Σ).
In particular, α(t) → v∗ ∈ eB31(0) as t → sup I and equally calculating the Zt, we
see that α is in fact smooth on I.
Now, we prove v∗ ∈ eB31(0), i.e. sup |α(t)| < 1. Assume that this is not true, i.e.
limt α(t) = |v∗|eg = 1. Let r > 0 be such that Ω ⊆ hB3r (0). Per definition of Γ, we
know Γα(t)(Ω) ⊆ hB3r (α(t)) and directly see that this implies
sup
{
|y − α(t)|eg
∣∣∣ y ∈ Γα(t)(Ω)} t→sup I−−−−−→ 0.
Thus, we get |Σ| > |Z(Γα(t)(Ω))| → |Σ| which contradicts the fact that |Z(Γα(t)(Σ))|
is decreasing.
Thus, we know that γ(t) converges in eB31(0) as t→ sup I and therefore we can
extend γ continuously to sup I. Combining this with the first step, we have proven
I = [0 ; 1] which proves the claim. ///
Remark A.7 (A less constructive proof). You can prove this theorem in a less
constructive way: Using the same argument as in the step in which we prove |v∗| <
1, we see that the map h : eB31(0)→ eB31(0) : p 7→ h|Ω|−1 Z(Γp(Ω)) can continuously
extended to h¯ : eB31(0) → eB31(0) by defining h¯(p) = p for every p ∈ X¯ ..= eB31(0)
with |p| = 1. In particular, h is a continuous map from X¯ to itself with h|∂X¯ =
id |∂X¯ and therefore h(X¯) = X¯. In particular, there is a continuous curve α :
[0 ; 1]→ eB31(0) such that |h(α(t))| = t |h(0)|. This proves the claim.
Lemma A.8
If u ∈ C∞(S2) is a solution of Ω∆u = 1 − e2u, then exp(‖u‖L∞(Σ)) = f−1(K(u)),
where f−1 is the inverse function of the diffeomorphism f : [1 ;∞) → [0 ; 1), and
where f and K are defined by
f(λ) ..= λ
4 − ln(λ)λ2 − 1
λ4 − 2λ2 + 1 ∀λ > 1, f(1)
..= 0, K(v) =
( 3∑
i=1
∣∣∣∣ 
S2
e2u xi dµ
∣∣∣∣2
) 1
2
.
Proof. Per definition of the stereographic projection ψ : S2 → R2, we know
(
x1 ◦ ψ−1)(y) = |y|2 − 1|y|2 + 1 , (xI ◦ ψ−1)(y) = 2 y
I
|y|2 + 1 ∀ I ∈ {2, 3}.
We chose v ∈ C∞(R2) with ψ∗(e2vδ) = e2uΩ and know
v(y) = ln
(
2λ
λ2 + |y − y0|2
)
for some λ > 0 and y0 ∈ R3, [CL91, Thm 1]. Applying a suitable rotation ϕ of S2,
we can without loss of generality assume y0 = 0. We note that by applying a inver-
sion at the equator, λ is replaced by λ−1 while K(v) does not change. Therefore,
we can assume λ ≥ 1. In particular,
ˆ
xI e2v dΩµ =
ˆ ( 2λ
λ2 + |y|2
)2
2yI
|y|2 + 1 dy = 0
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for I ∈ {2, 3} and therefore
K(v)2 =
∣∣∣∣ˆ x1 e2v dΩµ∣∣∣∣2 = ∣∣∣∣ˆ x1 de2vΩµ∣∣∣∣2 =
∣∣∣∣∣∣
ˆ
R2
(
2λ
λ2 + |y|2
)2 |y|2 − 1
|y|2 + 1 dy
∣∣∣∣∣∣
2
=
∣∣∣∣4pi 1 + 4 ln(λ)λ2 − λ4λ4 − 2λ2 + 1
∣∣∣∣2 = (4pif(λ))2.
A direct analysis shows that f(λ) is strictly monotone increasing in λ within [1 ;∞].
Furthermore, we see
u =
(
v − ln
(
2
1 + |y|2
))
◦ ψ
and therefore sup |u| = lnλ. ///
Appendix B. A triviality on the second fundamental form
The following lemma is well-known, but the author did not find a correct ci-
tation for it in the non-minimal setting and therefore included it for the readers
convenience.
Lemma B.1 (A trivial generalization of [SSY75, (1.28)])
Let (Σ, g) be a hypersurface within a n+1-dimensional Riemannian manifold (M, g).
If Σ has constant mean curvature, then
∀ δ > 0 ∃C = C(n, δ−1) : ∣∣∇k◦ ∣∣2g ∣∣k◦ ∣∣2g ≥ n+ 2− δn ∣∣k◦ ∣∣2g ∣∣∣∇ ∣∣k◦ ∣∣g ∣∣∣2g − C∣∣Ricν  k◦ ∣∣2g .
Proof. Fix normal coordinates around an arbitrary point p ∈ Σ such that k(p) is
diagonalized. Doing the same calculation as in [SSY75, Met04], we see(∣∣∇k◦ ∣∣2g − ∣∣∣∇ ∣∣k◦ ∣∣g ∣∣∣2g
) ∣∣k◦ ∣∣2g = ∣∣k◦ ∣∣2g ∣∣∇k◦ ∣∣2g − 14 ∣∣∣∇ ∣∣k◦ ∣∣2g ∣∣∣2g
= 12
(
k◦ ij∇k k◦ lm − k◦ lm∇k k◦ ij
)(
k◦ ij∇k k◦ lm − k◦ lm∇k k◦ ij
)
=.. 12BijklmB
ijklm
in p. Now, we optimize the cited calculations by noting Bijklm = Bjiklm = Bijkml
and Bijkij = 0 for every i, j, k ∈ {1, . . . , n} and that the index sets
B1 ..= {(i, j, i, j, k)}nijk=1, B2 ..= {(i, j, k, j, k)}nijk=1,
B3 ..= {(i, j, k, k, i)}nijk=1, B4 ..= {(i, j, j, k, i)}nijk=1
pairwise intersect in a set B of indices with Bijklm = 0 for (i, j, k, l,m) ∈ B.
In particular, we see in p for every i ∈ {1, . . . , 4}—without using the Einstein
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summation convention—∑
I∈Bi
BIB
I =
∑
I∈B1
BIB
I =
n∑
i,j,k=1
(
k◦ ij∇i k◦ jk − k◦ jk∇i k◦ ij
)2
=
n∑
i,k=1
(
k◦ ii∇i k◦ ik − k◦ ik∇i k◦ ii
)2 ≥ 1
n
n∑
k=1
(
n∑
i
(
k◦ ii∇i k◦ ik − k◦ ik∇i k◦ ii
))2
≥ 1
n
n∑
k=1
 n∑
i,j=1
(
k◦ ij∇i k◦ jk − k◦ jk∇i k◦ ij
)2.
Let δ > 0 be arbitrary and denote any constant depending on δ with C = C(n, δ).
Now, we rejoin the cited literature by using the Codazzi equation (and H ≡ const)
which implies—again not using the Einstein summation convention—(∣∣∇k◦ ∣∣2g − ∣∣∣∇ ∣∣k◦ ∣∣g ∣∣∣2g
) ∣∣k◦ ∣∣2g ≥ 2n
n∑
k=1
 n∑
i,j=1
(
1
2∇k
∣∣k◦ ij∣∣2g + k◦ jk R νiji)
2
≥ 2
n
n∑
k=1
(
1
2∇k
∣∣k◦ ∣∣2g − (Ricν  k◦)k)2
≥ 1− δ2n
n∑
k=1
∣∣∣∇k∣∣k◦ ∣∣2g ∣∣∣2 − C n∑
k=1
∣∣Ricν  k◦ ∣∣2k.
This proves the claim. ///
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