Abstract. Under certain circumstances, consumers are willing to pay a premium for privacy. We explore how choice architecture affects smartphone users' stated willingness to install applications that request varying permissions. We performed two experiments to gauge smartphone users' stated willingness to pay premiums to limit their personal information exposure when installing new applications. We found that when participants were comparison shopping between multiple applications that performed similar functionality, a quarter of our sample responded that they were willing to pay a $1.50 premium for the application that requested the fewest permissions-though only when viewing the requested permissions of each application side-by-side. In a second experiment, we more closely simulated the user experience by asking them to valuate a single application that featured multiple sets of permissions based on five between-subjects conditions. In this scenario, the requested permissions had a much smaller impact on participants' responses. Our results suggest that many smartphone users are concerned with their privacy and are willing to pay premiums for applications that are less likely to request access to personal information. We propose improvements in choice architecture for smartphone application markets that could result in decreased satisficing and increased rational behavior.
Introduction
Architecture starts when you carefully put two bricks together. There it begins.
-Ludwig Mies van der Rohe
Nearly 90% of U.S. adults own cellular telephones [23, 45] , and it is estimated that over 40% of these are smartphones [36] . Smartphones pose a challenging information security problem: users need to regulate how applications access the private information that is stored on their phones. Their smartphones often store sensitive personal data, such as lists of contacts, financial information (e.g., mobile banking), location information (e.g., GPS, WiFi SSIDs, and cellular tower information), and sensor data (e.g., cameras, microphones, and accelerometers). Smartphones need to simultaneously protect this data and support the installation of a variety of third-party applications.
Google's Android addresses this problem with user-granted permissions. Permissions govern an application's ability to perform actions on a phone that make use of either personal data or sensor hardware. For example, an application can only read the user's list of contacts if it has the READ_CONTACTS permission. When a user installs an application from the Android Market, the central application repository, he or she is shown a warning screen that displays the set of permissions that the respective application requires. In order to complete the installation, the user must consent to granting all of the requested permissions to the application. Currently, this notice-and-consent process is all-or-nothing; the user cannot selectively grant or decline a subset of the permissions (i.e., the user must opt to not install the application in order to deny the requested permissions).
In this paper, we examine whether Android's notice-and-consent process influences users' purchasing decisions. Specifically, we evaluate how the Android Market choice architecture 1 influences users' abilities and desires to protect their privacy, as evidenced by their stated willingness to pay premiums for applications that request fewer permissions. To explore this topic, we performed two online experiments: one to examine the extent to which users will consider permissions when comparison shopping, and another to examine the role of permissions when users are valuating a specific application. We designed our experiments to study the two primary shopping behaviors supported by the Android Market: function-specific searches and application-specific searches.
During a function-specific search, users seek previously-unfamiliar applications to perform specific tasks. When performing function-specific searches, users do not have a particular application in mind and are therefore willing to consider several different applications to fulfill the desired function. For example, choosing one particular flashlight application amongst many is an example of a function-specific search. During an application-specific search, users seek a particular application that is known to them, such as through word of mouth, "popular" application lists, or advertisements. When performing application-specific searches, users are unlikely to compare features between alternate applications. For example, the decision of whether or not to install Angry Birds is an example of an application-specific search.
In our first experiment, we asked users to select an application from among a set of applications with similar functionality but different permission requests. This experiment tested whether participants were willing to pay a privacy premium for an application that requested fewer permissions than the cheaper alternatives, when those alternatives were presented side-by-side. We found that 25% of our participants stated a willingness to pay a $1.50 premium on a $0.49 application in order to grant the fewest permissions.
In our second experiment, we focused on application-specific searches. Under the guise of being a software company, we solicited users to participate in a private beta test of a new application. Participants submitted bids for the amount of compensation that they would require to test our fictitious application on their phones. These bids were proxies for participants' willingness to install the application. We constructed several between-subjects conditions by varying the permissions that participants saw. We also asked participants whether they would rather use a $0.99 version of the application or a free version supported by behavioral advertising. We made it clear that the advertisements would be targeted based on data collected as a result of the requested permissions.
Unlike our first experiment, wherein privacy-conscientious participants opted to pay the highest premium for the fewest permissions, we observed that participants were satisficing under the more realistic conditions of the second experiment. We observed that only the request for a user's list of contacts had a significant effect on their stated willingness to install the application; requests for location data or access to the user's photos had no observable difference over the control condition. Additionally, around 80% of participants stated that they would be willing to receive targeted advertisements, regardless of the permissions used for the targeting, if it would save them $0.99.
We present the following findings and contributions:
-Most prior work has focused on smartphone users' preferences for sharing location data. We examine several other types of data stored on smartphones, and we find that users are less concerned about location than other types of data. Observable changes in participant behavior were significantly more likely to be attributed to concerns over address book data than location information. -We contribute to the growing body of work on willingness to pay for privacy by examining smartphone users' decisions holistically: we measure privacy behaviors as part of a larger value proposition. We show that 25% of participants in our first experiment were willing to pay a $1.50 premium on a $0.49 application in order to grant it permission to the least amount of personal data, when the options were presented side-by-side for easy comparison. However, the choice architectures of current smartphone application markets do not actually allow for such comparisons. Our second experiment better approximated these current choice architectures. We found that when users are considering a particular application, they satisfice by downplaying their privacy concerns in favor of other considerations until those concerns reach a threshold, only then do they consider privacy. -Our results lead to two suggestions. First, privacy-conscientious users may be willing to spend more money for an application if the choice architecture supported comparison shopping for privacy, such as by annotating search results with privacy icons. Second, users may be less likely to satisfice if the decision to install a particular application were decoupled from the decision to grant it a set of permissions. Specifically, our results indicate that users may be better served by presenting permission requests individually, when the data is actually needed, rather than requiring an entire set of permissions to be granted at install-time.
Finally, while we performed our experiments using the Android platform, we believe our results are generalizable to other smartphone platforms.
Background
In this section we provide an overview of application permissions on the Android platform, previous research on smartphone privacy that has focused on location sharing, and previous research on willingness to pay for privacy.
Android Permissions
Users find applications in the Android Market by searching by name, searching by keyword, or browsing lists of popular and featured applications. When the user selects an application from a search result or list, he or she arrives at the application's description page. The description page includes developer information, screenshots, user reviews, the price, and a "Download" button. When the user presses "Download," the Market displays a warning screen that lists the application's permissions (Figure 1) . Permissions govern access to privacy-and security-relevant actions on the phone, such as reading contacts, sending text messages, reading call history, connecting to the Internet, and turning WiFi on and off. Developers specify which permissions their applications require, and the user must agree to all of the application's permissions on the warning screen in order to install the application. If the user does not consent to any of the permission requests, he or she should cancel the installation. Users cannot selectively grant or deny permissions on a per-permission basis.
Applications often need permissions to implement their core features. However, smartphone applications also widely request access to private information for advertising, marketing campaigns, tracking users across applications, and other secondary uses [4, 17, 18] . At times, these practices have generated public outrage; for example, consumer complaints forced Apple to promise to restrict how iOS applications can access contact lists [37] . Past research has established that free applications request more permissions than paid applications because many free applications share user data with advertising networks to generate revenue [11, 35] . Consequently, users who compare free and paid applications can choose to withhold personal information from advertisers by paying for applications. This motivates our exploration into whether users are willing to pay to protect the personal information that is on their smartphones.
In past work, we evaluated whether Android users pay attention to, comprehend, or act on permissions [22] . However, the previous study was limited to experimentally determining attention and comprehension rates, and we did not consider users' installation tradeoffs. We extend the past work by empirically testing the influence of permissions on application selection processes. We also designed this study's experiments to be robust to the low attention and comprehension rates that our prior study reported. In our experiments, we showed participants static screenshots so that they did not ignore the permissions by rapidly clicking through them, and in our second experiment we modified the permission warnings to avoid the comprehension problems that their study described. As such, our results represent the decisions of fully-informed users.
Researchers have built several tools to help users control how applications use their private information. Appfence [27] is a privacy tool that helps users protect their private data from exfiltration; it substitutes shadow data in place of private data and blocks network communication that contains user data. Kirin [19] operates under the assumption that users do not understand permissions and provides security rules to automatically accept or reject sets of permissions. Apex [34] lets users selectively grant or reject applications' permission requests. We focus on evaluating users' willingness to share their personal information with applications, rather than on building new tools.
Location Privacy
Most research on smartphone privacy has focused on users' willingness to share location data with their social contacts [8, 13, 29] . Three independent studies [13, 31, 44] found that the identity of the person with whom the user was sharing was the most important factor that influenced users' sharing decisions, whereas Barkhuus [7] found that the user's current location matters more. Anthony et al. [6] observed 25 undergraduates for a week and found that they fell into three categories: people who never shared their location, people who always shared their location, and people who are willing to share depending on both the requester and the current location. This past research thoroughly establishes that many users have concerns about sharing location with social contacts.
Other research has examined users' comfort with behavioral advertising, both in the context of mobile devices and on the web. Targeted advertising often makes use of personal information like age, gender, and location. Kelley et al. [30] report that 19 of 24 people "strongly agreed" that online companies should never share personal information unless it has been authorized by the user. McDonald and Cranor [32] found that many users are uncomfortable with behavioral advertising, and a large-scale 2009 survey similarly found that 50.5% of respondents were uncomfortable with online advertisers using browsing history [40] . However, despite this professed discomfort, people report liking and wanting relevant advertisements [40] .
Our work is novel in that we explore users' willingness to share personal data stored on smartphones beyond location information. We examined several types of smartphone data, such as contacts, audio, and photos. Also, we did not direct participants to think about sharing with social contacts or advertisers. As in current smartphone application markets, study participants determined on their own how they thought the requested permissions would be used by applications. Different users might be concerned about social contacts, advertisers, police, governments, health insurance companies, etc.
Willingness to Pay for Privacy
Users do not always act in accordance with their professed privacy concerns [2, 38] . People are sometimes willing to trade private information for convenience, functionality, or financial gain, even when the gains are very small [26] . Previous studies have found that participants will sell their location information to researchers for 10 GBP and companies for 20 GBP [14, 15] . Good et al. asked people to install applications after viewing privacy statements; regardless of privacy, they found that people will install applications if they think the utility is high enough [25] . Another study found that many people would execute code from a stranger for $1.00 or less [12] . Additionally, people's privacy tradeoffs are not always self-consistent, and vary based on how the choices are framed. Two studies reported that users valuate their privacy differently when asked to pay to protect their privacy than when asked to accept payment for personal information, although most people only placed a small financial value on their privacy in both cases [3, 26] .
Acquisti [1] hypothesized that privacy-concerned people are willing to trade privacy for small gains because they are not economically rational agents with respect to privacy. He attributed users' actions to three factors that reduce economic rationality: incomplete information (i.e., users are not aware of the risks associated with privacy invasions), bounded rationality (i.e., people cannot calculate all of the payoffs associated with privacy-preserving strategies), and psychological distortions (e.g., hyperbolic discounting, self-control problems, and immediate gratification). A survey of 119 people supported this hypothesis: many survey participants greatly overestimated or underestimated the likelihood and magnitude of privacy abuses, were unable to remember all of the parties involved in standard financial transactions, and were less likely to use privacy-enhancing technologies if the perceived risk was in the distant future [2] .
A corollary to Acquisti's hypothesis is that people will act more like economically rational agents if they operate within a system that mitigates the effects of incomplete information, bounded rationality, and psychological distortions. Several studies have explored whether this is true. Gideon et al. [24] and Tsai et al. [41] asked users to purchase items using Privacy Finder, a search engine that included privacy ratings in search results. Privacy ratings in search results provide users with additional information and make the tradeoffs easier to compute. Both studies found that participants were willing to pay premiums to purchase privacy-sensitive goods from merchants with better privacy policies when privacy ratings were embedded in search results. Good et al. [25] similarly found that privacy and security are important factors when choosing between two applications with similar features, but not when considering an application on its own. This indicates that the timing and placement of privacy information is crucial. In a related study, Egelman et al. [16] tested the timing and placement of privacy indicators in Internet shopping and found that even non-privacy-conscious shoppers will pay more for privacy when indicators are presented before visiting websites rather than after.
Like past research on the economics of privacy, we aim to measure users' willingness to trade privacy for financial gain. However, we focus specifically on Android applications and smartphone data. We performed two experiments: the first showed participants side-by-side privacy information similar to that of Privacy Finder, and the second showed participants an individual application similar to the choice architecture of the Android Market and other smartphone application repositories. In the second experiment, we asked users to bid in a reverse auction for a chance to participate in a beta test of a particular smartphone application. We used these bids as proxies for willingness to pay and modeled our reverse auction on past studies that have used reverse auctions to gauge users' willingness to share information [14, 15, 28] .
Privacy and Comparison Shopping
In October 2011, we deployed a survey to test whether smartphone users would be willing to pay more for an application if it requested fewer permissions than less-expensive applications that offered similar functionality. We asked participants to view screenshots from the Android Market of four fictitious applications. While each respondent saw what appeared to be four different applications, we counter-balanced the names, descriptions, and imagery, while controlling for price and requested permissions. Overall, we observed that when comparison shopping between applications, a quarter of participants stated a willingness to pay four times as much for an application that accessed less of their data, when that application was shown alongside screenshots of alternative applications that cost less but requested access to more data.
Methodology
For our survey, we created screenshots of four fictitious news aggregation applications as they might appear in the Android Market, but with one important difference: current smartphone application markets only allow application permissions to be viewed serially; we showed the four applications side-by-side to aid participants in contrasting their differences. We asked participants to choose which of the four they would be most willing to purchase. The purpose of this experiment was to examine whether participants would be willing to pay a privacy premium, when that option was apparent to them. The amount of personal information collected by each application was signaled by a permission request screen. Each fictitious application featured one of four possible prices: $0.49, $0.99, $1.49, and $1.99. These prices corresponded to four sets of requested permissions: We chose to focus on these three permissions for the following reasons:
-INTERNET controls Internet access, and it is the most frequently requested permission [21] . It also would be needed by a news reader to serve its intended purpose. -GPS location data, represented by the ACCESS_FINE_LOCATION permission, has been heretofore the focus of most smartphone privacy research (see Section 2). -Recent research has found that the ability to record audio (i.e., the RECORD_AUDIO permission) may be one of the most concerning permissions to users [20, 22] .
We paired permissions to prices such that the least privacy-invasive application, which only requested INTERNET, had the highest price. The most privacy-invasive application, which requested all three permissions, had the lowest price. Participants with privacy concerns would need to pay a premium of $1.50 over the base price of $0.49 for the least privacy-invasive application. Since a previous study suggested that users are less concerned with location privacy than with an application's ability to make audio recordings [20] , we set the price of the application with the INTERNET and RECORD_AUDIO permissions to be the second least expensive. Finally, the application with the INTERNET and ACCESS_FINE_LOCATION permissions cost $1.49, the penultimate price.
If participants had viewed four identical applications that only differed based on price and permissions, the purpose of the study would be obvious, which might have an impact on participants' responses. To minimize the potential for the Hawthorne effect, we created four seemingly-unique applications with different names, manufacturers, screenshots, descriptions, and icons. We counterbalanced these features such that each of the four price and privacy combinations was equally likely to be assigned to each application. A second concern was that users would anchor on the first price. To compensate for anchoring effects, we also counterbalanced the order in which the price and privacy conditions were presented; the conditions were either ordered from the lowest to the highest price, or from the highest to the lowest. Figure 2 depicts an example of what participants saw.
We were initially concerned that participants' responses would differ based on their general interest level in applications of this type. In particular, participants who did not have any interest in news readers might not put much thought into choosing one of the four news readers they were shown. To test whether this occurred, we used the first page of the survey to randomly display one of the four applications and we asked participants to indicate their willingness to purchase it using a 5-point Likert scale (i.e., "extremely unlikely," "unlikely," "indifferent," "likely," or "extremely likely"). In order to equally distribute anchoring effects, we also randomized the price that was shown alongside the application. (For this preliminary question, we showed the application's description page but not the requested permissions, since those were irrelevant to this question.) If participants' interest levels correlated with their choice of application in the experiment, we planned to remove all participants who indicated that they were uninterested. However, using Pearson's correlation, we observed no statistically significant correlations between participants' stated willingness to install an application and their selection in the subsequent experiment. As such, we concluded that we did not need to remove any participants due to lack of interest. Fig. 2 . We asked participants to choose the application they would be most willing to purchase. Privacy and price were inversely proportional, such that the most expensive application requested the fewest permissions. The other distinguishing features were counterbalanced.
We recruited participants using Amazon's Mechanical Turk. We limited participation to U.S. residents over the age of 18. We did not limit participation to smartphone users, but we asked about smartphone usage in the demographics section of the survey in order to perform post-hoc analysis. In this manner, we accumulated a total of 483 valid survey responses, after screening out ten incomplete and questionable responses. 2 
Results

We considered three hypotheses:
H 0 = Each price/privacy variant will be chosen with equal probability H 1 = Cost-sensitive participants will choose the least-expensive option H 2 = Privacy-sensitive participants will choose the high-privacy option The null hypothesis (H 0 ) was that participants would select from the four variants with equal probability because they did not have any real financial stake in the selection. We found that this was not the case; a chi-square test showed that selections significantly diverged from uniformity (χ 3 = 102.9, p < 0.0005). Thus, H 0 is rejected.
Overall, we observed that 43.9% of participants-a plurality-selected the cheapest application with the greatest number of requested permissions. At the same time, though, we observed that the second most popular variant was the most expensive one (24.8% of 483), which also afforded the greatest privacy by granting access to the least amount of data. The complete results are depicted in Table 1 . Upon performing posthoc testing using the Bonferroni correction to account for multiple tests (α = 0.01), we observed statistically significant differences between the high privacy/high cost variant and each of the others ($0.49: χ 1 = 25.49, p < 0.0005; $0.99: χ 1 = 9.39, p < 0.002; $1.49: χ 1 = 10.91, p < 0.001). This indicates that significantly more participants chose the cheapest variant when compared to each of the others. However, significantly more participants chose the high-privacy variant than the two mid-price/privacy variants.
Influencing Factors In order to test H 1 and H 2 , we needed to know whether participants were cost-sensitive or privacy-sensitive. After participants chose an application, we asked them to rate how the following factors influenced their decisions using a 5-point Likert scale, ranging from "no influence" to "strong influence": We performed Pearson correlations between the prices of the variants that participants selected and each of the factors above. After correcting for multiple testing using the Bonferroni correction (α = 0.005), we observed statistically significant correlations between the degree to which participants reported being influenced by price and the price of the variant they actually selected (r = −0.39, p < 0.0005). We also observed a statistically significant correlation between the degree to which participants reported being influenced by permissions and the price of the variant they selected (r = 0.33, p < 0.0005). These correlations support H 1 and H 2 : participants who chose lowerprice variants were more concerned about price, and participants who chose higherprice variants were more concerned about the permissions.
As previously mentioned, we counterbalanced factors across all four price and privacy combinations to make the applications appear unique. Despite this, we noticed a marginally significant correlation between the price of the variants that participants selected and their reported influence from the variant's icon (r = .13, p < 0.004). In other words, the participants who chose a more expensive application were more likely to say that the icon influenced their choice. This was not because one icon was more appealing than the others; each of the four icons appeared next to each price with equal probability. Instead, we believe that the most likely explanation is that the attention participants gave to each of these factors can be modeled as a zero-sum game: participants who were less concerned with price were more willing to base their selections on additional factors (e.g., privacy & icons), whereas participants who were most concerned with price gave less attention to other factors.
Finally, we asked participants to select the primary factor that influenced their application selection from the ten above. As expected, the majority of participants who chose the $0.49 low-privacy variant claimed that cost was the primary factor behind their decisions (62.3% of 212), whereas a plurality of the participants who chose the $1.99 high-privacy variant claimed that the permissions requested were the primary factor (45.8% of 120). Table 2 lists the top three primary factors participants considered, separated by the price/privacy variant they selected.
Permission Necessity While each application variant mentioned similar functionality in the descriptions, our results may be confounded if participants believed that permission requests beyond Internet access reflected differences in application functionality. If so, they may have viewed the less-expensive alternatives as more functional rather than more privacy-invasive. To test this, we provided participants with a list of possible permissions along with a picture of one of the four previous applications, Headlines, 3 and asked them to select all of the permissions that they believed would be required for the application to function as described. The description read:
Read all your favorite blogs and news websites on the go with Headlines, an app that syncs new posts. New features allow you to share specific posts with friends and bookmark specific items to read later.
We asked participants to choose which of the following permissions they would expect the application to request in order for it to behave as described: We performed Phi correlations, corrected for multiple testing (α = 0.0125), between whether participants thought a particular permission was required for the application's functionality and whether they previously selected an application that requested that particular permission. We observed no significant correlations with regard to RECORD_AUDIO, since very few participants believed that the application needed this ability to function (7.9% of 483). However, we did observe a statistically significant correlation with regard to ACCESS_FINE_LOCATION (φ = 0.21, p < 0.0005). This indicates that some participants may have chosen the $0.49 and $1.49 variants because they believed that the ACCESS_FINE_LOCATION permission signaled desirable location-based features. We cannot test the correlation between users' perception of the INTERNET permission and their selection of applications because it was requested by all four variants. However, 91.3% of 483 participants correctly understood that Internet access would be required for these applications to function as desired.
We conclude that nearly all participants understood that the RECORD_AUDIO permission was unnecessary (92.1% of 483). However, 59.3% of these 445 participants were unwilling to pay a premium to deny the application this extraneous data. Although more people thought that the ACCESS_FINE_LOCATION permission was required, 51.9% of the 316 participants who thought that the permission was unnecessary were unwilling to pay a premium to deny the application this data (even when it was as little as $0.50).
Demographics We collected demographic information regarding age, gender, type of phone, and general privacy sensitivity. Our sample from Mechanical Turk was 52.6% female with an average age of 31.58 (σ = 10.25). Upon performing a Mann-Whitney U test, we found no observable differences between gender and the price of the variant selected. Based on our sample, there was no evidence that age or gender were correlated with willingness to pay for privacy.
A total of 372 respondents (77.0% of 483) reported owning a smartphone. 4 Android users represented 42.7% of our smartphone users. One potential confound is that existing Android users may understand the significance of permissions better than others. However, while Android users were significantly more likely to report that permissions influenced their decisions than non-Android users (U = 19, 848.5, p < 0.0005), we observed no statistically significant differences with regard to which price/privacy variant they ultimately selected. Thus, while Android users may have been more familiar with the UI or the word "permissions," they were no more likely to factor them into their decisions than non-Android users.
To gauge general privacy sensitivity, we asked participants to rate three statements using a 5-point Likert scale (from "I strongly disagree" to "I strongly agree") so that we could categorize them along the Westin privacy index [43]:
1. Consumers have lost all control over how personal information is collected and used by companies. 2. Most businesses handle the personal information they collect about consumers in a proper and confidential way. 3. Existing laws and organizational practices provide a reasonable level of protection for consumer privacy today.
We classified users according to Westin's metric [43] . Participants who agreed with the first statement and disagreed with the second and third statements were classified as Privacy Fundamentalists (26.1% of 483). Participants who disagreed with the first statement while agreeing with the second and third statements were classified as Privacy Unconcerned (5.6% of 483), while the remaining participants were classified as Privacy Pragmatists (68.3% of 483). While 30.2% of Privacy Fundamentalists were willing to purchase the high-privacy variant, compared to 23.3% and 18.5% of Privacy Pragmatists and Privacy Unconcerned, respectively, these differences were not statistically significant. Thus, we did not find a correlation between the Westin privacy index and users' privacy-preserving smartphone selection behaviors.
In our first experiment, we observed that a quarter of our participants were willing to pay a premium for a smartphone application that did not request extraneous permissions. Much like previous work (e.g., [16, 24, 42] ), the products that participants were comparing were tightly controlled: participants made side-by-side comparisons between price and effective privacy. This side-by-side scenario is an idealized choice architecture that is not representative of any current smartphone application markets. We therefore performed a second experiment to test a more realistic scenario: seeking out a specific application based on previous knowledge and then using additional information (e.g., price and permissions) to decide whether to proceed with installation.
In our second experiment, we examined how permission requests impacted participant behavior during application-specific searching. In order to increase ecological validity, we deceived participants by telling them that we were a smartphone application developer soliciting participants for a private beta. We asked participants to provide a bid for the amount of compensation that they would need to participate in this beta and to recommend a price at which we should sell our application in the Android Market. We used these bids as proxies for willingness to pay.
Methodology
The goal of our second experiment was to quantify the effect of permission requests on participants' valuations of a particular application. We posed as a company named "AirZoom" and recruited participants from Amazon's Mechanical Turk to participate in a "private beta test" of an application. We required participants to be at least 18 years of age, in the U.S., and current Android users. We performed a reverse Vickrey auction, modeled after Danezis et al.'s study on willingness to pay for location privacy [15] . In their study, they explicitly asked participants to bid on the amount they would need to be compensated in order be tracked. Our belief is that in practice, users are never explicitly asked to give up privacy; a request for information is almost exclusively part of a larger value proposition (e.g., desirable location-based features, cheaper applications due to advertising subsidies, etc.). We wanted to examine the impact of permission requests on decision-making within the context of a larger value proposition: the amount of compensation participants would demand to install a given application. We asked participants how much they would need to be compensated to install and use a fictitious application for a month, as well as to suggest a reasonable price for us to charge for this application in the Android Market. We constructed several between-subjects treatments that differed based on the permissions requested.
To increase ecological validity, we used deception: we registered a new domain, airzoom.net, in order to convince participants that we were a software company that was conducting a private beta test of an Android application. We displayed screenshots of our application, shown in Figure 3 , and asked participants to provide a bid for how much they would need to be compensated to participate. We also asked them to provide a suggested price for us to charge in the Android Market. We explained that this was a reverse Vickrey auction using language similar to Danezis et al.'s experiment [15] : Fig. 3 . Screenshot of our fictitious application that participants were asked to valuate. The permissions requested were randomly assigned from a set of five conditions. We are recruiting current Android users to participate in a private beta test of this app. If you are selected to participate, you must purchase this app from the Android Market for $0.99 and install it onto your smartphone. You will be expected to use the app for at least one hour per week over the course of a month.
Each person who is selected to participate in the beta will receive monetary compensation. We are running an auction to select those who will take part. We invite you to submit a bid for the amount of money you require to take part in the beta. Successful bidders will be those who bid the lowest amounts, and each will be paid the amount of compensation demanded by the lowest unsuccessful bidder. ( We have yet to decide how many participants we will require.)
The fictitious application screenshots contained a request for up to four possible permissions: Internet access (INTERNET), location (ACCESS_FINE_LOCATION), address book contacts (READ_CONTACTS), and photos from the photo library (PHOTOS). 5 We chose the latter two because they were unrelated to the application's core functionality, as it was described to participants. We also chose them because our previous research indicated that they would be likely to raise concerns [22] . As before, we included a request for the ACCESS_FINE_LOCATION permission because location data has been the subject of extensive privacy research, and we wanted to compare participants' concerns about location to their concerns about other permissions. We also included the INTERNET permission because it would have been required for the "DealPlus" application to function as described.
Each user saw one of five sets of permission requests: the INTERNET permission paired with one of the three other permissions, all four permissions at once, or the INTERNET permission alone. We selected these five sets of permissions so that we could isolate the effects of individual permissions and observe the synergistic effect of the combination. (We did not test every combination of the permissions in order to limit the number of experimental conditions.) The variant with only the INTERNET permission alone was our control condition, and the other four permission sets were our experimental conditions. We conducted a pilot study on a separate sample of 320 participants to determine whether participants differentiated between the INTERNET permission and the absence of any permission requests, using a fictitious game entitled "Zombies vs. Wookies." We did not observe any significant differences attributable to the INTERNET permission, and therefore used it as a control condition.
Android users often misunderstand permission requests because they only read the permission category rather than the actual permission descriptions [22] . To eliminate this confound, we altered the appearance of the permission requests by removing the category information and increasing the font size of each permission description. We also altered the text of the permissions to remove other ambiguities that we observed in our previous study [22] . Since we expect that users understood our modified permission warnings better than the actual permission warnings, participants' responses to our permission requests are likely an upper bound.
We told participants that they would need to purchase the application from the Android Market for $0.99. Consequently, they needed to account for this in their bids. We added this caveat for two reasons: to minimize cheating and to limit variance by anchoring participants to an initial point. In our pilot, we included a condition that featured no price, which resulted in extremely divergent suggested prices. 6 Therefore, to reduce variance, we decided to intentionally anchor participants to a default price of $0.99. We also hoped to make participants feel more invested in the application by forcing them to consider paying for it, and therefore more willing to pay attention to its details.
Our survey was short to maximize the participation rate. We asked a total of seven questions on four pages. The first two questions solicited participants' bid amounts and price suggestions. On the second page of the survey, we asked participants to sort several factors that may have influenced their perceptions of the application ("description," "icon," "manufacturer," "permissions requested," "name of application," "cost," and "size of application") from "most influential" to "least influential."
The purpose of the survey was to examine how participants would change their valuations of the application based on whether it was collecting information for secondary purposes. The bids were our primary experimental measure, but we also asked an explicit question about advertising. We told participants:
We're also considering making a free version of the app. It will have targeted advertisements that will be relevant to you, based on how you use the app and your mobile device. For instance, ads may be selected based on:
-How you use the app (e.g., the specific deals you view) -Your address book contacts (e.g., the ads viewed by friends who also use the app) -Your location (e.g., the businesses you visit while carrying your smartphone) -Your photo library (e.g., activities depicted in your photos)
Each participant saw a subset of the bullets, based on his or her assigned experimental condition. The first bullet was present for every participant because all participants saw the INTERNET permission. The second bullet was displayed for participants who saw the READ_CONTACTS permission, the third bullet was displayed for participants who saw the ACCESS_FINE_LOCATION permission, and the fourth bullet was displayed for participants who saw the PHOTOS permission. Participants who saw all four permission requests also saw all four bullets. We then asked participants to select the version they would be more likely to install: the "$0.99 version with no advertisements" or the "free version with targeted advertisements."
On the last page of the survey, we asked participants for demographic information, including their Android device make/model, age, and gender.
We collected survey responses during February 2012. After screening out 26 responses due to obvious cheating, non-Android users, and incomplete responses, we were left with 368 responses. These responses corresponded to 139 females (37.8% of 368) and 227 males (61.7%), while two respondents declined to disclose their genders. We observed no statistically significant differences with regard to gender, nor age (µ = 29.3, σ = 8.57), and therefore did not further analyze demographic factors.
Results
We considered five hypotheses:
H 0a = Bids will not change based on the permissions H 1a =Bids will positively correlate with permission requests H 0b = Suggested prices will not change based on the permissions H 1b =Suggested prices will negatively correlate with number of permissions H 0c = Popularity of the ad-supported version will not change with permissions
We noticed several clear outliers for the open-ended bids and suggested prices (e.g., one participant bid $10,000). We compensated for these outliers by excluding every data point above the 95 th percentile. 7 Thus, we analyzed 353 responses. Table 3 . Regression of participants' bids as a function of which permissions they were shown. n = 81 n = 71 n = 64 n = 68 Table 4 . The five columns indicate the permission requests that participants saw. Within each column, we include the average bid amounts, the standard deviations, and the number of participants randomly assigned to each condition.
Bids as a Proxy for Privacy Concerns
We performed a linear regression between participants' bids and which of the three permissions they were shown (i.e., PHOTOS, READ_CONTACTS, or ACCESS_FINE_LOCATION ). Our results were statistically significant, though not to the degree we had expected: READ_CONTACTS was the only permission that had a statistically significant impact on participants' bid amounts (see Table 3 ). The 139 participants who were exposed to this permission demanded significantly more compensation to participate in the beta than the remaining 214 participants (µ 0 = $15.11, µ 1 = $23.32, U = 12900.0, p < 0.034). In summary, we reject H 0a , and H 1a is supported for contact data. We performed the same regression with regard to participants' suggested prices, but it did not yield statistically significant results. Nor did we observe a significant correlation between the suggested prices and participants' bids. These results suggest that the anchoring effect of including a price in the screenshot overshadowed any effect that the permission request had on participants' perceptions of what a reasonable price for the application should be; participants reported an average suggested price of $0.98 (σ = 0.56), which was similar to the $0.99 anchor in the screenshot. As a result, we conclude that the suggested prices are an inadequate proxy for participants' willingness to pay for privacy (i.e., H 0b cannot be rejected and H 1b cannot be accepted). Thus, our focus remains on participants' bids.
We performed a Pearson correlation between the number of permissions each condition requested and participants' bids and found this to be statistically significant (r = 0.10, p < 0.031, one-tailed); participants requested more compensation as the application requested more permissions. Table 4 features participants' average bids, separated into the five between-subjects conditions.
Influential Factors
We asked participants to perform a sorting exercise wherein they ranked the factors that influenced their bids. The seven factors that they ranked, in order of decreasing influence, were: With the exception of the permissions requested, the other factors did not appear to change rankings across the five conditions, although we did not perform statistical tests to compare them because we held these factors constant across the five conditions. Regarding the requested permissions, we observed that participants in the control condition (i.e., those who only received the request for Internet access) ranked the requested permissions as the 5 th largest factor that influenced their bids, whereas participants in the experimental conditions ranked it as 4 th . While this difference was statistically significant (U = 6227.0, p < 0.015), participants still ranked permissions as a low fourth.
Willingness to See Targeted Ads
We asked participants whether they would prefer a free, advertising-supported version of the application instead of the $0.99 version that they previously saw. We indicated that the advertisements would be targeted using data from the requested permissions (e.g., participants in conditions requesting the ACCESS_FINE_LOCATION permission were led to believe that the advertisements would be targeted by location). Overall, we found that 22.3% of our 368 participants indicated a preference for paying $0.99 to avoid having advertisements. However, chisquare tests with regard to the specific permissions to which participants were exposed yielded no statistically significant results, and we fail to reject H 0c . Thus, this 22.3%'s aversion to advertising does not appear to be based on what data is collected to support targeted advertising. The corollary to this is that 77.7% of our participants would prefer advertisements if it meant saving $0.99, regardless of the personal data that is collected and used to target those advertisements.
Implications
The results of our two experiments indicate that the choice architecture of the application marketplace can have a profound impact on users' privacy decisions regarding their mobile devices. Our results indicate that Android users weigh privacy more heavily when they can easily compare applications' permission requests. In this section, we explore the various factors that compete for users' attention during application selection and installation in the Android Market. We conclude with suggestions for future work to help improve the Android Market to better support users' privacy concerns, though we believe that these suggestions are generalizable to other platforms.
Decision Factors
In our first experiment (Section 3), we observed that there were three factors that influenced the price/privacy variant that participants ultimately selected: whether they believed the ACCESS_FINE_LOCATION permission was relevant to the application's functionality, the amount of consideration given to permissions in general, and the amount of attention paid to application cost. We performed a linear regression with these factors, which we observed to be highly statistically significant (see Table 5 ). Table 5 . Regression of participants' price selections based on three factors: whether they believed the ACCESS FINE LOCATION permission was appropriate, their perceived importance of permission requests in general, and their perceived importance of price.
The coefficients in Table 5 indicate that when participants were able to compare similar applications side-by-side, cost was the primary decision factor, but the set of permissions requested were a near second. As a result of these factors, we observed that when the choice architecture allowed them to compare multiple applications of similar functionality, a quarter of participants indicated a willingness to pay a 300% premium for an application that collected the least amount of data. This effect was pronounced when it was clear that the data was extraneous to the application's core functionality. In this choice architecture, in which participants were able to directly compare permissions between applications, participants who selected the high-privacy variant indicated that the permissions were the primary factor behind their decisions.
The choice architecture that participants encountered in our second experiment (Section 4) did not allow them to view the permissions of multiple applications. Instead, we displayed varying permission requests and asked participants to indicate their willingness to install the application. We observed that their stated willingness was only correlated with the request for one particular permission, READ_CONTACTS. Participants were not observably less willing to install the application when it requested access to a user's photo library (PHOTOS) or the location reported by onboard GPS hardware (ACCESS_FINE_LOCATION). More importantly, even though only one particular permission triggered privacy concerns, its presence did not force privacy concerns to the forefront of the decision process. Privacy-concerned participants indicated that permissions ranked a meager fourth in terms of the factors they considered when installing an application, as compared to fifth for participants who were not exposed to extraneous permission requests. Our results suggest that because this choice architecture does not allow participants to contextualize the appropriateness of applications' permission requests, they give less weight to their privacy concerns.
We hypothesize that participants' devaluation of privacy in the second experiment was as a result of bounded rationality. In the first experiment, the side-by-side display of varying permission requests made it obvious to participants that they can directly choose between multiple applications that afford varying levels of privacy, as well as the fact that some applications may not actually need some of the requested permissions. Therefore, for those concerned with privacy, they had the option to simply avoid applications that they believed posed a conflict to their privacy preferences. Our data indicate that 25% of our participants exercised this option. In the second experiment, participants were not exposed to multiple sets of permission requests and therefore even if they believed some permissions may be extraneous to the application's functionality, they may have felt they had no choice but to grant them, because a choice was not apparent to them-though they could have reflected this apprehension in their bids. It was only when the permission requests crossed a particular "privacy threshold" that participants demanded additional financial incentives if they were to grant them (i.e., when the READ_CONTACTS permission was requested). Thus, they satisficed by accepting extraneous permissions that did not rise to this threshold.
Location, Location, Location? Most previous smartphone privacy research has focused on protecting users' location data. However, our data suggest that users view the location permission as an indicator of desirable functionality rather than an indicator of privacy risk. In our first experiment, we observed that some participants chose an application variant that requested the ACCESS_FINE_LOCATION permission because they believed that this permission was relevant to the application's functionality. This indicates that the value proposition offered by sharing location data with applications is generally seen as a net positive: users are more likely to see it as a signal for desirable location-aware features than an inappropriate intrusion upon their personal privacy. In the second experiment, participants did not significantly alter their bids in the presence of the ACCESS_FINE_LOCATION permission, nor did it prompt an observable change in participants' decisions in the context of behavioral advertising. This speaks to the acceptance of ubiquitous location-aware applications in the marketplace.
At the same time, we observed that the RECORD_AUDIO permission signaled privacy concerns across our first experiment's participants. Examining the Likert data used to report concern levels, we found that the mean concern level over the ability to record audio was significantly higher than concerns over determining location (RECORD_AUDIO: µ = 4.91, σ = 2.23; ACCESS_FINE_LOCATION: µ = 4.62, σ = 2.05; Z = −2.69, p < 0.007). This contrast did not change based on participants' selections: regardless of price/privacy variant chosen, participants were more concerned with the ability to record audio than with location.
Previous research has suggested that user attention is a finite resource [9, 10] . Therefore, prompting users to approve requests for access to data that does not concern them is likely to increase habituation, which could result in a failure to notice requests that are likely to be more concerning. Our results suggest that a more effective choice architecture needs to account for the relative levels of concern for the varying permissions.
Users and Behavioral Advertising Previously, McDonald and Cranor reported that only 20% of survey respondents would be interested in targeted advertising and that 11% would pay to avoid advertisements altogether [33] . However, in our second experiment, we observed that 77.7% of our 368 participants (95%CI: 73.1% to 81.9%) stated that they were unwilling to pay $0.99 for an application in order to avoid targeted advertising. This divergence may be due to their study being performed three years prior to ours; privacy attitudes may have changed during the interim as users become accustomed to location-based services. Another possibility is that users are more accepting of behavioral advertising when it is part of a much larger value proposition. In the previous work on acceptance of behavioral advertising, participants were simply asked whether they would prefer it, whereas we specified an exact cost ($0.99).
We were surprised that participants' support for behavioral advertising did not change as a function of the permissions that were requested in order to target advertisements. This may indicate that participants take an all-or-nothing approach to behavioral advertising: if users are forced to look at advertisements, it may be preferable for those advertisements to be relevant. We did not gather data to explicitly test this.
Open Problems and Future Work
Our findings suggest that it may be possible to improve the Android choice architecture to better address users' privacy and security concerns. The data that we presented in this paper leads to several logical directions for future work. Our study also suffered from several limitations, which future studies should address.
Privacy Annotations In our first experiment, we observed that privacy-conscious participants were willing to pay a $1.50 premium over an initial $0.49 for an application that requested the fewest permissions. In our second experiment, participants satisficed, perhaps because they could not explicitly choose an application based on privacy, even though they may have otherwise been willing to pay a premium for increased privacy. Our results suggest that a choice architecture that allows users to compare permission requests from similar applications side-by-side encourages privacy-preserving behavior. Currently, the Android Market does not support this.
This result, and other prior work on willingness to pay for privacy, suggests that some smartphone users would like the ability to comparison shop for applications based on privacy. We believe that such an architecture is in the best interest of all stakeholders. Many users desire greater privacy features and are willing to pay premiums for them. Such premiums are in the interest of the platform owner, as they increase total marketplace revenue.
We expect to empirically test this in the near future in the laboratory and field by modifying participants' smartphones to support similar search result annotations. Given the limited screen real estate, and that many of the current permissions are unconcerning to users, users are likely to comparison shop based on permissions for only a small subset of permissions. We are currently designing icons to represent the permissions that users find most concerning. We expect that if these icons appear alongside search results, users will be more likely to install applications that are aligned with their privacy and security preferences, even if this means paying a premium.
Runtime Permissioning In our second experiment, we observed that participants' privacy-preserving behaviors were much more nuanced than in our first experiment: when participants viewed a single application, their willingness to install it only changed significantly when it requested one particular permission, READ_CONTACTS, which previous participants ranked as one of the most concerning. Requests for other permissions, while extraneous to the application's stated functionality, did not concern participants enough for them to significantly alter their valuations of the application; similar extraneous requests in the first experiment resulted in privacy-concerned participants choosing alternate applications with fewer permission requests. This result suggests that smartphone users are likely to install desirable applications regardless of whether or not they request extraneous permissions, even when these requests conflict with their stated privacy preferences-the desire to install the applications outweighs their privacy concerns. This may be due in part to hyperbolic discounting, where the immediate desire for the application results in devaluation of future privacy concerns. Regardless of the exact cause, we believe this result points to another limitation of the choice architecture: when participants are evaluating an application's entire value proposition, privacy concerns are but one aspect; many other factors may overshadow even a privacy-conscientious user's apprehension to disclose personal data.
The current choice architecture under-values privacy because it frames the choice as one between installing the application (and accepting the privacy risks) or not installing the application (and not benefitting from its functionality)-without providing other options at the same time (e.g., other applications that may provide similar functionality at less privacy cost). It is possible that these shortcomings could be addressed by decoupling the decision of whether or not to install an application from the decision of whether or not to grant it a particular permission. Studies are needed to validate this hypothesis. We expect to perform a field study using a modified version of the Android OS to examine whether or not users make the same decisions regarding whether or not to grant applications permissions when those permissions are requested at runtime, when the data is actually needed by the application. Such a choice architecture will need to consider many factors: for example, how often to prompt the user for particular types of data, why the data is being requested, and how to phrase the requests.
Limitations Both of our studies were based on users' stated preferences, rather than observing their actions in the Market. That is, unlike real interactions with the Market, where users are paying actual money and disclosing their actual personal data, our study did not expose them to these costs. At the same time, in our second experiment, we led users to believe that they would be paying for and installing an actual application, and they had no reason to disbelieve us. In fact, our statistically significant results suggest that they weighed these costs in their decisions.
Furthermore, our first experiment displayed four applications side-by-side, which allowed participants to directly compare the full set of permissions requested between all four applications. Due to screen size limitations on most mobile devices, this scenario is a best case for the ability to do side-by-side comparisons. Therefore our survey results likely represent upper bounds.
In both of our experiments, we exposed participants to varying permission requests. However, we only collected data on their hypothetical behaviors for five different permissions. These permissions represent just 4% of the 124 permissions available in the most recent release of Android [5] . It is likely that there are many permissions that users find even more concerning than the ones we examined in this study, as well as many more that users universally find unconcerning. A improved choice architecture would need to account for the full spectrum of permissions. Likewise, because of this and the aforementioned limitations stemming from the realism of the tasks, we cannot make generalizations about how much users may be willing to pay to avoid granting particular permissions.
Finally, another limitation of our study was that the results from our first experiment cannot be quantitatively compared with the results from our second experiment, since they used different metrics and were performed over different periods of time (not to mention that they involved completely different methodologies). Instead, we qualitatively compare the results of the two studies to show how changes to the choice architecture can have profound impacts on users' decisions. In future work, we expect to directly address these limitations by conducting laboratory and field experiments wherein participants face real financial and privacy risks.
