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 Given the difficulty in predicting outcomes in persons with stroke-induced 
aphasia (PWA), neuroimaging-based biomarkers of recovery could provide 
invaluable predictive power to stroke models. However, the neural patterns that 
constitute beneficial neural organization of language in PWA remain debated. 
Thus, in this work, we propose a novel network theory of aphasia recovery and 
test our overarching hypothesis, i.e., that task-specific language processing in 
PWA requires the dynamic engagement of intact tissue within a bilateral network 
of anatomically-segregated but functionally and structurally connected language-
specific and domain-general brain regions.  
 We first present two studies in which we examined left frontotemporal 
connectivity during different language tasks (i.e., picture naming and semantic 
feature verification). Results suggest that PWA heavily rely on left middle frontal 
gyrus (LMFG)-driven connectivity for tasks requiring lexical-semantic processing 
and semantic control whereas controls prefer models with input to either LMFG 
or left inferior frontal gyrus (LIFG). Both studies also revealed several significant 
associations between spared tissue, connectivity and language skills in PWA. 
 
viii 
 In the third study, we examined bilateral frontotemporoparietal connectivity 
and tested a lesion- and connectivity-based hierarchical model of chronic 
aphasia recovery. Between-group comparisons showed controls exhibited 
stronger left intra-hemispheric task-modulated connectivity than did PWA. 
Connectivity and language deficit patterns most closely matched predictions for 
patients with primarily anterior damage whereas connectivity results for patients 
with other lesion types were best explained by the nature of the semantic task. 
 In the last study, we investigated the utility of lesion classification based 
on gray matter (GM) only versus combined GM plus white matter (WM) metrics. 
Results suggest GM only classification was sufficient for characterizing aphasia 
and anomia severity but the GM+WM classification better predicted naming 
treatment outcomes. We also found that fractional anisotropy of left WM 
association tracts predicted baseline naming and treatment outcomes 
independent of total lesion volume. 
 Finally, results of a preliminary multimodal prediction analysis suggest that 
combined structural and functional metrics reflecting the integrity of regions and 
connections comprise optimal predictive models of behavior in PWA. To 
conclude this dissertation, we discuss how multimodal network models of 
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1.  PROJECT OVERVIEW 
Approximately one-third of stroke survivors present with aphasia, a 
communication disorder that is characterized by a constellation of receptive and 
expressive language impairments impacting all modalities of language (e.g., 
auditory comprehension, verbal expression, reading, writing) (Flowers et al., 
2016; Laska, Hellblom, Murray, Kahan, & Von Arbin, 2001; Pedersen, Stig 
Jӧrgensen, Nakayama, Raaschou, & Olsen, 1995; Wade, Hewer, David, & 
Enderby, 1986). In the United States alone, 180,000 individuals acquire aphasia 
each year and around two million Americans currently live with the disorder 
(National Aphasia Association). Aphasia not only affects linguistic skills but can 
also result in life-long impairments in functional communication with devastating 
impacts on quality of life. Indeed, aphasia has a greater negative impact on 
factors of preference-based health-related quality of life (HRQL) (i.e., 
mental/emotional well-being, family life, and social functioning) than even cancer 
or Alzheimer’s disease (Lam & Wodchis, 2010), and self-reported communication 
disability has been identified as a primary negative predictor of HRQL in persons 
with aphasia (PWA) in the chronic stage of recovery (Hilari, Wiggins, Roy, Byng, 
& Smith, 2003). 
 Despite the chronicity of the aphasia, continued recovery of language is 
possible. Kertesz and colleagues (Kertesz, 1988; Kertesz & McCabe, 1977) 
documented that while the most spontaneous recovery occurs within the first 
three months after stroke, patients with chronic aphasia can continue to make 
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gains even years later. Indeed, a variety of treatments have proven effective in 
improving language abilities in chronic aphasia, including behavioral treatments 
that target specific language impairments (see recent Cochrane review by Brady, 
Kelly, Godwin, Enderby, & Campbell, 2016), pharmaceutical drug therapy (see 
Berthier, Pulvermüller, Dávila, Casares, & Gutiérrez, 2011 for review) and non-
invasive brain stimulation techniques (e.g., transcranial magnetic stimulation 
[TMS] or transcranial direct current stimulation [tDCS]; for review, see Hamilton, 
Chrysikou, & Coslett, 2011; Lefaucheur, 2016; Turkeltaub, 2015). However, 
individual response to such therapies is variable, and there is currently no way to 
predict the extent to which an individual with chronic aphasia may recover his 
communication skills (Price, Seghier, & Leff, 2010). 
 As such, many researchers have endeavored to identify which 
demographic, personal, and/or neural factors determine aphasia recovery 
prognosis. Stroke-related metrics, such as initial severity of aphasia and lesion 
site and size, have been identified as the most predictive factors of long-term 
recovery in aphasia (Lazar, Speizer, Festa, Krakauer, & Marshall, 2008; 
Pedersen, Vinter, & Olsen, 2003; Plowman, Hentz, & Ellis, 2012). Additional 
clinical predictors include age, sex, and possibly education (Laska et al., 2001; 
Pedersen et al., 2003). However, Lazar et al. (2008) discovered that the 
combined factors of lesion size, age, and initial language scores explained less 
than 30% of the variance in aphasia recovery at the 90-day mark, leaving 
investigation for other factors that might explain the remaining variance.  
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 The recent advent of advanced structural and functional neuroimaging 
methodologies (e.g., positron emission tomography [PET], functional magnetic 
resonance imaging [fMRI], magnetoencephalography [MEG], diffusion tensor 
imaging [DTI]) provides an avenue for in-depth investigation into the anatomical 
and metabolic indices of aphasia recovery. For example, the aphasia 
neuroimaging literature has indicated that neural factors implicated in recovery 
go beyond lesion size and include the structural and functional integrity of 
specific cortical and subcortical structures ipsilateral and contralateral to the 
lesion (Cappa, 2011; Ferro, Mariano, & Madureira, 1999; Forkel et al., 2014; 
Hillis et al., 2006; Hillis et al., 2001). However, as Chapters 2, 3 and 4 of this 
document illustrate, the neural and behavioral profiles associated with aphasia 
are multifaceted and dynamic, and a clear picture of the most vital neural 
correlates of recovery has not emerged.  
 We postulate that several key reasons exist for the lack of consensus 
regarding the nature of beneficial neural recovery in PWA. First, commonly-used 
imaging and analysis methods in the patient literature cannot fully capture the 
complex dynamics of the reorganized language network. Most researchers have 
utilized a single imaging modality (e.g., fMRI or DTI) to characterize either 
anatomical (e.g., integrity of cortical gray matter) or functional (e.g., regional 
activation) correlates of recovery. However, structure-function-behavior 
relationships are inherently intertwined in PWA, and the use of multimodal 
techniques to study aphasia recovery has been recommended (Cappa, 2011; 
                                                                                 
4 
Meinzer, Harnish, Conway, & Crosson, 2011; Dorothee Saur & Hartwigsen, 
2012) yet infrequently applied. Moreover, it is now believed that the brain is a 
dynamic, connected system rather than composed of functionally isolated 
modules (M Catani & Mesulam, 2008; Karl J. Friston, 2011), yet network 
approaches have been used rarely in the study of aphasia. Last, there is 
emerging evidence that beneficial language reorganization in PWA not only 
involves the recruitment of remaining tissue in traditional language regions (e.g., 
left inferior frontal gyrus [LIFG], left middle temporal gyrus [LMTG]) or their right 
hemisphere counterparts, but also the additional recruitment of regions (e.g., left 
middle frontal gyrus [LMFG], left superior frontal gyrus [LSFG]) implicated in 
domain-general processes (e.g., working memory, attention) (see Geranmayeh, 
Brownsett, & Wise, 2014 for review). However, to date, no study has combined 
structural and task-based connectivity methods to determine how interactions 
between bilateral domain-specific (i.e., language) and domain-general regions 
relate to language recovery in individuals with chronic aphasia.  
 Consequently, for this project, our goal was to integrate cutting-edge 
structural and functional imaging methodologies to examine how brain 
connectivity differs between PWA and neurologically intact healthy controls and 
to determine which combination of neural metrics best reflects recovered 
language skills in chronic aphasia. The following chapter outlines how 
researchers have approached investigating neural reorganization in patients with 
chronic aphasia and describes critical considerations central to neuroimaging 
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investigations in aphasia. The subsequent two chapters provide an overview of 
what is known—and most critically, unknown—regarding the neural correlates of 
naming and lexical-semantics in healthy individuals and patients with aphasia. 
The next three chapters of the manuscript present findings from separate 
studies of naming and lexical-semantic task-based effective connectivity. In the 
first study (Meier, Kapse, & Kiran, 2016), we explored for the first time 
differences between PWA and healthy controls in left frontotemporal connectivity 
during overt picture naming. We interrogated a small network of regions deemed 
critical for language and implicated in either domain-specific (left inferior frontal 
gyrus and left middle temporal gyrus) or domain-general (left middle frontal 
gyrus) processes. We found several significant relationships between metrics 
reflecting the integrity of cortical network hubs, effective connections and naming 
abilities in the patients. 
In the second study, we expanded on Meier et al., 2016 by examining the 
same three-region network in a larger sample of PWA and age-matched controls 
for a semantic feature judgment task. In line with Meier et al. (2016), we identified 
regional activation and interregional connections that were beneficial for lexical-
semantic processing in the patients. Moreover, given that stroke patients pose 
major challenges to group imaging studies, one additional novelty of this study 
was the development and application of a system for identifying lesion and 
localizing activation in patients with heterogeneous lesion extents and locations. 
While the first two studies provided insight into left hemisphere naming 
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and lexical-semantic network connectivity, they did not address one of the major 
questions in the aphasia literature: how the right hemisphere is involved in 
language processing. Therefore, in the third study, we examined network 
characteristics of seven bilateral domain-specific and domain-general regions for 
the semantic feature verification fMRI task. Once again, we compared effective 
connectivity characteristics between patients and controls. However, unlike the 
previous investigations, we took the analysis a step further by constructing and 
testing a hypothetical hierarchical model of chronic aphasia recovery that 
incorporated lesion, effective connectivity and language metrics.  
In the final study included in this manuscript, we utilized multimodal 
structural imaging metrics to test the utility of a novel lesion classification 
technique in predicting overall aphasia severity, naming abilities and naming 
treatment outcomes in PWA. We compared the predictive power of gray matter 
only versus combined gray and white matter metrics. We additionally determined 
which specific brain structures predicted language abilities over and beyond total 
lesion volume. We couched the study’s findings within the context of previous 
work using multimodal imaging datasets to improve predictive models of aphasia 
recovery. 
The last chapter of this manuscript summarizes key findings of each 
study, briefly describes related ongoing work and discusses how this project fits 
into the broader context of neuroimaging-based studies of chronic aphasia 
recovery. Ultimately, we hope these findings will provide an essential foundation 
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for future research aiming to leverage multimodal neuroimaging and 
connectomics to improve predictions regarding long-term recovery and treatment 
response in PWA. 
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2.  What constitutes neural recovery in aphasia? 
 
 This chapter is divided into two sections. The first section (2.1. Theories of 
post-stroke neural reorganization of language) reviews the neural mechanisms of 
damage and recovery after stroke, including an overview of the debate in the 
aphasia literature regarding the functional roles of the left versus right 
hemispheres in recovery. Notably, theories regarding the functional 
reorganization of language in chronic aphasia are based primarily on activation 
studies in PWA during spontaneous recovery, following treatment, and/or 
following noninvasive brain stimulation. The second section (2.2. Important 
factors in the investigation of the neural reorganization of language) highlights 
some of the flaws in this work, emphasizing that additional factors such as lesion 
characteristics and task demands must be carefully considered to reshape the 
discussion regarding post-stroke neural recovery.  
2.1. Theories of post-stroke neural reorganization of language 
 Recovery after stroke includes a series of molecular, cellular, and brain 
systems-level events that have been documented both in animal models and in 
humans (Cramer, 2008). Hillis and Heidler (2002) proposed a three-stage model 
of the temporal nature of spontaneous recovery in stroke-induced aphasia. The 
first stage, which aligns with the acute phase of recovery (i.e., hours and days 
after stroke), is characterized by the reinstatement of functioning of the ischemic 
penumbra (i.e., temporarily compromised left hemisphere [LH] tissue immediately 
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adjacent to the lesion). Hillis and Heidler (2002) suggest that the most important 
recovery mechanism at play during this stage is reperfusion (i.e., restoration of 
cerebral blood flow) of this tissue. The second and third stages of recovery 
correspond most closely to the subacute (i.e., weeks or months after stroke) and 
chronic (i.e., months to years post-stroke) stages, respectively. The second stage 
is typified by reorganization of brain structure-function relationships at the level of 
brain systems whereas the third stage, which the authors acknowledge may 
begin immediately after stroke onset, is characterized by establishing new 
pathways and developing compensatory mechanisms for lost functions.  
 This recovery timeline has been supported by the stroke literature 
detailing patterns of brain activity associated with each phase of recovery. In the 
immediate aftermath of stroke, a reduction in whole brain activation is observed 
that is likely linked not only to hypoperfusion of local cortical regions but also to 
cerebral edema and diaschisis (i.e., dysfunction of intact neurons distant from 
damaged areas) (Cramer, 2008; Price, Warburton, Moore, Frackowiak, & Friston, 
2001; Saur et al., 2006). Corresponding to Hillis and Heidler's (2002) second and 
third stages of recovery, reorganization in the weeks and months following stroke 
is characterized by three distinct patterns of brain activity, including (1) increased 
activity in ipsilesional brain regions that are structurally distinct but functionally 
connected to infarcted regions, (2) increased perilesional activity that is believed 
to reflect the reinstatement of the pre-stroke language system, and (3) increased 
activity in contralesional areas, in particular recruitment of right hemisphere (RH) 
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homologues of damaged LH regions (Cappa, 2011; Cramer, 2008; Crosson et 
al., 2007; Heiss & Thiel, 2006; Kiran, 2012; Price & Crinion, 2005; Saur & 
Hartwigsen, 2012; Thompson & den Ouden, 2008). 
 In their seminal paper, Saur et al. (2006) documented patterns of brain 
activation with associated behavioral changes in 14 PWA during the acute, 
subacute, and chronic post-stroke phases. These authors discovered that very 
little group activation was observed in the acute phase (i.e., approximately two 
days post-stroke), but there was increased bilateral activation in the subacute 
phase (i.e., approximately 12 days post-stroke), including increased activity in the 
right Broca’s homologue and right supplementary motor area (SMA) which 
correlated with improved language function. By the chronic phase of recovery 
(i.e., 4-12 months post-stroke), aphasia had resolved in 10 of the 14 aphasic 
participants, and a normalization of activation was observed. Specifically, a shift 
in peak activation to the LH similar to control activation was seen, and this shift 
was associated with further language improvements in the patient group. No 
other study has systematically catalogued neural reorganization during all three 
phases of recovery in the same manner. However, Saur et al.'s findings have 
been corroborated by other longitudinal studies (e.g., Fernandez et al., 2004; 
Heiss et al., 1999; Miura et al., 1999) in which brain activation was measured in 
the subacute and chronic phases only. Figure 2.1 illustrates the combined 
theories of Hillis & Heidler (2002) and Saur and colleagues (2006) regarding the 
temporal course of neural reorganization in aphasia. 
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 Unfortunately, typical neural activity patterns and language abilities (as 
illustrated in Figure 2.1) are not always restored by the chronic phase of 
recovery. Indeed, the majority of PET and fMRI studies have only included 
individuals with chronic aphasia. From this work, Heiss and Thiel (2006) 
proposed a chronic-stage recovery model that has shaped ongoing debate 
regarding the functional roles of perilesional and contralesional tissue. In this 
model, optimal—and possibly complete—behavioral recovery in chronic aphasia 
is associated with minor damage to LH regions not central to language 
processing, and pre-stroke LH activation patterns for language are not disrupted. 
The second pattern results in satisfactory but incomplete language recovery due 
to damage to core LH language regions, which results in the recruitment of other 
Figure 2.1. Temporal course of neural reorganization in aphasia, adapted from Hillis & Heidler 
(2002) and Saur et al. (2006). Time is denoted on the x-axis. The y-axis denotes degree of 
activation and amount of aphasia recovery on the left and right, respectively.  
                                                                                 
12 
perilesional areas during language tasks. Last, the poorest language recovery is 
the result of severe damage to the entire ipsilateral language network and only 
homotopic RH regions remain to mediate language functions. Several years 
later, Anglade, Thiel, and Ansaldo (2014) provided an updated schema of 
recovery (shown in Figure 2.2) in which patients who exhibit the second and third 
patterns of recovery recruit both hemispheres for language but to different 
extents. 
 To our knowledge, no study has explicitly tested whether the three 
patterns of recovery described by Heiss and Thiel (2006) exist in patients with 
chronic aphasia. However, several studies have found that predominant 
activation in the LH in chronic PWA is associated with the most favorable 
performance on speech and language tasks (e.g., Cornelissen et al., 2003; 
Crinion, 2005; Heiss et al., 1999; Léger et al., 2002; see Cappa, 2011; Crosson 
et al., 2007; Kiran, 2012; Meinzer et al., 2011; Price & Crinion, 2005; Thompson 
& den Ouden, 2008; Zahn, Schwarz, & Huber, 2006 for reviews). Perilesional 
activity specifically has been found in PWA with more recovered language skills 
(Fridriksson, Richardson, Fillmore, & Cai, 2012; Heiss et al., 1999; Léger et al., 
2002; Rosen et al., 2000; Szaflarski, Allendorfer, Banks, Vannest, & Holland, 
2013; Warburton, Price, Swinburn, & Wise, 1999). Moreover, optimal outcomes 
following speech-language therapy have been linked to increases in LH 
activation for a variety of trained language skills (e.g., Fridriksson, 2010; 
Fridriksson et al., 2012; Marcotte & Ansaldo, 2010; Meinzer et al., 2008; Menke 
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et al., 2009; Raboyeau et al., 2008; van Hees, McMahon, Angwin, de Zubicaray, 
& Copland, 2014; Vitali et al., 2007).  
 In contrast to LH 
findings, activation in the 
contralesional RH is poorly 
understood and hotly debated. 
On the one hand, many 
researchers have suggested 
that RH activity for language is 
maladaptive and/or ineffective 
(Belin et al., 1996; Blank, Bird, 
Turkheimer, & Wise, 2003; 
Naeser et al., 2004; Postman-
Caucheteux et al., 2010; Price 
& Crinion, 2005; Warburton et 
al., 1999) and possibly even 
predictive of poor behavioral 
recovery (Kurland et al., 2004). Postman-Caucheteux and colleagues (2010), for 
example, found that incorrect naming responses in PWA were associated with 
increased activation in right frontal regions relative to the activity seen during 
correct responses. Reductions in RH activation as a function of treatment have 
also been reported, which might indicate that poorer language skills before therapy 
Figure 2.2. Schematic of activation patterns in chronic 
aphasia, based on models by Heiss & Thiel (2006) and 
Anglade, Thiel, & Ansaldo (2014). Brain size reflects the 
degree of cerebral recruitment. The first row reflects the 
first pattern of recovery, the middle row reflects the 
second pattern, and the top panel illustrates the third 
pattern of recovery. Gray shading = negligible or absent 
activation 
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are linked to RH activity (e.g., Belin et al., 1996; Marcotte et al., 2012; Marcotte & 
Ansaldo, 2010). For example, Belin and colleagues (1996) observed decreased 
cerebral blood flow in seven of nine RH regions of interest (with concomitant 
increased blood flow in LH regions) in seven nonfluent patients who underwent 
melodic intonation therapy (MIT) when they applied learned MIT techniques in the 
scanner. Additionally, some researchers (Belin et al., 1996; Blank et al., 2003; 
Naeser et al., 2004, 2005; Rosen et al., 2000; Thiel et al., 2006) have interpreted 
post-stroke RH activity as reduced transcallosal inhibition that may actively 
suppress potential recruitment of remaining LH tissue. Support for this hypothesis 
has come from noninvasive brain stimulation studies in which inhibitory repetitive 
transcranial magnetic stimulation (rTMS) applied over RH homologues (e.g., right 
inferior frontal gyrus [RIFG]) of damaged LH regions (e.g., left inferior frontal gyrus 
[LIFG]) results in improved language skills (Naeser et al., 2005, 2010; Ren et al., 
2014). The collective findings from such studies connect RH activity to impaired 
language and, in some cases, again highlight the importance of LH recruitment for 
language recovery. 
 On the other hand, engagement of the RH for language has been deemed 
beneficial in the early stages of recovery, when aphasia is severe, and/or when 
LH lesions are large (Fernandez et al., 2004; Saur et al., 2006). The RH’s role in 
mediating language processes has also been demonstrated by cases of aphasic 
patients who lost recovered language abilities after suffering a second, RH stroke 
(Barlow, 1877; Basso, Gardelli, Grassi, & Mariotti, 1989; Cappa & Vallar, 1992; 
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Levine & Mohr, 1979; Turkeltaub et al., 2012). Furthermore, in contrast to the 
previously-summarized papers, several studies have linked improved language 
abilities with RH activation either during spontaneous recovery or in terms of 
treatment-induced improvements in language (Abo et al., 2004; Blasi et al., 2002; 
Breier, Maher, Novak, & Papanicolaou, 2006; Cao, Vikingstad, George, Johnson, 
& Welch, 1999; Cherney & Small, 2006; Mattioli et al., 2014; Mohr, Difrancesco, 
Harrington, Evans, & Pulvermüller, 2014; Musso et al., 1999; Raboyeau et al., 
2008; Vitali et al., 2010). For example, Raboyeau et al. (2008) found that 
engagement of the RH inferior frontal cortex was related to improved naming 
performance secondary to therapy in chronic PWA. Crosson and colleagues 
(2009) utilized a treatment paradigm directly aimed at enhancing engagement of 
the RH for chronic PWA and found that frontal activity for picture naming was 
completely lateralized to the RH in three of the four participants who benefitted 
from therapy. In all, findings from these studies are inconsistent with theories of 
neural reorganization of language in chronic aphasia (Anglade et al., 2014; Heiss 
& Thiel, 2006) and suggest that recruitment of the RH for language can actually 
be beneficial for PWA. 
 Studies weighing in on the debate regarding the functional roles of the left 
versus right cerebral hemispheres during aphasia recovery formed the bulk of 
neuroimaging work in aphasia in the early 2000’s, and a rather contradictory 
body of literature has resulted. A more modern as well as more temperate view 
of functional reorganization after stroke-induced aphasia is that specific regions 
                                                                                 
16 
in both hemispheres of the brain are required to mediate particular cognitive 
functions. For example, in a meta-analysis of 12 fMRI language studies in 
patients with chronic aphasia, Turkeltaub, Messing, Norise, and Hamilton (2011) 
found that PWA showed activation in similar LH regions as controls (e.g., LIFG, 
left middle temporal gyrus [LMTG]) but also demonstrated relatively more 
homotopic RH activity than healthy individuals exhibited. Studies citing 
associations between bilateral activation and recovered language abilities (e.g., 
Cardebat et al., 2003; Fridriksson et al., 2007; Fridriksson, Nettles, Davis, 
Morrow, & Montgomery, 2006; Mattioli et al., 2014; Meinzer et al., 2006; Meltzer, 
Wagage, Ryder, Solomon, & Braun, 2013; Menke et al., 2009; Vitali et al., 2007) 
offer further support for this hypothesis yet have not provided conclusive 
evidence regarding the exact patterns of beneficial versus detrimental activity for 
specific language skills. As such, it is difficult to reconcile the multitude of 
activation study results with any one broad-sweeping model of recovery, and it is 
even more challenging to make predictions about recovery for a specific 
individual with aphasia based on this literature.  
2.2. Important factors in the investigation of neural reorganization of 
language 
 Likely many factors contribute to the variability in activation findings in 
PWA. One set of probable factors include stroke characteristics such as lesion 
size and site. Total lesion volume is a gross measure of structural damage, and 
while some researchers (e.g., Forkel et al., 2014; Ivanova et al., 2016; Lazar & 
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Antoniello, 2008) have found that lesion size correlates with language abilities in 
chronic aphasia, others (e.g., Bonilha, Gleichgerrcht, Nesland, Rorden, & 
Fridriksson, 2016; Bonilha, Rorden, & Fridriksson, 2014; Marchina et al., 2011; 
Marcotte et al., 2012) have not found similar relationships. Lesion site, on the 
other hand, certainly plays a critical role in activation patterns. For example, in 
the aforementioned meta-analysis, Turkeltaub et al. (2011) found that patterns of 
recovery and compensation in PWA varied by lesion location. Consistent activity 
in the patient group was found in preserved LH regions such as LMTG and pars 
opercularis of LIFG (LIFGop) but the authors also found additional activated 
nodes that either performed the role of a lesioned area (such as a node in LIFG 
pars triangularis [LIFGtri]) or were shifted slightly from homologous control nodes 
(such as a node in LIFG pars orbitalis [LIFGorb]). They additionally found nodes 
in the patient group that were recruited to perform a different function, such as an 
activated region in the left middle frontal gyrus (LMFG) which was seen across all 
patients, regardless of the integrity of the neighboring LIFG. Therefore, this meta-
analysis highlights that PWA with LH lesions do activate ipsilesional regions but 
activation is dependent in part (but not entirely) on the specific location of lesions. 
Unfortunately, many studies cited in the previous section do not report how 
activation patterns vary by lesion location, which renders interpretation of the 
findings difficult. 
 Another important factor in deciphering neural reorganization of language 
in PWA is task requirements. The term “language” encompasses many different 
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types of tasks (e.g., speech recognition, naming, word comprehension, sentence 
production, etc.) that in turn require different linguistic processes and systems 
(e.g., semantics, phonology, syntax, etc.). As such, in functional neuroimaging 
studies, task-specific processing results in anatomically and functionally distinct 
activation loci. For example, activation for auditory word comprehension and 
written word lexical selection might recruit STG and the visual word form area in 
the inferior temporal gyrus (ITG), respectively, but the reverse pattern of 
activation would be unlikely. Studies in which the same aphasic participants were 
scanned on different language conditions have provided evidence that activation 
patterns depend on task requirements (e.g., Belin et al., 1996; Blank et al., 2003; 
Brownsett et al., 2014; Fernandez et al., 2004; Perani et al., 2003; Sebastian & 
Kiran, 2011; Thompson, Bonakdarpour, & Fix, 2010; van Oers et al., 2010). 
Thus, in order to better quantify recovery in PWA, it is necessary to identify the 
cognitive-linguistic processes involved in a given language task and to determine 
which brain regions are necessary and available in patients to mediate these 
processes.   
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3.  Cortical regions implicated in naming and its component processes 
 
To provide a foundation for this project, the first section of this chapter 
(3.1. Stages of overt picture naming) reviews different processing stages 
involved in picture naming, the primary language skill of interest in this project.  
The main goal of the next section (3.2. Evidence for the cortical organization of 
naming) is to identify regions that comprise the canonical naming network by 
reviewing two distinct lines of research summarized in subsections 3.2.1. 
Regions implicated in naming according to functional neuroimaging studies in 
healthy adults and 3.2.2. Regions implicated in naming according to lesion-
mapping and deficit studies. This project specifically focused on different levels 
within the semantic system (i.e., lexical-semantics, semantic control), so an 
additional aim of this section is to distinguish regions involved in semantic 
processes from regions implicated in other stages of naming (e.g., phonological 
processing, articulation). This overview lays the foundation for the next section 
(3.3. fMRI studies of naming and associated lexical-semantic processes in PWA) 
which summarizes findings from relevant task-specific activation studies in PWA 
and relates these findings to theories of post-stroke neural reorganization of 
language reviewed in Chapter 2. 
3.1.     Stages of overt picture naming 
Despite heterogeneity of patient lesion and language profiles, anomia, or 
impaired word retrieval, is ubiquitous across aphasia subtypes and is the most 
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pervasive symptom of chronic aphasia (Foundas, Daniels, & Vasterling, 1998; 
Goodglass & Wingfield, 1997; Ojemann & Whitaker, 1978; Ojemann, Ojemann, 
Lettich, & Berger, 1989). Retrieving the name of an item is a seemingly simple 
task that neurologically intact speakers accomplish rapidly and easily, yet naming 
requires several distinct processing steps. Specifically, according to 
psycholinguistic models of lexical access (Dell & O’Seaghdha, 1992; Dell, 
Schwartz, Martin, Saffran, & Gagnon, 1997; Dell, 1986; Foygel & Dell, 2000; 
Levelt, Roelofs, & Meyer, 1999; Schwartz, Dell, Martin, Gahl, & Sobel, 2006), 
oral picture naming is semantically driven and begins when visual recognition of 
a pictured item (e.g., coat) triggers conceptual processing of associated semantic 
features (e.g., “Is laundered”, “Is clothing”). In normal processing, lexical 
selection leads to the strongest activation of the target abstract pre-phonological 
word form (or lemma) but competition between word forms also results in weak 
activation of the lemmas of phonological and semantic associates of the target. 
Similarly, retrieval of phonological information from long-term storage results in 
strongest activation of the target lemma’s phonological codes (e.g., /k/, /o/, /t/) as 
well as weaker activation of phonemes of weakly activated lemmas. Last, 
maintenance and sequencing of the phonological codes (e.g., [kot]) occurs prior 
to articulation of the pictured item (e.g., “coat”). 
 In addition to these core processes, language-specific executive 
processes are required during naming to resolve competition among activated 
targets. In particular, controlled access to semantic information (hereby known as 
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semantic control) is arguably required to a certain degree to select target-
appropriate semantic features and certainly needed to inhibit weakly activated 
lemmas in order to access the correct lexical item (Lambon Ralph, Jefferies, 
Patterson, & Rogers, 2016). Critically, behavioral studies have demonstrated that 
patients with stroke-induced aphasia have intact semantic knowledge but 
impaired access to it (e.g., Corbett, Jefferies, Ehsan, & Lambon Ralph, 2009; 
Corbett, Jefferies, & Lambon Ralph, 2009; Hoffman, Jefferies, & Lambon Ralph, 
2011; Jefferies, Baker, Doran, & Lambon Ralph, 2007; Jefferies, Patterson, & 
Lambon Ralph, 2008; Jefferies & Lambon Ralph, 2006; McCarthy & Warrington, 
2016; Mirman & Britt, 2013; Rogers, Patterson, Jefferies, & Lambon Ralph, 2015; 
Thompson & Jefferies, 2013; Warrington, 1975; Warrington & Cipolotti, 1996). As 
such, it has been hypothesized that anomia in PWA can be characterized as an 
access, rather than storage, deficit, which has implications for brain-behavior 
relationships in this population (D. Mirman & Britt, 2013). 
 Picture naming clearly involves several layers of processing that can go 
awry in PWA, so the question remains: where are these functions localized in the 
brain? The simple answer is that naming recruits a distributed network of regions 
spanning frontotemporoparietal cortex; a more detailed response is provided in 
the following section. 
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3.2.     Evidence for the cortical organization of naming 
3.2.1.  Regions implicated in naming according to functional neuroimaging 
studies in healthy adults 
 Systematic reviews and meta-analyses of functional activation in 
neurologically-intact individuals during word retrieval and semantic and/or 
phonological tasks (e.g., Binder & Desai, 2011; Binder, Desai, Graves, & Conant, 
2009; Indefrey & Levelt, 2004; Indefrey, 2011; Price, 2010, 2012; Price, Devlin, 
Moore, Morton, & Laird, 2005; Vigneau et al., 2006, 2011) provide strong 
evidence for brain regions critical for oral picture naming and its component 
processes. In their meta-analysis of 82 neuroimaging studies, Indefrey and Levelt 
(2004) delineated the spatiotemporal and neural correlates of word production. 
According to these authors, picture-naming lead-in processes of visual 
recognition are mediated by regions mostly confined to the bilateral occipital and 
inferior temporal cortices. Per their findings, conceptually driven lexical selection 
is localized to the midsection of LMTG while phonological code retrieval is 
mediated by the right supplementary motor area (RSMA), the left anterior insula, 
and Wernicke’s area (i.e., LpSTG, LpMTG). They posited that syllabification, 
which is central to phonological segmentation, is confined to Broca’s area (i.e., 
LpIFG) across both covert and overt naming tasks. Finally, they found regions 
implicated in phonetic and articulatory processes included areas superior to the 
perisylvian fissure as well as the left and medial right cerebellum, bilateral 
thalami, and the right midbrain. In an update of Indefrey and Levelt (2004), 
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Indefrey (2011) additionally concluded that syllabification is constrained to a 
circumscribed region of LpIFG, that LpIFG is likely also critical for subsequent 
stages of phonetic encoding and/or articulatory planning, and that the inferior 
parietal lobule likely plays some (unspecified) role in word production. 
 Other researchers have differentiated neural correlates of semantics and 
phonology within a variety of lexical tasks in healthy individuals. For example, 
Binder, Desai, Graves and Conant (2009) conducted a meta-analysis of 
carefully-selected studies of semantic word processing and found activation 
peaks across tasks in seven principle LH regions, including angular gyrus (AG) 
and adjacent supramarginal gyrus (SMG); the lateral temporal lobe, including the 
entire length of MTG and posterior portions of ITG; ventromedial temporal cortex, 
including the mid fusiform gyrus (FG) and parahippocampus; IFG, especially pars 
orbitalis; ventromedial and orbital prefrontal cortex; and the posterior cingulate 
cortex (PCC) and adjacent ventral precuneus. Utilizing slightly different methods, 
Vigneau and colleagues investigated the LH and RH contributions to 
phonological, lexical-semantic and sentence processing in two separate meta-
analyses (i.e., Vigneau et al., 2006, 2011). They found that the majority of 
activation peaks across tasks were elicited unilaterally in the LH (i.e., 79% of LH 
activation), yet RH activation was seen in 59 of the 128 analyzed articles 
(Vigneau et al., 2011). Unilateral RH peaks were rare and localized to RMFG and 
RIFG during phonological and semantic processing. The majority of RH peaks 
elicited during lexical-semantic processing had LH homotopic peaks, and the 
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authors attributed RH activation to the mediation of domain-general cognitive 
processes such as attention, working memory, and/or inhibition from LH regions. 
 In general, the functional organization of the semantic system remains a 
contentious topic in the neurocognitive literature (see Lambon Ralph et al., 2016 
for review). For example, distinct types of neurocognitive models of semantic 
knowledge exist, including distributed sensory-motor representation models (e.g., 
Binder & Desai, 2011; Humphreys & Forde, 2001; Mahon & Caramazza, 2009; 
Warrington & Shallice, 1984) which posit that concepts and categories are 
spatially represented based on sensory-motor systems versus “hub-and-spokes” 
models (e.g., Jefferies, 2013; Jefferies & Lambon Ralph, 2006; Patterson, 
Nestor, & Rogers, 2007; Lambon Ralph et al., 2016) which posit that a 
transmodal semantic “hub” (e.g., bilateral anterior temporal lobe [ATL]) stores all 
representations while “spokes” (e.g., other regions in association cortices) 
access modality-specific information. Furthermore, there is no consensus about 
the role of certain regions for semantic processing, including the inferior parietal 
cortex in general and AG in particular (Binder & Desai, 2011; Humphreys & 
Lambon Ralph, 2015; Lambon Ralph et al., 2016; Seghier, 2013). Evidence from 
some meta-analyses (e.g., Binder et al., 2009) indicates that AG is central to 
semantic processing during active task completion, while findings from other 
meta-analyses (e.g., Humphreys & Lambon Ralph, 2015) instead suggest that 
AG becomes engaged during automatic processing and rest and deactivates 
during tasks. Similarly, some researchers (see reviews by Price, 2010, 2012) 
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have found that the dorsolateral prefrontal cortex (e.g., LSFG, LMFG) becomes 
activated during semantic tasks but the specificity of this activation to language is 
questionable. Debate also exists regarding the functional specialization of IFG 
with regards to semantic (versus phonological) processing. Some researchers 
state that the entire LIFG is integral to processing both semantic and 
phonological information (e.g., Bookheimer, 2002; Gold & Buckner, 2002; Price 
et al., 2005; Thompson-Schill, D’Esposito, Aguirre, & Farah, 1997; Vigneau et al., 
2006; Wagner, Paré-Blagoev, Clark, & Poldrack, 2001) while other researchers 
posit that LpIFG (i.e., BA44/LIFGop) and LaIFG (i.e., BA45/LIFGtri and 
BA47/LIFGorb) have distinct roles in phonological and semantic processing, 
respectively (e.g., Binder & Desai, 2011; Binder et al., 2009; Bokde, Tagamets, 
Friedman, & Horwitz, 2001; Poldrack et al., 1999). 
 In addition, seminal fMRI studies in healthy individuals from the late 1990s 
and early 2000s (e.g., Badre, Poldrack, Paré-Blagoev, Insler, & Wagner, 2005; 
Badre & Wagner, 2007; Thompson-Schill, D’Esposito, & Kan, 1999; Thompson-
Schill et al., 1997; Wagner et al., 2001) provided early evidence for LIFG in 
access, retrieval, and executive manipulation of semantic information rather than 
storage of semantic representations. Specifically, LIFG was consistently 
activated in these studies for increased semantic control demands in tasks that 
required participants to select a response among many potentially correct 
responses, resolve semantically ambiguous word meanings, or make decisions 
about specific semantic features. Since these early studies, other regions have 
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also been implicated in semantic control. A meta-analysis by Noonan, Jefferies, 
Visser, and Lambon Ralph (2013) found that executive semantic processes 
activated bilateral ventral and dorsal prefrontal cortex and additional LH regions, 
including pMTG, dorsal and anterior AG, and anterior cingulate cortex (ACC). 
Work utilizing TMS to create virtual lesions in healthy adults corroborates the 
importance of these regions, especially LIFG and LpMTG, within the semantic 
control network (e.g., Krieger-Redwood & Jefferies, 2014; Whitney, Kirk, 
O’Sullivan, Lambon Ralph, & Jefferies, 2011; Whitney, Kirk, O’Sullivan, Lambon 
Ralph, & Jefferies, 2012; see Jefferies, 2013 for review). 
 The normal activation literature provides a strong starting point for 
determining critical regions involved in the stages of naming and other tasks that 
involve lexical-semantic processing. However, the specific functional role of 
certain regions (e.g., AG, IFG) in semantic processes remains unclear. 
Furthermore, one of the flaws of fMRI and PET studies is that they cannot 
determine whether the functional recruitment of cortical tissue for certain tasks is 
absolutely necessary or merely incidental. By contrast, lesion-mapping and 
deficit studies, which link structural damage to behavioral impairments, can 
elucidate more causal relationships regarding the necessity of certain regions in 
specific language processes. 
3.2.2.  Regions implicated in naming according to lesion-mapping and 
deficit studies 
In recent years, cutting-edge lesion definition methods have resulted in 
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fine-grained information about lesion characteristics, including continuous lesion 
measurements via calculations of the percentage of spared tissue in cortical 
regions (e.g., Sims et al., 2016), perfusion methods for more precisely defining 
perilesional versus other ipsilesional tissue (e.g., Fridriksson et al., 2012; Hillis et 
al., 2006; Hillis, Kane, et al., 2001; Hillis, Wityk, et al., 2001; Lukic et al., 2017), 
and voxel-based mapping techniques (e.g., voxel-based morphometry [VBM], 
voxel-based analysis of lesions [VAL]; voxel-wise lesion symptom mapping 
[VLSM], support vector regression-based lesion symptom mapping [SVR-LSM]; 
see Rorden & Karnath, 2004 for review). The aforementioned methods have 
most often been applied to investigate local damage in specific LH gray matter 
cortical regions in PWA to inform the neurobiology of language, including 
naming. 
During the acute post-stroke stage, impaired language abilities have been 
linked to frank damage and/or hypoperfusion of tissue in key LH areas. For 
example, in a series of studies, Hillis and colleagues used perfusion-weighted 
imaging (PWI) to investigate neural regions crucial for semantics, phonology, and 
additional naming-related processes in acute aphasics. In the first papers of this 
series (i.e., Hillis & Heidler, 2002; Hillis, Kane, et al., 2001; Hillis, Wityk, et al., 
2001), the authors observed that reperfusion of tissue in Wernicke’s area 
(Brodmann Area [BA] 22, including most of left superior temporal gyrus [LSTG]) 
in the first few days after stroke resulted in improvement in lexical-semantics for 
comprehension and production tasks. Hillis et al. (2006) found that improved 
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naming in particular was linked to reperfusion of BA37 (i.e., LpMTG/ITG/FG), 
BA44/45 (i.e., LIFGtri/op) and BA22 in the acute phase. Later papers aimed to 
distinguish foci of overt damage or hypoperfusion associated with semantic and 
phonological deficits at different stages of picture naming. Similar to previous 
findings, DeLeon et al. (2007) found that patients with damage and/or 
hypoperfusion to BA22 demonstrated disruption in naming at the level of amodal 
semantic processing whereas patients with damage and/or hypoperfusion to 
BA37 presented with either verbal and/or written lexical access deficits. 
Subsequent analyses implicated damage to BAs 22, 37 and 39 (i.e., AG) in 
impaired oral naming specifically and damage to BA39 in impairment at the level 
of the phonological word form. Finally, Cloutman and colleagues (2009) obtained 
results regarding semantics that aligned with their previous work but found that 
phonological errors during naming were associated with hypoperfusion and/or 
damage to BA6 (i.e., premotor cortex). Collectively, the work by Hillis and her 
colleagues demonstrates that specific language impairments manifest in patients 
with acute aphasia when brain tissue in certain regions ceases to function (due to 
either frank lesion or hypoperfusion), which implies that different regions are 
needed for various naming-related processes. 
 Other researchers have used voxel-based lesion mapping techniques—
which reveal patterns of damage associated with specific deficits—to investigate 
the neurological basis of different levels of naming. Because VLSM and similar 
techniques require delineation of frankly lesioned tissue, such studies have been 
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conducted most often in patients with chronic aphasia. For example, Baldo, 
Arevalo, Patterson, and Dronkers (2013) used VLSM to investigate gray and 
white matter regions associated with impaired lexical-semantic retrieval while 
controlling for core processes of object perception and articulation. They 
concluded that the ability to correctly retrieve the name of a pictured item relies 
heavily on the mid to posterior left MTG and adjacent white matter, which 
expands on Hillis and colleagues’ previous findings. Henseler, Regenbrecht & 
Obrig (2014) found that damage to both LpMTG and LIFGorb related to picture 
naming impairment. In contrast to the aforementioned papers, Henseler et al. 
(2014) found that lexical-semantic abilities for a variety of semantic tasks (i.e., 
synonym judgment, semantic differentiation of nouns, verbs and nouns versus 
verbs) elicited clusters in all three parts of LIFG, not in the temporal cortex. They 
also found that executive requirements of word fluency elicited clusters in 
frontoopercular and insular areas adjacent to LIFG. 
 Similarly, Schwartz, Mirman and their colleagues conducted a series of 
elegant studies investigating the lesion correlates of semantic and phonological 
retrieval errors during naming. In the first paper of this series, Schwartz et al. 
(2009) discovered that “pure” semantic errors during naming (i.e., nouns 
taxonomically or associatively related to the target) were associated with lesions 
in the temporal pole, the entire length of LMTG, LIFGtri, and LMFG. When they 
factored out lesioned voxels associated with conceptual semantic processing, the 
majority of remaining voxels were only found in the ATL. In a follow-up study, 
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Walker et al. (2011) expanded their definition of semantic errors (by additionally 
including verb associative responses, circumlocutions, and mixed errors) but still 
determined that anterior to mid LMTG was most critical for lemma selection 
during naming, a region more anterior to foci found in papers by Hillis and 
colleagues, Baldo et al. (2013), and Henseler et al. (2014). Most recently, 
Mirman and colleagues (Mirman, Chen, et al., 2015; Mirman, Zhang, Wang, 
Coslett, & Schwartz, 2015) expanded this work by investigating the lesion 
correlates of different divisions in the spoken language system, including 
semantic recognition, speech recognition, speech production, and semantic 
errors in a larger sample of patients (n = 99 PWA). They replicated their previous 
findings regarding the location of lexical-semantic production errors (i.e., anterior 
to mid LMTG). They also found that lesioned voxels for speech production 
overlapped with regions associated with phonological errors from Schwartz, 
Faseyitan, Kim, and Branch Coslett (2012), but unexpectedly, clusters were not 
found in either Broca’s or Wernicke’s areas. Another surprising finding was that 
semantic recognition deficits elicited clusters in a “white matter bottleneck” 
underlying LIFG and LMFG but no ATL clusters were not found.  
 In sum, findings from lesion-mapping and deficit studies compliment and 
add to the healthy activation literature by highlighting specific LH regions (e.g., 
LSTG, mid LMTG, LpMTG, LpITG/FG, LAG, LATL) that are necessary for given 
naming-related processes. It should be emphasized, however, that while these 
studies include PWA, the primary goal of these investigations is to inform the 
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neurobiology of language rather than determine how the brain functionally 
compensates in individuals with chronic aphasia. The collective findings 
regarding the neurobiology of naming from these two lines of research are 
summarized below. 
3.2.3. Summary of the cortical organization of naming 
In sum, the healthy adult activation and lesion-mapping and deficit 
literature of picture naming and its component stages provides a strong 
foundation for investigating neural reorganization of these processes in PWA. 
First, even in healthy adults, regions in a bilateral (though LH dominant) 
perisylvian network are recruited for naming, with a topographical division 
Figure 3.1. Hypothesized functional role of cortical regions for naming. (A) Lateral 
regions and (B) medial regions. A black outline indicates a possible role in control 
processes. Regions with split shading reflect multiple functional specialties frequently 
cited in the literature. Neon blue = lexical-semantic processing, pale blue = transmodal 
semantic processing, pink = auditory processing/monitoring, dark green = phonological 
processing, olive green = articulatory preparation, light gray-green = articulation, gray = 
visual processing. 
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between ventral semantic and dorsal phonological regions observed. Second, 
there appears to be graded specialization of the temporal lobe in which the ATL 
(or possibly Wernicke’s area) is critical for conceptual processing across many 
modalities; anterior to mid LMTG to LpMTG and LpITG are most critical for 
lexical-semantic processing and lexical retrieval; and LpMTG is possibly also 
involved in semantic control. Third, recruitment of LIFG is essential for naming 
and likely critical for semantic control, yet the functional role of AG is still unclear. 
Finally, the literature suggests a potential functional division between anterior 
and posterior LIFG for semantic and phonological processing, respectively. 
Figure 3.1 provides a visual summary of the functional role of these regions per 
this literature. The RH is not shown in Figure 3.1 to promote readability. 
3.3.     fMRI studies of naming and lexical-semantics in PWA 
 The literature summarized in the previous section specified regions that 
may be most critical for recovered naming processes in PWA. In contrast to 
methods that relate structural damage to behavioral impairment (e.g., VLSM), 
activation studies provide insight into how the brain functions for a given task in 
patients. As such, one outstanding question in the study of aphasia recovery is if 
PWA need to activate similar regions and demonstrate similar network 
architecture as healthy controls or if recovery may be associated with altered (but 
sufficient) brain patterns. Of course, as stated previously, lesions constrain the 
functional recruitment of the language network in PWA. Therefore, the following 
section reviews studies addressing how lesions affect local brain activity for 
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naming and lexical-semantic processes and situates these finding into the 
theories of neural recovery in post-stroke aphasia reviewed in Chapter 2. In order 
to generalize findings to the proposed study, only case series or group studies 
with larger sample sizes (n ≥ 5) in which the authors explicitly addressed how 
lesions modulate activation are summarized below. 
3.3.1.  Left hemisphere recruitment is beneficial for naming 
One of the central tenets of the theories reviewed in Chapter 2 and 
reinforced by findings from the lesion-mapping and healthy control literature is 
that the LH is essential to process language. Work by Fridriksson and his 
colleagues has been pivotal in expanding our understanding of how lesion 
influences LH activation patterns during overt picture naming in the context of 
natural and treatment-induced recovery after stroke. For example, Fridriksson, 
Bonilha, Baker, Moser, and Rorden (2010) found that severity of anomia was 
related to decreased activity for picture naming in several regions outside of the 
canonical language network, including LACC, LmMFG, and LMFG. Additionally, 
patients who demonstrated heightened LH cortical activation (relative to the level 
of activity seen in controls) exhibited better naming abilities. Lower overall brain 
activity correlated with damage in posterior Broca’s area (i.e., LIFGop).  
In a related study involving many of the same participants, Fridriksson 
(2010) found that patients who benefitted most from phonological and semantic 
cuing therapy had the greatest activation change from pre- to post-therapy in left 
anterior (i.e., MFG, IFGop, PreCG) and posterior (i.e., precuneus, inferior and 
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superior parietal lobule [IPL, SPL]) regions. VLSM performed in the sample of 
subjects revealed that the strongest predictor of naming improvement was a 
lesion in LpMTG at the junction of BA37, BA39 and BA19, meaning that patients 
with lesions to this area were least likely to improve in their naming from therapy.  
Fridriksson et al. (2012) took a different approach to examine the role of 
undamaged LH tissue by delineating perilesional tissue (i.e., regions with 
reduced cerebral blood flow [CBF] that extended 3-15mm beyond the edge of the 
frank lesion) from residual tissue necessary for naming (i.e., intact LH regions 
within the healthy control naming network more distant from the lesion). They 
found that perilesional frontal cortex was the strongest predictor of improved 
naming after anomia treatment and that baseline CBF in the residual language 
network additionally predicted an increase in correct naming from therapy.  
Finally, Abel, Weiller, Huber, Willmes, and Specht (2015) utilized joint 
independent component analysis (ICA) to determine relationships between LH 
lesion characteristics and task-evoked fMRI activity. They found that changes in 
overt naming activation following anomia treatment varied according to three 
patterns of lesion profiles. First, large LIFG lesions that extended to subcortical 
structures were associated with treatment-induced activation decreases in LIFG 
and surrounding prefrontal regions and negatively correlated with therapy gains. 
By contrast, the second and third lesion profiles involved large temporal or focal 
prefrontal lesions that spared subcortical structures; patients with either of these 
lesion types demonstrated beneficial compensatory deactivation of portions of 
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LIFG and increased activity in regions implicated in cognitive control processes 
that was positively correlated with therapy gains. Most critically, Abel and 
colleagues concluded that LIFG and its structural connections to surrounding LH 
prefrontal and temporal regions are critical for successful naming. In all, these 
studies provide solid evidence that better naming abilities are related to 
recruitment of both perilesional and other ispilesional LH tissue.  
3.3.2.  Is right hemisphere recruitment beneficial or maladaptive for naming 
and lexical-semantic processing? 
 In a recent study, Skipper-Kallal, Lacey, Xing, and Turkeltaub (2017) 
tested hypotheses regarding interhemispheric inhibition following stroke by 
systematically investigating the role of lesion size and location on RH activity 
during covert and overt picture naming. They found that total lesion volume 
predicted widespread RH activity for both tasks. However, no relationships were 
found between naming skills and damage in any given LH region when the 
authors controlled for total lesion volume. In contrast to expectations and theories 
of post-stroke language reorganization, PWA with lesions in specific LH frontal 
regions (i.e., insula, LIFGop) exhibited less activation in the contralateral frontal 
cortex (i.e., RMFG, RIFGtri, RIFGop) than PWA who did not have damage to 
these regions. In addition, they found no significant relationships between 
naming abilities and right anterior activation in either patient group (i.e., patients 
with and without lesions in frontal areas). Interestingly, the only example of 
obvious beneficial RH compensatory activity was seen in the right motor cortex; 
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PWA with damaged left motor cortex activated the homologous motor regions 
and this activation was positively associated with naming skill. Critically, findings 
from this study suggest that damage to core LH language regions does not 
necessarily result in increased (maladaptive or beneficial) recruitment of RH 
homologues, contrary to popular theories of neural reorganization of language. 
 Findings from researchers investigating how lesion modulates patterns of 
brain activity for lexical-semantic processing also do not fully support 
contemporary theories regarding the role of the RH. For example, Griffis, Nenert, 
Allendorfer, Vannest, et al., 2017 discovered that several bilateral regions 
comprise the semantic processing network in healthy controls and in PWA. They 
additionally found that for patients with large lesions, increased activity in RIFGop 
and RSMA was related to better performance on naming and/or fluency tasks but 
the opposite effect—that greater activity correlated with poorer performance—
was found in patients with small lesions. Rather than using total lesion volume, 
Sims et al. (2016) explicitly tested how the degree of spared tissue in several LH 
regions related to percent signal change in both LH and RH ROIs during 
semantic feature judgments. In general, they found that PWA engaged bilateral 
regions for semantic feature processing that varied by degree of damage to LH 
regions. Specifically, when many canonical perisylvian language regions (i.e., 
LIFG, LMTG, LSMG, and LAG) were damaged, spared bilateral frontal regions 
outside the canonical language system (i.e., SFG, MFG, ACC) assisted in 
semantic feature decisions. Moreover, despite extensive damage to LIFGtri and 
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LIFGop, greater spared tissue in these regions was associated with greater task 
accuracy. Finally, when PWA had extensive damage to the entire LH, posterior 
RH regions (i.e., RMTG, RSMG, RAG) became most engaged. Similar to Sims et 
al. (2016), Griffis, Nenert, Allendorfer, & Szaflarski (2017b) found that patients 
with temporoparietal lesions activated spared portions of the canonical semantic 
bilaterally (including the RH homologue of the damaged LH area), and these 
activations positively correlated with verbal fluency and naming skills. In sum, 
unlike the findings of Skipper-Kallal et al. (2017), all of these studies indicate that 
the functional recruitment of specific RH regions is beneficial for semantic 
processing when LH damage is severe or when particular LH regions are 
damaged. 
 The contradictory findings of these studies may be related to differences in 
the demands of different types of tasks. For example, Sebastian and Kiran 
(2011) found that for semantic association judgments, patients with intact LIFG 
showed similar activation in this region as healthy controls but that patients with 
damage to LIFG showed greater activation in contralateral RIFG and ipsilesional 
left posterior cortex encompassing pSTG, pMTG, AG and SMG. For picture 
naming, however, all participants (including healthy controls) activated bilateral 
anterior and posterior brain regions equally, regardless of lesion site in the 
patient group. There was a significant negative correlation between the laterality 
index for picture naming and lesion volume, meaning that patients with larger 
lesions were significantly more right lateralized for this task (but not the semantic 
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association task) than PWA with smaller lesions. Unlike the aforementioned 
studies, there were no direct statistical comparisons between activation patterns 
and behavioral performance, yet these results suggest that while lexical-semantic 
processing is involved in picture naming, task demands (in addition to lesion) do 
indeed play a role in activity patterns.  
3.3.3.  Implications of findings from fMRI studies of naming and lexical-
semantic processes in PWA 
 The collective findings of these studies do not fit neatly into current 
theories of neural reorganization of language in PWA, even when lesion and task 
requirements are taken into account.  Lexical-semantic processing and picture 
naming generally require a similar (although not identical) bilaterally distributed 
network of brain regions in patients. Additionally, the observed patterns of 
beneficial engagement of specific RH regions are more nuanced than theories of 
post-stroke language reorganization propose. Recruitment of RH frontal regions 
appears to be essential and beneficial for naming and lexical-semantic 
processing when lesions are small, confined to the homologous LH regions, 
and/or encompass much of the canonical language network but spare other 
ipsilesional areas (cf. Skipper-Kallal et al., 2017 for other findings). 
 Furthermore, the best task performers in certain studies (e.g., Abel et al., 
2015; Fridriksson et al., 2010; Sims et al., 2016) showed activation in traditional 
perisylvian language regions (e.g., LIFG, LMTG, LAG, LSMG) but also in regions 
outside of the canonical language network (e.g., LSPL, LSFG, LMFG). These 
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latter set of regions belong to a proposed multiple demand system, which 
includes several bilateral brain regions (i.e., intraparietal sulcus [IPS], inferior 
frontal sulcus [IFS], anterior insula, frontal operculum, SMA, dorsal ACC, 
dorsolateral prefrontal cortex) that are assumed to exert top-down domain-
general mechanisms (e.g., working memory, attention, and executive control) 
during a variety of tasks (Duncan, 2010, 2013; Fedorenko, Behr, & Kanwisher, 
2011; Fedorenko, Duncan, & Kanwisher, 2012, 2013; Fedorenko & Thompson-
Schill, 2014). Evidence supporting the existence of a multiple demand network 
comes mainly from the healthy fMRI literature which demonstrates that these 
regions become active when tasks are difficult (e.g., Fedorenko et al., 2011, 
2012, 2013). Of course, language is challenging for PWA and thus, it stands to 
reason that patients would require domain-general mechanisms in addition to 
language-specific processes when performing difficult tasks involving language. 
 The impact of task difficulty on recruitment of domain-specific versus 
domain-general regions has received relatively little attention in the aphasia 
activation literature, although there is some evidence that patients rely more on 
domain-general regions when tasks require greater working memory (Fridriksson 
& Morrow, 2005) or attentional/executive control (Wise, 2003). Brownsett et al. 
(2014) explicitly tested processing specificity in healthy controls and PWA and 
found that the groups activated salience/executive control network regions (i.e., 
dACC and mSFG) to the same degree when auditory comprehension 
requirements were challenging (i.e., in normal listening conditions for PWA with 
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comprehension deficits and noise-vocoded speech for controls). Brownsett et 
al.’s interpretation of these findings, which is consistent with the multiple demand 
hypothesis (e.g., Fedorenko et al., 2011), is that PWA recruit domain-general 
regions due to the increased cognitive effort required for language after stroke. 
Of course, patients with stroke-induced aphasia have massive changes in brain 
structure that force reorganization of the language system. Notably, regions 
implicated in domain-general mechanisms are often mostly spared in PWA 
because they fall on the edges of the middle cerebral artery (MCA) territory. 
However, vascular territories do not perfectly align with functional brain networks. 
For instance, while some researchers (Lacey, Skipper-Kallal, Xing, Fama, & 
Turkeltaub, 2017) have found that the location of language and executive control 
deficits can be dissociated in PWA using VLSM, others (Butler, Lambon Ralph, & 
Woollams, 2014; Halai, Woollams, & Lambon Ralph, 2017) have not found 
unique neural correlates to impaired executive-cognitive skills in patients with 
aphasia. As such, it is difficult to determine whether traditional domain-general 
regions solely mediate cognitive processes or if functional redundancy allows for 
a compensatory linguistic role for these regions in the event of brain damage. 
Regardless of their specific function, it can be inferred that the recruitment of LH 
multiple demand regions during naming optimizes patient performance.   
 In all, one can conclude that the patterns of brain reorganization described 
by Heiss and Thiel (2006) and Anglade et al. (2014) are not mutually exclusive 
and that brain dynamics underlying chronic aphasia recovery are much more 
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complex than theories suggest. Clearly, several regions in both hemispheres are 
critical for naming and lexical-semantic processing in patients with post-stroke 
aphasia (see Figure 3.2, which is modified from Figure 3.1 to include domain-
general regions; again, the RH is not shown to promote readability). However, 
while activation studies demonstrate how the local functioning of intact brain 
regions relates to behavior, they do not elucidate how regions work together to 
mediate recovered naming and lexical-semantic skills.  
 
  
Figure 3.2. Modified hypothesized functional role of cortical regions for naming. (A) 
Lateral regions and (B) medial regions. A black outline indicates a possible role in 
control processes; domain-specificity versus generality of control processes are 
reflected by the shading of the circle. Regions with split shading reflect multiple 
functional specialties frequently cited in the literature. Yellow = domain-general 
processing, neon blue = lexical-semantic processing, pale blue = amodal semantic 
processing, pink = auditory processing/monitoring, dark green = phonological 
processing, olive green = articulatory preparation, light gray-green = articulation, gray = 
visual processing. 
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4.  Connectivity of lexical-semantic and naming networks 
 
 Neuroscientists of the late 20th and early 21st centuries have posited that 
while some brain areas are functionally specialized to mediate certain perceptual 
or motor skills, single cortical regions do not compute complex cognitive 
functions in isolation (Dick, Bernal, & Tremblay, 2014; Friston, 1994, 2003, 2011; 
Grefkes & Fink, 2011; Pessoa, 2014; Tremblay & Dick, 2016). Consistent with 
the literature reviewed in previous chapters, contemporary models of language 
propose a connected dual-route organization of the language system, in which 
semantic information is processed in several regions inferior to the perisylvian 
fissure (i.e., the ventral stream) while phonology and speech motor production 
are mediated by perisylvian regions superior to the fissure (i.e., the dorsal 
stream) (Hickok & Poeppel, 2004, 2007). From these models, it can be assumed 
that activated regions within each stream (see Figures 3.1 and 3.2) must work 
together for both language comprehension and production tasks. Therefore, a 
hodological—or network—approach to brain systems considers the integrated 
functioning of all brain regions necessary for a given task and therefore may be 
the most appropriate way to study the neurobiology of language and its recovery 
after stroke. Notably, functional networks of any kind require intact processing 
nodes as well as inter-nodal connections. In PWA, focal lesions result in local 
disruption of function of cortical regions (i.e., nodes) as well as loss of 
communication between distant, disconnected regions (i.e., functional or 
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anatomical connections). Consequently, brain connectivity studies that combine 
structural and functional methods may prove pivotal in advancing our 
understanding of recovery in chronic aphasia. 
Therefore, this chapter first summarizes findings from studies that 
employed structural connectivity methods to investigate how the integrity of white 
matter pathways relates to naming and lexical-semantic skills in patients with 
aphasia (in section 4.1. The relationship between structural integrity of white 
matter pathways and language skills in PWA). The following section (4.2. Task-
based connectivity during naming and lexical-semantic processes in PWA) 
provides an overview of studies of task-based connectivity in PWA. Findings from 
these collective studies are summarized and integrated in the final section (4.3. 
Summary of connectivity of lexical-semantic and naming networks) to highlight 
what is known—and most importantly, unknown—about brain-behavior 
relationships for naming and lexical-semantic processing.  
4.1.    The relationship between structural integrity of white matter 
pathways and language skills in PWA 
In recent years, diffusion tensor imaging (DTI) methods have been applied 
to interrogate how the integrity of established white matter tracts relates to 
language skill. The most canonical white matter pathway involved in language 
processing is the perisylvian arcuate fasciculus (AF) which runs dorsally through 
the brain, connecting Broca’s to Wernicke’s areas. White matter tractography 
studies in healthy individuals have demonstrated that the AF is composed of 
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different segments with different hypothetical functional roles. Glasser and Rilling 
(2008), for example, found that the AF is composed of two segments, one 
segment connecting STG (BA22) to the prefrontal cortex (i.e., BA44 and 6) with a 
hypothesized role in repetition/processing phonological information, and a 
second segment connecting MTG (i.e., BA21 and 37) to the prefrontal cortex (i.e. 
BA44, 45, 6 and 9) with a hypothesized role in lexical-semantic processing. 
Catani, Jones, and ffytche (2005) posit that the AF is divided into three segments 
within two pathways: a long segment connecting Broca’s and Wernicke’s areas 
that comprises the direct pathway and an indirect pathway including an anterior 
segment linking Broca’s to Geschwind’s territories and a posterior segment 
linking Geschwind’s territory to Wernicke’s area. Their hypothesis is that the 
direct pathway plays a role in processing phonology while the indirect pathways 
relays lexical-semantic information. 
 Pertinent to this dissertation, several additional white matter pathways 
associated with semantic processing have been identified in the healthy human 
brain, including the inferior occipito-frontal fasciculus (IFOF), which connects the 
inferior-posterior temporal and dorsolateral prefrontal cortices; the uncinate 
fasciculus (UF), which links ventral prefrontal cortex with the ATL; the inferior 
longitudinal fasciculi (ILF), which connects intratemporal regions; and the 
extreme capsule (EmC) that encompasses portions of the UF and IFOF (Binney, 
Parker, & Ralph, 2012; Catani & Mesulam, 2008; Catani, Howard, Pajevic, & 
Jones, 2002; Catani et al., 2005; Glasser & Rilling, 2008; Parker et al., 2005; 
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Sarubbo, De Benedictis, Maldonado, Basso, & Duffau, 2013; Saur et al., 2008). 
Debate exists, however, regarding the specific functions of these tracts in various 
semantic processes. For example, some studies (e.g., Duffau, Gatignol, Moritz-
Gasser, & Mandonnet, 2009; Duffau, Moritz-Gasser, & Mandonnet, 2014; Moritz-
Gasser, Herbet, & Duffau, 2013; see Duffau, 2008, 2015 for review) indicate that 
the IFOF (but not the ILF or UF) is involved in semantic processing for naming 
objects while the UF may play a specific role in semantic retrieval of proper 
names (Papagno, 2011). Nugiel, Alm, and Olson (2016) found that the structure 
of the IFOF and ILF (but not the UF) was related to individual differences in 
semantic control in young healthy adults. In contrast, Duda, McMillan, Grossman, 
and Gee (2010) found that the UF plays a role in resolving semantic ambiguity 
during homonym judgments, which does implicate this tract in semantic control. 
Although the exact functional roles of these pathways have not been fully 
illuminated in healthy individuals, it probable that they play a role in brain 
reorganization in PWA.  
 In the aphasia literature, researchers have used DTI to investigate either 
how white matter integrity (as captured by metrics such as fractional anisotropy 
or mean diffusivity) relates to better language abilities, or—similar to VLSM—how 
damage to white matter tracts (e.g., via lesion load) correlates with impairment. 
Because of its critical role in language processing, the AF has been studied more 
extensively than any other white matter tract in PWA. Several studies have found 
that greater integrity of the AF in patients with aphasia is related to better 
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performance in a variety of dorsal stream processes such as phonological 
processing and encoding (Geva, Correia, & Warburton, 2015; Han et al., 2016; 
Holland, Johns, & Woollams, 2016; Marchina et al., 2011; Rolheiser, Stamatakis, 
& Tyler, 2011; van Hees, McMahon, Angwin, de Zubicaray, Read, et al., 2014b), 
repetition (Breier, Hasan, Zhang, Men, & Papanicolaou, 2008; Breier, Juranek, & 
Papanicolaou, 2011; Geva et al., 2015; Kümmerer et al., 2013; Yourganov, 
Fridriksson, Rorden, Gleichgerrcht, & Bonilha, 2016), and speech fluency 
(Fridriksson et al., 2012b; Marchina et al., 2011; Pani, Zheng, Wang, Norton, & 
Schlaug, 2016; Schlaug, Marchina, & Norton, 2009; Wang, Marchina, Norton, 
Wan, & Schlaug, 2013; Yourganov et al., 2016). As word retrieval requires both 
dorsal stream and ventral stream processes (see Figures 3.1 and 3.2), the 
integrity of the left AF and its neighboring dorsal tract, the superior longitudinal 
fasciculus (SLF), unsurprisingly have also been implicated in recovered naming 
abilities in PWA (Geva et al., 2015; Han et al., 2013; Ivanova et al., 2016; 
Marchina et al., 2011; Rosso et al., 2015; van Hees, McMahon, Angwin, de 
Zubicaray, Read, et al., 2014b; Wang et al., 2013).  
 Compared to the AF, the ventral stream tracts implicated in processing 
lexical-semantic information, including the UF, ILF and IFOF, have received little 
attention in the aphasia literature, and the few papers that exist provide an 
inconsistent story. In 66 Chinese-speaking PWA, Han et al. (2013) found that 
good performance on three semantic tasks varying in input and output 
requirements (i.e., oral picture naming, object oral sound naming, and object 
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picture associative matching) negatively correlated with the amount of damage to 
the left UF, IFOF and anterior thalamic radiations. Similarly, Rolheiser et al. 
(2011) found that regardless of modality (i.e., comprehension or production), 
impaired semantic task performance was related to damage in the left extreme 
capsule (EmC), which encompasses portions of the aforementioned tracts. 
Ivanova et al. (2016) discovered that better naming abilities were not related to 
the integrity of the entire left ILF and IFOF but were associated only with integrity 
of the anterior portions of the tracts near the insula. By contrast, other 
researchers have found no relationship between recovered naming skills and the 
integrity of the UF (Breier et al., 2008; Ivanova et al., 2016; Marchina et al., 2011; 
van Hees et al., 2014; Wang et al., 2013) or EmC (Marchina et al., 2011; Wang 
et al., 2013). Finally, concerning potential RH tract involvement, (Rosso et al., 
2014a) found that following cathodal tDCS to RIFG, the degree of improved 
picture naming in PWA with damage to Broca’s area correlated with the integrity 
of the right AF and IFOF. 
 In two separate studies, Harvey and colleagues integrated DTI with other 
methods to investigate white matter tracts implicated in semantic control. Harvey, 
Wei, Ellmore, Hamilton, and Schnur (2013) used complimentary resting state 
functional connectivity and white matter tractography and found converging 
evidence for the role of the UF in semantic control during word comprehension. 
Specifically, they found that integrity of the UF (but not the ILF or IFOF) and 
functional connectivity between the ATL and LIFGorb (which aligns with the 
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origin and termination of the UF) predicted the ability to accurately reject 
semantic foils during an auditory word-picture matching task. Harvey and Schnur 
(2015) paired VLSM with diffusion tensor tractography to investigate the loci of 
lexical and semantic access impairments during both comprehension and 
naming tasks. Through VLSM, they found that difficulty resolving competition 
between related items during blocked-cyclic naming was associated with lesions 
in the posterior half and more medial and anterior regions of LMTG. Also, 
patients with damage to LIFG demonstrated more difficulty in resolving 
competition than patients with spared LIFG. Unlike their previous study, they 
found that UF integrity was unrelated to semantic control for either task but 
discovered relationships between integrity of the ILF and IFOF and the ability to 
resolve semantic interference during word-picture matching and blocked-cyclic 
naming, respectively.  
 Collectively, these findings have provided emergent evidence for the role 
of established white matter tracts in the recovery of naming and lexical-semantic 
processes in patients with stroke-induced aphasia. Furthermore, continued 
advances in DTI methodologies have demonstrated that the integrity of cortico-
cortical white matter connections beyond established white matter fascicles can 
predict naming abilities in patients (see e.g., Bonilha et al., 2014; Del Gaizo et al., 
2017; Gleichgerrcht et al., 2015; Marebwa et al., 2017; Yourganov et al., 2016). 
However, much more work is needed to determine the exact role tracts 
implicated in semantic processing (i.e., the ILF, UF, and IFOF) and/or other white 
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matter connections have in the recovery of lexical-semantic and naming skills.  
4.2.    Task-based connectivity during naming and lexical-semantics in 
PWA 
As suggested at the beginning of the chapter, it is likely that 
communication of information between cortical regions (i.e., connectivity) is 
essential in language processing. The functioning of brain networks can be 
captured in two ways, either by identifying regional covariance of activation, as in 
functional connectivity analysis, or by demonstrating the causal influence of task-
induced activation in specific regions on other brain areas, as in effective 
connectivity methods (Friston, 2009, 2011; Grefkes & Fink, 2011; Kahan & 
Foltynie, 2013). Many different connectivity methods have been developed, all of 
which have strengths and limitations. 
 Task-based connectivity studies in healthy individuals provide additional 
insight into how regions identified in the activation literature function together in 
coherent networks for picture naming and associated lexical processes (e.g., 
lexical-semantic processing, semantic control and domain-general executive 
control). For example, (Rosso et al., 2014b) found that accelerated picture 
naming following cathodal tDCS to the right Broca’s homologue was associated 
with greater functional coupling between RIFG and RSMA, which expands upon 
meta-analytic findings (e.g., Vigneau et al., 2011) about the functional role of 
prefrontal RH regions in healthy adults. Studies comparing connectivity of LIFG 
during semantic and phonological tasks support findings from the activation 
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literature regarding the functional specialization of ventral and dorsal LIFG in 
semantic and phonological processing, respectively (Bokde et al., 2001; Heim, 
Eickhoff, & Amunts, 2009; Heim, Eickhoff, Ischebeck, et al., 2009 but see 
Seghier, Josse, Leff, & Price, 2011 for different findings). Rather than focusing on 
specific brain regions, other researchers have concentrated on distinguishing 
lexical-semantic networks from other networks (e.g., resting state default mode 
network [DMN], multiple demand network). For instance, recent studies 
(DeSalvo, Douw, Takaya, Liu, & Stufflebeam, 2014; Humphreys, Hoffman, 
Visser, Binney, & Lambon Ralph, 2015; Jackson, Hoffman, Pobric, & Lambon 
Ralph, 2016) suggest that the core semantic network is functionally connected to 
additional frontal regions during semantic tasks relative to rest, which may be 
indicative of increased semantic control demands elicited by a task that are 
mediated by the prefrontal cortex. Canini et al. (2016) found that healthy 
individuals demonstrate an increasing reliance on both domain-specific and 
domain-general networks in resolving increasing semantic competition during 
picture naming. Vandenberghe et al. (2013) provided further evidence that both 
language-specific and domain-general executive control are required during 
semantic processing but that these systems are spatially dissociable. 
Relatively few papers have investigated naming and lexical-semantic 
processing in PWA via task-based connectivity methods. Of the existing studies, 
most have investigated recovered naming behaviors and connectivity changes 
following treatment for word retrieval. For example, Vitali et al. (2010) 
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investigated changes in effective connectivity between bilateral IFGtri, insula, 
MTG and SMG in two PWA following phonological naming treatment. 
Immediately following therapy, the first patient had increased left 
intrahemispheric and interhemispheric connectivity for trained items whereas the 
second patient, who had a larger lesion, had greater changes in RH connectivity 
and connectivity of spared LSMG to RH regions. While these authors did not 
explicitly control for lesion characteristics in their connectivity analyses, their 
findings suggest that connectivity patterns reflect behavioral changes and do 
indeed vary based on lesion size and/or location.  
 In contrast to Vitali et al.’s case study approach, group-level changes in 
brain connectivity following semantic-based word retrieval treatments were 
investigated in two other studies. Sandberg, Bohland, and Kiran (2015) 
investigated functional connectivity changes associated with improved naming of 
trained abstract words and generalization to untrained concrete words. They 
found the greatest treatment-related effects (either direct or indirect secondary to 
generalization) in LIFGtri and bilateral AG connectivity. Most critically, they 
discovered that treatment success was associated with connectivity changes in 
the LH while RH-lateralized connectivity changes were associated with poorer 
treatment outcomes. Kiran, Meier, Kapse, and Glynn (2015) examined activation 
and effective connectivity during picture naming and semantic feature processing 
in a group of PWA before and after treatment and in a cohort of healthy controls. 
Treatment-related activation changes were seen in bilateral brain regions, 
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including changes for seven of the eight PWA in LSFG, bilateral MFG, LPreCG, 
and RMTG for picture naming and RMFG, RMTG, and RAG for the semantic 
feature task. Treatment-related changes in connections between bilateral IFG 
and other regions (i.e., RIFG-RMFG, RIFG-RMTG, LIFG-LMFG, LIFG-LPreCG, 
LIFG-LITG, LIFG-RIFG) were observed for both tasks in several patients. 
Collectively, these results provide additional evidence for the importance of 
bilateral anterior regions and connections in patients’ language networks.  
 A few additional papers have addressed the interplay of cognitive control 
and language networks during natural recovery (i.e., without treatment). Sharp, 
Turkheimer, Bose, Scott, and Wise (2010) investigated top-down cognitive 
control mechanisms during auditory lexical-semantic processing to determine if 
language recovery was associated with greater cohesion between prefrontal 
cortex and other regions in the identified semantic network (i.e., LAG, LSFG, 
LIFGorb, LITG, L temporal pole). They found increased functional connectivity 
between LSFG and LAG in controls for a degraded speech condition and PWA 
for a normal speech condition, which suggests that cognitive control mechanisms 
are required when lexical processing is challenging. In an elegant complimentary 
study of these mechanisms, Geranmayeh, Leech, and Wise (2016) compared 
PWA to controls in connectivity of domain-general and domain-specific networks 
during an object definition task and correlated altered patient network metrics 
with speech production measures. They found that in controls, the task evoked 
greater activity in the canonical LH language frontotemporoparietal network (i.e., 
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LFTP) relative to other networks (i.e., RFTP homologous network, DMN, 
cinguloopercular control network [CingOper]). Compared to controls, PWA 
demonstrated greater activity in CingOper, which indicates that patients required 
greater cognitive control for speech than healthy individuals did. They also 
discovered that increased differential LFTP-DMN activity positively predicted task 
performance while increased differential RFTP-DMN activity negatively predicted 
performance in PWA, which suggests a beneficial role for canonical LH language 
cortex over the RH.  
 In all, these studies highlight the importance of bilateral functional 
networks in recovery of naming and related abilities. Many of these studies have 
highlighted that specific language networks, which contain regions identified in 
Chapter 3, change in tandem with each other as a function of recovery. These 
studies additionally demonstrate the importance of connectivity of domain-
general networks, which include regions like SFG and MFG. Findings from 
Geranmayeh et al. (2016) indicate that heightened connectivity throughout the 
entire right frontotemporoparietal network relates to poorer language skills, which 
implies that increased connectivity of some (unidentified) RH regions is 
maladaptive. However, the importance of intra- and interhemispheric connectivity 
of bilateral IFG in recovered naming is a recurring theme in these few papers, so 
it may be that greater connectivity of RH prefrontal regions (as opposed to RH 
posterior regions) is beneficial for naming and/or lexical-semantic processing in 
PWA.  
                                                                                 
54 
4.3.     Summary of connectivity of lexical-semantic and naming networks 
 As evidenced by this review, the study of anatomical and functional 
connections provides additional critical information regarding the recovery of 
naming and/or associated lexical-semantic processes in PWA (see Figure 4.1 for 
an illustration of regions and white matter pathways implicated in semantics 
and/or domain-general control mechanisms). However, white matter tractography 
and task-based connectivity studies of these processes are few in number and 
do not fully characterize the relationship between these language skills and brain 
Figure 4.1. Regions and white matter tracts involved in semantics and domain-general 
processes. A black outline indicates a possible role in control processes; domain-
specificity versus generality of control processes are reflected by the shading of the 
circle. Regions with split shading reflect multiple functional specialties frequently cited in 
the literature. Yellow = domain-general processing, neon blue = lexical-semantic 
processing, pale blue = amodal semantic processing, dark green = phonological 
processing, olive green = articulatory preparation. AF = black, UF = red, IFOF = orange, 
ILF = purple. 
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structure and function in PWA. First, the integrity of certain white matter tracts 
(see Figure 4.1) plays a role in recovery of naming and lexical-semantic skills, yet 
none of the task-based connectivity studies in the previous section explicitly 
incorporated structural integrity metrics. Consequently, it is unknown how 
damage to specific cortical hubs and white matter pathways may have modulated 
task-based connectivity and/or affected language abilities in these studies. 
Second, this literature suggests that some RH connections may be 
disadvantageous for successful naming-related abilities but does not elucidate 
what those connections may be. Moreover, to our knowledge, no existing study 
in PWA has aimed to determine if specific functional or structural neural metrics 
(e.g., activity in specific regions, functional connectivity between certain regions, 
or damage to specific cortical hubs) are better predictors of naming and/or 
lexical-semantic processing than others are. Finally, it is difficult to fully situate 
findings from these studies into theories of neural reorganization of language in 
chronic aphasia because such theories do not account for connectivity in neural 
reorganization, and these studies did not utilize multimodal techniques to 
explicitly link brain structure to function. We aimed to address these outstanding 
issues in the studies reported in this manuscript.  
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5.   Summary and rationale for the studies detailed in Chapters 6-9 
 
 Theories of post-stroke language reorganization that pit the LH against the 
RH in their role for recovery are outdated for several reasons. First, these 
theories are based on relatively little evidence; specifically, the fMRI and PET 
studies that formed the basis of these theories rarely carefully considered how 
brain activation patterns in each hemisphere varied as a function of lesion size or 
location in groups of patients. Furthermore, task requirements play a major role 
in the neural real estate that is required for language processing. Domain-specific 
factors such as language modality and linguistic processes as well as domain-
general factors such as task difficulty (that may require additional cognitive 
mechanisms like working memory or executive control) must be considered in 
neural recovery of language. On a related note, Heiss and Thiel (2006) proposed 
that PWA with lesions sparing “secondary” LH language regions (possibly 
multiple demand regions) should exhibit more optimal language recovery by the 
chronic stage than PWA with lesions that damage “core” language cortex. While 
that may be the case, the interplay between domain-specific and domain-general 
regions in recovery is likely more nuanced and must be investigated further. A 
final, mostly unexplored factor in neural recovery after stroke pertains to the role 
of functional and structural connections between cortical regions for language 
processing. The use of multimodal neuroimaging techniques to study structural 
and task-based connectivity in patients with chronic aphasia is certainly 
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warranted, but to our knowledge, researchers have not combined these methods 
to study naming and lexical semantic skills in PWA.  
 In all, we posit that researchers will obtain a clearer picture of language 
recovery after stroke by studying the brain as a dynamic bilateral network, with 
cortical regions jointly recruited to perform a task serving as network nodes and 
white matter pathways serving as structural relays for functional connections. 
More specifically, the central hypothesis of this dissertation is that task-specific 
language processing in PWA requires the dynamic engagement of intact tissue 
within a bilateral network of anatomically-segregated but functionally and 
structurally connected language-specific and domain-general brain regions. The 
traditional—and outdated—view of neural recovery in aphasia only considers the 
isolated functioning of core language nodes (schematized in blue in Figure 5.1A), 
and recovery for patients with small lesions (as illustrated by the cartoon on the 
left in Figure 5.1A) is characterized by reinstatement of LH regions whereas 
reorganization is forced entirely to the RH in PWA with large LH lesions (as 
illustrated by the cartoon on the right in Figure 5.1A). As an alternative, we 
propose a network-based theory of language reorganization (see Figure 5.1B) in 
which the structural and functional connectivity of bilateral domain-specific and 
domain-general (depicted in yellow in Figure 5.1B) nodes is associated with 
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Figure 5.1. Schematic of the (A) traditional view vs. (B) revised network theory of language 
reorganization in PWA. Black regions indicate lesioned tissue. The color of the regions indicates 
its potential role in domain-specific (in blue) or domain-general (in yellow) processes. Black 
arrows indicate presence of task-based and structural connections.  
 
As reviewed in Chapter 4, few studies have characterized task-based 
connectivity in chronic patients with aphasia and no studies to date have 
combined structural and task-based connectivity methods to determine how 
differences in network characteristics relate to naming and/or lexical-semantic 
abilities in PWA. As such, the studies reported in the next four chapters tackle 
our main hypothesis and address some of the aforementioned gaps in the 
literature. 
The first study (Meier et al., 2016) partially tested the main hypothesis of 
this thesis by investigating the relationships between cortical spared tissue, LH 
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frontotemporal task-based connectivity 
during picture naming, and naming 
abilities in chronic PWA. In study 2 
(Meier, Johnson, & Kiran, accepted), we 
refined our approach to account for 
lesion heterogeneity and replicated the 
connectivity analyses performed in Meier 
et al. (2016) in a larger sample of patients 
and controls performing a semantic 
feature verification task. While the first 
two studies informed our understanding 
of how critical LH regions interact for 
different language tasks in PWA, they did 
not interrogate bilateral task-based 
connectivity. Therefore, we expanded 
upon our general network theory of 
language reorganization (see Figure 
5.1B) in study 3 by testing a fleshed out 
lesion- and connectivity-based 
hierarchical model of chronic aphasia recovery. As shown in Figure 5.2, this model 
illustrates our predictions regarding the relationships between factors that are 
critical for quantifying neural recovery in chronic aphasia, i.e., lesion 
Figure 5.2. Hypotheses regarding 
relationships between lesion site (left 
column), effective network connectivity 
(middle column) and naming & lexical-
semantic abilities (right column). 
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characteristics, structural and functional connectivity metrics and language 
abilities. In study 4, we further explored methods for data-driven lesion 
classification and investigated how the structural integrity of cortical gray matter 
regions and white matter pathways are associated with overall aphasia severity, 
pre-treatment naming abilities and naming treatment outcomes. In the final 
chapter, we present some preliminary attempts at fully testing the central 
hypothesis of this work.  
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6.  The relationship between frontotemporal effective connectivity during 
picture naming, behavior, and preserved cortical tissue in chronic 
aphasia 
 
NOTE: Chapter 6 is a published paper and is reprinted, with permission: 
Meier, E. L., Kapse, K. J., & Kiran, S. (2016). The relationship between 
frontotemporal effective connectivity during picture naming, 
behavior, and preserved cortical tissue in chronic aphasia. Front. 
Hum. Neurosci., 10, 109. DOI: 10.3389/fnhum.2016.00109. 
 
6.1.     Introduction 
 Language is arguably one of the most advanced human cognitive 
functions, involving the ability to decode incoming messages and communicate 
complex thoughts in a variety of contexts. During the first 100 years of the study 
of language in the brain, topological theories of brain organization, which suggest 
that cognitive functions are mediated by specific, circumscribed neural regions, 
dominated the field (Catani & Mesulam, 2008; Duffau, 2008; Duffau et al., 2014; 
Friston, 2011; Mesulam, 1990; Price, 2012). These neural models of language 
originated from seminal work in patients with acquired left hemisphere brain 
damage by researchers in the 19th and 20th centuries such as Broca, Wernicke 
and Geschwind, and while the historical significance of such models should not 
be diminished, the actuality of neural organization is far less simplistic. Currently, 
neuroscientists have increasingly adopted and demonstrated support for a 
hodological view of neural organization in which specialized, anatomically 
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segregated cortical regions demonstrate integrated functioning for successful 
task completion (Friston, 2011). In accordance with this view, the neuroimaging 
literature has shown that language processing involves a distributed neural 
network involving bilateral frontal, temporal and parietal regions (see reviews by 
e.g., Price, 2010, 2012; Vigneau et al., 2006; Vigneau et al., 2011). 
Recent advances in neuroimaging techniques and data analysis methods 
have made investigations of the connectivity of language networks possible. Two 
such connectivity methods include functional connectivity, which captures the 
statistical relationships between activity in different neural regions, and effective 
connectivity, which measures the causal influence activity in specific regions 
exerts on other brain areas (Friston, 2009; Friston, 2011; Kahan & Foltynie, 
2013). In general, connectivity analyses provide insight into time-dependent 
relationships between regions, and in the case of effective connectivity, these 
analyses allow researchers to determine the influence of regions of interest on 
each other and the influence of experimental tasks on the strength of the hubs 
and the connections between these hubs. A burgeoning literature exists 
regarding task-based functional and effectivity connectivity for a variety of 
linguistic and speech processes in healthy adults, including speech perception 
(e.g., Chu et al., 2013; Griffiths et al., 2007), auditory processing (e.g., Saur et 
al., 2008, 2010), semantic and phonological processing (e.g., Bokde et al., 2001; 
Heim, Eickhoff, & Amunts, 2009; Heim, Eickhoff, Ischebeck, et al., 2009; 
Mechelli, Price, Noppeney, & Friston, 2003; Noppeney, Price, Penny, & Friston, 
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2006; Seghier et al., 2011; Vandenberghe et al., 2013), repetition (e.g., 
Hartwigsen, Saur, Price, Baumgaertner, et al., 2013; Saur et al., 2008), syntactic 
processing (e.g., den Ouden et al., 2012; Snijders, Petersson, & Hagoort, 2010), 
word generation and speech production (e.g., Abel et al., 2011; Allen et al., 2008; 
Eickhoff, Heim, Zilles, & Amunts, 2009; Hartwigsen, Saur, Price, Ulmer, et al., 
2013; Liljeström, Kujala, Stevenson, & Salmelin, 2015; Papoutsi et al., 2009; 
Rosso et al., 2014; Smith, Braun, Alexander, Chen, & Horwitz, 2013; Vitali et al., 
2005), and reading (e.g., Richardson, Seghier, Leff, Thomas, & Price, 2011;  
Seghier & Price, 2010). Such studies have provided insight into how different 
regions of the brain interact in the context of specific tasks and conditions in 
healthy individuals. For example, Noppeney and colleagues (2006) investigated 
category-specific differences in effective connectivity by manipulating 
presentation modality and task and discovered distinct patterns of bottom-up 
(i.e., category-specific responses to pictures in the ventral occipito-temporal 
cortex) and top-down effects (i.e., from prefrontal regions to left inferior-posterior 
middle temporal and anterior intraparietal regions for semantic decision tasks) 
during processing. Similarly, Allen et al. (2011) investigated context-dependent 
connectivity between left middle frontal and left middle temporal gyri during either 
suppression or initiation conditions of a sentence completion task and found that 
the connectivity strength between the two regions was increased for response 
suppression compared to response initiation. 
While the number of task-based connectivity studies in normal language 
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processing has risen dramatically in recent years (Friston, 2011), relatively little is 
known about the impact brain damage on left hemisphere regions has on 
functional integration of cortical regions for specific language tasks in persons 
with aphasia (PWA). A major area of debate within aphasia research pertains to 
the relationship between patterns of neural reorganization and successful 
behavioral recovery. Specifically, the role of regions that are involved in 
reorganization of function are frequently compared to the regions that may be 
involved in compensation of function (Kleim, 2011). This distinction is important 
when examining the role of hemispheric laterality for language and the degree of 
activation in specific left versus right hemisphere regions. While many language 
processes are left-lateralized, the right hemisphere is often active for certain 
language tasks (e.g., semantic processing) in neurologically-intact individuals 
(Abel et al., 2011; Vigneau et al., 2011). In older neuroimaging studies, 
recruitment of right hemisphere homologues to left hemisphere language regions 
was linked to aphasia recovery (see reviews by Cappa, 2011; Crosson et al., 
2007; Heiss & Thiel, 2006; Price & Crinion, 2005; and Thompson & den Ouden, 
2008), and individuals with large lesions especially have been shown to recruit 
more right hemisphere areas for language tasks (Turkeltaub et al., 2011). 
However, certain studies (e.g., Postman-Caucheteux et al., 2010) have found 
that over-activation of the right hemisphere for language tasks in PWA is 
maladaptive, and such findings suggest that the compensatory capabilities of the 
right hemisphere are limited (Crosson et al., 2007; Heiss & Thiel, 2006).  
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While the role of the right hemisphere with regards to language recovery 
or compensation is still in question, findings from recent research have 
emphasized the importance of undamaged left hemisphere regions in subserving 
language recovery. Specifically, successful recovery of language function after 
stroke is associated with increased ipsilesional activation in the left hemisphere. 
In a recent meta-analysis, Turkeltaub et al. (2011) concluded that recovery 
patterns and compensatory mechanisms in aphasia vary based on lesion 
location. Specifically, these authors found consistent activity for language tasks 
in preserved tissue in left hemisphere language regions, such as left middle 
temporal gyrus (LMTG) and pars opercularis and triangularis in the left inferior 
frontal gyrus (LIFG). Moreover, additional activated nodes were seen in the 
aphasic data that had been recruited either to perform the role of a lesioned area 
(i.e., an additional node in LIFG triangularis), shifted slightly from an existing 
homologous healthy control node (i.e., LIFG pars orbitalis) or recruited to perform 
a different function (i.e., left middle frontal gyrus, LMFG). 
Based on this meta-analysis, it can be assumed that LIFG, LMTG and 
LMFG are vital left hemisphere regions within the PWA language network, yet 
what is unknown is how these regions might interact for a specific language task 
such as picture naming. Based on normal psycholinguistic and neurocognitive 
models of word production, it is well understood that oral picture naming is a 
semantically-driven process that includes processing stages related to retrieval of 
word meaning (i.e., lexical-semantic), retrieval of word form (i.e., lexical-
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phonological), and articulation (e.g., Indefrey & Levelt, 2004; Levelt, Roelfs, & 
Meyer, 1999; Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; Schwartz, Dell, 
Martin, Gahl, & Sobel, 2006). The neural correlates of the mechanisms 
underlying word production have been examined by a number of reviews by 
Indefrey and Levelt (2000, 2004; see also Indefrey, 2011); these authors posit 
that core processes of picture naming begin with conceptually-driven lexical 
selection, mediated by activation in LMTG, which is then followed by subsequent 
phonological stages of processing. These authors note reliable activation in left 
posterior MTG (LpMTG) and left posterior superior temporal gyrus (LpSTG) for 
word form retrieval followed by activation in dorsal LIFG during phonological 
segmentation and syllabification. Overt picture naming also involves stages of 
phonetic encoding and articulation which have been mainly attributed to motor 
regions such as left precentral gyrus (LPCG), supplementary motor areas (SMA), 
and left anterior insula (Indefrey & Levelt, 2004).  
The basic premise of the spatiotemporal patterns of word production 
described by Indefrey and Levelt is consistent with several other neuroimaging 
studies that have delineated stages of lexical-semantic processing and word 
retrieval; these studies also have confirmed the importance of LIFG and LMTG 
within the language network for neurologically-intact individuals. Specifically, 
several studies (e.g., Binder & Desai, 2011; Binder et al., 2009; Turken & 
Dronkers, 2011; Visser, Jefferies, Embleton, & Lambon Ralph, 2012) have 
suggested that LMTG is critical for heteromodal lexical-semantic processing. 
                                                                                 
67 
While LIFG has been found to play a central role in word-form (phonological)  
retrieval, it has also been implicated in semantic control processes such as 
correct selection of context-specific ambiguous word meanings, judgment of 
specific semantic features, and lexical selection when many competing 
representations are active (e.g., Badre et al., 2005; de Zubicaray & McMahon, 
2009; Devlin, Matthews, & Rushworth, 2003; Kan & Thompson-Schill, 2004; Saur 
et al., 2008; Spalek & Thompson-Schill, 2008; Sharon L. Thompson-Schill et al., 
1997; Wagner et al., 2001). In particular, Whitney and colleagues (2011) found 
that selective disruption of LIFG via transcranial magnetic stimulation resulted in 
poorer performance on executively-demanding semantic tasks but not on non-
semantic tasks, indicating that this region is important specifically for retrieval 
and control of semantic information within a large-scale language network. When 
considering the implications of damage to these regions in aphasia, it is 
important to highlight that word retrieval deficits in PWA have been attributed to 
either a deficit of access or control rather than a degeneration of underlying 
representations, particularly semantic representations (Corbett et al., 2009a; 
Corbett et al., 2009b; Hoffman et al., 2011; Jefferies, 2013; Jefferies et al., 2007, 
2008; Jefferies & Lambon Ralph, 2006; Mirman & Britt, 2013; Rogers et al., 
2015; Thompson & Jefferies, 2013). Consequently, the recruitment of core 
language regions such as LIFG and LMTG may differ based on the task at hand 
yet communication between these regions is likely critical for successful naming 
attempts in PWA in terms of both lexical-phonological retrieval and semantic 
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processing, access, and control. 
The third region that PWA consistently activated across studies in the 
Turkeltaub et al. (2011) meta-analysis was LMFG, a region that is not typically 
considered a “classic” language area like LIFG and LMTG. Like LIFG, though, 
regions in dorsolateral prefrontal cortex (including LMFG) have been implicated 
in executive control processes and are likely to be critical for picture naming, yet 
unlike LIFG, LMFG is associated with domain-general (i.e., non-language 
specific) cognitive control. LMFG is encompassed within the multiple demands 
network (also known as the task-positive or frontotemporal attention network) 
and is thought to mediate different types of behavior, including goal maintenance, 
selection of strategies for task completion, performance monitoring and other 
tasks (Fedorenko, Duncan & Kanwisher, 2013). In the context of language tasks, 
activation in LMFG has been associated with response selection or inhibition 
during semantically-demanding tasks (Collette et al., 2001; de Zubicaray, Zelaya, 
Andrew, Williams, & Bullmore, 2000; Desmond, Gabrieli, & Glover, 1998; Jeon, 
Lee, Kim, & Cho, 2009).   
While several regions comprise the network involved in word retrieval and 
picture naming, the literature has shown that LIFG and LMFG play vital roles in 
lexical selection and control, and LMTG plays an important role in heteromodal 
semantic processing. However, how these regions interact with each other after 
stroke has not yet been examined. Understanding this interaction is particularly 
important as the role of left hemisphere engagement in recovery versus 
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compensation is not well understood. For example, we do not know whether 
PWA network connectivity is driven by more intact, domain-general regions (such 
as LMFG) or by “classic” language regions (such as LIFG and LMTG) nor do we 
know if connectivity is driven by initial stages of lexical retrieval (e.g., semantic 
processing as mediated by LMTG) versus top-down control processes of 
selection (as mediated by LIFG or LMFG). At a broader level, it is also still 
unknown how brain damage and behavioral deficits are related to cortical 
interactions for a given task. 
Therefore, the overall goal of this study was to examine frontotemporal 
effective connectivity induced by a picture naming task in PWA relative to healthy 
controls and to examine how connectivity parameters relate to behavioral 
performance and cortical damage in PWA. It should be noted that it was not the 
goal of this study to identify if or to what extent these regions are engaged in 
PWA relative to controls (which they presumably are). Rather, this study aimed to 
examine how a subset of critical regions within the PWA language network 
interact in order to better understand the mechanisms of language recovery after 
stroke. To examine this question, we employed Dynamic Causal Modeling 
(DCM), a method which can be used to determine how coupling between regions 
and the direction of such effects are influenced by changes in the experimental 
tasks (Seghier, Bagdasaryan, Jung, & Price, 2014; Seghier et al., 2012). DCM is 
particularly advantageous to examine effective connectivity in stroke populations 
since modeling of region-specific hemodynamic response parameters can 
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accommodate deviations from normal hemodynamic characteristics (Grefkes & 
Fink, 2011). DCM has been used to examine motor recovery in post-stroke 
patients (e.g., Grefkes et al., 2008, 2010; Rehme, Eickhoff, Wang, Fink, & 
Grefkes, 2011) as well as to examine changes in connectivity in aphasia as a 
function of rehabilitation (e.g., Abutalebi, Rosa, Tettamanti, Green, & Cappa, 
2009; Kiran et al., 2015). Additionally, DCM can be used to test specific 
hypotheses about the causal interactions between specific regions within a larger 
network. Consequently, as a preliminary investigation of PWA brain connectivity 
for picture naming, we studied the interactions of a simple, three-node network to 
better understand the integrated functioning of these core regions in PWA. The 
specific goals of the study were as follows:  
1. The first aim was to investigate the nature of task-specific left hemisphere 
cortical reorganization in PWA relative to intact language networks in 
healthy individuals. More specifically, we were interested in investigating 
possible differences between PWA and controls in connectivity between 
posterior brain regions associated with basic-level semantic processing 
and prefrontal regions associated with semantic and general control 
processes for an overt picture naming fMRI task. We hypothesized that 
network activation in controls would be best explained by bottom-up 
models of processing (i.e., models in which LMTG acts as the driving 
region) as healthy individuals have intact semantic processing abilities and 
would need to rely less heavily on prefrontal regions to access lexical 
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information. Conversely, we hypothesized that due to difficulty with 
accessing semantic and/or phonological information about target items, 
PWA data would align best with models of top-down processing (i.e., 
models with driving input to regions involved with lexical access and 
control mechanisms, LIFG and LMFG) as this task would be cognitively 
more effortful for PWA than for controls. Furthermore, we predicted that 
models with driving input to LIFG would best explain the data for PWA 
who had little damage to LIFG while models with driving input to LMFG 
would fit the data best for PWA with substantial damage to either LIFG or 
LMTG or to both regions.  
2. The second aim was to examine the relationships between connectivity 
parameters, cortical structural damage, and behavioral performance within 
the group of PWA. We predicted that greater strength of driving regions 
would be associated with better task performance and greater spared 
tissue in LIFG and LMTG in particular. Regarding connections, one 
possible hypothesis is that greater coupling from “classic” language 
regions (i.e., LIFG and LMTG) to other regions would be associated with 
greater spared tissue in those regions as well as better task accuracy. The 
alternative hypothesis was that greater spared tissue and better task 
performance would be associated with greater coupling from LMFG to 
other regions. This latter hypothesis was based on the premise that 
disconnection of these core hubs (as well as others) within the language 
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network would result in a reliance on intact, domain-general regions like 
LMFG to modulate activation in intact tissue in perilesional areas. 
6.2. Material and methods 
6.2.1. Participants 
 The work reported here was part of a larger, multi-site project examining 
the neurobiology of language recovery in people with aphasia (NIH/NIDCD 
1P50DC012283; PI: Cynthia Thompson) (http://cnlr.northwestern.edu/). Twenty 
participants with chronic aphasia secondary to left hemisphere middle cerebral 
infarct (mean age = 62.26 years, 14 males) and 18 neurologically-intact healthy 
controls (mean age = 59.09, 10 males) were recruited as part of this ongoing 
project. All behavioral testing was done according to and approved by the Boston 
University IRB and all imaging data were collected under and approved by the 
IRB at Massachusetts General Hospital. Neurological history and demographic 
information for all participants, including age, gender, handedness, and race and 
ethnicity, was collected via questionnaire. To be considered for the current study, 
participants had to meet the following criteria: no major neurological or 
psychiatric disorders (excluding stroke in PWA group); primary language of 
English; adequate hearing; and normal or corrected-to-normal vision. Additional 
exclusionary criteria for PWA included onset of cerebral vascular accident (CVA) 
of less than six months from the time of study recruitment and multiple left-
hemisphere CVAs. Within the larger sample, fMRI data were unusable for eight 
participants (2 PWA, 6 controls) due to inability to complete the entire scan 
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sequence (n = 1) or motion-related artifact. Ultimately, 13 PWA (mean age = 
60.66 years, 9 males) and 10 controls (mean age = 61.53, 6 males) showed 
activation for the fMRI task in the three regions of interest (see Effective 
Connectivity Analysis section below) and were included in the final analyses (see 
Table 6.1A and 6.1B for demographic information for PWA and controls, 
respectively). 
PWA were administered a battery of assessments to characterize the 
extent and severity of their language impairments. Standardized tests included 
the Western Aphasia Battery-Revised (WAB-R, Kertesz, 2007) to characterize 
the type and severity of aphasia as captured by the Aphasia Quotient (AQ); the 
Boston Naming Test (BNT, Kaplan, Goodglass, Weintraub, Segal, & van Loon-
Vervoorn, 2001) to determine confrontation naming abilities; and the three picture 
version of the Pyramids and Palm Trees Test (PAPT, Howard & Patterson, 1992) 
and the Word Semantic Association (subtest 51) of the Psycholinguistic 
Assessments of Language Processing in Aphasia (PALPA, Kay, Coltheart, & 
Lesser, 1992) to capture semantic association abilities. In addition, PWA were 
administered three picture-naming screening probes that consisted of 180 items 
across five categories (i.e., birds, vegetables, fruit, clothing, and furniture). See 
Table 6.2 for breakdown of test scores by participant. 
 
Table 6.1A. Demographic information for PWA 
Patient Participants 
 ID Age Gender Handedness MPO 
PWA1 56.28 M R 17 
PWA2 50.62 F L 33 
PWA3 78.39 M R 13 
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PWA4 67.88 M R 10 
PWA5 55.32 M R 138 
PWA6 49.92 M R 59 
PWA7 72.01 F R 39 
PWA8 53.25 F R 14 
PWA9 42.75 M R 19 
PWA10 71.35 F R 75 
PWA11 50.00 M R 71 
PWA12 61.40 M R 155 
PWA13 79.39 M R 12 
Mean 60.66     50.38 
Stdev 11.95     48.38 
PWA14 81.91 M R 12 
PWA15 48.04 M R 23 
PWA16 63.92 F R 65 
PWA17 50.18 M R 116 
PWA18 78.83 M R 25 
PWA19 68.98 M R 105 
PWA20 64.72 F R 26 
TOTAL Mean 62.26     51.35 
TOTAL Stdev 12.16     45.32 
Notes: MPO = months post onset of CVA. Portions of table shaded in gray reflect information for 
participants excluded from the final analyses. Information for participants included in the final 
analyses shown in white.  
 
Table 6.1B. Demographic information for control participants 
Control Participants 
ID Age Gender Handedness 
C1 66.13 F R 
C2 66.83 M R 
C3 40.76 M R 
C4 54.76 F R 
C5 63.12 F R 
C6 68.97 F R 
C7 46.34 M R 
C8 75.94 M R 
C9 59.00 M R 
C10 73.49 M R 
Mean 61.53     
Stdev 11.41     
C11 24.13 M R 
C12 49.61 F R 
C13 62.48 M R 
C14 58.32 M R 
C15 76.76 F R 
C16 59.43 F R 
C17 48.25 M R 
C18 69.30 F R 
TOTAL Mean 59.09     
TOTAL Stdev 13.48     
Notes: Portions of table shaded in gray reflect information for participants excluded from the final 
analyses. Information for participants included in the final analyses shown in white. 
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PAPT (3 picture 
test % acc) 
PALPA 51 
(Total % acc) 
Picture Naming 
Screener (avg % acc) 
PWA1 87.20 81.67 96.15 76.67 47.22 
PWA2 25.20 1.67 94.23 10.00 1.54 
PWA3 74.10 86.67 94.23 60.00 65.12 
PWA4 30.80 6.67 92.31 30.00 7.41 
PWA5 48.00 10.00 88.46 40.00 14.81 
PWA6 82.80 85.00 92.31 73.33 68.21 
PWA7 95.20 75.00 96.15 86.67 46.60 
PWA8 80.40 61.67 94.23 80.00 57.10 
PWA9 92.70 71.67 94.23 70.00 46.60 
PWA10 87.20 71.67 84.62 53.33 41.05 
PWA11 33.60 1.67 78.85 10.00 0.93 
PWA12 74.30 1.67 98.08 70.00 45.99 
PWA13 26.90 ND 90.38 33.33 6.48 
Mean 64.49 46.25 91.86 53.33 34.54 
Stdev 27.18 37.65 5.28 26.21 24.72 
Notes: Performance on baseline picture naming screener reflects averaged accuracy across 
three separate baselines, collapsed across categories. ND = no data. 
 
6.2.2. fMRI task and stimuli 
PWA and controls completed two runs of an overt picture-naming task in 
the scanner. The experimental stimuli included color photographs of real items 
split across five categories (i.e., birds, vegetables, fruit, clothing, and furniture). 
All stimuli were concrete nouns balanced for familiarity, length, lexical frequency 
(CELEX, Van der Wouden, 1990) and concreteness 
(http://websites.psychology.uwa.edu.au/school/MRCDatabase/uwa_mrc.htm) 
(Coltheart, 1981). Across the two runs, each participant was administered 108 
pictures from three of the aforementioned categories. All participants were 
administered items from the category fruit. For PWA, the other two categories 
were selected based on naming performance on the previously-referenced 
picture naming screeners as these categories were then selected for treatment 
(which is outside the scope of this paper). For controls, the other two selected 
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categories were counterbalanced across participants. Participants were required 
to name aloud each picture or say “skip” for the pictures they were unable to 
name as soon as they saw the stimulus. Control stimuli were 36 pixelated, 
scrambled pictures of the experimental stimuli, split equally across both runs. 
Participants were required to say “skip” for each of the control items as soon as 
they saw the stimulus.  
For this task, an event-related design with jittered, randomized inter-
stimulus intervals between 2 and 4 seconds was employed. Jittered ISIs can 
compensate for brief motion artifacts related to speaking, increase statistical 
efficiency of the experimental design, and have been implemented in previous 
studies that do not use sparse sampling but require overt responses (Birn, Cox, 
& Bandettini, 2004). During the ISI, a fixation of a “+” appeared on the screen; 
participants were instructed to respond before, not during, the ISI. Trial duration 
was 4 seconds for both experimental and control stimuli. Task duration for each 
run was 8 minutes and 24 seconds. See Figure 6.1 for a schematic of the task. 
 
Figure 6.1. Schematic of the fMRI picture naming task 
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6.2.3. fMRI data acquisition 
Magnetic resonance images were acquired at the Athinoula A. Martinos 
Center for Biomedical Imaging in Charlestown, MA on a 3T Siemens Trio Tim 
using a 20-channel head+neck coil. T1 structural images were collected using 
the following parameters: 176 sagittal slices, 1 mm3 voxels, 240 x 240 matrix, 
FOV = 240mm, flip angle = 9, fold-over direction = AP, TR = 2300ms, TE = 
2.91ms. For each run of the picture naming task, blood-oxygen-level-dependent 
(BOLD) functional images were acquired with the following parameters:  
interleaved, parallel acquisition; 40 axial slices, 3mm thick; 2x2x3mm voxels; 
0.3mm interslice gap; 80 x 78 matrix; FOV = 240mm; flip angle = 90, fold-over 
direction = AP, TR = 2570ms, TE = 30ms. Verbal responses were recorded with 
a Fibersound Fiber Optic microphone (Micro Optics Technologies, Cross Plains, 
WI).  
 
6.2.4. fMRI data analysis 
6.2.4.1. Preprocessing 
Preprocessing was performed to account for participant motion and 
physiological fluctuations, remove slow baseline drifts, and correct for timing of 
image acquisition. Data were analyzed using SPM8 software in the following 
sequence (Wellcome Trust Centre for Neuroimaging, 2009). First, slice timing 
correction was applied with reference to the middle slice. Motion correction using 
the Realign function was employed. After realignment, structural T1 images were 
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coregistered to the mean functional image. For PWA, lesion masks were 
manually drawn in MRIcron using each participant’s T1 image 
(http://www.cabiatl.com/mrico/) (see Figure 6.2 for lesion overlap across the 
group of PWA); these lesion masks (i.e., in which the lesion was deleted) as well 
as lesion maps (i.e., in which the lesion was preserved) were also coregistered to 
the T1 structural image. Next, unified segmentation of the coregistered structural 
images into white matter, gray matter, and cerebral spinal fluid was performed. 
For the PWA data, the coregistered lesion mask was included so that lesioned 
regions (which contained a value of zero) would be excluded during the 
estimation of segmentation parameters (Brett, Leff, Rorden, & Ashburner, 2001; 
Meinzer et al., 2013). Structural and functional images were spatially normalized 
to the MNI template in SPM8. 
 
Figure 6.2. Lesion overlap of all thirteen PWA included in the DCM analysis. 
 
Correction for slow baseline drifts was done using a high-pass filter with a cutoff 
of 1/128s. Spatial smoothing of the functional data was not performed as 
smoothing can result in compromised accuracy of activation localization, which 
can be particularly problematic in individuals with structural damage (Meinzer et 
al., 2013). In addition to Realign, the ArtRepair toolbox in SPM8 was employed 
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as needed to account for potential movement-related artifacts in the data by 
repairing via linear interpolation large variations (i.e., > 0.5mm) in volume-to-
volume motion (Mazaika, Hoeft, Glover, & Reiss, 2009). See the first panel in 
Figure 6.3A for an overview of the preprocessing pipeline employed. 
 
Figure 6.3. Overview of the sequence of (A) fMRI and (B) DCM methods 
 
6.2.4.2. Statistical analysis in SPM 
6.2.4.2.1. First-level analysis 
First-level analysis was performed based on the General Linear Model 
(GLM) in SPM8. Stimulus onsets and durations were convolved with the 
canonical hemodynamic response function (HRF) and its temporal derivative. 
Conditions included pictures, scrambled pictures, and fixation. Each condition 
was modeled separately for each run and then runs were concatenated within 
the GLM.  Motion correction parameters obtained during realignment were 
included in the model as regressors. Model parameters were estimated using a 
restricted maximum likelihood (ReML) approach, and serial correlations were 
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specified using an AR (1) error model. The main contrast of interest across 
participants was pictures (experimental) – scrambled pictures (control). Activation 
maps reflected activation across concatenated runs and were thresholded at the 
family-wise error rate (F.W.E.). If activation was not seen at the F.W.E. threshold, 
uncorrected activation maps (p < 0.001) were obtained. Ultimately, uncorrected 
activation was used in the connectivity analyses for all individuals in order to stay 
consistent across participants. Anatomical labels for active regions were obtained 
by entering the coordinates of active voxels into the Anatomy Toolbox, v.17, in 
SPM8. See the second panel in Figure 6.3A for an overview of the main 
components of the first level analysis. 
6.2.4.2.2. Second-level analysis 
Second-level analyses were performed to identify within-group whole brain 
activation for the contrast of interest. Specifically, one-sample t-tests showing 
activation for pictures (experimental) > scrambled pictures (control) were 
obtained for each group at an uncorrected threshold of p < .005. It should be 
noted that these analyses were performed to reveal activation at the group level 
yet the activations from the single-subject GLMs were used in the creation of the 
volume of interest (VOI) spheres used in the DCM analyses (see the section on 
Model Specification below).     
6.2.4.3. Calculation of spared tissue 
In accordance with the second aim of the present study, the amount of 
spared tissue within the three regions included in the DCMs was calculated for 
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each PWA in order to investigate the relationship between the underlying 
structural integrity of these regions and the direction and strength of the inter-
regional connections. For each PWA, anatomical regions of interest (ROIs) 
corresponding to LIFG, LMFG, and LMTG were created using the AAL atlas 
within the MarsBaR toolbox in SPM8 (Brett, Anton, Valabregue, & Poline, 2002). 
A lesion map, in which the lesioned voxels were given a binary 1 rather than 0, 
was normalized from native to MNI space, and this map was subtracted from 
each of the ROIs generated in MarsBaR to yield the volume of spared tissue per 
ROI. The percentage of spared tissue in each region was calculated by dividing 
the volume of spared tissue by the total volume of the AAL atlas ROI (see the 
third panel of Figure 6.3A). This allowed for a uniform comparison of lesioned 
tissue within ROIs across participants.  
6.2.5. Effective connectivity analysis 
Effective connectivity was analyzed with the DCM10 toolbox in SPM8. 
DCM is a hypothesis-driven method that employs differential equations to model 
and infer directionality of context-dependent inter-regional interactions (Friston, 
Harrison, & Penny, 2003; Penny, Stephan, Mechelli, & Friston, 2004; Seghier, 
Zeidman, Neufeld, Leff, & Price, 2010; Stephan et al., 2010). External inputs, 
such as a task of interest, cause change at a neuronal level which in turn causes 
changes in the BOLD signal. In DCM, the observed changes in the hemodynamic 
response are then linked to hidden neuronal states via an empirical forward 
model, which allows for inferences about direct neural activity. Based on an a 
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priori hypothesis, researchers define a model space which specifies regions of 
interest and the connections between those regions. The neurodynamics of the 
system are modeled by bilinear state equations, in which three parameters are 
estimated: the intrinsic connections or interactions between regions within a 
given model in the absence of input (DCM-A matrix); the modulatory effect on the 
connections between regions secondary to external inputs (DCM-B matrix); and 
the direct effect of external inputs to a given region (DCM-C matrix). According to 
their goals, researchers can make inferences on the structure of given model(s) 
or on the estimated model parameters themselves (i.e., Ep.A, Ep.B, Ep.C values, 
corresponding to the aforementioned parameters of the state equation) (Stephan 
et al., 2010).  
6.2.5.1. Model specification 
In the present study, we constructed a model space (i.e., the total number 
of models defined per participant) comprised of the three left hemisphere regions 
Turkeltaub et al. (2011) identified as  vital to language processing in PWA that 
mediate various aspects of picture naming: left inferior frontal gyrus (LIFG), left 
middle frontal gyrus (LMFG), and left middle temporal gyrus (LMTG).  The 
neuroimaging literature provides a solid basis for the utilization of a hypothesis-
driven method for investigating connectivity for oral picture naming, as noted in 
the Introduction. Furthermore, tractography studies in humans have shown that 
extensive white matter connections exist between dorsolateral prefrontal cortex, 
ventrolateral prefrontal cortex, and mid-temporal regions. Specifically, portions of 
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the superior longitudinal fasciculus (SLF) (including the lateral portion and the 
arcuate fasciculus) connect posterior-inferior temporal regions to the frontal 
operculum and constitute a dorsal pathway that is linked to phonological 
processing (Catani, Howard, Pajevic, & Jones, 2002; Catani, Jones, & ffytche, 
2005; Frey, Campbell, Pike, & Petrides, 2008). Pathways associated with 
semantic processing include the inferior occipito-frontal fasciculus (IFOF), which 
connects posterior-inferior temporal cortex to the dorsolateral prefrontal cortex 
and orbito-frontal regions; the middle and inferior longitudinal fasciculi, which run 
laterally along the temporal cortex and connect intratemporal regions (e.g., ATL 
with MTG); and the uncinate fasciculus (UF), which links ventral prefrontal cortex 
(i.e., orbito-frontal regions) with the anterior temporal lobe (ATL) (Binney, Parker, 
& Lambon Ralph, 2012; Catani et al., 2002; Catani et al., 2005; Catani & 
Mesulam, 2008; Cloutman & Lambon Ralph, 2012; Glasser & Rilling, 2008; 
Parker et al., 2005; Saur et al., 2008; Sarubbo, De Benedictis, Maldonado, 
Basso, & Duffau, 2013; Turken & Dronkers, 2011). Additionally, association U-
fibers connect pars opercularis, pars triangularis, and pars orbitalis in LIFG and 
connect the frontal operculum to the dorsolateral prefrontal cortex (Richard J. 
Binney et al., 2012; Lemaire et al., 2013). It should be noted that lack of 
anatomical connectivity does not preclude functional connections for language 
(see Cloutman & Lambon Ralph, 2012; Friston, 2011), yet the presence of such 
robust structural connections provides a basis for understanding how functional 
connections may still exist in the presence of damage to left hemisphere brain 
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regions.  
Consequently, full, bidirectional intrinsic connections were specified in the 
DCM-A matrix. Relatively little is known regarding the exact mechanisms of task-
based dynamic reorganization for picture naming in PWA. Therefore, in order to 
study the direct effect of the picture naming task on specific regions and the 
subsequent modulation between regions, models with driving input to one of the 
three regions (i.e., LIFG, LMFG, LMTG) with all possible combinations of uni- 
and bidirectional modulation between regions were specified in the DCM-C and 
DCM-B matrices. Models were excluded from the model space if driving input 
was to a given region (e.g., LIFG) but that region was not modeled as modulating 
activity in either of the other regions. Consequently, the final model space 
contained a total of 72 models. We hypothesized that the differences in 
exogenous input to regions would alter network activity, and to test that 
hypothesis, the model space was further partitioned into three families which 
differed based on the input to region (i.e., LIFG, LMFG, or LMTG). The 
partitioning resulted in three families with 24 models per family (see Figure 6.4 
for a schematic of the model space).  
For each participant, volumes of interest (VOIs) from each of the three 
regions were extracted from each run as 8mm eigenvariate spheres around the 
most significantly-active voxel within the region and adjusted for F-contrast 
effects of interest. Of note, spatial localization of VOIs were restricted to the 
anatomical boundaries of the region as defined by the AAL atlas. One VOI for 
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LIFG was created around the peak maxima in either pars triangularis, pars 
orbitalis or pars opercularis. No other criteria regarding VOI selection and 
creation were applied. The reason for this methodology was two-fold: first, in 
order to do group-level comparisons, the same models with the same regions 
had to be specified for each individual within each group. Due to the variable 
sizes and locations of lesions within given anatomical regions for PWA, peak 
maxima were expected to differ from PWA to PWA. Consequently, using more 
stringent VOI selection criteria would have led to the exclusion of certain PWA 
from the analyses. Second, similar loose VOI selection criteria were applied for 
the control group in order to stay consistent across participant groups. After VOI 
creation, DCMs according to the aforementioned model space were constructed 
for each participant for individual and group-level analyses. The basic 
components of model specification are shown in the first panel of Figure 6.3B.  
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Figure 6.4. DCM model space. Full, bidirectional endogenous connections between all regions 
were modeled in DCM-A. For each model, driving input to only one region was modeled in DCM-
C. All possible combinations of uni-and bidirectional modulations were modeled across the model 
space; for each model, the input region modulated at least one other region in DCM-B. The full 
model space for all 24 models in Family #1 is schematized in the figure above (1). Family #2 
included models with the same modulatory connections as Family#1 with three additional models 
(2) and excluding models #1, #4, and #7 due to lack of modulation from LMFG to the other two 
regions. Similarly, Family #3 included models with the same modulatory connections as Family 
#1 with three additional models (3) and excluding models #9, #10, and #11 due to lack of 




6.2.5.2. Inferences at the model and parameter level 
Following model specification and estimation, we analyzed the 
connectivity data in separate stages (see the second panel of Figure 6.3B). First, 
we applied a random effects family-wise Bayesian Model Selection (BMS) to 
understand the pathophysiological mechanism versus normal mechanism utilized 
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to perform the task in the PWA and control groups, respectively, and to ascertain 
which family of models best fit each set of data at both the single-subject and 
group levels (Penny et al., 2010; Stephan, Penny, Daunizeau, Moran, & Friston, 
2009; Stephan et al., 2010). In random effects analysis, the inference is made on 
the posterior estimates of the model frequency, and the exceedance probability 
(i.e., xp value) reflects the belief that one model (or set of models for family-level 
comparisons) is more likely than any other in the model space (Stephan et al., 
2009). Secondly, we employed Bayesian Model Averaging (BMA) within each set 
of families; this type of BMA analysis utilizes the distribution of priors across all 
models within a family to determine each set of family-specific coupling 
parameters (Penny et al., 2010). Next, we analyzed the model parameters by 
entering subject-wise Ep.B and Ep.C values into MANOVA/ANOVAs in order to 
determine the differences within and between groups on the driving and 
modulatory influences of task-induced activity on other regions within the model 
space. Lastly, as described below, we used single-subject Ep.B and Ep.C values 
to investigate the relationship between brain connectivity and other metrics in the 
patient group (see the third panel of Figure 6.3B). 
6.2.6. Relationship between connectivity, lesion characteristics, and 
behavior 
 Specifically, we investigated the relationship between connectivity 
parameters, the amount of spared cortical tissue in each of the three regions, 
and behavioral performance on naming tasks in the PWA group. The same six 
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connections (i.e., LIFGLMFG, LIFGLMTG, LMFGLIFG, LMFGLMTG, 
LMTGLIFG, and LMTGLMFG) were modeled in each family, and it is our 
working hypothesis that the coupling strengths of these connections differed 
according to the exogenous input driving network modulation. Therefore, we first 
conducted another MANOVA within the PWA group to determine if coupling 
parameters (i.e., Ep.B values) differed significantly between families. Due to the 
non-normal distribution of the data, Spearman correlations were used for all 
analyses. In the first set of analyses, correlations were obtained between 
percentage of spared cortical tissue and Ep.B values (i.e., the strength of 
modulatory connections between regions) as well as between spared tissue and 
Ep.C values (i.e., the strength of the driving input from a region). In the second 
set of analyses, we correlated Ep.B and Ep.C values with behavioral 
performance on the fMRI task and the picture naming screeners in order to 
determine the relationship between network connectivity and naming abilities. 
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6.3. Results 
6.3.1. Percentage of spared cortical tissue and behavioral results 
Results of the calculations of percent spared cortical tissue in LIFG, 
LMFG, and LMTG are shown in Table 6.3. As a group, PWA had the most 
spared tissue in LMFG, and only one participant (i.e., PWA 10) had less spared 
tissue in LMFG compared to the amount of spared tissue in the other two 
regions. As a group, the least spared tissue was seen in LMTG yet the relative 
preservation of LMTG and LIFG differed from participant to participant with some 
participants presenting with more anterior lesions (e.g., PWA 13), other 
participants presenting with more posterior lesions (e.g., PWA 3) and others 
presenting with damage to both anterior and posterior regions (e.g., PWA 2, 
PWA 12).   
Table 6.3. Percentage of spared tissue in LIFG, LMFG and LMTG across 
PWA 
  LIFG LMFG LMTG 
PWA 1 96.60 100.00 79.36 
PWA 2 65.51 96.26 68.09 
PWA 3 99.05 100.00 33.51 
PWA 4 80.25 100.00 14.16 
PWA 5 92.47 96.44 70.38 
PWA 6 89.59 100.00 78.15 
PWA 7 99.98 100.00 93.91 
PWA 8 100.00 100.00 91.80 
PWA 9 99.98 100.00 97.09 
PWA 10 80.77 73.95 99.66 
PWA 11 49.15 51.04 12.55 
PWA 12 58.68 98.66 46.11 
PWA 13 53.89 98.75 99.92 
TOTAL AVG 81.99 93.47 68.05 
 
Analysis of overt naming responses from the fMRI task revealed that 
naming accuracy was significantly lower for PWA than for controls (PWA mean: 
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26.05%, control mean: 60.30%) (t(17) = -3.87, p < .001). In the PWA group, 
greater spared tissue in LIFG was significantly related to better accuracy on the 
fMRI task (r = .682, p < .05) but no significant relationships between spared 
tissue in LMFG or LMTG and the fMRI task were found. However, greater spared 
tissue in both LIFG and LMFG was significantly associated with better accuracy 
on the averaged naming screeners (r = .741, p < .01 and r = .748, p < .01, 
respectively). As there was overlap in the items included in the fMRI task and the 
naming screener (i.e., the fMRI task included a subset of items from three of the 
five categories of the full naming screener), naming screener accuracy served as 
a proxy for naming abilities under normal circumstances without the constraints 
of the fMRI task conditions.  
6.3.2. Whole brain activation 
For analysis of the fMRI data, all task trials were included in the first-level 
GLM. Each of the 13 PWA and 10 controls whose data were used in the DCM 
analyses showed activation in each of the three regions of interest at the 
uncorrected threshold (p < .001) for the contrast pictures (experimental) – 
scrambled pictures (control). The MNI coordinates of the most active voxels in 
each region of interest for each participant that were used in creation of VOIs for 
the DCMs are shown in Table 6.4. 
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Table 6.4. MNI coordinates of suprathreshold active voxels in each region 
of interest for the pictures – scrambled pictures contrast used in the DCM 
analysis 
  LIFG LMFG LMTG 
ID x y z 
cluster 
size x y z 
cluster 
size x Y z 
cluster 
size 
PWA1 -60 12  9 2 -39  9  51 1 -60  3  -15 1 
PWA2 -42 21 -3 1 -36 57 21 1 -51  -66 0 1 
PWA3 -57  24  3 1 -39 15 54 3 -60  -39 0 1 
PWA4 -45  15 18 5 -42  33 33 1 -63  -45 9 1 
PWA5 -45  30 21 5 -24  54 12 2 -57  -24 -3 1 
PWA6 -36  39 15 5 -45  15 39 4 -45  -60 -3 9 
PWA7 -54  36 12 2 -27  42 15 1 -51  -21 -18 1 
PWA8 -39  21  9 3 -27  6  48 1 -66  -9 -12 1 
PWA9 -48  36  9 1 -48  12 42 10 -51  -69 3 5 
PWA10 -48  30 21 3 -24  27 54 1 -60  -39 6 1 
PWA11 -36  30 21 1 -30  63  3 1 -66  -9 -3 1 
PWA12 -51  33 15 14 -30  6  60 2 -60  -15 -24 1 
PWA13 -54  9  18 1 -33  51  9 1 -60  0  -18 2 
C1 -51  33 12 795 -27  51  9 795* -63  -36 3 8 
C2 -48  24 30 14 -24  6  57 4 -51  -60 6 4 
C3 -54  18 33 10 -48  15 48 2 -60  -36 3 1 
C4 -36  27 18 1 -45  6  54 2 -51  -27 0 1 
C5 -39  33 12 22 -21  21 48 1 -57  -63 -3 19* 
C6 -48  21 -9 7* -30  0  57 2 -45  -75 18 86* 
C7 -48  21 30 141 -36  48 33 1 -66  -30 0 22 
C8 -36  15 27 15 -27  6  57 1 -60  -51 -9 1 
C9 -48  48 12 15 -33  21 30 36 -54  -6 -15 6 
C10 -45  30 21 18 -30  0  57 1 -54  -66 0 1 
Notes: The * reflects the size of a cluster for which the peak maxima of the cluster is in a different 
anatomical region. VOIs were created within the peak maxima that fell with the anatomical 
boundaries of the regions of interest. 
 
Results of the second-level, one-sample t-tests revealed that each group 
showed activation in each of the regions of interest for pictures (experimental) > 
scrambled pictures (control) at an uncorrected threshold (PWA: t = 3.05, p < 
.005; controls: t = 3.25, p < .005). Of note, similar group-level activation was seen 
in bilateral frontal, temporal and parietal regions in each group (see Figure 6.5A-
B). As single-subject activation from the first-level analysis was used in DCM, 
overlays of individual activation maps for each group also were visualized using 
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the xjView toolbox in SPM8 (http://www.alivelearn.net/xjview) and are shown in 
Figure 6.5C-D.  
Figure 6.5. Whole brain activation. (A) Results of the one-sample t-test in PWA at uncorrected (t 
= 3.05, p < 0.005) for pictures > scrambled pictures. (B) Results of the one-sample t-test in 
controls at uncorrected (t = 3.25, p < 0.005) for pictures > scrambled pictures. (C) Overlap of 
the13 individual PWA activation maps at uncorrected (p < 0.001), cluster size of 3 voxels for 
pictures – scrambled pictures. (D) Overlap of the 10 individual control activation maps at 
uncorrected (p < 0.001), cluster size of 5 voxels for pictures – scrambled pictures. 
 
6.3.3. Family-wise BMS  
Per the first aim of the study, differences between groups in network 
connectivity were investigated. Comparison of the three model families within 
each group revealed that the family of models that best fit the data differed 
between groups. Specifically, model family #1, which included driving input to 
LIFG, was the winning family for control participants (xp = .825) while model 
family #2, which included driving input to LMFG, was the winning family for PWA 
(xp = 0.616) (see Figure 6.6A). As xp values are probability values, a value of 1.0 
would indicate 100% probability that the family of models exceeds the expected 
probability of explaining the data. Given the low xp value for family #2 for the 
group of PWA, individual family-wise BMS results were examined to see why 
                                                                                 
93 
family #2 was not the overwhelming winner across the group. Indeed, these 
results confirm the heterogeneity of the PWA sample as only six of the 13 PWA 
demonstrated the group-level pattern of best model family fit for family #2 (see 
Figure 6.6B). Next, we further investigated the differences in connectivity 
parameters between both participant groups as well as within the group of PWA. 
 
Figure 6.6. Family wise BMS. (A) Group-level family wise BMS results. (B) Single-subject family 
wise BMS for the PWA. 
 
6.3.4. Connectivity parameters from BMA 
In general, positive coupling strength indicates that the modulatory region 
promoted activation in the other region while negative coupling strength indicates 
that the modulatory region exerted an inhibitory influence on activation in the 
other region. Similarly, larger and more positive values for strength of driving 
input to regions indicate that the task of interest exerted greater perturbation of 
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activation in that region. The greater the absolute value of the parameter, the 
greater the effect of the task on that connection/region; consequently, a value of 
0 Hz is indicative of no effect of the task on the connection/region. In 
consideration of the family-wise BMS results, we examined differences in BMA 
parameters between groups by family in terms of strength of modulatory 
connections (i.e., Ep.B) via a one-way MANOVA with group (i.e., PWA/control) 
and family (i.e., input to LIFG, LMFG, LMTG) as the independent variables and 
Ep.B values for each connection as the dependent variables. We examined 
differences in input to driving regions (i.e., Ep.C) via a 2 (group) x 3 (family/input 
region) ANOVA. 
The overall model explaining group differences in task-induced modulatory 
effects on connections was not significant (Pillai’s trace = .107, F(6, 58) = 1.16 p 
= .341), and while the main effect of family was significant (Pillai’s trace = .857, 
F(12, 118) = 7.37, p < .001), the group x family interaction did not reach 
significance (Pillai’s trace = .243, F(12, 118) = 1.36, p = .195). However, if 
coupling strength differed between groups for only certain connections, it is likely 
that including all data within one model diluted these differences. Therefore, we 
next examined between-group differences in Ep.B values for each connection via 
2 (group) x 3 (family) ANOVAs. The only statistically significant difference 
between controls and PWA was found in the strength of the modulatory effect of 
LMTG on LIFG (F(1,63) = 6.75, p < .05), and while the main of effect of family 
approached significance (p = 0.055), a significant interaction of group by family 
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was not found (p = .547).  These results indicate that coupling strength of this 
connection differed between controls and PWA across families.  Specifically, 
coupling from LMTG to LIFG was significantly more negative for controls relative 
to a nearly null effect of task on the connection for PWA (-0.031 Hz for controls, -
0.009 Hz for PWA).  With regards to Ep.C values (i.e., strength of exogenous 
input to driving regions), no significant between-group differences were seen 
(F(5,63) = 1.44, p = 0.713) nor was the group by family (i.e., input region) 
interaction significant (p = 0.533). These results indicate that overall strength of 
driving input did not differ significantly between groups by driving region. These 
collective results indicate that PWA and controls did not differ with regards to the 
strength of driving input to regions but they did differ in terms of the connection 
from LMTG to LIFG such that LMTG exerted an inhibitory influence on activation 
in LIFG for controls whereas minimal task-induced modulation of LMTG on LIFG 
was observed for PWA. 
6.3.5. Relationship between connectivity parameters, spared cortical 
tissue, and behavior in PWA 
In line with the second aim of the study, we next investigated the 
relationship between connectivity, structural integrity, and behavior within the 
PWA group. First, we conducted a one-way MANOVA that included family as the 
independent variable and connection strength values (i.e., Ep.B) as the 
dependent variables to determine if strength of connections differed significantly 
between families. Once again, the rationale for this analysis was that we 
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hypothesized that coupling parameters between the same connections would 
differ between families as exogenous input to regions would modify network 
connectivity. Indeed, this analysis showed that the overall main effect of family 
was significant for PWA (Pillai’s trace = 1.10, F(12, 64) = 6.56, p < .001), and the 
strength of each connection excluding LMFGLMTG (F(2,36) = 2.37, p > .05) 
differed significantly from family to family (LIFGLMFG: F(2,36) = 6.11, p < .01; 
LIFGLMTG: F(2,36) = 5.71, p < .01; LMFGLIFG: F(2,36) = 5.15, p < .05; 
LMTGLIFG: F(2,36) = 4.59, p < .05; LMTGLMFG: F(2,36) = 4.08, p < .05). 
Due to these results, all subsequent analyses involving Ep.B values were 
conducted for each family separately. In the next set of analyses, using 
Spearman correlations, we examined the relationships between (1) connectivity 
parameters (i.e., Ep.B and Ep.C values) and the percentage of spared cortical 
tissue in each region of interest (i.e., LIFG, LMFG, and LMTG) and (2) 
connectivity parameters and behavioral performance on language measures (i.e., 
accuracy on the fMRI task and the averaged naming screener performance).  
6.3.5.1. Relationship between connectivity parameters and spared cortical 
tissue 
First, we examined the relationship between task-induced connection 
(Ep.B) and driving input strength (Ep.C) per family and the amount of spared 
cortical tissue in LIFG, LMFG, and LMTG. For family #1 (i.e., models with input to 
LIFG), a significant moderate negative correlation between the amount of spared 
tissue in LIFG and the connection from LMFG to LIFG was found (r = -.580, p < 
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.05) such that the greater the spared tissue in LIFG, the more negative the task-
induced coupling was from LMFG to LIFG. Similarly, a significant correlation was 
found between spared tissue in LMFG and the strength of the connection from 
LMFG to LIFG (r = -.627, p < .05) such that the more LMFG was preserved, the 
more negative the coupling was from LMFG to LIFG. A different pattern was 
observed for the only significant correlation for family #2 (i.e., models with input 
to LMFG) such that the more spared tissue in LMTG, the more positive the 
coupling was from LMTG to LIFG (r = .731, p < .01). In fact, nearly preserved 
LMTG was associated with Ep.B values approaching 0 Hz, indicative of a null 
effect of task on the connection. For family #3 (i.e., models with input to LMTG), 
negative correlations similar to the family #1 results were found. Specifically, the 
greater the spared tissue in LMFG, the more negative the coupling was from 
LMFG to LMTG (r = -.729, p < .01) and the more spared tissue in LMTG, the 
more negative the coupling was from LMTG to LMFG (r = -.643, p < .05). 
Of note, it is possible that the outlier seen in Figure 6.7A/C may have 
primarily driven these results. As such, when this outlier was removed, the 
relationship between percentage of spared tissue in LIFG and the connection 
from LMFG to LIFG for family #1 was no longer significant (r = -.531, p = .075), 
and the relationship between the amount of spared tissue in LMFG and the 
connection from LMFG to LMTG for family #3 only approached significance (r = -
.559, p = .059). All other correlations remained significant. Also, as is apparent in 
Figure 6.7, many of the Ep.B values across PWA were small, indicating relatively 
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weak connections induced by the task. Despite this, clear moderate to 
moderately-strong relationships were discovered between spared cortical tissue 
and the connection parameters across each family. In terms of input strength, 
trending associations showed that the more spared tissue in LIFG and LMTG, 
the greater the task-induced driving strength was for those regions for families #1 
and #3, respectively (r = .550, p = .051 and r = .538, p = .058) (see Figure 6.8). 
In general, these results demonstrate that more preserved cortical tissue in the 
regions of interest was associated with more negative task-induced coupling of 
certain connections between all regions but greater and more positive strength of 
driving input of “classic” language regions.  
 
Figure 6.7. Correlations between percentage of spared tissue and strength of the connections 
(i.e., Ep.B values in Hz). (A) For family #1, significant correlations were found between the 
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connection strength of LMFGLIFG and the percentage of spared tissue in LIFG (shown on the 
left) and LMFG (shown on the right). (B) For family #2, a significant correlation was found 
between the connection strength of LMTGLIFG and the amount of spared tissue in LMTG. (C) 
For family #3, significant correlations were found between the connection strength of 
LMFGLMTG and percentage spared tissue in LMFG as well as the connection LMTGLMFG 
and the amount of spared tissue in LMTG.  
 
 
Figure 6.8. Correlations between percentage of spared tissue and strength of task-induced 
perturbation to specific regions (i.e., Ep.C values in Hz). (A) For family #1, an association that 
approached significance was found between strength of driving input of LIFG and amount of 
spared tissue in LIFG. (B) For family #3, a trending association between driving input strength of 
LMTG and the amount of spared tissue in LMTG. 
 
6.3.5.2. Relationship between connectivity parameters and behavioral 
accuracy 
Next, we investigated the relationship between connectivity parameters 
and behavioral performance on the fMRI task and the averaged picture naming 
screener accuracy. For family #1 (i.e., input to LIFG), significant moderately-
strong negative correlations were found between naming task accuracy and the 
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connection from LMFG to LMTG. Specifically, the greater the accuracy on the 
baseline naming screeners and the fMRI task, the more negative the task-
induced coupling was from LMFG to LMTG (r = -.635, p < .05 and r = -.741, p < 
.01, respectively). For family #2 (i.e., input to LMFG), higher fMRI task accuracy 
was significantly associated with more negative coupling from LIFG to LMTG (r = 
-.631, p < .05). For family #3 (i.e., input to LMTG), higher accuracy on the 
baseline naming screeners was associated with more negative coupling from 
LMFG to LMTG (r = -.561, p < .05). Once again, when outliers that may have 
influenced the results (see Figure 6.9) were removed from the analyses, the 
association between fMRI task accuracy and the modulatory connection from 
LIFG to LMTG for family #2 was no longer significant (r = -.523, p = .099) but the 
moderate association between screener accuracy and the connection from 
LMFG to LMTG for family #3 remained (r = -.580, p < .048). In the Discussion, 
we will return to the rationale for including or excluding outliers from the 
analyses.   
Significant positive associations were found between driving input strength 
and naming task accuracy such that greater task-induced perturbation of LIFG (in 
family #1) was significantly associated with higher accuracy on both the baseline 
picture naming screeners (r = .688, p < .01) and the fMRI task (p = .765, p < .01). 
Similarly, greater driving strength of LMFG (in family #2) was associated with 
greater fMRI task accuracy (r = .610, p < .05).  
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Figure 6.9. Correlations between behavioral performance and strength of the connections (i.e., 
Ep.B values in Hz). (A) For family #1, significant correlations were found between the connection 
strength of LMFGLMTG and behavioral accuracy on the naming screener (shown on the left) 
and the fMRI task (shown on the right). (B) For family #2, a significant correlation was found 
between the connection strength of LIFGLMTG and fMRI task accuracy. (C) For family #3, 
significant correlations were found between the connection strength of LMFG LMTG and the 
average naming screener accuracy. 
 
Overall, greater task accuracy was related to more negative coupling 
between connections (especially the connection from LMFG to LMTG) (see 
Figure 6.9) while greater accuracy was related to greater and more positive 
driving input strength (see Figure 6.10). These findings suggest that network 
parameters are specifically associated with naming abilities for the items 
contained in the picture naming screener and the fMRI task. Also, the general 
trends of these results are similar to those seen in the correlations between 
connectivity parameters and spared cortical tissue, which we will address in the 
Discussion. 
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Figure 6.10. Correlations between behavioral accuracy and strength of task-induced perturbation 
to specific regions (i.e., Ep.C values in Hz). (A) For family #1, significant associations were found 
between strength of task-induced perturbation to LIFG and accuracy on the naming screener 
(shown on the left) and on the fMRI task (shown on the right). (B) For family #2, a significant 
relationship was seen between strength of driving input to LMFG and fMRI task accuracy. 
 
6.4. Discussion 
The aims of the current study were two-fold. First, we investigated how 
effective connectivity of a frontotemporal network induced by a picture naming 
task differed between neurologically-intact participants and PWA. Second, as we 
were most interested in cortical reorganization in the PWA group, we examined 
the relationships between connectivity parameters, the amount of spared tissue 
in each region of interest, and behavioral performance. In order to investigate the 
effects of task-induced exogenous input to and all possible connections between 
LIFG, LMFG, and LMTG, the DCMs for the current study were constructed and 
then partitioned into three families organized by driving input to these regions. 
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The family of models with driving input to LMTG (i.e., family #3) were based on 
the neurocognitive literature which indicates that picture naming is a 
semantically-driven task and semantic processing is mediated by LMTG (e.g., 
Indefrey & Levelt, 2000, 2004; Indefrey, 2011). Therefore, the models from this 
family were constructed from a framework of possible connectivity observed 
during normal processing, and we hypothesized that this family of models would 
best fit the control participant data. Conversely, families with driving input to LIFG 
and LMFG (i.e., families #1 and #2, respectively) were modeled after the 
literature indicating that prefrontal regions are essential for selection and/or 
executive control processes and that these regions can mediate activation in 
other neural areas in a top-down fashion for challenging cognitive tasks.  
Specifically, LIFG is believed to mediate domain-specific processes of semantic 
and/or phonological selection or control while LMFG may be considered to 
mediate more domain-general control processes. Therefore, we hypothesized 
that activation would be driven by models with input to either LIFG (i.e., family 
#1) or LMFG (i.e., family #2) for PWA because they struggled with the picture 
naming task due to their impairments.  
Contrary to expectations, the group-level BMS revealed that the best-fit 
family of models for control participants was family #1 (i.e., input to LIFG). While 
somewhat surprising, it is possible these results align with the literature citing that 
greater demands on top-down control processes are seen for healthy older 
adults due to natural deterioration of neural structures with age (Meinzer et al., 
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2012, 2009; Park & Reuter-Lorenz, 2009). Alternatively, it may be the nature of 
the fMRI task, not the age of the control participants, which resulted in heavier 
reliance on LIFG for this group. Both behavioral (e.g., Howard, Nickels, Coltheart, 
& Cole-Virtue, 2006) and neuroimaging (e.g., Janssen, Carreiras, & Barber, 
2011) studies have found that naming items within the same semantic category 
can result in semantic interference, which can manifest as decreased accuracy 
and/or increased response latency. Furthermore, Schnur and colleagues (2009) 
discovered that resolution of conflict between semantically-related words was 
associated solely with activation in LIFG. As the fMRI task in the current study 
required participants to name items from within only three semantic categories, it 
is possible that driving input to LIFG was paramount to successful lexical 
selection by resolving competition between many active lexical representations 
for this group (e.g., Thompson-Schill et al., 1997).  
For the group level PWA data, the best-fit family of models was family #2 
(i.e., input to LMFG), which was in line with our initial hypothesis. One way to 
interpret this finding is based on the functional role LMFG plays during 
processing. As referenced previously, researchers agree that LMFG, in 
conjunction with other brain regions, comprises a neural network essential for 
domain-general cognitive flexibility and control. First and foremost, one may 
question whether LMFG should even be considered for inclusion within the 
language network. Fedorenko and Thompson-Schill (2014) address this very 
issue, stating that in the literature, the term “language network” frequently 
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includes “classic” regions within the lateral left frontal and temporal cortices as 
well as regions contained within the bilateral domain-general cognitive-control 
network. The extent to which language processing is functionally specialized is 
contested in the normal processing literature and is even further complicated in 
the context of brain damage. For PWA, it is possible that domain-general regions 
subsume some of the responsibilities of damaged “classic” language regions. In 
the case of the current study, PWA activation for the picture naming task is best 
modeled by domain-general regions influencing activation in spared tissue in 
domain-specific regions. 
Another way to interpret the group-level BMS results is that models with 
driving input to LMFG best fit the PWA data because LMFG was relatively spared 
across the group. At the single-subject level, this hypothesis holds true for certain 
participants (i.e., PWA 2, PWA 17) but not for all. For example, PWA 3 has a 
lesion that is nearly entirely confined to posterior regions, and consequently, 
damage to LMTG is great while both LIFG and LMFG are relatively spared. 
However, models with driving input to LMFG fit this individual’s data best even 
though theoretically, LIFG was available to assume its given role. Even more 
striking are the BMS results for PWA 9. This individual’s lesion is small with 
minimal damage to any of the three regions of interest, yet the family of models 
with driving input to LMFG also fit this participant’s data the best. While the 
model-level inferences regarding LMFG are interesting, these results are not 
informative regarding how LMFG (or LIFG/LMTG) functions for PWA within the 
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network.  
Therefore, in line with the second goal of the study, we delved more 
deeply into the potential interaction between dynamic connectivity and spared 
tissue and behavior. The main findings from our analyses are summarized in 
Table 6.5 below.  
Table 6.5. Summary of correlations between connectivity parameters and 
spared cortical tissue and behavior. 








































































% LIFG ( + )     ( – )     
% LMFG      ( – ) ( – )   
% LMTG   ( + )      ( + ) ( – ) 
fMRI ACC ( + ) ( + )   ( – )  ( – )   
Sx ACC ( + )      ( – ) ( – )   
Notes: Colored cells indicate significant results; striped cells indicate associations that 
approached significance. The color of a cell reflects the family from which the connectivity 
parameter involved in the correlation was gleaned: green = family #1 (i.e., input to LIFG); purple = 
family #2 (i.e., input to LMFG); and blue = family #3 (input to LMTG). ( – ) indicates a negative 
relationship while ( + ) indicates the relationship was positive. % [regions] indicates percentage of 
spared tissue within an anatomical region. fMRI ACC = fMRI task accuracy, Sx ACC = naming 
screener accuracy. (Note that some modifications in the formatting of this table have been made 
to adhere to the formatting requirements of this dissertation). 
  
Turning first to the results involving strength of driving regions (i.e., Ep.C), 
we found trending associations between the amount of spared cortical tissue in 
LIFG and LMTG and the strength of the task-induced perturbation to these 
regions. These results align well with our hypotheses, as one might assume that 
activation in core language regions would be impacted by a picture naming task if 
a greater portion of tissue in those regions is preserved. Somewhat less 
expected, however, is that greater spared tissue in LIFG and LMFG (not LMTG) 
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was significantly associated with greater accuracy on the fMRI task. This finding 
again validates the importance of LMFG within the PWA neural network for 
picture naming as LMFG acts as a driving force in activation for individuals who 
perform better on the task. Furthermore, the collective associations with Ep.C 
values also highlight the importance of LIFG within the patient language network. 
Essentially, greater preservation of LIFG is associated with greater picture 
naming task-induced activation in that region as well as better naming 
performance. Therefore, it can be inferred that greater recruitment of LIFG 
relates to better language abilities, which is a finding regarding this region that 
has been cited not only the activation literature (e.g., Turkeltaub et al., 2011) but 
also in a recent connectivity study regarding treatment-induced reorganization of 
language networks in PWA by our group (Kiran et al., 2015). 
A more complex picture emerges when considering the results involving 
coupling parameters between regions (Ep.B). First, it should be noted that our 
final conclusions pertain to results that include the individual (i.e., PWA 9) who 
appears as an outlier in Figures 6.7 and 6.9. Of note, this PWA has a relatively 
small lesion and mild aphasia yet his anomia is still pronounced, as indicated by 
his accuracy on the fMRI task, his picture naming screener accuracy, and his 
BNT score. Despite the heterogeneity in aphasia severity, lesion size and 
location, and naming abilities with the PWA group, the common characteristic of 
all PWA in the study was the presence of anomia. Therefore, this individual is 
representative of the group and his inclusion in these analyses is justified. 
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Second, broadly speaking, greater spared cortical tissue in a given region was 
significantly related to greater modulatory effects for a connection that included 
that region. For example, greater spared tissue in LIFG and LMFG was related to 
the strength of a connection between those two regions (i.e., LMFG-LIFG). While 
cortical damage and functional connectivity are not mutually exclusive (Cloutman 
& Lambon Ralph, 2012), a greater degree of connectivity between highly-intact 
neural hubs makes sense. Another general trend in these results is regarding the 
direction of the relationships between Ep.B values and spared tissue and 
behavior. The one exception to this trend was a positive association seen such 
that more spared tissue in LMTG was related to a nearly-null effect of task on the 
connection from LMTG to LIFG for family #2. Interestingly, there was significantly 
less coupling of this connection for PWA relative to controls, so it possible that 
latent effects of damage to LIFG and/or disconnection between these cortical 
regions contributed to the minimal coupling from LMTG to LIFG induced by the 
task.  
Most of the aforementioned associations were negatively related. In other 
words, the more preserved tissue and the better performance on the naming 
tasks, the more inhibitory the connections between regions were. Initially, these 
results may seem counterintuitive but a pattern with respect to LMFG emerges 
that may provide some insight into the role this region has for the task. 
Essentially, the more PWA resembled controls in terms of behavior and cortical 
integrity, the more LMFG inhibited activation in either LIFG or LMTG, and yet, 
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that is not to say these results reflected a pattern that would be observed in 
controls. First, it is important to keep in mind that PWA with relatively high 
behavioral performance and minimal damage to these three regions do not have 
intact neural networks, and these individuals still struggled with the picture 
naming task. Furthermore, these inhibitory influences were relatively weak, and it 
is therefore quite possible that rather than inhibiting all neural activity, LMFG had 
more of a regulatory role on activation in the other regions in order to maximize 
success for the task. 
Overall, this study highlights the importance of the role of LMFG within the 
language network for PWA and contributes to a limited literature linking 
measures of cortical integration, integrity, and behavior in this population. To our 
knowledge, very few studies have investigated these relationships in PWA using 
effective connectivity methods. In one such study, Papoutsi, Stamatakis, Griffiths, 
Marslen-Wilson and Tyler (2011) found that better syntactic performance in a 
group of PWA was associated with enhanced connectivity between inferior 
frontal and mid-posterior temporal regions as well as increased integrity of the 
arcuate fasciculus and the extreme capsule system. A handful of other studies 
have investigated the relationships between either functional or structural 
connectivity of frontotemporal regions, structural integrity of the cortices and/or 
underlying white matter pathways, and behavior in PWA. For example, Han et al. 
(2013) discovered that lesion volume and fractional anisotropy of the left IFOF, 
anterior thalamic, and left UF tracts correlated with performance across three 
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different types of semantic tasks, including oral picture naming. In line with the 
present study, these authors also analyzed the relative influence of gray matter 
lesions on performance and found that after controlling for a variety of additional 
factors (e.g., percentage of lesioned white matter tract tissue, general cognitive 
abilities), the only two significant associations were between semantic composite 
scores and preserved cortical tissue in LIFG and LMTG. Bonilha and colleagues 
(2014) examined the relationship between cortical necrosis, cortical disconnect, 
and behavioral measures of naming performance and global language skills. 
They found that models that included both damage to specific regions and 
disconnection of those regions to other cortical regions (e.g., BA45/pars 
opercularis of LIFG) were significantly related to language abilities (e.g., 
confrontation naming abilities) whereas models that included just necrotic 
damage to cortical regions were not related to language skills. Therefore, while it 
would be prudent in the future to also incorporate measures of integrity of the 
white matter tracts that are part of the language network, the results of the 
present study are in agreement with the findings of these previous investigations 
with regards to the importance of certain cortical regions in language processing 
(i.e., LIFG, LMTG) as well as the relationship between structural integrity and 
performance. 
While the present study provides some new insights into brain-behavior 
relationships in chronic aphasia, it is important to consider some additional 
factors when interpreting the results. First, DCM is a hypothesis-driven method of 
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effective connectivity analysis that precludes exploratory or data-driven means of 
investigating connectivity. Therefore, the particular neural regions were selected 
a priori based on the PWA activation literature, and the model space was 
constructed to specifically investigate differences in frontotemporal connections 
during picture naming according to driving input to regions. It is certain that 
different results would have been obtained if additional regions had been 
included in the model space and/or if the model space had been specified 
differently.  
Furthermore, creation of the VOIs for the DCM analysis was based on 
gross rather than fine-grained parcellation of neural regions although different 
portions of these regions have been implicated in different neurophysiological 
functions. For example, some researchers (e.g., Binder et al., 2009; Binder & 
Desai, 2011; Bokde et al., 2001; Poldrack et al., 1999) have suggested that 
ventral regions of LIFG (i.e., BA 47/pars orbitalis & BA 45/pars triangularis) 
support semantic processing while more dorsal regions of LIFG (i.e., BA 45/pars 
triangularis and BA 44/pars opercularis) support phonological processing. On the 
other hand, other researchers (e.g., Gold & Buckner, 2002; Thompson-Schill et 
al., 1997; Vigneau et al., 2006; Wagner et al., 2001) have found activation 
associated with controlled use of semantic and phonological information in all 
three parts of LIFG. Similarly, mid-LMTG is believed to mediate multi-modal 
semantic processing while posterior LMTG has been implicated in word form 
retrieval and semantic control, and the bilateral anterior temporal lobes (ATLs) 
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are thought to be an amodal semantic store (Binney, Embleton, Jefferies, Parker, 
& Lambon Ralph, 2010; Indefrey & Levelt, 2004; Patterson et al., 2007; Visser, 
Jefferies, & Lambon Ralph, 2010; Visser et al., 2012; Whitney et al., 2011). 
However, the overarching rationale for not selecting VOIs based on finer 
parceled regions or more stringent anatomical criteria is two-fold. First, in order to 
complete group-level analyses in DCM, each region must be modeled 
individually for each participant. Variability in lesion location precluded group-
level spatial localization of peak maxima in the PWA group and limiting selection 
of the VOIs to specific subregions would have restricted the PWA pool. To stay 
consistent across participant groups, the same selection criteria were applied to 
the control data. Second, relatively little is certainly known regarding how 
perilesional regions functionally reorganize in PWA. Fridriksson (2010) suggests 
that rebuilt language networks in PWA do not necessarily resemble language 
networks in neurologically-intact individuals; rather, neighboring neural regions 
that have the potential to subserve a specific language function may subsume 
that function in light of brain damage (Zahn, Schwartz, & Huber, 2006). For some 
PWA, a single activated cluster of voxels was seen in certain regions, especially 
those individuals with minimal spared tissue in a given region. Therefore, it is 
possible that such a node was essential for a given language function but shifted 
due to brain damage, and consequently, it would be imprudent to exclude these 
data and remove those individuals from the analysis. 
Moving forward, there are several open avenues of research that remain 
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untraversed regarding how task-based effective connectivity, structural damage 
and behavioral performance are related. Expanding the number of cortical 
regions to other left hemisphere language regions and the right hemisphere 
homologues would provide further insight into the entire language network and 
how right hemisphere connectivity may be either compensatory or maladaptive 
for PWA. Furthermore, given the inherent heterogeneity within aphasia in general 
and within the present sample in particular, it may be practical to investigate 
effective connectivity at a single-subject level (e.g., construct DCMs including 
regions crucial for the task of interest for each participant) and then make 
connections between different aphasia profiles according to lesion and 
behavioral characteristics. Lastly, many recent studies (e.g., Bonihla et al., 2014; 
Duffau et al., 2014; Saur et al., 2008; Turken and Dronkers, 2011) have 
highlighted the contribution of damage to white matter tracts to language deficits. 
Therefore, examining the association between task-based effective connectivity 
and both white and gray matter integrity may be the best way to elucidate a more 
complete picture of brain function-structure relationships. Thus far, however, the 
results from the present study demonstrate that frontotemporal effective 
connectivity for picture naming differs between neurologically-intact healthy 
controls and individuals with chronic aphasia and that connectivity in PWA is 
related both to performance and to the extent of cortical damage. 
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7.  Left frontotemporal connectivity for semantic judgments in patients with 
chronic aphasia versus healthy controls 
 
NOTE: This chapter has been accepted to Cortex as an original article and 
is reprinted, with permission, from Elsevier: 
Meier, E. L., Johnson, J. P., & Kiran, S. (accepted). Left frontotemporal 
connectivity for semantic judgments in patients with chronic aphasia 




 Approximately one-third of stroke survivors present with aphasia, a 
neurogenic communication disorder characterized by a constellation of deficits in 
multiple domains of language usually following infarct in the left middle cerebral 
artery (MCA) territory (Engelter et al., 2006; Flowers et al., 2016; Gialanella, 
Bertolinelli, Lissi, & Prometti, 2011; Laska, Hellblom, Murray, Kahan, & Von 
Arbin, 2001; Maas et al., 2012; Pedersen, Jørgensen, Nakayama, Raaschou, & 
Olsen, 1995; Wade, Hewer, David, & Enderby, 1986). Aphasia that persists into 
the chronic stage of recovery has devastating effects on patients’ 
communication, participation in everyday activities and quality of life (Flowers et 
al., 2016; Gialanella et al., 2011; Hilari et al., 2003; Lam & Wodchis, 2010). 
Research that elucidates patterns of co-occurring neural and behavioral recovery 
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in persons with aphasia (PWA) is an essential resource for maximizing language 
recovery in these individuals as improved behavioral, neuromodulatory, and/or 
pharmaceutical treatments will naturally follow a better understanding of brain-
behavior relationships in stroke aphasia. However, predictive computational 
models of aphasia recovery based on neural and demographic variables are only 
now emerging (e.g., Hope, Leff, & Price, 2018; Hope, Seghier, Leff, & Price, 
2013; Price, Seghier, & Leff, 2010), and thus, predictions regarding treatment-
related and spontaneous recovery potential for individual patients are currently 
unreliable (Charidimou et al., 2014; Heiss, 2017; Lazar, Speizer, Festa, 
Krakauer, & Marshall, 2008; Lazar & Antoniello, 2008; Lazar & Boehme, 2017; 
Price, Hope, & Seghier, 2017). 
 Traditional theories of neural reorganization in chronic aphasia (Anglade, 
Thiel, & Ansaldo, 2014; Heiss & Thiel, 2006) provide a general framework for 
understanding recovery by juxtaposing left versus right hemisphere recruitment 
for language. For example, Heiss and Thiel (2006) proposed a three-tiered 
framework of chronic aphasia in which optimal, satisfactory, and poor language 
recovery were associated with, respectively, preservation or reactivation of 
primary language areas; damage to primary language cortex but spared and 
functional secondary left hemisphere language areas; and extensive left 
hemisphere damage with reliance on the contralesional (but possibly ill-suited) 
right hemisphere to mediate language. However, the past 25 years of collective 
fMRI and PET research in aphasia has resulted in conflicting evidence for these 
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patterns, particularly the contested role of the right hemisphere in aphasia 
recovery (see Cappa, 2011; Cocquyt, De Ley, Santens, Van Borsel, & De Letter, 
2017; Crosson et al., 2007; Kiran, 2012; Meinzer, Harnish, Conway, & Crosson, 
2011; Price & Crinion, 2005; Saur & Hartwigsen, 2012; Thompson & den Ouden, 
2008; Zahn, Schwarz, & Huber, 2006 for reviews). Imaging findings accord with 
the general assertion that left hemisphere activation—and perilesional activity in 
particular—results in better language recovery in PWA (Fridriksson, Richardson, 
Fillmore, & Cai, 2012; Heiss, Kessler, Thiel, Ghaemi, & Karbe, 1999; Léger et al., 
2002; Marcotte & Ansaldo, 2010; Meinzer et al., 2008; Meinzer & Breitenstein, 
2008; Menke et al., 2009; Rosen et al., 2000; Szaflarski, Allendorfer, Banks, 
Vannest, & Holland, 2013; van Hees, McMahon, Angwin, de Zubicaray, & 
Copland, 2014; Vitali et al., 2007; Warburton, Price, Swinburn, & Wise, 1999; 
Winhuisen et al., 2007).  
However, definitive evidence from the patient activation literature 
supporting Heiss and Thiel’s (2006) distinction between optimal and satisfactory 
recovery patterns (i.e., activation of canonical language cortex versus activation 
of ipsilesional regions, respectively) has not been demonstrated. For example, 
certain studies (Abel, Weiller, Huber, Willmes, & Specht, 2015; Fridriksson, 
Bonilha, Baker, Moser, & Rorden, 2010; Sims et al., 2016) have shown that 
patients with the most recovered language abilities recruit traditional perisylvian 
language regions (e.g., inferior frontal, superior and middle temporal, and angular 
and supramarginal gyri) as well as left hemisphere nodes outside of the 
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canonical language network (e.g., superior and middle frontal gyri, superior 
parietal lobule). In a meta-analysis of 12 fMRI studies in PWA, Turkeltaub, 
Messing, Norise, and Hamilton (2011) discovered that across a variety of 
language tasks, PWA activated crucial language nodes homotopic to activation 
peaks observed in left inferior frontal gyrus pars opercularis (LIFGop), LIFG pars 
triangularis (LIFGtri), and left middle temporal gyrus (LMTG) in healthy controls. 
When the authors accounted for LIFG lesions, LH peaks were still found within 
canonical language regions but were shifted to functionally-homologous intact 
perilesional regions (i.e., LIFG pars orbitalis [LIFGorb]) or were recruited for a 
presumed different function (i.e., anterior insula). Critically, patients with and 
without lesions in LIFG showed activation in neighboring dorsolateral prefrontal 
cortex (i.e., LMFG), leading the authors to conclude that LMFG may be critical for 
supporting linguistic processes in some manner for PWA, regardless of lesion in 
LIFG. Within Heiss and Thiel’s (2006) hierarchy of chronic aphasia recovery, 
LIFG and LMTG likely fall into the category of “classic” language regions 
whereas LMFG would probably be considered secondary left hemisphere 
language cortex. Nevertheless, the necessity of perisylvian and extrasylvian left 
hemisphere recruitment for optimal language recovery in PWA is reasonable 
given both the nature of linguistic deficits in PWA and the potential functional 
roles of these regions, as described below. 
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7.1.1. Aphasic deficits and the functional role of frontotemporal cortex for 
language 
It has been proposed that deficits in PWA are a consequence of impaired 
controlled access to, rather than destruction of, linguistic representations 
(Corbett, Jefferies, & Lambon Ralph, 2009; Corbett, Jefferies, Ehsan, & Lambon 
Ralph, 2009; Crutch & Warrington, 2005; Gotts & Plaut, 2002; Hoffman, Jefferies, 
& Lambon Ralph, 2011; Jefferies, Baker, Doran, & Lambon Ralph, 2007; 
Jefferies, Patterson, & Lambon Ralph, 2008; Jefferies & Lambon Ralph, 2006; 
McCarthy & Warrington, 2016; Mirman & Britt, 2013; Rogers, Patterson, 
Jefferies, & Lambon Ralph, 2015; Thompson & Jefferies, 2013; Warrington, 
1975; Warrington & Cipolotti, 1996; Warrington & Mccarthy, 1983, 1987). In the 
neuropsychological literature, the difference between representation and access 
deficits has been studied most often within the semantic system. Error analysis 
supports the existence of intact semantic knowledge in patients with stroke 
aphasia as PWA with semantic control deficits retrieve related but incorrect 
semantic information during tasks such as picture naming. For example, PWA 
often produce category coordinate errors (e.g., ‘shorts’ for ‘coat’) or responses 
that fall outside of the intended category due to thematic associations (e.g., 
‘snow’ for a cold weather clothing). In addition, phonological cues improve word 
retrieval (e.g., correct naming of ‘coat’ with a phonological cue of /k/) for these 
individuals while miscues result in paraphasias (e.g., incorrect naming of ‘shorts’ 
for ‘coat’ with phonological cue of /ʃ/) (Jefferies et al., 2008; Schwartz, 2013).  
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In alignment with the access deficit hypothesis, it stands to reason that 
beneficial neural reorganization of language in post-stroke aphasia involves the 
recruitment of and communication between regions implicated in access to 
and/or executive control of linguistic information. Neurocognitive models of 
healthy semantic processing (e.g., Binder & Desai, 2011) confer an executive 
role to certain cortical regions, most often frontal cortex. Findings from seminal 
fMRI studies from the late 1990s and early 2000s support LIFG—and LIFGorb 
and LIFGtri in particular—in semantic access or control in cognitively demanding 
tasks (e.g., resolution of semantic ambiguity, selection of a target among 
semantic competitors, suppression of strong semantic associations with 
activation of weaker associations) (Badre & D’Esposito, 2007; Badre et al., 2005; 
Devlin et al., 2003; Gold & Buckner, 2002; Poldrack et al., 1999; Sharon L. 
Thompson-Schill et al., 1997; Wagner et al., 2001). Lambon Ralph, Jefferies, 
Patterson, and Rogers (2016) proposed a larger semantic control network which 
includes not only LIFG but also the posterior LMTG (LpMTG), intraparietal sulcus 
(IPS), pre-supplementary motor area (pre-SMA), and medial prefrontal/anterior 
cingulate cortex (mPFC/ACC). Other work has suggested that a multiple demand 
(MD) network (including portions of the middle frontal gyrus [MFG], IFG pars 
opercularis [IFGop], the frontal operculum, anterior insula, dorsal ACC, SMA, and 
IPS) becomes active across a variety of tasks (e.g., verbal working memory, 
sentence comprehension, visual working memory, etc.) particularly when task 
difficulty increases (Duncan, 2010; Fedorenko, Behr, & Kanwisher, 2011; 
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Fedorenko, Duncan, & Kanwisher, 2012; Fedorenko & Thompson-Schill, 2014).  
Collectively, these papers highlight that regions implicated in domain-
specific (i.e., semantic) and/or domain-general regions are activated in healthy 
individuals with increased executive processing demands. Given that PWA 
struggle with language, it is not inconceivable that regions that mediate executive 
processes would be crucial in patient networks. Alternatively, patients’ reliance 
on regions typically associated with domain-specific (e.g., LIFGtri, LpMTG) or 
domain-general (e.g., LMFG) executive processing could reflect some 
undetermined—but possibly critical—consequence of stroke (e.g., reorganization 
of language to redundant systems, heightened cognitive control load due to 
concomitant cognitive deficits). 
7.1.2. Domain specificity versus generality in aphasia 
One critical question is if post-stroke language recovery—and lexical-
semantic recovery in particular—must be mediated through reactivation of 
spared tissue in critical hubs associated with semantic representation or control 
or if redundant systems allow for domain-general MD regions to compensate for 
lost domain-specific systems. Recent work has illustrated that PWA rely on 
domain-general networks and/or connectivity between language and domain-
general regions to a greater extent for language tasks compared to age-matched 
healthy controls (Geranmayeh, Chau, Wise, Leech, & Hampshire, 2017; 
Geranmayeh et al., 2016; Sharp et al., 2010). Moreover, changes in activation in 
PWA following language therapy have been found not only in perisylvian 
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language areas but also in other left hemisphere regions outside the canonical 
language network (e.g., Fridriksson, 2010; Fridriksson, Bonilha, Baker, Moser, & 
Rorden, 2010; Kiran, Meier, Kapse, & Glynn, 2015; Marcotte et al., 2012; Menke 
et al., 2009; Sandberg, Bohland, & Kiran, 2015). Unlike perisylvian language 
cortex—including the two regions most often implicated in semantic control (i.e., 
anterior LIFG and LpMTG)—MD regions such as LMFG fall on the outskirts of 
the MCA territory and may represent the only remaining ipsilesional spared 
tissue available for bootstrapping linguistic processing in PWA. Therefore, 
informative conclusions regarding the neural reorganization of language in PWA 
would likely result from quantifying the extent of damage to canonical language 
regions, measuring the degree of activation or connectivity of regions within 
language and MD networks, and relating these neural metrics to specific 
linguistic skills.   
To date, few researchers have made direct associations between lesion 
characteristics and PWA’s activation or connectivity patterns during lexical-
semantic processing. Of the limited existing studies, Griffis and colleagues 
(Griffis, Nenert, Allendorfer, & Szaflarski, 2017b; Griffis, Nenert, Allendorfer, 
Vannest, et al., 2017) found that patients with a greater amount of spared tissue 
in left temporoparietal cortex demonstrated greater activity in a canonical left 
frontoparietal semantic network and better performance on language tasks inside 
and outside of the scanner. In the same vein, Hallam et al. (2018) discovered 
that patients with semantic aphasia with damage to LIFG demonstrated greater 
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activity in LpMTG relative to healthy individuals for a semantic control task. By 
contrast, Sims et al. (2016) found that greater damage to canonical anterior (i.e., 
LIFGorb) and posterior (i.e., angular/supramarginal gyri [LAG/LSMG] and LMTG) 
language cortex was associated with greater percent signal change for semantic 
decisions in bilateral dorsolateral and dorsomedial prefrontal cortex, regions most 
often implicated in domain-general cognitive control.  
These collective findings suggest LIFGtri and LpMTG are integral for 
semantic processing and potentially play a critical role in domain-specific (i.e., 
semantic control) processing for individuals with aphasia. Likewise, a reliance on 
regions implicated in domain-general processes (e.g., LMFG) may be essential 
for the recovery of lexical-semantics in PWA. Nevertheless, the relative 
importance of canonical perisylvian regions versus traditional domain-general 
areas for lexical-semantic processing in PWA remains unknown. 
7.1.3. Study aims 
 The present study aimed to extend previous work by interrogating 
functional integration (i.e., connectivity) of residual left hemisphere tissue in 
regions potentially most primed to mediate recovery of lexical-semantic skills in 
PWA. Specifically, we used a systematic approach for identifying regional activity 
during a semantic feature decision task in three left hemisphere regions of 
interest (ROIs): LIFGtri for its presumed role in controlled semantic access, 
LMFG for its presumed role in domain-general cognitive processes, and LpMTG 
for its assumed role in either semantic access and/or convergence of semantic 
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information from modality-specific regions during semantic tasks. We used 
dynamic causal modeling (DCM; Friston, Harrison, & Penny, 2003) to investigate 
differences between PWA and age-matched healthy controls in effective 
connectivity of the LIFGtri-LMFG-LpMTG subnetwork and to determine 
relationships between connectivity parameters and lexical-semantic skills in 
PWA. To address these goals, we explored the DCM model space from Meier, 
Kapse, & Kiran (2016), in which exogenous task input was modeled to either 
LIFGtri, LMFG, or LpMTG and all possible combinations of task-modulated 
connections were specified to examine connectivity during lexical retrieval in 
PWA. 
 In Meier et al. (2016), we found that healthy controls demonstrated a 
preference for best-fit DCM models with input to LIFGtri whereas PWA preferred 
models with input to LMFG. Furthermore, we found that the strength of several 
connections including LMFG was related to the amount of spared tissue in 
network nodes and naming abilities in PWA. As such, we hypothesized healthy 
controls in the present study would demonstrate a preference for DCM models 
with input to and the strongest connections from LIFGtri. Alternatively, if LIFGtri 
and LpMTG play a similar role in semantic access (Noonan et al., 2013; Lambon 
Ralph et al., 2016), we predicted no clear preference for models that emphasize 
input to either one of these two regions. For PWA, we hypothesized a high 
likelihood of local damage to and greater functional disconnection of LIFGtri and 
LpMTG. Similar to findings from Meier et al. (2016), we predicted that best-fit 
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DCM models for PWA would include input to LMFG and that modulatory 
connections from LMFG to LIFGtri and/or LpMTG would be most predictive of 
lexical-semantic skills in the patient group. 
7.2. Materials and methods 
 This study was conducted as part of a large, multi-site investigation of the 
neural bases of language recovery in individuals with chronic aphasia secondary 
to stroke (NIH/NIDCD grant 1P50DC012283) within the Center for the 
Neurobiology of Language Recovery (CNLR; http://cnlr.northwestern.edu/).  
7.2.1.  Participants 
Thirty-two individuals with chronic aphasia (22M, mean age = 61.75 ± 
11.26 years) following left middle cerebral artery MCA infarct and 21 
neurologically intact healthy controls (10M, mean age = 59.61 ± 13.45 years) 
were recruited for the present study. Case history information including 
neurological history, age, handedness, race, and ethnicity was collected for all 
participants via questionnaire. None of the participants had major psychiatric 
disorders, neurological disease (besides stroke in PWA) or active medical 
conditions that would preclude participation. All participants primarily spoke 
English and had normal or corrected-to-normal vision and adequate hearing (i.e., 
bilateral threshold ≤ 40 dB at 500, 1000 and 4000 Hz). Enrolled patients 
presented with aphasia due to a single left hemisphere CVA1 and were in the 
                                                          
1 Visual inspection of the T1-weighted images revealed three patients (i.e., P11, P18, and P19) 
exhibited right hemisphere ischemic changes of unknown etiology of the deep white matter 
abutting the lateral ventricles. As none of these participants had a known history of right 
hemisphere cortical infarct, their data were included in analyses within the present investigation. 
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chronic phase of stroke recovery (mean post-stroke onset = 49.56 ± 48.93 
months).  
Final inclusion in the present study was determined based on fMRI data 
quality. Data were unusable for seven PWA and three controls due to artifacts 
from implanted material (n = 1 patient), low signal-to-noise from excessive motion 
(n = 6 PWA, 2 controls), and participant removal from the scanner due to 
claustrophobia prior to scan completion (n = 1 control). As such, behavioral and 
neuroimaging data were analyzed for 25 PWA (17M, mean age = 62.00 ± 11.77 
years) and 18 healthy controls (10M; mean age = 60.35 ± 10.93 years). Of note, 
a subset of the participants in the current study2 were included in Meier et al. 
(2016).    
 Prior to scanning, PWA completed a behavioral testing battery that 
included the Western Aphasia Battery-Revised (WAB; Kertesz, 2007) to quantify 
overall aphasia severity per the Aphasia Quotient (AQ); the Pyramids and Palm 
Trees Test (PPT; Howard & Patterson, 1992) to assess nonverbal semantic 
association abilities, and subtest 51: Word Semantic Association from the 
Psycholinguistic Assessment of Language Processing in Aphasia (PALPA; Kay, 
Coltheart, & Lesser, 1992) to assess lexical-semantic association skills. Accuracy 
on PALPA 51 served as an outside-of-scanner proxy for lexical-semantic 
abilities. Lexical-semantic skills in general (and semantic feature processing in 
                                                          
2 Behavioral and neuroimaging data pertaining to oral naming abilities and connectivity from 12 
PWA (i.e., P1-P3, P5-P7, P9, P11-P13, P15 and P21) and 10 controls included in the present 
study were analyzed in the previous investigation.  
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particular) were investigated due to the importance of semantic processes in 
single word production (Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; Levelt, 
Roelofs, & Meyer, 1999; Schwartz, Dell, Martin, Gahl, & Sobel, 2006). Moreover, 
as part of the CNLR, many patients in the present study completed a 12-week 
language therapy that targeted word-retrieval deficits by training patients on 
semantic features of target items. While a detailed summary of the therapy is 
outside the scope of this paper, the results of the treatment portion of the study 
(see Gilmore, Meier, Johnson, & Kiran, 2018) additionally illustrate that semantic 
feature knowledge is critical for successful word retrieval in PWA. See Table 7.1 
for stroke, demographic and testing information in the patient group.  
Behavioral procedures for PWA were executed according to IRB protocols 
at Boston University. Neuroimaging procedures for all participants were 
performed according to IRB protocols at Massachusetts General Hospital.   
7.2.2. MR data acquisition 
 Imaging data were collected at the Athinoula A. Martinos Center in 
Charlestown, MA, on a 3T Siemens Trio Tim scanner with a 20 channel 
head+neck coil. For all participants, a high resolution, T1-weighted 3D sagittal 
volume (parameters: TR/TE = 2300/2.91ms, T1 = 900ms, flip angle = 9°, matrix = 
256x256mm, FOV = 256mm, slice thickness = 1mm3, 176 sagittal slices) and 
functional scans via a gradient echo T2*-weighted EPI sequence (parameters: 
TR/TE = 2570/30ms, flip angle = 90°, matrix = 80x78mm, FOV = 220x220mm, 40 
axial, 3mm slices with 2x2x3mm voxels, parallel imaging with acceleration factor  
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P1 M 55 R 12 74508 87.20 96.00 76.67 
P2 M 79 R 13 92057 74.10 94.00 60.00 
P3 M 67 R 8 172344 30.80 92.00 30.00 
P4 M 49 R 113 324719 66.60 92.00 73.00 
P5 M 55 R 137 210628 48.00 88.00 40.00 
P6 F 71 R 37 11279 95.20 96.00 86.67 
P7 F 53 R 12 68088 80.40 94.00 80.00 
P8 M 68 R 104 210383 40.00 88.00 40.00 
P9 M 42 L 18 8097 92.70 94.00 70.00 
P10 F 64 R 24 59140 64.40 94.00 53.33 
P11 F 70 R 62 130489 87.20 85.00 53.33 
P12 M 50 R 71 321907 33.60 79.00 10.00 
P13 M 61 R 152 159060 74.30 98.00 70.00 
P14 F 70 R 152 154879 78.00 96.15 50.00 
P15 M 80 R 22 87744 28.90 82.69 26.67 
P16 F 48 R 20 257144 13.00 94.23 33.33 
P17 M 69 R 164 235770 40.40 94.00 26.67 
P18 F 76 R 33 136854 37.50 65.00 63.33 
P19 F 64 R 115 279144 58.00 69.00 40.00 
P20 M 63 R 22 111102 56.00 98.08 50.00 
P21 M 49 R 49 79770 85.50 94.00 66.67 
P22 M 82 R 12 57440 73.80 94.23 73.33 
P23 M 39 R 18 13867 71.30 100.00 46.67 
P24 M 64 L 13 56449 79.60 96.15 56.67 
P25 M 62 L 21 5256 92.00 94.00 70.00 
MEAN   62.00   56.16 132724.72 63.54 90.70 53.85 
STD   11.77   53.01 97283.45 23.49 8.65 19.53 
MPO = months post-onset; WAB-R AQ = Western Aphasia Battery-Revised Aphasia Quotient; 
PPT = Pyramids and Palm Trees Test; PALPA 51 = Psycholinguistic Assessment of Linguistic 
Processing in Aphasia, subtest 51; *lesion volume in number of 1x1x1 mm voxels  
 
 or 2) were acquired. 
 To measure the neural correlates of semantic processing, an event-
related semantic feature verification task with a jittered inter-stimulus interval was 
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used. Experimental stimuli included 108 real pictured items from three of five 
semantic categories (i.e., birds, vegetables, furniture, clothing, and fruit) that 
were balanced for familiarity, length, lexical frequency, and concreteness using 
the CELEX (Van der Wouden, 1990) and MRC Psycholinguistic (Coltheart, 1981) 
databases. Category assignment was pseudo-randomly counterbalanced across 
participants. Control stimuli included 36 scrambled, pixelated images in black and 
white or color. Trials were randomized and presented in two separate runs (i.e., 
54 experimental and 18 control stimuli per run). During the task, an image 
appeared on the screen followed one second later by a written feature below the 
image. Features for the experimental items were based on results of a MTurk 
pilot study (https://www.mturk.com/mturk) in which participants decided whether 
a certain feature applied to a given item. Features were classified as being either 
related (i.e., contextual, characteristic, physical, and functional features) or 
unrelated to the item. During the fMRI experiment, participants decided whether 
the written feature applied to the image and responded via a yes/no button press 
(see Figure 7.1A). Accuracy and reaction time (RT) data were collected and 
compared between groups using unequal variance Welch’s t-tests. PWA were 
significantly less accurate than controls were in making semantic judgments 
during the fMRI task (t(26.23) = -4.89, p < 0.001; mean PWA accuracy: 72.38 ± 
15.81%, mean control accuracy: 88.72 ± 3.47%) (Figure 7.1B). However, no 
significant differences in reaction times were noted between groups (t(33.68) = 
1.62, p = 0.11; mean PWA RT: 1.89 ± 0.47 seconds, mean control RT: 1.72 ± 
                                                                                 
129 
0.21 seconds) (Figure 7.1C). 
 
Figure 7.1. fMRI task. (A) Example experimental and control trials and comparison of (B) fMRI 
task accuracy and (C) reaction times between participant groups 
 
7.2.3. MR data analysis 
 MR data were analyzed using SPM12 (Wellcome Trust Centre for 
Neuroimaging). 
7.2.3.1. Preprocessing 
 A standard pipeline with additional steps for patient data was used to 
preprocess the MR data. First, slice timing correction with reference to the middle 
slice was performed to account for differences in the timing of slice acquisition. 
Next, realignment of functional scans to the mean image via 4th degree B-spline 
interpolation was performed, and functional and structural images were 
coregistered. Images were then segmented into gray matter, white matter and 
cerebrospinal fluid based on SPM12’s tissue probability maps, and segmented 
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functional and structural images were normalized to the MNI template. Last, data 
were smoothed using a relatively small smoothing kernel of 4mm. A smoothing 
kernel approximately twice the functional voxel dimensions has been 
recommended for patient data to increase the credibility of activation peaks 
obtained from 1st-level activation maps and to reduce the likelihood of activation 
shifting into lesioned areas (Meinzer et al., 2013). In addition, lesion masks were 
manually drawn in MRIcron 
(http://www.mccauslandcenter.sc.edu/mricro/mricron/) using each patient’s T1-
weighted structural image. Binarized lesion masks (in which lesioned voxels were 
deleted) and lesion maps (in which lesioned voxels were preserved) were 
included during preprocessing to improve coregistration and normalization of the 
patient data (Brett et al., 2001). Finally, the ArtRepair toolbox was used to 
account for large volume-to-volume motion; specifically, repaired functional files 
were used when repair reduced the standard deviation of the estimation error for 
the contrast of interest in the 1st-level general linear model (GLM) (Mazaika, 
Hoeft, Glover, & Reiss, 2009). 
7.2.3.2. Localization of regional activity 
 The following procedures were performed to identify task activation in the 
three left hemisphere regions of interest (ROIs) for effective connectivity analysis. 
7.2.3.2.1. 1st-level analysis 
 For all participants, a 1st-level GLM was specified to obtain activation 
associated with semantic processing during the feature verification task. The 
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GLM included the conditions pictures (i.e., experimental stimuli), scrambled 
pictures (i.e., control stimuli), and fixation. Stimulus onsets and durations for each 
condition were modeled and convolved with the canonical hemodynamic 
response function and its temporal derivative. The contrast of interest pictures – 
scrambled pictures was used to capture core processes involved in making 
semantic judgments (i.e., lexical-semantics, semantic control) while controlling 
for visual and motor processes. Activation maps were obtained at an uncorrected 
threshold (p < 0.001) to identify peaks within each ROI for each participant. 
7.2.3.2.2. 2nd-level analysis 
 As a critical data validation step prior to effective connectivity analysis, 2nd-
level analyses were first performed for the contrast pictures – scrambled pictures 
using the Statistical nonparametric Mapping (SnPM) toolbox in SPM 
(http://warwick.ac.uk/snpm) to check whole-brain activation in patients and 
controls. Within each group, multi-subject one-sample t-tests with a cluster-
defining threshold of p < 0.01 and F.W.E. cluster-corrected threshold of p < 0.05 
over 10,000 permutations were conducted. The results of these analyses are 
shown in Supplemental Figure 7.1.  
7.2.3.2.3. Definition of anatomically-constrained bounding masks 
 Masks within the anatomical boundaries of LIFGtri, LMFG and LpMTG 
were created to ensure that the signal extracted for the effective connectivity 
analysis was in a similar anatomical location across participants. First, one-
sample t-test results in the control group at an uncorrected threshold (p < 0.001) 
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were used to localize unique peak maxima within each region of interest (Figure 
7.2A). The MNI coordinates corresponding to each peak were entered as the 
center input of rectangular bounding masks created in the MarsBaR toolbox 
(Brett et al., 2002) for LIFGtri (mask dimensions: 35x35x35mm), LMFG (mask 
dimensions: 35x50x35mm) and LpMTG (mask dimensions: 35x50x35mm). Next, 
the rectangular masks were trimmed to fit the anatomical boundaries of each 
region per the SPM Anatomy toolbox (Eickhoff et al., 2005) (Figure 7.2B). To 
account for PWA’s lesions (see Figure 7.2C for patient group lesion overlay), a 
manually-drawn lesion map for each patient (e.g., Figure 7.2D) was overlaid onto 
the bounding masks and lesioned voxels were subtracted from each mask. The 
amount of spared tissue within each anatomically constrained bounding mask 
was determined for each patient by subtracting their normalized lesion volume 
from the volume of the bounding mask and dividing that amount by the volume of 
the bounding mask (Figure 7.2E). Thus, bounding masks were tailored for each 
patient so that the area from which signal was extracted reflected tissue without 
frank damage from stroke (Figure 7.2F).  
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Figure 7.2. Definition of anatomically-constrained bounding masks. (A) Rendered results of the 
control group 2nd-level analysis for pictures – scrambled pictures, uncorrected p < 0.001 are 
shown and activation peaks within each ROI that were used as the center input in the 
anatomically-constrained bounding masks are circled. (B) Rectangular bounding boxes at a 
search depth of 12mm are shown as dark edges. The edges were trimmed to constrain the 
masks to the anatomical boundaries of the ROIs, resulting in the three lightly-shaded masks used 
in other analyses. (C) Overlay of lesion maps from the patient group included in the DCM analysis 
are shown in sagittal, coronal and axial slices. (D) Lesion masks (in which lesioned voxels were 
deleted) were manually drawn slice-by-slice on each patient’s T1 structural image in native space 
to create lesion maps (in which lesioned voxels were preserved). The normalized lesion map 
overlaid on the normalized T1 structural image for one participant (i.e., P13) is shown to illustrate 
this process. (E) Each patient’s lesion map was overlaid onto the anatomical bounding masks 
shown in (B) in order to create individually-tailored bounding masks reflecting the spared tissue 
within each mask. The percentage of residual tissue within each mask was determined by 
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subtracting the patient’s lesion volume from the volume of the anatomically-constrained bounding 
mask, divided by the volume of the mask. The lesion map (in white) and individually-tailored 
bounding masks are shown for P13. (F) Visual inspection of overlaid t maps for pictures – 
scrambled pictures, lesion maps, and individually-constrained bounding masks for each patient 
ensured that the extracted VOIs fell outside the lesion and within (or approximate to) the 
bounding mask borders. The location of P13’s VOIs extracted for the connectivity analysis are 
denoted by the yellow circles. 
 
7.2.3.2.4. Extraction of contrast estimates 
 To assess potential between-group differences in activation strength 
within the three ROIs and the potential effects such differences might have on 
connectivity, contrast estimates for pictures – scrambled pictures were extracted 
from the 2nd-level one-sample t-tests from each anatomically constrained 
bounding mask with MarsBaR (Brett et al., 2002). Raw data with the grand mean 
scaled to zero were estimated for each participant. Differences in contrast 
estimates between groups were compared via a one-way MANOVA with 
participant group as the independent variable and regional contrast estimates as 
the dependent variables.  
7.2.4. Effective connectivity analysis 
 Dynamic causal modeling (DCM) is a hypothesis-driven method of 
effective connectivity used to make inferences about how the coupling between 
modeled brain regions is influenced by an experimental task (Friston et al., 2003; 
Kahan & Foltynie, 2013; Seghier, Zeidman, Neufeld, Leff, & Price, 2010; Stephan 
et al., 2010; Stephan, Weiskopf, Drysdale, Robinson, & Friston, 2007). More 
specifically, DCM utilizes Bayesian estimations on parameters of a dynamic 
multiple input-state-output model. The basic DCM implementation includes three 
main components: (1) inputs that are stimulus functions that correspond to 
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external experimental manipulations (i.e., experimental task or conditions), (2) 
state variables that include neuronal and neurophysiological variables required to 
form outputs, and (3) outputs that correspond to hemodynamic responses in 
fMRI studies. DCM models five state variables for each region of interest. 
Neuronal activity within each region is fed forward into a hemodynamic balloon 
model that models four state variables (i.e., signal increases from vasodilation, 
blood inflow, changes in blood volume, and changes in deoxyhemoglobin). 
Observed changes in hemodynamic response are then linked to “hidden” 
neuronal states in the form of synaptic activity; as such, DCM allows for 
inferences about direct neural activity via the fifth and final state variable (Friston 
et al., 2003). Critically, three parameters within the neuronal state equation are 
estimated; specifically, differential equations within the DCM-A matrix model the 
intrinsic coupling between regions in the absence of task input; the DCM-B matrix 
models the change in the rate of coupling between regions induced by an 
external task; and the DCM-C matrix models exogenous perturbation of task 
input on a given region in the model. The remainder of this section describes the 
DCM implementation for the present study. 
7.2.4.1. Model specification 
 The DCM model space from Meier et al. (2016) was utilized in the present 
study to test our hypotheses regarding dynamic connectivity during semantic 
judgments. As alluded to in the Introduction, prior fMRI studies have highlighted 
the importance of the three left hemisphere regions included in the model space 
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(i.e., LIFGtri, LMFG, and LpMTG) for different cognitive functions during lexical-
semantic processing in both healthy individuals and PWA. For this reason, Meier 
et al. (2016) constructed the model space to examine effective connectivity 
during overt picture naming, a task that has different (e.g., increased executive 
control during semantic selection) but overlapping (e.g., lexical-semantic 
processing) task demands as the semantic feature verification task. As such, 
comparing the results from these two investigations can provide additional insight 
into left hemisphere connectivity dynamics in chronic stroke patients. 
 Specification of the structure of the DCM-A, -B, and -C matrices followed 
Meier et al. (2016). In brief, fully inter-connected intrinsic connections were 
modeled in the DCM-A matrix given the robust network of white matter structures 
connecting these regions (Bajada et al., 2017; Catani & Mesulam, 2008; Catani, 
Howard, Pajevic, & Jones, 2002; Catani, Jones, & ffytche, 2005; Cloutman & 
Lambon Ralph, 2012; Dick, Bernal, & Tremblay, 2014; Frey, Campbell, Pike, & 
Petrides, 2008; Glasser & Rilling, 2008; Jung, Cloutman, Binney, & Lambon 
Ralph, 2017; Sarubbo, De Benedictis, Maldonado, Basso, & Duffau, 2013). The 
condition effect of pictures was systematically modeled onto connections 
between regions in the DCM-B matrix, such that all possible combinations of task 
modulation on uni- and bidirectional connections were specified. Last, direct task-
induced perturbation from the pictures condition was modeled in the DCM-C 
matrix to one of the three regions within each model. Not only have other studies 
using DCM (Allen et al., 2008; den Ouden et al., 2012; Eickhoff, Heim, Zilles, & 
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Amunts, 2009; Hartwigsen, Saur, Price, Baumgaertner, et al., 2013; Hartwigsen, 
Saur, Price, Ulmer, et al., 2013; Heim, Eickhoff, & Amunts, 2009; Seghier, Josse, 
Leff, & Price, 2011; Volz, Eickhoff, Pool, Fink, & Grefkes, 2015) similarly modeled 
input to higher-level cortex, but also this implementation was particularly useful in 
the present sample of PWA as these individuals exhibited varying degrees of 
regional damage that may have influenced connectivity patterns. The final model 
space included 72 individual models and was partitioned into three families, with 
exogenous input modeled to LIFGtri for the first 24 models (i.e., Family #1), 
LMFG for the next 24 models (i.e., Family #2) and LpMTG for the final 24 models 
(i.e., Family #3) (see Supplemental Figure 7.2).  
7.2.4.2. Volume of interest (VOI) extraction and model estimation 
 For each participant, peak maxima within the LIFGtri, LMFG and LpMTG 
bounding masks were identified from the 1st-level GLM at an uncorrected 
threshold (p < 0.001). If the local maxima within a given anatomical region fell 
outside the regional bounding mask, the MNI coordinates of the second or third 
most-active peaks at p < 0.001 or the strongest peak at a reduced threshold (p < 
0.01) were identified. Volumes of interest (VOIs) were extracted as 8mm 
eigenvariate spheres surrounding the MNI coordinates of selected peaks. For 
PWA with less than approximately 50% spared tissue within a regional bounding 
mask who also did not exhibit perilesional activation within the mask, a noisy 
signal (i.e., at a threshold of uncorrected, p = 1.0) was extracted from the 
damaged region at the coordinates corresponding to the controls’ regional peak. 
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This method, which has been used in previous studies of network reorganization 
in stroke patients (Seghier, Bagdasaryan, Jung, & Price, 2014; Seghier et al., 
2012), constitutes a good approximation of damage within the language system 
(Seghier et al., 2010) and allows for the inclusion of PWA who would otherwise 
be excluded from the DCM analysis. Following VOI extraction, models according 
to the model space were estimated for all participants. To minimize the 
complexity of the models while still capturing potential excitatory and inhibitory 
inter-regional modulation, a bilinear, deterministic two-state implementation was 
utilized.   
7.2.4.3. DCM model and parameter inference 
 Inferences at the model and parameter levels were made to evaluate the 
DCM results. First, fixed effects Bayesian parameter averaging (BPA) was 
applied for each participant across outputs that corresponded to each run of the 
task. In the BPA analysis, the individual posterior densities from the two runs 
were combined by treating the posterior of one run as the prior for the other run 
(Stephan et al., 2010). This method was useful for obtaining one representative 
set of models for each participant. Next, to account for potential model structure 
uncertainty, a random-effects family-wise Bayesian model selection (BMS) 
procedure was used to establish which family of models best fit the data at both 
the individual and group levels (Penny et al., 2010). In this analysis, model 
inference is made on the posterior probability estimates of model family 
frequency, and as such, a model family’s exceedance probability (xp) value 
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reflects the certainty that a given family of models is more likely than other model 
families to fit the data (Stephan, Penny, Daunizeau, Moran, & Friston, 2009). 
 Because we expected best-fit families to differ between participant groups, 
we additionally applied Bayesian model averaging (BMA) across model families 
for parameter extraction. BMA resulted in one set of parameters that reflected 
weighted average connectivity of the six connections (i.e., LIFGtriLMFG, 
LIFGtriLpMTG, LMFGLIFGtri, LMFGLpMTG, LpMTGLIFGtri, 
LpMTGLMFG) wherein models with high evidence for a participant contributed 
more greatly to the strength of task-modulated connections (measured by Ep.B 
values) than models with low evidence. One-sample t-tests were used to 
determine significant connections within each participant group. A one-way 
MANOVA was conducted to determine between-group differences in connection 
strength. In order to mitigate potential effects of regional activity to input regions 
influencing between-group differences, two-way MANOVAs with independent 
factors of group and regional activity within bounding regions (captured via 
contrast estimates described in section 7.2.3.2.4) were also conducted. Finally, 
backward stepwise regression was used to determine neural metrics (i.e., DCM 
parameters, contrast estimates) that were associated with lexical-semantic skills 
inside and outside of the scanner in the patient group.  
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7.3. Results  
7.3.1.  ROI analyses 
The location of peak maxima was most similar between groups in the two 
frontal ROIs. Specifically, both groups showed peak activity in the dorsal portion 
of LIFGtri (MNI coordinates for controls: -45, 27, 18 and PWA: -51, 27, 21) and in 
LMFG bordering the precentral gyrus (MNI coordinates for controls: -39, 0, 60 
and PWA: -36, -3, 60). While the left middle temporal peak was located in 
LpMTG in both groups, the patient group peak was superior to the controls’ peak 
(MNI coordinates for controls: -57, -45, -6 and PWA: -57, -42, 6). The spatial 
extent of activity within the ROIs was smaller in LIFGtri and LpMTG and greater 
in LMFG in PWA compared to controls (Figure 7.3A). The overall MANOVA 
model testing for between-group differences in the strength of regional activity in 
the three anatomical bounding masks was not significant (F(3,38) = 2.364, Pillai’s 
trace = 0.157, p = 0.086) (Figure 7.3B). The fact that the extent—but not 
strength—of activation differed between groups accords with the relative damage 
to LIFGtri and LpMTG and sparing of LMFG in the individuals with aphasia, as 
shown in Table 7.2.  
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Figure 7.3. Activity within bounding masks. (A) Rendered t-maps from the one-sample t-tests (at 
p < 0.001, uncorrected) in each group show activated clusters within the anatomical bounding 
masks (in white). (B) The comparison of contrast estimates extracted from the anatomical 
bounding masks for each participant revealed no significant differences. 
Across the patient group, LpMTG was the most damaged anatomical ROI 
whereas LMFG was the most spared. Eleven PWA had approximately 50% or 
less spared tissue within at least one regional mask. Three individuals (i.e., P4, 
P12 and P16) had less than 50% spared tissue in two or all three ROI masks. Of 
the patients with highly damaged ROIs, noisy VOIs were extracted in LIFGtri for 
three PWA and in LpMTG for five PWA. Perilesional activity noted outside the 
boundaries of the masks was extracted for some PWA in order to maximize the 
number of functional peaks and connections. Ultimately, at least two functional 
peaks were extracted for all PWA excluding P12. This patient exhibited a high 
degree of damage to all three regions, and only one perilesional functional peak 
was identified; thus, this participant was excluded from the remaining analyses. 
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Table 7.2. Percentage of spared tissue per bounding mask 
ID LIFGtri LMFG LpMTG 
P1 99.91 100.00 84.99 
P2 100.00 100.00 36.30 
P3 84.82 100.00 14.91 
P4 15.88 68.24 11.44 
P5 96.98 98.16 81.00 
P6 100.00 100.00 100.00 
P7 100.00 100.00 99.10 
P8 34.49 100.00 85.78 
P9 100.00 100.00 95.21 
P10 77.86 95.61 87.10 
P11 78.04 77.02 99.97 
P12 36.03 28.01 10.99 
P13 60.12 100.00 53.85 
P14 84.26 100.00 52.53 
P15 66.57 100.00 100.00 
P16 2.60 98.48 42.82 
P17 64.72 98.56 35.33 
P18 95.17 100.00 65.60 
P19 30.69 51.72 90.22 
P20 71.36 100.00 25.66 
P21 98.51 100.00 91.12 
P22 100.00 100.00 41.57 
P23 100.00 100.00 100.00 
P24 98.24 100.00 100.00 
P25 100.00 100.00 100.00 
MEAN 77.95 94.56 67.77 
STD 28.38 15.82 31.98 
 
 
To ensure that all participants’ regional peaks were proximal to the center 
of each regional mask, the distance between the control group’s peaks (i.e., 
LIFGtri: -45, 27, 18; LMFG: -39, 0, 60; and LpMTG: -57, -45, -6) and each 
subject’s corresponding regional peak was calculated for both PWA (Figure 7.4A) 
and controls (Figure 7.4B) using the distance formula: 
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𝑑 =  √(𝑥2 − 𝑥1)2 + (𝑦2 −  𝑦1)2 +  (𝑧2 −  𝑧1)2  
There were no significant differences between groups in the distance between 
individual peaks and the control group’s peak for LIFGtri (t(36.55) = -1.261, p = 
0.215; controls’ mean distance = 12.87 ± 3.88mm; PWA’s mean distance = 11.27 
± 4.07mm) or LMFG (t(35.841) = -0.022, p = 0.983; controls’ mean distance = 
18.83 ± 6.55mm; PWA’s mean distance = 18.76 ± 12.87mm). By contrast, the 
distance between the controls’ LpMTG peak and individual LpMTG peaks 
approached significance wherein a greater mean distance was found for PWA 
compared to controls (t(29.241) = 2.025, p = 0.052; controls’ mean distance = 
16.03 ± 6.00mm; PWA’s mean distance = 21.97 ± 11.50mm) (Figure 7.4C). The 
results are expected given the degree of damage to the LpMTG bounding mask 
across the patient group and the necessity of extracting perilesional peaks 
outside the mask for some PWA. Nevertheless, these collective results provide 
some certainty that potential between-group differences in connectivity were not 
solely due to between-group differences in the location of regional activity. 
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Figure 7.4. VOI location. Overlays shown of all regional peaks for all (A) controls and (B) patients. 
(C) The results of the MANOVA revealed the distance between each subject’s regional peak and 
the corresponding bounding mask peak did not differ between groups for LIFGtri and LMFG but 
approached significance for LpMTG.  Note: for overlay of patients’ VOIs, only functional spheres 
are shown (i.e., n = 21 LIFGtri VOIs, 24 LMFG VOIs, and 20 LpMTG VOIs) 
 
7.3.2. DCM model inference 
 In line with our hypotheses, the best-fit model family in the patient group 
was Family #2: Input to LMFG (xp = 0.837). Contrary to our hypotheses, Family 
#2 was also the model family that best characterized the control group’s data (xp 
= 0.654). However, Family #2 was not uniformly the best family to model all 
controls’ data, as evidenced by the exceedance probability value for Family #1: 
Input to LIFGtri at the group level (Figure 7.5). Three of the 72 individual models 
best characterized controls’ data, including one fully-connected bidirectional 
model from Family #1: Input to LIFGtri (i.e., model #24 [xp = 0.297]) and two 
highly-connected bidirectional models from Family #2: Input to LMFG (i.e., 
models #42 [xp = 0.252] and #48 [xp = 0.265]). (See Supplemental Figure 7.2 for 
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visualization of model #24 and Supplemental Figure 7.3 for visualization of 
models #42 and #48). While the exceedance probability for Family #2 was higher 
for the patient group, six PWA demonstrated a preference for Family #1: Input to 
LIFGtri and six PWA showed a preference for Family #3: Input to LpMTG at the 
single-subject level. Given the heterogeneity of model fit, averaged parameters 
weighed according to model evidence across all models (obtained via the BMA 
procedure) were extracted for further analysis. 
 
Figure 7.5. Family-wise Bayesian model selection within each group 
7.3.3. DCM parameter inference 
 First, to validate the use of the noisy VOI methodology in a larger sample 
of stroke patients than has been explored previously, we performed an analysis 
with the subgroup of PWA for whom noisy VOIs were extracted. For this analysis, 
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connections were coded as noisy if the noisy VOI was either the modulatory or 
the target region and as potentially functional if the noisy VOI was neither the 
modulatory nor the target region. For example, if a noisy VOI was extracted for 
LpMTG for a patient, connections involving LpMTG (i.e., LIFGtriLpMTG, 
LMFGLpMTG, LpMTGLIFGtri, and LpMTGLMFG) were coded as noisy, 
and connections without LpMTG (i.e., LIFGtriLMFG and LMFGLIFGtri) were 
considered potentially functional. A one-way ANOVA with connection type (i.e., 
noisy/functional) as the independent variable and the strength of task-modulated 
connections (i.e., Ep.B values) as the dependent variable revealed that 
potentially functional connections had significantly higher Ep.B values than noisy 
connections (F(1,40) = 9.501, p = 0.004), indicating that noisy signals did not 
artificially induce higher Ep.B values. Furthermore, across the entire patient 
group, the amount of spared tissue within the anatomical bounding masks of 
driving regions was not associated with the strength of task-modulated 
connections (range: r = -0.034 – 0.368, p = 0.386 – 0.873 after FDR correction 
for multiple comparisons), indicating that patient connectivity was not merely a 
reflection of the integrity of network regions. 
Next, modulatory connections within and between groups were further 
interrogated. In controls, significant connections per one-sample t-tests included 
LIFGtriLpMTG (t(17) = 2.928, p = 0.019), LMFGLIFGtri (t(17) = 5.118, p < 
0.001) and LMFGLpMTG (t(17) = 4.800, p < 0.001) after FDR correction for 
multiple tests (Figure 7.6A). After FDR correction, significant task-modulated 
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connections for PWA also included LMFGLIFGtri (t(23) = 6.219, p < 0.001) and 
LMFGLpMTG (t(23) = 4.725, p < 0.001), as well as LpMTGLIFGtri (t(23) = 
2.819, p = 0.020) (Figure 7.6B). It should be noted that positive Ep.B values are 
typically interpreted as denoting an excitatory influence of one region on another, 
whereas negative values reflect inhibitory effects. Given that all significant Ep.B 
values were positive across groups, these results indicate that driving regions 
had an excitatory effect on target regions, where the greater the value, the 
stronger the effect. 
 
Figure 7.6. Modulatory connections within the (A) controls and (B) PWA. Statistically significant 
and non-significant connections per one-sample t-tests denoted by solid and dashed lines, 
respectively. Purple = LMFG, blue = LpMTG, green = LIFGtri 
 
 Comparisons between groups in modulatory connections did not reach 
significance (F(6,35) = 1.826, p = 0.123). Given that the model space was 
structured according to exogenous input to ROIs, it stands to reason that regional 
activity may have influenced comparisons in connection strength between 
groups. In other words, we wanted to ensure that the null between-group result 
was not merely the consequence of the magnitude of activity in a given region, 
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given that DCM connectivity parameters reflect how the rate of activity change in 
one region influences the rate of change in another region. Therefore, the 
previous analysis was re-run as three two-way MANOVAs with independent 
variables of group and contrast estimates from the LIFGtri, LMFG, or LpMTG 
bounding masks and dependent variables of Ep.B values per connection. In the 
models controlling for regional activation, the main effect of group still was not 
significant when contrast estimates from the LIFGtri (F(6,34) = 1.903, p = 0.109), 
LMFG (F(6,34) = 1.803, p = 0.128), and LpMTG (F(6,34) = 1.804, p = 0.128) 
masks were included in the models. The effect of activation in the bounding 
masks also was not significant in any model (LIFGtri beta weights: F(6,34) = 
1.573, p = 0.185; LMFG beta weights: F(6,34) = 0.821, p = 0.562; LpMTG beta 
weights: F(6,34) = 0.580, p = 0.743). Despite the surprising lack of statistically-
significant between-group differences in strength of connections, these results 
indicate that similarities in control and patient connectivity were not primarily 
driven by activation within the anatomical bounding masks.    
7.3.4.  Relationship between activation, connectivity and behavior in PWA 
 Finally, the relationship between neural metrics and lexical-semantic skills 
was examined in the patient group. While interrogating within-scanner 
performance (via accuracy on the fMRI task) allowed for the tightest inferences 
regarding brain and behavior relationships, examining lexical-semantic skills 
outside the scanner (via accuracy on PALPA 51) avoided the potential confounds 
of practice effects (as PWA were trained extensively on the fMRI task before 
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scanning) and reductions in patient accuracy due to time constraints imposed by 
the fMRI protocol. To ensure that accuracy on the fMRI task and PALPA 51 
reflected a similar (but not entirely overlapping) skill, we first conducted a 
Spearman correlation between these two behavioral metrics. A strong, positive 
correlation between patients’ accuracy on the scanner task and their 
performance on PALPA 51 (r = 0.770, p < 0.001) was found. Therefore, each 
behavioral metric was entered into separate backward stepwise regression 
models as the dependent variable. The independent variables in each regression 
included Ep.B values for each connection and contrast estimates in the three 
anatomical bounding masks. 
 The final model predicting fMRI task accuracy from functional metrics was 
significant (F(4,18) = 3.910, p = 0.019, adjusted R2 = 0.346) and included two of 
the six connections (i.e., LMFGLpMTG and LpMTGLIFGtri) and contrast 
estimates from the LIFGtri and LMFG masks as factors. Significant independent 
positive predictors of behavioral accuracy included the LpMTGLIFGtri 
connection (β = 0.415, SE = 0.157, t = 2.637, p = 0.017) and LIFGtri beta weights 
(β = 0.135, SE = 0.056, t = 2.416, p = 0.027). In other words, greater excitatory 
coupling (indicated by higher Ep.B values) from LpMTG to LIFGtri and stronger 
activity within the LIFGtri mask were associated with better performance on the 
fMRI task (Figure 7.7A/B).  
Similarly, the final model predicting PALPA 51 accuracy was significant 
(F(4,19) = 7.613, p < 0.001, adjusted R2 = 0.535) and included two of the six 
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connections (i.e., LMFGLIFGtri and LpMTGLIFGtri) as well as contrast 
estimates from the LIFGtri and LpMTG masks. As with fMRI task accuracy, 
significant positive predictors of semantic association skills per PALPA 51 were 
LpMTG LIFGtri (β = 0.497, SE = 0.176, t = 2.830, p = 0.011) and LIFGtri 
contrast estimates (β = 0.125, SE = 0.047, t = 2.649, p = 0.016). Contrast 
estimates extracted from the LpMTG bounding mask also significantly predicted 
PALPA 51 accuracy, but an inverse relationship was found (β = -0.262, SE = 
0.068, t = -3.867, p = 0.001). In other words, greater activity within the LpMTG 
bounding mask was linked to lower accuracy on PALPA 51 (Figure 7.7C/D). In 
all, these results indicate that similar patterns of excitatory connectivity and 
stronger LIFGtri activity were linked to optimal patient performance on lexical-
semantic tasks inside and outside of the scanner, whereas a dissociation in 
LpMTG activation and connectivity during lexical-semantic processing in PWA 
was observed.  
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Figure 7.7. Neural metrics predicting lexical-semantics in PWA. Relationships between (A) fMRI 
task accuracy and the influence of task-modulation on the strength of LpMTGLIFGtri per Ep.B 
values (B) between fMRI task accuracy and contrast estimates within the LIFGtri bounding mask 
(C) between accuracy on PALPA 51 and the strength of LpMTGLIFGtri (D) and between 




 In this study, we investigated differences between healthy controls and a 
heterogeneous group of PWA in left hemisphere effective connectivity during a 
semantic feature judgment task. We also determined relationships between 
neural metrics and lexical-semantic processing abilities in the patient group. 
Using a systematic approach to localize activation and account for lesioned 
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tissue in PWA, we found no differences between patients and controls in the 
strength of regional activity within anatomical bounding masks in LIFGtri, LMFG 
or LpMTG for semantic feature decisions. The DCM analysis revealed that the 
best-fit model family for both PWA and control group data was Family #2: Input to 
LMFG, although heterogeneity in model fit across groups was noted. At the 
connection level, modulation of LpMTG and LIFGtri by LMFG characterized the 
strongest connections in both participant groups. By contrast, the 
LIFGtriLpMTG connection was significant within the control network whereas 
PWA relied on the reverse connection. Last, within the patient group, we 
discovered that better performance on lexical-semantic tasks inside and outside 
the scanner was associated with greater coupling of LpMTGLIFGtri as well as 
stronger activity within the LIFGtri. Each of the aforementioned results is 
considered below in greater detail in the context of findings from previous fMRI 
studies. 
 First, activation analyses that preceded DCM revealed similar patterns of 
left hemisphere activity in patients and controls, yet the spatial extent of activated 
clusters differed between groups (i.e., greater spatial extent in LMFG and 
domain-general cortex for PWA and in LIFGtri and LpMTG for controls) (see 
Supplemental Figure 7.1). Despite several PWA demonstrating a fair degree of 
damage to LIFGtri and LpMTG, the strength of activity within the anatomical 
bounding masks did not significantly differ between groups. It is possible that the 
surprisingly high activation in the patient group was driven by PWA with mostly 
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spared ROIs. Alternatively, because contrast estimates in PWA were extracted 
from anatomical masks that accounted for lesion, the activation within the masks 
may be perilesional activity in PWA with damaged ROIs. If so, such perilesional 
activity may reflect some mechanism of earlier neural recovery that allowed for 
reinstatement of premorbid left hemisphere activation patterns by the chronic 
post-stroke stage (Saur et al., 2006). Critically, these results also lend credence 
to our activation localization approach in PWA and provide a basis for 
interpreting between-group comparisons of the connectivity results. 
 Turning to the DCM findings, the fact that the fit of Family #2: Input to 
LMFG models was so high in the PWA group indicates that the majority of 
patients, despite heterogeneous behavioral and lesion profiles, preferred this 
family of models. This finding aligns with our hypotheses and previous studies 
(Geranmayeh et al., 2017; Meier, Kapse, et al., 2016; Turkeltaub et al., 2011) 
that have demonstrated the importance of dorsal prefrontal cortex—and LMFG 
specifically—within the language network in individuals with chronic aphasia. By 
itself, this result also provides support for the theory that patients rely on MD 
regions for language processing when cognitive demands are high (Fedorenko, 
Duncan, & Kanwisher, 2013; Fedorenko et al., 2012; Fedorenko & Thompson-
Schill, 2014). However, contrary to our hypotheses, Family #2: Input to LMFG 
was also the winning model family for the control group. Notably, model fit in 
controls was split evenly between three individual models, including one model 
from Family #1: Input to LIFGtri and two models from Family #2: Input to LMFG. 
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Full, bidirectional task-modulated connections (excluding LIFGtriLpMTG in one 
model) comprised each of these models. As such, it may be that the primary 
driving force behind model fit in the control group was the degree of connectivity 
between regions while the particular input region exerted a smaller—although still 
critical—impact. In general, the control results align with literature that reports a 
heightened reliance in older adults on prefrontal cortex for tasks requiring 
retrieval of lexical-semantic information (Baciu et al., 2016; Davis, Zhuang, 
Wright, & Tyler, 2014; Manenti, Brambilla, Petesi, Miniussi, & Cotelli, 2013; 
Meinzer et al., 2009; Obler et al., 2010). However, this is a tentative explanation 
given that the current results cannot be compared to connectivity findings from 
another, less cognitive-demanding task in this older adult sample nor did we 
enroll a group of younger healthy controls for comparison to our healthy control 
group.  
At the connection level, both groups demonstrated significant task-
modulated connectivity of LMFGLpMTG and LMFGLIFGtri. One possible 
interpretation of these findings is that modulation of LpMTG by LMFG assisted 
participants in rapidly activating candidate semantic features whereas modulation 
of LIFGtri by LMFG assisted in the selection of the correct features of the target 
item. The directionality of these connections suggests cognitive control 
mechanisms were at play during semantic decisions (Fedorenko, Duncan, & 
Kanwisher, 2013; Fedorenko et al., 2012). For example, the location of the LMFG 
bounding mask aligns with a dorsal anterior premotor region posited as a 
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potential hub for domain-general cognitive control and implicated in contextual 
control across a variety of tasks (Badre & Nee, 2018). Along the same vein, Xu, 
Lin, Han, He, and Bi (2016) found that the same region of LMFG was one of two 
key hubs that connected three dissociable modules of the semantic network (i.e., 
perisylvian network, fronto-parietal network and DMN). Binder and Desai (2011) 
posited that the role of this portion of the prefrontal cortex is in the translation of 
internal states into “a plan for top-down activation of semantic fields relevant to 
the problem at hand” (p. 532). Although the exact role of LMFG for participants in 
either group cannot be ascertained for certain, these connection results further 
cement the central role of LMFG within this small network in both PWA and 
healthy controls. 
Surprisingly, the test comparing the strength of all connections between 
patients and controls did not reach significance. It should be noted that trends of 
stronger connectivity of LMFGLpMTG in controls (Ep.B in controls = 0.84 and 
patients = 0.46) and marginally stronger connectivity of LMFGLIFGtri in 
patients (Ep.B in controls = 0.71 and patients = 0.80) were observed, and thus, 
the lack of significant between-group results could be an issue of statistical 
power. Given that the area of greatest brain damage in the patients spanned 
tissue between LMFG and LpMTG (see Figure 7.2C), the weaker 
LMFGLpMTG connection in PWA may reflect the consequence of functional 
disconnect for some individuals. On the other hand, the slightly stronger 
LMFGLIFGtri patient connection value may indicate a need for heightened 
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semantic control for some PWA in making semantic judgments or may be a 
consequence of functional reorganization of the semantic system following prior 
language treatment that targeted the semantic system (e.g., Kiran et al., 2015). 
By contrast, striking differences between PWA and controls were also 
observed in the coupling of LIFGtri and LpMTG. Specifically, the one-sample t-
test in controls revealed LpMTGLIFGtri connection was not significantly 
involved in their task-based semantic network. However, for PWA, greater 
connectivity of LpMTGLIFGtri was associated with better accuracy on lexical-
semantic tasks inside and outside the scanner and was a significant network 
connection per the one-sample test. Interestingly, the reverse connection (i.e., 
LIFGtriLpMTG) was not significantly modulated by the task in PWA—unlike in 
controls—and was not related to lexical-semantic abilities per either behavioral 
measure in the patient group. It is possible that the directionality difference in 
LpMTG-LIFGtri coupling reflects neural reorganization in the patients that 
occurred in the months after stroke. Alternatively, the between-group difference 
could purely be a consequence of structural damage and/or disconnect in some 
PWA.  
For PWA, better lexical-semantic abilities (per PALPA 51) were also 
associated with stronger activation within the LIFGtri bounding mask but weaker 
activity in the LpMTG mask. The former result is unsurprising since spared tissue 
and activation within LIFG has been linked with greater spontaneous and 
treatment-induced recovery of language skills in numerous patient studies (Abel, 
                                                                                 
157 
Weiller, Huber, & Willmes, 2014; Abel et al., 2015; Fridriksson et al., 2010; Kiran 
et al., 2015; Marcotte et al., 2012; Rochon et al., 2010; Rosen et al., 2000; Sims 
et al., 2016; van Hees, McMahon, Angwin, de Zubicaray, & Copland, 2014; van 
Oers et al., 2010). On the other hand, the latter finding is unexpected given that 
temporoparietal cortex is considered a convergence zone of structural and 
functional networks that are crucial to semantic processing (Buckner et al., 2009; 
Davey et al., 2016; Griffis, Nenert, Allendorfer, & Szaflarski, 2017a, 2017b; 
Turken & Dronkers, 2011; Wei et al., 2012; Xu et al., 2016). One potential 
explanation is that strong local activity within LpMTG without communication to 
other regions (e.g., LIFGtri in this subnetwork) may be the consequence of 
maladaptive activation patterns or structural disconnection that results in poorer 
semantic performance (Abel et al., 2015; Griffis, Nenert, Allendorfer, & Szaflarski, 
2017b). Furthermore, it is reasonable to assume heavy reliance on LpMTG 
without recruitment of frontal regions might be detrimental to performance on 
PALPA 51 as this semantic association task requires subjects to select a target 
item in the presence of multiple—including semantic—distractors.  However, this 
conclusion is tentative as explicit investigation of LIFGtri-LpMTG activation and 
connectivity patterns during a semantic association fMRI task was not 
undertaken in the present investigation. 
Overall, these collective results suggest that the activation and 
connectivity of regions implicated in domain-general processing (e.g., LMFG) and 
domain-specific semantic mechanisms (e.g., LIFGtri) are critical for patients with 
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chronic aphasia during semantic feature decision-making. While the particular 
cognitive mechanisms mediated by these regions cannot be definitively 
determined from this experiment, these results loan credence to the notion that 
the connectivity of left hemisphere regions that potentially mediate domain-
general processing (e.g., LMFG) constitutes ideal neural organization patterns in 
chronic stroke-induced aphasia. Certainly, the positive relationships between 
patients’ lexical-semantic abilities and LIFGtri activity and LpMTGLIFGtri 
connectivity aligns with Heiss and Thiel’s (2006) proposal that regions within the 
canonical language network must be recruited for optimal language task 
performance in chronic aphasia. 
A final contribution of the present work is that, to our knowledge, no other 
study has incorporated a similar multipronged approach to account for individual 
lesion variability and also provided conclusions regarding task-based connectivity 
at the group level in patients with chronic aphasia. Several steps were taken to 
ensure reliability of the signal extracted for the effective connectivity analysis, 
including the creation of individualized anatomical bounding masks for each 
patient. As a result, we were able to successfully account for a diverse group of 
PWA with different lesion profiles, consistent with the greater population of PWA. 
One of the greatest challenges in investigating neural reorganization in post-
stroke aphasia is the inherent heterogeneity of PWA. As such, despite our best 
efforts, P12 was still excluded from the connectivity analysis given the size of his 
lesion and damage to the ROIs. One way to accommodate such heterogeneity—
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including between-group differences in certain demographic variables (i.e., 
handness, gender)—would be to recruit a larger sample of PWA so that 
participants could be split into subgroups according to behavioral, demographic 
and/or stroke profiles.  
 Future work could also mitigate such limitations of the present study by 
interrogating right hemisphere and interhemispheric connectivity in addition to left 
hemisphere interactions. Furthermore, it is possible that the inclusion of other 
regions implicated in semantic processing (e.g., posterior mPFC, ITG) would 
alter the present results. As such, follow-up investigations that pair exploratory 
functional connectivity and hypothesis-driven effective connectivity methods 
would be beneficial for providing further information regarding the most critical 
regions and connections for semantic processing in PWA. Last, while we 
accounted for the structural integrity of local regions, we did not incorporate 
metrics reflecting the integrity of white matter pathways connecting the three left 
hemisphere cortical nodes. As shown in emerging work (e.g., Pustina et al., 
2017), multimodal investigations that measure both structural and functional 
connectivity may provide the best explanatory power of language skills in PWA 
and should be the focus of future work regarding the neural bases of lexical-
semantic processing in PWA. 
7.5. Conclusions 
 In sum, the present investigation revealed that at a high level, individuals 
with chronic aphasia with diverse behavioral and stroke profiles demonstrate 
                                                                                 
160 
some similarities to age-matched healthy controls in activation and connectivity 
patterns during lexical-semantic decisions. Specifically, similar to controls, PWA 
recruited canonical left hemisphere language regions (i.e., LIFGtri, LpMTG) for 
the fMRI task although the extent of activation in such classic language regions 
was less for PWA compared to their healthy counterparts. By contrast, the extent 
of activity in regions associated with domain-general processing (e.g., LSFG, 
LMFG, left posterior mPFC) was greater in PWA relative to controls. 
Nonetheless, both groups relied on LMFG-driven connections during the fMRI 
task, a finding which aligns with work highlighting the importance of dorsolateral 
prefrontal cortex in cognitively-demanding tasks in healthy and disordered 
populations. Fine-grained differences in LIFGtri and LpMTG coupling and 
recruitment within each participant group further revealed neural reorganization 
patterns associated with healthy aging versus chronic aphasia. In particular, 
optimal lexical-semantic abilities in PWA were linked to greater excitatory 
modulation of LIFGtri by LpMTG, presumably resulting in beneficial heightened 
recruitment of LIFGtri for the task. Future work should endeavor to further 
disentangle beneficial LIFG-LMTG effective connectivity patterns for related 
tasks, determine the structural pathways most critical for mediating such 
connections, and determine the role of right hemisphere homologues of these 
regions from a network perspective. 
  




Figure S7.1. Whole brain analysis for pictures – scrambled pictures within each group. Results 
from 10,000 permutations of one-sample t-tests at a cluster-defining threshold of p < 0.01, 
clusters thresholded at p < .05, F.W.E. corrected for (A) controls [kcrit extent = 253 voxels] and 
(B) patients [kcrit extent = 182 voxels] 
 
 
Figure S7.2. DCM model space from Meier et al. (2016). Full, bidirectional endogenous 
connections between all regions were modeled (DCM-A). For each model, driving input to only 
one region was modeled (DCM-C). All possible combinations of uni- and bidirectional task-
                                                                                 
162 
modulated connections were modeled across the model space. For each model, the input region 
modulated at least one other region (DCM-B), resulting in 72 unique models. (A) All 24 models in 
Family 1 are schematized in the figure above. (B) Family 2 included models with the same 
modulatory connections as Family 1 with three additional models and excluding models #1, #4, 
and #7 due to lack of modulation from LMFG to the other two regions. (C) Similarly, Family 3 
included models with the same modulatory connections as Family 1 with three additional models 






Figure S7.3. Models #42 and #48 from Family 2: Input to LMFG. Bidirectional modulatory 
connections (in DCM-B matrix) modeled across all connections in both models, excluding 
LIFGtriLpMTG in model #42. 
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8.  A connectivity-based hierarchical model of chronic aphasia recovery 
dissociates subgroups of patients and healthy controls 
 
NOTE: This paper has been formatted for submission to Human Brain 
Mapping (HBM). 
 
8.1.     Introduction 
 Recovery from aphasia, one of the most prevalent and debilitating 
consequences of stroke, is notoriously difficult to predict. Personal factors (e.g., 
age, gender, education, socio-economic status) and traditionally-defined stroke 
characteristics (e.g., lesion size, lesion size) do not provide sufficient predictive 
power (Lazar et al., 2008). In recent years, researchers have begun to 
incorporate robust neuroimaging datasets into aphasia recovery models. 
However, despite continued advances in neuroimaging tools and techniques, 
emerging computational recovery models are still unable to consistently and 
accurately predict recovery trajectories of individual persons with aphasia (PWA) 
in the chronic post-stroke stage (Hope et al., 2013; Price et al., 2017). One 
potential reason for this lack of predictive power is that most chronic recovery 
models include structural stroke variables yet exclude critical metrics of brain 
function (Price et al., 2017).  
 By contrast, in an early theoretical model of neural reorganization in 
chronic aphasia, Heiss and Theil (2006) described different behavioral recovery 
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profiles based on combined structural and functional metrics. Specifically, the 
authors first posited that minimal acute damage to canonical left hemisphere 
language cortex results in reinstatement of pre-stroke language activation 
patterns and optimal—or possibly complete—language recovery. Second, they 
proposed satisfactory (but incomplete) language recovery is the result of damage 
to primary, perisylvian language cortex that forces functional recruitment of the 
remaining undamaged extrasylvian regions for language processing. Finally, 
Heiss and Thiel (2006) stated that poor behavioral recovery is the consequence 
of extensive left hemisphere damage that renders only the contralesional right 
hemisphere available to mediate language. 
Consistent with Heiss and Thiel’s (2006) recovery hierarchy, many PET 
and fMRI studies in PWA (e.g., Allendorfer, Kissela, Holland, & Szaflarski, 2012; 
Fridriksson, 2010; Fridriksson et al., 2010; Fridriksson et al., 2012; Heiss et al., 
1999; Léger et al., 2002; Meinzer et al., 2008; Rosen et al., 2000; Szaflarski et 
al., 2013, 2011; van Oers et al., 2010; Warburton et al., 1999) have 
demonstrated that patients with the most intact speech and language abilities 
recruit remaining left hemisphere cortex—and perilesional tissue in particular—
during language tasks. Furthermore, several studies have demonstrated that 
chronic patients who respond most favorably to language treatment show 
increased activation of left hemisphere areas from pre- to post-therapy scans. 
Also consistent with Heiss and Thiel’s (2006) proposition are studies that have 
demonstrated that the right hemisphere is insufficient for language processing in 
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patients with chronic aphasia or possibly even maladaptive for continued 
recovery from the disorder (Belin et al., 1996; Blank et al., 2003; Naeser et al., 
2004; Postman-Caucheteux et al., 2010; Price & Crinion, 2005; Richter, Miltner, 
& Straube, 2008; Warburton et al., 1999).  
 On the other hand, findings from other studies do not align with Heiss and 
Thiel’s (2006) proposed hierarchy. For example, persistent right hemisphere (or 
bilateral) activation has also been found in chronic patients with good language 
skills (Abo et al., 2004; Blasi et al., 2002; Breier et al., 2006; Cao et al., 1999; 
Cherney & Small, 2006; Mattioli et al., 2014; Mohr et al., 2014; Musso et al., 
1999; Raboyeau et al., 2008). In the same vein, patients who suffered a second, 
right hemisphere infarct subsequent to initial left hemisphere stroke have been 
shown to present with worsened aphasia (Barlow, 1877; Basso et al., 1989; 
Cappa & Vallar, 1992; Levine & Mohr, 1979; Turkeltaub et al., 2012), which 
implies the right hemisphere can play a critical beneficial role in language 
processing in PWA. Furthermore, few (if any) studies have described clear-cut 
associations between lesion, activation, and behavior profiles that align with 
Heiss and Thiel’s (2006) first versus second recovery patterns. Recruitment of 
regions outside the perisylvian language network (i.e., regions typically 
associated with domain-general cognition) may in fact constitute optimal—rather 
than suboptimal—language activation patterns for PWA. In their meta-analysis of 
language activation studies in PWA, Turkeltaub, Messing, Norise, & Hamilton 
(2011) discovered patients with chronic aphasia activated the left middle frontal 
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gyrus (LMFG) across a variety of language tasks, which could indicate that 
LMFG (or dorsolateral prefrontal cortex more generally) plays an undetermined—
but possibly crucial—role in aphasia recovery. Greater activation of domain-
general cortex in the subacute phase has been shown to predict language 
abilities by the chronic recovery stage (Geranmayeh et al., 2017). Furthermore, 
patients with chronic aphasia have demonstrated a reliance on domain-general 
networks and connectivity of domain-general regions during language tasks 
(Brownsett et al., 2014; Geranmayeh et al., 2016; Meier, Johnson, & Kiran, 
accepted; Meier, Kapse, & Kiran, 2016; Sharp et al., 2010).  
 Given the current lack of clarity regarding beneficial activation patterns in 
PWA, it is perhaps no surprise that measures of brain function have been 
excluded from predictive models of aphasia recovery. We propose, however, that 
functional imaging can provide crucial information regarding aphasia recovery 
profiles if functional metrics capture the interconnected nature of language 
processing (i.e., via network connectivity methodologies) and are explicitly linked 
to lesion and behavioral profiles. Task-based connectivity methods have been 
incorporated into some recent investigations in PWA (Geranmayeh et al., 2016; 
Kiran et al., 2015; Sandberg et al., 2015; Sharp et al., 2010; Vitali et al., 2010; 
Warren, Crinion, Lambon Ralph, & Wise, 2009). Other studies have included 
careful and explicit control of lesion location and extent when interrogating 
activation in patients with aphasia (Griffis, Nenert, Allendorfer, & Szaflarski, 
2017b; Griffis, Nenert, Allendorfer, Vannest, et al., 2017; Sims et al., 2016; 
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Skipper-Kallal et al., 2017). To our knowledge, though, no previous study has 
utilized network methods while accounting for patient lesion and language 
profiles to explicitly test whether hierarchical recovery patterns actually exist in 
patients with chronic aphasia. 
 Therefore, in the present study, we used fMRI and dynamic causal 
modeling (DCM; Friston et al., 2003) to test whether the connectivity of spared 
tissue in “classic” language regions, their right hemisphere homologues, and 
remaining ipsilesional domain-general cortex conform to patterns similar to Heiss 
& Thiel’s (2006) hierarchy. Given that lexical-semantic skills are vital to basic 
language processes such as word comprehension and production, a lexical-
semantic network served as a proxy for the entire language network in this study. 
Specifically, we selected 10 regions of interest (ROIs), including bilateral middle 
frontal gyrus (MFG), inferior frontal gyrus, pars triangularis (IFGtri), angular gyrus 
(AG), and middle and inferior temporal gyri (MTG, ITG, respectively) for their 
hypothesized roles in language processing (see Table 8.1). Our specific research 
questions and hypotheses were as follows: 
1. What lexical-semantic network characteristics best characterize connectivity in 
healthy older adults versus patients with chronic aphasia?  
 Within the DCM framework, we created families of network models to test 
a chronic aphasia hierarchy similar to Heiss & Thiel’s (2006) proposal (Figure 
8.1). As shown in the top row and middle column of Figure 8.1, we hypothesized 
that controls would demonstrate a preference for left-lateralized connectivity  
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Table 8.1. Study-specific regions of interest (ROIs) and their proposed 
functions for language 
Region Presumed function during 
language processing 
Citations 




Executive control of language 
Price, 2010§ 
Fedorenko et al., 2011, 2012, 
2013; Price, Devlin, Moore, 
Morton, & Laird, 2005† 


















Phonological working memory 
(dorsal LIFGtri) 
Friederici & Gierhan, 2013‡;  
Gabrieli, Poldrack, & Desmond, 
1998‡; Poldrack et al., 1999†;  
Vigneau et al., 2006† 
Badre et al., 2005; Friederici & 
Gierhan, 2014‡; Noonan et al., 
2013†; Thompson-Schill et al., 
1997; Wagner et al., 2001 
Noonan et al., 2013† 
 
Vigneau et al., 2006† 
LMTG (all parts) 
 
     
     mid LMTG 
     LpMTG 





Phonological code retrieval 
Binder et al., 2009† 
Price et al., 2005†; 
Indefrey & Levelt, 2000, 2004† 
Friederici & Gierhan, 2014‡ 
Noonan et al., 2013† 
Indefrey & Levelt, 2000†, 2004† 
LITG General semantic processing 
 
Phonological-semantic 
interface of visual information 
Binder et al., 2009†; Price et al., 
2005† 
Vigneau et al., 2006† 
LAG General semantic processing 
Semantic control (dorsal LAG) 
Amodal conceptual processing 
Automatic semantic retrieval 
(anterior LAG) 
Binder et al., 2009†; 
Noonan et al., 2013† 
Vigneau et al., 2006† 
Humphreys & Lambon Ralph, 
2015† 
Notes: no marking next to citation indicates single study, † indicates meta-analytic review, ‡ 
indicates review paper, § indicates systematic review. LMFG = left middle frontal gyrus, LIFGtri = 
left inferior frontal gyrus, pars triangularis, LMTG = left middle temporal gyrus, LITG = left inferior 
temporal gyrus, LAG = left angular gyrus 
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models given that lexical-semantic processing is highly left hemisphere dominant 
in most healthy individuals (Binder et al., 
2009; Price, 2012; Vigneau et al., 2011; 
Xu, He, & Bi, 2017). By contrast, we 
hypothesized that model fit in PWA 
would be split between model families, 
given that the model space was 
constructed to explicitly test whether 
lesion location dictates effective 
connectivity in chronic stroke.  
 Beyond model fit, the DCM 
framework allows for investigation of the 
strength and directionality of task-
modulated connections between model 
regions. We predicted that controls 
would demonstrate stronger 
connections between the majority of left 
hemisphere ROIs compared to patients. 
By contrast, we hypothesized that PWA 
would rely more heavily on task-
modulated connectivity of LMFG than controls given the potential for 
reorganization to spared extra-sylvian left hemisphere cortex (Meier et al., 2016; 
Figure 8.1. Hypotheses regarding 
relationships between lesion site (left 
column), effective network connectivity 
(middle column) and language abilities 
(right column). 
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Meier et al., accepted; Geranmeyah et al., 2017) and intra-right hemispheric 
connections due to left hemisphere damage.  
2. What are the relationships between network connectivity, lesion characteristics 
and language skills in PWA?  
 To expand upon Heiss and Thiel’s (2006) theory, we hypothesized that 
differences in model preference between individuals in the patient group would 
be linked not only to overall lesion volume but also to the amount of spared 
tissue within specific ROIs. As shown in Figure 8.1, we hypothesized that PWA 
with minimal damage to core left hemisphere structures (i.e., group 0) would 
demonstrate network connectivity that most resembled healthy controls (i.e., 
stronger left than right intra-hemispheric connections). PWA with primary 
damage to posterior regions (i.e., group 1 in Figure 8.1) would demonstrate 
greater reliance on intact bilateral anterior structures, particularly bilateral IFGtri 
due to its critical role in lexical-semantic processing. PWA with primary damage 
to anterior regions but spared LMFG (i.e., group 2 in Figure 8.1) would 
demonstrate greater reliance on connections from LMFG to other regions, on 
connections between left posterior cortex, and on right intra-hemispheric 
interactions. PWA with large lesions that affected both anterior and posterior 
language regions but spared LMFG (i.e., group 3 in Figure 8.1) would rely heavily 
on LMFG connectivity as well as right intra-hemispheric connections. Finally, we 
hypothesized that connectivity would be shifted entirely to the RH in PWA with 
extensive left hemisphere damage (i.e., group 4 in Figure 8.1). As also illustrated 
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in Figure 8.1, we hypothesized that PWA in group 0 would demonstrate the best 
lexical-semantic skills followed by patients in groups 1 and 2. Last, patients in 
group 3 would present with worse language abilities than patients in groups 0-2 
but would demonstrate better language skills than patients in group 4.  
8.2.     Materials and methods 
 This work was conducted within the Center for the Neurobiology of 
Language Recovery (CNLR; http://cnlr.northwestern.edu/) and is part of a larger 
project investigating changes in behavioral and neurological metrics following 
language therapy. Data included in this cross-sectional study were obtained from 
a pre-treatment phase of the longitudinal study. In addition, a subset of these 
data has been analyzed and the results reported in previous investigations 
(Meier et al., 2016; Meier et al., accepted). 
8.2.1.  Participants 
 Thirty-five individuals with chronic aphasia (25M; mean age: 61.49 ± 10.97 
years) and 21 age-matched healthy controls (12M; mean age: 59.61 ± 13.45 
years) were recruited for the study. Patients had a history of a single left 
hemisphere CVA and presented with language deficits as determined by 
standardized and study-specific behavioral assessments. Contraindications for 
MR scanning, active medical conditions that prevented participation in study 
protocols and history of neurological disease (other than stroke in PWA) were not 
present in participants in either group. All participants exhibited normal or 
corrected-to-normal vision and hearing and used English as their primary 
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language. Demographic and neurological case history information was collected 
via questionnaire. Study procedures were conducted in accordance with 
protocols approved by the Institutional Review Boards (IRB) of Boston University, 
Massachusetts General Hospital and Northwestern University and in compliance 
with the code of ethics per the Declaration of Helsinki.   
8.2.2.  Language assessment 
 A testing battery including standardized and non-standardized 
assessments was used to measure patients’ language deficits. The Western 
Aphasia Battery-Revised (WAB-R; Kertesz, 2007) was administered to capture 
patients’ overall aphasia severity, as measured by subtests of auditory 
comprehension and verbal expression that comprise the Aphasia Quotient (AQ). 
Nonverbal semantic association skills were assessed via the three-picture 
version of the Pyramids and Palm Trees Test (PPT; Howard & Patterson, 1992). 
Subtest 51: Word Semantic Association from the Psycholinguistic Assessments 
of Language Processing in Aphasia (PALPA; Kay et al., 1992) and three non-
standardized semantic tasks developed in our laboratory (Meier, Lo, & Kiran, 
2016) were utilized to assess lexical-semantic skills. Given that lexical-semantic 
impairments often manifest in word retrieval deficits, naming abilities were 
assessed with the Boston Naming Test (BNT; Kaplan, Goodglass, Weintraub, 
Segal, & van Loon-Vervoorn, 2001) and a 180-item non-standardized naming 
probe. See Table 8.2 for demographic and testing data for all PWA. 
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8.2.3.  MR data acquisition 
MR data were acquired on a 3T Siemens Trio Tim or Prisma Fit scanner 
using a 20-channel head+neck coil at the Athinoulous A. Martinos Center in 
Charlestown, MA or at the Center for Translational Imaging in Chicago, IL 
between December 2013 and December 2017. High-resolution T1-weighted 
sagittal images (parameters: TR/TE = 2300/2.91ms, T1 = 900ms, flip angle = 9°, 
matrix = 256x256mm, FOV = 256x256mm, slice thickness = 1mm3, 176 sagittal 
slices) and functional images via a gradient echo T2*-weighted EPI sequence 
(parameters: TR/TE = 2570/30ms, flip angle = 90°, matrix = 80x78mm, FOV = 
220x220mm, 40 axial, 3mm slices with 2x2x3mm voxels, parallel imaging with 
acceleration factor or 2) were acquired for all participants.  
 Each participant completed two runs of an event-related semantic feature 
judgment task. For each task trial, a picture appeared on the screen, followed 
one second later by a written feature. In experimental trials (54 items/run), 
participants saw real pictured objects from three of five semantic categories (i.e., 
fruit, birds, vegetables, clothing, and furniture) and were required to make a 
judgment via button press whether the feature was related or unrelated to the 
pictured item. Experimental stimuli were balanced for lexical properties (i.e., 
familiarity, length, frequency, and concreteness) using the CELEX (Van der 
Wouden, 1990) and MRC Psycholinguistic (Coltheart, 1981) databases. Related 
semantic features were selected based on results from a MTurk pilot study 
(https://www.mturk.com/mturk) and classified as either contextual, physical, 
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characteristic or functional in relation to the target item. During control trials (18 
items/run), participants saw scrambled, pixelated images in either black/white or 
color and were required to make a color judgment via button press. Each 
experimental and control trial was five seconds in duration. A fixation cross 
appeared on the screen during the inter-stimulus interval, which was jittered to 
two to four seconds to improve sampling of the hemodynamic response. See 
Figure 8.2A for example trials from the fMRI experiment. 
Accuracy and response time (RT) data were collected and compared 
between groups via Welch’s two-sample t-tests with unequal variances. Overall, 
controls had higher accuracy when making real-picture judgments than PWA 
(t(40.060) = 5.358, p < 0.001; controls’ mean accuracy: 88.079  4.420%; PWA’s 
mean accuracy: 69.907  18.696%) (Figure 8.2B). By contrast, RTs were 
comparable between groups (t(46.671) = 1.442, p = 0.156; controls’ mean RT: 
1.691  0.194 seconds; PWA’s mean RT: 1.836  0.511 seconds) (Figure 8.2C). 






Table 8.2. Demographic, stroke and language testing information in the patient group (AVG = average,     
SD = standard deviation) 




















P1 M 55 12 16 R 87.20 50 23 50 58.33 97.50 97.50 93.75 
P2 F 50 29 16 L 25.20 49 3 1 0.99 83.75 81.25 77.50 
P3 F 63 62 16 R 52.00 46 21 10 17.59 85.00 93.75 95.00 
P4 M 79 13 16 R 74.10 49 18 52 67.96 93.75 95.00 90.00 
P5 M 67 8 18 R 30.80 48 9 4 6.11 87.50 77.50 76.25 
P6 M 49 113 16 R 66.60 48 22 44 55.97 91.25 97.50 93.75 
P7 M 55 137 16 R 48.00 46 12 6 14.07 86.25 91.25 88.75 
P8 F 71 37 16 R 95.20 50 26 45 59.07 93.75 100.00 91.25 
P9 F 53 12 16 R 80.40 49 24 37 64.81 98.75 90.00 93.75 
P10 M 78 22 18 R 92.10 49 22 41 33.70 92.50 n/a 91.25 
P11 M 68 104 12 R 40.00 46 12 1 2.78 77.50 72.50 88.75 
P12 M 42 18 13.5 L 92.70 49 21 43 56.94 92.50 96.25 91.25 
P13 F 64 24 13 R 64.40 49 16 41 40.56 100.00 92.50 86.25 
P14 F 71 74 12 R 87.20 44 16 43 56.48 78.75 85.00 90.00 
P15 M 61 152 16 R 74.30 51 21 54 52.22 95.00 100.00 92.50 
P16 F 70 152 16 R 78.00 50 15 24 48.33 100.00 97.50 97.50 
P17 M 80 22 18 R 28.90 43 8 1 7.78 91.25 72.50 85.00 
P18 F 48 14 16 R 13.00 40 10 0 0.00 92.50 77.50 76.25 
P19 M 65 16 18 R 11.70 43 10 0 0.37 81.25 66.25 85.00 
P20 M 62 12 16 R 65.40 37 11 1 7.22 78.75 86.25 88.75 
P21 M 60 24 16 R 45.20 42 6 6 5.19 62.50 62.50 46.25 
P22 M 69 170 16 R 40.40 49 8 3 6.85 93.75 96.25 90.00 
P23 F 76 33 18 R 37.50 34 19 2 2.22 62.50 82.50 20.00 
P24 F 64 115 12 R 58.00 36 12 15 20.56 82.50 88.75 85.00 
P25 M 62 15 12 R 56.00 51 15 21 35.74 87.50 92.50 93.75 






P26 M 49 49 12 R 85.50 49 20 53 68.61 96.25 96.25 95.00 
P27 M 81 11 12 R 73.80 51 22 24 40.56 n/a n/a n/a 
P28 M 49 67 12 R 32.30 44 2 3 5.00 82.50 87.50 80.00 
P29 M 39 18 16 R 71.30 52 14 36 47.22 93.75 98.75 97.50 
P30 M 64 13 12 L 79.60 50 17 41 45.93 92.50 97.50 93.75 
P31 M 62 21 16 L 91.50 46 18 42 74.26 95.00 96.25 92.50 
P32 M 68 21 13.5 R 82.50 49 12 33 31.48 91.25 97.50 91.25 
P33 M 58 23 14 R 61.80 51 18 10 11.94 92.50 93.75 93.75 
P34 M 53 467 17 R 94.00 50 26 55 65.74 93.75 92.50 95.00 
P35 M 47 19 16 R/ambi 91.40 47 24 55 66.67 93.75 96.25 n/a 
AVG   61.49 59.97 15.11   63.09 46.77 15.80 25.63 33.69 88.75 89.36 86.25 
STD   10.97 85.50 2.08   24.73 4.50 6.43 20.54 25.42 9.03 10.06 15.17 
Notes: MPO = months post-onset of stroke; WAB-R AQ = Western Aphasia Battery-Revised Aphasia Quotient (Kertesz, 2007); PPT = 
Pyramids and Palm Trees Test (Patterson & Howard, 1992); PALPA = Psycholinguistic Assessments of Language Processing in Aphasia 
(Kay, Coltheart, & Lesser, 1992); BNT = Boston Naming Test (Kaplan, Goodglass, & Weintraub, 2001); CCJ = Category Coordinate 
Judgment, CSJ = Category Superordinate Judgment, SFV = Semantic Feature Verification tasks (Meier et al., 2016) 
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Figure 8.2. fMRI task. (A) Example time series of experimental trials of real pictured items and 
scrambled control trials with 2-4 second inter-stimulation intervals. Differences between groups in 
fMRI task (B) accuracy and (C) reaction time (RT). 
 
8.2.4.  MR data preprocessing 
 MR data were preprocessed in SPM12 (http://www.fil.ion.ucl.ac.uk/spm/) 
using a standard preprocessing pipeline. First, slice timing correction was 
performed with reference to the middle slice in order to account for timing 
differences in slice acquisition. Resliced functional images were then 
coregistered to the T1-weighted structural scan. Next, the T1-weighted image 
was segmented in white matter, gray matter and cerebrospinal fluid based on 
SPM12’s tissue’s probability maps and then warped to the ICBM European brain 
template via affine transformation. Bias-corrected structural and functional 
images were normalized to MNI space via 4th degree b-spline interpolation. 
Finally, smoothing of the functional data was performed with a small kernel (i.e., 
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4mm) to improve reliability of first-level results but diminish the likelihood of 
smoothed activations entering lesioned tissue in PWA (Meinzer et al., 2013). 
In addition to this standard pipeline, additional steps were incorporated to 
ensure the quality of the data. Specifically, for patients, slice-by-slice, manually-
drawn lesion maps (with lesioned voxels preserved) and lesion masks (with 
lesioned voxels deleted) were included in the realignment, coregistration, 
segmentation and normalization stages to ensure appropriate alignment and 
masking of the lesion (Brett et al., 2001). For all participants, the alignment of 
normalized structural and functional images to the template was visually 
inspected using the Check Reg function in SPM12. Issues with patient T1 
alignment to MNI space were mitigated through manual correction of the images 
or re-running the preprocessing pipeline after skull-stripping. Finally, the Artifact 
Detection Tools (ART) toolbox (https://www.nitrc.org/projects/artifact_detect/) 
was used to check for persistent motion artifacts in the normalized functional 
data. Outlier volumes were identified as those with global signal intensities that 
deviated more than 3 standard deviations from the mean image intensity; 
volumes that were displaced more than 2mm or rotated greater than .5 radians 
from the preceding volume. 
8.2.5.  Analysis of whole-brain activation 
Analysis of the fMRI data was completed to identify regions of interest 
(ROIs) at the group and single-subject level for the effective connectivity 
analysis. A 1st-level autoregressive general linear model (GLM) that modeled the 
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canonical hemodynamic response function plus its temporal derivative was used 
for all participants. The GLM included concatenated data from each run of the 
fMRI task. Experimental (i.e., PICS), control (i.e., SCR) and fixation (i.e., FIX) 
conditions were modeled as effects of interest, and motion parameters and 
outlier volumes were included as nuisance regressors. For the purpose of the 
connectivity analysis, 1st-level activation maps of the contrast of interest PICS – 
SCR were obtained at an uncorrected threshold (p < 0.001). In the event that 
activation was not observed within ROIs at the single-subject level at this 
threshold, the procedure outlined in the section entitled “Localization of volumes 
of interest (VOIs)” was followed. 
Second-level analyses of the PICS – SCR contrast were performed to 
identify regions of robust whole-brain activation within each group and verify the 
importance of our ROIs within the semantic network. Specifically, multi-subject 
one-sample t-tests with a cluster-defining uncorrected threshold of p < 0.01 and 
F.W.E. cluster-corrected threshold of p < 0.05 were conducted with 10,000 
permutations using the Statistical nonparametric mapping (SnPM) toolbox 
(http://warwick.ac.uk/snpm). Given the heterogeneity of lesion location and 
behavioral profiles of our patient sample, a voxel-wise uncorrected threshold of p 
< 0.001 was used to identify distinct activation peaks within ROIs for each group. 
Of the 10 ROIs selected a priori based on the literature, only ROIs active at the 
2nd level in patients and/or controls were included in the effective connectivity 
analysis. 
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8.2.6.  Effective connectivity analysis 
 Dynamic causal modeling (DCM; Friston et al., 2003; Kahan & Foltynie, 
2013; Stephan et al., 2010, 2017) is a method of task-based effective 
connectivity that uses Bayesian estimations on causal interactions between 
modeled regions to make inferences regarding how changes in activity in one 
region affect the rate of change in another region and how interregional coupling 
is affected by external task conditions. The biophysical properties of neuronal 
activity and hemodynamic responses to external stimuli are modeled within five 
state equations in the DCM framework. Four of these equations comprise a 
hemodynamic forward balloon model that models changes in activity-dependent 
signals and subsequent changes in blood flow and volume and in 
deoxyhemoglobin. The fifth and final state equation captures the dynamics of 
neuronal activity through three parameters, modeled via matrices. The DCM-A 
matrix measures the latent connectivity of modeled regions in the absence of 
task inputs. The DCM-B matrix reflects the effect of external task conditions on 
the connectivity between modeled regions. Finally, the DCM-C matrix captures 
exogenous input of task effects on regions within the model.  
 Crucially, DCM is used to test specific, biologically-plausible hypotheses 
about subnetworks of regions (as opposed to other connectivity approaches that 
aim to delineate an entire network). As such, the three parameters within the 
neuronal state equation were specified according to known evidence regarding 
neurobiology and to test biologically plausible models of neural reorganization of 
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language in chronic aphasia (as schematized in Figure 8.1). First, all possible 
intra-hemispheric connections and connections between homologous inter-
hemispheric regions were specified in the DCM-A matrix. Across models, the 
exogenous task effect of PICS was modeled either to LITG, RITG or bilateral ITG 
given the nature of the semantic task and literature implicating inferior temporal 
cortex in early conceptual processing of visually presented material (Binder et al., 
2009). The DCM-B matrix was specifically structured to mimic the hypothesized 
task-based connectivity patterns of the lesion groups illustrated in Figure 8.1. 
Specifically, the model space contained 14 individual models, partitioned into four 
model families, as shown in Figure 8.3 and explained in further detail below. 
8.2.6.1. Model specification 
Family A: Left-lateralized connectivity (i.e., no/minimal damage). These 
models represented plausible semantic network connectivity in healthy, older 
adults. Specifically, model #1 included bidirectional connections between all left 
hemisphere regions and represented the extreme case of left-lateralized 
connectivity. Model #2 was similar to model #1 with the exception that task input 
to bilateral ITG and bidirectional inter-hemispheric connections between LITG 
and RITG were specified to reflect the likelihood of bilaterally represented low-
level semantic processing. Models #3 and #4 mirrored models #1 and #2, 
respectively, with the addition of bidirectional connections between inter-
hemispheric prefrontal regions. These models were created to align with the 
literature citing a reduction in hemispheric asymmetry of prefrontal cortex as a 
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function of normal aging (Cabeza, 2002). 
 
Figure 8.3. DCM model space. Fourteen individual models (#1-14) were constructed that belong 
to one of four model families, including Family A: Left-lateralized connectivity (i.e., no/minimal 
damage), Family B: Bilateral anterior-weighted connectivity (i.e., posterior damage models), 
Family C: Bilateral posterior-weighted connectivity (i.e., anterior damage models) and Family D: 
Right-lateralized connectivity (i.e., extensive left hemisphere damage). Latent extrinsic 
connections (denoted by gray lines) were specified between all intra-hemispheric ROIs and 
between interhemispheric homologues. The direction of task-modulated connections (denoted by 
the arrowhead) varied from model to model and were specified according to hypotheses 
regarding network connectivity patterns in healthy individuals and PWA. 
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Family B: Bilateral anterior-weighed connectivity (i.e., posterior damage 
models). The three models in this family were specified to reflect potential neural 
reorganization following damage to left posterior regions implicated in semantic 
processing (e.g., LMTG, LAG) due to MCA infarct. Model #5 was created under 
the assumption that the likelihood of extensive damage to LITG in the patient 
group would be low given the vascular distribution of the MCA. As such, 
bidirectional connections were specified between left prefrontal regions and LITG 
in this model. Greater task modulation of bilateral anterior connections as well as 
posterior right hemisphere regions were also specified in model #5 as a likely 
outcome of left temporoparietal damage. Model #6 mirrored model #5 but 
represented network connectivity in the event of intact local recruitment of LITG 
but functional disconnect of LITG from other left hemisphere regions due to 
lesion. Model #7 was specified to model the potential ramifications of extensive 
damage to all temporoparietal cortex, including LITG. 
Family C: Bilateral posterior-weighted connectivity (i.e., anterior damage 
models). Models within this family were designed to reflect potential functional 
reorganization in the event of damage to left inferior frontal regions with sparing 
of dorsolateral prefrontal cortex. Model #8 modeled connections between left 
dorsolateral prefrontal cortex and left posterior regions as well as bidirectional 
right intra-hemispheric connections and connections between left dorsolateral 
prefrontal and right prefrontal cortices. Model #9 was the same as model #8 with 
the addition of exogenous task input to RITG and bidirectional connections 
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between bilateral ITG. Model #10 mirrored model #9 with additional bidirectional 
connections between RIFGtri and RITG as a potential right hemisphere 
compensation for lost LIFGtri connections. 
Family D: Right-lateralized connectivity (i.e., extensive left hemisphere 
damage). Models within this family were created to reflect potential connectivity 
patterns in the event of damage to anterior and posterior canonical language 
cortex (i.e., models #11-13) and extensive left hemisphere damage not only to 
traditional language regions but extending into dorsolateral prefrontal cortex (i.e., 
model #4). Similar to previously-described models, model #11 was created to 
reflect potentially-intact connections including inferior temporal and prefrontal 
regions, which would be least likely to be damaged after MCA stroke. Model #12 
was created with the assumption that left inferior temporal and prefrontal regions 
may remain functionally connected to right hemispheric homologous regions 
even in the event of left intra-hemispheric disconnect. Similarly, model #13 
mirrored model #12 with the exception of exogenous task input and connectivity 
of LITG. Finally, model #14 was created to illustrate the most extreme case of 
right-lateralized task-based connectivity in the event of extensive damage to the 
entire left hemisphere.  
 Following construction of the DCM model space, VOIs were identified for 
each participant (see below) and the models were specified and estimated for 
each subject. Bilinear, two-state and non-stochastic modeling (Marreiros, Kiebel, 
                                                                                 
 185 
& Friston, 2008; Seghier et al., 2010) was implemented using the DCM10 toolbox 
within SPM12. 
8.2.6.2. Localization of volumes of interest (VOIs) 
 Procedures similar to those utilized in Meier et al. (see Chapter 7) were 
used to ensure activity was extracted from a similar anatomical location within 
each ROI across participants. Regions that were active at the 2nd level in patients 
and/or controls were included in the final model space. The 2nd-level peak 
maxima served as the center point of 35x50x35mm (or in the case of bilateral 
IFGtri, 30x30x30mm) bounding boxes created using MarsBaR (Brett et al., 
2002). If a region was activated in both groups at the 2nd level, homotopic 
bounding boxes were created for each group and combined. Bounding boxes 
were subsequently trimmed to fit the anatomical boundaries of ROIs per the 
Automated Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002). Next, 
left hemisphere anatomically-constrained bounding masks were lesioned by 
intersecting each patient’s manually-drawn lesion map with the masks and by 
retaining only non-lesioned mask voxels. The amount of spared tissue within 
each lesioned mask was calculated so that the potential functionality of 
remaining tissue could be assessed for each patient and ROI. Last, 1st-level peak 
maxima for PICS – SCR within each ROI were identified for each participant.  
The MNI coordinates corresponding to these peaks served as the center 
of volumes of interest (VOI) in the form of 8mm eigenvariate spheres of the task 
time series. In the event that activity at the prescribed threshold (i.e., p < 0.001, 
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uncorrected) was not observed within a given region for an individual, the 
threshold was lowered to p < 0.01. If activation was still not observed, a three-
tiered decision process was implemented. First, if the subject was a patient who 
did not exhibit activation within a highly-damaged left hemisphere region (i.e., < 
approximately 50% spared tissue within the regional bounding mask), a noisy 
signal (at p = 1.0, uncorrected) was extracted at the group-level MNI coordinate 
for that region. Noisy VOIs have been used in previous DCM studies of stroke 
patients (Meier et al., accepted; Seghier et al., 2012, 2014) as they represent a 
good approximation of damage to a region due to lesion (Seghier et al., 2010) 
and allow for the inclusion of patients who would otherwise be excluded from the 
analysis due to incompatible DCM matrices. Second, if a participant in either 
group exhibited no activation within a region outside the canonical language 
network (i.e., left dorsolateral prefrontal cortex, any right hemisphere ROI), a 
noisy signal was similarly extracted. The rationale here was to allow for 
comparison between participants (e.g., healthy controls, patients with minimal left 
hemisphere damage) who may require only left hemisphere language cortex for 
lexical-semantic processing to subjects who activate additional regions (e.g., 
patients with a high degree of left hemisphere damage). If neither of these 
scenarios applied and a participant did not exhibit activity, then that participant 
was excluded from the DCM analysis. 
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8.2.6.3. Model-level inference 
 Following VOI localization and model estimation, inferences regarding the 
DCM results were made at the model level. First, Bayesian parameter averaging 
(BPA; Stephan et al., 2010) was performed across outputs from the two runs of 
the task so that one set of models for each participant remained. A random 
effects Bayesian model selection (BMS; Penny et al., 2004) was performed at the 
individual and group levels to determine which of the 14 models exhibited the 
highest probability of explaining semantic network connectivity beyond prior 
expectation. Given potential uncertainty in the model structure (especially within 
model families), a family-wise BMS (Penny et al., 2010) was also performed for 
each participant and each group to determine which family of models best fit the 
data. Within the family-wise BMS analysis, Bayesian model averaging (BMA) 
was performed such that averages were weighted according to model fit across 
all families.  
8.2.6.4. Parameter-level inference 
 Following model-level inference, inferences on task-modulated 
parameters (within the DCM-B matrix) were made. Within the DCM framework, 
task-modulated connections (measured via Ep.B values, in Hertz) reflect regions 
that are functionally in-sync during the experiment. Specifically, change in activity 
due to external task effects in the driving region of a connection (e.g., LIFGtri in 
LIFGtriLITG and LIFGtriRIFGtri) results in a change in activity in the target 
region (e.g., LITG and RIFGtri in LIFGtriLITG and LIFGtriRIFGtri). Within the 
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two-state DCM framework implemented in the present study, Ep.B values 
capture not only the strength of the connection but also the directionality of the 
effect. Positive Ep.B values are typically interpreted as excitatory (where the 
change in activity in a driving region increases the activity within the target 
region) whereas negative values are interpreted as inhibitory. Zero values 
indicate null recruitment of a certain connection. 
 To address aim 1 and determine the connections most critical for PWA 
and controls, one-sample t-tests were conducted on coupling parameters (i.e., 
Ep.B values) within each group, corrected at a 10% false discovery rate (FDR; 
Benjamini & Hochberg, 1995) for multiple tests. Next, between-group differences 
in task-modulated connections were examined via three one-way MANOVA 
models in which the independent variable in each model was group (PWA vs. 
controls) and the dependent variables were Ep.B values from either the 12 left 
intra-hemispheric connections (MANOVA #1), six right intra-hemispheric 
connections (MANOVA #2) or six inter-hemispheric connections (MANOVA #3).  
8.2.7.  Relationships between effective connectivity, lesion characteristics 
and behavior in PWA 
 To address aim 2, we first classified patients by lesion site according to 
the subgroups shown in Figure 8.1. Specifically, patients with ≥ 75% spared 
tissue in all left hemisphere ROI masks were classified as belonging to group 0. 
Patients with ≥ 75% spared tissue in left frontal ROIs but < 75% spared tissue in 
any posterior ROI were classified as belonging to group 1. Patients with ≥ 75% 
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spared tissue in all left hemisphere ROI masks excluding LIFGtri were classified 
as belonging to group 2. Patients with < 75% spared tissue in all ROI masks 
excluding LMFG were placed into group 3, and finally, patients with < 75% 
spared tissue in all left hemisphere ROIs were classified into group 4.  
 Lesion group classification was subsequently used as the independent 
variable in a series of linear regression models to determine whether lesion site 
predicted effective connectivity (captured globally via family-wise exceedance 
probability [xp] values), overall aphasia severity (per WAB-R AQ) or lexical-
semantic skills (per fMRI task accuracy). To determine whether lesion extent 
predicted effective connectivity patterns and/or language abilities, similar linear 
regression models were run with total lesion volume (in mm3) as the independent 
variable.  
8.3.    Results 
8.3.1.  Whole-brain activity 
Within the original sample, MR data were unusable due to hardware 
issues for two controls and due to artifact from implanted material in one patient 
(P35). Imaging data were not collected for another control subject due to 
claustrophobia in the scanner. Ultimately, fMRI data from 19 controls and 34 
PWA were included in analyses of brain activation. 
In the control group, the permutation test resulted in three large clusters of 
positive activation for PICS – SCR at an uncorrected cluster-defining threshold of 
p < 0.01 and F.W.E. cluster-corrected threshold of p < 0.05 (kcrit = 263 voxels) 
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(see Supplemental Figure 8.1A). The largest cluster was located in left posterior 
temporo-occipital cortex with sub-peaks located in LITG and the left fusiform 
gyrus.  Another large posterior cluster was localized in the right middle and 
inferior occipital gyri and right fusiform gyrus. Peak frontal activity in controls was 
found in all three parts of LIFG. Negative activity (i.e., regions activated more for 
the SCR than PICS condition) was observed in regions associated with the 
default mode network (DMN), including right angular and supramarginal gyri 
(RAG, RSMG, respectively), bilateral precuneus, and right superior frontal gyrus 
with extension into RMFG.  
 In PWA, the permutation test resulted in four large clusters of positive 
activation at an uncorrected cluster-defining threshold of p < 0.01 and F.W.E. 
cluster-corrected threshold of p < 0.05 (kcrit = 274 voxels) (see Supplemental 
Figure 8.1B). Similar to controls, the largest clusters of activity for PICS-SCR in 
patients were found in posterior regions, including bilateral ITG with extension 
into neighboring inferior occipital and fusiform gyri. Peak frontal activity was 
located in the left supplementary motor area (LSMA) with extension into superior 
and middle dorsomedial and dorsolateral prefrontal cortex. Another positive 
cluster was found in ventral frontal regions, with sub-peaks within LIFGorb, left 
precentral gyrus and left posterior orbitofrontal cortex. Similar to controls, task 
negative activation for patients was observed primarily in DMN regions, including 
RAG, RSMG, right precuneus, and right mid-cingulate cortex as well as right 
cuneal, lingual and calcarine cortices. 
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 To identify distinct activation peaks within ROIs we selected a priori, 2nd-
level activation maps at an uncorrected voxel-wise threshold (p < 0.001) and 
were obtained. As shown in Figure 8.4, activation peaks were found in seven of 
the original 10 ROIs in either controls and/or patients at the group level. It should 
be noted that PWA activated a cluster in the left temporoparietal cortex that had 
sub-peaks in LMTG and LAG. Therefore, these two ROIs were collapsed into a 
single left temporoparietal cortex (LTPC) ROI. The seven activated ROIs were 
included in the DCM model space and the corresponding peaks within each 
group were used to create bounding masks to extra individual participant peaks 
for the effective connectivity analysis. 
8.3.2.  Tissue integrity and activation within ROIs 
 Bounding masks created based on the 2nd-level analyses are shown in 
Supplemental Figure 8.2. The spared tissue calculations revealed that the LIFGtri 
and left temporoparietal cortex (LTPC) masks were the most damaged regions 
across the patient group whereas the most spared left hemisphere ROI was LITG 
followed by LMFG (see Table 8.3). Specifically, 15 patients had less than 75% 
spared tissue in the LIFGtri mask while 14 patients had less than 75% spared 
tissue in LTPC. By comparison, only four patients had less than 75% intact tissue 
in the LMFG mask and all patients but one had more than 75% intact tissue in 
LITG. These findings are consistent with the whole brain lesion overlay (Figure 
8.5), which shows that the greatest areas of left hemisphere damage were 
localized to frontal and temporal lobe tissue nearest the Sylvian fissure.  
                                                                                 
 192 
 
Figure 8.4. Whole brain activation in controls (in cyan, at top) and patients (in red, at bottom) at 
an uncorrected threshold (p < 0.001). Peak maxima within each ROI within each participant group 
are denoted by dashed-lined circles with MNI coordinates corresponding to each peak listed in 
the tables at the bottom of the figure. 
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      Figure 8.5. Lesion overlay in PWA (n = 34) 
For the effective connectivity analysis, noisy VOIs were extracted from LIFGtri for 
eight PWA (P5, P11, P18, P21, P22, P32, P33 and P34), LTPC for another eight 
PWA (P1, P4, P5, P6, P9, P25, P27 and P28), LMFG for two PWA (P21 and 
P28) and LITG for one patient (P20) due to anatomical damage. As per the 
previously-described VOI localization decision procedure, noisy VOIs were also 
extracted from ROIs outside the canonical lexical-semantic network (i.e., LMFG 
and right hemisphere ROIs), including LMFG for one patient (P13), RIFGtri for six 
patients (P4, P8, P11, P18, P25 and P30) and RMTG for one patient (P27) and 
one control. Four patients (P3, P10, P19 and P29) and one control demonstrated 
minimal activity within the majority of ROI masks and were excluded from the 
DCM analysis. All participants included in the effective connectivity analysis (i.e., 
30 PWA and 17 controls) had at least five functional VOIs.  
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Table 8.3. Percentage of spared tissue in each left hemisphere ROI and 
lesion group classification (AVG = average, SD = standard deviation) 
ID 
Lesion 
volume LMFG LIFGtri LTPC LITG Lesion Group 
P1 57246.00 100.00 100.00 42.59 100.00 Posterior (1) 
P2 249934.00 91.96 30.50 89.24 96.12 Anterior (2) 
P3 175378.00 100.00 99.94 1.77 92.62 Posterior (1) 
P4 84778.00 100.00 100.00 32.50 92.09 Posterior (1) 
P5 171944.00 100.00 79.38 30.90 90.33 Posterior (1) 
P6 298967.00 75.93 9.66 2.68 97.87 Extensive, LMFG+ (3) 
P7 181973.00 97.05 93.21 61.07 99.99 Posterior (1) 
P8 11660.00 100.00 100.00 100.00 100.00 Minimal (0) 
P9 76553.00 100.00 100.00 44.28 100.00 Posterior (1) 
P10 32114.00 100.00 100.00 99.99 80.58 Minimal (0) 
P11 186845.00 99.36 19.58 89.06 99.99 Anterior (2) 
P12 12131.00 100.00 99.85 99.53 100.00 Minimal (0) 
P13 96932.00 94.64 60.82 87.06 100.00 Anterior (2) 
P14 189309.00 59.08 87.23 84.16 100.00 Anterior (2) † 
P15 163488.00 99.98 52.03 68.77 99.89  Extensive, LMFG+ (3) 
P16 69643.00 99.82 92.39 99.32 100.00  Minimal (0) 
P17 89026.00 99.79 61.69 95.54 100.00  Anterior (2) 
P18 164327.00 100.00 11.98 73.29 100.00  Extensive, LMFG+ (3) 
P19 247593.00 79.34 9.00 69.40 99.99  Extensive, LMFG+ (3) 
P20 100019.00 100.00 100.00 99.19 52.92  Posterior (1) 
P21 172812.00 11.63 67.49 90.84 100.00  Anterior (2) ‡ 
P22 183449.00 99.03 60.89 26.01 99.72  Extensive, LMFG+ (3) 
P23 184390.00 95.32 84.67 75.49 96.99  Minimal (0) 
P24 127704.00 79.39 72.82 88.55 99.72  Anterior (2) 
P25 76654.00 100.00 88.29 64.51 100.00  Posterior (1) 
P26 87587.00 100.00 92.44 99.99 99.97  Minimal (0) 
P27 51699.00 100.00 100.00 54.11 96.89  Posterior (1) 
P28 317071.00 2.00 53.92 30.07 89.24  Extensive, LMFG- (4) 
P29 26221.00 100.00 99.52 97.94 100.00  Minimal (0) 
P30 34148.00 100.00 96.49 100.00 100.00  Minimal (0) 
P31 1565.00 100.00 100.00 100.00 100.00  Minimal (0) 
P32 80283.00 90.52 3.14 100.00 100.00  Anterior (2) 
P33 186520.00 62.29 12.99 100.00 100.00  Anterior (2) ‡ 
P34 120817.00 95.25 39.96 94.12 99.97  Anterior (2) 
AVG 126787.65 89.19 70.00 73.29 96.61 n/a 
STD 82129.98 23.49 33.63 30.15 8.82 n/a 
Notes: Lesion volume in mm3. Red, bold font reflects < 75% spared tissue within a given regional 
mask. Lesion classification denoted by descriptor and group number, similar to Figure 7.1. 
Exceptions to classifications shown in Figure 7.1 are denoted by symbols, where † indicates an 
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“anterior damage” classification was given despite primary damage to LMFG (rather than LIFGtri) 
and ‡ indicates an “anterior damage” classification was given despite damage to both LIFGtri and 
LMFG. LMFG = left middle frontal gyrus, LIFGtri = left inferior frontal gyrus, pars triangularis, 
LTPC = left temporoparietal cortex, LITG = left inferior temporal gyrus. P35 is not included in the 
table since lesion delineation was not possible due to image distortion. 
 
VOI overlays for all controls and all PWA are shown in Supplemental 
Figures 8.3A and 8.3B, respectively. For each ROI, the distance between 
individual participants’ peak maxima and the center of ROI masks was calculated 
(𝑑 =  √(𝑥2 −  𝑥1)2 +  (𝑦2 −  𝑦1)2 +  (𝑧2 −  𝑧1)2 ). No significant between-group 
differences were found in distance metrics for any ROI (LMFG: t(42) = -0.349, p 
= 0.729; LIFGtri:t(37) = -0.955, p = 0.345; LTPC: t(37) = -0.171, p = 0.865; LITG:, 
t(44) = -0.599, p = 0.552; RIFGtri: t(39) = 1.009, p = 0.319; RMTG: t(43) = 1.235, 
p = 0.228; RITG: t(45) = 0.370, p = 0.713), indicating that activation used in the 
DCM analysis was extracted from a similar location within MNI space in patients 
and controls across regions (Supplemental Figure 8.2C). 
8.3.3. DCM model-level inference 
 Single-subject and group-level model fit was quantified by the exceedance 
probability (xp) values of each model and model family. High xp values (e.g., ≥ 
0.90) reflect that a given model or family explains the variance in the time series 
to a greater extent than prior expectation suggests. In controls, the BMS results 
aligned with our hypotheses as the best-fit individual model was model #4 (xp = 
0.750) followed by model #2 (xp = 0.151). Consistent with the individual model 
results, Family A: Left-lateralized connectivity (i.e., no/minimal damage) was a 
good fit for controls’ data with an xp value of 0.949. In PWA, the best-fit individual 
model was model #10 (xp = 0.527) followed by models #4 (xp = 0.3341) and #2 
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(xp = .054). Contrary to our hypotheses but unsurprising given the individual 
model results, the best-fit families in PWA were Family A: Left-lateralized 
connectivity (i.e., no/minimal damage) (xp = 0.568) and Family C: Bilateral 
posterior-weighted connectivity (i.e., anterior damage models) (xp = 0.424). See 
Figure 8.6 for a visualization of the model fit results. As mentioned previously, 
because of the heterogeneity in model fit, BMA weighted across all model 
families was performed, which yielded a single set of parameters for each 
participant that we further examined.  
 
Figure 8.6. Model fit. (A) Family-wise Bayesian Model Selection (BMS) in both participants groups 
and individual model results in (B) controls (top) and patients (bottom). 
 
8.3.4.  DCM parameter-level inference 
One-sample t-tests of controls’ task-modulated connections yielded 
significant results only for connections driven by LITG (i.e., LITGLIFGtri, 
LITGLMFG, LITGLTPC, and LITGRITG) (Figure 8.7A). On the other hand, 
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the semantic condition of PICS significantly modulated many connections within 
the patients’ semantic network. These connections included the same LITG-
driven connections that were significant in the controls’ network and also 
LIFGtriLMFG within the left hemisphere, additional interhemispheric 
connections (i.e., LIFGtriRIFGtri and RITGLITG) and several right intra-
hemispheric connections (i.e., RIFGtriRMTG, RITGRIFGtri and 
RITGRMTG) (Figure 8.7B). 
 The between-group comparisons partially aligned with our hypotheses. 
Specifically, while the overall effect of group was not significant for right intra-
hemispheric task-modulated coupling (F(6,40) = 0.771, Pillai’s trace = 0.104, p = 
0.597), the main effect of group was on the cusp of significance for 
interhemispheric connectivity (F(6,40) = 2.337, Pillai’s trace = 0.260, p = 0.050). 
However, none of the univariate effects of the inter-hemispheric model survived 
multiple comparison correction. Critically, the effect of group was significant in 
the left intra-hemispheric connection model (F(12,34) = 3.518, Pillai’s trace = 
0.554, p = 0.002) (Figure 8.7C). After FDR correction, univariate results showed 
that modulation by the semantic task resulted in stronger excitatory coupling for 
LITGLIFGtri (F(1,45) = 18.826, p = 0.001) and LITGLTPC (F(1,45) = 9.393, p 
= 0.022) in controls relative to PWA. Of note, the between-group differences 
were the result of differences in connection strength rather than the nature of the 
connections. Specifically, excitatory task-modulated coupling was found for all 
connections significantly recruited in both groups. 




Figure 8.7. Task-modulated connectivity. Significant connections in (A) controls and (B) patients 
where the arrowhead indicates the direction of the connection between regions and the 
parameter value is shown in Hertz. (C) Univariate results of the significant MANOVA model 
testing for between-group differences in left intra-hemispheric task-modulated connections show 
that controls had stronger excitatory connectivity of LITGLIFGtri and LITGLTPC. 
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8.3.5.  Relationships between lesion characteristics, effective connectivity 
and language skills in PWA 
Lesion group membership is shown in the last column of Table 8.3. Of the 
30 PWA included in the DCM analysis (excludes P3, P10, P19 and P29), seven 
patients were classified as belonging to group 0 (minimal damage); eight were 
classified as belonging to group 1 (posterior damage); 10 PWA were classified as 
belonging to group 2 (anterior damage); four individuals were classified as 
belonging to group 3 (extensive damage, spared LMFG); and one patient fell into 
group 4 (extensive damage, damaged LMFG). Given that so few patients were 
classified as belonging to either groups 3 or 4, these two lesion groups were 
combined into a single “extensive damage” group for the regression analyses. 
Thus, lesion classifications included four levels: minimal, posterior, anterior, and 
extensive damage.  
 First, to test whether lesion classification was related to global effective 
connectivity characteristics (per DCM family-wise xp values), a regression model 
was built that included the categorical variable of lesion group and its interaction 
with DCM family (also categorical with four levels [i.e., Families A-D]). Reference 
levels for lesion group and DCM family were, respectively, group 0 (minimal 
damage) and Family A: Left-lateralized connectivity (i.e., no/minimal damage). 
The overall model was significant (F(15,104) = 2.223, p = 0.010, R2 = 0.134) with 
a significant interaction of group 2 (anterior damage) by Family C xp value (β = 
0.153, t = 2.376, p = 0.019), such that relative to the referents, patients with 
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primarily anterior damage had higher model fit for Family C: Bilateral posterior-
weighted connectivity (i.e., anterior damage). To further explore this finding, we 
conducted post-hoc pairwise comparisons between lesion groups of estimated 
marginal means for Family C xp values. After Tukey adjustment for multiple 
comparisons, results indicated that patients in lesion group 2 (anterior damage) 
had significantly higher xp values for Family C than patients in lesion group 1 
(posterior damage) (t = 2.849, p = 0.027) and trending higher xp values than 
patients in lesion group 3 (extensive damage) (t = 2.547, p = 0.059).  
Next, lesion group was used as a predictor variable of language skills in 
two separate regressions. The model predicting overall aphasia severity (per 
WAB-R AQ) from lesion group membership approached significance (F(3,26) = 
2.618, p = 0.072, R2 = 0.143) such that relative to patients in group 0 (minimal 
damage), patients in group 1 (posterior damage) had a similar degree of 
impairment (β = -15.538, t = -1.367, p = 0.183), patients with anterior damage 
had trending lower AQ (β = -21.280, t = -1.967, p = 0.060), and patients with 
extensive damage had significantly lower AQ (β = -34.680, t = -2.698, p = 0.012). 
The overall model predicting fMRI task accuracy from lesion group membership 
also approached significance (F(3,26) = 2.567, p = 0.076, R2 = 0.140) wherein 
relative to group 1 (minimal damage patients), patients in group 2 (anterior 
damage) were significantly less accurate in making semantic judgments (β = -
23.042, t = -2.461, p = 0.021), but patients in group 1 (posterior damage) (β = -
3.505, t = -0.356, p = 0.724) and group 3 (extensive damage) (β = -13.598, t = -
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1.222, p = 0.233) were not.  
Last, to test whether lesion extent predicted effective connectivity and 
language abilities in the patients, the same regression models were run with the 
continuous variable of total lesion volume replacing lesion group. The overall 
model predicting xp values from lesion volume and the interaction with DCM 
family was significant (F(7,112) = 2.203, p = 0.039, R2 = 0.066) but none of the 
interaction terms approached significance, meaning that family-wise DCM model 
fit did not significantly vary as a function of total left hemisphere damage. The 
model predicting WAB-R AQ from total lesion volume was significant (F(1,28) = 
18.110, p < 0.001, R2 = 0.371), such that greater lesion volume was associated 
with more severe aphasia. By contrast, the overall model predicting fMRI task 
accuracy from total lesion volume was not significant (F(1,28) = 2.873, p = 0.101, 
R2 = 0.060), suggesting that semantic feature knowledge was not dictated by 
overall lesion size. The implications of specific findings are discussed in greater 
detail below. 
8.4.     Discussion 
 The overarching aims of this study were to determine differences in 
lexical-semantic task-based connectivity between patients with chronic aphasia 
and healthy controls and to investigate whether a lesion- and connectivity-based 
hierarchical model of language conforms to patterns of chronic aphasia recovery 
documented in the patient literature. At the level of network models, controls 
demonstrated the predicted preference for models in Family A: Left-lateralized 
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connectivity (i.e., no/minimal damage) whereas patients demonstrated an 
unexpected split preference for Family A and Family C: Bilateral posterior-
weighted connectivity (i.e., anterior damage models). At the level of network 
connections, only connections within the left hemisphere were significantly 
modulated by the semantic feature judgment task for controls while several 
connections within and between both hemispheres were modulated by the task in 
PWA. Direct comparison of connectivity parameters revealed that PWA had 
significantly weaker left intra-hemispheric task-modulated connections than 
controls. Within PWA, the proposed hierarchical lesion-connectivity model 
(Figure 8.1) was partially validated for certain lesion subgroups. Total lesion 
volume significantly predicted overall aphasia severity but not task-based 
connectivity metrics or accuracy on the fMRI task.    
8.4.1.  Differences between PWA and controls in bilateral lexical-semantic 
network connectivity  
 In terms of model-level inferences, the results in the healthy control group 
align with our predictions. Specifically, models within Family A: Left-lateralized 
connectivity were specifically created to mimic likely lexical-semantic connectivity 
patterns in healthy individuals, and these models were an excellent fit for the 
control data. Furthermore, the individual best-fit model for controls was model #4, 
a model that not only included full bidirectional left intra-hemispheric connections 
but also modeled interhemispheric connections between prefrontal and inferior 
temporal regions. Older healthy individuals may rely on bilateral involvement 
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during lexical-semantic tasks due to normal aging, an interpretation which has 
been suggested previously in the healthy aging literature (Baciu et al., 2016; 
Davis et al., 2014; Hoffman & Morcom, 2018; Manenti et al., 2013; Meinzer et al., 
2009; Obler et al., 2010). 
 In PWA, best-fit model families partially aligned with predictions per our 
proposed hierarchy (see Figure 8.1). If network characteristics were indeed 
driven by lesion size and location, we expected model fit to be split between 
Family B: Bilateral anterior-weighted connectivity (i.e., posterior damage models), 
Family C: Bilateral posterior-weighted connectivity (i.e., anterior damage models) 
and Family D: Right-lateralized connectivity (i.e., extensive left hemisphere 
damage). However, the best-fit family for PWA was Family A, followed by Family 
C with very low probability values for either Family B or D. Given that patients 
comprising this sample had varying degrees of widespread damage to frontal, 
temporal, and parietal regions (see Table 8.3), these results indicate that function 
is not entirely dictated by structural damage in patients with chronic aphasia. 
(This is a point that we return to in the following section, 8.4.2. Lesion, 
connectivity and language patterns in PWA).    
 The parameter-level results yielded striking differences between patients 
and controls. In line with our hypotheses, the lexical-semantic task significantly 
modulated several left intra-hemispheric connections in both controls and PWA, 
including connections in which LITG exerted a modulatory effect on other 
network ROIs (i.e., LMFG, LIFGtri, LTPC and RITG). These results make sense 
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given that exogenous task input was modeled to LITG in most network models. 
These results may also reflect the importance of temporal cortex in general and 
inferior temporal regions in particular in lexical-semantic processing in healthy 
individuals (Binder et al., 2009; Price, 2012; Vigneau et al., 2006) and in PWA 
(Cloutman et al., 2009; DeLeon et al., 2007; Griffis, Nenert, Allendorfer, & 
Szaflarski, 2017b; Schwartz et al., 2009; Sims et al., 2016).  
Also consistent with our predictions, left intra-hemispheric task-modulated 
connections were significantly stronger in controls compared to PWA, which 
aligns with results from other connectivity studies comparing patients with chronic 
aphasia to healthy individuals (Geranmayeh et al., 2016; Meier et al., 2016; 
Sharp et al., 2010). Although the between-group comparisons of other 
connections did not reach statistical significance, the one-sample t-tests revealed 
that PWA significantly recruited additional connections that controls did not. 
Specifically, in patients, the semantic feature task significantly modulated more 
interhemispheric interactions, including LIFGtriRIFGtri and RITGLITG (see 
Figure 8.7B). Consistent with our previous investigations of left frontotemporal 
connectivity (Meier et al., 2016; Meier et al., accepted) regarding the importance 
of left frontal connectivity, an additional left intra-hemispheric connection from 
LIFGtri to LMFG was seen in patients but not controls. Finally, coupling between 
several regions within the right hemisphere in the patients, as per our 
hypotheses. It is possible that patients recruited a broader network of 
connections during the task to compensate for reduced coherence within the 
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language network due to functional and/or structural disconnection (Abel et al., 
2015). Alternatively, the most distributed network in PWA may be an indication of 
increased cognitive effort associated with the lexical-semantic task. These 
conclusions are tentative, however, and must be explored further in future task-
based connectivity studies involving patients with chronic aphasia. 
8.4.2.  Lesion, connectivity and language patterns in PWA 
One of the central goals of this study was to explicitly test whether lesion, 
connectivity and language profiles in PWA adhere to a recovery hierarchy similar 
to Heiss and Thiel’s (2006) model. In line with our hypotheses (see Figure 8.1), 
we found that patients with anterior damage (primarily to LIFGtri) demonstrated 
higher preference for bilateral posterior-weighted connectivity (i.e., anterior 
damage) models and exhibited greater aphasia severity and lower fMRI task 
accuracy compared to patients with minimal (or posterior) brain damage. Several 
studies in healthy individuals (Badre & D’Esposito, 2007; Badre et al., 2005; 
Devlin et al., 2003; Gold & Buckner, 2002; Noonan et al., 2013; Poldrack et al., 
1999; Thompson-Schill et al., 1997; Wagner et al., 2001) and PWA (Abel et al., 
2014, 2015; Fridriksson et al., 2010; Kiran et al., 2015; Marcotte et al., 2012; 
Rochon et al., 2010; Rosen et al., 2000; Sims et al., 2016; van Hees, McMahon, 
Angwin, de Zubicaray, & Copland, 2014; van Oers et al., 2010) have shown that 
LIFG is active during lexical-semantic fMRI paradigms and is likely critical for 
tasks requiring semantic access or control. As such, it is possible that the 
topology of lexical-semantic networks is highly dictated and altered by damage to 
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LIFGtri, more so than other regions within the language network.  
Indeed, our other findings align with this interpretation. Specifically, we 
found that lexical-semantic network characteristics (as encapsulated by xp 
values) were not entirely dictated by lesion location in patients with posterior or 
extensive left hemisphere damage. In fact, of the 15 PWA who fell into these two 
lesion groups, eight patients demonstrated individual preference for Family A: 
Left-lateralized connectivity (i.e., no/minimal damage) models. At first, these 
results appear quite counterintuitive, but it is possible that these patients 
displayed a “normal” connectivity pattern due to intact (direct or indirect) 
functional connections between LIFGtri, LMFG and LITG that were modeled in 
Family A (and C) but not in Families B or D. In particular, strong LITG-driven 
latent and task-modulated connections appeared to constitute normal 
connectivity for this task in healthy individuals. LITG was almost entirely intact in 
all PWA (excluding P20), and thus, it stands to reason that even patients with 
extensive damage to more superior temporal and parietal regions would rely on 
connectivity of LITG for making semantic feature judgments. Alternatively, these 
results might indicate that left frontotemporal connections (between intact LITG 
and LIFGtri or LMFG) constitute optimal left hemisphere lexical-semantic 
connectivity in PWA. The relative importance of specific connections cannot be 
ascertained for certain via our analyses but certainly warrant further examination 
in future work. 
Finally, consistent with our hypotheses and many prior studies (e.g., 
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Forkel et al., 2014; Ivanova et al., 2016; Kertesz, Harlock, & Coates, 1979; Lazar 
& Antoniello, 2008), the lesion group and total lesion volume regression results 
showed that patients with extensive left hemisphere damage had more severe 
aphasia. On the other hand, the extent of left hemisphere damage did not predict 
accuracy on the fMRI task. As such, it may be that the integrity of specific brain 
structures—rather than the gross integrity of an entire hemisphere—is more 
critical for determining the degree of specific linguistic impairments (Bonilha et 
al., 2014; Skipper-Kallal et al., 2017) while lesion volume alone can serve as a 
sufficient proxy for global deficits associated with aphasia. In all, these collective 
findings suggest that beneficial neural organization for language in patients with 
chronic aphasia cannot simply be described in terms of activation or connectivity 
within one hemisphere versus the other.  
8.4.3.  Study limitations and future directions 
Some limitations of the present study must be acknowledged. First, a 
pitfall of fMRI studies in general is that one cannot conclude that activation—or in 
this case, effective connections—are essential or incidental for task completion. 
In the present study, it is even more challenging to determine the necessity of 
specific connections given that our primary goal was to test the hierarchical 
model shown in Figure 8.1 rather than making inferences regarding specific 
connections. As such, we cannot definitively state which connections within a 
given family of models were most beneficial or detrimental to task performance. 
Second, we used a semantic feature judgment task—which required participants 
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to view pictures, read written features and make judgments regarding those 
features—as a proxy for the language network. It is possible that different results 
(e.g., less reliance on LITG connectivity) could have been attained had a different 
task been utilized. Therefore, replication of this study’s primary aims with other 
types of language tasks is warranted to reach more definitive conclusions 
regarding lesion, effective connectivity and language ability patterns in PWA. 
Moreover, while the metrics of spared left ROI tissue provided more nuanced 
interpretations regarding the effect of lesion on brain function than total lesion 
volume alone, meaningful lesion information was still missing from these 
analyses. For example, creating a lesion model that captures both cortical and 
subcortical white matter damage could provide more robust results regarding the 
impact of lesion on regions and white matter pathways essential for language 
processing. Finally, the lesion subgroups were quite small, resulting in reduced 
power in the linear regression analyses. As such, study replication with a larger 
patient cohort is warranted.  
8.5.    Conclusion 
 In conclusion, the findings of the present study indicate that neural 
recovery of language in chronic aphasia cannot be attributed entirely to one 
hemisphere of the brain versus the other. While Heiss and Thiel’s (2006) model 
provided a general framework for early fMRI investigations, we found that a more 
nuanced hierarchical model that incorporates lesion, connectivity and specific 
linguistic measures may be more useful in characterizing aphasia recovery. 
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While it appears that function—as measured by effective network 
methodologies—is not entirely driven by obvious structural limitations in patients, 
multimodal imaging studies that assess both structural and functional 
connectivity (e.g., Pustina et al., 2017) are essential for better quantifying links 
between structural integrity and brain function in PWA. 







Figure S8.1. Whole brain activation from permutation tests with 10,000 simulations at a cluster-
defining uncorrected threshold (p < 0.01) and F.W.E. cluster-corrected threshold (p < 0.05), for 




Figure S8.2. ROI masks created to localize individual activation peaks.  
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Figure S8.3. Overlays and distance calculations for volumes of interest (VOIs). The overlays of 
individual VOIs in each region in the (A) controls and (B) patient groups reveal that peaks were 
extracted from similar anatomical locations. (C) Results of the t-tests between patients and 
controls indicate that the distance between individual peaks and the center of each ROI mask did 
not differ between groups. Regional masks shown in white. 
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9.  The utility of lesion classification in predicting language and treatment 
outcomes in chronic stroke-induced aphasia 
 
NOTE: This paper has been formatted for submission to Stroke. 
 
9.1.     Introduction 
Aphasia is one of the most common and long-lasting sequelae of stroke, 
affecting approximately 30% of acute stroke survivors and persisting into the 
chronic post-stroke stage in upwards of 50% of patients diagnosed with the 
disorder (Engelter et al., 2006; Flowers et al., 2016; Laska et al., 2001; Lazar & 
Boehme, 2017; Pedersen et al., 1995). Aphasia typically results in a constellation 
of receptive and expressive language deficits that greatly impair an individual’s 
communication abilities and decrease functional independence (Boehme, Martin-
Schild, Marshall, & Lazar, 2016; Tsouli, Kyritsis, Tsagalis, Virvidaki, & Vemmos, 
2009). Despite the chronicity of aphasia, research has shown that patients can 
continue to regain lost language skills in the years beyond stroke onset with 
targeted language treatment (Brady et al., 2016). While evidence-based 
language therapy is considered the gold standard for chronic aphasia 
management, variability in language recovery and response to treatment are 
hallmarks of the disorder (Code, Torney, Gildea-Howardine, & Willmes, 2010). 
As such, predictive models that provide appropriate prescriptive treatments for 
patients with specific demographic, stroke and deficit profiles are critical for 
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chronic aphasia care. However, such models do not yet exist, largely due to the 
difficulty in utilizing stroke factors—most notably lesion size and site—in 
predicting language outcomes in patients with aphasia, an inherently 
heterogeneous population (Charidimou et al., 2014).  
One issue is that traditional classification schemas of aphasia (e.g., 
Litcheim’s aphasia syndromes) are often utilized in clinical practice yet lesion-
deficit profiles in actual patients rarely perfectly align with such models 
(Charidimou et al., 2014; Fridriksson, Fillmore, Guo, & Rorden, 2015; Ochfeld et 
al., 2010), including even Broca’s classic cases (Dronkers, Plaisant, Iba-Zizen, & 
Cabanis, 2007). Another challenge is fully quantifying and incorporating lesion 
factors into predictive models of aphasia recovery (Price et al., 2017). 
Historically, lesions in patients with aphasia have been described in terms of 
focal damage to anterior and/or posterior left hemisphere cortical gray matter 
(GM) regions. However, accurate discrete lesion classification is improbable 
given that infarct occurs along vascular territories rather than anatomical 
boundaries (Charidimou et al., 2014). Furthermore, frank damage to or 
disconnection of long white matter (WM) association pathways is common in 
stroke aphasia and is associated with a variety of linguistic deficits in individuals 
with aphasia (Bonilha et al., 2014; Geva et al., 2015; Han et al., 2013, 2016; 
Harvey & Schnur, 2015; Ivanova et al., 2016; Marchina et al., 2011; Rolheiser et 
al., 2011). Given that language processing requires a network of brain regions, it 
has been suggested that the integrity of WM pathways are better predictors of 
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aphasia recovery outcomes than GM metrics alone (Bonilha et al., 2014; M. A. 
Naeser & Palumbo, 1994), yet WM metrics have only recently been incorporated 
into recovery models (Hope et al., 2018; Pustina et al., 2017). Moreover, beyond 
lesion size and location, the integrity of perilesional tissue additionally determines 
whether regions adjacent to and distant from the lesion remain functionally intact 
(Charidimou et al., 2014). Most lesion mapping studies infer how damage results 
in impairment but the reverse inference—how the integrity of intact tissue relates 
to language function—can provide additional insights into the recovery capacity 
of aphasic individuals in the chronic post-stroke stage (Charidimou et al., 2014; 
Price et al., 2010).  
In all, modern computational recovery models that utilize multimodal 
imaging datasets to link brain structure and language profiles show promise for 
improving prognostication of chronic aphasia recovery (Price et al., 2010; Pustina 
et al., 2017). However, to our knowledge, no model to date has explicitly 
incorporated multimodal structural metrics into a model predicting response to 
evidence-based language treatment in individuals with chronic aphasia. 
Moreover, the utility of GM only versus combined GM plus WM (GM+WM) 
integrity metrics for predicting language abilities and—most crucially, treatment 
response—in chronic aphasia has not been fully explored. Therefore, the present 
investigation endeavored to address these gaps in the literature by exploring 
multimodal structural predictors of overall aphasia severity, confrontation naming 
abilities and response to naming treatment for word retrieval deficits (i.e., 
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anomia). Anomia was selected as the deficit targeted in therapy because it is the 
most common impairment in chronic aphasia, is ubiquitous across aphasia 
subtypes and greatly affects the ability to participate in everyday conversation 
(Goodglass & Wingfield, 1997). The following aims were addressed: 
1. To compare the predictive utility of GM only versus combined GM+WM 
integrity metrics in predicting aphasia severity, naming abilities and 
naming treatment outcomes in individuals with chronic stroke-induced 
aphasia.  
Hypotheses: Patients with similar lesions (per size and location) will 
cluster together. Combined GM+WM clustering will better predict language 
abilities than GM clusters alone. 
2. To determine which specific left and right hemisphere metrics are 
associated with language abilities in chronic stroke patients. 
Hypothesis: The integrity of left hemisphere association tracts will predict 
language outcomes over and above lesion volume whereas the integrity of 
cortical gray matter regions of interest (ROIs) will not.  
9.2.     Methods 
9.2.1.  Participants 
Thirty-four individuals (24 males; mean age = 61.91 ± 10.84 years) with 
chronic stroke-induced aphasia (i.e., ≥ six months post-onset; mean time post-
onset = 61.18 ± 86.49 months) secondary to ischemic infarct of the left middle or 
posterior cerebral arteries participated in the study. The primary eligibility 
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requirement was presence of anomia (i.e., word retrieval deficits). Exclusionary 
criteria included contraindications for magnetic resonance imaging; active 
medical conditions that precluded study participation; history of neurological 
disease other than stroke; and history of multiple left hemisphere infarcts. All 
participants were premorbidly proficient in English and had normal or corrected-
to-normal vision and hearing. Demographic and neurological case histories were 
obtained from medical records and study-specific questionnaires. Study protocols 
were executed in accordance with the institutional review boards of Boston 
University, Massachusetts General Hospital and Northwestern University. As 
needed, additional verbal and written explanations were utilized to ensure patient 
understanding of study protocols prior to obtaining their written informed consent. 
 Upon entering the study, the Western Aphasia Battery-Revised (WAB-R; 
Kertesz, 2007) and the Boston Naming Test (BNT; Kaplan, Goodglass, 
Weintraub, Segal, & van Loon-Vervoorn, 2001) were administered to obtain 
measures of overall aphasia severity (per WAB-R Aphasia Quotient [AQ]) and 
naming impairment, respectively. A 180-item study-specific confrontation naming 
probe was utilized to supplement the BNT as a baseline measure of anomia, 
determine treatment assignment and measure pre-post therapy gains.  
9.2.2.  Treatment protocol 
 As part of a larger, multi-site project (http://cnlr.northwestern.edu/), 
participants were pseudo-randomly assigned to enter either a treatment or a no-
treatment/natural history branch of the study. Ultimately, 30 participants received 
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modified semantic feature analysis-based treatment for anomia (Boyle, 2010; 
Kiran & Thompson, 2003) for four hours per week for up to 12 weeks or until 
criterion (i.e., ≥ 90% accuracy on trained items on two consecutive weekly 
probes) was met. Patients were trained on 36 items, split between two semantic 
categories (i.e., birds, vegetables, clothing or furniture). Category assignment 
was pseudo-counterbalanced across patients so that categories were assigned 
to patients who correctly named, on average, < 75% of within-category items 
across three baseline naming probes. Sessions targeted training items via 
auditory and written feature judgment tasks, naming attempts before and after 
feature review, and generative naming tasks. Treatment success was determined 
by calculating the proportion of potential maximal gain (PMG; Lambon Ralph, 
Snell, Fillingham, Conroy, & Sage, 2010) using the following formula:  
(𝐴𝑉𝐺 𝑃𝑜𝑠𝑡𝑇𝑥 𝑆𝑐𝑜𝑟𝑒−𝐴𝑉𝐺 𝑃𝑟𝑒𝑇𝑥 𝑆𝑐𝑜𝑟𝑒)
(n 𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑖𝑡𝑒𝑚𝑠−𝐴𝑉𝐺 𝑃𝑟𝑒𝑇𝑥 𝑆𝑐𝑜𝑟𝑒)
, where AVG PreTx and AVG PostTx denote the 
averaged accuracy on trained items at pre-treatment and post-treatment, 
respectively. As such, PMG captured the degree to which patients’ naming of 
trained items improved secondary to therapy while accounting for their pre-
treatment abilities.  
 
9.2.3.  MR data acquisition and preprocessing 
 At the beginning of study participation, all patients underwent MR imaging, 
the majority of whom were scanned on a Siemens 3T Trio Tim using a 20 
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channel head+neck coil at the Athinoula A. Martinos Center in Charlestown, MA3. 
During scans, foam padding and a forehead restraint were used to minimize 
head motion. Participants completed T1-weighted sagittal imaging (TR/TE = 
2300/2.91ms, T1 = 900ms, flip angle = 9°, FOV = 256x256mm, slice thickness = 
1mm3, 176 sagittal slices) and a high resolution whole-brain DTI sequence 
(TR/TE = 900/92ms, T1 = 900ms, flip angle = 90°, FOV = 230x230mm, slice 
thickness = 1.98x1.98x2mm voxels, 70 interleaved slices with 60 gradient and 10 
b0 volumes, b value = 1500 s/mm2).  
 Research assistants blinded to patients’ behavioral testing data manually 
drew lesion maps slice-by-slice on the raw T1 structural images using MRIcron 
(www.mccauslandcenter.sc.edu/crnl/mricron/). Frankly-damaged tissue was 
included while other structural abnormalities (e.g., enlarged ventricles due to 
ventricular dilation) were excluded from the manual lesion dissections. Spatial 
normalization of the T1-weighted images and lesion maps (in which lesioned 
voxels were preserved) to MNI space was performed in SPM12. Registration of 
the subject-specific images to the template image was checked and manually 
corrected as needed using the CheckReg and Display functions in SPM12. 
Normalized lesion maps were filtered at 50%, and the volume of each map was 
calculated using in-house Matlab scripts.  
                                                          
3 Two participants were recruited from the greater Chicago area and completed scanning on a 3T 
Siemens Prisma Fit scanner with a 20 channel head+neck coil at the Center for Translational 
Imaging in Chicago, IL. All other study protocols, including scan sequences and behavioral 
methods, were the same as those used for the other participants. 
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 Preprocessing of the DTI data was performed using a bespoke pipeline 
(http://www.ajaykurani.com/documentation-adpp/) created for optimizing data 
quality in stroke patients. Specifically, steps were taken to account for patients’ 
structural abnormalities in addition to traditional DTI preprocessing stages (i.e., 
motion correction, eddy current distortion correction, diffusion tensor calculation). 
See the supplement for further details. For the current investigation, normalized 
fractional anisotropy (FA) maps were used to address study aims given that FA is 
the most commonly used scalar in DTI studies to reflect white matter tract 
integrity (O’Donnell & Westin, 2011). 
9.2.4.  Calculation of spared cortical gray matter (GM) 
 Large GM ROI masks were generated by combining ROIs from the 
Automated Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002) that 
aligned with major anatomical boundaries of the lateral surface of the brain. As 
shown in Figure 9.1A, this procedure yielded six large ROIs: dorsolateral 
prefrontal cortex (DLPFC), inferior frontal (iFrontal), anterior and posterior 
temporal (aTemporal and pTemporal, respectively), parietal and occipital masks. 
To determine the amount of spared cortical GM tissue, non-lesioned voxels were 
retained from the intersection of ROI masks and each patient’s normalized lesion 
map. The number of spared voxels from each subject-specific ROI mask 
(excluding the occipital mask since it was mostly spared in the sample) were 
extracted and used in subsequent analyses. 
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9.2.5.  Calculation of spared white matter (WM) tracts 
 To determine the integrity of canonical WM pathways implicated in 
language processing, we first extracted tract masks from the Johns Hopkins 
University (JHU) White Matter Tractography atlas (Wakana, Jiang, Nagae-
Poetscher, van Zijl, & Mori, 2004) that corresponded to the bilateral arcuate (AF), 
inferior fronto-occipital (IFOF), inferior longitudinal (ILF) and uncinate (UF) 
fasciculi (Figure 9.1B), pathways that have been implicated in lexical-semantics 
and naming. Tract masks were thresholded with a probability value of 0.20, 
binarized and resampled to the resolution and dimensions of the FA maps. To 
ensure optimal image alignment, all lesion maps and WM tract masks were 
warped to the mni_icbm152_T1_2009 template via a 12-parameter affine 
transformation. Similar to the previously-described procedure, subject-specific 
WM tract masks were created by retaining non-lesioned voxels from the 
intersection of the WM masks and each patient’s lesion map. Subject-specific 
tract masks were then multiplied by each patient’s FA map on a voxel by voxel 
basis. To decrease the potential for partial volume effects, only voxels with FA 
values ≥ 0.20 were averaged to yield mean FA per tract mask (i.e., FAmean). The 
number of spared voxels and FAmean were extracted from each subject-specific 
tract mask for further analysis. See Figure 9.1C for a visualization of the ROI and 
tract mask procedure in a sample patient. 
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Figure 9.1. Anatomical masks. (A) Gray matter (GM) regions of interest (ROIs), including DLPFC 
(purple), iFrontal (green), aTemporal (red), pTemporal (navy blue), Parietal (cyan) and Occipital 
(yellow). Numbers denote ROIs in the AAL atlas, listed in supplement Table 9.1. (B) Bilateral 
white matter (WM) tract masks, including the AF (red), IFOF (green), ILF (blue) and UF (violet). 
(C) Specification of subject-specific masks in a sample patient where 1=spared voxel, 0=lesioned 
voxel and numbers in the final matrix reflect FA values per voxel. 
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9.2.6.  Statistical analyses 
Statistical analyses were performed in R (R Core Team, 2017). For Aim 1, 
we conducted two k-medoids clustering analyses using the ‘cluster’ package 
(Maechler, Rousseeuw, Struyf, Hubert, & Hornik, 2018) to determine how 
patients clustered according to (1) GM metrics only (i.e., number of spared 
voxels in the DLPFC, iFrontal, aTemporal, pTemporal and Parietal masks) 
versus (2) combined GM+WM metrics (i.e., number of spared voxels in GM 
masks plus spared voxels and FA extracted from the left AF, IFOF, ILF and UF 
masks). Elbow and silhouette plots were used to specify the number of clusters. 
Cluster assignment was based on the Manhattan distance between the center of 
each cluster and other patient data points. Given our hypothesis that overall 
lesion size would be reflected in the clustering results, we performed linear 
regressions predicting total lesion volume from GM only and GM+WM cluster 
category membership. To test whether lesion clustering captured lesion location, 
lesion subtraction plots (i.e., overlay of lesion maps of patients in one cluster 
subtracted from the lesion map overlay of another cluster) were generated in 
MRIcron for each clustering type. Finally, cluster membership per GM only and 
combined GM+WM metrics were used in linear regression models predicting 
aphasia severity (per WAB-R AQ), baseline naming skills (per BNT total correct 
[BNTtotal]) and naming treatment outcomes (per PMG). 
For Aim 2, Spearman correlations between each behavioral metric (i.e., 
AQ, BNTtotal, and PMG) and each structural metric (i.e., number of spared voxels 
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in each left hemisphere mask and FA extracted from bilateral WM tract masks) 
were conducted to determine which specific GM or WM structural measures were 
most strongly associated with language outcomes. The same correlations were 
then run as partial correlations controlling for lesion size to determine which 
structural metrics were related to language abilities over and beyond the total 
amount of left hemisphere damage. All correlations were corrected for multiple 
tests according to the false discovery rate (FDR) (Benjamini & Hochberg, 1995). 
9.3.     Results 
 As shown in Figure 9.2A, patients ranged in their overall aphasia severity 
with a mean±SD WAB-R AQ of 62.25±24.60 out of 100. Variability in baseline 
naming skills was observed, with a mean of 24.76±20.19 items named correctly 
on the BNT and an average of 32.72±25.13% of correctly-named items on the 
study-specific probe. The full results of the treatment portion of the study are 
available elsewhere (Gilmore et al., 2018). In brief, as a group, patients 
benefitted from therapy such that patients achieved, on average, approximately 
43% of their potential naming gain following therapy (Figure 9.2B). As illustrated 
by Figure 9.2C, total lesion volume also varied across the group, suggesting that 
a variety of lesion and language deficit profiles were represented in the sample. 
(See supplemental Table 9.2 for single-subject data). 
  




Figure 9.2. Patient behavioral and lesion data. (A) Baseline aphasia and naming scores. (B) 
Treatment effects via proportion of potential maximal gain (PMG) across the group. (C) Overlay 
and distribution of lesion volumes across the sample. 
 
Table 9.1 summarizes descriptive statistics regarding the amount of 
spared tissue in left hemisphere masks and FA in bilateral tract masks. On 
average, the most damaged GM and WM structures included the iFrontal ROI 
and left AF and UF whereas the most spared regions and tracts were DLPFC 
and the left IFOF and ILF. As expected, FA was significantly lower in the left 
compared to the right hemisphere association tracts (F4,60=54.210, Pillai’s 
trace=0.828, P<0.001) for all tracts (see Table 9.1). 
9.3.1.  Aim 1 
 Elbow and silhouette plots for the GM only k-medoids analysis indicated 
that four patient clusters were most representative of the data. As shown in  
 
 
                                                                                 
 225 
Table 9.1. Summary of ROI and tract mask results 
Mask %spared LH (mean±SD) FA (mean±SD) F1,63 P-value 
    LH RH     
DLPFC 93.02±11.20 . . . . 
iFrontal 67.77±27.69 . . . . 
aTemporal 75.60±19.19 . . . . 
pTemporal 78.61±17.76 . . . . 
Parietal 77.92±24.25 . . . . 
AF 57.11±28.45 0.353±0.052 0.496±0.047 132.86 < 0.001 
IFOF 74.01±16.35 0.375±0.043 0.409±0.028 14.46 < 0.001 
ILF 77.70±17.47 0.365±0.048 0.394±0.028 7.709 0.0072 
UF 57.84±31.31 0.322±0.037 0.443±0.026 250.02 < 0.001 
LH = left hemisphere; RH = right hemisphere; SD = standard deviation 
 
Figure 9.3A, the first and second clustering dimensions captured, respectively, 
54.7% and 22.9% of the variance in GM integrity. The regression predicting 
lesion volume from cluster membership trended towards significance 
(F1,32=4.116, P=0.051, R2=0.086). However, as shown in Figure 9.3B, a clear 
difference in lesion volume was observed between patients within clusters 1 and 
2. When we re-ran the regression including patients in only those two clusters, 
cluster membership did indeed predict lesion volume (F1,15=54.210, P<0.001, 
R2=0.769), such that patients in cluster 1 had significantly smaller lesions than 
individuals in cluster 2. Given that patients within clusters 1 and 2 maximally 
differed along the x-axis, we concluded that the first dimension primarily captured 
lesion size. Therefore, we hypothesized that the second dimension reflected 
lesion location and would differentiate patients in clusters 3 and 4. As shown in 
Figure 9.3C, lesion subtraction plots indicated that patients in cluster 3 had 
primarily ventral lesions whereas patients in cluster 4 had primarily dorsal 
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lesions. Thus, we established that clustering per GM integrity metrics did indeed 
primarily reflect lesion size and location. 
 
Figure 9.3. GM only clustering. (A) Results of the k-medoids analysis using GM ROI metrics. P1-
34 correspond to single patients. (B) Lesion volume per cluster. (C) Lesion subtraction plots of 
patients in cluster 3 (in cyan) versus cluster 4 (in purple). 
 
 To provide a basis for comparison with the GM only metrics, four patient 
clusters were also retained from the combined GM+WM metrics. As shown in 
Figure 9.4A, the two primary dimensions captured 46.7% and 18.2% of the 
variance in combined GM and WM integrity. Considering the GM only clustering 
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results, we hypothesized that the first and second GM+WM dimensions captured 
lesion size and location, respectively. Indeed, as shown in Figure 9.4B, GM+WM 
cluster membership predicted total lesion volume (F1,31=8.145, P=0.008, 
R2=0.183), where patients in clusters 1 and 3 had smaller lesions than patients in 
clusters 2 and 4. Again, lesion map subtraction plots of patients in cluster 1 
versus cluster 3 (Figure 9.4C) and patients in cluster 2 versus 4 (Figure 9.4D) 
illustrate patients in clusters 1 and 2 had primarily dorsal lesions whereas 
patients in clusters 3 and 4 had primarily ventral lesions. Thus, similar to the GM 
only clustering results, the two primary dimensions captured in the GM+WM 
clusters were lesion size and location. 
 The predictive utility of the GM only versus GM+WM clusters differed by 
language measure. Both clustering types predicted aphasia severity per WAB-R 
AQ, yet the predictive power of the GM only lesion classification (F1,31=10.590, 
P=0.003, R2=0.321) was higher than the combined GM+WM clustering 
(F1,31=6.975, P=0.028, R2=0.157). By contrast, the combined GM+WM clustering 
provided greater explanatory power of pre-treatment naming skills per BNTtotal 
(F1,31=5.329, P=0.028, R2=0.119) than did the GM only clusters (F1,31=4.237, 
P=0.048, R2=0.092). Critically, the combined GM+WM clustering significantly 
predicted treatment outcomes as measured by PMG (F1,28=0.545, P=0.466, R2=-
0.016) but the GM only clusters did not (F1,28=4.594, P=0.041, R2=0.110).  
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Figure 9.4. GM+WM clustering. (A) Results of the k-medoids analysis using GM and WM metrics. 
(B) Lesion volume per cluster. (C) Lesion subtraction plots of patients in cluster 1 (in red) versus 
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9.3.2.  Aim 2 
 The correlation results revealed which specific structures and measures 
were significantly associated with each language outcome. Without controlling for 
lesion volume, significant positive correlations were found between WAB-R AQ 
and all left hemisphere GM and WM metrics (range: r=0.39–0.72, P=0.024–
<0.001 after FDR correction). However, partial correlations controlling for lesion 
volume revealed that no significant relationships remained between AQ and any 
integrity metrics from either hemisphere. In other words, total lesion volume 
adequately captured overall aphasia severity in this chronic stroke patient 
sample.  
 For pre-treatment naming skills, significant relationships between BNTtotal 
and all left hemisphere GM and WM metrics (excluding spared voxels in the 
aTemporal and pTemporal masks and FAmean in left UF) were found when lesion 
volume was not included as a covariate (range: r=0.39–0.53, P=0.035–0.002). 
When controlling for lesion volume, relationships between BNTtotal and FA in the 
left IFOF (partial r=0.441, P=0.046) and FA in the left ILF (partial r=0.507, 
P=0.025) remained significant (Figure 9.5A). No significant relationships between 
BNTtotal and FA in the right hemisphere tracts were found when controlling for 
lesion volume.  
 Similar to the baseline naming results, significant associations were found 
between PMG and all left hemisphere metrics (again excluding spared voxels in 
the aTemporal and pTemporal masks and FAmean in left UF) without controlling 
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for lesion size (range: r=0.34–0.64, P=0.035–<0.001). Partial correlations with 
lesion volume revealed that remaining significant associations were between 
PMG and FA in the left IFOF (partial r=0.560, P=0.006) and FA in the left ILF 
(partial r=0.658, P<0.001) (Figure 9.5B). Once again, no significant partial 
correlations between PMG and FA in the right WM tracts were found.  
 
Figure 9.5. Associations between language measures and structural metrics, controlling for lesion 
volume, including (A) BNT total correct and FA in the left IFOF and ILF and (B) PMG and FA in 
the left IFOF and ILF. 
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9.4.     Discussion 
 In the present study, we investigated the predictive power of different 
types of gray and white matter integrity metrics for understanding language skills 
and naming treatment outcomes in patients with chronic stroke-induced aphasia. 
We found that total lesion volume was the best predictor of overall aphasia 
severity whereas combined GM+WM metrics were stronger predictors of pre-
treatment naming skills and better indicators of the potential to improve word 
retrieval abilities after treatment. Specifically, the best predictors of naming skills 
and treatment outcomes were total lesion volume and the integrity of the left ILF 
and left IFOF as measured by diffusion imaging. 
 Our findings regarding specific structural metrics most predictive of the 
language outcomes of interest mostly align with our predictions and the results of 
other investigations. The majority of previous studies also found that overall 
aphasia severity is highly related to the overall volume of left hemisphere lesion 
(Watila & Balarabe, 2015). This finding is not surprising given that receptive and 
expressive language tasks comprise WAB-R AQ, and lesions in the aphasic 
population span regions implicated in these abilities (e.g., Broca’s, Wernicke’s 
areas). The fact that only diffusion measures explained additional variance in 
baseline naming and treatment outcomes in the present study indicates that DTI 
scalars capture different, critical information about structural integrity in chronic 
stroke. The importance of structural connectivity of left temporal regions in the 
preservation of lexical-semantic and naming skills in patients with chronic 
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aphasia has been highlighted in recent cross-sectional studies (Gleichgerrcht et 
al., 2015; Han et al., 2013; Harvey & Schnur, 2015; Ivanova et al., 2016; 
Yourganov et al., 2016). Using structural connectome methods, Bonilha and 
colleagues (Bonilha et al., 2016) found that temporal lobe connections were 
particularly critical for anomia treatment success. In a recent study, McKinnon et 
al. (2017) used diffusion keurtosis imaging to discover that neuroplastic changes 
in the left ILF occurred following semantic feature-based treatment in patients 
with chronic aphasia. 
 One surprising finding of the current study is that no measure of the left 
AF remained significant for any language measure after controlling for overall 
lesion volume. Damage to the left AF has often been implicated in naming 
impairments in patients with aphasia (Geva et al., 2015; Han et al., 2016; 
Ivanova et al., 2016; Marchina et al., 2011; van Hees, McMahon, Angwin, de 
Zubicaray, Read, et al., 2014b; Wang et al., 2013). However, the lack of left AF 
findings may be related to the nature of the anomia therapy, which directly 
targeted semantic feature re-learning and therefore relied heavily on ventral 
stream processes. It therefore stands to reason that baseline integrity of the left 
IFOF and left ILF—more than the AF—would predict a patient’s ability to regain 
semantic knowledge that results in improved naming skills.  
 Similarly, none of the right hemisphere tract metrics predicted language 
skills independent of lesion volume. Researchers have postulated that one 
mechanism of stroke recovery is structural and functional compensation by the 
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non-damaged hemisphere. Indeed, Forkel et al. (2014) found that greater volume 
of the right AF in acute diffusion images predicted greater degree of recovery 
from aphasia six months post-stroke onset, yet similar to the present study, they 
found no significant relationships between FA of right hemisphere tracts and 
aphasia recovery. Furthermore, it may be that the integrity of right hemisphere 
structures is most crucial for predicting recovery of language skills in the acute 
and subacute phases of left hemisphere stroke recovery but not as critical by the 
chronic stage. Our findings align with this interpretation, given that no significant 
positive or negative associations between language measures and right 
hemisphere metrics were found. 
While the overall results are compelling, some limitations must be 
acknowledged. First, the variance explained by the lesion classification systems 
was low and many p-values approached the 0.05 mark.  As such, the cluster 
membership predictions should be interpreted with some caution and replicated 
with a larger sample. Moreover, a primary rationale for creating large GM ROIs 
was to reduce noise in the spared tissue calculations given that proximal 
anatomical regions are often damaged together following stroke (Charidimou et 
al., 2014).  Nevertheless, it is possible that some granularity in quantifying 
cortical GM damage was lost and that more fine-grained cortical metrics would 
predict language outcomes independent of overall lesion volume. Along the 
same vein, the manner in which gray matter integrity was measured in the 
present study did not allow for inclusion of right hemisphere gray matter metrics. 
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As such, future investigations that include bilateral measures of cortical GM 
integrity (e.g., cortical thickness) may improve the predictive power of chronic 
aphasia recovery models.  
9.5.     Summary 
To our knowledge, this is the first investigation to directly compare the 
prognostic utility of specific GM and WM measures for predicting naming 
treatment success in patients with chronic aphasia. We found that GM only and 
GM+WM clustering adequately predicted overall language impairment (i.e., 
aphasia and anomia severity) but only the combined GM+WM classification 
predicted the potential of benefitting from anomia treatment. Furthermore, while it 
may be that overall lesion volume can serve as a proxy for aphasia severity in 
chronic patients, diffusion metrics reflecting the integrity of left ventral WM 
association pathways are critical predictors of naming abilities and treatment 
success. These results, therefore, suggest that the inclusion of diffusion 
measures of WM pathways into aphasia recovery models would improve 
prognostication of treatment response in patients with chronic aphasia. As 
neuroimaging techniques advance and large databases of patients increase in 
size, future research must endeavor to determine how best to quantify and model 
structural integrity metrics into computational models so that the likelihood of 
recovery is maximized for patients with chronic aphasia.   




DTI preprocessing steps 
1. Diffusion images were denoised using principle components, and a b0 
reference image was created from the mean of the non-diffusion weighted 
scans.  
2. The T1 structural image was skull-stripped and enantiomorphic warping of 
the intact right hemisphere into the damaged left hemisphere was 
performed.  
3. The modified T1 image was normalized to the mni_icbm152_T1_2009 
template via nonlinear warping.  
4. A pseudo-T2 image (created by inverting the T1 image contrast) was 
rigidly aligned to the b0 reference image, and the distortion field was 
calculated.  
5. Eddy current distortion correction was performed, and the affine matrix 
was applied to the b-vector file to yield rotated b-vectors.  
6. Eddy current corrected parameters were concatenated with the b0 
distortion field and applied to the diffusion scans.  
7. The tensor was calculated using the nonlinear weighted positive definite 
tensor-fitting algorithm from Camino (http://camino.cs.ucl.ac.uk/) and then 
warped to MNI space to yield normalized scalar maps. 
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Table S9.1. Regions of interest (ROIs) included in large gray matter (GM) 
masks 
Number in 
Figure 1 ROI mask Automated Labeling Atlas (AAL) ROI 
1 DLPFC Superior frontal gyrus 
2 DLPFC Middle frontal gyrus 
3 iFrontal Inferior frontal gyrus (IFG), pars orbitalis 
4 iFrontal IFG, pars triangularis 
5 iFrontal IFG, pars opercularis 
6 iFrontal Insula 
7 iFrontal Rolandic operculum 
8 iFrontal Precentral gyrus 
9 aTemporal Superior temporal pole (TP) 
10 aTemporal Anterior superior temporal gyrus (STG) 
11 aTemporal Mid TP 
12 aTemporal Anterior middle temporal gyrus (MTG) 
13 aTemporal Anterior inferior temporal gyrus (ITG) 
14 aTemporal Anterior fusiform gyrus (FUSI) 
15 pTemporal Posterior STG 
16 pTemporal Posterior MTG 
17 pTemporal Posterior ITG 
18 pTemporal Posterior FUSI 
19 Parietal Postcentral gyrus 
20 Parietal Superior parietal lobule 
21 Parietal Inferior parietal lobule 
22 Parietal Supramarginal gyrus 
23 Parietal Angular gyrus 
24 Occipital Superior occipital cortex 
25 Occipital Mid occipital cortex 
26 Occipital Inferior occipital cortex 
27 Occipital Cuneal cortex 
28 Occipital Calcarine cortex 
29 Occipital Lingual gyrus 
DLPFC = dorsolateral prefontal cortex; iFrontal = inferior frontal; aTemporal = anterior temporal; 
pTemporal = posterior temporal 
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Table S9.2. Demographic and behavioral data for all patients 









P1 M R 55 12 16 87.2 50 58.33 0.89 
P2 F L 50 29 16 25.2 1 0.99 0.00 
P3 F R 63 62 16 52.0 10 17.59 0.36 
P4 M R 79 13 16 74.1 52 67.96 1.00 
P5 M R 67 8 18 30.8 4 6.11 -0.07 
P6 M R 49 113 16 66.6 44 55.97 0.74 
P7 M R 55 137 16 48.0 6 14.07 0.27 
P8 F R 71 37 16 95.2 45 59.07 0.83 
P9 F R 53 12 16 80.4 37 64.81 0.83 
P10 M R 78 22 18 92.1 41 33.70 0.39 
P11 M R 68 104 12 40.0 1 2.78 0.03 
P12 M L 42 18 13.5 92.7 43 56.94 0.98 
P13 F R 64 24 13 64.4 41 40.56 0.77 
P14 F R 71 74 12 87.2 43 56.48 0.28 
P15 M R 61 152 16 74.3 54 52.22 0.98 
P16 F R 70 152 16 78.0 24 48.33 0.76 
P17 M R 80 22 18 28.9 1 7.78 0.22 
P18 F R 48 14 16 13.0 0 0.00 0.42 
P19 M R 65 16 18 11.7 0 0.37 0.06 
P20 M R 62 12 16 65.4 1 7.22 0.11 
P21 M R 60 24 16 45.2 6 5.19 0.04 
P22 M R 69 170 16 40.4 3 6.85 0.14 
P23 F R 76 33 18 37.5 2 2.22 0.06 
P24 F R 64 115 12 58.0 15 20.56 0.20 
P25 M R 62 15 12 56.0 21 35.74 0.50 
P26 M R 49 49 12 85.5 53 68.61 1.00 
P27 M R 81 11 12 73.8 24 40.56 n/a 
P28 M R 49 67 12 32.3 3 5.00 0.00 
P29 M R 39 18 16 71.3 36 47.22 0.23 
P30 M L 64 13 12 79.6 41 45.93 0.63 
P31 M L 62 21 16 91.5 42 74.26 n/a 
P32 M R 68 21 13.5 82.5 33 31.48 n/a 
P33 M R 58 23 14 61.8 10 11.94 0.37 
P34 M R 53 467 17 94.0 55 65.74 n/a 
AVG     62.18 61.18 15.09 62.25 24.76 32.72 0.43 
SD     10.89 86.49 2.11 24.60 20.19 25.13 0.36 
MPO = months post-onset; WAB-R AQ = Western Aphasia Battery-Revised Aphasia Quotient; 
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10.  Overarching discussion of results and future directions 
 
 In this project, we investigated how stroke functionally and structurally 
alters language networks in individuals with chronic aphasia. The first chapters of 
this manuscript presented an overview of the state of the neuroimaging literature 
in PWA; described what is known regarding the neural correlates of naming and 
lexical-semantics from the healthy imaging and lesion symptom-mapping 
literature; and identified gaps in our knowledge regarding what patterns 
constitute beneficial neural reorganization of lexical-semantics and naming in 
PWA. In Chapter 5, we presented a schema (Figure 5.2) that visually 
represented the main hypothesis of this work, i.e., that task-specific language 
processing in PWA requires the dynamic engagement of intact tissue within a 
bilateral network of anatomically-segregated but functionally and structurally 
connected language-specific and domain-general brain regions. 
This final chapter is split into three sections. The first section (10.1. Key 
findings from project studies) summarizes the central findings from the studies 
reported in Chapters 6-9 and describes how each study addressed the main 
hypothesis of this dissertation project. The second section (10.2. Preliminary 
future work: Multimodal structural and functional predictors of cognitive-linguistic 
abilities in PWA) describes preliminary findings from our efforts to combine 
structural and functional brain metrics to predict language and cognitive abilities 
in PWA. In the final section (10.3. Concluding remarks), we address how 
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applications from this work can be applied to future research investigating links 
between brain structure and function and language abilities in PWA. 
10.1.   Key findings from project studies 
 In Chapters 6 and 7, we reported the findings of two studies that 
addressed similar research questions: 1) what are the differences between PWA 
and controls in left frontotemporal task-based connectivity during language 
tasks? and 2) what network characteristics predict task accuracy in PWA? In 
Meier et al. (2016), we found that naming network models with input to LIFG best 
characterized controls’ fMRI data whereas as a group, patients exhibited a 
preference for models with direct task effects modeled to LMFG. The strength of 
the connection from LMTG to LIFG differed between groups, which we 
speculated may be related to disconnection due to lesion in the patients. Within 
the patient sample, we found a general pattern where more preserved cortical 
tissue (especially in LMFG and LIFG) was related to better naming abilities which 
in turn, were related to more inhibitory connectivity, particularly of connections 
involving LMFG.  
In study 2, with regards to the first aim, we found that controls and PWA 
exhibited some surprisingly similar characteristics of the small LH lexical-
semantic subnetwork. First, both groups demonstrated similar patterns of whole 
brain activation, and the strength of contrast estimates extracted from the ROI 
masks (i.e., LMFG, LIFGtri and LpMTG) did not differ between groups. 
Furthermore, at the group level, both PWA and controls showed a preference for 
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Family #2: Input to LMFG and demonstrated significant task-modulated 
connectivity of LMFGLIFGtri and LMFGLpMTG. For controls, the relatively 
high model fit for Family #2 was unexpected but not entirely incompatible with 
Meier et al., 2016, given that model fit was split between Family #2 and Family 
#1: Input to LIFGtri. For PWA, these findings are consistent with our predictions 
and previous work (e.g., Geranmayeh et al., 2016; Meier et al. 2016; Sharp et al., 
2010) suggesting that PWA rely on traditionally domain-general regions and 
networks during language processing.  
 Although most between-group comparisons of connections did not reach a 
statistical threshold, connectivity differences were observed, as illustrated by 
Figure 7.6. Most notably, patients and controls differed in their recruitment of 
LIFGtriLpMTG (stronger in controls > PWA) and LpMTGLIFGtri (stronger in 
PWA > controls). Taken together with the results of Meier et al. (2016), we 
speculated that the directionality difference between groups may reflect some 
critical consequence of stroke, possibly even a marker of beneficial neural 
reorganization in these patients. A final interesting finding from this study was 
that greater strength of the LpMTGLIFGtri connection and activation from 
LIFGtri bounding mask was related to better accuracy on the semantic feature 
verification fMRI task whereas stronger LpMTG activation was associated with 
poorer task performance. We speculated that these collective findings may be 
indicative of functional and/or structural disconnect between these regions in 
some patients. However, this hypothesis could not be verified, because even 
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though we carefully accounted for local damage to regions in this study, we did 
not incorporate metrics of structural connectivity into analyses. 
 In Chapter 8, we extended the previous investigations by addressing two 
other research questions: 1) what are the differences between PWA and controls 
in bilateral frontotemporoparietal task-based connectivity during semantic feature 
judgments? and 2) how is lesion classification related to bilateral network 
characteristics and language abilities in PWA? In this study, we expanded upon 
our network theory of language reorganization to explicitly test a lesion- and 
connectivity-based hierarchical model of language recovery in chronic aphasia 
(see Figures 5.2/8.1).  
In this study, we found stark differences between PWA and controls in 
DCM model fit and connectivity values. Specifically, as per our predictions, 
controls demonstrated a strong preference for models in Family A: Left-
lateralized connectivity (i.e., no/minimal damage). On the other hand, as a group, 
PWA demonstrated a split preference for models in Family A and Family C: 
Bilateral posterior-weighted connectivity (i.e., anterior damage). When we directly 
compared patients and controls in the strength of connections, we found that 
controls exhibited significantly stronger left intra-hemispheric task-modulated 
connections. Furthermore, patients recruited a greater number of connections 
compared to controls, which might reflect increased cognitive effort for the task 
and/or a natural consequence of functional and/or structural disconnection after 
stroke.  
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Regarding aim #2, we first found that four lesion classifications were 
appropriate for this sample of patients, i.e., 1) minimal LH damage, 2) primarily 
posterior damage, 3) primarily anterior damage, and 4) extensive LH damage 
(either sparing or encompassing domain-general cortex). This lesion breakdown 
generally fit with our hypotheses (shown in Figures 5.2/8.1) with the notable 
exception that only one patient fell into the “Extensive, –LMFG” group. Thus, we 
could not test the extent to which damage to dorsolateral prefrontal cortex—in 
addition to “classic” anterior and posterior language regions—impairs language 
skills in PWA.  
Nonetheless, in line with our hypotheses illustrated in Figures 5.2/8.1, we 
found that patients with anterior damage demonstrated a strong preference for 
models in Family C: Bilateral posterior-weighted connectivity (i.e., anterior 
damage) and exhibited more severe aphasia and poorer lexical-semantic skills 
than patients with minimal LH damage. By contrast, few patients with posterior or 
extensive damage exhibited a preference for models in Family B: Bilateral 
anterior-weighted connectivity (i.e., posterior damage) or Family D: Right-
lateralized connectivity (i.e., extensive damage). We speculated that these 
results may—at least in part—reflect the nature of the fMRI task used in the 
experiment. Specifically, LITG activation and connectivity, which was not heavily 
weighted in Family B or D models, has been linked to early lexical-semantic 
processing in healthy individuals in our study and previous work (e.g., Binder et 
al., 2009; Chouinard & Goodale, 2010; Indefrey & Levelt, 2004). Furthermore, as 
                                                                                 
 243 
expected, extensive LH damage was related to more severe aphasia but was not 
related to accuracy on the semantic feature verification fMRI task. One 
hypothesis regarding this finding was that the integrity of specific brain 
structures—as opposed to the overall degree of LH damage—may be more 
predictive of specific linguistic skills in PWA. We tested this hypothesis in the 
fourth and final study of this project.  
In Chapter 9, we described a study in which we addressed two research 
questions related to lesion classification and prediction of language outcomes in 
chronic aphasia: 1) what is the relative merit of GM only versus combined 
GM+WM metrics in predicting overall aphasia severity, pre-treatment naming 
skills and naming treatment outcomes in PWA? and 2) which specific brain 
structures are related to language outcomes, over and beyond the impact of total 
LH damage? To expand upon our attempts at lesion classification in the previous 
study, in this paper we incorporated a data-driven approach to compare the utility 
of quantifying the impact of lesion in PWA according to remaining spared GM 
only versus GM plus WM tissue. Using k-medoid analyses, we found that both 
the GM only and combined GM+WM classifications captured two primary lesion 
characteristics (i.e., size and location). Nonetheless, the clusters themselves 
differed between analyses, and thus, group membership differed between cluster 
types. Regarding predictive power, we found that both GM only and GM+WM 
predicted aphasia severity and baseline naming skills but only the GM+WM 
clustering predicted naming treatment outcomes. Furthermore, fractional 
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anisotropy—a diffusion metric that reflects the integrity of white matter 
pathways—of the left IFOF and ILF was related to pre-treatment naming and 
treatment outcomes, independent of total lesion extent. By contrast, total lesion 
volume (and GM only metrics) sufficiently predicted overall aphasia severity, a 
finding similar to our previous study.  
In all, the studies presented in this dissertation addressed our central 
hypothesis in different ways, as shown in Table 10.1. Specifically, Meier et al. 
(2016) and Meier et al. (accepted) examined the dynamic engagement (i.e., 
effective connectivity) of intact tissue within LH language-specific and domain-
general brain regions. Study 3 went one step further by examining connectivity of 
a bilateral network. Finally, study 4, unlike the other three studies, examined how 
the structural integrity of both cortical (domain-specific and domain-general) 
regions and WM pathways impacts language skills in PWA. However, as 
evidenced by the summary presented in Table 10.1, none of these studies 
determined how combined functional and structural connectivity metrics were 
related to language abilities in PWA. Therefore, in the next section, we present 
preliminary work that addresses this gap in testing the main hypothesis of this 
work. 
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Table 10.1. Summary of study goals in addressing the central hypothesis 
Central hypothesis: Task-specific language processing in 
PWA requires the dynamic engagement of intact tissue 
within a bilateral network of anatomically-segregated but 
functionally and structurally connected language-specific 
and domain-general brain regions  
            
Study 1: Meier et al. (2016)   x x 
Study 2: Meier et al. (accepted)   x x 
Study 3    x 
Study 4 x   x 
Preliminary future work     
 Notes: x = not addressed in study;  = addressed in study 
 
10.2.   Preliminary future work: Multimodal structural and functional 
predictors of cognitive-linguistic abilities in PWA 
 The primary rationale for this preliminary study was to test whether 
functional only (funcONLY), structural only (structONLY) or combined functional 
plus structural metrics (func+struct) are the best predictors of cognitive-linguistic 
abilities in PWA. A secondary rationale was to determine which specific 
functional and/or structural metrics best predict naming, lexical-semantic, 
phonological, and cognitive abilities in PWA. Our hypothesis regarding this 
analysis aligns with the overarching hypothesis of this work. Specifically, we 
predicted combined func+struct metric models will outperform funcONLY and 
structONLY models but that the specific metrics that best predict cognitive-
linguistic abilities will differ between different behavioral domains. 
10.2.1.  Methods 
 Patients common to studies 3 and 4 (reported in Chapters 8 and 9) whose 
data were used in all analyses were included in the present analysis. Thus, 
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behavioral and imaging data from 29 PWA (20 males; mean age: 62.31±10.35 
years, mean MPO: 51.55±51.42 months) were analyzed. 
10.2.1.1. Functional and structural datasets 
 As stated in Chapter 5, we believe that quantifying the structural and 
functional integrity of network nodes (i.e., regions) and connections (e.g., 
functional interactions, white matter pathways) is important in building predictive 
models of aphasia recovery. Therefore, we incorporated functional and structural 
regional and connection-level metrics from studies 3 and 4 into the present 
analyses. 
 Specifically, to capture regional functioning, we extracted contrast 
estimates for PICS – SCR from the semantic feature verification task time series 
from the seven bilateral ROI masks from study 3 per the procedure described in 
study 2 (see section 7.2.3.2.4. Extraction of contrast estimates). To capture 
bilateral functional interactions (i.e., connections between regions), we used 
DCM Ep.A and Ep.B values representing the strength of, respectively, latent 
extrinsic (i.e., task absent) and task-modulated connections from study 3. 
Therefore, in building our predictive models, we incorporated a total of 53 
functional metrics (i.e., seven contrast estimates, 22 Ep.A values and 24 Ep.B 
values). 
 To capture regional structural integrity, we used the percentage of spared 
LH tissue in the ROI masks from study 3. To capture the integrity of bilateral 
white matter pathways (i.e., representing connections between regions), we used 
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the percentage of spared LH tissue and bilateral FA values from the AF, IFOF, 
ILF and UF masks from study 4. To mirror the inter-hemispheric functional 
connections from study 3, we also calculated the percentage of spared tissue 
and extracted FA from the corpus callosum (CC), forceps minor and forceps 
major from the JHU WM tractography atlas (Wakana et al., 2004). Thresholding 
of and data extraction from the CC tract masks followed the procedure outlined in 
study 4. In all, a total of 20 structural metrics (i.e., four and six percent spared 
values from LH regions and tracts, respectively, and FA from 10 tracts) were 
incorporated into predictive models. 
10.2.1.2. Behavioral dataset 
As mentioned in previous chapters, PWA were administered a lengthy 
testing battery to characterize their deficits. For this analysis, we included some 
measures previously reported in the four studies as well as additional measures 
to capture different abilities. Specifically, global language abilities were captured 
by the Aphasia Quotient (AQ) from the WAB-R. Non-linguistic cognitive were 
captured by the visuospatial domain scores from the Cognitive-Linguistic Quick 
Test (CLQT; Helm-Estabrooks, 2001) and the Block Design and Raven’s 
Progressive Matrices tasks from the WAB-R. Naming was measured via the BNT 
and the 180-item picture naming probe used study 1 and reported in study 2. 
Semantic and phonological skills were measured via standardized tests of 
semantic association, the Pyramids and Palm Trees Test (PAPT; Howard & 
Patterson, 1992) and the Psycholinguistic Assessments of Language Processing 
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in Aphasia (PALPA; Kay, Colheart, & Lesser, 1992) 51: Word Semantic 
Association, one standardized test of phonology, PALPA 1: Same-Different 
Discrimination Using Nonword Minimal Pairs, and nine computerized tasks 
developed by our lab (Meier, Lo, & Kiran, 2016). These nine tasks, described 
below, required participants to make a yes/no judgment via button press 
regarding some degree of semantic or phonological processing involved in 
different stages of lexical access. 
 Semantic Tasks (SEM): Performance on these tasks is indicative of 
lexical-semantic processing.  
1. Category Superordinate Judgment (CSJ): Participants judged whether 
a pictured item belonged to a given semantic category. The name of 
the pictured object was provided auditorily, and the semantic category 
was provided in written and auditory formats. 
2. Category Coordinate Judgment (CCJ): Participants decided whether 
two target pictured items belonged to the same semantic category. The 
auditory names of the pictured items were provided. 
3. Semantic Feature Verification (SFV): Participants judged whether a 
provided feature applied to a target pictured item. The auditory name 
of the pictured object was provided, and the semantic feature was 
provided in written and auditory formats. 
Phonological No-Name Tasks (PhN-N): In these tasks, the target word of the 
pictured item was not presented, and overt lexical retrieval was required to make 
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phonological decisions. As such, performance on these tasks was primarily 
indicative of the ability to access phonological word forms at the level of the 
phonological output lexicon.  
1. Rhyme Judgment (RJN-N): Participants decided whether the name of 
a pictured item rhymed with a different spoken word. 
2. Syllable Judgment (SJN-N): Participants indicated whether the name 
of a pictured item contained two syllables. 
3. Phoneme Verification (PVN-N): Participants determined whether the 
name of a pictured item contained a presented phoneme. 
 Phonological Name-Provided Tasks (PhN-P): These tasks (i.e., Rhyme 
Judgment Name-Provided [RJN-P], Syllable Judgment Name-Provided [SJN-P], 
and Phoneme Verification Name Provided [PVN-P]) exactly mirrored the PhN-N 
tasks except the name of the target item was provided. As such, performance on 
these tasks reflected the ability to segment phonological information within the 
phonological buffer system without requiring overt lexical retrieval. 
 Next, we conducted a principal component analysis (PCA) across all 17 
measures (excluding WAB-R AQ) to reduce the behavioral data to a more 
manageable set of factors and to validate that the assessments measured the 
proposed theoretical constructs. Components with eigenvalues ≥ 1.0 that 
explained approximately 80% of the cumulative variance in the data were 
retained. Variable loadings of ≥ 0.50 were used to determine which behavioral 
metrics loaded most heavily onto each component. Single-subject weighted 
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scores were then extracted and the behavioral component variables were 
included as the dependent variables in the regression models. 
10.2.1.3. Recursive feature elimination and random forest regression 
 Given that we had 73 combined functional and structural predictors, it was 
not feasible to use traditional regression models to address our research 
questions. Therefore, we used a multi-step procedure that involved machine 
learning techniques to meaningfully reduce the number of predictors and build 
regression models. In brief, the models were built using random forest (RF) 
regression (Breiman, 2001) in which several single regression trees are 
combined into an ensemble “forest”. Within each tree, splits in the data are 
recursively made to obtain an optimal model representing the relationship 
between a dependent variable (e.g., naming abilities) and predictor variables 
(e.g., Ep.A values from LIFGtriLMFG and LpMTGLIFGtri, percentage spared 
tissue in left IFOF and ILF, FA from R AF, etc). Within each tree, predictions are 
made based on randomly-selected subsamples of subjects and predictors; thus, 
each tree differs slightly from the others. Robustly predictive models are created 
by averaging all single trees into the ensemble “forest”.   
 Similar to the procedures described in Granitto, Furlanello, Biasioli, and 
Gasperi (2006) and Pustina et al. (2017), we first implemented the recursive 
feature elimination (RFE) algorithm using the ‘caret’ (Kuhn, 2018) and 
‘randomForest’ packages (Liaw & Wiener, 2002) in R in order to eliminate 
irrelevant predictors. For each dependent variable, the RFE simulation fit a series 
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of RF regression trees (k = 500 trees) with different subsets of randomly-selected 
independent variables (i.e., in bag = subset m predictors where predictors 2-30 
selected by 1s and predictors 31-73 by 3s in full set; out of bag [OOB] = M – m 
predictors) for 10-fold split of patients (in bag = 90% of PWA, OOB = 10% of 
PWA). Within each RF model, the ideal number of predictors was determined by 
the step with the least error in predicting the OOB data. The average of all single 
trees yielded the optimal m predictors and predictive model across 500 trees.  
For each dependent variable, this RFE/RF step was performed on three 
sets of potential independent variables: funcONLY, structONLY and func+struct. 
To improve the stability of the predictions, this procedure was conducted five 
times per metric type (i.e., funcONLY, structONLY versus func+struct) for each 
dependent variable. Finally, the predictors that had a net positive contribution to 
the percent mean squared error (%MSE) across predictive models (meaning that 
the removal of the variable resulted in greater error in predicting OOB samples) 
were entered into a final RF regression model. Of note, due to the small sample 
size, the RF models were trained using the full sample of patients but tested on a 
subsample (1/3n). From each analysis, we report two sets of results: 1) the ability 
of the final trained RF model to predict behavioral scores in the subsample of 
testing patients and 2) a list of the best predictors for each set of independent 
variables. A flowchart of the RFE/RF procedure is shown in Figure 10.1. 
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Figure 10.1. Recursive feature elimination (RFE) and random forest (RF) regression procedure. 




10.2.2.1. PCA of behavioral data 
 The PCA resulted in four components with eigenvalues ≥ 1.0 that 
explained 79.28% of the variance in the behavioral data. As shown in Figure 
10.2, the majority of variables positively loaded onto the components. The tests 
that loaded heavily onto component 1 were the three nonstandardized semantic 
tasks and accuracy on the BNT and naming probe; thus, this component was 
renamed “SEMplus”. All of the nonlinguistic cognitive tasks (i.e., CLQT 
visuospatial domain scores, WAB-R Block Design, Raven’s Progressive Matrices 
and PPT) loaded onto component 2; thus, this component was renamed “NL-
Cog”. Component 3 included heavy loading of both naming tests and several 
semantic and phonological tests that required some degree of lexical processing; 
as such, this component was renamed “NAMINGplus”. Finally, PALPA1 and the 
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phonological tasks with the highest accuracy loaded onto component 4, and as a 
result, this component was renamed “PHONO”. These four components mostly 
(but not entirely) included tests that aligned with the theoretical construct they 
were created to measure. The four component variables were used in the RF 
regression models reported in the next section. 
 
Figure 10.2. Loading of behavioral tests onto components. Blue = positive loading, red = 
negative loading. 
 
10.2.2.2. Predictive models from RFE/RF procedure 
 As shown in Table 10.2, the ability of each type of RF regression model to 
predict actual scores for each domain (i.e., SEMplus, NL-Cog, NAMINGplus and 
PHONO) in the testing patient subsample was very high. One key reason these 
predictions were so strong was that we did not fully separate the training and 
testing samples. Regardless, some interesting conclusions can be drawn 
regarding the predictive utility of these metrics for each domain. 
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Table 10.2. Correlation between actual and predicted domain scores 
Domain funcONLY structONLY func+struct 
SEMplus r = 0.920, p < 0.001***  r = 0.975, < 0.001***  r = 0.978, p < 0.001***  
NL-Cog r = 0.986, p < 0.001***  r = 0.932, p < 0.001***  r = 0.988, p < 0.001***  
NAMINGplus r = 0.906, p < 0.001***  r = 0.969, p < 0.001***  r = 0.967, p < 0.001***  
PHONO r = 0.968, p < 0.001***  r = 0.954, p < 0.001***  r = 0.970, p < 0.001***  
 
 Regarding the single modality models, the funcONLY model yielded a 
better prediction of actual scores for the NL-Cog and PHONO domains than did 
the structONLY models. By contrast, the structONLY model yielded a closer 
prediction of actual scores for the SEMplus and NAMINGplus domains than did 
the funcONLY models. The predictive power of the func+struct models was 
slightly better for SEMplus, NL-Cog and PHONO whereas the structONLY model 
was best for predicting actual NAMINGplus scores. 
 The specific functional and structural metrics that were the most important 
variables within the RF regression models for each domain are shown in Table 
10.3. One observation regarding these results is that a greater number of 
functional than structural metrics were highly important variables for NL-Cog and 
PHONO whereas the reverse was true for SEMplus and NAMINGplus. Taken 
together with the correlation results, it may be that a greater number of variables 
inherently results in a better prediction of actual domain scores. A second 
observation is that the majority of the top functional and structural variables for 
SEMplus and NAMINGplus were left intra-hemispheric metrics. On the other 
hand, a combination of left and right intra-hemispheric and inter-hemispheric 
metrics were top predictors for NL-Cog and PHONO. Finally, even taking into 
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account that a greater number of connection-level versus regional metrics were 
included in the initial models, it is striking that the most important predictors 
across domains were consistently metrics reflecting functional or structural 
integrity of connections (as shown in bold font in Table 10.3). 
10.2.2.3. Discussion of preliminary multimodal predictive models 
While interesting, the results of this preliminary analysis do not afford 
straightforward interpretation. Even more critically, this analysis did not yield a 
parsimonious set of predictors for the cognitive-linguistic domains under 
investigation. In the future, it may be prudent to further reduce the behavioral 
metrics to focus on one or two constructs of high interest. Alternatively, as 
suggested by other work (e.g., Pustina et al., 2017; Ramsey et al., 2017; Siegel 
et al., 2016, 2018), it may be that global, network-level metrics—rather than 
measures of specific connections—might be more informative in building 
predictive models of recovery in stroke patients. 
10.3.   Concluding remarks 
 Given the intricacies of the brain and the complexity of language, it 
is reasonable to assume that network-level measures generally represent a more 
realistic representation of the neurobiology of language (Tremblay & Dick, 2016; 
Poldrack, 2012). Given the added challenge of modeling the impact of lesion and 
the inherent heterogeneity of stroke patients in general (and PWA in particular), 
combining multimodal network-level metrics using advanced statistical methods 
(e.g., machine learning) shows promise in improving prognostication of individual






Table 10.3. Functional and structural metrics with high variable importance for each domain 
SEMplus NL-Cog NAMINGplus PHONO 
func struct func struct func struct func struct 
LIFGtriRIFGtriA LAFFA RITGRMTGB LIFOFFA LMTGLITGA LAF%sp RITGLITGB RIFOFFA 
LITGLMFGA LUFFA RIFGtriRITGB CCMajorFA LIFGtriLITGA LIFOF%sp LITGRITGB CCMinor%sp 
LITGLMFGB LIFOF%sp LMFGLMTGA LIFGtri%sp LTPC (β) LILF%sp RIFGtriRMTGA RILFFA 
LMFGLIFGtriA LILF%sp RITGRMTGA LUF%sp LMFGLITGA LUF%sp RMTG (β) LAF%sp 
LIFGtriLITGB LILFFA LMTGLIFGtriA LUFFA LMFGRIFGtriB CCMajorFA RITG (β) RAFFA 
LMFGLITGB LUF%sp LMTGLITGA RIFOFFA LIFGtriRIFGtriA CCMinorFA RMTGRIFGtriA   
LMFG (β) RAFFA RIFGtri (β) CCMajor%sp LIFGtriLITGA LIFOFFA LMFGLMTGB   
LMTGLITGA RUFFA LIFGtriLMTGB RAFFA LITGLIFGtriA RAFFA LMFGLMTGB   
  LMFG%sp LTPC (β) LILF%sp RMTGRITGA RUFFA LIFGtriLMTGB   
  CCMajorFA RIFGtriLIFGtriA LAFFA RMTGRITGB LIFGtri%sp LIFGtriRIFGtriA   
    LMFGLIFGtriA RILFFA   LMFG%sp LIFGtriLMTGA   
    LIFGtriLMFGB LILFFA   LILFFA LITG (β)   
    LMFGLITGA     LTPC%sp LIFGtriLITGA   
    LIFGtriLMTGA     RIFOFFA LIFGtriLMFGA   
    RITGRIFGtriB     LITG%sp LIFGtriLMFGB   
    LIFGtriRIFGtriA       LTPC (β)   
    RIFGtriLMFGB       RMTGRIFGtriB   
    LITGRITGA       LITGLMFGB   
    LITGLIFGtriA       LMTGLIFGtriA   
            RIFGtriRMTGB   
            LIFGtriLITGB   
            LMFGRIFGtriB   
Notes: Superscript “A” = Ep.A values; superscript “B” = Ep.B values; superscript “%sp” = percent spared tissue; superscript “FA” = 
fractional anisotropy; (β) = contrast estimate extracted from a regional mask. Bold font denotes a regional metric.
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patient recovery (Carter, Shulman, & Corbetta, 2012; Klingbeil, Wawrzyniak, 
Stockert, & Saur, 2017; Price et al., 2017; Pustina et al., 2017). In this vein, the 
collective results of the studies and preliminary work presented in this 
dissertation suggest that bilateral structural and functional network-level metrics 
can—and should—be used to build predictive models of chronic aphasia 
recovery. 
That being said, the studies presented in this thesis by no means 
represents a complete line of work. Future research is warranted to more fully 
investigate the utility of functional versus structural metrics in predicting language 
outcomes in PWA. Moreover, it is unclear which types of functional and structural 
metrics would generate the most reliable and robust predictions of recovery. 
Some researchers (e.g., Carter et al., 2012; Klingbeil et al., 2017) have proposed 
that analyses of resting state functional connectivity have the most promise in 
generating meaningful phenotypes of stroke deficit profiles although task-based 
connectivity (as shown in this thesis) could provide necessary complimentary 
information for recovery models. Regarding structural integrity metrics, as 
referenced previously, the most comprehensive efforts in building models of 
aphasia recovery (Price et al., 2010; Seghier et al., 2016) have only incorporated 
lesion characteristics into predictions. Based on our work as well as others (e.g., 
Bonilha et al., 2014a), metrics of WM tract integrity can provide information 
regarding structure-behavior relationships that cannot be captured by lesion 
extent or GM alone. Related to the issue of measurement of brain structure is the 
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quandary that aphasia researchers face when attempting to quantify integrity of 
WM connections. Specifically, tractography methods have been used to “grow” 
WM tracts in healthy individuals, and as some researchers (e.g., Catani et al., 
2005) believe, a structural connectome based on tractography can capture more 
realistic characteristics of individual anatomy than other methods. However, WM 
pathways must be connected at two ends to use tractography methods, and as 
such, accurate tractograms in the event of white matter pathway disconnection 
due to brain damage are challenging to obtain (see Ivanova et al., 2016). While 
novel methods have been developed to mitigate erroneous fiber tracking (e.g., 
Gleichgerrcht et al., 2017), much work remains to be done to determine how DTI 
connectome-derived metrics can be meaningfully incorporated into recovery 
models.    
Finally, as mentioned throughout the introductory chapters to this 
dissertation, we posit that the architecture of useful and reliable neural recovery 
models of language in PWA will differ (at least slightly) between different 
linguistic and cognitive domains. In particular, the findings of studies 3 and 4 
suggest that the recovery hierarchy illustrated in Figures 5.2 and 8.1 may 
accurately reflect lexical-semantics (that require some degree of semantic 
control) and naming in PWA. Specifically, patients with minimal LH damage 
outperform patients with damage to posterior LH regions on lexical-semantic and 
naming tasks but patients with posterior damage seem to do better than patients 
with damage to anterior domain-specific regions such as LIFGtri. Patients with 
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extensive LH damage do exhibit more severe aphasia but it is unclear—at least 
from our findings—how much more extensive LH damage impairs lexical-
semantics and naming than damage to LIFGtri and posterior language cortex 
alone. Nonetheless, future work testing the validity of the lesion- and 
connectivity-based network model of language recovery (schematized in Figures 
5.2 and 8.1) may elucidate more nuanced relationships between lesion, structural 
and functional network characteristics, and language outcomes, in particular 
sponeous and treatment-induced recovery of naming and lexical-semantics in 
patients with chronic aphasia.  
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