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The Goldstone mode due to stripe or unidirectional charge-density-wave order in electron systems
is found to have the same functional form as the one in classical smectic liquid crystals. It is very
similar to the Goldstone mode that results from helical magnetic order. This allows for an effective
theory that provides a quasiparticle description of either stripe phases or helimagnets in the low-
energy regime. The most remarkable observable consequence is an electronic relaxation rate in d = 2
that is 1/τ ∝ T lnT in clean systems and 1/τ ∝
√
T in weakly disordered ones. The corresponding
results in d = 3 are 1/τ ∝ T 3/2 and 1/τ ∝ T , respectively.
PACS numbers:
I. INTRODUCTION
Classical liquid crystals display a fascinating variety
of ordered phases.1,2 A fluid of prolate molecules (“di-
rectors”) can enter a nematic phase that breaks rota-
tional invariance by aligning, on average, the major axes
of the molecules while their center-of-mass-motion re-
mains fluid-like. If, in addition, the molecules arrange
in layers that break translational invariance in one direc-
tion, a smectic phase results. Smectic order is character-
ized by a vector q whose direction is normal to the lay-
ers, and whose modulus q determines the inter-layer dis-
tance 2π/q. One further distinguishes between smectic-
A phases, where, in the ground state, the major axes of
the directors are aligned perpendicular to the layers, and
smectic-C phases, where they are aligned at an angle.
If chiral molecules are added to the fluid, a cholesteric
phase can result where translational invariance is bro-
ken by means of a helical arrangements of the directors.
These various instances of spontaneously broken con-
tinuous symmetries result in the existence of Goldstone
modes.3,4 In the nematic phase the Goldstone modes cor-
respond to uniform rotations of all molecules, analogous
to the Goldstone modes in a ferromagnet. In the smec-
tic and cholesteric phases the Goldstone mode takes the
form of a propagating wave with a highly anisotropic
frequency-wave vector relation:
Ωs(k) =
|k⊥|
|k|
√
cx k2x + c⊥ k
4
⊥
/q2 . (1.1)
Here k = (kx,k⊥) is the wave vector, and we have cho-
sen q to point in the x-direction. cx and c⊥ are elastic
constants. The excitation with frequency Ωs is often re-
ferred to as “second sound”. Ordinary, or first, sound
also exists and is slightly modified by the existence of
the smectic or cholesteric order. The absence of a term
proportional to k2
⊥
under the square root in Eq. (1.1) is
due to rotational invariance, and the functional form of
Ωs(k) is the same in both smectic and cholesteric phases.
In recent years, electronic analogs of liquid-crystal or-
dered phases have been discussed in the context of quan-
tum Hall systems,5,6,7 high-Tc superconductors,
8 and he-
lical magnets.9,10,11 An electronic nematic phase can re-
sult from an attractive electron-electron interaction in
the quadrupole or ℓ = 2 channel.12 If the interaction
amplitude exceeds a critical strength, a Pomeranchuk
instability13 results in a Fermi surface that, for nearly-
free electrons, is an ellipse (in d = 2) or an ellipsoid (in
d = 3) instead of a circle or a sphere. With increasing
correlation strength, a unidirectional charge-density wave
can form that is the electronic analog of a smectic phase.
Such one-dimensional order is normally unstable, but it is
stabilized by the underlying nematic order.14 The result-
ing “stripe phases” are believed to be realized in quantum
Hall systems and in high-Tc superconductors.
15 An elec-
tronic analog of cholesteric order is provided by helical
magnets, such as MnSi or FeGe, where the magnetization
orders in a helical pattern.16 The Goldstone mode in the
latter (“helimagnon”) turns out to be very similar to that
in either classical cholesterics or smectics; it is given by
Eq. (1.1) without the |k⊥|/|k| prefactor.17 This differ-
ence is due to differences in the kinetic equations that
govern the dynamics of spins and directors, respectively.
In this paper we investigate stripe order, with a focus
on 2-d or quasi-2-d systems, although the corresponding
3-d results can be readily obtained and are also given.
We determine the resulting Goldstone mode and its con-
sequences for observables. We will focus on systems in
a vanishing magnetic field; for discussions of soft fluc-
tuations in stripe phases of quantum Hall systems, see,
Refs. 18,19,20. We find that the contribution of the
Goldstone mode to the specific heat is proportional to
T 3/2, and thus subleading to the Fermi-liquid contribu-
tion. The single-particle relaxation rate 1/τ averaged
over the Fermi surface, however, is found to go as T lnT ,
which is a much stronger T -dependence than in a Fermi
liquid. The former result is consistent with the one ob-
tained before in Ref. 21, but the latter is not. We will
2explain the origin of this discrepancy. In addition, our
results are the d = 2 analogs of our previous results for
helimagnets.17,22 Our result for 1/τ implies an inverse
thermal conductivity that goes as T lnT , and we will
discuss consequences for the electrical conductivity.
II. STRIPE ORDER
A. Statics
Let us assume a phase with stripe order, i.e., an elec-
tron density ρ in the ground state that can be written,
in a saddle-point approximation,23 as
ρ sp(x) = ρ0 +∆ cos(q · x). (2.1a)
Here ρ0 is the average density, and ∆ is the amplitude
of the density wave, which is the order parameter of the
smectic order. x = (x, τ) comprises the spatial position
x and the imaginary time τ . The density wave vector q
with modulus q ≡ |q| is determined by the microscopic
mechanism that causes the smectic order, e.g., a density-
density correlation function that has a maximum at q 6=
0. In general, in an electronic smectic one expects q to
be a sizable fraction of the Fermi wave number kF.
Fluctuations about the saddle point will include am-
plitude fluctuations, which are massive and can be ne-
glected, and phase fluctuations that will be soft. The
fluctuating density will thus read
ρ(x) = ρ0 +∆ cos(q · x+ u(x)), (2.1b)
with a phase u(x). The functional form of the static
phase-phase correlation function is determined by rota-
tional symmetry and must be the same as in the classical
case,2
〈u(k)u(−k)〉iΩ=0 = 1
NF
1
cx k2x + c⊥ k
4
⊥
/q2
. (2.2)
Here k = (k, iΩ) comprises the wave vector k and a
bosonic imaginary frequency iΩ. Since any Gaussian ac-
tion must be quadratic in ∆, the elastic constants will
be proportional to ∆2 and proportional to one another:
cx ∝ c⊥ ∝ λ2/k2F. Here λ = Γ∆, with Γ an appropriate
density-density interaction strength, is an energy that is
the charge-density analog of the Stoner gap in ferromag-
netism, and the density of states on the Fermi surface,
NF , serves as a normalization factor.
B. Dynamics
We now use time-dependent Ginzburg-Landau theory
(TDGL)24 to determine the dynamics of the phase fluctu-
ations. For density fluctuations, the appropriate kinetic
equation is a Langevin equation25
ρ ∂ tv = −∇p− ρ(v ·∇)v − e (ρ/me)E + ζ, (2.3a)
augmented by the continuity equation
∂ t ρ = −∇ · (ρv), (2.3b)
and the Maxwell equations26
∇ ·E = −2d−1π e (−∇2)(3−d)/2 (ρ− ρ0). (2.3c)
∇×E = 0. (2.3d)
Here t denotes real time, ρ is the mass density, v is the
velocity, me and e are the electron mass and charge, re-
spectively, E is the electric field, and ζ is a Langevin
force. The pressure p can be written p = (ρ/V )∂F/∂ρ,
with V the system volume and F the free energy. The
latter is given by a Hamiltonian H [u] that generates the
static correlation function given by Eq. (2.2). At this
point we need to realize that, because of the conserved
nature of the density, fluctuations near k = 0 are as im-
portant as those near k = q. We thus write, to linear
order in the fluctuations,
ρ(x) = ρ0+n(x)+∆ cos(q ·x)−u(x)∆ sin(q ·x), (2.4a)
and
H [n, u] = (c20/2ρ0)
∫
dx (n(x))
2
+NF
∫
dx
[
cx (∂x u(x))
2
+ c⊥
(
∇
2
⊥u(x)
)2]
,
(2.4b)
with c0 the speed of (first) sound. The Eqs. (2.3) are now
fully specified, and we solve them in a zero-loop approxi-
mation, which amounts to neglecting the terms nonlinear
in the velocity.27 Within TDGL, the static fields entering
the Hamiltonian are replaced by the corresponding dy-
namic ones after performing the appropriate functional
derivatives.
We now course grain the equations, i.e., we perform a
spatial average over a small volume that contains an in-
teger number of charge density wave periods. This makes
the Langevin force in Eq. (2.3a) drop out, and we obtain
∂ tv(x, t) =
−c20
ρ0
∇n(x, t) +
q
q2
ω20(∇)u(x, t)
− e
me
E(x, t). (2.5a)
Here we have used the identities
δH
δρ(x)
=
∫
dy
(
δH
δu(y)
δu(y)
δρ(x)
+
δH
δn(y)
δn(y)
δρ(x)
)
,
with H from Eq. (2.4b), and
δn(y)/δρ(x) = δ(x− y),
and defined an operator
ω20(∇) = γ0 [−cx ∂2x + c⊥∇4⊥/q2] (2.5b)
3with γ0 = 2NF q
2/ρ0. For later reference we also define
ω2p(∇) = 2
d−1π
ρ0e
2
m2e
(−∇2)(3−d)/2 − c20∇2. (2.5c)
Course graining the continuity equation, and using Eq.
(2.4a), yields
∂ tn(x, t) = −ρ0∇ · v(x, t). (2.6a)
Also from the continuity equation, by multiplying by
sin(q · x) and coarse graining, we find
∂ tu(x, t) = −q · v(x, t). (2.6b)
Finally, from Eqs. (2.3c, 2.3d) we obtain, after coarse
graining,
∇
2E(x, t) = −2d−1π e (−∇2)(3−d)/2 n(x, t). (2.7)
We next derive an equation that couples n and u by
taking the divergence of Eq. (2.5a), and using Eqs. (2.3c)
and (2.6a):
∂2tn(x, t) = −ω2p(∇)n(x, t)
−ρ0
q2
(q ·∇)ω20(∇)u(x, t). (2.8a)
A second equation coupling n and u is obtained from Eq.
(2.6b) with the help of Eqs. (2.5a) and (2.7), viz.
∂2t∇
2u(x, t) = −∇2ω20(∇)u(x, t)
− q
ρ0
ω2p(∇) ∂ tn(x, t).
(2.8b)
The equations (2.8) constitute a closed system of par-
tial differential equations for the two dynamical variables
n and u. With
ω20(k) = γ0 [cx k
2
x + c⊥ k
4
⊥/q
2] (2.9a)
the Fourier transform of Eq. (2.5b), and
ω2p(k) = 2
d−1π
ρ0 e
2
m2e
|k|3−d + c20 k2 (2.9b)
the plasma frequency squared, the two resonance fre-
quencies are
Ω2p(k) = ω
2
p(k) + ω
2
0(k) k
2
x/k
2, (2.10a)
Ω2s (k) = ω
2
0(k)k
2
⊥/k
2. (2.10b)
For neutral systems (e = 0), ωp(k) correctly reduces to
the frequency of (first) sound, c0 |k|. Switching back to
an imaginary time/frequency representation, the corre-
sponding eigenvectors, i.e., the soft modes, are
π(k) = n(k) + i
ρ0
qc20
ω20(k)
kx
k2
u(k), (2.11a)
σ(k) = u(k) + i
q
ρ0
kx
k2
n(k). (2.11b)
The σ-σ correlation function or smecton susceptibility
then is
χσσ(k) =
γ0 q
2
NF k2F
1
Ω2s (k)− (iΩ)2
. (2.12)
These results are exactly analogous to the classical
case,3,4 see Eq. (1.1), except that the charged nature of
the electron system modifies first sound into a plasma
mode. Note the strongly anisotropic wave-vector depen-
dence of both resonance frequencies, and of Ωs in par-
ticular. In a classical context, the two modes are usu-
ally referred to as first and second sound, respectively,
for neutral systems, and as plasma oscillations and sec-
ond sound for charged ones. In a quantum context, the
quanta of first sound and plasma oscillations are usually
referred to as phonons and plasmons, respectively, and
by analogy we call the quanta of second sound ‘smec-
tons’. The smecton is the Goldstone mode related to
the unidirectional charge-density wave order. It is pre-
cisely analogous to the corresponding soft modes in both
smectic and cholesteric liquid crystals. By contrast, the
helimagnon (the Goldstone mode in a helical magnet),
is not completely analogous to the classical cholesteric
Goldstone mode; it is missing the factor k2
⊥
/k2 in the
analog of Eq. (2.10b).17 This factor is also missing in
the phenomenological description of an electronic smec-
tic in Ref. 21, which did not take into account the cou-
pling to plasmons.28 While this omission makes a large
difference for the angular dependence of the resonance
frequency, it is of no consequence for the leading temper-
ature dependencies of various observables that couple to
the smectons. This is because, as we will see, the lat-
ter is determined by a region in wave-vector space where
kx ∼ k2⊥ ∼ T in a scaling sense,29 and in this regime the
prefactor is equal to unity to leading order as T → 0.
III. OBSERVABLE CONSEQUENCES OF THE
SMECTONS
A. Specific heat
A result that can be immediately obtained from the
resonance frequency alone is the smecton contribution
to the internal energy U , and hence to the specific
heat C = ∂U/V ∂T . The former is given by Us =∑
k Ωs(k)nB(Ωs(k)), with nB the Bose distribution func-
tion. The result in 3-d is C(T → 0) ∝ T 2, and in 2-d we
find
Cs(T → 0) = AC q2 (T/Tq)3/2. (3.1)
Here we have defined a temperature scale Tq =√
γ0λ q
2/k2F, and AC is a number of O(1). This agrees
with the result obtained in Ref. 21. An inspection of
the integral shows that the dominant contribution comes
from the region in wave-vector space mentioned at the
4end of the last section. The resulting temperature de-
pendence is non-analytic, but subleading compared to
the Fermi-liquid contribution CFL ∝ T .
B. Effective quasiparticle theory
In order to consider the effects of the smectons on other
observables it is useful to derive an effective action for
quasiparticles in the presence of smectic order, in analogy
to the theory for helical magnets developed in Ref. 30.
In the present case, the effective action takes the form
Seff[ψ¯, ψ] = S0[ψ¯, ψ] +
1
2
Γ2
∫
dx dy nq(x)χ(x, y)nq(y).
(3.2a)
Here ψ¯ and ψ are fermion fields, Γ is the interaction am-
plitude mentioned in the context of Eq. (2.2) above, and
nq(x) is the electron number density ψ¯(x)ψ(x) with the
understanding that nq contains only wave vectors close
to q or −q. S0 is given by
S0[ψ¯, ψ] = S˜0[ψ¯, ψ] + λ
∫
dx cos(q · x)nq(x), (3.2b)
and S˜0 describes free or band electrons plus any interac-
tions in channels other than the one mediated by Γ. χ
is the density susceptibility in the relevant wave-vector
region, which is dominated by the phase-phase suscepti-
bility χuu, which in turn, as far as leading hydrodynamic
effects are concerned, is the same as the smecton suscep-
tibility, Eq. (2.12):
χ(x, y) ≈ ∆2 sin(q · x) sin(q · y)χσσ(x− y). (3.2c)
The physical interpretation of Seff is that S0 contains the
smectic order in a mean-field approximation, whereas the
second term on the right-hand side of Eq. (3.2a) takes
into account fluctuations that can be described as an ex-
change of smectons between electrons.
We now define ψ±(p) ≡ ψ(p±q), and ψ¯±(p) ≡ ψ¯(p±q).
If we use a nearly-free electron model for S˜0,
31 this allows
us to write
Seff[ψ¯, ψ] = S0[ψ¯, ψ] + Sint[ψ¯, ψ], (3.3a)
where
S0[ψ¯, ψ] =
∑
p
∑
σ=±
G−1σ (p) ψ¯σ(p)ψσ(p)
+λ
∑
p
[
ψ¯+(p)ψ−(p+ q) + ψ¯−(p)ψ+(p− q)
]
, (3.3b)
Sint[ψ¯, ψ] = −λ
2
2
T
V
∑
k
χσσ(k) [δn+−(k − q)
−δn−+(k + q)] [δn+−(−k − q)− δn−+(−k + q)] .(3.3c)
Here
G−1± (p) = iω − ξp±q, (3.3d)
with iω a fermionic Matsubara frequency. ξk = ǫk − µ
with µ the chemical potential and ǫk the single-fermion
energy-momentum relation. We also have defined
δnσ1σ2(p) = nσ1σ2(p)− 〈nσ1σ2 (p)〉, (3.3e)
where nσ1σ2(p) = (T/V )
∑
p ψ¯σ1(p)ψσ2(p − k). In Eq.
(3.3c) we have dropped contributions where the χσσ ap-
pears at wave vectors k±2q, as χσσ is soft only at k = 0.
The action S0 can now be diagonalized by a canonical
transformation to quasiparticle fields η¯ and η via
ψ−(p) = [η+(p− q)− αp−q η−(p− q)] /
√
1 + α2p−q ,
ψ+(p) = [η−(p) + αp η+(p)] /
√
1 + α2p , (3.4a)
with
αp =
−1
2λ
[
ξp+q − ξp +
√
(ξp+q − ξp)2 + 4λ2
]
, (3.4b)
and the same relation between ψ¯± and η¯±. The resulting
quasiparticle action is very similar to the one for heli-
magnets derived in Ref. 30. The main difference is that
here the bare quasiparticle Green function G, Eq. (3.3d),
depends on the Stoner-band index σ, where as in the he-
limagnon case it does not. The action can be written
S[η, η¯] = S0[η, η¯] + Sint[η, η¯], (3.5a)
where
S0 =
∑
p,σ
[iω − ωσ(p)] η¯σ(p) η(p) (3.5b)
Sint = −V0 T
V
∑
k
χσσ(k) δd(k) δd(−k). (3.5c)
Here V0 = λ
2q2/8m2e, and the resonance frequencies
ω±(p) are given by
ω±(p) =
1
2
[
ξp+q + ξp ±
√
(ξp+q − ξp)2 + 4λ2
]
.
(3.5d)
δd(k) = d(k)− 〈d(k)〉, with
d(k) =
∑
p
γ(k,p)
∑
σ
η¯σ(p) ησ(p− k), (3.5e)
γ(k,p) =
2me
q
αp − αp−k√
1 + α2p
√
1 + α2p−k
. (3.5f)
Note that γ(k → 0,p) → 0. This reflects the fact that
the effective interaction described by Sint in Eq. (3.5c)
represents the coupling of electronic density fluctuations
to the phase of the smecton. The phase had no physi-
cal significance by itself, and the coupling must therefore
be to the gradient of the phase. The structure of our
effective theory reflects this. The effective interaction is
graphically represented in Fig. 1.
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FIG. 1: The effective quasiparticle interaction, Eq. (3.5c), due
to smecton exchange. Note that the vertices γ depend on the
quasiparticle momenta in addition to the smecton momen-
tum, see Eq. (3.5f).
p, iω p, iω p, iω p, iω
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k=0,i Ω = 0
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i ’ω
FIG. 2: The Fock or exchange (a) and Hartree or direct (b)
contributions to the quasiparticle self energy due to the ef-
fective interaction mediated by smectons. Only diagram (a)
contributes to the relaxation rate, as diagram (b) is purely
real.
C. Quasiparticle relaxation time
The effective theory defined by Eqs. (3.5) can now be
used to calculate the properties of the quasiparticles by
standard means. Electron correlation functions (which
ultimately determine observables such as the conductiv-
ity) can be recovered from quasiparticle ones by means
of the transformation (3.4a). We will first focus on the
quasiparticle relaxation time, and then briefly discuss
transport properties.
The elastic quasiparticle relaxation time τel can be ob-
tained by adding quenched disorder to the action and
calculating the disorder contribution to the quasiparticle
self energy. It does not qualitatively depend on the di-
mensionality, and the results given for the 3-d helimagnon
case in Ref. 30 apply here as well. The inelastic quasipar-
ticle relaxation rate 1/τ , which is given by the imaginary
part of the quasiparticle self energy due to the interaction
Sint, see Fig. 2, in d = 2 is more interesting. To linear
order in the effective interaction, and keeping only the
leading temperature dependence, the rate averaged over
the Fermi surface given by ω+(k) = 0 can be written
1
τ
= V0
2γ0me
NF k2F
1
V
∑
p
|p⊥|
ω0(p) sinh(ω0(p)/T )
× 1
V
∑
k
(∂αk/∂k⊥)
2
(1 + αk)2
δ (ω+(k)) δ
(
∂ω+(k)
∂k⊥
)
.
(3.6)
The integrals over p and k decouple and the tempera-
ture dependence of 1/τ comes from the former. Using
Eq. (2.9a) we see that it is linear in T , with a logarith-
mically infinite prefactor. The latter results from the
iΩ = 0 contribution to the underlying Matsubara fre-
quency sum; the remainder of the sum leads to a T lnT
behavior. This divergence is cut off by a variety of effects
that have been neglected in the above treatment. For in-
stance, the underlying lattice structure of a solid (as op-
posed to a liquid crystal) breaks the rotational symmetry
and produces a term ∝ k2
⊥
in Eq. (2.9a), which leads to a
T 2 behavior of 1/τ at asymptotically low temperatures.
Also, screening of the quasiparticle interaction effectively
leads to the same result.32 There thus is a temperature
scale that cuts off the logarithmic infinity, leaving a T lnT
in the temperature regime where the current treatment
is valid. The remaining question is whether the prefactor
given by the k-integral in Eq. (3.6) is nonzero. In gen-
eral it is, but this depends on the detailed structure of
the Fermi surface. For instance, for underlying nematic
order in d = 2, which is relevant for stripe order, it is
easy to see that the k-integral is nonzero if the axes of
the elliptical Fermi surface are not aligned with q, but
vanishes if they are.33 We thus conclude that in a 2-d
electronic smectic-C system the quasiparticle relaxation
rate displays non-Fermi-liquid behavior, and its temper-
ature dependence is
1/τ ∝ T (lnT + const.) (clean, d = 2). (3.7)
The prefactor depends on the value of q, and in particu-
lar is strongly dependent on whether qkF/me is small or
large compared to λ. This will be discussed in a future
publication. In d = 3 the corresponding temperature
dependence is T 3/2, as it is for helimagnons.22 For real
systems, these results hold in a pre-asymptotic temper-
ature regime whose size depends on detailed parameter
values, and it will cross over to a different behavior in
the true asymptotic low-temperature regime. Comparing
with Ref. 21, who found a stronger behavior 1/τ ∝ lnT ,
we see that the discrepancy stems from the coupling of
the smectons to the quasiparticles. In Ref. 21 the quasi-
particles couple to the smecton phase, rather than to its
gradient as they should on physical grounds.
The presence of quenched disorder modifies the above
considerations. In the weak-disorder regime,30,34 T ≫
λ/(ǫFτel)
2, the calculation proceeds in analogy to Ref.
30. The result is
1/τ ∝ T 1/2 (weak disorder, d = 2) (3.8)
in d = 2, and 1/τ ∝ T in d = 3.
6D. Transport coefficients
The above results pertain to the quasiparticle relax-
ation time, which is not easy to observe directly. Various
transport coefficients depend on relaxation times that are
generally different from the quasiparticle one, and that
are much harder to calculate. For instance, the Boltz-
mann equation for the electrical conductivity σ, with
the scattering treated in Born approximation, leads to a
transport relaxation rate that is, for the current problem,
weaker by one power of temperature than the quasiparti-
cle rate.22 Technically, the electrical transport relaxation
rate is given by Eq. (3.6) with an additional factor pro-
portional to p 2
⊥
in the integrand of the p -integral. This
leads to σ ∝ 1/T 2 in d = 2, and σ ∝ 1/T 5/2 in d = 3.
The situation is different, however, for the thermal
conductivity κ: The temperature dependence of κ/T is
given by the quasiparticle relaxation rate.35,36 The phys-
ical reason is that an electric current can relax only by
the electrons changing direction, since the electron’s elec-
tric charge is conserved. In the calculation of the relax-
ation time, this leads to a geometric factor that weighs
backscattering more strongly than forward scattering,
and this is manifested in the additional factor of p 2
⊥
in
the integrand. An electron’s energy is not conserved,
however, in an inelastic scattering process, and hence
this geometric factor is absent in the calculation of the
leading temperature dependence of the thermal transport
coefficient.35,37 In the current problem, this leads to
κ/T ∝ 1/T lnT (clean, d = 2) (3.9)
for clean systems in d = 2. In d = 3, the correspond-
ing temperature dependence is T−3/2. The Wiedemann-
Franz law is thus violated, as it is in the case of electron-
phonon scattering, and the Lorenz ratio, defined by
L = κ/Tσ, is proportional to T lnT . In weakly disor-
dered systems, the temperature dependence of κ/T is
governed by Eq. (3.8), but one needs to take into ac-
count the residual value κr of the thermal conductivity.
Since the residual values of the transport coefficients are
determined by elastic scattering processes, the latter is
related to the residual electrical conductivity σr by the
Wiedemann-Franz law κr/Tσr = Lr with the Lorenz ra-
tio Lr = π
2k2B/3e
2 a constant.
IV. SUMMARY, AND CONCLUSION
In summary, we have determined the Goldstone modes
and their properties in electronic smectics or stripe
phases. In an isotropic model system the soft modes
(“smectons”) are precisely analogous to those in both
smectic and cholesteric classical liquid crystals. Their
wave-vector dependence differs (albeit not in a scaling
sense) from that of the helimagnons in helical magnets,
which are analogous to classical cholesteric liquid crys-
tals. This difference is due to the fact that spin dynamics
are different from density dynamics.
In d = 2, the smectons contribute a term proportional
to T 3/2 to the specific heat, and the quasiparticle re-
laxation rate 1/τ as well as T/κ, with κ the heat con-
ductivity, are proportional to T lnT in clean systems.
In weakly disordered systems, the corresponding leading
temperature dependence is given by T 1/2. In d = 3, the
corresponding temperature dependencies are T 2 (for the
specific heat), T 3/2 (for the relaxation rate and T/κ in
clean systems), and T (for the relaxation rate and T/κ
in the weak-disorder regime), respectively. In the weak-
disorder regime, the leading temperature dependencies of
1/τ , 1/σ, and T/κ. The leading temperature dependence
of the electrical resistivity 1/σ is weaker than that of 1/τ
by one power of T in clean systems, and the same as that
of 1/τ in weakly disordered ones, respectively. Qualiti-
tively, all of these results also hold for the exchange of
helimagnons between electrons in helical magnets,22,38
and they are summarized in Table I.
clean weak disorder
d = 2 d = 3 d = 2 d = 3
C T 3/2 T 2 T 3/2 T 2
1/τ T lnT T 3/2 T 1/2 T
T/κ T lnT T 3/2 T 1/2 T
1/σ T 2 T 5/2 T 1/2 T
TABLE I: Leading smecton contributions to the temperature
dependencies of the specific heat (C), the quasiparticle relax-
ation rate (1/τ ), the heat conductivity (κ), and the electrical
conductivity (σ). The same results hold for the helimagnon
contributions in helical magnets. See the text for additional
information.
We conclude with some speculations pertaining to
the electrical conductivity. While the standard weak-
coupling treatment of the Boltzmann equation yields a
resistivity ρ ∝ T 2 in 2-d clean systems as mentioned
above, it is conceivable that in a strongly correlated elec-
tron system mode-mode coupling effects mix the various
time scales and lead to a single relaxation time. It is
currently not known whether this hypothesis is correct,
or what it takes at a technical level to demonstrate it,
but it provides a possible mechanism for producing an
electrical resistivity that is linear in T in 2-d or quasi-2-d
systems.
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