A highly efficient probabilistic framework of finite element model updating in the presence of measurement noise/uncertainty using intelligent inference is presented. This framework uses incomplete modal measurement information as input and is built upon the Bayesian inference approach. To alleviate the computational cost, Metropolis-Hastings Markov chain Monte Carlo (MH MCMC) is adopted to reduce the size of samples required for repeated finite element modal analyses. Since adopting such a sampling technique in Bayesian model updating usually yields a sparse posterior probability density function (PDF) over the reduced parametric space, Gaussian process (GP) is then incorporated in order to enrich analysis results that can lead to a comprehensive posterior PDF. The PDF obtained with densely distributed data points allows us to find the most optimal model parameters with high fidelity. To facilitate the entire model updating process with automation, the algorithm is implemented under ANSYS Parametric Design Language (APDL) in ANSYS environment. The effectiveness of the new framework is demonstrated via systematic case studies.
Introduction
Finite element analyses are widely used to predict the structural dynamic responses. The result from a finite element analysis, however, oftentimes is different from the experimental measurement from an actual structure. This discrepancy is due to a number of factors, ranging from the noise in measurement, normal variation of the structure, to the error in the finite element model itself. In the context of structural dynamic analysis, there has been growing interest in updating the finite element model based on vibration responses measured, such as natural frequencies and mode shapes, to facilitate robust design, vibration control, and structural health monitoring [1, 2] . The updating of deterministic model using modal information has been well practiced [3] [4] [5] . Typically, such model updating is conducted through formulating an inverse problem based upon the difference between current model prediction and the corresponding response measurement under the same operating condition. Although this inverse problem can be solved by means of iteratively minimizing the response difference, the result may still be not accurate since the inversion of the sensitivity matrix may be close to ill-conditioned which, fundamentally, is caused by the insufficient amount of input information. That is, the measurements are generally incomplete for practical problems [6, 7] . The issue is further compounded by the uncertainties and normal variations mentioned above [8] [9] [10] .
Ideally, model updating should be conducted in the probabilistic sense, i.e., treating model parameters to be updated as random variables with means and variances. This can reveal the underlying properties of structures under the inevitable uncertainties and variations [11] . Several types of probabilistic approaches have been explored for this purpose. Soize presented a nonparametric probabilistic approach based on random matrix theory to model the structural uncertainties and estimate the dispersion parameters [12] . Khodaparast et al. developed a perturbation scheme to analyze the statistical moments of updated parameters from measured variability in structural modal responses [13] . It is worth noting that the Bayesian inference-type of methods has recently attracted significant attention due to some intrinsic advantages [14] [15] [16] . The essence of Bayesian inference is to establish a probabilistic model to correct the prior beliefs based on the evidences. It starts from specifying the model parameters with prior information in the form of PDF, which may be viewed as imposing soft physical constraints to enable a unique and stable solution. Then, by introducing measured response data, the assumed prior PDF is updated to the so-called posterior PDF that will then be analyzed to yield the optimal model parameters. This actually avoids the abovementioned drawback of matrix inversion, since the Bayesian model updating is facilitated through finite element forward analyses under certain model parameter sample. Moreover, it is built upon rigorous probabilistic framework that can directly incorporate various sources of uncertainties in the model parameters to be updated. In recent years, the Bayesian inference has seen increasing usage in a variety of engineering problems. Beck and Katafygiotis first formulated a Bayesian probabilistic procedure for structural model updating and validated its underlying idea by case illustration on a two degrees-of-freedom (2DOF) linear planar shear building [14] . Following that, a number of studies have expanded the formulation to tackle more complicated problems in finite element model updating [17] . In the context of system identification, this type of methods has also been applied to the diagnosis of the fatigue crack growth and the model class selection [15, 16] .
Although the Bayesian inference approach possesses promising features, its application to large-scale complex systems faces challenges. One obstacle is the high computational cost. In general, Monte Carlo-based analysis is adopted to acquire the dynamic responses of parameterized model samples, which may lead to prohibitive computational cost when the dimension of the finite 1 element model is high. In some special cases, the computational issue can be resolved by asymptotically approximating the posterior PDF with the so-called most probable value [18] . This technique, however, is only valid for simplified cases [19] . For large-scale problems, one school of thought is to alleviate the computational cost of every single run in the Monte Carlo analysis by employing order-reduced model [20] [21] [22] [23] . Another school of thought is to build certain surrogate models to mimic the behavior of the original finite element model by creating generic input-output relations, such as response surface models [24, 25] , artificial neural networks [26] , and Kriging predictor [27] . One issue with these approaches is that the error of response prediction, e.g., the modal truncation error in the order-reduced approach, may become considerable when compared with the actual response deviation between the measurement and finite element model prediction. Indeed, a lot of researchers have looked into the sampling procedure and suggested the Markov chain Monte Carlo (MCMC) for analysis acceleration [28] [29] [30] . A Markov chain that contains a reduced number of samples is generated using, for example, the Metropolis-Hastings (MH) algorithm and the importance sampling technique. When applying the MH MCMC, the proposal PDF needs to be defined with proper variance, which fundamentally determines the random sampling property over the entire parametric space. The efficiency and accuracy of MCMC depend heavily on the selection of such proposal PDF. When the posterior PDF is peaked, the peaked region of posterior PDF will never be reached if the proposal PDF is too wide (i.e., with large variance). On the other hand, the Markov chain travels very slowly before reaching the peaked region if the proposal PDF is too narrow [29, 31, 32] . Even though high efficiency may be reached with wide proposal PDF, the posterior PDF obtained may not be informative since it only contains sparsely distributed data points and most of them are even out of the peaked region. Without the essential information, the model parameters identified based on such posterior PDF may not be considered optimal. Apparently, to improve the identification accuracy, the enrichment of sparse posterior PDF is required, which has not been addressed yet in related studies.
The objective of this research is to tackle the fundamental issue of computational cost mentioned above to enable the direct application of Bayesian inference-based probabilistic model updating in the finite element models of practical structures. Specifically, we aim at structures with large scale and high dimensionality whereas only a severely incomplete set of modal information can be obtained as input. We adopt the MCMC procedure to conduct the Bayesian model updating. While it inevitably results in a sparse posterior PDF, utilizing the distributed data points as training data we then employ GP emulator [33, 34] to enrich the posterior PDF. This is realized by extending the distribution over the reduced parameterized sample space to that over the full parameterized sample space. The comprehensive posterior PDF obtained generally is well represented by its statistical moments, i.e., mean and standard deviation due to its dense data point distribution. As such, the identification of uncertain parameters can be significantly improved. Meanwhile, to truly unleash the power of Bayesian probabilistic model updating for practical applications, we incorporate all the algorithm development into the ANSYS environment through APDL programming, i.e., the entire procedure is realized within ANSYS by directly utilizing the finite element mesh and the built-in solvers. This allows us to take full advantage of the efficiency and robustness of commercial solvers, and at the same time yields quantitative understanding of the computational cost involved in analyzing practical structures based on a commercial package.
The rest of the paper is organized as follows: In Sec. 2, the general formulation of finite element model updating at the presence of uncertainty is outlined first. Following that, a Bayesian inference-based model updating framework integrated with a computationally accelerating scheme, i.e., MCMC, is formulated. The GP that aims at improving the updating accuracy is outlined.
Section 3 provides case studies on a mock-up wind turbine with detailed parametric investigations regarding model updating performance. Section 4 gives the concluding remarks.
2 Methodology Formulation 2.1 Problem Definition. The dynamic equation of a linear structural system is generally given as
where M, C, and K are, respectively, the mass, damping, and stiffness matrices, x is the N-dimensional displacement vector, and F is the external excitation. We assume that the structure is lightly damped with proportional damping, and therefore, we focus our attention of model updating on the mass and stiffness matrices only. For simplicity and without loss of generality, we assume that the mass and stiffness matrices of the actual structure are represented as [35] MðhÞ
In the above equations, M and K represent the nominal mass and stiffness matrices to be updated, and K e;i and M e;i are the elemental stiffness and mass matrices associated with those finite elements whose properties are subject to updating. The total number of elements to be updated is q. The changes of elemental properties are related to the variation of certain structural properties, i.e., material property, geometry, or boundary conditions that are characterized by a q-dimensional parameter vector h. In this research, we assume that the model updating, i.e., identification of h, is facilitated by using modal measurement information. Correspondingly, the eigenvalue problem of the finite element model of the actual structure is
where x 2 i ðhÞ andũ i ðhÞ are, respectively, the ith eigenvalue and eigenvector. Since the mass and stiffness matrices are functions of h, the eigenvalues and eigenvectors are functions of h as well.
In order to identify the unknown parameter vector h to update the nominal model, we need to incorporate the measurement of natural frequencies and mode shapes into the analysis. In practice, however, the measured modal information is usually severely incomplete. First, normally, only the lower-order natural frequencies and mode shapes can be realistically measured due to constraints in actuation power and sensing sensitivity in practice. Moreover, while the number of DOFs of the finite element model of a structure can be very high, in most cases only a small number of sensors can be installed on the structure to measure the modal amplitudes at the corresponding small number of DOFs [6, 7] , and the motions at rotational DOFs cannot be directly measured at all. In what follows, we assume that we are able to acquire the following information from measurement: 
where K denotes a vector that consists of n measured eigenvalues (i.e., the squares of measured natural frequencies), U is the associated mode shape matrix with m measured DOFs, and each mode shape is described as / i in which only the amplitudes at m DOFs are available. Both n and m are much smaller than N, the total number of DOFs of the structures. Our objective is to use the above equations together with the measurement information to identify the unknown vector h. Specifically, due to the inevitable uncertainties such as model variations and measurement noise, h is a random vector. We need to identify the mean and variance of every component, h i (i ¼ 1; …; q), of h.
Bayesian Inference Framework for Model
Updating. The underlying idea of Bayesian inference can be fully represented by the following Bayes' rule:
When applying Bayes' theorem for structural model updating [14] , the hypothesis h is interpreted as the vector of model parameters that need to be identified. D denotes the evidence, which in this study is the measured modal information shown in Eqs.
(4a)-(4c). The prior PDF pðhÞ represents the initial distribution of model parameters h built upon the empirical knowledge of engineers. Without explicit understanding of the target problem, this term can be simply defined as a standard statistical distribution, such as normal and uniform distributions. The posterior PDF pðhjDÞ indicates the updated distribution of model parameters h conditional on the prior PDF and measurement data D. The likelihood PDF pðDjhÞ is used to evaluate the agreement between the measurement and the response prediction of the model parameterized by h. The key procedure to derive the likelihood PDF is to establish the probabilistic relationship between the measurement data and the model response prediction in the presence of uncertainty. In this research, one type of uncertainty, the measurement error, is taken into account. The measurement error in practice is due to ambient noise that can be modeled as a normal distribution with zero mean. Hence, the measurement can be expressed as
where g represents the operator of model response under actual parameter vector h act , and e is the measurement error. We can also formulate the likelihood PDF as a normal distribution of model parameters with respect to the measurement data D [36] . Specifically, for the jth eigenvalue x 2 j measured, we can have
where a j is the variance of x 2 j , b j is a constant associated with the variance a j , andx 2 j ðhÞ is the jth eigenvalue obtained from the model with parameters h. Equation (7) indicates that larger PDF value will be produced whenx 2 j ðhÞ is closer to the measured eigenvalue x 2 j , based on which the parameter candidate h can be quantitatively screened in a probabilistic manner. Similarly, for the jth measured incomplete mode shape u j , we can have
where C j is the covariance matrix of u j , d j is a constant associated with the variance C j , andũ j ðhÞ is the jth mode obtained from the model with parameters h. Care should be taken for mode shape comparison shown in Eq. (8), since the mode shape measurement information is generally incomplete and not exactly massnormalized. Here, we left-multiply the numerically predicted mode shapeũ j ðhÞ with a Boolean matrix C to pick out the modal components that correspond to the DOFs at which the sensors are placed (i.e., at which the modal amplitudes are measured). Moreover, we use a scalar s to calibrate the measured mode u j with respect to the numerically predicted modeũ j ðhÞ which is defined as
where h:; :i is the inner product of two vectors, and ||.|| is the Euclidean norm. It is worth nothing that when another type of uncertainty, e.g., modeling uncertainty is introduced, the discrepancy between the measurement and the nominal response can be considered as the direct summation of the measurement uncertainty and the response prediction variation due to modeling uncertainty, since each type of uncertainty is simply assumed to be statistically independent. In such case, the variance parameters a j and C j shown in Eqs. (7) and (8) need to be adjusted based on the cumulative uncertainty level.
As the probability of concerned model parameters is updated by taking into account both the measured natural frequencies and the measured modes, we can write the likelihood PDF in a multiplication form, which is due to the direct summation of involved response contributions within the exponential function (Eqs. (7) and (8)). In the case that a number of datasets are involved, the likelihood PDF will further become
where r is the number of measured datasets, and n is the number of measured modes in each dataset. x 2 i;j and u i;j represent, respectively, the jth eigenvalue and the associated mode in the ith measured dataset.
As measurement error exists, each measured dataset differs from another. We thus combine the multiple measurements to minimize the negative impact of measurement error to model updating. Substituting Eq. (10) into Eq. (5) yields the posterior PDF, which can eventually reveal the underlying characteristics of the actual structured identified. The general framework of Bayesian inference for model updating is shown in Fig. 1(a) . As can be seen, no matrix inversion is involved in this process.
MCMC Sampling Enhancement to Expedite Bayesian
Model Updating. The computational framework of Bayesian inference involves the calculation of the denominator and the numerator shown in Eq. (5). Take the denominator as an example. The integral can be numerically evaluated as
where N is the number of model samples h parameterized from the prior PDF pðhÞ. According to the law of large number, the larger the N is, the better the accuracy one will achieve. Increasing N, however, will substantially increase the computational cost, since the modal information predictionsx 2 j ðhÞ andũ j ðhÞ required in the likelihood PDF have to be calculated by sampling-based Monte Carlo simulation (e.g., with N repeated runs). When the dimension of the finite element model is high, each single run of the eigenvalue problem is already costly.
To mitigate the computational cost issue here, we adopt the MH MCMC for model parameter sampling [29, 37, 38] . The fundamental idea of MCMC is that it can generate a chain including a smaller number of model parameter samples, which can directly reduce the number of runs of finite element analysis. The general procedures of MH MCMC are summarized as follows [39] 
where M is the length of Markov chain that typically includes a much smaller number of model samples h Ã (M(N). While the posterior PDF can be obtained by calculating Eq. (5) based on the reduced model sample input, it contains a sparsely distributed dataset.
2.4 GP Emulation to Improve Updating Accuracy. The MCMC sampling may be able to identify the normalization constant (i.e., the denominator in Eq. (5)) by estimating the mean of likelihood PDF. However, the global maximum of the numerator pðDjhÞpðhÞ may be difficult to reach, due to the limitation of the sampling technique itself, e.g., the selections of proposal PDF and its variance [29, 32] . Meanwhile, the small number of sampled candidates cannot densely span over the entire parametric space especially when the high-dimensional model updating problem is considered. Therefore, the most optimal model parameters corresponding to that global maximum in many cases cannot be found based on such sparse posterior PDF.
To enhance the model updating fidelity with the reduced sample size, in this research we propose to enrich the posterior PDF over the original parametric space h by using the sparse data input and output that can be considered as training data in statistical inference analysis. It is worth mentioning that the reason we consider the data from MCMC rather than from random sampling as training data lies in that the data from MCMC are more representative since they are generally distributed at the neighborhood of the peak, i.e., highest probability point with stationary probability that is in accordance with the underlying principle of MH sampling technique. Usually, such training data points selected in the probabilistic distribution are able to well capture the peak through inference emulation due to their location nearness [40] . In this situation, GP is a promising inference tool to emulate the relation between model parameter input and the corresponding posterior probability output. The simplicity and computability of GP have made it effective in a number of applications. One of the early applications was the use of GP as a means of emulating complex simulation [33, 34] . This approach has been further extended to the field of structural dynamics [41] [42] [43] . Specifically, a GP is a collection of random variables of which any finite number has a multivariate normal distribution. A GP can be interpreted as a distribution over a function f ðhÞ that allows the random variables to be the output of f ðhÞ at an input h [40] . In this case, f ðhÞ denotes the posterior PDF pðhjDÞ. In general, a GP is fully specified by a mean function and a covariance function, which are defined below [44] E½f
where m(.) and k(.) represent, respectively, the mean and covariance functions of this GP. There exist a wide range of commonly used mean and covariance functions in literature [40] . For a finitedimension matrix H comprising of inputs h i as its rows, the corresponding mean vector and covariance matrix can be denoted as lðHÞ and RðH; HÞ.
The process of updating a GP with data is equivalent to conditioning the distribution at observed input-output relation. Let a reduced dataset be comprised of h Ã and an output vector f ðh Ã Þ be generated from MCMC. Let a set of to-be-predicted target output be comprised of the original sampled data h and the corresponding vector of unknown outputs be f ðhÞ. Together, as well as individually, the data and target points constitute a finite set, and thus can be partitioned as shown in the following multivariate distribution [40] :
where u and R are, respectively, the mean vector and the covariance matrix over the unobserved/original parametric space. The first step in the GP emulation is to define the suitable mean and covariance functions. Following what is suggested by Xia and Tang [43] , we define the mean function as
where hð:Þ is a vector of the known functions with respect to h, and b is a vector of unknown coefficient to be optimally identified later. Furthermore, the covariance function shown in Eq. (13b) is selected as the squared exponential function
where w ¼ fr f ; bg is a set of hyper parameters. w together with b can be optimized by maximizing the marginal likelihood. Typically, we assume that there is no error between two arbitrary observations on the covariance value, and thus choose r n ¼ 0 [33] . For this particular covariance function, it is found that the covariance is almost unity between variables whose corresponding inputs are very close, and decreases as their distance in the input space increases. This indicates that simulator runs with close inputs will have similar outputs [40] . The enhanced framework incorporated with GP enrichment is illustrated in Fig. 1(b) .
Implementation and Case Studies
In this section, we present case analysis demonstration and parametric investigation. The analysis is carried out in ANSYS environment under APDL programming.
3.1 Illustrative Case. The illustrative case is based on a mock-up wind turbine structure shown in Fig. 2 . Wind turbines operate under harsh conditions and require robust design and maintenance [45] . They have huge size and are generally subject to various variations especially during modal testing measurements. The Young's modulus, mass density, and Poisson's ratio of this structure (including both the tower and the blades) are initially assumed to be, respectively, 2:06 Â 10 11 Pa, 7:85 Â 10 3 kg=m 3 , and 0.3. The geometry parameters are provided in Fig. 3 . The blade roots are fixed to a shaft whose two ends are fixed to the nacelle that connects with the tower. The finite element mesh for this case illustration is generated by the "smart" meshing function in ANSYS, yielding a mesh with 188,210 solid elements and 108,321 DOFs. The local mesh density is automatically adjusted based upon the local model geometry. Convergence analysis has been carried out to verify that the mesh density is sufficient for this particular structure. Our goal here is to use sensor data to update the baseline model. Without loss of generality, we further assume that there exist two parameters that are different from the initial assumptions, i.e., the Young's modulus of the tower and the Young's modulus of the blades. We let such differences be denoted as h 1 and h 2 , respectively, which need to be identified/ updated.
The incompleteness of measurement indeed renders the system identification an underdetermined problem from the conventional inverse analysis standpoint. Here, we assume that we have seven uniaxial sensors/accelerometers to extract the modal information. Furthermore, we assume that the first four x-direction bending modes of the system are measured. The placement of the sensors and the measurement patterns of bending modal modes are given in Figs. 4 and 5.
3.2 APDL-Based Implementation. One effort in this research is to incorporate the Bayesian inference framework with commercial finite element package, so the algorithms developed can be fully implemented to practical applications. Here, we adopt ANSYS as the computational platform and develop APDL code to automatically manage the model parameter definition, mesh generation, modal analysis, data postprocessing, and extraction. APDL stands for ANSYS Parametric Design Language. It allows one to perform analysis based on parameters (variables) defined. It features programming functionalities, e.g., repeating commands or macros, do-loops, and scalar, vector, and matrix operations [46] . In this research, the modal property evaluation, which is an essential part of the Bayesian model updating framework developed ( Fig. 1(a) ), is executed following the procedures shown in Fig. 6 . The APDL pseudocode with comments is given in the Appendix.
Model Updating Demonstration and Efficiency/ Accuracy
Comparison. This section reports a representative model updating case based on the algorithms presented. For demonstration, we let the actual model parameters (Young's modulus difference ratios) be h act ¼ ½h 1 ; h 2 ¼ ½À0:1056; 0:0736, i.e., the actual Young's modulus of the tower is 89.44% of the nominal value, and that of the blades is 107.36% of the nominal value. In this study, we utilize simulated sensor data as input for model updating. As mentioned, the modal information of the first four xdirection bending modes is extracted by the sensors. This allows us to alter certain parameters concerning the measurements for systematic investigation. We let the simulated sensor data be subjected to measurement noise. The simulated sensor data are obtained by multiplying the finite element response of the nominal model with random error under specified standard deviation. In particular, here we assume that measured natural frequencies are subjected to 1% measurement error, i.e., error with 1% standard deviation. For mode shape information, only the response amplitudes at the DOFs corresponding to the seven sensors are measured, and each datum is subjected to 3% standard deviation measurement error. Lager error in mode shape measurement is adopted, because mode shapes are oftentimes subjected to more severe measurement uncertainty. In this case, three sets of measurements are employed.
Assuming we know this model investigated is subjected to moderate structural parameter variation, we thus can simply define the prior PDF as a normal distribution with zero mean and 10% standard deviation of the nominal model parameters of the baseline finite element model, as shown in Fig. 7 . It is worth noting that the results of following different scenarios are computed based on the same parameters defined previously.
Bayesian Model Updating-Baseline Results.
We first use a full-scale Monte Carlo analysis to represent comprehensively the updated posterior PDF, which serves as a baseline for the subsequent investigations. In this case, 10,000 samples that are parameterized from the prior PDF are defined. Following the procedures outlined in Fig. 1(a) , we can obtain the posterior PDF as shown in Transactions of the ASME updating has high confidence level. Hence, the effectiveness of Bayesian inference for modal updating is verified. As mentioned, the characterization of posterior PDF using the basic idea of Bayesian inference is computationally expensive, since it requires carrying out brute-force Monte Carlo analysis of large-scale finite element model. On a personal computer with Intel E5620 2.4 GHz (two processors), based on the ANSYS platform with the APDL command, the model updating using the full-scale Monte Carlo analysis (i.e., 10,000 samples) takes about 11 hrs.
Model
Updating Through Fast MCMC Sampling Integrated With GP Emulation. We implement fast sampling in the Bayesian inference framework. Here, without loss of generality, we use MCMC to reduce the number of parameterized samples to be evaluated from 10,000 to 1000. That is, the time needed to generate samples is reduced dramatically by 90%. As a result, the time for the entire model updating process is reduced from 11 hrs to 1.15 hrs based on the same computational platform. The sparse posterior PDF obtained by Bayesian inference with MCMC results in the most optimal parameters h opt ¼ ½À0:1241; 0:0520, with relative errors ½17:52%; 29:35% as compared with the actual model parameter h act . In terms of Young's modulus values, the relative errors are ½1:85%; 2:16%.
We then implement the enhanced algorithm that combines GP and MCMC. Utilizing the reduced samples and the respective posterior probability values as training data points, we conduct GP emulation to enrich the sparse posterior PDF over the entire parametric space (i.e., the original 10,000 model samples). The posterior PDF obtained is shown in Fig. 9 . To facilitate the result comparison, we present two-dimensional distribution of eight identified model parameters with the highest probability values from, respectively, the sparse and the enriched posterior PDFs in Fig. 10 . The norms/distances of model parameters identified from the sparse posterior PDF mostly are larger than those from the enriched posterior PDF, indicating a higher average error that is represented by the average radius (Fig. 10) . Specifically, for the most optimal parameters, we can obtain more accurate results h GP opt ¼ ½À0:1127; 0:0645 with reduced relative errors ½6:72%; 12:36% as compared with the MCMC result. In terms of Young's modulus values, the relative errors are ½0:71%; 0:91%. It is also found that the width of such enriched posterior PDF is quite narrow, with standard deviations rðhÞ ¼ ½0:0142 ; 0:0170, which means that the enhanced inference algorithm possesses good robustness. The results are generally consistent with the baseline results obtained with 10,000 samples. The identification results of all three scenarios are compared in Table 1 .
Here, it is worth mentioning that the accuracy of GP emulation depends on the number of training data points. The prediction accuracy of GP generally increases when more training data points are involved. It, however, increases the computational cost of Monte Carlo-based finite element analysis. In practice, the number of training data points needs to be carefully selected with the tradeoff between analysis efficiency and accuracy. To illustrate this tradeoff tendency, different numbers of data points for GP emulations are employed to investigate the computational efficiency and accuracy, and the results are plotted in Fig. 11 . It can be observed that the integration of GP enables high-fidelity updating as compared to the cases solely utilizing small number of Monte Carlo analysis for Bayesian model updating.
Parametric Investigations on Input Data.
Besides the computational efficiency, the fidelity of Bayesian model updating is one major concern. Intuitively, a number of parameters may affect the model updating results. In what follows, we evaluate the influences from the number of datasets, the measurement error level, and sensor configuration (i.e., the number and placement of sensors and the modal information measured).
3.4.1 Number of Measured Datasets. From Eq. (10), the number of measured datasets impacts considerably the profile of the posterior PDF. Mathematically, larger number of measured datasets will reduce the width of the posterior PDF, thereby increasing the distribution confidence level. To visualize this trend, the mean Fig. 9 Posterior distribution by accelerated Bayesian model updating: (a) three-dimensional view, (b) planar view with respect to tower Young's modulus change ratio, and (c) planar view with respect to blade Young's modulus change ratio (᭺: training data obtained from MCMC and Bayesian inference 3 and: predicted distribution using GP) Fig. 10 Comparison of eight identified model parameters obtained from the sparse posterior PDF and from the enriched posterior PDF by GP emulation error and standard deviation of the posterior PDF versus the number of measured datasets are calculated and compared in Fig. 12 . The result indeed confirms the tendency mentioned above, in which both the mean error and standard deviation decrease as the number of measured datasets increases. For example, as the number of measured datasets reaches 20, the mean error and the standard deviation of identified Young's modulus of tower become 0.39% and 0.0042.
Measurement Error
Level. Similarly, we evaluate the model updating fidelity with respect to the level of measurement error. Without loss of generality, throughout this research we assume that the measurement errors of sensors are independent of each other. From the statistics standpoint, this assumption yields a diagonal covariance matrix of the measured mode shapes. Here, we employ three different error levels, i.e., 0.5%, 1%, and 2% for both natural frequency and mode shape measurements, and the results are compared in Fig. 13 . It can be observed that the mean error and the standard deviation of the posterior PDF increase monotonically as the level of measurement error increases. For example, when the measurement level reaches 2%, the mean error and the standard deviation of identified Young's modulus of tower become 2.32% and 0.0098, respectively. Apparently, the accuracy of the measurement data plays a very important role in model updating.
Sensor Configuration and Modal Sensitivity Influence.
The quality of the measurement data depends heavily on the distribution of sensors, i.e., the number of sensors used and the locations of the sensors. Moreover, the locations of the sensors have to do with which vibration modes can be reliably measured. Here, we configure a number of sensor scenarios that correspond to different combinations of the aforementioned factors. While the number of sensors available may be different, all sensors are numbered the same way as shown in Fig. 4 . For consistency, all other parameters remain to be the same. For example, all the measurements are subject to 1% error. The tendency of mean errors is quite similar with that of the standard deviations. By comparing the results, we can find that first three configurations are more desirable. The reason is straightforward for configurations 1 and 2, as they can extract relatively more modal information. Although configuration 3 yields similar amount of modal information with configuration 4, it leads to a better identification performance. This difference in performance is due to the difference in mode shape patterns they capture. Particularly, the mode shapes extracted by configuration 3 consist of motions of both the tower and the blades. As such, the measurement can better reflect the property change of both the tower and the blades. In comparison, configuration 4 cannot capture the vibration pattern of blades, which degrades the identification accuracy. Likewise, configuration 8 leads to smaller mean error and smaller standard deviation than configurations 7 and 9. This can be explained from the sensitivity standpoint. That is, the third natural frequency measured (under configuration 8) is more sensitive to the model parameters than the first and fourth natural frequencies measured (under configurations 7 and 9). Indeed, the sensitivity of the modal information with respect to the model parameters to be updated plays a very important role, which is analyzed in detail in what follows. Our goal of the forward sensitivity analysis is to acquire the modal response trend versus the model parameters which are densely sampled in the prespecified ranges using Monte Carlo evaluation. Based on the response distribution obtained, intuitively the sensitivity of modal response with respect to the model parameters can be reflected [47] [48] [49] . We first analyze the relations of the natural frequencies with respect to the two model parameters (i.e., the Young's modulus of the tower and that of the blades). Figures 16 and 17 show the projection views. We can observe that the first and second natural frequencies are both quite sensitive to the first model parameter, and the fourth natural frequency appears to be irrelevant to the first model parameter but is highly sensitive to the second model parameter. Meanwhile, the third natural frequency is sensitive to both model parameters, which is the underlying reason that configuration 8 leads to better performance than configurations 7 and 9.
Care should be taken when we take mode shape sensitivity into consideration. Here, the mode shape sensitivity is evaluated by the mode shape difference with respect to the model parameter change. To facilitate the sensitivity analysis and direct comparison, here we employ the mode assurance criterion (MAC) that is widely used in structural dynamic analysis to quantify the difference of mode shapes [50] [51] [52] 
where subscript i indicates the ith mode order, superscript r indicates the sensor configuration index, and / 
In the subsequent analysis, we consider sensor configurations 1-5, because other configurations do not involve the mode shapes. Furthermore, as configuration 1 yields the most amount of information, it is used as the reference. We then define a performance index for configurations 2-5 as location 5 is at the tip of a blade, where the response amplitude is contributed from both the tower and the blade. In comparison, configurations 4 and 5 yield less than satisfactory identification performance, primarily due to the fact that the mode shape performance indices under these two sensor configurations no longer keep constant (i.e., more like a random distribution) with respect to concerned model parameters. In other words, the mode shape responses of configurations 4 and 5 mostly deviate from the desirable mode shape response of configuration 1 over the entire parametric space.
Conclusions
This paper presents an efficient probabilistic model updating framework using intelligent inference based on incomplete modal measurement information. MH MCMC is adopted to reduce the number of samples needed. To tackle the issue of MCMC that the posterior PDF obtained may not be informative since it only contains sparsely distributed data points, GP is then incorporated into the analysis as an emulator to enrich the sampled data. Case studies on a mock-up wind turbine using simulated data as input demonstrate that accurate model updating can be achieved with significantly reduced computational cost. While more measurement data and lower measurement error generally lead to better model updating performance, it is found that sensor configuration plays a very important role. Forward sensitivity analysis can provide vital information to guide the proper selection of sensor number/locations as well as the order of modes to be measured. The model updating framework is implemented in ANSYS environment with APDL code.
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Appendix: APDL Pseudocode
To assist interested readers to apply the algorithm developed in this research toward practical applications, an APDL pseudo-code that can be implemented in ANSYS environment is provided below. 
