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Chapter 1
Introduction
1.1 Gas–Structure Interaction Based on theKinetic Theory
of Gases
When an object moves in a gas, they interact in a complex way; its study is called the
gas–structure interaction problem. Gas–structure interaction is abundant in science and
engineering: fluttering of aircraft wings, deflection of wind-turbine blades, falling leaves and
so on [2].
In this thesis, gas–structure interaction problems are analyzed from microscopic view-
point — or more precisely, from mesoscopic viewpoint — based on the kinetic theory of
gases. The microscopic origin of gas–structure interaction is of course the interaction of the
moving objects and the gas molecules; most analyses, however, are based on the macroscopic
continuum theory because it is computationally much economical than to simulate motions
of huge number of gas molecules. But there are important flows where the macroscopic
description is insu cient: small scale flows appearing in MEMS (micro-electro-mechanical
systems), aerosol science; and low pressure flows in aerospace engineering, vacuum tech-
nology, semi-conductor manufacturing are such examples [28, 32]. These flows have the
characteristic of being out-of-equilibrium due to insu cient intermolecular collisions. For
such flows, kinetic theory of gases provides an accurate description [35].
In the kinetic theory of gases, gas molecules are treated in a statistical way using the
velocity distribution function (VDF) f (x, ⇠, t). It is defined such that
1
m
Z
 x⇥ ⇠
f (x, ⇠, t) dxd⇠
gives the average number of molecules with position x 2  x and velocity ⇠ 2  ⇠. Here,
m is the mass of a gas molecule. (In this thesis, monatomic gases are considered for
simplicity.) This is a coarse grained description of molecules in the sense that only their
statistical properties are considered; so it lies somewhere in-between the macroscopic and
the microscopic descriptions — a mesoscopic theory. As we wrote earlier, this mesoscopic
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approach has an advantage over the macroscopic continuum theory in that it is applicable to
wider range of flows; it also has an advantage over the microscopic approach relying entirely
on Newton’s equation as in [4, 5, 7, 8, 12] in that it is much computationally economical.
Of course, it is much computationally costly than macroscopic approach and it is less first
principle based than entirely microscopic approach; it nevertheless provides valuable insight
into microscopic understanding of gas–structure interaction problems in a computationally
tractable way.
For the reasons explained above, kinetic theory approach to gas–structure interaction
problems has been used by many researchers mainly by numerical simulation [17, 22, 24,
28, 30, 32, 33, 40]; mathematical theories, however, are still largely missing except for the
free molecular flow initiated by Caprino et al. [10]. This thesis gives two extensions of the
free molecular results: (i) an extension from the entire space to the half space case and (ii)
an extension to a special Lorentz gas case.
To explain the main results of this thesis, let us start from a brief review of the theory by
Caprino et al. [10].
1.2 Rigid Body Motion in a Free Molecular Flow
Consider a d-dimensional cylindrical rigid body (d = 1, 2, 3) moving in the direction of its
axis without rotation. For d = 3, see Figure 1.1; for d = 1, 2, see Chapter 2 for the precise
meaning of the d-dimensional cylinder.
A gas fills the region outside of the rigid body. We assume that the gas is free molecular,
whichmeans that gas molecules move freely without intermolecular collisions; they, however,
collide with the rigid body, which is the origin of gas–structure interaction. The collision is
assumed to be elastic: The normal component of the relative velocity of the molecule with
respect to the rigid body is reversed, while the tangential components remain unchanged. The
state of the gas is described by the VDF f (x, ⇠, t). Here, x 2 R3 and ⇠ 2 R3 are the position
and the velocity of the molecules, and t is the time. Since we consider a free molecular flow,
f is governed by the collisionless Boltzmann equation [35]:
@t f + ⇠ · rx f = 0. (1.1)
The assumption that molecules collide with the rigid body elastically is modeled as the
specular boundary condition (see (2.3) in Chapter 2). We further assume that the gas is
initially in equilibrium, that is, f (x, ⇠, 0) is a Maxwellian with zero mean velocity.
Let V (t) 2 R be the velocity of the rigid body. Apply a constant external force E > 0 in
the direction of its axis; the gas, on the other hand, exerts drag D(t) on the rigid body. D(t)
is given by a certain integral involving f (see (2.4) in Chapter 2). The time evolution of V (t)
is dictated by Newton’s equation of motion:
M
dV (t)
dt
= E   D(t), V (0) = V0, (1.2)
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where M is the mass of the rigid body and V0 is the initial velocity.
V (t)
ED(t)
Figure 1.1: A cylindrical body moves in one direction with velocity V (t). It is accelerated
by an external force E and the surrounding gas exerts a drag D(t).
In summary, the system of a rigid body and a free molecular gas is described by a coupled
system of a PDE (1.1) and an ODE (1.2). They are coupled in both way through the specular
boundary condition (2.3) and (2.4) defining the drag D(t). An important remark is that the
boundary condition requires the information of V (t), and the computation of the D(t) needs
f . This feature makes the problem hard and interesting to solve.
Now, the question considered in [10] is the long time behavior of V (t). If this model
is physically reasonable, the velocity V (t) should approach a terminal velocity V1(E) de-
termined by the external force E. The question is whether we could prove this rigorously,
and moreover, to understand the manner of approach to the terminal velocity. The following
theorem (stated informally) is proved in [10], which answers this question above. More
precise statement can be found in Theorem 2.1 in Chapter 2.
Theorem 1.1 (Caprino et al. [10]). If the initial velocity V0 (0 < V0 < V1) is su ciently close
to the terminal velocity V1(E), then there exists a solution ( f ,V ) to the system. Although
the uniqueness of the solution is not known, any solution obeys a power law type long time
behavior V1(E)   V (t) ⇡ t (d+2).
This power law convergence is due to the possibility of a molecule having multiple
collisions with the rigid body (Figure 1.2). This phenomenon is called recollision or pre-
collision. Note that if we artificially neglect recollisions, we would get an exponential
convergence [10]. This phenomenon of recollision plays a central role in the two main results
of this thesis.
Other related works are reviewed in Chapter 2.
V (⌧1) V (t)
Figure 1.2: A molecule may collide with the rigid body multiple times at time ⌧1 and t. Here,
⌧1 < t.
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1.3 Main Results
Now, let us briefly state the main results of this thesis; they are stated more precisely and
proved in Chapters 3 and 4.
1.3.1 Wall-Bounded Motion of a Rigid Body in a Free Molecular Flow
Theorem 1.1 considers the motion of a d-dimensional cylinder in the entire space R3; what
happens if the motion takes place in a wall-bounded semi-infinite region (Figure 1.3).
The motivation for studying this problem is related to the phenomenon of recollision.
If a plane wall is placed behind the motion of the rigid body, new recollisions appear as
in Figure 1.4. This should have certain e ect on the rigid body motion; but is this e ect
significant? The following theorem (stated informally) says that this changes the long time
behavior of V (t) qualitatively.
X (t)
V (t)
ED(t)
Figure 1.3: Two dimensional view of the rigid body motion in a half-space. The shaded
object in the left side is the plane wall.
V (t)
Figure 1.4: Due to the wall, a new type of recollisions are created.
Theorem 1.2 (Koike [26]). Let d   2. If the initial velocity V0 is su ciently close to the
terminal velocity V1(E) and the initial distance between the wall and the rigid body is
su ciently large, then there exists a solution to the problem; moreover, any solution obeys a
power law type long time behavior V1(E)   V (t) ⇡ t (d 1).
This theorem is perhaps counter-intuitive because even though the distance between the
wall and the rigid body increases indefinitely, the e ect of the wall has a significant impact on
the long time behavior. This result shows that the boundary e ect cannot be lightly ignored
when considering gas–structure interaction in a free molecular flow.
Its proof is presented in Chapter 3. The basic strategy of the proof follows that of [10], but
additional di culty arises due to the presence of the wall. More specifically, the estimates
of the “left recollisions” (Section 3.3.2) play an essential role in the proof.
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1.3.2 Rigid Body Motion in a Special Lorentz Gas
Theorem 1.1 considers the motion of a rigid body in a free molecular flow. So in this
case, there is no intermolecular collision; what happens if the molecules experience certain
interaction? If intermolecular collisions are taken into account, we should analyze the
Boltzmann equation [35] instead of the collisionless one (1.1); this problem, however, seems
too di cult to address at the present state of knowledge. Instead, we analyzed a toy model
— a special Lorentz gas — which was proposed and analyzed numerically in [37].
Let us briefly describe this model. The system consists of gas molecules and background
molecules. We assume that the backgroundmolecules are in equilibriumwith a homogeneous
density and temperature and this does not change in time; the distribution of the gasmolecules,
on the other hand, is a ected by the background molecules in two ways: (i) If a molecule
hits a background molecule, it is absorbed into the background molecule and disappears; (ii)
the background molecules emit gas molecules according to an equilibrium distribution with
a homogeneous and time independent density and temperature. Under certain assumptions,
the evolution equation for the VDF of the gas molecules, (4.1), is derived [37].
As a metaphor, the gas molecules represent water vapor and the background molecules
are its condensed liquid phase. The interaction of the gas molecules with the background
molecules is one-way: The presence of the background molecules a ect the molecular VDF
but the presence of the gas molecules does not a ect the VDF of the background molecules.
One-way interaction models of this sort are generally called Lorentz models, or wind–tree
models [19]. The interaction considered above is quite artificial, and this is presumably the
reason why they termed this model a special Lorentz gas.
The motivation for studying this model is related to recollision. If there is interaction
between the gas molecules and the background molecules, the e ect of recollision is expected
to be weakened (see Chapter 4 for a more detailed explanation). Then, as a result, the
convergence of V (t) to the terminal velocity is expected to become faster than in the free
molecular case. This conjecture is verified numerically in [37]; the following theorem (stated
informally) gives a theoretical confirmation of this phenomenon.
Theorem 1.3 (Koike [25]). Assume that no external force is applied. If the initial velocity
V0 is su ciently small, then there exists a solution ( f ,V ) to the system. Moreover, (i) if the
average speed of the background molecules is positive, then V (t) decays exponentially, and
(ii) if the average speed of the background molecules is zero, then V (t) decays algebraically
as V (t) ⇡ t 5 independent of the spatial dimension d.
A particularly interesting feature is that the decay rate when " = 0 is independent of the
spatial dimension d —unlike in the free molecular case — in accordance with the numerical
evidence [37]. Looking at the proof given in Chapter 4, we obtain a clear understanding of
this phenomenon, which is discussed in Chapter 5.
We should note that the setting in [37] is slightly di erent from that in this theorem: They
considered the motion of a pendulum instead of a motion without external force, and they
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used the di use boundary condition rather than the specular one. The observed phenomenon,
nevertheless, is qualitatively the same.
Key di erences in the proof, in comparison to the free molecular case, arise from the
di erence in the formula for the VDF f (Lemma 4.1). This leads us to analyze a certain
integral involving exponentials (Section 4.4.3). All the di erences in the long time behavior
— exponential decay, dimension independent power law — find their roots in the long time
behavior of this integral.
1.4 Overview of the Thesis
In Chapter 2, we explain the work by Caprino et al. [10] more thoroughly. The formulation
of the problem and Theorem 1.1 are explained in detail. Discussions on the result, especially
on recollision, are given together with a sketch of the proof. Related previous works are also
reviewed. This lays the basis for the understanding of the main results, which are presented
in Chapters 3 and 4.
In Chapters 3 and 4, the main results of this thesis are presented. We explain the
formulation, then state the theorems. Their proofs are given in detail.
Chapter 5 is a brief discussion on the obtained results and suggests some interesting future
directions. Some complementary results are proved in Appendices A and B; an important
lemma on infinite recollisions is proved in Appendix C. This lemma is originally proved
in [10]; we give a di erent proof, which is inspired by the billiard theory [27, 21, 36].
Chapter 2
Rigid Body Motion in a Free Molecular
Flow: Review of Previous Results
In this chapter, we explain how the rigid body motion in a free molecular gas is formulated
based on the kinetic theory of gases. A particularly important previous work by Caprino
et al. [10] is taken up. Their theorem as well as the basic idea of proof is explained. In
explaining the idea of proof, an important notion of recollision is illustrated. These lay the
basis for the presentation of the main results in Chapters 3 and 4.
2.1 Formulation of the Problem
2.1.1 Equations Governing a Coupled System of a Rigid Body and a
Free Molecular Flow
Consider a rigid body in R3 whose section by the d-dimensional plane Rd (d = 1, 2, 3) at
time t is given by the set
C(t) = {x = (x1, x?) 2 R ⇥ Rd 1 | |x1   X (t) |  h/2, |x? |  R},
where h, R > 0 are constants and X (t) is a function of time. The rigid body occupies the
region C(t) ⇥ R3 d in R3.
Let us elaborate on this a little more. When d = 3, the rigid body is a cylinder with
height h and radius R; when d = 2, the rigid body is a rectangular rod with infinite extension
in the x3-direction, and its section by R2 = {x3 = 0} is a rectangle; when d = 1, the rigid
body is a plane wall with infinite extension both in the x2 and x3-directions, and its section
by R1 = {x2 = x3 = 0} is just an interval [X (t)   h/2, X (t) + h/2]. As an example, the d = 2
case is depicted in Figure 2.1.
Let X (0) = 0 and denote by V (t) = dX (t)/dt the velocity of the rigid body. Note that
V (t) is an unknown of the problem; its governing equation is explained later.
10
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x1
x2 V (t)
h
R
Figure 2.1: The d = 2 case. Left: A rectangular rodwith infinite extension in the x3-direction.
Right: Its section by R2 = {x3 = 0}.
A gas fills the region outside of the rigid body, ⌦(t) B R3\(C(t) ⇥ R3 d). The state of
the gas is described by the velocity distribution function (VDF) f (x, xˆ, ⇠, t). Here, (x, xˆ) 2
⌦(t) ⇢ Rd ⇥ R3 d , ⇠ = (⇠1, ⇠?, ⇠ˆ) = (⇠˜, ⇠ˆ) 2 (R ⇥ Rd 1) ⇥ R3 d and t   0.
We assume that the gas is a free molecular flow, so that the VDF f is governed by the
collisionless Boltzmann equation:
@t f + ⇠ · r f = 0 for (x, xˆ) 2 ⌦(t), ⇠ 2 R3, t > 0. (2.1)
Here, r f = T (@x1 f , @x2 f , @x3 f ).
At initial time t = 0, the gas is assumed to be in equilibrium with zero mean velocity,
which means that the VDF takes the following Maxwellian form [35]:
f (x, xˆ, ⇠, 0) = f0(⇠) B
⇢0
(2⇡RgT0)3/2
exp
 
  |⇠ |
2
2RgT0
!
for (x, xˆ) 2 ⌦(0), ⇠ 2 R3, (2.2)
where ⇢0, T0 and Rg are the density, the temperature and the gas constant per unit mass,
respectively. Although this condition can be slightly generalized as stated in [10, p. 170],
this natural but rather stringent assumption on the initial data is required for the development
of the theory.
The gas molecules are assumed to collide with the rigid body elastically; this is modeled
as the specular boundary condition for (2.1). Let e1 = (1, 0) 2 R ⇥ Rd 1, and let n =
n(x, t) 2 Rd be the unit normal to @C(t) at x 2 @C(t) pointing towards the gas region. The
specular boundary condition is formulated as:
f (x, xˆ, ⇠, t) = f (x, xˆ, ⇠˜   2[(⇠˜   V (t)e1) · n]n, ⇠ˆ, t) (2.3)
for (x, xˆ) 2 @⌦(t) = @C(t) ⇥ R3 d , ⇠ 2 R3 with (⇠˜   V (t)e1) · n > 0 and t > 0.1
The velocity V (t) of the rigid body is governed by Newton’s equation of motion. Since
the rigid body has infinite extent in the d = 1, 2 cases, the balance of acceleration and the
force is considered on C(t) ⇥ [ l/2, l/2]3 d , where l is an arbitrary length. This is justified
by the symmetry of the problem; we come back to this point in the next paragraph. Apply
a constant external force on the rigid body in the x1-direction, and denote by E the external
1There are other boundary conditions that can be considered. Most notable are the di use and Maxwell
boundary conditions [1, 13].
CHAPTER  . RIGID BODY MOTION IN A FREE MOLECULAR FLOW 12
force per unit volume. The total drag exerted by the gas on C(t) ⇥ [ l/2, l/2]3 d is given by
D(t) =
Z
@C(t)⇥[ l/2,l/2]3 d
dS
Z
R3
⇠1(⇠˜   V (t)e1) · n f (x, xˆ, ⇠, t) d⇠, (2.4)
where dS is the surface measure on @C(t) ⇥ [ l/2, l/2]3 d .2 The Newton’s equation is then
MvdRd 1l3 d
dV (t)
dt
= EvdRd 1l3 d   D(t), V (0) = V0, (2.5)
where v1 = v2 = h, v3 = ⇡h, and M is the mass per unit volume of the rigid and V0 is the
initial velocity.
Why should (2.5) hold? Note that (2.1)–(2.3) are invariant under the translations of xˆ.
Since the geometry of the rigid body and the initial condition (2.2) share the same symmetry,
the VDF f (x, xˆ, ⇠, t) should be independent of xˆ; hence the stress on @C(t) ⇥ [ l/2, l/2]3 d
should also be independent of xˆ. Since d = 1, 2 cases are the limit of rigid bodies with large
but finite extent in the xˆ-directions (l ! 1), (2.5) should hold in the limit.
In summary, solving (2.1)–(2.5) determines the motion of the rigid body and the gas.
Note that these equations are coupled in both ways: The boundary condition (2.3) requires
the information of V (t), and computing the drag D(t) requires that of f . So they cannot be
solved separately. This makes the problem mathematically challenging.
2.1.2 Reformulation of the Problem: Marginalization of the Velocity
Distribution Function
Using the symmetry of the problem, (2.1)–(2.5) can be simplified as follows.
To begin with, note that in (2.3), the ⇠ˆ-arguments are the same on both sides. So f must
have the following form by (2.1)–(2.3) (remember that f does not depend on xˆ):
f (x, xˆ, ⇠, t) = g(x, ⇠˜, t)
1
(2⇡RgT0)(3 d)/2
exp
 
  | ⇠ˆ |
2
2RgT0
!
,
where g is the marginal distribution of f given by
g(x, ⇠˜, t) =
Z
R3 d
f (x, xˆ, ⇠, t) d ⇠ˆ .
The equations governing the marginal g are given as follows: Corresponding to (2.1) is
@tg + ⇠˜ · rxg = 0 for x 2 Rd\C(t), ⇠˜ 2 Rd, t > 0, (2.6)
2The right-hand side of (2.4) equals the momentum exchange per unit time between the rigid body and the
surrounding gas [35, Chapter 1].
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where rxg = T (@x1g, . . . , @xdg); (2.2) takes the form
g(x, ⇠˜, 0) = ⇢0
(2⇡RgT0)d/2
exp *, 
˜|⇠ |2
2RgT0
+- for x 2 Rd\C(0), ⇠˜ 2 Rd, (2.7)
and (2.3) becomes
g(x, ⇠˜, t) = g(x, ⇠˜   2[(⇠˜   V (t)e1) · n]n, t) (2.8)
for x 2 @C(t), ⇠˜ 2 Rd with (⇠˜   V (t)e1) · n > 0 and t > 0.
In terms of g, the drag D(t) is rewritten as
D(t) = l3 d
Z
@C(t)
dSx
Z
Rd
⇠1(⇠˜   V (t)e1) · ng(x, ⇠˜, t) d ⇠˜,
where dSx is the surface measure on @C(t).
Thus the dimension of the problem is completely reduced to d-dimensions.
2.1.3 Reformulation of the Problem: Non-Dimensionalization
Non-dimensionalization further simplifies the equations. First, define the characteristic time
⌧0 by
⌧0 = R/
q
2RgT0.
Then define the non-dimensional variables by:
x¯ = x/R, ⇣˜ = ⇠˜/
q
2RgT0,
t¯ = t/⌧0, X¯ (t¯) = X (t)/R, V¯ (t¯) = dX¯ (t¯)/dt¯,
g¯( x¯, ⇣˜, t¯) = [⇢0/(2RgT0)d/2] 1g(x, ⇠˜, t).
In terms of these non-dimensional variables, the region C(t) corresponds to
C¯(t¯) = { x¯ = ( x¯1, x¯?) 2 R ⇥ Rd 1 | | x¯1   X¯ (t¯) |  h/(2R), | x¯? |  1}. (2.9)
(2.6) takes the form
@t¯ g¯ + ⇣˜ · rx¯ g¯ = 0 for x¯ 2 Rd\C¯(t¯), ⇣˜ 2 Rd, t¯ > 0. (2.10)
Moreover, (2.7) becomes
g¯( x¯, ⇣˜, 0) = ⇡ d/2 exp( | ⇣˜ |2) for x¯ 2 Rd\C¯(0), ⇣˜ 2 Rd, (2.11)
and (2.8) is
g¯( x¯, ⇣˜, t¯) = g¯( x¯, ⇣˜   2[(⇣˜   V¯ (t¯)e1) · n]n, t¯) (2.12)
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for x¯ 2 @C¯(t¯), ⇣˜ 2 Rd with (⇣˜   V¯ (t¯)e1) · n > 0 and t¯ > 0. Finally, (2.5) becomes
dV¯ (t¯)
dt¯
= E¯   ⇢0R
Mvd
D¯(t¯), (2.13)
where E¯ = RE/[M (2RgT0)] and
D¯(t¯) =
Z
@C¯(t¯)
dSx¯
Z
Rd
⇣1(⇣˜   V¯ (t¯)e1) · ng¯( x¯, ⇣˜, t¯) d ⇣˜ . (2.14)
In the rest of this chapter, we assume ⇢0R/(Mvd) = 1 for simplicity.
2.1.4 Reformulation of the Problem: Final Form
In the rest of this chapter, by abuse of notation, we remove the bars from the non-dimensional
variables, denote ⇣˜ 2 Rd simply as ⇠ = (⇠1, ⇠?) 2 R ⇥ Rd 1, and replace g with f . We also
denote h/R as h. So (2.9) is rewritten as
C(t) = {x = (x1, x?) 2 R ⇥ Rd 1 | |x1   X (t) |  h/2, |x? |  1}. (2.15)
(2.10) becomes
@t f + ⇠ · rx f = 0 for x 2 Rd\C(t), ⇠ 2 Rd, t > 0. (2.16)
(2.11) is now
f (x, ⇠, 0) = ⇡ d/2 exp( |⇠ |2) for x 2 Rd\C(0), ⇠ 2 Rd, (2.17)
and (2.12) is
f (x, ⇠, t) = f (x, ⇠   2[(⇠   V (t)e1) · n]n, t) (2.18)
for x 2 @C(t), ⇠ 2 Rd with (⇠   V (t)e1) · n > 0 and t > 0. Here, V (t) = dX (t)/dt. (2.13)
and (2.14) become
dV (t)
dt
= E   D(t), (2.19)
where
D(t) =
Z
@C(t)
dSx
Z
Rd
⇠1(⇠   V (t)e1) · n f (x, ⇠, t) d⇠ . (2.20)
Moreover, let
I±(t) = {x 2 @C(t) | x1 = X (t) ± h/2} ⇥ {⇠ 2 Rd | ⇠1 7 V (t)}.
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Then (2.20) is rewritten using (2.18) as
D(t) = 2
 Z
I+(t)
(⇠1   V (t))2 f d⇠dS  
Z
I (t)
(⇠1   V (t))2 f d⇠dS
!
. (2.21)
Note that the lateral side of @C(t) does not contribute to D(t); this is natural since elastic
collisions of molecules at the lateral side of the rigid body does not exchange horizontal
momentum.
We say that ( f ,V ) is a solution to (2.16)–(2.20) if f satisfies (2.28) derived later by the
method of characteristics withW = V and f = fV (and similar formulae for other (x, ⇠)) and
V satisfies (2.19) for a.e. t > 0 with D(t) defined by (2.20). The concepts of solutions for the
problems in Chapters 3 and 4 are similarly defined.
2.2 Long Time Behavior of V (t): Convergence to the Ter-
minal Velocity
The main interest in [10] is the long time behavior of the velocity V (t). Intuitively, it should
approach a terminal velocity V1 = V1(E) as t ! 1.
The dependence of the terminal velocity V1(E) on E can be guessed by the observation
that V (t) ⌘ V1(E) should be the stationary solution to (2.16)–(2.20). So suppose that
V (t) ⌘ V1(E) is the stationary solution. Let (x, ⇠) 2 I±(t). The backward characteristic
x(s, t; x, ⇠) = x   (t   s)⇠ never hits the moving boundary @C(s) for 0  s  t. And we have
f (x, ⇠, t) = f (x(0), ⇠, 0) = f0(⇠).
Putting this in (2.21) gives
D(t) = cd
 Z V1(E)
 1
(⇠1   V1(E))2e ⇠21 d⇠1  
Z 1
V1(E)
(⇠1   V1(E))2e ⇠21 d⇠1
!
,
where c1 = 2⇡ 1/2, c2 = 4⇡ 1/2 and c3 = 2⇡1/2. Define a function D0 : R! R by
D0(U) = cd
 Z U
 1
(u  U)2e u2 du  
Z 1
U
(u  U)2e u2 du
!
. (2.22)
Then D(t) = D0(V1(E)). Since V (t) is constant in time, (2.19) implies
E = D0(V1(E)). (2.23)
By the following lemma, the solution E to this equation is unique.
Lemma 2.1. D0 : R ! R is convex on the interval [0,1). Moreover, it is odd, smooth and
the first derivative D00 is bounded below by a positive constant on R.
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Proof. We first prove that D0 is an odd function:
D0( U) = cd
 Z  U
 1
(u +U)2e u2 du  
Z 1
 U
(u +U)2e u2 du
!
= cd
 Z 1
U
( u +U)2e u2 du  
Z U
 1
( u +U)2e u2 du
!
=  D0(U).
Next, the first derivative of D0 is computed as
D00(U) =  2cd
 Z U
 1
(u  U)e u2 du  
Z 1
U
(u  U)e u2 du
!
=  2cd
 Z U
 1
(u  U)e u2 du +
Z  U
 1
(u +U)e u2 du
!
   4cd
Z  U
 1
ue u2 du.
So it is positive, and D0 is increasing. Similarly, the second derivative of D0 is computed as
D000 (U) = 2cd
 Z U
 1
e u2 du  
Z  U
 1
e u2 du
!
= 2cd
Z U
 U
e u2 du.
Therefore, D000 (U) is positive when U is so, which proves that D0 is convex on the interval
[0,1). This also shows thatD00 is bounded below by a positive constant onR. The smoothness
is trivial. ⇤
Fix E and let V1 = V1(E) be the solution to (2.23). We consider   = V1   V0 as the
parameter of the problem. Suppose that   > 0, and let C+ = D00(0), C  = D
0
0(V1).
By the consideration leading to (2.23), V1 is likely to be the terminal velocity; the
following theorem [10] shows that this is in fact true.
Theorem 2.1. If   is positive and su ciently small, then there exists a solution ( f ,V ) to
(2.16)–(2.20). And any solution ( f ,V ) satisfies
V1   V (t)   e C+t +  3 A+(1 + t)d+2
and
V1   V (t)    e C t + 1{t>t¯} A td+2
for t   0, where A± and t¯ are positive constants independent of   and t.
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Theorem 2.1 states that V (t) approaches V1 with a power law V1   V (t) ⇡ t (d+2). This
is in stark contrast with the exponential behavior for the linear friction model dV (t)/dt =
E   CDV (t), where CD is a positive constant.
As the reader may notice from the way the theorem is stated, the uniqueness of the solution
is, unfortunately, still not known; the rate of approach t (d+2), however, is guaranteed to be
unique. Further discussion on uniqueness issue can be found in Chapter 5.
Let us discuss Theorem 2.1 further in the next section.
2.3 Memory E ect and Recollision
Whether the long time behavior is exponential or algebraic seems to be related to whether
the friction term is Markovian or not. Let us elaborate on this point. For example, consider
an ODE given by
dV (t)
dt
=  F (V (t)), V (0) = V0 > 0.
Assume that F : R ! R is increasing, F (0) = 0 and F0(0) > 0. (Note that D0 : R ! R has
the same property.) Then we can prove that V (t) decays exponentially. The friction term
F (V (t)) is Markovian in the sense that it depends only on V (t) and not on its past values
(V (s))0s<t .3
In a free molecular flow, the friction term is non-Markovian. This can be attributed to
the phenomenon called recollision, or pre-collision. Let (x, ⇠) 2 I±(t). Then (x, ⇠) is said to
yield a recollision at time ⌧1 if the backward characteristic x(s, t; x, ⇠) = x   (t   s)⇠ hits the
moving boundary @C(s) at some time 0 < s < t (Figure 1.2). If (x, ⇠) yields a recollision at
time ⌧1, the velocity ⇠ changes at that time; the change is dictated by the specular boundary
condition (2.18). In this way, f (x, ⇠, t), and also D(t), is a ected by the history of motion
(V (s))0s<t , which means that the dynamics is non-Markovian.
Friction in a fluid is usually non-Markovian since the body moves in a disturbed flow that
it created in the past. So non-Markovness is a generic feature of friction in a fluid. Note
that power law behavior appears also when the rigid body moves in a Stokes fluid or in a
Burgers fluid [3, 41]. In a Stokes fluid, this non-Markov e ect is known for quite a long time
and the corresponding force is called the Basset force (see e.g. [16, 15] for related discussion
on the Basset force). It is interesting to note that in a free molecular flow, there is a clear
microscopic mechanism that creates this memory e ect.
Recollision plays a central role in the proof Theorem 2.1. What we need to analyze is for
which (x, ⇠) 2 I±(t) does recollisions occur and how it a ects f (x, ⇠, t). We shall explain
this in the following section.
3It should be noted that some Markovian dynamics has power law behavior. For example, if F (U) = U |U |,
then V (t) decays only algebraically [10]; this example, however, has a peculiar property that F 0(0) = 0.
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2.4 Strategy of the Proof of Theorem 2.1
LetW : [0,1) ! R be an arbitraryLipschitz continuous function, and let XW (t) =
R t
0 W (s) ds.
Define CW (t) by
CW (t) = {x = (x1, x?) 2 R ⇥ Rd 1 | |x1   XW (t) |  h/2, |x? |  1}
analogous to (2.15). Similarly, define I±W (t) by
I±W (t) = {x 2 @CW (t) | x1 = XW (t) ± h/2} ⇥ {⇠ 2 Rd | ⇠1 7 W (t)}. (2.24)
Denote by f = fW the solution to
@t f + ⇠ · rx f = 0 for x 2 Rd\CW (t), ⇠ 2 Rd, t > 0 (2.25)
with the initial condition
f (x, ⇠, 0) = ⇡ d/2 exp( |⇠ |2) for x 2 Rd\CW (0), ⇠ 2 Rd (2.26)
and the boundary condition
f (x, ⇠, t) = f (x, ⇠   2[(⇠  W (t)e1) · nW ]nW, t) (2.27)
for x 2 @CW (t), ⇠ 2 Rd with (⇠  W (t)e1) · nW > 0 and t > 0, where nW = nW (x, t) is the
unit normal to @CW (t) at x 2 @CW (t) pointing towards the gas region.
The solution fW (x, ⇠, t) can be evaluated semi-explicitly by the method of characteristics.
Let (x, ⇠) 2 I±W (t) and define the characteristics (x(s), ⇠ (s)) = (xW (s, t; x, ⇠), ⇠W (s, t; x, ⇠))
as follows. Let x(s) = x  (t  s)⇠ and ⇠ (s) = ⇠ for s  t until x(s) hits the moving boundary
@CW (s) — denote this time as ⌧1; this means that (x, ⇠) yields a recollision at time s = ⌧1. If
such s does not exist, let ⌧1 = 0. In this way, (x(s), ⇠ (s)) is defined for ⌧1  s  ⌧0 B t. If
⌧1 > 0, let
⇠0(⌧1) = (2W (⌧1)   ⇠1, ⇠?).4
Then extend (x(s), ⇠ (s)) by x(s) = x(⌧1)   (⌧1   s)⇠0(⌧1) and ⇠ (s) = ⇠0(⌧1) for s < ⌧1 until
x(s) hits @CW (s) again — denote this time as ⌧2. If such s does not exist, let ⌧2 = 0. Thus
(x(s), ⇠ (s)) is defined for ⌧2  s  t. Repeat this to define ⌧n until ⌧N+1 = 0 for some
N   0. Such N exists for a.e. (x, ⇠, t) 2 {(x, ⇠, t) | t > 0, (x, ⇠) 2 I±W (t)}, which is proved in
Appendix C. Then by (2.25)–(2.27),
fW (x, ⇠, t) = f0(⇠ (0, t; x, ⇠)) for a.e. (x, ⇠, t). (2.28)
4Note that the collision necessarily occurs on the front or the rear side of @CW (⌧1) and not on the lateral
side.
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Next, define r±W (t) by
r±W (t) = ±2
Z
I±W (t)
(⇠1  W (t))2( fW   f0) d⇠dS (2.29)
and K : R! [0,1) by
K (U) =
D0(V1)   D0(U)
V1  U (2.30)
forU , V1 and K (V1) = D00(V1). Then solve the following ODE to define VW : [0,1) ! R:
dVW (t)
dt
= K (W (t))(V1   VW (t))   r+W (t)   r W (t), VW (0) = V1    .
This can be solved explicitly as
V1   VW (t) =  e 
R t
0 K (W (s)) ds +
Z t
0
e 
R t
s
K (W (⌧)) d⌧ (r+W (s) + r
 
W (s)) ds. (2.31)
If the mapW 7! VW has a fixed point V in an appropriately defined function space, then
( fV,V ) solves (2.16)–(2.20). This is because
dV (t)
dt
=
dVV (t)
dt
= K (V (t))(V1(E)   V (t))   r+V (t)   r V (t)
= D0(V1(E))   D0(V (t))   r+V (t)   r V (t)
= E   D(t).
Let
t  =
1
2C 
log C+
 
.
The following function space is considered to find a fixed point.
Definition 2.1. Let  , A⇤± be positive constants. ALipschitz continuous functionW : [0,1) !
R belongs toK = K ( , A⇤+, A⇤ ) ifW (0) = V1    ,W (t) is decreasing on the interval [0, t ],
|dW (t)/dt |  1 and satisfies
V1  W (t)   e C+t +  3 A
⇤
+
(1 + t)d+2
,
V1  W (t)    e C t + 1{t>t¯} A
⇤ 
td+2
,
where t¯ is a positive constant independent of   and t.
An important step in the proof is to show that if W belongs to K , then VW also belongs
to K — assuming that   is small enough. In order to show this, we need to control VW (t)
using (2.31); so we need decay estimates of r±W (t). By (2.28), if (x, ⇠) 2 I±W (t) does not yield
a recollision, then fW (x, ⇠, t) = f0(⇠). So r±W (t) defined by (2.29) quantifies the e ect of
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recollisions; this is where the analyses of recollisions play a key role.
This strategy of proof is common for all previous works [1, 9, 10, 11, 13, 14, 34] including
two main results presented in this thesis.
2.5 Related Previous Results
Before ending this chapter, we shall review related previous results.
In Theorem 2.1, we assumed 0 < V0 < V1; the case of 0  V1 < V0 is considered in [9].
They proved the same convergence rate ofV (t) toV1 for this problem. There is, however, one
qualitative di erence. They proved that V (t) V1 becomes negative at su ciently later time.
The case where the constant external force is replaced by a harmonic confining potential
(motion of an pendulum) is also considered in the paper above.
Theorem 2.1 only considers cylindrical rigid bodies. There are several works generalizing
this to more general shapes. Cavallaro [11] proved the same convergence rate for general
convex rigid bodies (the V1 = 0 case is studied). Sisti and Ricciuti [34], on the other hand,
considered a U-shaped rigid body. Due to the trapping of molecules, the convergence rate to
the terminal velocity V1 (the 0 < V0 < V1 case is studied) becomes one-dimensional, i.e.,
V (t) ⇡ t 3, even when d = 2 or 3. Fanelli, Sisti and Stagno [18] considered a V-shaped rigid
body; they, however, considered the situation where the rigid body moves with a constant
speed. And they studied the time dependence of the drag D(t). Note that the drag exerted
on constantly moving rigid body is time independent if the rigid body is convex. It is not a
trivial problem to analyze the long time behavior for this V-shaped non-convex rigid body,
and it is open until now. From these results, we can observe that even a small change in the
geometry changes the long time behavior of V (t).
The boundary condition in all the above references are the specular boundary condition;
other boundary conditions are considered in [1, 13, 14] including the di use and the Maxwell
boundary conditions. The rates of convergence to the terminal velocity are di erent for
di erent boundary conditions. For example, when the di use boundary condition is applied,
the convergence rate becomes V (t) ⇡ t (d+1).
There are several numerical studies related to Theorem 2.1. Some of them consider the
situation that was already studied mathematically and analyze them more quantitatively. A
conjecture suggested by these numerical experiments is that we may be able to remove the
smallness assumption in Theorem 2.1 (the smallness of V1   V0). This is listed as one of
the open problems in [6]. There are, on the other hand, some numerical studies that go
beyond the reach of current mathematical understanding. In [37], they studied the motion of
a rigid body in a Lorentz-type gas (which they call a special Lorentz gas) and observed an
exponential (and algebraic in a degenerate case) long time behavior. A mathematical theory
for this model is given in Chapter 4. A BGKmodel (a model of the Boltzmann equation) case
is also studied numerically [38, 39]; mathematical understanding of the BGK model case is
still missing and remains as one of the interesting problems for the future.
Chapter 3
Wall-Bounded Motion of a Rigid Body in
a Free Molecular Flow
The first main result on the motion of a rigid body in a wall-bounded region is presented in
this chapter.
Consider, as in Chapter 2, a d-dimensional cylindrical rigid body in a free molecular flow.
Then place a plane wall as in Figure 1.3. Since the wall creates new recollisions like that in
Figure 1.4, it should a ect the dynamics of the rigid body. The purpose of this chapter is to
show that the e ect of the wall changes the long time behavior of V (t) qualitatively.
Let us start from giving a precise formulation of the problem.
3.1 Formulation of the Problem
Let d   2, and let Rd+ = {x = (x1, x?) 2 R ⇥ Rd 1 | x1 > 0} be the right half-space. A
cylindrical rigid body occupies the region C(t) given by
C(t) = {x 2 Rd+ | X (t)  x1  X (t) + h, |x? |  1}.
Non-dimensionalization is already made as in Section 2.1.3. The region occupied by the free
molecular flow is then Rd+\C(t). Denote by V (t) = dX (t)/dt the velocity of the rigid body,
and let L be the initial distance between the wall and the rigid body: L = X (0) > 0.
The state of the gas is described by the VDF f (x, ⇠, t), which is governed by the colli-
sionless Boltzmann equation:
@t f + ⇠ · rx f = 0 for x 2 Rd+\C(t), ⇠ 2 Rd, t > 0. (3.1)
Marginalization is already made as in Section 2.1.2. The gas is assumed to be initially in
equilibrium:
f (x, ⇠, 0) = ⇡ d/2 exp( |⇠ |2) for x 2 Rd+\C(0), ⇠ 2 Rd . (3.2)
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Let ⇠0 = ⇠   2[(⇠   V (t)e1) · n]n; here, e1 = (1, 0) 2 Rd and n = n(x, t) is the unit normal
to @C(t) at x 2 @C(t) pointing towards the gas. The specular boundary condition is imposed
both on the rigid body’s surface and the wall:
8><>:
f (x, ⇠, t) = f (x, ⇠0, t) for x 2 @C(t), ⇠ 2 Rd with (⇠   V (t)e1) · n > 0, t > 0,
f (x, ⇠, t) = f (x, ⇠1, ⇠?, t) for x 2 @Rd+, ⇠ 2 Rd with ⇠1 > 0, t > 0.
(3.3)
Apply a constant external force E > 0 on the rigid body in the x1-direction. The gas
exerts drag D(t) given by
D(t) =
Z
@C(t)
dS
Z
Rd
⇠1(⇠   V (t)e) · n f (x, ⇠, t) d⇠ . (3.4)
Then the velocity V (t) of the rigid body obeys Newton’s equation:
dV (t)
dt
= E   D(t), V (0) = V0, (3.5)
where V0 > 0 is the initial velocity. Let
I±(t) = {x 2 @C(t) | x1 = X (t) + h/2 ± h/2} ⇥ {⇠ 2 Rd | ⇠1 7 V (t)}.
D(t) can be rewritten using (3.3) as
D(t) = 2
 Z
I+(t)
(⇠1   V (t))2 f d⇠dS  
Z
I (t)
(⇠1   V (t))2 f d⇠dS
!
.
We say that ( f ,V ) is a solution to (3.1)–(3.5) if f satisfies (3.13) derived later by the
method of characteristics withW = V and f = fV (and similar formulae for other (x, ⇠)) and
V satisfies (3.5) for a.e. t > 0 with D(t) defined by (3.4).
3.2 Main Theorem
Define a function D0 : R ! R by (2.22), and let V1(E) be the solution to (2.23); see
Lemma 2.1. Let C+ = D00(V1(E)/2) and C  = D
0
0(V1(E)). Note that the definition of C+ is
di erent from that in Chapter 2.
Fix E so that V1 = V1(E) is fixed. And consider   = V1   V0 to be the parameter of the
problem. The main theorem of this chapter is the following.
Theorem 3.1 ([26]). Assume d   2. If   is positive and su ciently small and L is su ciently
large, then there exists a solution to (3.1)–(3.5). Moreover, any solution ( f ,V ) satisfies
V1   V (t)   e C+t +  3 A+(1 + t)d+2 + L
 (d 1) B+
(1 + t/L)d 1
(3.6)
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and
V1   V (t)    e C t + 1{t>L} B td 1 (3.7)
for t   0, where A+ and B± are positive constants independent of  , L and t.
Before discussing the result, some remarks are in order. First, as in Theorem 2.1,
uniqueness of the solution is an open problem; Theorem 3.1, however, at least shows that the
exponent of the power law V1   V (t) ⇡ t (d 1) is unique.
Secondly, if L (d 1) ⌧   is assumed,1 we can show that V (t)   V0 (and not just
V (t)   V1/2). Under the same assumption, V (t) is increasing on the interval [0, t ,L], where
t ,L =
1
2C 
log C+ 
Cˆ( 3 + L (d 1) )
and Cˆ is a positive constant independent of  , L and t. Moreover, we can improve the lower
bound (3.7) to
V1   V (t)    e C t + 1{t1>t>t¯} 4
A 
td+2
+ 1{t>L}
B 
td 1
(3.8)
where A , t¯ are positive constants independent of  , L and t; and t1 = c¯ Ld 1, where c¯
is a positive constant independent of  , L and t. In particular, taking L ! 1, we recover
Theorem 2.1 from Theorem 3.1 when d   2. These assertions are stated and proved in
Appendix A.
Now, let us discuss what Theorem 3.1 says. The most important point is that the rate
of approach to the terminal velocity V1 is algebraic with the rate  (d   1). Note that it is
 (d + 2) in the entire space case (Theorem 2.1). So the convergence becomes slower. This
may be surprising because while the distance between the wall and the rigid body grows
indefinitely, the wall-e ect changes the exponent of the convergence. As revealed by the
proof, this is due to the new recollisions created by the wall (Figure 1.4). This suggests that
we should be very careful of the boundary e ect when dealing with gas–structure interaction
in a free molecular flow.
The proof of Theorem 3.1 is explained in the rest of this chapter.
3.3 Proof of the Main Theorem
The basic strategy of the proof is similar to that explained in Section 2.4. First, define the
function space K = K ( , L, A⇤, B⇤) as follows.
Definition 3.1. Let  , L, A⇤ and B⇤ be positive constants. A Lipschitz continuous func-
tion W : [0,1) ! [V1/2,1) with W (0) = V1     and |dW (t)/dt |  1 belongs to
1The precise meaning of the notation⌧ is explained in Appendix A, where the claims made here are proved.
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K = K ( , L, A⇤, B⇤) if it satisfies
V1  W (t)   e C+t +  3 A⇤(1 + t)d+2 + L
 (d 1) B⇤
(1 + t/L)d 1
,
V1  W (t)    e C t,
(3.9)
where C+ = D00(V1/2) and C  = D
0
0(V1).
For W 2 K , let XW (t) = L +
R t
0 W (s) ds be the position of the (left end of the) rigid
body. Let
CW (t) = {x = (x1, x?) 2 R ⇥ Rd 1 | XW (t)  x1  XW (t) + h, |x? |  1}
and
I±W (t) = {x 2 @CW (t) | x1 = XW (t) + h/2 ± h/2} ⇥ {⇠ 2 Rd | ⇠1 7 W (t)}.
Denote by f = fW the solution to
@t f + ⇠ · rx f = 0 for x 2 Rd+\CW (t), ⇠ 2 Rd, t > 0, (3.10)
f (x, ⇠, 0) = f0(⇠) B ⇡ d/2 exp( |⇠ |2) for x 2 Rd+\CW (0), ⇠ 2 Rd
and
8><>:
f (x, ⇠, t) = f (x, ⇠0, t) for x 2 @CW (t), ⇠ 2 Rd with (⇠  W (t)e1) · nW > 0, t > 0,
f (x, ⇠, t) = f (x, ⇠1, ⇠?, t) for x 2 @Rd+, ⇠ 2 Rd with ⇠1 > 0, t > 0,
(3.11)
where ⇠0 = ⇠   2[(⇠  W (t)e1) ·nW ]nW and nW = nW (x, t) is the unit normal to @CW (t) at
x 2 @CW (t) pointing towards the gas region.
fW (x, ⇠, t) can be evaluated by the method of characteristics. Let (x, ⇠) 2 I±W (t) and
define the characteristics (x(s), ⇠ (s)) = (xW (s, t; x, ⇠), ⇠W (s, t; x, ⇠)) as follows. Let x(s) =
x   (t   s)⇠ and ⇠ (s) = ⇠ for s  t until x(s) hits the moving boundary @CW (s) or the wall
@Rd+ — denote this time as ⌧1. If such s does not exist, let ⌧1 = 0. In this way, (x(s), ⇠ (s)) is
defined for ⌧1  s  ⌧0 B t. If ⌧1 > 0, let
8><>:
⇠0(⌧1) = (2W (⌧1)   ⇠1, ⇠?) if x(⌧1) 2 @CW (⌧1), 2
⇠0(⌧1) = ( ⇠1, ⇠?) if x(⌧1) 2 @Rd+.
(3.12)
Then extend (x(s), ⇠ (s)) by x(s) = x(⌧1)   (⌧1   s)⇠0(⌧1) and ⇠ (s) = ⇠0(⌧1) for s < ⌧1 until
x(s) hits @CW (s) or @Rd+ again — denote this time as ⌧2. If such s does not exist, let ⌧2 = 0.
Thus (x(s), ⇠ (s)) is defined for ⌧2  s  t. Repeat this to define ⌧n until ⌧N+1 = 0 for some
2Note that starting from I±W (t), recollisions cannot occur on the lateral side of @CW (s).
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N   0. Such N exists for a.e. (x, ⇠, t); see Appendix C. Then by (3.10)–(3.11),
fW (x, ⇠, t) = f0(⇠0) for a.e. (x, ⇠, t), (3.13)
where ⇠0 = ⇠W (0, t; x, ⇠).
Next, define r±W (t) by
r±W (t) = ±2
Z
I±W (t)
(⇠1  W (t))2( fW   f0) d⇠dS. (3.14)
Define K : R! [0,1) by (2.30) forU , V1 and K (V1) = D00(V1). Then solve the following
to define VW : [0,1) ! R:
dVW (t)
dt
= K (W (t))(V1   VW (t))   r+W (t)   r W (t), VW (0) = V1    .
This can be solved explicitly:
V1   VW (t) =  e 
R t
0 K (W (s)) ds +
Z t
0
e 
R t
s
K (W ( )) d  (r+W (s) + r
 
W (s)) ds. (3.15)
In what follows, decay estimates of r±W (t) are given, which are essential ingredients of the
proof.
3.3.1 Estimates of r+W (t)
Analysis of the Characteristics for (x, ⇠) 2 I+W (t)
Let W 2 K = K ( , L, A⇤, B⇤). To give estimates of r+W (t), analyses of the characteristics
(x(s), ⇠ (s)) = (xW (s, t; x, ⇠), ⇠W (s, t; x, ⇠)) for (x, ⇠) 2 I+W (t) are important. For this purpose,
let
⌧˜1 = sup{s 2 [0, t) | x   (t   s)⇠ 2 @CW (s)} _ 0,
where x _ y B max(x, y).3 ⌧˜1 is almost the same as ⌧1 except that ⌧˜1 does not take into
account the presence of the wall @Rd+.
If ⌧˜1 > 0,
(t   ⌧˜1)⇠1 =
Z t
⌧˜1
W (s) ds. (3.16)
See Figure 3.1. Let
hW is,t = 1t   s
Z t
s
W ( ) d  (0  s < t)
3We use the convention that the supremum of the empty set equals  1.
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and hW it,t = W (t). Then (3.16) is equivalent to
⇠1 = hW i⌧˜1,t . (3.17)
Moreover, the following inequality should hold:
|x?   (t   ⌧˜1)⇠? | < 1. (3.18)
See Figure 3.1 again.
x
x   (t   ⌧˜1)⇠
⇠
s = t   0s = ⌧˜1 (t   ⌧˜1)⇠1
W (t)
R t
⌧˜1
W (s) ds
Figure 3.1: Pre-collision at @CW (⌧˜1): The horizontal distance traversed by the rigid body
and the characteristic curve x(s) from time ⌧˜1 to t should coincide.
Non-Negativity of r+W (t) and Its Upper Bound
We prove the non-negativity of r+W (t) and give its upper bound in the following. First,
estimates of W (t)   ⇠1 is considered. In the following, C represents a positive constant
independent of  , L and t, which might change from place to place.
First, we prove two lemmas giving upper bounds ofW (t)   ⇠1.
Lemma 3.1. LetW 2 K = K ( , L, A⇤, B⇤) and (x, ⇠) 2 I+W (t). If 0 < ⌧˜1  t/2, then
0 < W (t)   ⇠1  C1 + t (  +  
3A⇤) + L 2
B⇤
1 + t/L
for d = 3 and
0 < W (t)   ⇠1  C1 + t (  +  
3A⇤) + L 1B⇤
for d = 2.
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Proof. First, let d = 3. By (3.9), (3.17),W (t) < V1 and 0 < ⌧˜1  t/2,
W (t)   ⇠1 = W (t)   hW i⌧˜1,t
=
1
t   ⌧˜1
Z t
⌧˜1
{(V1  W (s))   (V1  W (t))} ds
 1
t   ⌧˜1
Z t
⌧˜1
(
 e C+s +  3 A⇤
(1 + s)5
+ L 2 B⇤
(1 + s/L)2
)
ds
=  e C+ ⌧˜1 1   e
 C+(t ⌧˜1)
C+(t   ⌧˜1)
+
 3A⇤
4(t   ⌧˜1)
(
1
(1 + ⌧˜1)4
  1
(1 + t)4
)
+
L 2B⇤
t   ⌧˜1
(
L
1 + ⌧˜1/L
  L1 + t/L
)
 C  1 + t +  
3A⇤
(1 + s)3
(1 + ⌧˜1)4(1 + t)4
+ L 2B⇤
1
(1 + ⌧˜1/L)(1 + t/L)
for some s 2 (⌧˜1, t). This proves
W (t)   ⇠1  C1 + t (  +  
3A⇤) + L 2
B⇤
1 + t/L .
Next, let d = 2. As above,
W (t)   ⇠1 = W (t)   hW i⌧˜1,t
=
1
t   ⌧˜1
Z t
⌧˜1
{(V1  W (s))   (V1  W (t))} ds
 1
t   ⌧˜1
Z t
⌧˜1
(
 e C+s +  3 A⇤
(1 + s)4
+ L 1 B⇤1 + s/L
)
ds
 C1 + t (  +  
3A⇤) + L 1
B⇤
t   ⌧˜1 log
 
1 + t/L
1 + ⌧˜1/L
!L
=
C
1 + t (  +  
3A⇤) + L 1
B⇤
t   ⌧˜1 log
 
1 + (t   ⌧˜1)/L1 + ⌧˜1/L
!L
 C1 + t (  +  
3A⇤) + L 1
B⇤
t   ⌧˜1 log (1 + (t   ⌧˜1)/L)
L
 C1 + t (  +  
3A⇤) + L 1B⇤.
⇤
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Lemma 3.2. LetW 2 K = K ( , L, A⇤, B⇤) and (x, ⇠) 2 I+W (t). If t/2 < ⌧˜1 < t, then
0 < W (t)   ⇠1  C
(
  +  3A⇤
(1 + t)d+2
+ L (d 1) B⇤
(1 + t/L)d 1
)
.
Proof. By (3.9), (3.17),W (t) < V1 and t/2 < ⌧˜1 < t,
W (t)   ⇠1 = W (t)   hW i⌧˜1,t
=
1
t   ⌧˜1
Z t
⌧˜1
{(V1  W (s))   (V1  W (t))} ds
 1
t   ⌧˜1
Z t
⌧˜1
(
 e C+s +  3 A⇤
(1 + s)d+2
+ L (d 1) B⇤
(1 + s/L)d 1
)
ds
  e C+ ⌧˜1 +  3 A⇤
(1 + ⌧˜1)d+2
+ L (d 1) B⇤
(1 + ⌧˜1/L)d 1
 C
(
  +  3A⇤
(1 + t)d+2
+ L (d 1) B⇤
(1 + t/L)d 1
)
.
⇤
Next we prove the non-negativity of r+W (t).
Proposition 3.1. LetW 2 K = K ( , L, A⇤, B⇤). Then r+W (t)   0.
Proof. First, note that ⇠0? = ⇠?. By (3.14) and (3.13), it su ces to prove that |⇠01 |  |⇠1 |
for (x, ⇠) 2 I+W (t), where ⇠0 = (⇠01, ⇠0?) = ⇠W (0, t; x, ⇠).
First, we show that |⇠01(⌧n) |  |⇠1(⌧n) | if ⌧n > 0 (n   1). By (3.12) and a similar
formula for ⇠0(⌧n), |⇠01(⌧n) | = |⇠1(⌧n) | occurs only when x1(⌧n) = 0 or x(⌧n) 2 @CW (⌧n) and
⇠1(⌧n) = W (⌧n). This is so since
|⇠01(⌧n) |2 = |⇠1(⌧n) |2 + 4W (⌧n)(W (⌧n)   ⇠1(⌧n)) (3.19)
and W (⌧1) > 0 by definition. Note that the case of ⇠1(⌧n) = W (⌧n) is measure theoretically
negligible in I+W (t) and hence negligible concerning the value of r
+
W (t); so we disregard this
possibility. If x1(⌧n) = 0, then ⇠W (0, t; x, ⇠) = ⇠0(⌧n) by a simple geometric reason; so in
order to prove |⇠01 |  |⇠1 |, we may assume that x(⌧n) 2 @CW (⌧n) and ⇠1(⌧n) , W (⌧n). In
this case, ⇠1(⌧n) > W (⌧n) holds because xW (s, t; x, ⇠) should hit the front side of @CW (s).
Then by (3.19), we have |⇠01(⌧n) | < |⇠1(⌧n) |.
Now, use the argument above repeatedly to obtain
|⇠01 |  · · · < |⇠1(⌧n+1) | = |⇠01(⌧n) | < |⇠1(⌧n) | < · · · < |⇠1 |.
This proves the proposition. ⇤
The following proposition gives an upper bound of r+W (t).
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Proposition 3.2. LetW 2 K = K ( , L, A⇤, B⇤). Then
0  r+W (t)  C
(
(  +  3A⇤)3
(1 + t)d+2
+ L 3(d 1)
B3⇤
(1 + t/L)d 1
)
. (3.20)
Proof. Define two sets At/2 and A>t/2 as follows:
At/2 =
(
(x, ⇠) 2 I+W (t) | 0 < ⌧˜1  t/2
)
,
A>t/2 =
(
(x, ⇠) 2 I+W (t) | t/2 < ⌧˜1 < t
)
.
Let (x, ⇠) 2 I+W (t). Note that (x, ⇠) < At/2 [ A>t/2 means ⌧˜1 = 0, which then implies
|⇠0 | = |⇠ |. So (x, ⇠) < At/2 [ A>t/2 can be neglected regarding the value of r+W (t) and
r+W (t) = 2⇡
 d/2
Z
At/2
(⇠1  W (t))2
⇣
e |⇠0 |2   e |⇠ |2⌘ d⇠dS
+ 2⇡ d/2
Z
A>t/2
(⇠1  W (t))2
⇣
e |⇠0 |2   e |⇠ |2⌘ d⇠dS
= I + I I .
The term I is estimated as follows. Let (x, ⇠) 2 At/2. By (3.18) and 0 < ⌧˜1  t/2,
|⇠? | < 2t   ⌧˜1 
4
t
.
Since Lemma 3.1 gives a bound of |⇠1  W (t) | and restricts the range of integration for ⇠1, if
d = 3,
I  C
Z W (t)
W (t) C( + 3A⇤)/(1+t) L 2B⇤/(1+t/L)
(⇠1  W (t))2 d⇠1
Z
|⇠? |4/t
e |⇠? |2 d⇠?
 C
(
(  +  3A⇤)3
(1 + t)3
+ L 6
B3⇤
(1 + t/L)3
) Z
|⇠? |4/t
e |⇠? |2 d⇠?
 C
(
(  +  3A⇤)3
(1 + t)5
+ L 6
B3⇤
(1 + t/L)3(1 + t)2
)
.
If d = 2, then as above,
I  C
(
(  +  3A⇤)3
(1 + t)3
+ L 3B3⇤
) Z
|⇠? |4/t
e |⇠? |2 d⇠?
 C
(
(  +  3A⇤)3
(1 + t)4
+ L 3
B3⇤
1 + t
)
.
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The term I I is estimated by Lemma 3.2 as
I I  C
(
(  +  3A⇤)3
(1 + t)3(d+2)
+ L 3(d 1)
B3⇤
(1 + t/L)3(d 1)
) Z
Rd 1
e |⇠? |2 d⇠?
 C
(
(  +  3A⇤)3
(1 + t)3(d+2)
+ L 3(d 1)
B3⇤
(1 + t/L)3(d 1)
)
.
These prove (3.20). ⇤
3.3.2 Estimates of r W (t)
Analysis of the Characteristics for (x, ⇠) 2 I W (t)
LetW 2 K = K ( , L, A⇤, B⇤). We analyze the characteristics
(x(s), ⇠ (s)) = (xW (s, t; x, ⇠), ⇠W (s, t; x, ⇠))
for (x, ⇠) 2 I W (t). Let (x, ⇠) 2 I W (t), and suppose that ⇠1 > V1 and 0 < ⌧2 < ⌧1. Since
⇠1 > V1, we have x1(⌧1) = 0 and x(⌧2) 2 @CW (⌧2). See Figure 3.2. So we have
(t   ⌧2)⇠1 +
Z t
⌧2
W ( ) d  = 2XW (t).
This is rewritten as
⇠1 + hW i⌧2,t =
2XW (t)
t   ⌧2 . (3.21)
By a similar reason leading to (3.18), we have
|x?   (t   ⌧2)⇠? | < 1. (3.22)
W (t)
⇠1
s = t
s = ⌧1
s = ⌧2
XW (t)
Figure 3.2: Pre-collision at @CW (⌧2) via the plane wall: The sum of the horizontal distance
traversed by the cylinder and the characteristic curve x(s) from time ⌧2 to t should equal
2XW (t).
The lemma below gives a necessary condition to have ⌧2 > 0.
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Lemma 3.3. Let W 2 K = K ( , L, A⇤, B⇤), and let (x, ⇠) 2 I W (t) and ⇠1 > V1. If ⌧2 > 0,
then
t   ⌧2   2(L + V1t/2)
⇠1 + V1
. (3.23)
Proof. By (3.21),
t   ⌧2 = 2XW (t)
⇠1 + hW i⌧2,t
.
Since V1/2  W (s) < V1,
XW (t) = L +
Z t
0
W (s) ds   L + V1t/2
and hW i⌧2,t < V1. These then imply (3.23). ⇤
The lemma below gives a su cient condition to have ⌧2 > 0; this is needed later when
we derive a lower bound of r W (t).
Lemma 3.4. Let W 2 K = K ( , L, A⇤, B⇤), and let (x, ⇠) 2 I W (t) and ⇠1 > V1. If all the
following conditions are satisfied, then ⌧2 > 0:
(i) |x? |  1/2,
(ii) |⇠? |  ⇠1 + V1/24(L + V1t) and
(iii) ⇠1   32V1 +
2L
t
 
=
2(L + V1t)
t
  V12
!
.
Proof. Condition (iii) implies that
⇠1 + hW i0,t   ⇠1 + V12  
2(L + V1t)
t
>
2XW (t)
t
.
By the intermediate value theorem, there exists s 2 (0, t) such that
⇠1 + hW is,t = 2XW (t)t   s . (3.24)
Let  2 be the largest s 2 (0, t) satisfying (3.24). If
|x?   (t    2)⇠? | < 1, (3.25)
then it is easy to see that ⌧2 =  2 2 (0, t), and the lemma is proved. To show (3.25), note that
by conditions (i) and (ii),
|x?   (t    2)⇠? |  12 +
⇠1 + V1/2
4(L + V1t)
(t    2).
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By the definition of  2,
t    2 = 2XW (t)
⇠1 + hW i 2,t
<
2(L + V1t)
⇠1 + V1/2
.
Combining the above inequalities proves (3.25), which shows the lemma. ⇤
Non-Negativity of r W (t) and Its Upper Bound
The non-negativity of r W (t) and its upper bound are proved in the following.
Proposition 3.3. LetW 2 K = K ( , L, A⇤, B⇤), then r W (t)   0.
Proof. We should show that |⇠0 |   |⇠ |. It su ces to note that if x1(⌧n) = 0 and x(⌧n+1) 2
@CW (⌧n+1), then
⇠01(⌧n+1) = 2W (⌧n+1)   ⇠01(⌧n) = 2W (⌧n+1) + ⇠1(⌧n).
Since ⇠1(⌧n) andW (⌧n+1) are both positive, |⇠01(⌧n+1) | > |⇠1(⌧n) | in this case. The rest of the
proof is similar to that of Proposition 3.1. ⇤
The following proposition gives an upper bound of r W (t).
Proposition 3.4. LetW 2 K = K ( , L, A⇤, B⇤). Then
0  r W (t)  C
(
(  +  3A⇤)3
(1 + t)3(d+2)
+ L 3(d 1)
B3⇤
(1 + t/L)3(d 1)
+
L (d 1)
(1 + t/L)d 1
)
.
Proof. First, split r W (t) into two parts:
r W (t) = 2⇡
 d/2
Z
@CW (t)\{x1=XW (t)}
dS
Z
W (t)<⇠1<V1
(⇠1  W (t))2
⇣
e |⇠ |2   e |⇠0 |2⌘ d⇠
+ 2⇡ d/2
Z
@CW (t)\{x1=XW (t)}
dS
Z
⇠1>V1
(⇠1  W (t))2
⇣
e |⇠ |2   e |⇠0 |2⌘ d⇠
= I + I I .
The term I is bounded using (3.9) as
I  C(V1  W (t))3  C
(
(  +  3A⇤)3
(1 + t)3(d+2)
+ L 3(d 1)
B3⇤
(1 + t/L)3(d 1)
)
. (3.26)
The term I I is bounded as follows. Let x 2 @CW (t) \ {x1 = XW (t)} and ⇠ 2 Rd with
⇠1 > V1. If ⌧1 = 0 or ⌧2 = 0, then ⇠01 = ⇠1 or ⇠01 =  ⇠1; these do not contribute to the value
of I I. So assume that ⌧2 > 0. Then by (3.22) and Lemma 3.3,
|⇠? |  2t   ⌧2 
⇠1 + V1
L + V1t/2
.
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This implies
I I  C
Z 1
V1
(⇠1  W (t))2e ⇠21 d⇠1
Z
|⇠? | ⇠1+V1L+V1t/2
e |⇠? |2 d⇠? (3.27)
 C L
 (d 1)
(1 + t/L)d 1
Z 1
V1
(⇠1   V1/2)2(⇠1 + V1)d 1e ⇠21 d⇠1
 C L
 (d 1)
(1 + t/L)d 1
.
(3.26) and (3.27) prove the proposition. ⇤
3.3.3 Well-Definedness of the MapW 7! VW
In this section, we show thatW 2 K implies VW 2 K under suitable conditions.
Proposition 3.5. There exist positive numbers A+ and B+ independent of  , L and t such that if
  is positive and su ciently small and L is su ciently large, thenW 2 K = K ( , L, A+, B+)
implies VW 2 K , where VW is defined by (3.15). Moreover, the first inequality in (3.9) holds
strictly for VW :
V1   VW (t) <  e C+t +  3 A+(1 + t)d+2 + L
 (d 1) B+
(1 + t/L)d 1
.
Proof. Let W 2 K = K ( , L, A⇤, B⇤). Note first that by Lemma 2.1 and V1/2  W (t) <
V1, we have C+  K (W (t)) < C . Now, by the non-negativity of r±W (t) guaranteed by
Propositions 3.1 and 3.3,
V1   VW (t) =  e 
R t
0 K (W (s)) ds +
Z t
0
e 
R t
s
K (W ( )) d 
⇣
r+W (s) + r
 
W (s)
⌘
ds    e C t .
This shows the second inequality in (3.9) for VW (t).
The first inequality in (3.9) is proved as follows. By Propositions 3.2 and 3.4,
V1   VW (t) =  e 
R t
0 K (W (s)) ds +
Z t
0
e 
R t
s
K (W ( )) d 
⇣
r+W (s) + r
 
W (s)
⌘
ds
  e C+t + C(  +  3A⇤)3
Z t
0
e C+(t s)
(1 + s)d+2
ds
+ CL 3(d 1)B3⇤
Z t
0
e C+(t s)
(1 + s/L)d 1
ds
+ CL (d 1)
Z t
0
e C+(t s)
(1 + s/L)d 1
ds.
Splitting the domain of integration into two intervals [0, t/2] and [t/2, t], then considering
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each separately leads to
V1   VW (t)   e C+t + C¯
 
(  +  3A⇤)3
(1 + t)d+2
+ L 3(d 1)
B3⇤
(1 + t/L)d 1
+
L (d 1)
(1 + t/L)d 1
!
, (3.28)
where C¯ is a positive constant independent of  , L and t. Take A⇤ = A+ B 2C¯, B⇤ = B+ B 2C¯
and take   small enough and L large enough so that
C¯(1 +  2A+)3 < A+,
C¯
⇣
L 2(d 1)B3+ + 1
⌘
< B+.
Then by (3.28),
V1   VW (t) <  e C+t +  3 A+(1 + t)d+2 + L
 (d 1) B+
(1 + t/L)d 1
.
This proves the first inequality in (3.9) for VW (t); the inequality holds strictly.
The new velocity VW (t) is Lipschitz continuous and |dVW (t)/dt |  1 because r±W (t) can
be made small by taking   small and L large (Propositions 3.2 and 3.4). It remains to show
that V1/2  VW (t); this easily follows from (3.28) and taking   small and L large. ⇤
3.3.4 Existence of a Fixed Point of the MapW 7! VW in K
Let Cb([0,1)) be the space of bounded continuous functions on the interval [0,1). Take A+
and B+ appropriately, then take   small and L large so that the assertions in Proposition 3.5
hold. SinceK = K ( , L, A+, B+) is uniformly bounded and equi-continuous,K is a compact
subset of Cb([0,1)).4 K is also convex in Cb([0,1)). By Proposition 3.5, the map
K 3 W 7! VW 2 K is well-defined. If this map is continuous with respect to the sup-norm
topology, then Schauder’s fixed point theorem can be applied to show the existence of a fixed
point of this map. Next two propositions show the continuity of the map.
Proposition 3.6. Let {Wj }1j=1 ⇢ K , W 2 K and Wj ! W in Cb([0,1)). Then we have
r±Wj (t) ! r±W (t) for a.e. t   0.
Proof. Let us only treat r+W (t) because r
 
W (t) can be handled similarly. Let (x, ⇠) 2 I+W (t).
Since ⇠1 < W (t), taking j su ciently large, we have ⇠1 < Wj (t). Let m be the integer
satisfying ⌧m > 0 and ⌧m+1 = 0, where ⌧m is defined when the rigid body velocity is given by
W (t); let ⌧n, j be the n-th pre-collision time when the rigid body velocity is given by Wj (t).
We shall prove that ⌧m, j > 0 and ⌧m+1, j = 0 if j is su ciently large. Moreover, we show that
⌧n, j ! ⌧n as j ! 1 (1  n  m).
4The Arzelà–Ascoli theorem can be applied to an unbounded interval [0,1) because V1 W (t) is uniformly
decaying.
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Suppose first that m = 0, which implies
⇠1 <
XW (t) + h
t
;
otherwise there would be a pre-collision at the plane wall. Then taking j large gives
⇠1 <
Xj (t) + h
t
,
where Xj (t) = L +
R t
0 Wj (s) ds.
There are two possibilities for m = 0 to happen: (i) (t   s)⇠1 <
R t
s W (⌧) d⌧ for all
0  s < t, or (ii) (t   s)⇠1 =
R t
s W (⌧) d⌧ for some 0  s < t but |x?   (t    1)⇠? | > 1,
where  1 is the largest 0  s < t satisfying (t   s)⇠1 =
R t
s W (⌧) d⌧.
Consider the case (i). Since ⇠1 < inf0s<thW is,t , we have ⇠1 < inf0s<thWjis,t for
su ciently large j; so we have ⌧1, j = 0. Consider next the case (ii). Then inf0s<thW is,t < ⇠1;
the equality case can be neglected since it has zero measure. Take j large enough so that
inf0s<thWjis,t < ⇠1 and let  1, j be the largest 0  s < t satisfying ⇠1 = hWjis,t . By definition
of  1, j ,
⇠1 < hWjis,t for s 2 ( 1, j, t),
⇠1 = hWji 1, j,t .
So for any convergent subsequence { 1, j 0} of { 1, j },
⇠1 < hW is,t for s 2 ( 1⇤, t),
⇠1 = hW i 1⇤,t,
where  1⇤ is the limit of the subsequence. Again, we neglected the equality case because
it is measure theoretically negligible.5 These show that  1⇤ =  1 hence  1, j !  1. Since
|x?   (t    1)⇠? | > 1, we have |x?   (t    1, j )⇠? | > 1 if j is large enough; so ⌧1, j = 0.
Suppose next that m = 1. Again, there are two possibilities: (i) x1(⌧1) = 0, or (ii)
x(⌧1) 2 @CW (⌧1).
Consider first the case (i), which implies
⇠1 =
XW (t) + h
t   ⌧1 > hW i⌧1,t   inf0s<thW is,t .
Let ⌘1 be the largest 0  s < t satisfying ⇠1 = hW is,t . Since the first pre-collision is on @Rd+,
we have
|x?   (t   ⌘1)⇠? | > 1. (3.29)
5If ⇠1  hW is,t for all s 2 ( 1⇤, t) and ⇠1 = hW is˜,t for some s˜ 2 ( 1⇤, t), then dhW is,t/ds = 0 at s = s˜. So
⇠1 is a critical value of a C1 function hW is,t ; these have zero measure by Sard’s theorem.
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Define  1, j by the equation
t    1, j = Xj (t) + h
⇠1
.
Since ⌧1 > 0, we have  1, j > 0 for large enough j. We also have
⇠1 > inf0s<thWjis,t
if j is large enough. Let ⌘1, j be the largest 0  s < t satisfying ⇠1 = hWjis,t . A similar
argument as in the m = 0 case shows that ⌘1, j ! ⌘1. So (3.29) implies
|x?   (t   ⌘1, j )⇠? | > 1
for j large enough; thus ⌧1, j =  1, j > 0 and x1(⌧1, j ) = 0. In particular, ⌧1, j ! ⌧1 as j ! 1
follows. The geometry of the problem excludes further pre-collisions, hence ⌧2, j = 0.
Consider next the case (ii). In this case, we have
inf
0s<thW is,t < ⇠1
and
|x?   (t   ⌧1)⇠? | < 1. (3.30)
So by taking j large enough,
inf
0s<thWjis,t < ⇠1.
Let  1, j be the largest 0  s < t satisfying ⇠1 = hWjis,t . A similar argument as in the m = 0
case shows that  1, j ! ⌧1. Then by (3.30),
|x?   (t    1, j )⇠? | < 1
for j large enough; hence ⌧1, j =  1, j > 0. Arguing similar to the m = 0 case shows that
⌧2, j = 0 for j large enough.
Them   2 cases can be treated in a similar way, and we have ⌧n, j ! ⌧n as j ! 1 (1  n 
m). Now, let ⇠0, j = ⇠Wj (0, s; x, ⇠) = ⇠0Wj (⌧m, j, t; x, ⇠), where (xWj (s, t; x, ⇠), ⇠Wj (s, t; x, ⇠)) is
the characteristics defined with the rigid body velocity given byWj . Then ⌧n, j ! ⌧n implies
⇠0, j ! ⇠0, which shows
r+Wj (t) ! r+W (t)
by the Lebesgue dominated convergence theorem. ⇤
Proposition 3.7. Let {Wj }1j=1 ⇢ K ,W 2 K andWj ! W in Cb([0,1)). Then VWj ! VW in
Cb([0,1)).
CHAPTER  . WALL-BOUNDED MOTION OF A RIGID BODY 37
Proof. By (3.15),
VW (t)   VWj (t) =  
✓
e 
R t
0 K (Wj ( )) d    e 
R t
0 K (W ( )) d 
◆
+
Z t
0
e 
R t
s
K (Wj ( )) d 
⇣
r+Wj (s) + r
 
Wj (s)
⌘
ds
 
Z t
0
e 
R t
s
K (W ( )) d 
⇣
r+W (s) + r
 
W (s)
⌘
ds.
We show that Z t
0
e 
R t
s
K (W ( )) d     r+Wj (s)   r+W (s)    ds ! 0 (3.31)
as j ! 1, uniformly in t; all other terms are similarly treated or easier to treat.
Fix any " > 0. Take T > 0 such that for all t   T ,Z t
T
e C+(t s)
⇣
r+Wj (s) + r
+
W (s)
⌘
ds <
"
2 .
This is possible because r+Wj (t) and r
+
W (t) decay as t ! 1 uniformly in j by Proposition 3.2.
By the Lebesgue dominated convergence theorem and Proposition 3.6, there exists N =
N (T ) 2 N such that for all j   NZ T
0
   r+Wj (s)   r+W (s)    ds < "2 .
So, if j   N , then Z t
0
e 
R t
s
K (W ( )) d     r+Wj (s)   r+W (s)    ds < "2
for t  T . These show (3.31) and VWj ! VW as j ! 1 in Cb([0,1)). ⇤
Now Schauder’s fixed point theorem guarantees the existence of a fixed point V 2 K of
the mapW 7! VW . This proves the existence part of Theorem 3.1.
3.3.5 Completion of the Proof
Finally, we show that any solution ( f ,V ) satisfies (3.6) and (3.7). In the following, the
constants A+ and B+ are those specified in the proof of Proposition 3.5.
First, we show that any solution ( f ,V ) satisfies (3.6). Let
T = inf
(
t   0     V1   V (t)    e C+t +  3 A+(1 + t)d+2 + L (d 1) B+(1 + t/L)d 1
)
.
Here we use the convention that the infimum of the empty set equals +1. Clearly, T > 0.
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Suppose that T < +1. By definition,
V1   V (t)   e C+t +  3 A+(1 + t)d+2 + L
 (d 1) B+
(1 + t/L)d 1
(0  t  T ) (3.32)
and
V1   V (T ) =  e C+T +  3 A+(1 + T )d+2 + L
 (d 1) B+
(1 + T/L)d 1
. (3.33)
Taking   small and L large enough, we have V (t)   V1/2 for 0  t  T by (3.32). Using
this and arguing similarly to the proof of Propositions 3.1 and 3.3 shows that r±V (t)   0 for
0  t  T . Then
V1   V (t) =  e 
R t
0 K (V ( )) d  +
Z t
0
e 
R t
s
K (V ( )) d 
⇣
r+V (s) + r
 
V (s)
⌘
ds, (3.34)
implies that V (t) < V1 for 0  t  T .
Since V1/2  V (t) < V1 for 0  t  T , we have C+  K (V (t))  C  for 0  t  T .
Combining this with r±V (t)   0 for 0  t  T shows that V satisfies the second inequality in
(3.9) for V when 0  t  T . Now Proposition 3.5 shows that6
V1   V (T ) <  e C+T +  3 A+(1 + T )d+2 + L
 (d 1) B+
(1 + T/L)d 1
.
This contradicts (3.33); thus T = +1, and (3.32) holds for all t   0.
Take   small and L large enough so that V (t)   V1/2 for t   0. This implies that
r±V (t)   0 for t   0 by arguing similarly to the proof of Propositions 3.1 and 3.3. This then
shows that V (t) < V1 for t   0; so we have K (V (t))  C  for t   0. These and (3.34) show
that V satisfies the second inequality in (3.9) for t   0.
The argument above shows that V 2 K ( , L, A+, B+). To refine the lower bound of
V1   V (t) to (3.7), the following proposition is needed.
Proposition 3.8. LetW 2 K ( , L, A⇤, B⇤). Then
r W (t)   C1{t>L/2}
L (d 1)
(1 + t/L)d 1
.
Proof. Let (x, ⇠) 2 I W (t) and suppose that conditions (i), (ii) and (iii) in Lemma 3.4 are
satisfied; then ⌧2 > 0 by Lemma 3.4. Let ⇠0 = (⇠01, ⇠0?) = ⇠W (0, t; x, ⇠). Since
|⇠01 |   |⇠01(⌧2) | = |2W (⌧2) + ⇠1 |   V1 + ⇠1,
6More precisely, we use a version of Proposition 3.5 where all the inequalities are modified to hold up to
t = T .
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we have
e ⇠21   e ⇠201   e ⇠21   e (V1+⇠1)2
  e (V1+⇠1)2 ((V1 + ⇠1)2   ⇠21)
= V1(V1 + 2⇠1)e (V1+⇠1)
2
.
So we have for t > L/2,
r W (t)   C
Z 1
3
2V1+
2L
t
(V1 + 2⇠1)(⇠1  W (t))2e (V1+⇠1)2 d⇠1
⇥
Z
|⇠? | ⇠1+V1/24(L+V1t)
e |⇠? |2 d⇠?
  C L
 (d 1)
(1 + t/L)d 1
Z 1
3
2V1+4
(V1 + 2⇠1)(⇠1   V1/2)2(⇠1 + V1/2)d 1
⇥ e (V1+⇠1)2e (⇠1+V1/2)2 d⇠1
  C L
 (d 1)
(1 + t/L)d 1
.
⇤
Since V 2 K ( , L, A+, B+), Proposition 3.8 implies that for t > L,
V1   V (t)    e C t +
Z t
0
e C (t s)r V (s) ds
   e C t + CL (d 1)
Z t
L/2
e C (t s)
(1 + s/L)d 1
ds
   e C t + C L
 (d 1)
(1 + t/L)d 1
1   e C L/2
C 
   e C t + C¯
td 1
.
Take B  = C¯. Then V satisfies (3.7). This concludes the proof of Theorem 3.1.
Chapter 4
Rigid Body Motion in a Special Lorentz
Gas
The second main result on the motion of a rigid body in a Special Lorentz gas is presented in
this chapter.
4.1 Motivation of the Problem
Let us first explain the motivation of this study. Theorems 2.1 and 3.1 consider a rigid
body motion in a free molecular gas. So in these cases, the molecules move freely without
interaction; what happens if there is certain interaction? If intermolecular collisions are
included, then we would have to analyze the Boltzmann equation rather than the collisionless
model (2.16). This problem is certainly very important and interesting, but it seems to be
a very di cult task at the present state of knowledge. So a natural intermediate step is to
consider a much simpler model that takes into account certain interaction.
For this purpose, Tsuji and Aoki proposed a model called a special Lorentz gas [37].
Let us describe this model briefly. The system consists of gas molecules and background
molecules. We assume that the backgroundmolecules are in equilibriumwith a homogeneous
and time independent density and temperature. So the VDF of the background molecules is
given and does not change; the VDF of the gas molecules, however, changes in two ways due
to the interaction with the background molecules. (i) If a gas molecule hits a background
molecule, it is absorbed into the background molecule and disappears; (ii) the background
molecules emit gas molecules according to a given homogeneous and time independent
Maxwell distribution.
To use ametaphor, the gas molecules represent water vapor and the backgroundmolecules
are its condensed liquid phase (droplets); vapor molecules impinging the droplets are ab-
sorbed, and evaporation occurs on the surface of the droplets. Note that the interaction of the
gas molecules with the background molecules is one-way: The background molecules a ect
the distribution of the gas molecules but not the other way (size, momentum and temperature
of the droplet are assumed to be constant). One-way interaction models of this sort are
40
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called Lorentz models, or wind–tree models [19]. The interaction considered above is rather
artificial, and this is the reason why this model is called a special Lorentz gas.
The motivation for studying this model is related to recollision. As we explained in
Section 2.3, non-Markovness of the friction is responsible for the power law long time
behavior; and recollisions create this memory e ect. But if the interaction of the gas
molecules with the background molecules as above is considered, this memory e ect should
be destroyed. Consider a molecule colliding with the body at time t and ⌧1 with 0 < ⌧1 < t.
In the free molecular case, the situation is depicted in Figure 1.2. In this case, the velocity of
the molecule at time t   0 and ⌧1 + 0 are the same. And this creates the correlation between
D(t) and V (⌧1) — the memory e ect. Now, in a special Lorentz gas, the molecule may
have undergone an absorption–emission process as in Figure 4.1. And the randomness of the
emission velocity completely destroys the correlation between the velocity of the molecule
at time t   0 and ⌧1 + 0; hence D(t) becomes nearly independent of the past motion. Since
the non-Markovness is responsible for the power law long time behavior, V (t) might decay
at faster rate in a special Lorentz gas, possibly exponential.
V (⌧1) V (t)
Figure 4.1: A gas molecule undergoing a scattering process by a background molecule. The
black dot is the molecule and the white dot is the background molecule. In this figure, the
background molecule is assumed to be at rest for graphical simplicity. The dotted line is
the free molecular orbit of the molecule, and the real line is the scattered orbit in a special
Lorentz gas.
Numerical experiments confirm this idea [37]. Roughly speaking, (a) if the temperature
of the backgroundmolecules’ distribution is non-zero, thenV (t) decays exponentially in time;
(b) if the temperature of the background molecules’ distribution is zero, i.e., the background
molecules are motionless, then V (t) obeys a power law with an exponent independent of the
spatial dimension d.1
The result in (a) is what we expected from the argument above; then why the decay rate
in (b) is non-exponential? This could be because the collisions between the gas molecules
and the background molecules are fewer if the background molecules are not moving, and
the memory e ect is not completely destroyed.
Rigorous analyses of these results, in particular, the dimension independent power law
behavior in (b), were not given before. And these are the contents of the main theorem of
1To be more precise, they considered a motion of a pendulum: MdV (t)/dt =  kX (t)  D(t), where k is the
Hooke’s constant. And they studied the long time behavior of the displacement X (t) =
R t
0 V (s) ds. We shall
study the case of zero external force in the following, i.e., MdV (t)/dt =  D(t) and study the velocity V (t) as
in [10].
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this chapter.
Let us start from giving the mathematical formulation of this problem.
4.2 Formulation of the Problem
The formulation is in some part similar to that explained in Section 2.1. Consider a rigid
body in R3 whose section by the d-dimensional plane Rd (d = 1, 2, 3) is given by the region
C(t) = {x = (x1, x?) 2 R ⇥ Rd 1 | |x1   X (t) |  h/2, |x? |  1},
where h > 0 is a constant and X (t) is a function of time. Set X (0) = 0. We already non-
dimensionalized the problem as in Section 2.1.3. Denote by V (t) = dX (t)/dt the velocity of
the rigid body.
A gas fills the region outside of the rigid body. Let f (x, ⇠, t) be its velocity distribution
function. Here, x 2 ⌦(t) B Rd\C(t),
⇠ = (⇠1, ⇠?, ⇠ˆ) = (⇠˜, ⇠ˆ) 2 (R ⇥ Rd 1) ⇥ R3 d
and t   0. The spatial variable x is reduced to d-dimensions by the same consideration as
in Section 2.1.1; the velocity variable ⇠ is, however, three-dimensional. The reason for this
becomes clear later.
The gas is modeled by a toy model — a special Lorentz gas — proposed in [37].
The system consists of monatomic gas molecules and background molecules. A crucial
assumption is that the distribution of the background molecules is a given Maxwellian
and does not change. The distribution f of the gas molecules, however, changes by an
interaction between the gas molecules and the background molecules. They interact in two
ways: (i) If a molecule hits a background molecule, it is absorbed into the background
molecule and disappears; (ii) the background molecules emit gas molecules according to a
given homogeneous and time independent Maxwellian. Moreover, we neglect intermolecular
collisions (free molecular regime). The gas is assumed initially to be in equilibrium, and the
distribution of the emitted gas molecules is assumed to be that of the gas molecules at initial
time. Let
" =
average speed of the background molecules
average speed of the gas molecules at initial time .
The kinetic equation for f is derived in [37] by a standard argument in the kinetic
theory of gases under the assumptions above. Assuming that "   0 is small and neglecting
terms smaller than O("), we obtain the following kinetic equation for f (after suitable
non-dimensionalization):
@t f + ⇠˜ · rx f = ⌫" ( |⇠ |)

[⇡ 3/2 exp( |⇠ |2)   f ] for x 2 ⌦(t), ⇠ 2 R3, t > 0. (4.1)
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Here,  is a positive constant, which is the Knudsen number for the collisions between the
gas molecules and the background molecules. The function ⌫" (z) is defined for z > 0 by
⌫" (z) =
"
2

exp( z2/"2) + ⇡1/2
✓ z
"
+
"
2z
◆
erf(z/")
 
, (4.2)
where erf(z) = 2⇡ 1/2
R z
0 exp( y2) dy is the error function; the value at z = 0 is defined
by ⌫" (0) = " so that ⌫" (z) is continuous at z = 0. Note that the definition of ⌫" (z) di ers
from that in [37] by a constant multiple, which can be absorbed in . ⌫" (z)/ quantifies the
collision frequency of a molecule with speed |⇠ | = z with the background molecules.
Note that the right-hand side of (4.1) depends on all components of ⇠; so the marginal-
ization process described in Section 2.1.2 cannot be applied. This is the reason why ⇠ is
three-dimensional unlike in the free molecular case.
The expression for ⌫" (z), (4.2), is rather complex, but the only properties of ⌫" (z) that
we use are its continuity and the inequalities:
" + C 1 z
2
" + z
 ⌫" (z)  " + C z
2
" + z
(z   0) (4.3)
for some C   1.2 Note that ⌫" (z) ! ⇡1/2z/2 as " ! 0. We also have ⌫0" (0) = 0 and
⌫00" (0) > 0; so the limit ⌫" (z) ! ⇡1/2z/2 is quite singular; it is quadratic at the origin when
" > 0 but becomes linear when " = 0. This is reflected in (4.3).
The initial distribution of the gas molecules is given by
f (x, ⇠, 0) = f0(⇠) B ⇡ 3/2 exp( |⇠ |2) for x 2 ⌦(0), ⇠ 2 R3. (4.4)
Let e1 = (1, 0, 0) 2 R3 and n = (nd, 0) 2 Rd ⇥ R3 d , where nd = nd (x, t) 2 Rd is the
unit normal to @C(t) at x 2 @C(t) pointing towards the gas region. We impose the specular
boundary condition
f (x, ⇠, t) = f (x, ⇠   2[(⇠   V (t)e1) · n]n, t) (4.5)
for x 2 @C(t), ⇠ 2 R3 with (⇠   V (t)e1) · n > 0 and t > 0.
The drag D(t) on the rigid body is given by
D(t) =
Z
@C(t)
dS
Z
R3
⇠1(⇠   V (t)e1) · n f d⇠ .3 (4.6)
2Note that this can be reduced to show the following: Put f (x) = 2 1{exp( x2) + ⇡1/2[x + (2x) 1] erf(x)}
and prove that
1 + C 1 x
2
1 + x  f (x)  1 + C
x2
1 + x (x > 0)
for some C   1.
3The momentum exchange between the rigid body and the background molecules is neglected.
CHAPTER  . RIGID BODY MOTION IN A SPECIAL LORENTZ GAS 44
The dynamics of the rigid body is governed by Newton’s equation:
dV (t)
dt
=  D(t), V (0) = V0, (4.7)
where V0 > 0 is the initial velocity. As in Section 2.1.3, we assumed for simplicity that the
coe cient in front of D(t) in (4.7) is unity. As in Section 2.1.4, let
I±(t) = {x 2 @C(t) | x1 = X (t) ± h/2} ⇥ {⇠ 2 R3 | ⇠1 7 V (t)}.
Then (4.6) is rewritten by using (4.5) as
D(t) = 2
 Z
I+(t)
(⇠1   V (t))2 f d⇠dS  
Z
I (t)
(⇠1   V (t))2 f d⇠dS
!
.
We say that ( f ,V ) is a solution to (4.1) and (4.4)–(4.7) if f satisfies (4.19) derived later
by the method of characteristics with W = V and f = fV (and similar formulae for other
(x, ⇠)) and V satisfies (4.7) for a.e. t > 0 with D(t) defined by (4.6).
In the next section, a theorem on the long time behavior of V (t) is given.
4.3 Main Theorem
We use the following notation:   = V0, C0 = D00(0), C  = D
0
0( ), t  = (log  
 1)/C  and
w",,d (t) =
1
(1 + t)d+2
 
1p
1 + t/(")
+
1
1 + t/
!3 d
.
The definition of the function D0 : R ! R is given by (2.22). Using the convention that
1/0 = 1 and 1/1 = 0, we have
lim
"!0w",,d (t) =
1
(1 + t)d+2(1 + t/)3 d
and
lim
!1w",,d (t) =
23 d
(1 + t)d+2
.
The main theorem of this chapter is the following.
Theorem 4.1 ([25]). Suppose that    1 and "  C0/4. If   is positive and su ciently
small, then there exists a solution ( f ,V ) to (4.1) and (4.4)–(4.7) with V0 =  . Moreover, any
solution ( f ,V ) satisfies
V (t)    e C t    3A1w",,d (t)e  "2 t (4.8)
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and
V (t)   e C0t    5A2w",,d (t)e  " t1{t 2t  } (4.9)
for t   0, where A1 and A2 are positive constants independent of   and t. Additionally, V is
decreasing on the interval [0, t ].
This theorem gives a theoretical explanation of the numerical observation in [37]. The-
orem 4.1 shows that V (t) decays exponentially when " > 0, and decays with a power law
V (t) ⇡ t 5 when " = 0. A particularly interesting feature is that the decay rate when " = 0
is independent of the spatial dimension d in accordance with the numerical evidence; an
explanation and an interpretation of this phenomenon will be given in Chapter 5. Note also
that the free molecular result can be recovered by letting  ! 1.
Some remarks are in order. (a) The uniqueness of the solution is unknown as in [10, 9];
however, the long time behavior is common for any solution. (b) V (t) changes its sign:
V (t) > 0 for t  t  and V (t) < 0 for t   8t  (taking   su ciently small if necessary). This
is similar to the free molecular case [9]. (c) If " is too large, Theorem 4.1 does not hold. In
fact, if "   2C0, then V (t) is always positive and decays monotonically and exponentially;
this fact is stated and proved in Appendix B.
4.4 Proof of the Main Theorem
The basic strategy of the proof is similar to that of Section 3.3; this time, more intricate
analyses of the velocity distribution function are needed. First, define the function space
K = K ( , A1, A2) as follows.
Definition 4.1. Let  , A1 and A2 be positive constants. A Lipschitz continuous function
W : [0,1) ! R with W (0) =   and |dW (t)/dt |  1 belongs to K = K ( , A1, A2) if it is
decreasing on the interval [0, t ] and satisfies
W (t)    e C t    3A1w",,d (t)e  "2 t, (4.10)
W (t)   e C0t    5A2w",,d (t)e  " t1{t 2t  } . (4.11)
LetW 2 K and put XW (t) =
R t
0 W (s) ds. Define CW (t) by
CW (t) = {x = (x1, x?) 2 R ⇥ Rd 1 | |x1   XW (t) |  h/2, |x? |  1}
and ⌦W (t) = Rd\CW (t). Define I±W (t) by
I±W (t) = {x 2 @CW (t) | x1 = XW (t) ± h/2} ⇥ {⇠ 2 R3 | ⇠1 7 W (t)}.
Denote by f = fW the solution to
@t f + ⇠˜ · rx f = ⌫" ( |⇠ |)

[⇡ 3/2 exp( |⇠ |2)   f ] for x 2 ⌦W (t), ⇠ 2 R3, t > 0, (4.12)
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f (x, ⇠, 0) = f0(⇠) B ⇡ 3/2 exp( |⇠ |2) for x 2 ⌦W (0), ⇠ 2 R3 (4.13)
and
f (x, ⇠, t) = f (x, ⇠   2[(⇠  W (t)e1) · nW ]nW, t) (4.14)
for x 2 @CW (t), ⇠ 2 R3 with (⇠  W (t)e1) · nW > 0 and t > 0, where nW = (nd,W, 0) 2
Rd ⇥ R3 d and nd,W = nd,W (x, t) is the unit normal to @CW (t) pointing towards the gas
region. fW is constructed semi-explicitly by the method of characteristics in Section 4.4.1.
Using fW , define another function VW : [0,1) ! R as follows. First, define r±W (t) by
r±W (t) = ±2
Z
I±W (t)
(⇠1  W (t))2( fW   f0) d⇠dS. (4.15)
Next, define K : R! [0,1) by
K (U) = D0(U)/U
forU , 0, and let K (0) = D00(0). Now, define VW : [0,1) ! R by solving the equations
dVW (t)
dt
=  K (W (t))VW (t)   r+W (t)   r W (t), VW (0) =  . (4.16)
This can be solved explicitly:
VW (t) =  e 
R t
0 K (W (s)) ds  
Z t
0
e 
R t
s
K (W (⌧)) d⌧ (r+W (s) + r
 
W (s)) ds. (4.17)
In what follows, as in Section 3.3, we shall show that the map K 3 W ! VW 2 K is
well-defined if   is taken small enough; for this purpose, decay estimates of r±W (t) is obtained
in the subsequent sections. First, two lemmas on fW are proved in the next section.
4.4.1 Analysis of fW by the Method of Characteristics
LetW 2 K and let f = fW be the solution to (4.12), (4.13) and (4.14). Take (x, ⇠) 2 I±W (t).
Define the characteristics (x(s), ⇠ (s)) = (xW (s, t; x, ⇠), ⇠W (s, t; x, ⇠)) starting from (x, ⇠) as
follows. Let x(s) = x   (t   s) ⇠˜ and ⇠ (s) = ⇠ for s  t until x(s) hits the boundary @CW (s)
— denote this time as ⌧1; if such recollision does not occur at positive time, then put ⌧1 = 0.
Thus (x(s), ⇠ (s)) is defined for ⌧1  s  ⌧0 B t.
If ⌧1 > 0, define the specularly reflected velocity ⇠0(⌧1) 2 R3 by
⇠0(⌧1) = (2W (⌧1)   ⇠1, ⇠?, ⇠ˆ). (4.18)
Then extend the characteristics as follows: Let x(s) = x(⌧1)  (⌧1 s) ⇠˜0(⌧1) and ⇠ (s) = ⇠0(⌧1)
for s < ⌧1 until x(s) again hits the boundary — denote this time as ⌧2; if such recollision
does not occur at positive time, then put ⌧2 = 0. Thus (x(s), ⇠ (s)) is defined for ⌧2  s < ⌧1.
Repeat this to define ⌧n until ⌧N+1 = 0 for some N   0. Such N exists for a.e. (x, ⇠, t).
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Using {⌧n} constructed above, the following lemma gives a formula for fW .
Lemma 4.1. If ⌧1 > 0, then
fW (x, ⇠, t)   f0(⇠)
=
NX
n=1
( f0(⇠0(⌧n))   f0(⇠ (⌧n)))
nY
i=1
exp
 
 ⌫" (|⇠ (⌧i) |)

(⌧i 1   ⌧i)
!
.
(4.19)
for a.e. (x, ⇠) 2 I±W (t) and t > 0. If ⌧1 = 0, then fW (x, ⇠, t) = f0(⇠).
Proof. By (4.12), we have
fW (x, ⇠, t)   f0(⇠)
= ( fW (x(⌧1), ⇠ (⌧1), ⌧1)   f0(⇠)) exp
 
 ⌫" (|⇠ |)

(t   ⌧1)
!
.
(4.20)
If ⌧1 = 0, then the right hand side equals zero by (4.13); if ⌧1 > 0, then (4.14) implies
fW (x(⌧1), ⇠ (⌧1), ⌧1) = fW (x(⌧1), ⇠0(⌧1), ⌧1) (4.21)
since nW (x(⌧1), ⌧1) = ±e1 in this case.
Again, by (4.12),
fW (x(⌧1), ⇠0(⌧1), ⌧1)   f0(⇠0(⌧1))
= ( fW (x(⌧2), ⇠ (⌧2), ⌧2)   f0(⇠0(⌧1))) exp
 
 ⌫" (|⇠
0(⌧1) |)

(⌧1   ⌧2)
!
.
(4.22)
Inserting (4.21) and (4.22) into (4.20) gives
fW (x, ⇠, t)   f0(⇠)
= ( f0(⇠0(⌧1))   f0(⇠)) exp
 
 ⌫" ( |⇠ |)

(t   ⌧1)
!
+ ( fW (x(⌧2), ⇠ (⌧2), ⌧2)   f0(⇠0(⌧1)))
⇥ exp
 
 ⌫" (|⇠ |)

(t   ⌧1)
!
exp
 
 ⌫" ( |⇠
0(⌧1) |)

(⌧1   ⌧2)
!
.
Repeating this argument and using (4.13), we obtain (4.19). ⇤
The next lemma gives a bound of fW   f0.
Lemma 4.2. For a.e. (x, ⇠) 2 I±W (t) and t > 0,
| fW (x, ⇠, t)   f0(⇠) |  ⇡ 3/2e |(⇠?,⇠ˆ) |2 exp
 
 ⌫" ( |⇠ |)

(t   ⌧1)
!
1{⌧1>0} . (4.23)
Here, {⌧1 > 0} = {(x, ⇠) 2 I±W (t) | ⌧1 > 0}.
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Proof. By Lemma 4.1, ⌧1 = 0 implies fW (x, ⇠, t) = f0(⇠), and (4.23) holds trivially; so we
may assume ⌧1 > 0 in the following.
Let (x, ⇠) 2 I+W (t) (the (x, ⇠) 2 I W (t) case is similar). Note that by definitionW (t) > ⇠1.
And for a recollision to occur at time ⌧1 > 0, the rigid body must be moving faster than the
molecule at time ⌧1: ⇠1 = ⇠1(⌧1) > W (⌧1). SoW (⌧1) > ⇠01(⌧1) = ⇠1(⌧2) by (4.18). Repeating
this argument leads to
W (⌧k 1) > ⇠1(⌧k ) > W (⌧k ) > ⇠01(⌧k ) = ⇠1(⌧k+1) (4.24)
for 1  k  N , where the convention ⌧0 = t is used.
Suppose there exists 1  k  N such thatW (⌧k ) < 0. And let k0 be the smallest such k;
if such k does not exist, let k0 = N + 1. Then
W (⌧k )   0 (1  k < k0), (4.25)
W (⌧k ) < 0 (k0  k  N ) (4.26)
by (4.24). Since
|⇠01(⌧k ) |2 = |⇠1(⌧k ) |2 + 4W (⌧k )(W (⌧k )   ⇠1(⌧k )), (4.27)
(4.25) and (4.26) imply
|⇠01(⌧k ) |  |⇠1(⌧k ) | (1  k < k0),
|⇠01(⌧k ) | > |⇠1(⌧k ) | (k0  k  N ).
These are equivalent to
f0(⇠0(⌧k ))   f0(⇠ (⌧k )) (1  k < k0),
f0(⇠0(⌧k )) < f0(⇠ (⌧k )) (k0  k  N ).
So, by Lemma 4.1,4
fW (x, ⇠, t)   f0(⇠)

k0 1X
k=1
( f0(⇠0(⌧k ))   f0(⇠ (⌧k ))) exp
 
 ⌫" ( |⇠ (⌧1) |)

(t   ⌧1)
!
= ( f0(⇠0(⌧k0 1))   f0(⇠)) exp
 
 ⌫" (|⇠ |)

(t   ⌧1)
!
 ⇡ 3/2e |(⇠?,⇠ˆ) |2 exp
 
 ⌫" (|⇠ |)

(t   ⌧1)
!
.
4In the following, we use the convention that an empty sum equals zero.
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Similarly,
fW (x, ⇠, t)   f0(⇠)
 
NX
k=k0
( f0(⇠0(⌧k ))   f0(⇠ (⌧k ))) exp
 
 ⌫" (|⇠ (⌧1) |)

(t   ⌧1)
!
= ( f0(⇠0(⌧N ))   f0(⇠ (⌧k0 ))) exp
 
 ⌫" ( |⇠ |)

(t   ⌧1)
!
   ⇡ 3/2e |(⇠?,⇠ˆ) |2 exp
 
 ⌫" (|⇠ |)

(t   ⌧1)
!
.
These inequalities prove the lemma. ⇤
4.4.2 Bounds of ⇠ Leading to Recollisions
LetW 2 K = K ( , A1, A2) and (x, ⇠) 2 I±W (t). In order for the characteristics (x(s), ⇠ (s)) =
(xW (s, t; x, ⇠), ⇠W (s, t; x, ⇠)) to have at least one recollision (⌧1 > 0), ⇠ must satisfy certain
bounds; this is explained in the following.
First, note that if ⌧1 > 0, then
(t   ⌧1)⇠1 =
Z t
⌧1
W (s) ds. (4.28)
Let
hW is,t = 1t   s
Z t
s
W (⌧) d⌧ (0  s  t).5
Then (4.28) is equivalent to ⇠1 = hW i⌧1,t .
Lemma 4.3. LetW 2 K , 0 < ⌘ < 1 and (x, ⇠) 2 I±W (t). If 0 < ⌧1  ⌘t, then
 C 3A1 e
  "2 ⌧1
1 + t  ⇠1  C
 
1 + t (4.29)
and
|⇠? |  Ct , (4.30)
where C is a positive constant depending only on ⌘. If ⌘t < ⌧1 < t, then
 C 3A1w",,d (t)e  "2 ⌘t  ⇠1   e C0⌘t . (4.31)
5hW it,t = W (t).
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Proof. Applying (4.10) to (4.28) gives
⇠1      
3A1
t   ⌧1
Z t
⌧1
w",,d (s)e 
"
2 s ds.
Similarly, (4.11) gives
⇠1   t   ⌧1
Z t
⌧1
e C0s ds.
These show (4.29) and (4.31). Note that w",,d (⌘t)  Cw",,d (t) for some positive constant
C.
Moreover, ⇠? must satisfy |x?   (t   ⌧1)⇠? |  1 if ⌧1 > 0; so we have
|⇠? |  2t   ⌧1 .
This shows (4.30) if 0 < ⌧1 < ⌘t. ⇤
Remark 4.1. Retaining the term e "⌧1/(2) in the lower bound of (4.29) plays an important
role in proving the upper bound of |r+W (t) | (Section 4.4.4).
4.4.3 Bounds of an Integral Involving ⌫"(z)
A certain integral involving ⌫" (z) appears in the estimates of r±W (t). The following lemmas
give bounds of this integral.
First, a preliminary lemma is shown.
Lemma 4.4. Let d,  2 {1, 2}. The integral
Id,  (t) =
Z
R3 d
e | ⇠ˆ |2 exp( | ⇠ˆ | t) d ⇠ˆ
satisfies
C 1
(1 + t)(3 d)/ 
 Id,  (t)  C(1 + t)(3 d)/  (4.32)
for some positive constant C.
Proof. Clearly, (4.32) holds for 0  t  1. Now changing the variable as ⇣ˆ = t1/ ⇠ˆ, we have
Id,  (t) =
1
t (3 d)/ 
Z
R3 d
exp
 
  | ⇣ˆ |
2
t2/ 
!
e | ⇣ˆ |  d ⇣ˆ .
This implies that (4.32) holds for t   1, and the lemma is proved. ⇤
The following lemma is the main result of this section.
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Lemma 4.5. Suppose d  2 and let
J = J (⇠˜, t) =
Z
R3 d
e | ⇠ˆ |2e 
⌫" ( |⇠ |)
 t d ⇠ˆ .
Then
J  C
 
1p
1 + t/(")
+
1
1 + t/
!3 d
e 
"
 t (4.33)
and
J   C 1e C 0 | ⇠˜ | t
 
1p
1 + t/(")
+
1
1 + t/
!3 d
e 
"
 t (4.34)
for some constants C,C0   1.
Proof. Let us first prove the upper bound (4.33). By the lower bound in (4.3),
e 
⌫" ( |⇠ |)
 t  e  " t e C 1 |⇠ |
2
"+ |⇠ |
t

 e  " t
 
e 
|⇠ |
2C
t
 1{|⇠ | "} + e 
|⇠ |2
2C"
t
 1{|⇠ |<"}
!
 e  " t
 
e 
|⇠ˆ |
2C
t
 + e 
|⇠ˆ |2
2C"
t

!
.
Now Lemma 4.4 gives the upper bound (4.33).
The lower bound (4.34) is proved as follows. Let
↵" (z) =
z2
" + z
(z   0).
Then ↵" (z) is increasing in z and satisfies
↵" (z)  z,
↵" (z)  z2 +
z2
2",
↵" (z + w)  2(↵" (z) + ↵" (w))
for z,w   0. By using these properties and the upper bound in (4.3),
e 
⌫" ( |⇠ |)
 t   e  " t e C↵" ( |⇠ |) t
  e  " t e C↵" ( | ⇠˜ |+| ⇠ˆ |) t
  e  " t e 2C↵" (| ⇠˜ |) t e 2C↵" (| ⇠ˆ |) t
  e  " t e 2C | ⇠˜ | t
 
e C | ⇠ˆ |
t
 + e C
|⇠ˆ |2
"
t

!
.
Lemma 4.4 gives the lower bound (4.34). ⇤
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4.4.4 Estimates of r±W (t)
Upper Bound of |r+W (t) |
The following proposition gives an upper bound of |r+W (t) |.
Proposition 4.1. Let    1, "  C0/4 andW 2 K ( , A1, A2). If   is positive and su ciently
small such that    min{1, 1/A1} and C0/C    9/10, then
|r+W (t) |  C 
21
4 w",,d (t)e 
"
 t1{t t  }
for some positive constant C independent of  , A1, A2 and t.
Proof. Suppose that t < t . Then sinceW is decreasing on the interval [0, t ], ⌧1 = 0 for any
(x, ⇠) 2 I+W (t); so fW (x, ⇠, t) = f0(⇠) by Lemma 4.1, and hence r+W (t) = 0 by (4.15). So we
may assume in the rest of the proof that t   t . In particular, by (4.11) and C0/C    9/10,
W (t)   e  56C0t e C06 t =  1+
5C0
6C  e 
C0
6 t    74 e C06 t . (4.35)
Now let
Rt = {(x, ⇠) 2 I+W (t) | ⌧1 > 0}.
By definition, ⌧1 = 0 for any (x, ⇠) 2 I+W (t)\Rt , which implies fW (x, ⇠, t) = f0(⇠) by
Lemma 4.1; so we have
r+W (t) = 2
Z
Rt
(⇠1  W (t))2( fW   f0) d⇠dS.
Next, divide Rt into two parts: Rt = R0t [ R00t , where
R0t = {(x, ⇠) 2 Rt | ⌧1  2t/3}, R00t = {(x, ⇠) 2 Rt | ⌧1 > 2t/3}.
Correspondingly, r+W (t) = r
+
W,1(t) + r
+
W,2(t), where
r+W,1(t) = 2
Z
R0t
(⇠1  W (t))2( fW   f0) d⇠dS,
r+W,2(t) = 2
Z
R00t
(⇠1  W (t))2( fW   f0) d⇠dS.
First, we prove the following bound of r+W,1(t):
|r+W,1(t) |  C 
21
4 w",,d (t)e 
"
 t . (4.36)
Let (x, ⇠) 2 R0t ; so ⌧1  2t/3. By Lemma 4.3, the lower bound in (4.29), (4.35), "/  C0/4
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and  A1  1,
0 < W (t)   ⇠1    74 e 
C0
6 t + C 3A1
e  "2 ⌧1
1 + t  C 
7
4
e  "2 ⌧1
1 + t . (4.37)
This and (4.30) in Lemma 4.3 give
R0t ⇢ {x 2 @CW (t) | x1 = XW (t) + h/2}
⇥ {|⇠1  W (t) |  C 7/4/(1 + t)} ⇥ {|⇠? |  C/t} ⇥ R3 d⇠ˆ .
(4.38)
Moreover, (4.37) and Lemma 4.2 give
(⇠1  W (t))2 | fW   f0 |  C  72 e
  " ⌧1
(1 + t)2
e |(⇠?,⇠ˆ) |2e 
⌫" ( |⇠ |)
 (t ⌧1) . (4.39)
Combining this with Lemma 4.5 and (4.39) shows (note that ⌧1 is independent of ⇠ˆ)Z
R3 d
(⇠1  W (t))2 | fW   f0 | d ⇠ˆ
 C  72 e |⇠? |2 e
  " ⌧1
(1 + t)2
 
1p
1 + t/(3")
+
1
1 + t/(3)
!3 d
e 
"
 (t ⌧1)
 C  72 e
 |⇠? |2
(1 + t)2
 
1p
1 + t/(")
+
1
1 + t/
!3 d
e 
"
 t .
Combining this and inclusion (4.38) proves (4.36).
Next, we prove the following bound of r+W,2(t):
|r+W,2(t) |  C 
21
4 (w",,d (t))3e 
"
 t . (4.40)
Let (x, ⇠) 2 R00t ; so ⌧1 > 2t/3. By Lemma 4.3, the lower bound in (4.31), (4.35), "/  C0/4
and  A1  1,
0 < W (t)   ⇠1    74 e 
C0
6 t + C 3A1w",,d (t)e 
"
3 t
 C  74w",,d (t)e  "3 t .
(4.41)
This implies in particular the inclusion
R00t ⇢ {x 2 @CW (t) | x1 = XW (t) + h/2}
⇥ {|⇠1  W (t) |  C 7/4w",,d (t)e "t/(3)} ⇥ R2.
This and (4.41) together with | fW   f0 |  ⇡ 3/2e |(⇠?,⇠ˆ) |2 (which follows from Lemma 4.2)
prove (4.40).
Combining (4.36) and (4.40) proves the lemma. ⇤
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Upper Bound of |r W (t) |
The following proposition gives an upper bound of |r W (t) |.
Proposition 4.2. Let    1, "  C0/4 andW 2 K ( , A1, A2). If   is positive and su ciently
small such that    min{1, 1/A1}, then
|r W (t) |  C 3w",,d (t)e 
5"
6 t
for some positive constant C independent of  , A1, A2 and t.
Proof. Let
Lt = {(x, ⇠) 2 I W (t) | ⌧1 > 0} (4.42)
and
L0t = {(x, ⇠) 2 Lt | ⌧1  t/6}, L00t = {(x, ⇠) 2 Lt | ⌧1 > t/6}.
Then as in the proof of Proposition 4.1, r W (t) = r
 
W,1(t) + r
 
W,2(t), where
r W,1(t) = 2
Z
L0t
(⇠1  W (t))2( f0   fW ) d⇠dS,
r W,2(t) = 2
Z
L00t
(⇠1  W (t))2( f0   fW ) d⇠dS.
First, the following bound of r W,1(t) is proved:
|r W,1(t) |  C 3w",,d (t)e 
5"
6 t . (4.43)
Let (x, ⇠) 2 L0t ; so ⌧1  t/6. By (4.10), Lemma 4.3 (the upper bound in (4.29)) and  A1  1,
0 < ⇠1  W (t)  C  1 + t +  
3A1w",,d (t)e 
"
2 t  C  1 + t . (4.44)
This and (4.30) in Lemma 4.3 give
L0t ⇢ {x 2 @CW (t) | x1 = XW (t)   h/2}
⇥ {|⇠1  W (t) |  C /(1 + t)} ⇥ {|⇠? |  C/t} ⇥ R3 d⇠ˆ .
(4.45)
Inequality (4.44) and Lemma 4.2 give
(⇠1  W (t))2 | fW   f0 |  C  
2
(1 + t)2
e |(⇠?,⇠ˆ) |2e 
5⌫" ( |⇠ |)
6 t . (4.46)
Now (4.43) is proved by integrating (4.46) over L0t and using Lemma 4.5 and inclusion (4.45).
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Next, the following bound of r W,2(t) is proved:
|r W,2(t) |  C 3(w",,d (t))3e 
3"
2 t . (4.47)
Let (x, ⇠) 2 L00t ; so ⌧1 > t/6. By (4.10), Lemma 4.3 (the upper bound in (4.31)), "/  C0/4
and  A1  1,
0 < ⇠1  W (t)   e 
C0
6 t +  3A1w",,d (t)e 
"
2 t  C w",,d (t)e  "2 t . (4.48)
This implies
L00t ⇢ {x 2 @CW (t) | x1 = XW (t)   h/2}
⇥ {|⇠1  W (t) |  C w",,d (t)e "t/(2)} ⇥ R2.
This and (4.48) together with | fW   f0 |  ⇡ 3/2e |(⇠?,⇠ˆ) |2 prove (4.47).
Combining (4.43) and (4.47) proves the lemma. ⇤
Lower Bound of r W (t)
Let us next prove a lower bound of r W (t). First, a lemma is shown.
Lemma 4.6. LetW 2 K ( , A1, A2). For t > 0, define s0 = s0(t) by
s0 = min
(
s 2 (0, t)     W (s)    + hW is,t2
)
. (4.49)
Then if   is positive and su ciently small such that 23 d 2A1  1/4 and t is su ciently large
(independently of  ),
1
C 
log 65  s0 
1
C0
log 83 .
Proof. Note first that W (t) <   (t > 0) by (4.11); so the minimum in (4.49) exists and s0 is
well-defined.
We prove next that s0  (log 8/3)/C0. Note that by (4.10),
hW is0,t  
1
t   s0
Z t
s0
⇣
 e C s    3A1w",,d (s)e  "2 s
⌘
ds
   23 d 3A1.
(4.50)
Take   su ciently small so that 23 d 2A1  1/4. Then by (4.11), (4.49) and (4.50),
3
8  
  + hW is0,t
2 = W (s0)   e
 C0s0 .
So s0  (log 8/3)/C0.
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Next, we show that s0   (log 6/5)/C . By (4.11),
hW is0,t 
1
t   s0
Z t
s0
 e C0s ds =  e C0s0 1   e
 C0(t s0)
C0(t   s0) .
Since s0  (log 8/3)/C0,
hW is0,t 
 
6
for su ciently large t. On the other hand, by (4.10),
W (s0)    e C s0    3A1w",,d (s0)e  "2 s0
   e C s0   23 d 3A1
   e C s0    4 .
So
 e C s0    4  W (s0) =
  + hW is0,t
2 
7
12 .
This implies s0   (log 6/5)/C . ⇤
Next, letW 2 K ( , A1, A2) and
St =
(
(x, ⇠) 2 I W (t)     |x? |  12, hW is0,t < ⇠1 < hW i0,t, |⇠? |  12t
)
. (4.51)
Then (x, ⇠) 2 St leads to exactly one recollision: ⌧1 > 0 and ⌧2 = 0. This is what the
following lemma says.
Lemma 4.7. Let (x, ⇠) 2 St . If   is positive and su ciently small and t is su ciently large
(independently of  ), then 0 < ⌧1 < s0 and ⌧2 = 0.6
Proof. Let (x, ⇠) 2 St . First, we show that ⌧1 > 0. Let  1 2 (0, t) be the largest s 2 (0, t)
such that ⇠1 = hW is,t — such s exists since ⇠1 < hW i0,t by the definition of St . Then since
|x?   (t    1)⇠? |  |x? | + t |⇠? |  1
again by definition of St ,  1 coincides with ⌧1, that is,  1 = ⌧1; so ⌧1 > 0 since  1 > 0.
Next, we show that ⌧1 < s0. Take   su ciently small so that (log 8/3)/C0  t . We shall
show that if   is small enough,
hW is,t  hW is0,t
6In what follows, when we say that   is su ciently small, the smallness may depend on the constant A1.
This shall cause no problem since we later choose A1 independently of   in Proposition 4.4.
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for s 2 [s0, t). Since
hW is0,t   hW is,t =
1
t   s
Z s
s0
W ( ) d   
 
1
t   s  
1
t   s0
! Z t
s0
W ( ) d 
=
s   s0
t   s (hW is0,s   hW is0,t ),
it su ces to prove that hW is0,t is decreasing for t > s0. By di erentiation, this is equivalent
to hW is0,t   W (t) > 0 for t > s0. Since W is decreasing on [s0, t ] by Definition 4.1 and
Lemma 4.6, this is trivial when s0 < t  t ; so assume that t > t . By (4.10) and (4.11),
hW is0,t  W (t)  
1
t   s0
Z t
s0
⇣
 e C s    3A1w",,d (s)e  "2 s
⌘
ds    e C0t
   e C s0 1   e
 C  (t s0)
C  (t   s0)   C
 3A1
t   s0    e
 C0t .
This is positive for t > t  if   is su ciently small. Thus by (4.51), we have
hW is,t  hW is0,t < ⇠1 = hW i⌧1,t
for s 2 [s0, t). This implies (by contradiction) that ⌧1 < s0.
We next show that ⌧2 = 0. By (4.49) and 0 < ⌧1 < s0,
⇠01(⌧1) = 2W (⌧1)   ⇠1 = 2W (⌧1)   hW i⌧1,t >  .
Since W (t) <   (t > 0) by (4.11), more than one recollision is impossible; so we have
⌧2 = 0. ⇤
A lower bound of r W (t) is given by the following proposition.
Proposition 4.3. Suppose that    1, "  C0/4 andW 2 K ( , A1, A2). If   is positive and
su ciently small, then
r W (t)   C 5w",,d (t)e 
"
 t1{t t  } (4.52)
for some positive constant C independent of  , A1, A2 and t.
Proof. First, note thatW (t) > 0 for t  t  (see the remark after Theorem 4.1). This implies
that
|⇠01(⌧k ) |   |⇠1(⌧k ) | (1  k < N + 1)
for (x, ⇠) 2 I W (t); see (4.27) (but (x, ⇠) 2 I W (t) in this case). This implies that f0(⇠)  
fW (x, ⇠, t)   0 by Lemma 4.1; so r W (t)   0 by (4.15). This consideration proves (4.52)
when t  t ; so we may assume that t > t . Moreover, in the following, we take   small and
t large enough so that Lemma 4.7 holds: 0 < ⌧1 < s0 and ⌧2 = 0 for (x, ⇠) 2 St .
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Let
r W,3(t) = 2
Z
St
(⇠1  W (t))2( f0   fW ) d⇠dS,
r W,4(t) = 2
Z
I W (t)\St
(⇠1  W (t))2( f0   fW ) d⇠dS.
Then r W (t) = r
 
W,3(t) + r
 
W,4(t).
First, we prove the following:
r W,3(t)   C 5w",,d (t)e 
"
 t1{t t  } . (4.53)
Let (x, ⇠) 2 St . We can show that
1
4 
2  |⇠01(⌧1) |2   |⇠1 |2  8 2 (4.54)
for su ciently small  . To prove this, note first that
|⇠01(⌧1) |2   |⇠1 |2 = |2W (⌧1)   ⇠1 |2   |⇠1 |2 = 4W (⌧1)(W (⌧1)   hW i⌧1,t ). (4.55)
The upper bound in (4.54) follows from this since |W (s) |    (0  s  t). Next, take  
su ciently small so that s0  (log 8/3)/C0  t . Then by (4.10) and the fact that W is
decreasing on the interval [0, t ],
W (⌧1)   W ((log 8/3)/C0)   14  (4.56)
for   small enough. In particular,W (⌧1) > 0, and so
|⇠01(⌧1) |2   |⇠1 |2   2W (⌧1)(    hW i⌧1,t ) (4.57)
by (4.49) and (4.55). Moreover, by (4.11),
    hW i⌧1,t =    
1
t   ⌧1
Z t
⌧1
W (s) ds
      1
t   ⌧1
Z t
⌧1
 e C0s ds
=      e C0⌧1 1   e
 C0(t ⌧1)
C0(t   ⌧1)
  12 
(4.58)
if t is large enough. (4.57), (4.56) and (4.58) show the lower bound in (4.54).
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Let us continue the proof of (4.53). Since ⌧1 > 0 and ⌧2 = 0 (N = 1),
f0(⇠)   fW (x, ⇠, t) = ( f0(⇠)   f0(⇠0(⌧1))) exp
 
 ⌫" (|⇠ |)

(t   ⌧1)
!
  C 2e |⇠1 |2e |(⇠?,⇠ˆ) |2 exp
 
 ⌫" ( |⇠ |)

t
!
by Lemma 4.1 and (4.54); so by Lemma 4.5 and (4.51),
r W,3(t)   C 2
Z hW i0,t
hW is0,t
e |⇠1 |2 (⇠1  W (t))2 d⇠1
⇥
Z
|⇠? |1/(2t)
e |⇠? |2 d⇠?
Z
R3 d
e | ⇠ˆ |2e 
⌫" ( |⇠ |)
 t d ⇠ˆ
  C 2
Z hW i0,t
hW is0,t
e |⇠1 |2 C 0 |⇠1 |
t
 (⇠1  W (t))2 d⇠1
⇥
Z
|⇠? |1/(2t)
e |⇠? |2 C 0 |⇠? |
t
 d⇠?
⇥
 
1p
1 + t/(")
+
1
1 + t/
!3 d
e 
"
 t .
Since |hW is0,t |, |hW i0,t |  C /(1+ t) by (4.10) and (4.11), the term e |⇠1 |2 C 0 |⇠1 |t/ is bounded
from below by a positive constant independent of t. Hence we have
r W,3(t)   C
 2
(1 + t)d 1
 
1p
1 + t/(")
+
1
1 + t/
!3 d
e 
"
 t
⇥
Z hW i0,t
hW is0,t
(⇠1  W (t))2 d⇠1.
(4.59)
The last integral is evaluated asZ hW i0,t
hW is0,t
(⇠1  W (t))2 d⇠1 = 3 1{(hW i0,t  W (t))3   (hW is0,t  W (t))3}. (4.60)
Note that
hW i0,t   hW is0,t =
1
t   s0
Z s0
0
W (s) ds +
 
1
t
  1
t   s0
! Z t
0
W (s) ds
=
s0
t   s0 (hW i0,s0   hW i0,t )
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and
hW i0,s0   hW i0,t   W (s0)  
1
t
Z t
0
 e C0s ds
   e C s0   23 d 3A1    1   e
 C0t
C0t
  C 
if   is small and t is large enough; so we have
hW i0,t   hW is0,t   C
 
t
.
Moreover,
hW is0,t  W (t)
  1
t   s0
Z t
s0
⇣
 e C s    3A1w",,d (s)e  "2 s
⌘
ds    e C0t
   e C s0 1   e
 C  (t s0)
C  (t   s0)  
23 d 3A1
(d + 1)(t   s0)    e
 C0t
  C  
t
if   is small and t is large enough. Combining these with (4.60) givesZ hW i0,t
hW is0,t
(⇠1  W (t))2 d⇠1   (hW i0,t   hW is0,t )(hW is0,t  W (t))2
  C  
3
(1 + t)3
.
(4.61)
Now (4.59) and (4.61) prove (4.53).
Next, we show the following bound:
r W,4(t)    C 9A31(w",,d (t))3e 
3"
2 t1{t t  } . (4.62)
Let (x, ⇠) 2 S0t B I W (t)\St . If ⇠1 > 0, then
0 < ⇠1 < W (⌧1) < ⇠01(⌧1) < · · · < ⇠01(⌧N 1) < W (⌧N ) < ⇠01(⌧N )
and hence f0(⇠)   fW (x, ⇠, t) > 0 by Lemma 4.1; therefore, we haveZ
S0t\{⇠1>0}
(⇠1  W (t))2( f0   fW ) d⇠dS   0.
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So to prove (4.62), it su ces to prove thatZ
S0t\{⇠1<0}
(⇠1  W (t))2( f0   fW ) d⇠dS    C 9A31(w",,d (t))3e 
3"
2 t1{t t  } . (4.63)
Let (x, ⇠) 2 S0t \ {⇠1 < 0}. Then by (4.10),
0 > W (t)   ⇠1
  W (t)
    3A1w",,d (t)e  "2 t .
(4.64)
This in particular implies the inclusion
S0t \ {⇠1 < 0} ⇢ {x 2 @CW (t) | x1 = XW (t)   h/2}
⇥ {|⇠1  W (t) |   3A1w",,d (t)e "t/(2)} ⇥ R2.
(4.65)
Inclusion (4.65), (4.64) and | f0   fW |  ⇡ 3/2e |(⇠?,⇠ˆ) |2 show (4.63), which implies (4.62).
Combining (4.53) and (4.62) proves the proposition. ⇤
4.4.5 Well-Definedness of the MapW 7! VW
Applying the decay estimates of r±W (t) obtained in Section 4.4.4, we show in this section that
the map K 3 W 7! VW 2 K , defined by (4.16), is well-defined if   is taken small enough.
Proposition 4.4. Suppose that    1 and "  C0/4. Then there exist positive constants A1
and A2 independent of   such that W 2 K = K ( , A1, A2) implies VW 2 K for su ciently
small  .
Proof. LetW 2 K ( , A1, A2), where A1 and A2 are specified later. Note that |W (t) |    by
(4.10) and (4.11) (take   su ciently small so that 23 d 2A1  1); so C0  K (W (t))  C 
by Lemma 2.1.
First, we show that (4.10) holds for VW (t). Put RW (t) = r+W (t) + r
 
W (t). Then by (4.17),
Propositions 4.1 and 4.2,
VW (t)    e C t  
Z 3
4 t
0
e C0(t s)RW (s) ds  
Z t
3
4 t
e C0(t s)RW (s) ds
   e C t   C 3e C04 t   C 3w",,d (t)e  5"8 t
   e C t   C¯ 3w",,d (t)e  "2 t,
(4.66)
where C¯ is a positive constant independent of   and A1, A2 and t. Let A1 = 2C¯. Then VW
satisfies (4.10). Note that the inequality can be made strict.
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Next, we show that (4.11) holds for VW . First, by Propositions 4.1 and 4.3,
RW (t)   C 5w",,d (t)e  " t1{t t  } (4.67)
if   is small enough. In particular, RW (t)   0; so we have VW (t) <  e C0t for t > 0 by (4.17),
and (4.11) holds when t < 2t .
We assume next that t   2t . By (4.17) and (4.67),
VW (t) <  e C0t   C 5w",,d (t)e  " t
Z t
t 
e C  (t s) ds
  e C0t   C 5w",,d (t)e  " t 1   e
 C t 
C 
  e C0t   C˜ 5w",,d (t)e  " t
(4.68)
if   is small enough (so that t  is large enough). Here, C˜ is a positive constant independent of
 , A1, A2 and t. Let A2 = C˜. Then VW satisfies (4.11). Note that the inequality holds strictly
when t > 0.
Next, we show that VW is decreasing on the interval [0, t ]. By di erentiating (4.17),
dVW (t)
dt
=  K (W (t)) e 
R t
0 K (W (s)) ds
+ K (W (t))
Z t
0
e 
R t
s
K (W (⌧)) d⌧RW (s) ds   RW (t).
(4.69)
And by Propositions 4.1, 4.2 and RW (t)   0,
dVW (t)
dt
  C0 e C t + C 3 <  C02  e
 C t
for t  t  = (log   1)/C  if   is small enough. This shows that dVW (t)/dt < 0 for t  t .
Finally, by (4.16), Propositions 4.1 and 4.2,     dVW (t)dt
       C   + C 3  1
if   is su ciently small. ⇤
In what follows, set A1 = 2C¯ and A2 = C˜, where C¯ and C˜ are those appearing in the proof
above.
The proposition just proved shows that the map
K 3 W 7! VW 2 K
is well-defined if   is su ciently small. Arguments as in Section 3.3.4 show that this map
has a fixed point V 2 K ; this proves the existence part of Theorem 4.1.
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4.4.6 Completion of the Proof
Finally, this section proves that any solution ( f ,V ) satisfies (4.8), (4.9) and V is decreasing
on the interval [0, t ].
Let ( f ,V ) be a solution and let F be the set of t > 0 such that
V (t) <  e C t    3A1w",,d (t)e  "2 t (4.70)
or
V (t) >  e C0t    5A2w",,d (t)e  " t1{t 2t  } . (4.71)
Then let T = inf F .
We first show that T > 0. Note that there exists   > 0 such that (4.70) is not satisfied for
t 2 [0,  ] since V (0) =   and V 2 C([0,1)). Moreover, taking   smaller if necessary, (4.71)
is also violated for t 2 [0,  ]; this is proved as follows. Note first that RV (t) ! 0 as t ! 0
because if (x, ⇠) 2 I±V (t) is such that ⌧1 > 0, then ⇠1   V (t) = hV i⌧1,t   V (t) ! 0 as t ! 0.
This and (4.7) show that dV (t)/dt !  D0( ) as t ! 0. So dV (t)/dt < d( e C0t )/dt if t is
small enough (note that D0( ) > C0 ), which shows that (4.71) is violated for t 2 [0,  ]; so
T > 0.
Let us show that T = +1. So, suppose that T < +1. Then
V (t)    e C t    3A1w",,d (t)e  "2 t (4.72)
and
V (t)   e C0t    5A2w",,d (t)e  " t1{t 2t  } (4.73)
for t < T ; and since all the functions appearing in (4.70) or (4.71) are right-continuous,
V (T )   e C T    3A1w",,d (T )e  "2T (4.74)
or
V (T )    e C0T    5A2w",,d (T )e  " T1{T 2t  } . (4.75)
By (4.72) and (4.73), we can show that |RV (t) | = |r+V (t) + r V (t) |  C 3 for t < T —without
assuming any monotonicity of V (t).7 Note also that by (4.72) and (4.73), it follows that
0 < V (t)    for t  min(t ,T ).8 Then by (4.69) (with VW replaced by V ),
dV (t)
dt
  C0 e C t + C 3 <  C02  e
 C t
for t  min(t ,T ), which shows that V is decreasing on the interval [0,min(t ,T )]. Then
all the arguments leading to (4.66) and (4.68) can be repeated using (4.72), (4.73) and the
7For the bound of |r V (t) |, it is enough to repeat the proof of Proposition 4.2; for the bound of |r+V (t) |, we
cannot repeat the proof of Proposition 4.1 because we used the property that V is decreasing on the interval
[0, t ]. But if we just want to prove that |r+V (t) |  C 3 — not  21/4 — only (4.72) and (4.73) are needed.
8This holds not only for t < min(t ,T ) but also for t = min(t ,T ) by the continuity of V .
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monotonicity of V on the interval [0,min(t ,T )] to show that
V (t) >  e C t    3A1w",,d (t)e  "2 t
and
V (t) <  e C0t    5A2w",,d (t)e  " t1{t 2t  }
for 0 < t  T .9 These contradict (4.74) or (4.75); so we have T = +1, which means that
( f ,V ) satisfies (4.8), (4.9) and V is decreasing on the interval [0, t ]. This completes the
proof of Theorem 4.1.
9Note that we only need (4.72) and (4.73) to hold for t < T and not necessarily up to t = T .
Chapter 5
Discussion
Now that we have presented the results of the thesis, let us give some discussions on the
results obtained and possible future directions.
Uniqueness of Solutions As remarked after Theorem 2.1, the uniqueness of the solution
is an important open problem. A natural way to prove uniqueness is to prove the Lipschitz
continuity of r±W (t) with respect to W , that is, to show that there exists a positive constance
L independent of t such that
sup
0tT
|r±W (t)   r ±¯W (t) |  L sup0tT |W (t)   W¯ (t) |
forW , W¯ 2 C([0,T]) with additional conditions such as their Lipschitz continuity.
Let (x, ⇠) 2 I±W (t). See (2.24). And let ⇠W (s, t; x, ⇠) be the backward characteristic
computed with the rigid body dynamics given by W . If we could prove that ⇠W (0, t; x, ⇠) is
Lipschitz continuous uniformly in x, ⇠ and t with respect to W , then r±W (t) is also Lipschitz
continuous. We can prove that ⇠W (0, t; x, ⇠) is Lipschitz continuous a.e. (x, ⇠, t), but the
Lipschitz constant becomes large when ⇠W (0, t; x, ⇠) yields a nearly tangential recollision.1
So if we could prove that any recollision is far from tangential, we can prove the uniqueness.
In particular, if we could assume that W (t) increases monotonically for all time — which is
suggested by numerical experiments in the V0 < V1 case — we can prove the uniqueness;
this, however, seems to be a di cult task. Another possibility is that although ⇠W (0, t; x, ⇠)
may not be uniformly Lipschitz continuous due to tangential recollisions, but r±W (t) defined
by an integral becomes Lipschitz continuous uniformly in time.
In any way, we need to have a more thorough understanding of recollisions in order to
prove uniqueness. Recent results on the analyses of the Boltzmann equation in non-convex
domains may be useful in this respect [20, 23].
1(x, ⇠) yields a tangential recollision at time ⌧1 if the recollision occurs at time ⌧1 where ⇠W (⌧1, t; x, ⇠) =
W (⌧1).
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Dimension Independent Power Law For a rigid body moving in a special Lorentz gas,
when " = 0, the velocityV (t) of the rigid body decays asV (t) ⇡ t 5 for any spatial dimension
d (Theorem 4.1). Let us give an interpretation of this result.
First, let us explain why the long time behavior is algebraic instead of exponential.
Remember that ⌫0(|⇠ |)/ = ⇡1/2 |⇠ |/(2) is the collision frequency of a gas molecule with
speed |⇠ | against the background molecules. So a gas molecule with velocity ⇠ satisfying
|⇠ |t/ & 1 is likely to collide with the background molecules, producing little memory e ect.
But gas molecules with small velocities can yield recollisions since all the requirements
for recollisions to occur are that the velocities are small (see Lemma 4.3). Since slow gas
molecules are less likely to collide with the background molecules, these can create memory
e ect as in the free molecular case. This explains why the long time behavior is algebraic
when " = 0.
Next, let us explain why the exponent of the power law is independence of the spatial
dimension d. As shown in the proof of Lemma 4.3, if (⇠, t) 2 I±V (t) yields a recollision and
0 < ⌧1 < ⌘t for some 0 < ⌘ < 1, then |⇠? |  C/t. The vector ⇠? is a (d   1)-dimensional
vector; in the free molecular case ( = 1), there is no restriction on the size of | ⇠ˆ |. This is
where the dependence on the spatial dimension d comes from in the free molecular case.
In a special Lorentz gas, an integral J (see Lemma 4.5) appears in the estimates of r±V (t).
Since ⌫0(z) = ⇡1/2z/2, those ⇠ satisfying |⇠ | = O(/t) give the major contribution to the
integral defining J. Thus the size of | ⇠ˆ | is also restricted to O(t 1), and the dependence on
the spatial dimension disappears.
Physically, this can be interpreted as follows: A gas molecule with too large |⇠ | is likely
to collide with the background molecules, and they produce little memory e ect. Since a
gas molecule with velocity ⇠ has about |⇠ |/ collisions with the background molecules per
unit time, only those gas molecules with |⇠ | satisfying |⇠ |t/ . 1 produce memory e ect.
This condition resembles the requirement that |x?   (t   ⌧1)⇠? |  1 when the radius of the
cylinder is  (see the proof of Lemma 4.3). It is as if the length of the rigid body is restricted
to  in all three directions. Hence the long time behavior is always three-dimensional:
V (t) ⇡ t (3+2) = t 5.
Rigid Body Motion in a Special Lorentz Gas with an External Force Theorem 4.1 can
be extended to the case with a constant external force E > 0. The formulation is the same
except that (4.7) is replaced with
dV (t)
dt
= E   D(t), V (0) = V0.
In this case, it can be proved in a similar manner that the long time behavior is exponential
even if " = 0. This is because for a gas molecule with velocity ⇠ to yield a recollision, ⇠1
must be close to V1(E) > 0, which implies that |⇠ | cannot be small if it yields a recollision.
Thus molecules yielding recollisions are likely to collide with the background molecules and
the memory e ect is destroys — leading to exponential long time behavior.
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Future Directions As a future direction, an important problem is to extend the results to
a more realistic gas model, especially the Boltzmann equation. There are many numerical
studies that deal with moving boundary problems based on the Boltzmann equation (or
the BGK model of Boltzmann equation) [17, 22, 24, 28, 30, 32, 33, 40]. A particularly
interesting work from the theoretical point of view is [38, 39]. They proved that, considering
one-dimensional motion of a pendulum in a BGK gas, the position X (t) of the pendulum
decays as t 3/2. Then a problem that we should try to solve is to give a mathematical proof
of this observation. This seems to be a very challenging and interesting problem.
An interesting direction — which the author is pursuing at the time of writing — is
to try to understand the corresponding question based on the compressible Navier–Stokes
equations. Note that the compressible Navier–Stokes equations have a close relation with the
Boltzmann equation via fluid dynamical limits [35]. So the understanding of this problem
should shed a light on the Boltzmann equation case. A numerical simulation of this problem
by the author suggests that the long time behavior of the rigid body is similar to that of the
BGK model case; a mathematical proof has been obtained and this would be presented in the
near future.
Note that we restricted ourselves to a simplified translational motion; but if we could have
a better understanding of this basic problem, we could try to tackle more complex but more
interesting gas–structure interaction problems. See [2] for example.
The mathematical understanding of gas–structure interaction based on the kinetic theory
is still in its infancy; andwe think that this problem provides a host of interestingmathematical
and engineering questions.
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Appendix A
Appendix to Chapter 3
We prove here several assertions made after Theorem 3.1. In what follows, we consider
L = L  to be a function of   and write L (d 1) ⌧   to mean L (d 1)  = o( ) as   ! +0. Let
( f ,V ) be a solution to (3.1)–(3.5).
A.1 Proof that V (t) > V0
We first prove that if L (d 1) ⌧  , then V (t) > V0 for t > 0. By (3.5),
d
dt
(V (t)   V0) = K (V (t))(V1   V (t))   r+V (t)   r V (t)
=  K (V (t))(V (t)   V0) +  K (V (t))   r+V (t)   r V (t).
(A.1)
We know that V 2 K ( , L, A+, B+) by Theorem 3.1, so that we can use Propositions 3.2 and
3.4 to obtain upper bounds of r+V (t) and r
 
V (t). These and K (V (t))   C+ show that
 K (V (t))   r+V (t)   r V (t)    C+   C
(
(  +  3A+)3 + L 3(d 1)B3+ + L (d 1)
)
> 0
if L (d 1) ⌧   and   is su ciently small. (A.1) then implies that
d
dt
(V (t)   V0) >  K (V (t))(V (t)   V0).
And V (t) > V0 for t > 0 follows from this.
A.2 Proof that V (t) is Increasing on [0, t ,L]
We next prove that V (t) is increasing on the interval [0, t ,L]; here,
t ,L =
1
2C 
log C+ 
Cˆ
 
 3 + L (d 1)  ,
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where Cˆ is a positive constant independent of  , L and t. We assume that L (d 1) ⌧  .
This guarantees t ,L to be positive if   is su ciently small; moreover, we have t ,L ! 1 as
  ! +0.
By Propositions 3.2 and 3.4,
0  r+V (t) + r V (t)  Cˆ
⇣
 3 + L (d 1)
⌘
for some positive constant Cˆ. This and (3.7) show that
d
dt
(V1   V (t)) =  K (V (t))(V1   V (t)) + r+V (t) + r V (t)
  C+ e C t + Cˆ
⇣
 3 + L (d 1)
⌘
< 0
for t 2 [0, t ,L]; hence V (t) is increasing on the interval [0, t ,L].
A.3 Proof of a Refined Lower Bound of V1   V (t)
Finally, we give a proof of the refined lower bound (3.8) under an additional assumption that
L (d 1) ⌧  . We shall prove a lower bound
r+V (t)   C1{t1>t>t¯/2}
 4
td+2
, (A.2)
where t¯ is a positive constant independent of  , L and t; and
t1 = c¯ Ld 1, (A.3)
where c¯ is a positive constant independent of  , L and t.
As in [10], define s0 by
s0 = s0(t) = min
(
s 2 (0, t)     V (s)   V0 + hV is,t2
)
. (A.4)
To show (A.2), we first prove the following. If we take t¯ su ciently large and c¯ > 0 su ciently
small, (i)–(v) below hold:
(i) Bounds of s0:
1
C 
log 32  s0 
1
C+
log 4
for t¯/2  t.
(ii) Bound of hV is,t   V0:
hV is,t   V0   23 
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for t¯/2  t and s0  s.
(iii) Bound of hV is0,t   hV i0,t :
hV is0,t   hV i0,t   C
 
t
for t¯/2  t.
(iv) Bound of V (t)   hV is,t :
V (t)   hV is,t   C  t
for t¯/2  t < t1 and s  s0, where t1 is defined by (A.3).
(v) Let t1 > t   t¯/2 and (x, ⇠) 2 I+V (t). Suppose that
hV i0,t < ⇠1 < hV is0,t,
and let  1 be the largest s 2 (0, t) satisfying ⇠1 = hV is,t . Then we have 0 <  1 < s0;
moreover, if
|x?   (t    1)⇠? | < 1,
then ⌧1 =  1 and ⌧2 = 0, which says that (x, ⇠) yields exactly one pre-collision at time
 1.
We begin from the proof of (i). First, note that since V (t) > V0 for t > 0 (Section A.1),
we have
V (0) = V0 <
V0 + hV i0,t
2
and
V (t) >
V0 + V (t)
2
for t > 0. These show that s0 is well-defined. By (A.4),
V (s0) =
V0 + hV is0,t
2 .
Use this to rewrite V1   V (s0) as
V1   V (s0) = V1   V0 + hV is0,t2 =
 
2 +
V1   hV is0,t
2 . (A.5)
On the other hand, by (3.6), we have
V1   V (s0)   e C+s0 +  3 A+(1 + s0)d+2 + L
 (d 1) B+
(1 + s0/L)d 1
  e C+s0 +  4
(A.6)
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taking   small enough. Then (A.5), (A.6) and V (t) < V1 imply
 
2 <
 
2 +
V1   hV is0,t
2 = V1   V (s0)   e
 C+s0 +  4 .
This gives the upper bound of s0:
s0  1C+ log 4.
Next, by (3.6),
V1   hV is,t = 1t   s
Z t
s
(V1   V (⌧)) d⌧
 1
t   s
Z t
s
 
 e C+⌧ +  3 A+
(1 + ⌧)d+2
+ L (d 1) B+
(1 + ⌧/L)d 1
!
d⌧
 C
t   s (  +  
3A+) + L (d 1)B+.
Taking   su ciently small and t¯ su ciently large, we have
V1   hV is,t   3 (A.7)
for t¯/2  t and s0  s. Now (3.7), (A.5) and (A.7) imply
 e C s0  V1   V (s0) =  2 +
V1   hV is0,t
2 
2
3 .
This gives the lower bound of s0:
1
C 
log 32  s0
for t¯/2  t.
Next, we prove (ii). Note that
hV is,t   V0 =     (V1   hV is,t ).
This and (A.7) imply
hV is,t   V0   23 
for t¯/2  t and s0  s. This proves (ii).
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Next, we prove (iii). Note that
hV is0,t   hV i0,t =
1
t   s0
Z t
s0
V (s) ds   1
t
Z t
0
V (s) ds
=
 
1
t   s0  
1
t
! Z t
0
V (s) ds   1
t   s0
Z s0
0
V (s) ds
=
s0
t   s0
 
(V1   hV i0,s0 )   (V1   hV i0,t )
 
.
(A.8)
By (A.4) and V (t) < V1,
V (s)  V0 + hV is,t2 <
V0 + V1
2
for s0  s. This implies
V1   hV i0,s0  
 
2 . (A.9)
On the other hand, by (3.6),
V1   hV i0,t  1t
Z t
0
 
 e C+s +  3 A+
(1 + s)d+2
+ L (d 1) B+
(1 + s/L)d 1
!
ds
 C
t
(  +  3A+) + L (d 1)B+
  4
(A.10)
for t¯/2  t if   is su ciently small and t¯ is su ciently large. Now (A.8), (A.9), (A.10) and
(i) imply
hV is0,t   hV i0,t   C
 
t
for t¯/2  t. This proves (iii).
Next, we give a proof of (iv). By (3.6) and (3.7), taking t¯ su ciently large,
V (t)   hV is,t   1t   s
Z t
s
 e C ⌧ d⌧
   e C+t    3 A+
(1 + t)d+2
  L (d 1) B+
(1 + t/L)d 1
  1
t   s0
Z t
s0
 e C ⌧ d⌧
   e C+t    3 A+
(1 + t)d+2
  L (d 1) B+
(1 + t/L)d 1
  2C⇤  t   L
 (d 1)B+
for t¯/2  t and s  s0, whereC⇤ is a positive constant independent of  , L and t. Then taking
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c¯ su ciently small, we have
V (t)   hV is,t   2C⇤  t   L
 (d 1)B+   C⇤  t
for t¯/2  t < t1 and s  s0. This proves (iv).
Finally, we prove (v). By using (iv) (with s = s0) and arguing similarly to the proof of
Lemma 4.7, we have
hV is0,t < hV is,t (A.11)
for t¯/2  t < t1 and s0 < s < t if t¯ is su ciently large and c¯ is su ciently small. Now, let
t¯/2  t < t1 and (x, ⇠) 2 I+V (t). Suppose that
hV i0,t < ⇠1 < hV is0,t,
and let  1 be the largest s 2 (0, t) satisfying ⇠1 = hV is,t . We prove that  1 < s0. By (A.11),
we have
⇠1 = hV i 1,t < hV is0,t < hV is,t
for s0 < s < t. This shows that  1 < s0. Now, if
|x?   (t    1)⇠? | < 1
in addition, it follows that ⌧1 =  1. Then the reflected horizontal velocity ⇠01(⌧1) at time ⌧1 is
⇠01(⌧1) = 2V (⌧1)   ⇠1.
Since ⌧1 =  1 < s0, we have
2V (⌧1) < V0 + hV i⌧1,t = V0 + ⇠1
by (A.4). These imply
⇠01(⌧1) < V0.
Then since V (t) > V0 for t > 0, no further pre-collisions occur: ⌧2 = 0. This proves (v).
Using (i)–(v), we prove the lower bound (A.2) of r+V (t). First, by (iii) and (iv),
hV i0,t < hV is0,t < V (t)
for t¯/2  t < t1. So if we define I (t) by
I (t) =
Z
@CV (t)\{x1=X (t)+h}
dS
Z
Rd 1
d⇠?
Z hV is0,t
hV i0,t
(⇠1   V (t))2
⇣
e |⇠0 |2   e |⇠ |2⌘ d⇠1,
then r+V (t)   CI (t) for t¯/2  t < t1. Next, take x 2 @CV (t) \ {x1 = X (t) + h} satisfying
|x? | < 1/2 and ⇠ satisfying hV i0,t < ⇠1 < hV is0,t and |⇠? | > 1/(2t). Let  1 be the largest
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s 2 (0, t) satisfying ⇠1 = hV is,t . Then
|x?   (t    1)⇠? |  |x? | + t |⇠? | < 1.
So, by (ii), (v), V (t) > V0 and (A.4),
⇠21   ⇠201 = ⇠21   (2V (⌧1)   ⇠1)2
= 4V (⌧1)(hV i⌧1,t   V (⌧1))
  2V (⌧1)(hV i⌧1,t   V0)
  43V0 
for t¯/2  t < t1. So we have
I (t)   C 
Z
|⇠? |< 12t
e |⇠? |2 d⇠?
Z hV is0,t
hV i0,t
(⇠1   V (t))2 d⇠1
  C  
td 1
(
(hV is0,t   V (t))3   (hV i0,t   V (t))3
)
  C  
td 1
(hV is0,t   V (t))2 + (hV i0,t   V (t))2
2 (hV is0,t   hV i0,t ).
By (iii) and (iv),
r+V (t)   C¯I (t)   C
 4
td+2
for t¯/2  t < t1. This proves (A.2).
Finally, by Proposition 3.3 and (A.2),
V1   V (t) =  e 
R t
0 K (V ( )) d  +
Z t
0
e 
R t
s
K (V ( )) d 
⇣
r+V (s) + r
 
V (s)
⌘
ds
   e C t +
Z t
0
e C (t s)r+V (s) ds
   e C t + C 4
Z t
t¯/2
e C (t s)
sd+2
ds
for t¯/2  t < t1; then if t¯ < t < t1, we haveZ t
t¯/2
e C (t s)
sd+2
ds   1   e
 C  t¯/2
C td+2
.
So by choosing a positive constant A  appropriately,
V1   V (t)    e C t +  4 A td+2
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for t¯ < t < t1. If t > L in addition, similar arguments as in the proof of Theorem 4.1 give
V1   V (t)    e C t +  4 A td+2 +
B 
td 1
.
This proves (3.8).
Appendix B
Appendix to Chapter 4
As remarked after Theorem 4.1, the long time behavior of V (t) is qualitatively di erent if
"   2C0 as shown by the following theorem.
Theorem B.1. Suppose that    1 and "   2C0. If   is positive and su ciently small, then
there exists a solution ( f ,V ) to (4.1) and (4.4)–(4.7) with V0 =  . And any solution ( f ,V )
satisfies
1
2 e
 C0t  V (t)   e C0t . (B.1)
Moreover, V is decreasing on the whole interval [0,1).
Theorem B.1 implies that V (t) decays exponentially and is always positive, which is in
contrast with the occurrence of sign change in Theorem 4.1.
The basic strategy is the same as that of Theorem 4.1: (i) Define an appropriate function
spaceK ; (ii) Prove decay estimates of r±W (t) givenW 2 K ; (iii) Prove that VW again belongs
to K ; (iv) Apply Schauder’s fixed point theorem to show that the map K 3 W 7! VW 2 K
has a fixed point V 2 K — this shows the existence part. (v) Prove by contradiction that any
solution ( f ,V ) satisfies (B.1) and that V is decreasing on the interval [0,1).
In this appendix, only steps (i) through (iii) are explained; steps (iv) and (v) can be carried
out similarly as in the proof of Theorem 4.1.
Step (i) is carried out as follows.
Definition B.1. Let   be a positive constant. A Lipschitz continuous functionW : [0,1) ! R
withW (0) =   and |dW (t)/dt |  1 belongs to K = K ( ) ifW is decreasing on the interval
[0,1) and satisfies
1
2 e
 C0t  W (t)   e C0t .
LetW 2 K . That r±W (t)   0 follows easily fromW (t) > 0; moreover, r+W (t) = 0 sinceW
is decreasing on the interval [0,1); so only r W (t) needs to be analyzed.
Step (ii) is carried out by the following proposition.
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Proposition B.1. Let    1, "   2C0 andW 2 K ( ). Then
0  r W (t)  C 3
e C0t
(1 + t)d+2
(B.2)
for some positive constant C independent of   and t.
Proof. Define Lt by (4.42) and let
L⇤t = {(x, ⇠) 2 Lt | ⌧1  t/2}, L⇤⇤t = {(x, ⇠) 2 Lt | ⌧1 > t/2}.
Then r W (t) = r
 
W,⇤(t) + r
 
W,⇤⇤(t), where
r W,⇤(t) = 2
Z
L⇤t
(⇠1  W (t))2( f0   fW ) d⇠dS,
r W,⇤⇤(t) = 2
Z
L⇤⇤t
(⇠1  W (t))2( f0   fW ) d⇠dS.
Note first that (x, ⇠) 2 Lt implies
0 < ⇠1  W (t) < ⇠1  1t   ⌧1
Z t
⌧1
 e C0s ds =  e C0⌧1 1   e
 C0(t ⌧1)
C0(t   ⌧1) .
Similar arguments as in the proof of Proposition 4.2 show
r W,⇤(t)  C 3w",,d (t)e 
"
2 t,
r W,⇤⇤(t)  C 3e 
3
2C0t .
Since "/2   C0, these imply (B.2). ⇤
Step (iii) is to prove the following proposition.
Proposition B.2. Let    1 and "   2C0. Then W 2 K = K ( ) implies VW 2 K if   is
small enough.
Proof. Since r±W (t)   0, the upper bound
VW (t)   e C0t
follows easily from (4.17).
To prove the lower bound
VW (t)   12 e
 C0t, (B.3)
we first show that
e 
R t
0 K (W (s)) ds   34e
 C0t (B.4)
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if   is su ciently small. Note that D000 (0) = 0 and D
000
0 (0) > 0; so if    1, then
0 < K (W (s)) = D0(W (s))/W (s)
 D00(W (s))
 C0 + C(W (s))2
 C0 + C 2e 2C0s
for some positive constant C. This implies
e 
R t
0 K (W (s)) ds   e 
R t
0 (C0+C 
2e 2C0s ) ds   e C 0 2e C0t
for some positive constant C0; take   su ciently small so that (B.4) holds.
(B.3) follows from (4.17), Proposition B.1 and (B.4):
VW (t)   34 e
 C0t   C 3
Z t
0
e C0(t s) e
 C0s
(1 + s)d+2
ds
=
3
4 e
 C0t   C 3e C0t
Z t
0
ds
(1 + s)d+2
  12 e
 C0t
if   is small enough.
That VW is decreasing on the interval [0,1) follows from VW (t) > 0 and r±W (t)   0:
dVW (t)
dt
=  K (W (t))VW (t)   r+W (t)   r W (t) < 0.
Lastly, since r+W (t) = 0, |r W (t) |  C 3 and |VW (t) |   ,     dVW (t)dt
       K (W (t)) |VW (t) | + |r+W (t) | + |r W (t) |  C   + C 3  1
if   is su ciently small. ⇤
Steps (iv) and (v) can be carried out similarly as in the proof of Theorem 4.1; this proves
Theorem B.1.
Appendix C
Lemma on Infinite and Tangential
Recollisions
A new proof that the tangential and infinite recollisions are measure theoretically negligible,
which was originally proved in [10], is given in this appendix. The proof is inspired by the
theory of billiards [21, 27, 36].
Here we consider the motion of a rigid body in the entire spaceRd; the half-space case can
be treated similarly. Moreover, we assume for simplicity that d = 1; higher dimensional cases
are straight forward extension of this case. Since x can then only take the value XW (t) ± h/2
when (x, ⇠) 2 I±W (t), we simply write ⇠ in place of (x, ⇠). Note that ⇠ 2 R when d = 1.
First, we need the following lemma.
Lemma C.1. LetW : [0,T] ! R be a Lipschitz continuous function. Let
S±T = {(⇠, t) | 0 < t < T, ⇠ 7 W (t)},
and denote by T ±1 the set of (⇠, t) 2 S±T yielding a tangential recollision at the first recollision
time. Then T ±1 is a null set.
Proof. Let R±T be the set of (⇠, t) 2 S±T yielding at least one recollision; for (⇠, t) 2 R±T ,
we can define the first recollision time ⌧1 (0 < ⌧1 < t) as the largest s 2 (0, t) satisfying
⇠ = hW is,t . Now if (⇠, t) 2 T ±1 (⇢ R±T ), then ⇠ = hW i⌧1,t = W (⌧1) by the definition of
tangential recollision; so
d
ds
hW is,t
     s=⌧1 = dds
 
1
t   s
Z t
s
W (⌧) d⌧
!      s=⌧1
=
1
t   ⌧1
 hW i⌧1,t  W (⌧1) 
= 0.
Thus (⇠, t) is a critical value of the C1-map (s, t) 7! (hW is,t, t); by Sard’s theorem [31], the
set of such (⇠, t) has null measure. This proves the lemma. ⇤
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Let R±T , ⌧1 : R
±
T ! (0,T ) and T ±1 be defined as in the lemma above.
Lemma C.2. R±T \T ±1 is an open set.
Proof. We only show that R+T \T +1 is open; the proof for R T \T  1 is similar.
Suppose that (⇠, t) 2 R+T \T +1 and let ⌧1 = ⌧1(⇠, t). Then ⇠ = hW i⌧1,t > min0sthW is,t ,
where the equality hW i⌧1,t = min0sthW is,t is excluded since that will yield tangential
recollision. Thus for (⇣, t0) 2 S+T su ciently close to (⇠, t), we have ⇣ > min0st 0hW is,t 0,
which means that there exists s 2 (0, t0) satisfying ⇣ = hW is,t 0. This shows that (⇣, t0) 2 R+T
if (⇣, t0) 2 S+T is su ciently close to (⇠, t).
We next show that (⇣, t0) < T +1 if (⇣, t0) 2 S+T is su ciently close to (⇠, t). To do so,
we first show that (⇣n, tn) ! (⇠, t) with (⇣n, tn) 2 R+T implies ⌧1(⇣n, tn) ! ⌧1. So from
{⌧1(⇣n, tn)}1n=1, take any convergent subsequence, and denote its limit by ⌧1⇤. By abuse
of notation, we denote the subsequence by {⌧1(⇣n, tn)}1n=1. Then since ⇣n < hW is,tn for
s 2 (⌧1(⇣n, tn), tn) and ⇣n = hW i⌧1(⇣n,tn),tn , we have ⇠  hW is,t for s 2 (⌧1⇤, t) and ⇠ = hW i⌧1⇤,t .
Since ⇠ = hW i⌧1⇤,t , we have ⌧1⇤  ⌧1 by the definition of ⌧1. Now suppose that ⌧1⇤ < ⌧1.
Then since ⇠ = hW i⌧1,t  hW is,t for s 2 (⌧1⇤, t), the first recollision time ⌧1 is a critical point
of hW is,t as a function of s; this implies that (⇠, t) yields a tangential recollision at ⌧1, which
contradicts (⇠, t) < T +1 . This shows that ⌧1⇤ = ⌧1, and hence ⌧1(⇣n, tn) ! ⌧1. Now since
⇠ , W (⌧1), it follows that ⇣ , W (⌧1(⇣, t0)) if (⇣, t0) 2 S+T is su ciently close to (⇠, t), which
means that (⇣, t0) < T +1 . ⇤
Now applying the implicit function theorem to F (⇠, s, t) B
R t
s W ( ) d   (t   s)⇠, it fol-
lows that themap ⌧1 : R±T \T ±1 ! (0,T ) isC1-di erentiable; moreover, implicit di erentiation
implies that @⌧1/@⇠ and @⌧1/@t are both non-zero at (⇠, t) 2 R±T \T ±1 .
The following lemma shows thatW (⌧1) : R±T \T ±1 ! R is also di erentiable a.e. and that
the chain rules are valid.
Lemma C.3. LetW : [0,T] ! R be a Lipschitz continuous function, and let Z be the points
whereW is not di erentiable. Then the set ⌧ 11 (Z ) is a null set. As a consequence,W
0(⌧1) is
defined for a.e. (⇠, t) 2 R±T and the chain rules
@W (⌧1)
@⇠
= W 0(⌧1)
@⌧1
@⇠
,
@W (⌧1)
@t
= W 0(⌧1)
@⌧1
@t
hold.
Proof. Define a function f : R±T \T ±1 ! (0,T )2 by f (⇠, t) = (⌧1(⇠, t), t). Suppose that
(⇠, t) 2 R±T \T ±1 . Then since @⌧1/@⇠ , 0 at (⇠, t), by the inverse function theorem, there exists
an open neighborhoodU ⇢ R±T \T ±1 of (⇠, t) such that f : U ! f (U) is aC1-di eomorphism;
therefore, since Z ⇥ (0,T ) is a null set, (⌧1  R±T \T ±1 ) 1(Z ) \U = f  1((Z ⇥ (0,T )) \ f (U)) is
also a null set.
Now, let (Un)1n=1 be a countable open covering of R
±
T \T ±1 , where f : Un ! f (Un) is a
C1-di eomorphism for all n. Then since ⌧ 11 (Z )\T ±1 is covered by (⌧ 11 (Z ) \Un)1n=1, each
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of which is a null set, it is also a null set. And since T ±1 is a null set by Lemma C.1, this
proves the lemma. ⇤
We can now show that tangential and infinite recollisions are measure theoretically neg-
ligible.
Lemma C.4. Let W : [0,T] ! R be a Lipschitz continuous function. Then the set of
(⇠, t) 2 S±T yielding tangential or infinite recollisions is a null set.
Proof. Let us only consider the plus sign case: S+T . Define a measure dµ on S
+
T by dµ =
(W (t)   ⇠)d⇠dt, and define a map G : R+T \T +1 ! S+T by (⇠, t) 7! (⇠0, ⌧1) = (2W (⌧1)   ⇠, ⌧1).
We first show that G preserves the measure µ in the following sense: µ(G 1(A)) = µ(A)
for any Borel measurable subset A of S+T . First, we show that G is injective. So suppose that
G(⇠, t) = G(⇣, t0) = (⇠0, ⌧1). These immediately imply ⇠ = ⇣ and (t   t0)⇠ =
R t
t 0 W (s) ds.
Assume without loss of generality that t0  t. Since ⌧1 < t0, by the maximality of ⌧1, we have
t0 = t; so G is injective. Next, we calculate the Jacobian of G. Let
a =
@⇠0
@⇠
, b =
@⇠0
@t
, c =
@⌧1
@⇠
, d =
@⌧1
@t
.
Since ⇠0 = 2W (⌧1)   ⇠ and (t   ⌧1)⇠ =
R t
⌧1
W (s) ds, we have
a = 2W 0(⌧1)c   1, b = 2W 0(⌧1)d, c = t   ⌧1
⇠  W (⌧1) , d =
⇠  W (t)
⇠  W (⌧1) .
These are valid for a.e. (⇠, t) 2 R+T \T +1 by Lemma C.3. Hence
ad   bc =  d =   ⇠  W (t)
⇠  W (⌧1) =
W (t)   ⇠
W (⌧1)   ⇠0 .
These show that G preserves the measure µ.1
Now, let T +n (n   2) be the set of (⇠, t) 2 R+T yielding a tangential recollision at the
n-th recollision time: T +n B {(⇠, t) 2 R+T \ [n 1i=1 T +i | G(⇠, t) 2 T +n 1}. Then we have
T +n+1 = G 1(T +n ) for n   1. Since T +1 is a null set by Lemma C.1 and G is measure
preserving, T +n is also a null set for all n.
Next, let I be the set of (⇠, t) 2 S+T \ [1n=1 T +n yielding infinite recollisions. Note that
G(I) ⇢ I. We shall prove that µ(I) = 0. For   > 0, define a setU  by
U  = {(⇠, t) 2 S+T | W (t)   ⇠ <  }.
Note that since ⇠ < W (t), µ(U ) ! 0 as   ! 0. We now claim that
I ⇢ [1n=1 \m n G m(U ). (C.1)
1For the change of variables formula valid for functions di erentiable a.e., see [29, Theorem 7.26].
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To show this, suppose that (⇠, t) 2 I and (⇠, t) < [1n=1\m nG m(U ). Let (⇠0n, ⌧n) B Gn(⇠, t).
Then W (⌧n)   ⇠0n     for infinitely many n. Since we need to have W (⌧n+1)   ⇠0n < 0, if
we denote by L the Lipschitz constant of W , we have ⌧n   ⌧n+1    /L for infinitely many
n. Thus infinite recollisions in finite time T is impossible, which contradicts (⇠, t) 2 I. This
proves (C.1). Finally, by (C.1) and Fatou’s lemma,
µ(I)  µ(lim inf
n!1 G
 n(U ))  lim infn!1 µ(G
 n(U )) = µ(U ) ! 0
as   ! +0; therefore, µ(I) = 0. ⇤
