Abstract-This paper introduces and motivates the use of Gaussian mixture models (GMM) for robust text-independent speaker identification. The individual Gaussian components of a GMM are shown to represent some general speaker-dependent spectral shapes that are effective for modeling speaker identity. The focus of this work is on applications which require high identification rates using short utterance from unconstrained conversational speech and robustness to degradations produced by transmission over a telephone channel. A complete experimental evaluation of the Gaussian mixture speaker model is conducted on a 49 speaker, conversational telephone speech database. The experiments examine algorithmic issues (initialization, variance limiting, model order selection), spectral variability robustness techniques, large population performance, and comparisons to other speaker modeling techniques (uni-modal Gaussian, VQ codebook, tied Gaussian mixture, and radial basis functions). The Gaussian mixture speaker model attains 96.8% identification accuracy using 5 second clean speech utterances and 80.8% accuracy using 15 second telephone speech utterances with a 49 speaker population and is shown to outperform the other speaker modeling techniques on an identical 16 speaker telephone speech task.
I. INTRODUCTION HE speech signal conveys several levels of information.
T Primarily, the speech signal conveys the words or message being spoken, but on a secondary level, the signal also conveys information about the identity of the talker. While the area of speech recognition is concerned with extracting the underlying linguistic message in an utterance, the area of speaker recognition is concemed with extracting the identity of the person speaking the utterance. As speech interaction with computers becomes more pervasive in activities such as telephone financial transactions and information retrieval from speech databases, the utility of automatically recognizing a speaker based solely on vocal characteristics increases.
Depending upon the application, the general area of speaker recognition is divided into two specific tasks: verification and identification. In verification, the goal is to determine from a voice sample if a person is whom he or she claims. In speaker identification, the goal is to determine which one of a group of known voices best matches the input voice sample. Furthermore, in either task the speech can be constrained to be a known phrase (text-dependent) or totally unconstrained (text-independent). Success in both tasks depends on extracting and modeling the speaker-dependent characteristics of the speech signal which can effectively distinguish one talker from another.
In this paper a new speaker model based on Gaussian mixture models (GMM) is introduced and evaluated for textindependent speaker identification. The use of Gaussian mixture models for modeling speaker identity is motivated by the interpretation that the Gaussian components represent some general speaker-dependent spectral shapes and the capability of Gaussian mixtures to model arbitrary densities. The Gaussian mixture speaker model is experimentally evaluated on a 49 speaker conversational speech database containing both clean and telephone speech. The experiments examine algorithmic issues such as model initialization, variance limiting, and model order selection. To compensate for spectral variability introduced by the telephone channel and handsets, robustness techniques such as long-term mean removal, difference coefficients, and frequency warping are applied and compared. The experiments also examine the GMM speaker identification performance with respect to an increasing speaker population. Finally, the performance of the Gaussian mixture speaker model, uni-modal Gaussian model [ 11, vector quantization (VQ) codebook model [2], tied Gaussian mixture model, and radial basis function (RBF) model [3] are compared on a 16 speaker telephone speech identification task.
The techniques for speaker recognition can be categorized into three major approaches. The first and earliest approach is to use long-term averages of acoustic features, such as spectrum representations or pitch [7] , [8] . The idea is to average out the other factors influencing the acoustic features, such as the phonetic variations, leaving only the speaker dependent component. For spectral features, the long-term average represents a speaker's average vocal tract shape. This approach is equivalent to a Gaussian classifier and has been used successfully for several difficult, text-independent speaker identification tasks [I] , [SI. However, the averaging process discards much speaker-dependent information and can require long (>20 s) speech utterances to derive stable longterm speech statistics.
The second approach is to model the speaker-dependent acoustic features within the individual phonetic sounds that comprise the utterance. By comparing acoustic features from phonetic sounds in a test utterance with speaker-dependent acoustic features from similar phonetic sounds, the comparison measures speaker differences rather than textual difference. This approach can be accomplished using explicit or implicit segmentation of the speech into phonetic sound classes prior to speaker model training or recognition. In [ 101 and [ 111, explicit segmentation was performed using a hidden Markov model (HMM)-based continuous speech recognizer as a front-end segmenter for text-independent speaker recognition systems. It was found in both studies that the front-end speech recognizer provided little or no improvement in speaker recognition performance compared to no front-end segmentation. Moreover, using a continuous speech recognizer front-end imposes a significant increase in computational complexity on both training and recognition.
Implicit segmentation, on the other hand, relies on some form of unsupervised clustering to provide implicit segmentation of the acoustic features during both training and recognition. The sound classes are not labeled, so separate training of a segmenter is not required. Template based clustering, such as vector quantization [12] , [2] and K-nearest neighbor with leader clustering [13], has proven to be very effective for this approach to speaker recognition. In the VQ approach, each speaker is represented by a codebook of spectral templates representing the phonetic sound clusters in hisher speech. While this technique has demonstrated good performance on limited vocabulary (digits) tasks, it is limited in its ability to model the possible variabilities encountered in an unconstrained speech task. As has been shown in speech recognition, probablistic models provide a better model of acoustic speech events and a framework for dealing with noise and channel degradations. HMM's, in a variety of forms, have been used as probabilistic speaker models for both text-independent and text-dependent speaker recognition [14] , [17] . The HMM models not only the underlying speech sounds, but also the temporal sequencing among these sounds. Although temporal structure modeling is advantageous for text-dependent tasks, for text-independent tasks the sequencing of sounds found in the training data does not necessarily reflect the sound sequences found in the testing data and contains little speaker-dependent information. This is supported by experimental results in [ 151 and [ 171 which found text-independent performance was unaffected by discarding transition probabilities in HMM speaker models.
The third and most recent approach to speaker recognition is the use of discriminative neural networks (NN). Rather than train individual models to represent particular speakers, discriminative N"s are trained to model the decision function which best discriminates speakers within a known set. Several different networks, such as multilayer perceptrons [ 181, timedelay N " s [19] , and radial basis functions [3], have recently been applied to various speaker recognition tasks. Generally, NN's require a smaller number of parameters than independent speaker models and have produced good speaker recognition performance, comparable to that of VQ systems. The major drawback to many of the NN techniques is that the complete network must be retrained when a new speaker is added to the system.
The Gaussian mixture speaker model falls into the implicit segmentation approach to speaker recognition. It provides a probabilistic model of the underlying sounds of a person's voice, but unlike HMM's does not impose any Markovian constraints between the sound classes. The probabilistic framework also allows the application of newly developed noise and channel robustness techniques from the speech recognition area. In [20] a statistical background noise model is integrated with the Gaussian mixture speaker model for noise robustness using this framework. Furthermore, the new model is computationally efficient and can easily be implemented on a real-time digital signal processor [21], [22] .
The research in this paper is concemed with realistic speech data encountered in practical applications of speaker identification. Speaker labeling of voice mail, for example, must use unconstrained conversational speech, possibly received over a noisy telephone line. In such an application, the speaker model must have some compensation to be robust to the acoustic distortions produced by telephone handsets and networks. Also, since there is usually no control over how long a person speaks, this research is focused on performance using short (< 10 s) speech utterances for identification. These issues are examined in speaker identification experiments conducted on a telephone quality conversational speech database.
The rest of the paper is organized as follows. In the next section, we introduce the Gaussian mixture speaker model and motivate its use for text-independent speaker modeling. Section III then presents an experimental study of the Gaussian mixture speaker model on an unconstrained conversational database. The experiments examine parameter estimation, model order selection, spectral variability robustness, effect of population size, and performance comparisons to other speaker classifiers. Finally, Section IV gives a summary and conclusions.
THE GAUSSIAN MIXTURE SPEAKER MODEL
This section describes the form of the Gaussian mixture model (GMM) and motivates its use as a representation of speaker identity for text-independent speaker identification. The speech analysis for extracting the mel-cepstral feature representation used in this work is presented first. Next, the Gaussian mixture speaker model and its parameterization are described. The use of the Gaussian mixture density for speaker identification is then motivated by two interpretations. First, the individual component Gaussians in a speaker-dependent GMM are interpreted to represent some broad acoustic classes. These acoustic classes reflect some general speaker-dependent vocal tract configurations that are useful for modeling speaker identity. Second, a Gaussian mixture density is shown to provide a smooth approximation to the underlying long-term sample distribution of observations obtained from utterances by a given speaker. Finally, the maximum-likelihood parameter estimation and speaker identification procedures are described.
A. Speech Analysis
Although there are no exclusively speaker distinguishing speech features, the speech spectrum has been shown to be very effective for speaker identification [4] . This is because the spectrum reflects a person's vocal tract structure, the predominant physiological factor which distinguishes one person's . In this paper we use cepstral coefficients derived from a mel-frequency filterbank to represent the short-time speech spectra. Fig. 1 shows a block diagram of the steps in our frontend feature extraction. The magnitude spectrum from a 20 ms short-time segment of speech is pre-emphasized and processed by a simulated mel-scale filterbank. The filterbank follows that described in [23]. The log-energy filter outputs are then cosine transformed to produce the cepstral coefficients. The zeroth cepstral coefficient is not used in the cepstral feature vector. This processing occurs every 10 ms, producing 100 feature vectors per second.
PRE-EMPHASIS

B . Model Description
A Gaussian mixture density is a weighted sum of M component densities, as depicted in Fig. 2 and given by the equation The complete Gaussian mixture density is parameterized by the mean vectors, covariance matrices and mixture weights from all component densities. These parameters are collectively represented by the notation
For speaker identification, each speaker is represented by a GMM and is referred to by hisher model A. The GMM can have several different forms depending on the choice of covariance matrices. The model can have one covariance matrix per Gaussian component as indicated in (3) (nodal covariance), one covariance matrix for all Gaussian components in a speaker model (grand covariance), or a single covariance matrix shared by all speaker models (global covariance). The covariance matrix can also be full or diagonal. In this paper, nodal, diagonal covariance matrices are primarily used for speaker models, except as noted for some experiments. This choice is based on initial experimental results indicating better identification perfomance using nodal, diagonal variances compared to nodal and grand full covariance matrices.
C . Model Interpretations
There are two principal motivations for using Gaussian mixture densities as a representation of speaker identity. The first motivation is the intuitive notion that the individual component densities of a multi-modal density, like the GMM, may model some underlying set of acoustic classes. It is reasonable to assume the acoustic space corresponding to a speaker's voice can be characterized by a set of acoustic classes representing some broad phonetic events, such as vowels, nasals, or fricatives. These acoustic classes reflect some general speaker-dependent vocal tract configurations that are useful for characterizing speaker identity. The spectral shape of the ith acoustic class can in tum be represented by the mean & of the zth component density, and variations of the average spectral shape can be represented by the covariance matrix E;. Because all training or testing speech is unlabeled, the acoustic classes are "hidden" in that the class of an observation is unknown. Assuming independent feature vectors, the observation density of feature vectors drawn from these hidden acoustic classes is a Gaussian mixture.
The second motivation for using Gaussian mixture densities for speaker identification is the empirical observation that a linear combination of Gaussian basis functions is capable of representing a large class of sample distributions. One of the powerful attributes of the GMM is its ability to form smooth approximations to arbitrarily-shaped densities. The classical unimodal Gaussian speaker model represents a speaker's feature distribution by a position (mean vector) and a elliptic shape (covariance matrix) and the VQ model represents a speaker's distribution by a discrete set of characteristic templates. In some sense the GMM acts as a hybrid between these two models by using a discrete set of Gaussian functions, each with their own mean and covariance matrix, to allow a better modeling capability. Fig. 3 compares the densities obtained using a unimodal Gaussian model, a GMM and a VQ model. Plot (a) shows the histogram of a single cepstral coefficient from a 25 second utterance by a male speaker; plot (b) shows the maximum likelihood unimodal Gaussian model; plot (c) shows the GMM and its 10 underlying component densities; and plot (d) shows a histogram of the data assigned to the VQ centroid locations of a IO-element codebook. The GMM not only provides a smooth overall distribution fit, its components also clearly detail the multi-modal nature of the density. Also, because the component Gaussians are acting together to model the overall pdf, full covariance matrices are not necessary even if the features are not statistically independent. The linear combination of diagonal covariance Gaussians is capable of modeling the correlations between feature vector elements. The effect of using a set of A4 full covariance Gaussians can be equally obtained by using a larger set of diagonal covariance Gaussians.
D. Maximum Likelihood Parameter Estimation
Given training speech from a speaker, the goal of speaker model training is to estimate the parameters of the GMM, A, which in some sense best matches the distribution of the training feature vectors. There are several techniques available for estimating the parameters of a GMM [24] . By far the most popular and well-established method is maximum likelihood (ML) estimation.
The a i m of ML estimation is to find the model parameters which maximize the likelihood of the GMM, given the training data. For a sequence of T training vectors X = {ZI, . . . , Z T } , the GMM likelihood can be written as
T (4)
Unfortunately, this expression is a nonlinear function of the parameters A and direct maximization is not possible. However, ML parameter estimates can be obtained iteratively using a special case of the expectation-maximization (EM) algorithm
The basic idea of the EM algorithm is, beginning with an initial model A, to estimate a new model X, such that P ( X I X) 2 p ( X I A). The new model then becomes the initial model for the next iteration and the process is repeated until some convergence threshold is reached. This is the same basic technique used for estimating HMM parameters via the Baum-Welch reestimation algorithm [26].
On each EM iteration, the following reestimation formulas are used which guarantee a monotonic increase in the model's likelihood value:
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Mixture Weights:
Means:
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where CT!, q , and pi refer to arbitrary elements of the vectors The a posteriori probability for acoustic class i is given by C T~ -2 , Zt, and @i, respectively. Two critical factors in training a Gaussian mixture speaker model are selecting the order M of the mixture and initializing the model parameters prior to the EM algorithm. There are no good theoretical means to guide one in either of these selections, so they are best experimentally determined for a given task. An experimental examination of these factors on speaker ID performance is discussed in Section 111.
E. Speaker ldentifrcation
For speaker identification, a group of S speakers S = (1, 2,. . . , S} is represented by GMM's XI , X2,. . . , AS. The objective is to find the speaker model which has the maximum a posteriori probability for a given observation sequence. Formally, where the second equation is due to Bayes' rule. Assuming equally likely speakers (i.e., Pr(Xk) = l/S) and noting that p(X) is the same for all speaker models, the classification rule simplifies to Using logarithms and the independence between observations, the speaker identification system computes
EXPERIMENTAL EVALUATION
This section presents the experimental evaluation of the Gaussian mixture speaker model for text-independent speaker identification. The GMM speaker identification system was evaluated in a task domain where utterances are from conversational speech spoken over both wideband, high signal-tonoise ratio (SNR) channels and narrowband telephone channels. The experimental study has four parts. In the first set of experiments, issues related to parameter estimation and model order selection for the Gaussian mixture speaker model are examined. The second set of experiments evaluates several different robustness techniques for improving performance using telephone speech. The third set of experiments examines the effects of speaker population size on identification performance. Finally, the last set of experiments compares the performance of the Gaussian mixture speaker model to several other classifiers, including unimodal Gaussian, vector quantization codebook, tied Gaussian mixture model, and radial basis functions.
A. Database Description
The experiments were primarily conducted using a subset of the KING speech database [27] . The KING database is a collection of conversational speech from 51 male speakers. For each speaker there are 10 conversations of approximately 45 seconds each recorded during 10 separate sessions. The speech from a session was recorded from a high-quality microphone locally and was transmitted over a long distance telephone link, providing a high-quality (clean) version and a telephone quality version of the speech. The experiments used five sessions per speaker with two-three sessions used for training data and the remaining sessions used for testing data. The model initialization experiments, described in Section 1114-1, were conducted on a different wideband, conversational speech database consisting of 12 speakers (eight male, four female).
B . Pe$ormance Evaluation
The evaluation of a speaker identification experiment was conducted in the following manner. The test speech was first processed by the front-end analysis to produce a sequence . . .
A test segment length of 5 seconds corresponds to T = 500 feature vectors at a 10 ms frame rate. Each segment of T vectors was treated as a separate test utterance. The identified speaker of each segment was compared to the actual speaker of the test utterance and the number of segments which were correctly identified was tabulated. The above steps were repeated for test utterances from each speaker in the population. The final performance evaluation was then computed as the percent of correctly identified Tlength segments over all test utterances % correct identification # correctly identified segments total # of segments --
The evaluation was repeated for different values of T to evaluate performance with respect to test utterance length. Each speaker had approximately equal amounts of testing speech so the performance evaluation was not biased to any particular speaker. While there may be variations among the individual speakers' performance, the aim of the evaluation measure was to track the average performance of the system for different speaker identification tasks, allowing a common basis of comparison.
C . Algorithmic Issues
I) Initialization:
As stated in the previous section, the GMM training procedure must be initialized with some starting model
The EM algorithm is guaranteed to find a local maximum likelihood model regardless of the starting point, but the likelihood equation for a GMM has several local maxima and different starting models can lead to different local maxima [24] . To investigate the effect of model initialization on speaker identification performance, speaker models were 'Periods of silence are removed from the test speech prior to feature extraction using an adaptive energy threshold speecWsilence detector.
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trained using different methods of initialization and used for a speaker identification experiment. This experiment used the 12 speaker conversational database. Speakers were modeled by a 50 component GMM with a grand, diagonal covariance matrix trained using approximately 5000 1Zdimensional mel-cepstral vectors (50 seconds). Testing was done using approximately three minutes of speech per speaker.
The first method of initialization used a speaker-independent HMM to automatically segment the training speech. The training data was segmented into 50 labeled phonetic classes which corresponded to the initial mixture components. The class means and global variances then served as the initial model for EM training. The segmentation was performed by a forced Viterbi decoding of the unlabeled training utterance using monophone acoustic models. The acoustic models were obtained from averaging speaker-independent, contextdependent subword HMM's. The subword HMM's were trained using the forward-backward algorithm on orthographically transcribed continuous speech utterances. The second initialization method consisted of randomly choosing 50 vectors from a speaker's training data (after silence removal) for the initial model means and an identity matrix for the starting covariance matrix. Surprisingly, no significant difference in speaker identification performance was found between the two initialization methods. The different initial models may have converged to different local maximizers of the lielihood function, but the difference between the final models is insignificant in terms of speaker identification performance. It was also observed that both methods of initialization required the same number of EM iterations for convergence of the likelihood function, so no training speed advantage was found for either method. These results indicate that elaborate initialization schemes are not necessary for training Gaussian mixture speaker models.
Subsequent experiments also found no significant difference between the above random mean selection and binary kmeans clustering for initialization. The rest of the experiments in this paper use random mean selection, followed by a single iteration k-means clustering to initialize means, nodal variances, and mixture weights.
) Variance Limiting:
When training a nodal variance GMM, it has been observed that variance elements can become quite small in magnitude. This is particularly true for a mixture model with a large (232) number of component densities. These small variances produce a singularity in the model's likelihood function and can degrade identification performance by distorting speaker model scores used in the maximum likelihood classifier. These singularities can arise when there is not enough data to sufficiently train a component's variance vector or when using noise-corrupted data. The noisy data can contain outliers in the data that give rise to components with very small variances [281.
To avoid these spurious singularities, a variance limiting constraint is applied. This constraint places a minimum variance value on elements of all variance vectors in a speaker's model. For an arbitrary element of mixture component 2's variance vector, o$, and a minimum variance value, akin, the constraint is applied to the variance estimates after each EM iteration to avoid singularities in the final model. This is a constrained version of the EM algorithm which has been been shown to provide more robust parameter estimates than the unconstrained version [24], [29] .
Care must be exercised when setting the minimum variance value. If it is set too high, the component variances are masked to the same value which would overly constrain the model and hence degrade identification performance. Setting the value too low may not perform the desired limiting at all. The variance limit must be empirically determined for any particular data set, feature set, and model size to optimize performance. Preliminary experiments on a 16 speaker set found a variance limit between oLin = 0.01 and uiin = 0.1 to provide the best robustness for mel-cepstral features.
) Model Order:
Determining the number of components M in a mixture needed to model a speaker adequately is an important but difficult problem. There is no theoretical way to estimate the number of mixture components a priori.
For speaker modeling the objective is to choose the minimum number of components necessary to adequately model a speaker for good speaker identification. Choosing too few mixture components can produce a speaker model which does not accurately model the distinguishing characteristics of a speaker's distribution. Choosing too many components can reduce performance when there are a large number of model parameters relative to the available training data and can also result in excessive computational complexity both in training and classification. The following experiments examine the performance of the GMM speaker ID system for different model orders using a fixed and variable amount of training data.
To investigate the speaker identification performance of the GMM with respect to the number of component densities per model, the following experiment was conducted on a 16 speaker subset of the KING database. Speaker models with 1, 2,4,8, 16,32, and 64 component Gaussian densities and nodal variances were trained using 60oO 25-dimensional mel-cepstral vectors corresponding to one minute of speech. Sessions one and two were used for model training and sessions three, four, and five were used for testing. Variance limiting was used with uiin = 0.01. Fig. 4 shows the percent correct identification performance versus the number of Gaussian components for 1, 5 , and 10 second test utterance lengths.
There are several observations to be made from these results.
First, the sharp increase in identification performance from 1 to 8 mixture components, and leveling off above 16 components, indicates that there is a lower limit on the number of mixture components necessary to adequately model the speakers. Models must contain at least this minimum number of components to maintain good speaker identification performance. This h t seems to be 16 mixture components for these speakers and this 
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_--- data. Above this minimum model order, the performance is insensitive to the number of mixture components for the 5 and 10 second length test utterances. For the 1 second test utterance length, the identification performance continues to increase (at a decreasing rate) with the model order. This demonstrates how additional components, which model additional acoustic classes, are effectively used for short utterance identification. The increase in performance begins to level out above 32 component Gaussians. In the next experiment, speaker models with 8, 16, and 32 component densities were trained using 30,60, and 90 seconds of speech in the same manner as described above. The various amounts of training data were sequentially taken from sessions one, two, and three and sessions four and five were used for testing. Table I shows the complete identification results. For each model order, the identification performance for 1, 5, and seconds of training data. As expected, with increased training data, identification performance increases. Identification rates for shorter test utterance lengths show the greatest improvement. The largest increase in performance occurs at all test utterance lengths when the amount of training data increases from 30 to 60 seconds. Increasing the training data to 90 seconds also improves performance but with a smaller increment. This suggests that at least one minute of conversational speech is necessary to maintain high speaker identification performance and using more training data improves performance at a decreasing rate. Note, however, that each increase in the training data also adds training data from another session. Thus, the addition of data from different sessions may also be a factor, along with the increase in amount of data. It is also evident that model order selection becomes more important with smaller amounts of training data. Fig. 5 plots the identification performance for the 5-second test utterance length versus model order for models trained with different amounts of training data. For all amounts of training data, performance peaks at 16 components. However, performance decreases for the 32 mixture model trained with only 30 seconds of speech. Compared with the constant or slightly increasing performance using 60 and 90 seconds of speech, this is a good example of the effects of having insufficient training samples relative to the number of model parameters being estimated.
D. Spectral Variabiliry Compensation
The major spectral degradation found in speech collected from the telephone network is a filtering effect which band limits and imposes some spectral shaping on the speech spectrum [30] . Left uncompensated, this degradation can produce severe reductions in identification performance due to data mismatch between training and recognition data. As a first-order model, the spectral variability introduced by a telephone channel can be modeled by a linear filter effect which modifies the spectral features used by the GMM speaker ID system. Below, some spectral variability compensation techniques to produce robust features for telephone quality speech are described.
) Frequency Warping:
To avoid any differences in channel bandwidth and using any spurious out-of-band spectral components, frequency warping was applied to the magnitude DFT spectrum. The warping maps the frequency axis f to a new frequency axis f' according to the equation where fN is the original Nyquist frequency. The linear warping both eliminates spectral components outside the specified frequency range [fmin, fmax] and expands the spectrum to full bandwidth for subsequent processing.
2) Spectral Shape Compensation: When the speech signal passes through a linear filter h [n] representing the telephone channel, its magnitude spectrum is multiplied by the magnitude response of the filter. If it is assumed that the magnitude spectrum of the filter is relatively smooth, it can be shown that the effect of the filter is an additive component on the mel-cepstral feature vector [31] .+ z'=Z+h (15) where z' is the observed cepstral vector, h' is the channel filter cepstral vector, and Z is the input speech cepstral vector.
The aim of the-spectral shape compensation is to remove the "bias" term h from the feature vectors. Two methods were applied to the GMM speaker identification system: mean normalization and time difference coefficients.
The method of mean normalization has been used in many speaker recognition systems For each channel from which speech was collected, the global mean is subtracted off each vector before training a speaker model or scoring for recognition. All feature vectors then have the same global mean and speaker discrimination is not affected by different channel biases. The above assumes a time-invariant channel filter. If the channel filter is time-varying, an adaptive bias removal method, such as RASTA processing [36] , can be used to remove the time-varying channel bias.
Besides removing the channel filter bias, this compensation also removes the global mean of the speech feature vectors. This is equivalent to filtering the speech by the inverse of its average spectrum. Although the average speech spectrum does contain speaker specific information, it exhibits significant inaa-speaker variability over time [37] , [35] which can decrease recognition performance when training and testing on speech collected at different times. The average spectra is also susceptible to variations due to speech effort (for example, loud or soft) and health (for example, a speaker has a cold). Using mean normalization for clean speech improves identification performance by minimizing intersession variability. When used on telephone speech, removal of the global average minimizes both intersession variability and removes the spectral shaping imposed by different telephone channels.
Another way to minimize the channel filter effects is to use "channel invariant" features. One such set of channel invariant features used in speaker recognition systems is cepstrum difference coefficients [381- [40] .
The motivation in using difference coefficients is both to capture dynamic information and to remove time-invariant spectral information generally attributed to the interposed communications channel. This is accomplished by creating a new set of features as the time difference between the cepstral feature vectors. For frame t the difference coefficients, denoted AZt, are formed by taking the difference between cepstral feature vectors that are W frames apart:
Since the c h T e l filter is time-invariant or slowly varying, the bias term h in (15) is removed, leaving the difference in speech cepstra
Because the difference coefficients capture the spectral changes in time, they are also referred to as transitional or dynamic features, with the cepstral vectors called instantaneous or static features.
Difference coefficients have been shown to contain speaker specific information and to be fairly uncorrelated with the static cepstral feature vectors; however, when used by themselves, they do not perform as well as the static feature vectors [39] . To combine the two feature sets, the difference coefficients are appended to the cepstral feature vectors. The new feature vector not only contains channel invariant features but also spectral transitional information along with the instantaneous cepstral coefficients.
Using the above compensation techniques, speaker identification experiments were conducted using speech from different telephone channels. The experiments were conducted using the telephone version speech sessions from a 16 speaker subset of the KING database. Each speaker was modeled by a 50 component GMM trained with speech from sessions one, two, and three (which corresponds to an average of 80 seconds of training speech) using 20-dimensional melcepstrum feature vectors and a variance limit of uiin = 0.1. The experiment with difference coefficients used 20 cepstral coefficients appended with 20 difference coefficients from a 40 ms interval ( f 2 frames) around the current frame. For frequency warping, the telephone bandwidth 300-3300 Hz was linearly warped to full bandwidth. The identification results using the different compensation techniques are shown in Fig. 6 .
It is evident that without compensation, speaker identification performance was degraded using telephone speech. For a similar experiment using the clean speech versions of the sessions, a speaker identification accuracy of 94.3% was attained for a 5 second test utterance compared to 64.4% using the uncompensated telephone speech. Of the compensation techniques, the most effective method for minimizing the channel variation effects was mean normalization. This simple method improved the performance by an average 28% over all test utterance lengths. Spectrum frequency warping alone produced a substantial 21% increase compared to no compensation and was the second best effective method of compensation. Using appended difference coefficients provided a TEST UTTERANCE LENGTH (8) Fig. 6 . sation techniques applied to telephone speech.
Identification performance for different spectral variability compenmodest improvement performance over no compensation on the order of 6%. Performing frequency warping prior to mean normalization and using mean normalized features appended with difference coefficient showed no significant improvement over mean normalization alone.
E. Large Population Performance
One factor which defines the difficulty of the speaker identification task is the size of the speaker population. As the number of speakers that the system must distinguish increases, the probability of an incorrect classification increases. The similarity of the speakers in the population also must be considered, since a set of speakers with dissimilar voice characteristics (e.g., a population of half males and half females) generally produces higher identification performance than a more homogeneous set of speakers (e.g.. all male). The following experiments examined the performance of the GMM speaker identification system as a function of population size for an all-male collection of speakers using both clean and telephone speech.
For these experiments, each speaker was modeled by a 50 component GMM with nodal variances using 20-dimensional mel-cepstral feature vectors. The models were trained using all the data from sessions one, two, and three (80-100 seconds of speech per speaker) and testing was conducted using sessions four and five. Each session was mean normalized to minimize inter-session variability and channel bias. A variance limit of ~7 :~~ = 0.1 was used in training. For the telephone speech, the frequency bandwidth 300-3300 Hz was warped to full bandwidth.
Identification performance versus test utterance lengths for populations of 16, 32, and 49 speakers are shown in Fig. 7 . In the clean speech case, it is clear that the GMM speaker ID system maintains high identification performance as the population size increases. The largest degradation for increasing population size is for the 1-second test utterance length, but almost perfect identification for all population sizes is obtained for 15 second test utterances.
When compared to the clean speech results, there was a marked decrease in performance using telephone speech. One major contributing factor to this reduced performance is the relatively low S N R of some of the telephone speech. The compensation techniques only address spectral variability and so significant differences in noise levels between channels were not compensated. Examination of the telephone speech found that half of the speakers' telephone speech sessions are very noisy (SNR ranges roughly from 10 to 20 dB). The 16 speaker population used moderate S N R (approximately 30 dB) speech and the results are comparable to those using clean speech. However, as the population size increased, more speakers with noisy speech were added to the population and the performance rapidly declined.
F. Comparison to Other Speaker Models
The last set of experiments compared the performance of the Gaussian mixture speaker model with other speaker modeling techniques. Specifically, the other techniques are the unimodal Gaussian classifier (GC) [ 11, vector quantization (VQ) codebook [2], tied Gaussian mixture model (TGMM) and radial basis function (RBF) [3] . The aim is to compare the performance of these different identification methods using the same data and front-end processing.
These different speaker modeling techniques are interesting to compare because they represent different ways of modeling the speaker's acoustic feature distribution. In the simplest case, the GC models each speaker's feature distributions by a unimodal Gaussian distribution. Since the data is mean normalized, the Gaussian mean vector is effectively zero and identification is based only on the covariance modeling of the data. This is similar to "covariance-only" speaker identification method in [9]. The VQ models the distributions by representative templates from hard partitions of the feature space. As discussed earlier, the GMM generalizes on this notion by providing a soft partitioning of a speaker's space using Gaussian basis functions.
The RBF and TGMM both share the same underlying structure as the GMM, but model the feature space in different ways (see Fig. 8 ). The TGMM uses a pool of Gaussians which covers the feature space of all speakers. A maximum likelihood training procedure adjusts each speaker's mixture weights to the underlying Gaussians to best model hisher feature distribution. The underlying Gaussians' parameters are also updated in the training to match the overall feature distribution. The RBF differs from the above models in that it focuses on modeling the boundary regions separating speaker distributions in the feature space. Like the TGMM, it too uses a pool of basis functions to represent all speakers. However, the basis functions are fixed during training and the speaker's connection weights are trained using a discriminative criterion. The data used for the experiment was from the 16 speaker KING subset using the telephone speech sessions. All sessions were mean normalized prior to training and testing. Each model was trained using all the speech from sessions one, two, and three, with testing performed on sessions four and five. Twenty-dimensional mel-cepstral feature vectors were used and trained variances were limited to uLin = 0.1.
Model parameters were set as follows. Two forms of the GMM were used where the first form (GMM-nv) had 50 components with nodal variances and the second form (GMMgv) also had 50 components, but with a single grand variance per model. The VQ-50 speaker model used 50 vectors per codebook while the VQ-lo0 model used 100 vectors per codebook, both trained with the LBG algorithm [41] using the Mahalanobis distance with a global, diagonal covariance matrix. The tied Gaussian mixture model used a pool of 800 Gaussians and a global diagonal covariance matrix. The radial basis function used 5 12 basis functions with empirically determined function widths. Finally, the unimodal Gaussian classifier used a full 20 x 20 covariance matrix.
The average number of parameters per speaker for each model is shown in Table 11 . For example, the number of Parameters for the GMM-gv is calculated as (Wean-vecs + #variance-vecs) x vec-dim + #mixture-weights = (50+1) x 20+50=1070. The GMM-nv has the most parameters due to the use of nodal variances, while the GC has the least number of parameters due to the limited model structure. The GMM-nv and VQ-lo0 models have comparable number of parameters, as do the GMM-gv and VQ-50 models. The TGMM and RBF have different number of parameters because numerical difficulties prevented the training of an RBF with 800 basis functions . Table I11 shows the percent correct identification for 5 second test utterance lengths for the different models. Also shown is the binomial standard deviation of the tests using only the number of nonoverlapping test intervals as the number of trials (n = 160). The classifiers can be divided into four levels of performance. On the top level, the nodal variance GMM (GMM-nv) has the best absolute performance with the VQ-lo0 about 1.5 percentage points lower. On the second level, the grand variance GMM (GMM-gv), VQ-50, and RBF all have similar classification performances. The drop in performance of the GMM going from nodal to grand variances indicates the importance of variance parameterization in model selection. Also, note that although the RBF has fewer centers per speaker compared to the GMM-gv and VQ models, it maintains similar performance due to the discriminative training. On the third level, the TGMM has significantly lower classification performance. This is likely due to the overlyrestrictive constraint of using a single global variance vector.
Lastly, the GC, using only covariance matrices, produced the worst identification performance of the classifiers.
IV. CONCLUSION
This paper has introduced and evaluated the use of Gaussian mixture speaker models for robust text-independent speaker identification. The primary focus of this work was on a task domain for real applications, such as voice mail labeling and retrieval. The Gaussian mixture speaker model was specifically evaluated for identification tasks using short duration utterances from unconstrained conversational speech, possibly transmitted over noisy telephone channels.
Gaussian mixture models were motivated for modeling speaker identity based on two interpretations. The component Gaussians were first shown to represent characteristic spectral shapes (vocal tract configurations) from the phonetic sounds which comprise a person's voice. By modeling the underlying acoustic classes, the speaker model is better able to model the short-term variations of a person's voice, allowing high identification performance for short utterances. The Gaussian mixture speaker model was also interpreted as a nonparametric, multivariate pdf model, capable of modeling arbitrary feature distributions.
The experimental evaluation examined several aspects of using Gaussian mixture speaker models for text-independent speaker identification. Some observations and conclusions are:
Identification performance of the Gaussian mixture speaker model is insensitive to the method of model initialization.
Variance limiting is important in training to avoid model singularities.
There appears to be a minimum model order needed to adequately model speakers and achieve good identification performance (Sixteen for this 16 speaker database).
The Gaussian mixture speaker model maintains high identification performance with increasing population size (The system attained a 96.8% identification rate for 5 second clean speech utterances and 80.8% for 15 second telephone speech utterances for an all-male 49 speaker population). Cepstral mean normalization is a very effective compensation for telephone spectral variability degradations. With nodal variance parameterization, the Gaussian mixture speaker model outperforms the VQ, RBF, TGMM, and GC speaker modeling techniques on an identical telephone speech task. These results indicate that Gaussian mixture models provide a robust speaker representation for the difficult task of speaker identification using corrupted, unconstrained speech. The models are computationally inexpensive and easily implemented on a real-time platform [21], [22] . Furthermore, their probabilistic framework allows direct integration with speech recognition systems [42] and incorporation of newly developed speech robustness techniques [20] .
