Abstract. We consider the problem of optimally stopping a Brownian bridge with an uncertain pinning time so as to maximise the value of the process upon stopping. Adopting a Bayesian approach, we consider a general prior distribution of the pinning time and allow the stopper to update their belief about this time through sequential observations of the process. As such, uncertainty in the pinning time influences both the conditional dynamics of the process and the expected (random) horizon of the optimal stopping problem. Structural properties of the optimal stopping region are shown to be qualitatively different under different priors, however we are able to provide a sufficient condition for a one-sided stopping region. Certain gamma and beta distributed priors are shown to satisfy this condition and these cases are subsequently considered in detail. In the gamma case we reveal the remarkable fact that the optimal stopping problem becomes time homogeneous and is completely solvable in closed form. In the beta case we find that the optimal stopping boundary takes on a square-root form, similar to the classical solution with a known pinning time. We also consider a two-point prior distribution in which a richer structure emerges (with multiple optimal stopping boundaries). Furthermore, when one of the values of the two-point prior is set to infinity (such that the process may never pin) we observe that the optimal stopping problem is also solvable in closed form.
Introduction
The problem of stopping a Brownian bridge so as to maximise the expected value upon stopping has a long and rich history in the field of optimal stopping. It was first considered in [14] and solved explicitly in [39] (and independently by [40] ). It can also be seen as a special case of the problem studied in [23] . The problem is quite remarkable in that it is one of the very few finite-horizon optimal stopping problems to yield an explicit solution. The same problem (amongst others) was also solved in [21] using an alternative (Markovian) approach and other notable work on this problem includes [22] , who provided yet another alternative proof of the result of [39] . Further, [9] extended the work of [21] to consider the problem of maximising the expected spread between the value of the process between two stopping times. Once more the authors were able to obtain explicit solutions to this more complicated problem.
More recent work has introduced uncertainty in the pinning level of the Brownian bridge. For example, [20] considered the problem of stopping a Brownian bridge with an unknown pinning point so as to maximise the expected value upon stopping. The authors allowed for a general prior distribution of the unknown pinning point but revealed a rich structure of the optimal stopping region even in the simple case of a two-point distribution. Similar optimal trading problems were also considered in [13] and [31] , who used an exponential randomized Brownian bridge to model asset price dynamics under a trader's subjective market view. Once more a rich solution structure was found by these authors, with disconnected continuation/exercise regions.
In contrast to uncertainty in the pinning level, the present paper considers uncertainty in the time at which the Brownian bridge pins. Such uncertainty for a Brownian bridge has recently been introduced in [7] , who considered a model of a Brownian bridge on a random time interval to model the flow of information about a company's default. These authors outlined the basic properties of such processes and presented many useful results. However, no optimal stopping problems were considered in [7] . To the best of our knowledge, this is the first paper to consider the problem of stopping a Brownian bridge with an uncertain pinning time.
When optimally stopping such a Brownian bridge, the random pinning time enters into the problem in two important, but distinct, ways. Firstly, the drift of the process depends of the value of the unknown pinning time, and so observations of the sample path can be used to filter information about its true value. Hence, when adopting a Bayesian approach, this updating introduces a more complicated dynamic into the optimal stopping problem at hand. Secondly, the unknown pinning time means that the horizon of the optimal stopping problem also becomes random, since stopping must happen at or before the random pinning time. Moreover, the random horizon introduced in this problem may be considered non-standard in the sense that it is dependent on the underlying dynamics, and nor is it simply the first hitting time of some known boundary (the two usual mechanisms for randomly terminating a stopping problem). In fact, we demonstrate that the random horizon in this context introduces elastic killing of the process at zero with a time dependent killing rate (dependent on the assumed prior distribution of the optimal stopper).
Correctly accounting the random time horizon, in this paper we consider the optimal stopping problem for an agent with a general prior distribution of the unknown pinning time. Similar to previous studies we find that the structural properties of the optimal stopping region are highly dependent on the chosen prior. However, we do provide a sufficient condition which ensures only a single optimal stopping boundary exists. Certain gamma and beta distributed priors are examined in further detail and various properties of the solution in these cases are presented. We also document the remarkable property that for a specific gamma distributed prior the stopper's conditional estimate of the pinning time is such that the conditional dynamics of the underlying Brownian bridge becomes time homogeneous. Finally, we consider the case of a two-point prior distribution in which the bridge will either pin at time 1 with probability π or at time T > 1 with probability 1 − π. The two-point prior is also of practical interest since the case when T = ∞ corresponds to a prior in which the stopper believes the process to be either a standard Brownian bridge (with probability π) or a driftless Browninan motion (with probability 1 − π).
It is well known that the Brownian bridge appears as the large population limit of the cumulative sum process when sampling without replacement from a finite population (see [38] ). As such, and as was noted in [39] and [21] , the problem of maximising a stopped Brownian bridge can be thought of as a continuous analog of the following urn problem. 2N balls are drawn randomly and sequentially from an urn containing an equal number (N ) of red and black balls. If every red ball wins you a dollar and every black ball loses you a dollar, and you could stop the game at any time, what would your optimal strategy be so as to maximise your expected profit? The classical problem considered in [39] corresponds to the situation in which the number N is known. The problem in the current article, however, corresponds to a situation where the stopper does not know N with certainty, but has a prior belief about its value and updates this belief as balls are subsequently drawn. Intuitively, if more balls of a given colour have already been drawn, then drawing an additional ball of the same colour would suggest that the total number of balls in the urn is larger than previously believed. It is important therefore that such learning be incorporated into the optimal stopping strategy, complicating the problem somewhat.
Brownian bridges also play a key role in many areas of statistics and probability theory and have found use in many applications across numerous fields. In addition to its appearance in the large population limit of the cumulative sum process mentioned above, it also appears in the Kolmogorov-Smirnov test for the equality of two distributions. In finance, they have arisen in the modelling of the so-called stock pinning effect (see [2, 3, 27] ), the modelling of arbitrage dynamics (see [10, 33] ), and as the equilibrium price dynamics in a classical model of insider trading (see [4, 29] and more recently [5] ).
Outside of the Brownian bridge, there has also been numerous examples in the extant literature considering optimal stopping problems with incomplete information about the underlying stochastic process. For example, optimal liquidation problems with an unknown drift were studied in [18] and [19] , and with an unknown jump intensity in [34] . In the context of American-style option valuation, the effect of incomplete information on optimal exercise was also considered in [15] , [24] and [42] . All of the above examples consider incomplete information about the parameters of a time-homogenous process. Here, however, the underlying dynamics are time inhomogeneous.
The remainder of this article is structured as follows. In Section 2 we formulate the optimal stopping problem under the assumption of a general prior distribution for the pinning time and investigate various structural properties of the solution. The cases of a gamma, beta, and two-point distributed prior are studied in further detail in Sections 3, 4 and 5, respectively. Finally, the article is concluded in Section 6 by considering the limiting case of the two-point prior in which one of the pinning times goes to infinity.
Problem formulation and filtering assumptions
1. Let X = (X t ) t≥0 be a Brownian bridge that pins to zero (without loss of generality) at some strictly positive time θ. The Brownian bridge X is therefore known to solve the following stochastic differential equation
for t ≥ 0 and where B = (B t ) t≥0 is a standard Brownian motion defined on a probability space (Ω, F, P). We assume that θ is unknown to the optimal stopper but that they are able to glean information about its true value through continuous observation of the process X. As such, we adopt a Bayesian approach in which the stopper has some prior belief about the pinning time, denoted µ, and updates this belief (via Bayes) over time. We further assume that θ is independent of B under P and that the process X is absorbed at zero at θ (i.e., X t = 0 for all t ≥ θ). Such random horizon Brownian bridges have recently been studied in detail by [7] , where it was shown (in Corollary 6.1) that the completed natural filtration generated by X satisfied the usual conditions. It was also shown (in Proposition 3.1) that θ is a stopping time with respect to this filtration. Hence we let the filtration used by the stopper be the filtration generated by X, denoted F X . We will further assume that the prior distribution µ has a finite first moment to avoid certain technical issues. However we will return to this issue in Section 6 where we consider a specific example of a non-integrable pinning time θ.
2. The problem under investigation is to find the optimal stopping strategy that maximises the expected value of X upon stopping, i.e.
where the supremum is taken over all F X -stopping times. In fact, since X t = 0 for all t ≥ θ we can take stopping times τ ≤ θ without loss of generality (since the expected payoff would be the same otherwise). Moreover, since E[θ] < ∞ by assumption, the stopping time τ must also be integrable.
3. Next, recall that under the Bayesian approach the stopper will update their belief about the pinning time given continuous observation of the process X. The details of this updating has recently been provided in [7] which motivates the following result.
for any t > 0 and where
.
Proof. The proof in the case of κ = 0 is given in the proof of Corollary 4.1 in [7] . To extend these arguments to a nonzero starting value we exploit the results of conditioning Brownian motion at time t on the knowledge of its value at both an earlier and later time (cf. [16, pp. 116-117] ) given by
r − s where s < t < r. Therefore, setting s = y = 0 we arrive at the desired density, which can be used in place of the κ = 0 case in the proof of Corollary 4.1 in [7] .
With this result in place we can obtain the dynamics of X adapted to F X as follows. Proposition 2.2. For t < θ, the dynamics of X can be written as
which can be expressed as
For t ≥ θ, we have X t ≡ 0.
Proof. Given the dynamics in (1) we define
= f (t, X t ) and the process
where the definition of covariance has been used in the third equality above. Further, since 1/(θ − t) and θ/(θ − t) are both monotonically decreasing functions of θ, the conditional covariance above must be positive proving the claim.
Remark Proposition 2.3 demonstrates the intuitive result that a movement of X away from zero gives information that the process is more likely to pin at a later time, i.e. that θ is larger and hence 1/(θ − t) is smaller. In other words, learning about the unknown pinning time produces a decreased pinning force as X moves away from zero. However, the −X t term in the drift of (5) will result in an increased pinning force as X deviates from zero. The overall affect of these two competing contributions to the drift is not clear in general and indeed we will find that different priors can result in vastly different behaviour of the function −xf (t, x) and hence the optimal stopping strategy in (2).
We also observe the following general properties of the function f , which will be seen in the specific examples considered later. Firstly, Proposition 2.3 implies that the drift of the SDE in (5) satisfies the (sublinear) growth condition xf (t, x) ≤ k(1 + x ) for some positive constant k. Therefore it is known that (5) admits a weak solution (cf. Proposition 3.6 in [28, p. 303] ). Secondly, since (r − t) −3/2 is not integrable at r = t but (r − t) −1/2 is, it can be seen that f (t, 0) = ∞ at time points for which µ has a strictly positive density. Otherwise, f (t, 0) < ∞. Thirdly, in the cases where f (t, 0) = ∞, the drift function −xf (t, x) will be seen to have a non-zero (but finite) limit as |x| → 0. This limit appears difficult to analysis in general from (6) but can be seen clearly in the examples considered in Sections 3 and 4. A consequence of this non-zero limit is that a discontinuity appears in −xf (t, x) at x = 0 (since f (·, x) is even, hence xf (·, x) odd).
5. To solve the optimal stopping problem in (2) we embed it into a Markovian framework were the process X starts at time t with value x. Hence the problem becomes
where τ are stopping times with respect to X = X t,x defined by
While (8) tells us the conditional dynamics of the process up to the random pinning time θ, it does not tell us when this time will actually occur. Hence the horizon of the optimal stopping problem in (7) is random and this must be incorporated into our analysis appropriately. To do so we assume from now on (without loss of generality) that the process is killed at time θ (and sent to some cemetery state if desired). Since the process can visit zero many times before eventually being killed there, we also observe that killing is elastic at zero, in the sense that the process is killed there only at some 'rate'. The killing rate in the case when µ admits a continuous density is given by the following result.
Proposition 2.4. If the distribution of θ admits a continuous density function with respect to Lebesgue, denoted by µ(·) and with supp µ ∈ [0, T ), then the infinitesimal killing rate for the process X is given by
T t r r−t µ(r)dr and δ 0 (x) denotes the Dirac delta function of x at zero.
Proof. Identifying θ as the (random) lifetime of the process X it is well known (see, for example, [30, p. 130] ) that the infinitesimal killing rate is given by (10) c(t, x) = lim
To obtain the probability required above we note that, under the assumption that θ has a continuous density with respect to Lebesgue, Theorem 3.2 in [8] states that the compensator of the indicator process 1 {θ≤t} admits the representation
where q is as defined in (9) and 0 s (X) denotes the local time at zero of the process X up to time s. It thus follows that
Using the identity (12) in (10) therefore yields
and the claim is proved.
The result above indicates that for continuous priors we have elastic killing of the process at zero and hence we should expect a jump in the x-derivative of the value function across zero (cf. [11, p. 123] ). We will delay further discussion of this feature to Sections 3 and 4 when we consider specific examples of a continuous prior. If the prior is not continuous then we expect the killing rate to be more involved and we defer this discussion to Section 5 when considering the specific example of a two-point prior.
6. Next, from (7) it is evident that V (t, x) ≥ x for all (t, x) ∈ [0, ∞) × R. As such, we define the continuation region
These regions are of importance in the general theory of optimal stopping (see [37] ) and, as we will see later, the structure of the optimal stopping region D depends crucially on the prior distribution µ. For example, it can take the form of a simple one-sided boundary in the case of certain gamma and beta distributed priors (Sections 3 and 4) but can have a disconnected stopping region in the case of a simple two-point prior (Section 5). We will consider each of these cases in more detail below, but before this we discuss briefly some general properties of the optimal stopping region.
First, from (8) and an application of the optional sampling theorem we have that for any given stopping time τ
We note from (13) that, since f ≥ 0, it will not be optimal to stop when x is negative, hence
In other words, since it is known that the process will eventually pin (yielding a payoff of zero), it would not be optimal to stop and receive a negative payoff before this time. Given this fact, it is therefore evident that if a single optimal stopping boundary were to exist it could not be of the form 
Proof. Letting x 2 > x 1 we observe that, under the existence of a unique strong solution to (5), the trajectories of X t,x 2 and X t,x 1 do not cross before θ. Hence, expression (13) and an assumption that −xf (t, x) is non-increasing in x, imply that
t+τ − x 2 , which after taking the supremum over stopping times yields
Therefore, (t, x 2 ) ∈ C implies that V (t, x 1 ) − x 1 ≥ V (t, x 2 ) − x 2 > 0, and hence we can conclude that (t, x 1 ) ∈ C also; completing the proof.
Remark We emphasize that Proposition 2.5 requires knowledge that (5) admits a unique strong solution, which appears difficult to determine in general (only existence of a weak solution can be guaranteed by the sub-linear growth of the drift). The non-Lipschitz nature of the drift function at x = 0 means that standard arguments to establish existence and uniqueness of a strong solution cannot be applied. However, existence of a unique strong solution can be established in the specific cases considered in Section 3 (a gamma distribution) and in Section 5 (a two-point distribution). Moreover, in Section 4 (a beta distribution), where a strong solution cannot be established, the existence of a one-sided boundary can be seen directly from the verification arguments provided (see Theorem 4.5).
7. To close this section we briefly review the solution to the classical Brownian bridge problem with a known pinning time T > 0 which will be used in our subsequent analysis. When T is known and fixed the stopping problem (7) has an explicit solution (first derived in [39] and later in [21] ) given by
where Φ(y) denotes the standard cumulative normal distribution function and b T (t) := B √ T − t with B the unique positive solution to
which is approximately 0.839924. Further, the optimal stopping strategy is given by τ * = inf{s ≥ 0 | X t+s ≥ b T (t + s)} for all t < T and hence the optimal stopping region is given by (7), then V ≤ V T , where V T is given in (14) , and consequently D T ⊆ D, where D T is given in (16) . Formally, this can be seen by considering the value function in (7) if the true value of θ was revealed to the stopper immediately (at t = 0+). Denoting this value by V it is clear that
Furthermore, since the set of stopping times when knowing the pinning time is larger than when not knowing the pinning time it is clear that V ≤ V and the stated inequality follows.
3. The case of a gamma distributed prior 1. It is perhaps most obvious to consider an exponentially distributed prior for θ, however it appears that explicit computation of the function f in (6) for such distributions is not possible. A related distribution for which f can be computed explicitly however is a gamma distribution Γ(α, β) when α = n − 1/2 for positive integers n. Note that this distribution is supported on the semi-infinite interval [0, ∞), but that the pinning time is still integrable with E[θ] = α/β. We also note that when β = 2 the gamma distribution with α = ν/2 reduces to a chi-squared distribution of ν degrees of freedom, i.e. Γ(ν/2, 2) = χ 2 ν . Therefore, this case encompasses chi-squared distributions with odd degrees of freedom, i.e. χ 2 2n−1 for n ∈ Z + . For these distributions we have the following result.
Proposition 3.1. Let κ = 0 and θ ∼ Γ(α, β) with β > 0 and α = n − 1/2 (for n ∈ Z + ) such that
The function f in (6) can be calculated explicitly as
, where K ν (·) is the modified Bessel function of the second kind (of order ν). Hence the drift function in (5) is given by
where sgn is defined as
Proof. In order to compute (6) with the density (17) we must evaluate the integral
− βr dr with a = 0 corresponding to the integral in the denominator of (6) and a = 1 to the integral in the numerator. Letting u = 1/(r − t), the integral above reduces to
We were not able to find an explicit computation of the above integral for arbitrary α. However, it can be seen that if α − 1/2 is a non-negative integer then the term (1 + tu) α−1/2 can be expanded into integer powers of u and we can apply the following known integral identity (cf. [17, p. 313 
valid for A, B > 0. Letting α = n − 1/2 we can identify ν = a + k − n + 1/2, A = x 2 /2, B = β, and using a = 0 and 1, respectively, to perform the integration we obtain the stated expression.
becomes time independent and given by
Proof. Setting n = 1 in (19) reveals that
upon noting that K ν = K −ν , which produces the desired result.
Remark Corollary 3.2 reveals the remarkable property that when θ ∼ Γ(1/2, β) the dynamics in (5) are time homogeneous and dependent only on the sign of X. As such, a movement of the process away from zero increases the stopper's expected pinning time, and hence decreases the expected pinning force (via the 1/(θ − t) term), by just enough to offset the increased pinning force due to the process being further way from zero (via the −X t term).
We also observe from (19) that Q(t, x) ≤ 1 (since ν → K ν is increasing for ν ≥ 0) and hence we conclude from (18) that lim x→0 f (t, x) = ∞, as expected from the strictly positive density of µ at r = t for all t. We also observe that the drift function in (20) has a discontinuity at x = 0 since lim x↓0 Q(t, x) > 0. However, despite this discontinuity, the SDE in (5) has a unique strong solution since |xf (t, x)| ≤ √ 2β and the drift is bounded (cf. [43] ). Finally, we note that in the case when α = 1/2, the SDE in (5) is often referred to as bang-bang Brownian motion or Brownian motion with alternating drift. Moreover, this process has arisen previously in the literature in the study of reflected Brownian motion with drift. In fact, the drawdown of a Brownian motion with drift (i.e., the difference between the current value and its running maximum) has been shown to be equal in law to the absolute value of bang-bang Brownian motion (see [25] ). We also refer the reader to the recent work of [35] who consider discounted optimal stopping problems for a related process with a discontinuous (broken) drift.
2. Turning now to the optimal stopping problem in (7), we find that the timehomogeneity in the case when θ ∼ Γ(1/2, β) allows us to solve the problem in closed form. For all other values of α considered in Proposition 3.1 the problem is timeinhomogeneous and must be solved numerically. We therefore restrict our attention to the α = 1/2 (n = 1) case and expose the solution there in full detail. The other cases are left for the subject of future research.
To derive our candidate solution to (7) when θ ∼ Γ(1/2, β) we observe from (24) that the function −xf (t, x) is non-increasing and thus we should expect a one-sided stopping region (from Proposition 2.5). Further, noting that µ has a continuous density, and computing the killing rate from (9), we see that q(t) = √ 2β, a constant. Therefore the optimal stopping problem becomes time-homogeneous and moreover we expect the optimal stopping strategy to be of the form τ = inf{s ≥ 0 | X t,x t+s ≥ b} for some constant b to be determined. Under this form of stopping strategy the general theory of optimal stopping (see, for example, [37] ) indicates that the value function and optimal stopping boundary should satisfy the following free-boundary problem.
where L X denotes the infinitesimal generator of X. Recall that the derivative condition at x = b represents smooth pasting and the derivative condition at x = 0 is due to the elastic killing of the process at zero (cf. [11, p. 29] ). Problem (26) can be solved explicitly to yield the following candidate for the optimal stopping value
where the optimal stopping threshold is given by b = 1/2 √ 2β. Figure 1 plots the value function in (27) and the associated optimal stopping boundary for various values of β. Note the kink in the value function at zero. We can also see that β → b(β) is decreasing and hence β → V is also decreasing. This is consistent with the fact that E[θ] = 1/2β and hence as β increases the process is expected to pin sooner and the option value to stop smaller. We also observe that lim β↓0 b(β) = ∞ which is consistent with the fact that it would never be optimal to stop in this limit as the process would become a standard Brownian motion (which never pins).
3. We conclude this section with the verification that the candidate value function in (27) is indeed the solution to the optimal stopping problem. Proof. Setting X = X t,x to simplify the notation, we first note that the problem is time homogeneous and hence for an arbitrary stopping time τ ,
where the last equality above is due to (12) upon setting t = 0 and h = τ and recalling that q(t) = √ 2β. Secondly, an application of the local time-space formula (cf. [36] ), given that V is continuous across x = b but not across x = 0, yields
where M t := t 0 V (X s )1 {Xs =0 or b} dB s is a local martingale and Λ is a decreasing process since b ≥ 0. Thirdly, combining (28) with the above equality we see that
where the last inequality follows from the optional sampling theorem upon noting that V is bounded and hence M is a true martingale. Consequently, taking the supremum over all admissible stopping times in (29) yields
To establish the reverse inequality note that, since V (X τ * ) = X τ * and E[Λ τ * ∧θ ] = 0, both inequalities in (29) become equalities for τ = τ * . Thus
completing the proof.
4. The case of a beta distributed prior 1. Another natural prior to consider is that of a beta distribution B(α, β) for α, β > 0. Such a distribution allows for the pinning time to occur on a bounded interval which is often the case in real life applications of Brownian bridges. Once more, while explicit computation of the function f does not appear possible under a general beta distribution for arbitrary α and β, it is possible to obtain an explicit expression when α = 1/2 (for any β > 0) and when κ = 0. Therefore, in this section we make the standing assumption that α = 1/2 and κ = 0. The case α = β = 1/2 is also of particular interest since B(1/2, 1/2) corresponds to the well-known arcsine distribution (see [26] ). We further note that, without loss of generality, the beta distribution defined over [0, 1] can be taken (rather than over [0, T ]) since the scaling t → t/T and X → X/ √ T could be used otherwise. Finally to aid with the interpretation of our results, we recall that the unconditional expectation of θ ∼ B(1/2, β) can be calculated as E The function f in (6) can thus be computed explicitly as Proof. To compute f under this distribution we must evaluate the integral
with a = 0 corresponding to the integral in the denominator of (6) and a = 1 to the integral in the numerator. Letting u = (1 − r)/(r − t), the integral above reduces to (32) (1 − t) 
valid for p, y > 0. Identifying p = β, q = a + 1/2 and y = x 2 /2(1 − t) we thus have
2(1−t) .
Using (33) in (32) and substitution of (32) into (6) (upon setting a = 0 for the denominator and a = 1 for the numerator) yields the desired result.
Corollary 4.2. When θ ∼ B(1/2, 1/2) the function g in (31) corresponds to
where Φ is the cumulative normal distribution function.
Proof. The expression can be obtained directly from (31) Figure 2 we plot the function f given in (31) for various values of β. We also plot the associated drift function −xf (t, x). We confirm the results of Proposition 2.3 that f is indeed larger for values of x closer to zero. We also observe that lim x→0 f (t, x) = ∞ which, as noted previously, is consistent with the fact that there is a strictly positive density of the beta distribution at r = t for all t ∈ (0, 1). Consequently, the drift function is seen, once again, to have a discontinuity at zero. Finally, it also appears from Figure  2 that x → −xf (t, x) is non-increasing for all values of β, indicating that the condition for a one-sided upper boundary given in Proposition 2.5 is satisfied. However, the function −xf (t, x) is not bounded (unlike in the gamma case) and hence the existence of a unique strong solution cannot be established here. Therefore Proposition 2.5 cannot be directly applied in the beta case. Despite this, the one-sided nature of the optimal stopping strategy will be confirmed via our verification arguments at the end of this section (Theorem 4.5).
In
3. The optimal stopping problem under a beta distribution is clearly time inhomogeneous, however we are able to exploit an inherent symmetry in the problem to derive a candidate solution. Specifically, we observe that the problem can be reduced to solving a one dimensional (time homogeneous) boundary value problem. Moreover, the optimal stopping strategy in (7) is seen to have a square-root form, i.e. τ * = inf{t ≥ 0 | X t > A(β) √ 1 − t} for some constant A(β). Under the assumption of a one-sided stopping region, the general theory of optimal stopping indicates that the value function and optimal stopping boundary should satisfy the following free-boundary problem, where ∂ 1 denotes differentiation with respect to the first argument.
for t < 1 and V (1, 0) = 0 (since pinning must happen at or before t = 1). Note that the final condition in (35) can be justified from the knowledge that V ≤ V T and lim x→−∞ V T = 0 (for T = 1). We also note that the function q defined in (9) can be computed explicitly in this case to be q(t) = 
where g is as defined in (31).
4.
We are now able to construct a solution to the above free-boundary problem using the so-called fundamental solutions of the ODE in (36) . Firstly, we consider the region z > 0 and denote the fundamental solutions in this region by ψ and ϕ. It is well known that these functions are positive and that ψ and ϕ are increasing and decreasing, respectively (cf. [11] ). Furthermore, since these functions are defined up to an arbitrary multiplicative constant we can set ψ(0+) = ϕ(0+) = 1 to simplify our expressions. We therefore have u(z) = Cψ(z) + Dϕ(z) for z ∈ (0, A), where C and D are constants to be determined via the two boundary conditions at z = A in (36) . Applying these conditions yields
Next, the solution for z < 0 can be constructed in a similar fashion to give u(z) = C − ψ − (z)+D − ϕ − (z) for z ∈ (−∞, 0), where C − and D − are constants to be determined and ψ − and ϕ − are the fundamental solutions for z < 0. In fact, it can be seen from the ODE in (36) that we must have ψ − (z) = ϕ(−z) and ϕ − (z) = φ(−z) since g(z) is an even function. To satisfy the boundary condition as z → −∞ it is clear that D − ≡ 0.
In addition, to maintain continuity of u at z = 0 we must also have C − = C + D (upon using ψ(0+) = ϕ(0+) = 1). To summarize, the solution to (36) can be expressed as
where C and D are given by (37) . Finally, the derivative condition at z = 0 is used to fix the value of A, yielding the following equation
Recalling that C and D depend on A, finding a value of A that satisfies (39) gives a solution to (36) via (38) . In fact, the following result demonstrates that there is a unique value of A ≥ 0 satisfying (39) and hence there is a unique solution to the free-boundary problem in (36) with A ≥ 0. Proof. Using (37) in (39) and rearranging gives
and where we have defined the constant α := 2 √ 2π/B(1/2, β). It is clear that p(0+) = 1 and direct differentiation of p(z), upon using the ODE in (36), gives
since g > 0 and ψ and ϕ are increasing and decreasing, respectively. In addition, it can be shown that lim z→∞ p(z) = −∞ since +∞ is a natural boundary for X (and hence lim z→∞ ψ (z) = ∞, see [11, p. 19] ). These properties of p imply that a unique positive solution to (40) exists iff K ≤ 1. From its definition in (40) , this can be seen to be true upon noting that α ≥ 0 and that ψ and ϕ are increasing and decreasing, respectively.
Since the function g defined (31) is rather complicated, finding a closed form expression for the functions ψ and ϕ appears unlikely. However, standard numerical (finitedifference) methods can easily be used to construct these functions and determine the solution to (36) .
In Figure 3 we plot the dependence of the constant A, and the corresponding value function V , on the parameter β. We observe that lim β↓0 A(β) = B, the solution in the known pinning case and given by the solution to (15) . Further we have that β → A(β) is decreasing and hence the stopper will stop sooner for a larger β. The corresponding value of stopping is thus also lower for larger β. This dependence appears intuitive upon recalling that the unconditional expected pinning time is also decreasing in β.
5. We conclude this section with our verification theorem, preceded by a lemma required for the verification arguments. for any stopping time τ .
Lemma 4.4. For any uniformly continuous function h we have
Proof. Define the process H t := h(θ)1 {θ≤t} for some uniformly continuous function h.
The aim is to show that the compensator of H admits the representation
where q is as defined in (9) . The proof of this representation follows analogous arguments to the proof of Theorem 3.2 in [8] and so full details are omitted in the interests of brevity. The key difference however is that the process A h = (A h t ) t≥0 defined as
for every h > 0 is used in place of K h in Eq. (11) of [8] . All arguments of the proof follow through without modification upon noting that the function h, like the density of θ, is uniformly continuous. Finally, using the compensator in (42) we identify that
, yielding the desired expression in (41).
, where u is the unique solution to (36) , coincides with the function V (t, x) defined in (7) with θ ∼ B (1/2, β) . Moreover, the stopping time τ * = inf{s ≥ 0 | X t,x t+s ≥ b(t + s)} is optimal, where b(t) = A √ 1 − t with A ≥ 0 and uniquely determined via (39).
Proof. Denoting X = X t,x for ease of notation, we first note that for an arbitrary stopping time τ ,
where the last equality above is due to (41) upon setting h(s) = V (s, 0) and noting that V (s, 0) = √ 1 − s u(0) is uniformly continuous. Secondly, an application of the local time-space formula (cf. [36] ), upon noting that V t and V x are continuous across x = b(t) but not across x = 0, yields
where M s := s 0 V x (t + u, X t+u )1 {X t+u =0 or b(t+u)} dB u is a local martingale and Λ is a decreasing process since f ≥ 0 and A ≥ 0 (and hence b ≥ 0). Thirdly, combining (44) with the above equality we see that
where the last inequality follows from the optional sampling theorem upon noting that V x is bounded and hence M is a true martingale. Consequently, taking the supremum over all admissible stopping times in (45) yields
To establish the reverse inequality note that, since V (t + τ * , X t+τ * ) = X t+τ * and E[Λ τ * ∧(θ−t) ] = 0, both inequalities in (45) become equalities for τ = τ * . Thus
5.
The case of a two-point prior 1. In this section we consider a situation in which the prior distribution µ does not admit a continuous density. Specifically, we consider a two-point distribution and, without loss of generality, we assume that the process X will pin at time 1 with probability π or at time T > 1 with probability 1 − π. Here we assume that T < ∞ to ensure integrability of the pinning time. However we will consider the limiting case T → ∞ in the following section. With such a prior distribution we observe the following result.
Proposition 5.1. Let θ have a two-point distribution such that
with T < ∞. The function f in (6) can thus be computed as
Proof. Direct substitution of (46) into (6) yields the desired expression.
We observe from (47) that in this case lim x→0 f (t, x) < ∞ for t < 1, since the prior µ does not contain any density at r = t for t < 1. Subsequently, lim x→0 xf (t, x) = 0 and the drift function in (5) does not have a discontinuity at x = 0 (it is continuous). Therefore the SDE in (5) admits a unique strong solution.
Remark From (47) we also observe that the dependence on the initial point κ can be removed from the problem via an appropriate shift in the prior belief π. Specifically, setting
reduces the problem under κ and π to one in which κ = 0 and the prior belief is equal to π as defined above. Therefore, in what follows we will set κ = 0 without loss of generality.
2. Note that in this setup all the information about the pinning time is revealed at t = 1 (either the process pins or it does not). If the process did not pin at t = 1, then for t > 1 it is known with certainty that the Brownian bridge will pin to zero at t = T > 1. In this case the optimal stopping problem in (7) over [1, T ] will coincide with the problem under a known pinning time, and whose explicit solution V T (t, x) was presented in (14) (see also the remark on p. 175 of [21] ). As such, we are able to reformulate problem (7) for our two-point prior as
for t ∈ [0, 1) and where
Further, should the process reach t = 1 and not pin at this time, then the optimal stopping strategy for all t ∈ [1, T ] is given by
where b T (t) = B √ T − t with B equal to the unique positive constant defined in (15). For t < 1 the optimal stopping strategy will in general be more complicated. We also note that since the horizon of the optimal stopping problem in this case is fixed (and finite), the underlying process will not undergo any killing at zero for t < 1.
3. Next, direct differentiation of (47) reveals that −xf (t, x) is not monotone in x and hence a one-sided stopping region cannot be expected (cf. Proposition 2.5). In fact, numerical investigation of the optimal stopping problem in this case reveals that, for a fixed t, there can be up to three optimal stopping boundaries to consider. Attempting to provide a detailed analytical investigation in this case is beyond the scope of the current article, however we will provide some numerical insight into the problem and highlight the most interesting features of the candidate solution. A more rigourous treatment of the limiting case as T → ∞ will be considered in the following section. Figure 4 shows the optimal stopping boundary obtained from solving the variational inequality associated with the optimal stopping problem in (49) numerically using finitedifference methods with a projected SOR algorithm (see [12] ). Here we take T = 2 and consider various values of π. We observe from Figure 4 that the optimal stopping boundary for t ≥ 1 coincides with the boundary in (51) with T = 2 (the upper dashed line). We also observe that as π increases (and hence the belief that pinning will occur at t = 1 gets stronger) the optimal stopping boundary converges to the boundary described in (51) with T = 1. Conversely, as π decreases (and hence the belief that pinning will occur at t = 2 gets stronger) the boundary converges to the one described in (51) with T = 2.
Furthermore, zooming in onto the region close to t = 1 we reveal that the optimal stopping boundary here can have a complicated structure. In other words, we observe that multiple boundaries can exist close to t = 1. In fact, for a fixed t, there is either one boundary if π is sufficiently small or three boundaries if π is sufficiently large. Hence we can observe two disjoint continuation regions: (−∞, b 0 (t)) and (b 1 (t), b 2 (t)) where b 0 (t) ≤ b 1 (t) ≤ b 2 (t) for some t. In the terminology introduced in [20] , we can interpret b 0 (t) and b 2 (t) to be too-good-to-persist boundaries and b 1 (t) as a stop-loss boundary.
Finally, we observe from Figure 4 that there exists an X * > 0 such that it would never be optimal to stop before t = 1 should the process remain under this level for all t < 1. The economic insight into this optimal behaviour is that, even if the process is close to zero shortly before t = 1, there is a positive probability that the process will not pin at t = 1, a situation which is valuable to the stopper. Hence the minimum value X * can be interpreted as the smallest value the stopper would be willing to accept immediately, rather than wait to see if the process pins at t = 1.
6. The case of a two-point prior {1, ∞} 1. In this final section we consider the two-point prior case discussed in Section 5 when T → ∞. This problem corresponds to the case in which the existence of the pinning force itself is uncertain, i.e. the process is believed to be either a Brownian bridge or a standard Brownian motion. Note however that in this limit the expected pinning time is no longer finite due to the probability mass placed on the event {θ = ∞}. As such, we observe that the optimal stopping problem in (7) has an infinite value as T → ∞ and it would never be optimal to stop. To see this, we note from (14) that lim T →∞ V T = ∞ and hence the payoff at t = 1 in (50) would also be infinite. Hence it would be so valuable to wait until t = 1 in (7) that it would never be optimal to stop before this time.
Despite the trivial solution to (7) in this limit, we can make a slight modification to the problem to obtain a closely related problem that has a non-trivial solution, which is in fact completely solvable in closed form. Specifically, if we restrict the set of admissible stopping times in (7) to 0 ≤ τ ≤ 1−t, rather than continuing the optimization past time 1, we can obtain a well defined and finite optimal stopping value. Under the new set of admissible stopping times the value to the stopper at t = 1 is simply X 1 rather than the infinite value if they were allowed to continue past this point. Hence the solution and optimal strategy before t = 1 will be non-trivial. We believe that this alternative formulation of the optimal stopping problem is intuitive and still of interest and so we proceed to highlight its solution below. Remark We also note that our modified stopping problem described above is related to the problem studied in [20] in which the pinning time was fixed but the pinning location unknown. Specifically, if the process defined in (5) pinned at t = ∞ then the distribution of its location at t = 1 would be normal, i.e. X 1 ∼ N (0, 1). On the other hand if the process pinned at t = 1 then the distribution of its location at t = 1 would be a point mass, i.e. X 1 ∼ δ 0 . Hence setting a prior on the location of the pinning point in [20] to µ = πδ 0 + (1 − π)N (0, 1) is equivalent to the problem formulated and solved in this section.
2. To derive the explicit solution to (7) with stopping times 0 ≤ τ ≤ 1 − t we first note that in the limit as T → ∞ (47) reduces to
where w(t, x) := φe −x 2 /2(1−t) √ 1 − t for t ∈ [0, 1) and where we have defined φ := π/(1 − π). We also observe that the function −xf (t, x) is again non-monotone in x and so a one-sided stopping region cannot be guaranteed via Proposition 2.5. However, we will find that the optimal stopping strategy does in fact take on such a form, with the optimal stopping rule being τ * = inf{s ≥ 0 | X . This fact will be proven in the verification theorem below (Theorem 6.1). Next, under the assumption of a one-sided stopping region, general optimal stopping theory indicates that the value function in (7) should solve the following free-boundary problem.
V (t, x) = x, for x ≥ b(t), V x (t, x) = 1, at x = b(t), V (t, x) = x, as x → −∞,
for t ≤ 1 with V (1, x) = x. To reveal the explicit solution of (53) with (52) we make the ansatz that b(t) = A √ 1 − t and further that where A is the solutions of (57) Ae
When comparing (57) with (15) we see that the equations are identical and hence the solutions must be the same, i.e. A is unique and equal to B ≈ 0.8399. This means that the optimal strategy for problem (7) under (52) is identical to the optimal strategy when the pinning time is known to be equal to 1.
3. To summarize, the above arguments lead to the following candidate for the solution to (7) with stopping times restricted to 0 ≤ τ ≤ 1 − t.
where B > 0 is the unique solution to (15) . Further, we see that V < V T for φ < ∞ and hence, while the optimal stopping strategy is the same with pinning certainty or uncertainty, the value function with uncertainty is lower than if the pinning was certain/known. Figure 5 plots the value function V in (58) in comparison to V T as defined in (14) . Note that V can be negative since pinning at zero is not guaranteed. We also observe that a larger π (hence a stronger belief that the process will pin) corresponds to a larger value of V . Figure 5 . The solution to the (modified) problem in (7) when pinning happens at t = 1 with probability π or at t = ∞ with probability 1 − π. Solid lines = V (0, x) from (58) for π = {0.1, 0.5, 0.9} (higher lines correspond to larger π); dashed line = V 1 (0, x) from (14); and dotted line = x.
4. Finally, we provide below a verification of the optimality of our candidate solution.
Theorem 6.1. For µ(dr) = πδ 1 (r)+(1−π)δ ∞ (r) the value function V in (58) coincides with the value function V defined by (7) (but with stopping times restricted to 0 ≤ τ ≤ 1 − t). Moreover, the stopping time τ * = inf{s ≥ 0 | X t,x t+s ≥ b 1 (t + s)} is optimal, where b 1 (t) = B √ 1 − t with B > 0 being the unique solution of (15).
Proof. Setting X = X t,x for ease of notation and noting that V t and V x are continuous across x = b(t), we see via an application of Itó's formula that, for any stopping time τ ≤ 1 − t,
where M s := s 0 V x (t + u, X t+u )1 {X t+u =b(t+u)} dB u is a local martingale and the second equality is due to the fact that (∂ 1 + L X ) V = 0 for x ≤ b(t). Noting that b ≥ 0 and f ≥ 0 we can also observe that Λ s is a decreasing process. Hence we have
where the last inequality follows from the optional sampling theorem (upon noting that V x is bounded for t < 1 and hence M is a true martingale). Taking the supremum over stopping times thus yields (60) sup
To establish the reverse inequality we note that V (t+τ * , X t+τ * ) = X t+τ * and E[Λ τ * ] = 0, hence both inequalities in (59) reduce to equalities for τ = τ * . Thus completing the proof.
