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 Abstract 
Global biodiversity loss is an internationally recognized problem that has 
consequences for ecosystem functioning and provision of ecosystem services 
and warrants investigation into drivers of change in biodiversity. In the context 
of natural variability, multiple anthropogenic stressors, and a changing climate, 
the identification of drivers of change is a complex issue. Here, an integrated 
approach (analysis of long-term datasets and experimental simulation) was 
employed to investigate drivers of change in intertidal mudflat 
macroinvertebrate diversity, using the Solent, on England’s south coast, as the 
study system. A model was developed to analyze survey datasets from the 
1970s-2010s following a review process. Comparisons of the spatio-temporal 
patterns of change in diversity across an interconnected three-harbour system 
revealed differences at the harbour and within harbour scales, suggesting the 
relevance of local conditions for driving change versus dominance by a 
regional driver. Further, direct relationships were identified between diversity 
and within-harbour environmental conditions. In the context of a changing 
climate, temperature was investigated as a driver of change. The absence of 
a direct relationship between a regionally derived climate index and diversity 
and identification of the interaction of local seasonal water temperatures with 
local environmental conditions have highlighted the relevance of local context 
for predicting the way in which climate change effects may manifest. The 
results suggest the potential for macroalgal cover to act as a driver in this 
system, as direct relationships as well as relationships modified by the 
preceding seasonal temperatures were identified with respect to diversity, 
though the data available to test these relationships were limited. The effects 
of discrete temperature events were also investigated as a driver of change 
by simulating heat waves in a large outdoor mesocosm system designed to 
preserve natural sediment temperature profiles, solar and tidal cycles, and 
faunal densities. Community composition effects were not identified overall or 
for the abundance of shallow dwelling organisms that may be more vulnerable 
to extreme temperatures at the sediment surface. For the polychaete Alitta 
virens and the bivalve Cerastoderma edule, which exhibit different burrowing 
abilities, neither species exhibited higher mortality as a result of the heat wave 
 simulations performed. Changes in energy reserves, however, suggested 
sublethal effects for both, which has implications for their vulnerability to the 
increased frequency, intensity, and duration of these events predicted for the 
future. The findings across these studies highlighted the relevance of local 
context to the patterns of change, suggesting that this must be accounted for 
in making predictions for how broad-scale climate change will drive change in 
biodiversity. For intertidal organisms potentially living close to their 
physiological limits, minimizing local anthropogenic stressors could benefit the 
current macroinvertebrate communities in the face of a changing climate.  
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General Introduction 
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Biodiversity is defined as, ‘the variety of life, including variation among genes, 
species and functional traits’ (Cardinale et al., 2012). It is recognized that 
diversity enhances ecosystem functioning (e.g. primary production, nutrient 
cycling, organic waste decomposition) and its stability (Cardinale et al., 2012). 
For example, higher species number (richness) has been linked to higher 
biomass production (Duffy et al., 2017) and overall greater ecosystem 
multifunctionality (Lefcheck et al., 2015). Globally, there is a trend in species 
loss (McGill et al., 2015), and rates of extinction implicate the impacts of 
anthropogenic activity (Pimm et al., 2014; Ceballos et al., 2015). Importantly, 
there is also evidence for population decline and range contractions for 
species that are of ‘least concern’ with respect to extinction (Ceballos et al., 
2017). Diversity loss from anthropogenic drivers (e.g. habitat modification, 
exploitation of resources, spread of non-native species) has consequences 
not only for ecosystem functioning, but also the provision of ecosystem 
services beneficial to humans (e.g. production of natural resources) (Naeem 
et al., 2012; Cardinale et al, 2012; Isbell et al., 2017). Further, biodiversity loss 
could result in decreased resistance (e.g. Isbell et al., 2015) or resilience (e.g. 
Allison, 2004) in the face of global climate change and the associated changes 
in environmental conditions (IPCC, 2013). The problem of biodiversity loss is 
recognized by international conventions (e.g. Bern Convention and 
Convention on Biological Diversity) which call for the designation and effective 
management of protected areas as a tool for reducing biodiversity loss (JNCC, 
2014; CBD Secretariat, 2018).  
Understanding what drives patterns in diversity is complicated by the fact that 
patterns may be governed by processes that act across spatial, temporal, and 
organizational scales (Levin, 1992). Further to this, individualistic responses 
of organisms to environmental change can be expected due to the culmination 
of the specific cross-scale processes that govern patterns in any given 
individual or species (Levin, 1992). In marine soft sediments, for example, 
temperature, salinity, and sediment dynamics are among factors acting on 
broad scales whereas biological interactions, sediment characteristics and 
local near-bed hydrodynamic regime influence faunal distributions on local 
 10 
 
scales (Snelgrove, 1999). Complicating matters is the role of multiple 
anthropogenic stressors acting on natural systems, the interactions of which 
may depend on level of organization and the stressors investigated, with 
evidence that synergistic effects are likely in the presence of more than two 
stressors (Crain et al., 2008). Further, climate change originates at the global 
scale, yet the effects of that change on the local scale may depend on the local 
environmental and/or biological context, which may act to weaken or 
strengthen the effects (Russell and Connell, 2012). For example, Lotze and 
Worm (2002) experimentally found that temperature interacted with nutrient 
enrichment and macroinvertebrate grazing with respect its effects on the 
recruitment of a bloom-forming macroalgal species. In the absence of grazing, 
recruitment was enhanced by temperature and nutrients, thus highlighting the 
relevance of local context for the way temperature effects manifest in systems 
affected by nutrient pollution.  
As temperature influences metabolic rate, or ‘the rate of energy uptake, 
transformation, and allocation’ (Brown et al., 2004), the effects of altered 
temperature regimes associated with climate change are particularly important 
to investigate as a driver of change. Observed and predicted trends include 
increasing atmospheric and oceanic means as well as changes in temperature 
extremes (IPCC, 2013). Importantly, the effects of multiple stressors can act 
to narrow an organism’s window of thermal tolerance (Pörtner and Farrell, 
2008; Sokolova et al., 2012). In the context of physiological tolerance, 
environmental changes which affect metabolic rate and allocation of energy to 
survival, growth, and reproduction at the level of the organism could ultimately 
translate to consequences at the population, community, and ecosystem 
levels through changed ecological interactions (Brown et al., 2004; Pörtner 
and Farrell, 2008; Sokolova et al., 2012; Sokolova, 2013). Observations of 
temperature effects on energy balance and reduced condition of individuals in 
a population ~1000 km from the European southern range edge for the bivalve 
Limecola balthica (formerly Macoma balthica) were made on the tidal flats of 
the Wadden Sea, where effects of warmer seasonal temperatures included 
negative effects on growth, survival, and reproduction (Beukema et al., 2009). 
Ultimately, changes in diversity may emerge as the result of the effects of 
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changed environmental conditions on individuals (e.g. physiology) and 
populations (e.g. recruitment) and how these influence interactions at the 
community level (Harley et al., 2006). 
To disentangle the relative role of processes driving patterns in diversity and 
to effectively make predictions for the future in the face of climate change 
requires a complementary set of approaches (Monaco and Helmuth, 2011; 
Russell et al., 2012). Long-term datasets are one valuable tool for establishing 
a baseline, identifying change and distinguishing anthropogenic drivers from 
natural variability, and enabling effective predictions based on learned 
environmental relationships, particularly where these take account of space, 
time and scale (Hardman-Mountford et al., 2005). In addition, hierarchical 
studies that explicitly examine patterns across scales can reveal the relative 
importance of each scale (e.g. Ysebaert and Herman, 2002; Raffaelli et al., 
2014), and when related to environmental variables can provide insight to the 
scales on which these act (Ysebaert and Herman, 2002). Experimental 
approaches can be used to identify the mechanisms by which the patterns 
observed in long-term or field datasets arise, which is particularly relevant for 
making predictions on the effects of environmental change (Mieszkowska et 
al., 2005; Beukema et al., 2009; Monaco and Helmuth; 2011). For example, 
the MarClim project utilized a series of rocky shore survey data collected 
around England and France using consistent methods from the 1950s to 
present (Mieszkowska and Sugden, 2016), which has allowed for changes in 
the distribution of rocky shore fauna in response to climate change to be 
identified and distinguished from the role of inter-annual variability 
(Mieszkowska et al., 2005). Increased reproductive output and juvenile 
survival were identified experimentally as mechanisms of change in the 
distribution of southern rocky shore invertebrates (Mieszkowska, 2005; 
Mieszkowska et al., 2005). Studies which incorporate the physiological 
performance of organisms in response to environmental conditions will be 
particularly relevant for understanding mechanisms of change that may 
translate to higher levels (Monaco and Helmuth, 2011; Russell et al., 2012; 
Helmuth et al., 2010). Thus, the integration of cross-discipline (physiology and 
ecology) and cross-scale (level of organization, spatial, temporal) studies and 
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approaches will be the most fruitful for understanding processes and 
mechanisms which govern patterns in diversity and for making predictions of 
the effects of climate change (Monaco and Helmuth, 2011).  
This thesis employs an integrated approach (analysis of long-term datasets 
and experimental simulation) to investigate spatio-temporal patterns in 
diversity and environmental drivers of diversity, including the effects of 
temperature. This is achieved using intertidal mudflat macroinvertebrate 
communities in the Solent region, on the south coast of England, as a study 
system. Intertidal mudflats form in sheltered low energy areas (e.g. estuaries, 
bays, lagoons) where fine sediments accumulate (Elliott et al., 1998). Despite 
low taxonomic diversity, the macroinvertebrates inhabiting the mudflats play 
important roles in ecological functioning as they occur in high abundances and 
provide a significant source of food for fish and internationally important 
shorebirds (Elliott et al., 1998). Through interactions with the sediment and 
water column they also influence nutrient cycling and organic matter turnover 
in the coastal system (e.g. Biles et al., 2002; Welsh, 2003). In the intertidal 
zone, natural factors structuring soft-sediment macroinvertebrate communities 
include habitat stability, sediment type, currents, water chemistry (salinity, 
nutrients), temperature, light, and tidal elevation (Elliott et al., 1998). Biological 
processes and interactions among, and within, faunal groups (predation, 
competition, recruitment) and with the sediment habitat (biomodification) 
further modify community structure (Elliott et al., 1998). Intertidal organisms 
are exposed to both atmospheric and marine conditions with every change in 
the tide, which subjects them to regular risk of desiccation and fluctuations in 
temperature, salinity, oxygen and nutrients over short time scales (Elliott and 
Whitfield, 2011; Mieszkowska et al., 2013). Upper distributional limits on 
shores are set by tolerance to aerial exposure, temperature extremes, and 
time needed for feeding and respiration (Beukema and Flach, 1995). In 
addition to physiological stress, competition, disturbance of sediments, 
predation, and larval settlement influence vertical zonation on soft sediment 
shores (Peterson, 1991). Human population growth is highly concentrated on 
coasts and coastal habitats may be vulnerable to a range of anthropogenic 
stressors, including nutrient, organic matter and chemical contaminant 
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pollution from agricultural, sewage, and industrial inputs, habitat loss and 
degradation, overfishing, freshwater diversions, introduction of non-native 
species, subsidence, debris/litter and sea-level rise (Kennish, 2002). Subject 
to extreme environmental variability over short time-scales, intertidal 
organisms may already be living close to their physiological limits 
(Mieszkowska et al., 2013). This has implications for their vulnerability to 
multiple anthropogenic stressors as well as climate change, however there is 
a substantial gap in knowledge in this regard with respect to intertidal mudflats 
(Mieszkowska et al., 2013). 
In the context of natural variability, multiple (and potentially interacting) 
anthropogenic stressors, and a changing climate, the identification of drivers 
of change in diversity is a complex issue. Access to a large collection of survey 
datasets spanning ~40 years from the Solent region provided an opportunity 
here to investigate patterns and potential drivers of change over time in the 
diversity of intertidal mudflat macroinvertebrates within a system of three 
interconnected harbours. Chapter 2 first describes the preparation of this 
integrated dataset and a model developed to account for its characteristics in 
order to investigate spatio-temporal patterns in diversity in the absence of 
continuous time series data. To infer the role of a regional driver versus local 
scale drivers of change using data from a natural intertidal system, in Chapter 
2 the patterns of change in diversity were compared for consistency across 
the three harbours and on the within-harbour scale. Under the dominance of 
a regional driver across the system (e.g. climate change), consistent patterns 
of change would be expected across the three harbours, whereas the 
relevance of local conditions for driving change would be indicated by 
differences in patterns at the harbour and within harbour scales. Further, 
relationships between diversity and physicochemical conditions of the 
environment were tested directly to identify potential drivers of change within 
the system. Previous studies have highlighted the potential relevance of local 
context for the way in which the effects of climate change manifest (e.g. 
Russell and Connell, 2012). Chapter 3 goes on to explore the relevance of 
local versus regional conditions in the context of changing temperature 
regimes resulting from global climate change and, thus, how the effects of 
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temperature on macroinvertebrate diversity could manifest and act as a driver 
of change. Using the same integrated macroinvertebrate dataset, a climate 
extremity index derived from regional air temperature data was used to test 
whether diversity in the three-harbour system was directly related to climate 
on the regional scale. The relevance of local conditions to the way in which 
temperature effects manifest was examined by testing for interactive effects of 
local seasonal water temperatures and local environmental variables with 
respect to macroinvertebrate diversity. To further explore temperature as a 
potential driver of change, Chapter 4 investigates the effects of discrete heat 
wave events on mudflat macroinvertebrates, as these are predicted to 
increase in frequency, intensity, and duration with climate change (Beniston et 
al., 2007; IPCC, 2013). Few studies have investigated the effects of heat 
waves on the fauna within sediments, in which temperature variability 
attenuates with depth (but see Macho et al., 2016). Shallow burrowing 
organisms were expected to be more vulnerable to the effects of extreme 
temperatures at the sediment surface and shallow subsurface layers 
compared to deeper burrowing species. Using a large outdoor mesocosm 
system designed to simulate a heat wave event while preserving natural 
sediment temperature profiles, the effects of heat waves were tested with 
respect to mudflat community composition, the total abundance of shallow-
dwelling organisms, as well as the lethal and sublethal (physiological) effects 
of two economically valued intertidal species with contrasting burrowing 
abilities. The findings of these studies help to fill the gap in knowledge with 
respect to how climate change will affect intertidal mudflats and in the context 
of multiple stressors. The final chapter provides a general discussion of the 
findings and recommendations for conservation in a changing climate. 
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Chapter 2   
Spatio-temporal patterns in diversity 
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2.1 INTRODUCTION 
The macroinvertebrates inhabiting intertidal mudflats play important roles in 
ecological functioning as they occur in high abundances and provide a 
significant source of food for fish and internationally important shorebirds 
(Elliott et al., 1998) and through their interactions with the sediment and water 
column influence nutrient cycling and organic matter turnover in the coastal 
system (e.g. Biles et al., 2002; Welsh, 2003). As intertidal organisms are 
subject to extreme environmental variability over short time-scales and may 
already be living close to their physiological limits, there are negative 
implications for their vulnerability to multiple anthropogenic stressors as well 
as climate change (Mieszkowska et al., 2013). There are ecological 
consequences, as well as legal consequences (intertidal mudflats are 
protected entities under international conservation initiatives such as the EC 
Habitats and Bird Directives), for changes in these communities. It is therefore 
necessary to investigate spatio-temporal patterns in diversity to build our 
understanding of the scale on which change occurs and to identify drivers of 
change.   
The structure of soft-sediment benthic invertebrate communities derives from 
the physico-chemical characteristics of a habitat (strongly linked to 
hydrodynamic regime), biological interactions, biological modification of the 
physical habitat, and the influence of anthropogenic activities on each of these 
(Gray and Elliott, 2009). Temperature, salinity, and sediment dynamics are 
among factors acting on broad scales whereas biological interactions, 
sediment characteristics and local near-bed hydrodynamic regime influence 
faunal distributions on local scales (Snelgrove, 1999). Natural drivers of 
change in the established communities include increased wave action 
associated with storms and seasons, which can affect sediment 
characteristics and faunal activities, seasonal changes in temperature 
extremes and predation on mudflats by birds and fish, changes to inter- and 
intraspecific interactions, and freshwater runoff, which can alter habitat 
topography and salinity (Elliott et al., 1998). Cycles of 6-8 years have been 
observed among benthic species by Gray and Christie (1983), which may be 
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tied to broad-scale atmospheric phenomena such as the North Atlantic 
Oscillation, highlighting the role natural drivers of change acting over longer 
periods (Gray and Elliott, 2009). 
Anthropogenic activities can affect the physical and biological characteristics 
of marine ecosystems and their interactions and in the marine environment 
include material extraction (e.g. fisheries, minerals, sediments, space, water) 
and material addition (e.g. structures, pollutants, introduced species) (Gray 
and Elliott, 2009). Human population growth is highly concentrated on coasts 
and coastal habitats may be vulnerable to a range of anthropogenic stressors, 
including nutrient, organic matter and chemical contaminant pollution from 
agricultural, sewage, and industrial inputs, habitat loss and degradation, 
overfishing, freshwater diversions, introduction of non-native species, 
subsidence, and debris/litter (Kennish, 2002). Further to these are the effects 
of global climate change and associated atmospheric and oceanic warming, 
changes in the occurrence of extreme climatic events, ocean acidification, and 
sea level rise (IPCC, 2013).   
Long-term datasets are one valuable tool for establishing a baseline, 
identifying change and distinguishing anthropogenic drivers from natural 
variability, and enabling effective predictions based on learned environmental 
relationships, particularly where these take account of space, time and scale 
(Hardman-Mountford et al., 2005). For example, the MarClim project utilized a 
series of rocky shore survey data collected around England and France using 
consistent methods from the 1950s to present (Mieszkowska and Sugden, 
2016), which has allowed for changes in the distribution of rocky shore fauna 
in response to climate change to be identified and distinguished from the role 
of inter-annual variability (Mieszkowska et al., 2005). Similarly, the Continuous 
Plankton Recorder has employed consistent (where possible) sampling 
methods for the collection of plankton data from the 1930s to present from all 
over the world, with regular monthly sampling in the north Atlantic (Reid et al., 
2003). The results of this survey have been invaluable for understanding 
plankton dynamics and serving as an indicator of environmental change (Reid 
et al., 2003). As long-term datasets are extremely valuable, but are also rare, 
data integration is one method that can help to establish baselines (Hardman-
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Mountford et al., 2005). In recent years, partners of the Marine Environmental 
Change Network have integrated a number of long-term marine datasets 
collected in the UK to make comparisons of biological shifts across regional 
seas, trophic groups, down to assemblage and species levels (Mieszkowska 
et al., 2009). Under the LargeNet project, the integration of European datasets 
of short-, medium-, and long-term duration on marine biodiversity from North 
Sea, the northeast Atlantic, Baltic Sea, the Arctic and the Mediterranean and 
spanning from 1858-2008 provided a valuable resource for investigating 
broad-scale spatial and temporal patterns in marine diversity (Vandepitte et 
al., 2010). In the absence of long-term time series, the integration of datasets 
from different periods can help to examine temporal patterns in diversity and 
investigate possible environmental drivers (Firth et al., 2015; Hinz et al., 2011; 
Schückel and Kröncke, 2013; Solyanko et al., 2011, Weigel et al., 2015; 
Callaway, 2016).  
Studies in which historic and contemporary datasets are analyzed together 
often flag up issues of comparability in sampling or processing methods, which 
may impose caveats on the observed patterns; sometimes a necessary 
limitation when historic data are scarce. However, where possible, the 
employment of quality control and standardization procedures can improve 
comparability of integrated datasets (Vandepitte et al., 2010). The flexibility of 
modern modeling approaches can also improve comparisons made using 
integrated datasets, some of which were outlined by Bird et al. (2014), with 
respect to utilizing volunteer (citizen scientist) collected data. They highlighted 
error (e.g. imperfect detection and underestimation of species abundance 
resulting from ‘sampling-related variability’) and bias (e.g. temporally or 
spatially clustered sampling, where observations are more similar if closer 
together, or consistent over/under estimation of a true value) as issues 
associated with these datasets, which could also be issues for survey data 
collected by different individuals, sampling methodologies, and for different 
purposes in a historic vs. contemporary dataset comparison. As outlined by 
Bird et al. (2014), in a linear model framework, the sampling metadata and 
covariates can be explicitly modeled and accounted for as fixed effects when 
examining the relationship with a predictor variable of interest. In 
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circumstances where there is unequal variability among samples, ‘random 
effects’ can be modeled in addition to the fixed effects in a mixed model 
framework to account for unequal variability among groups of samples, 
thereby accounting for pseudo-replication before examining the relationships 
of interest (Bird et al., 2014). The response variables modeled can also be 
selected to reduce the influence of sampling variability on the results (Bird et 
al., 2014), for example by selecting diversity indices, such as the Simpson 
Index, which take account of dominant taxa rather than rarer taxa that may be 
under-sampled depending on sampling methodology (Bird et al, 2014; Clarke 
and Warwick, 2001). The extensions of fixed effects and mixed models include 
additive models, which allow for non-linear relationships between predictors 
and response variables, and generalized models, in which the response 
variables are not assumed to follow a Gaussian distribution (Bird et al. 2014). 
Along with quality control and standardization procedures, the flexibility of 
these modern analytical approaches greatly improves the utility of datasets 
from multiple sources in the absence of robust long-term time series.   
There is a high number of datasets available for the Solent region on the south 
coast of England, as the intertidal habitats have been heavily surveyed over 
time since the 1970s (EMU Ltd., 2004) and there is a legal obligation for 
surveys to be conducted on a periodic basis to assess features of conservation 
interest. The sheltered estuaries of the Solent region support large areas of 
intertidal mudflats and of the ~9060 ha of intertidal habitat in the Solent, ~6191 
ha are mudflats (Tubbs, 1999). A majority of the Solent coast is designated as 
protected, and relevant to the conservation of intertidal mudflats are the Sites 
of Special Scientific Interest (SSSIs), the Special Area of Conservation (SAC), 
Special Protection Areas (SPAs), and Ramsar sites (Foster et al., 2014). 
Access to this long-term collection of data with regional coverage provided an 
opportunity here to examine change over time in a natural system and 
investigate drivers of change. Condition assessments of Solent mudflat 
communities, in which contemporary and historic macrofaunal data were 
compared, have involved qualitative or descriptive comparisons of the fauna 
present and of their abundance and biomass (CMACS, 2012; Joyce et al., 
2009a,b; Thomas et al., 2016; ERT, 2006), qualitative comparisons of diversity 
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and ecological health indices (MESL, 2014; ERT, 2006), and quantitative 
comparisons of taxonomic community composition (MESL, 2014), the latter 
for three contemporary (2008-2013) datasets collected using consistent 
sampling methodology with the exception of season and number of stations 
sampled. Many of these studies have cited the issue of making quantitative 
comparisons using the historic data available for the Solent due to variability 
among the datasets in sampling methodology and time of year the sampling 
took place. Flexible modeling and quality control, however, provide means to 
explicitly account for sampling and seasonal differences, which was not 
achieved in these condition assessments.   
In the context of natural variability, multiple (and potentially interacting) 
anthropogenic stressors, and a changing climate, the identification of drivers 
of change in diversity is a complex issue. Long-term and broad-scale datasets 
from natural systems are a rare and valuable tool that can be used to help 
identify patterns of change and the scale on which change occurs, which can 
provide insight on the drivers of the observed patterns. Access to a large 
collection of survey datasets of the intertidal macroinvertebrates from the 
Solent region provided an opportunity here investigate patterns of change over 
time in a natural system of interconnected harbours, in which the communities 
reflect the combination of environmental processes and ‘stressors’ that are 
shaping them. Further, the dataset allowed for the relationship of diversity with 
key environmental variables to be tested directly to identify potential drivers of 
change in the system.  The patterns of change across the three-harbour 
system and on the within-harbour scale were each investigated here to 
determine the relative role of regional versus local conditions for driving the 
observed patterns of change. This was achieved using quality control of 
datasets and a flexible modeling approach to address inconsistencies among 
the integrated survey datasets in this collection.  Patterns of change in diversity 
were found to vary by harbour and the within harbour location, indicating the 
importance of local conditions in driving patterns, rather than dominance by a 
regional driver across the three-harbour system. Relationships with key 
variables including those linked to the immediate habitat and within harbour 
location further supported the relevance of local environmental conditions in 
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shaping diversity patterns. The role of local within harbour conditions and 
drivers acting on or interacting with the conditions at this scale must be taken 
into consideration when making predictions of change and for employing 
management strategies to mitigate detrimental changes in communities.   
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2.2 METHODS 
2.2.1 Spatio-temporal analysis of diversity 
Data collection and review 
A collection of ~40 historic intertidal survey datasets from the 1970s to 2002 
were reviewed by EMU Limited and included a range of student and 
professional surveys of the soft sediment macroinvertebrates in the Solent 
(EMU Ltd., 2004). Using and building from this collection for use in this study, 
requests for additional contemporary intertidal survey datasets (especially 
early 2000s onward) were made in 2013-2014 to Natural England, Chichester 
Harbour Conservancy, Environment Agency (EA), Southern Inshore Fisheries 
& Conservation Authority, Marine Management Organisation, Langstone 
Harbour Board, Queen’s Harbour Master, Portsmouth, and university 
academics. Reference lists in these survey reports and the Solent Forum Disc 
database, which holds metadata on research/literature from the Solent, were 
also consulted to identify potentially relevant sources of data. A survey of 
twenty historically sampled sites was conducted across the Solent in June 
2014 to add a contemporary timepoint to the collection of datasets. Sites were 
prioritized if they had been sampled multiple times but not recently (2010-
2014) and if they were sampled as part of an extensive survey, which would 
increase the comparability among within year samples for assessing temporal 
changes. One additional survey dataset from 2015 was acquired in 2016 from 
Natural England. Sixty datasets from the 1960s to 2015 were reviewed for use 
in this study and the distribution of the sampling locations corresponding with 
these surveys is presented in Figure 2.1.  
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Figure 2.1. Distribution of intertidal survey sampling locations over time in the Solent corresponding with the 
survey datasets available for this project. Contains layers under ©Crown Copyright/database right 2014. An 
Ordnance Survey/EDINA supplied service. 
From this collection, the analyses in this thesis focused on the datasets for the 
three harbours in the eastern Solent. These are Portsmouth, Langstone, and 
Chichester Harbours, which are connected and extensive intertidal basins and 
are more characteristically marine than estuarine due to low freshwater input 
(Tubbs, 1999), although they are bar-built estuaries (EA, 2016). Across the 
three harbours, the intertidal area, comprised of large expanses of muddy 
sediments, is 4818 ha out of the total 6464 ha area (Unicomarine and Rees-
Jones, 2004). The number of datasets reviewed for Chichester, Langstone, 
and Portsmouth Harbours was 15, 15, and 12 respectively (Appendix 1). A 
general review of each dataset, based on the structure of the EMU Ltd. (2004) 
review, was performed for time of sampling, collection, processing, and 
preservation methods, data format, level of expertise of the authors (student 
project vs. professional report), associated environmental and location data, 
taxonomic resolution, and purpose of survey. The key characteristics for 
inclusion for analysis were 1) intertidal hand core samples processed over 
0.5mm (with few exceptions), as the majority of benthic fauna are captured on 
this size mesh (Eleftheriou and Moore, 2005), 2) raw data or data in numeric 
format (not condensed over time), and 3) that methods do not deviate largely 
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from accepted or prioritized protocols and there is no indication by authors that 
something went wrong. Standardized intertidal core sampling methods 
suggest the collection of five 0.01m2 cores taken to 15cm and the processing 
of the cores over a 0.5mm mesh sieve prior to fixing in 10% buffered saline 
formalin solution (Dalkin and Barnett, 2001). Preservation methodology was 
only taken into consideration if there was a major deviation from common 
practices (e.g. samples frozen). The depth to which the cores were taken in 
the sediment was variable among datasets, but a majority of infaunal 
organisms occur in the top cm of the sediment with the exception of some 
larger deeper dwelling fauna (e.g. majority of individuals found in upper 5cm 
of mud and sand by Hines and Comtois (1985)).  
Data preparation 
The datasets that were not excluded during the review process were taken 
forward to the next steps of data preparation. Faunal, environmental, and 
location data were all entered directly from the original data source rather than 
using the data compiled by EMU Ltd. (2004) as discrepancies between their 
dataset and the source survey reports were identified. Where geographic 
coordinates were not available, the paper maps within the survey reports were 
utilized to locate sampling locations on Google Earth by matching coastline 
features, channel position, and station orientation 
Where raw core data were available, abundances per core were standardized 
to number of individuals per m2 and relative abundance was also determined 
as the percentage of the total abundance in a replicate sample represented by 
a given taxon. Relative abundances were calculated in addition to densities as 
another ‘check’ to deal with the potential effects of differences in sampling 
effort, which could reduce the comparability of densities among samples 
(Clarke and Warwick, 2001). The average density and average relative 
abundance across replicate cores per station was determined where raw data 
were available, otherwise densities presented in the survey report and relative 
abundances determined from these densities were used.  
Faunal data were grouped to the highest taxonomic resolution possible. 
Qualitative records were not retained for analysis, as an examination of a 
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presence/absence dataset would be biased by the level of sampling effort due 
to the equal weight given to the rarest and most abundant taxa (Clarke and 
Warwick, 2001). Non-animal taxa, fish, eggs, and records of tubes were also 
excluded from the dataset. Juvenile records were grouped with all other 
records for the same taxon, as not all reports explicitly recorded juveniles. The 
remaining taxa were updated to current nomenclature according to the World 
Register of Marine Species (WoRMS Editorial Board, 2016; 2017) and 
grouped to the highest taxonomic resolution possible. Decisions on how 
records left at broad taxonomic levels were handled during the taxonomic 
grouping process are detailed in Appendix 2.  Data were collated for each 
harbour separately and the resolution achieved among the three harbour 
datasets varied (Appendix 2). Therefore, the absolute values of diversity were 
not comparable among the harbours, however the patterns of change across 
harbours could be compared.    
Baseline model development 
The review of survey datasets allowed for a selection of comparable data, with 
hand core data processed over a 0.5mm mesh and raw data available at the 
species level being the ‘ideal’ characteristics of the datasets included. While 
the initial review and selection process served to minimize gross differences 
in sampling methods and eliminate poor quality datasets, additional 
inconsistencies in methodology were addressed using terms in a Generalized 
Additive Mixed Model (GAMM) (section 6.6 of Wood, 2006). A GAMM was 
utilized to model response variables whose residuals are not represented by 
a Gaussian distribution (generalized), to model potentially non-linear 
relationships using smoothed terms (additive), and to take account of 
correlative structures among the data that are not of primary interest using 
random terms (mixed model). The development of baseline model terms and 
the associated data preparation is described further in the following sections.  
Temporal structures 
Sampling took place across seasons among, and sometimes within, the 
historic surveys. The number of individuals within a population may fluctuate 
with the seasons as a result of life history events such as recruitment of 
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juveniles or even major weather events (Dalkin and Barnett, 2001). A model 
term for season was included to take account of seasonal effects on species 
abundances. Seasonal assignments were based on meteorological seasons 
defined by the Met Office (2016); Spring (March, April, May), Summer (June, 
July, August), Autumn (September, October, November) and Winter 
(December, January, February). Specific sampling dates were not always 
presented in the survey reports and sometimes sampling took place across 
these defined seasonal boundaries. Where sampling took place over a large 
range of dates and the sample date was available, the season corresponding 
with that specific date was adhered to. Where specific sample dates were not 
available for a sample, the season corresponding with the season in which the 
majority of the sampling took place was used. For surveys that occurred over 
a short period overlapping seasons (e.g. several days at the end of August 
into the first few days of September), if dates were available for each sample, 
the season corresponding with the majority of the sampling was still used, as 
these samples would have shared a common seasonal character despite the 
change in month.  
To examine the broad-scale temporal patterns, the faunal data sampling years 
were assigned to a decadal category (‘Ten year’). This broader temporal 
category grouped records from multiple surveys, which resulted in an 
increased ‘n’ within temporal groups and ultimately improved statistical power. 
The Ten year category was defined with respect to the first year of the oldest 
survey across the three harbours. For example, if the earliest survey year was 
1977, the corresponding Ten year category was 1977-1986.   
Spatial analysis 
The distribution of sampling effort varied through space and time among the 
collated surveys. A number of historically sampled sites were revisited across 
surveys, some sites were heavily sampled within a given survey, and other 
sites were sampled only once. Independence of observations is a property 
assumed for the employment of many statistical tests, however diversity may 
be ‘autocorrelated’ through space and time, allowing for the prediction of 
diversity values from a set of values with known spatial/temporal positions 
(Legendre and Fortin,1989). To account for the spatial non-independence of 
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observations resulting from repeated sampling of the same locations 
(repeated measures) and the proximity of stations to one another within a 
given survey, a cluster analysis on sampling location distances was carried 
out. A matrix of pairwise sampling location distances was calculated in QGIS 
2.18.3 (QGIS Project, 2017). A cluster analysis was carried out in R 3.3.2 (R 
Core Team, 2016) using the group average linkage approach (Clarke and 
Warwick, 2001) and 200m as the cutoff for cluster grouping, i.e. the pairwise 
distances between sampling locations of different groups were on average 
greater than 200m. The 200m cluster cut-off represented a trade-off between 
losing information on biological heterogeneity <200m and retaining temporal 
coverage of repeatedly sampled locations by grouping them for comparison. 
This cutoff was still conservative, as not all sampling locations among those 
known to be attempted repeats of historic sampling were grouped if beyond 
this 200m average limit. To take account of variability among different areas 
within the harbours, Natural England’s Sites of Special Scientific Interest Units 
(England) data layer was downloaded from data.gov.uk and overlain on the 
maps of faunal Clusters in order to assign them to particular SSSI units. The 
boundaries of SSSI units are based on habitat, management, or tenure, and 
the units are used in SSSI condition assessments (Natural England, 2012). 
With respect to the SSSI unit boundary delineators, grouping Clusters from 
areas of a particular habitat or management type was deemed appropriate, as 
both of these characteristics could affect the biological communities within the 
SSSI unit. While tenure is a less ecologically relevant spatial delineator, these 
boundaries still help to categorize geographic locations within the harbour. A 
comparison revealed that a number of the SSSI units in Chichester Harbour 
corresponded with sectors identified based on sediment, habitats, and 
macroinvertebrates in a historic survey of the harbour (Thomas and Culley, 
1982) supporting the ecological relevance of these boundaries, though 
variations and subdivisions within these were also evident. It was verified that 
the SSSI units to which faunal Clusters in each harbour were assigned were 
unique to one geographic location in the harbour.  
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Sampling effort 
The greater the sampling effort, the more species one is likely to find (Clarke 
and Warwick, 2001). Restricting the analyses to only surveys with the same 
size and number of hand cores would have resulted in prohibitively large 
losses of data. To account for differences in sampling effort, a model term was 
developed for the total area of the cores from which the faunal data were 
derived. Because the sampling locations were grouped into Clusters, faunal 
data for the same Cluster-Season-Year combination were averaged and the 
sum of the corresponding core areas was determined and used for this model 
term (Area). Additionally, the maximum distance between sampling locations 
in each Cluster was determined so that the geographic extent covered by each 
could be accounted for in the model (Maximum distance). Samples from 
Clusters with a greater geographic extent might be expected to exhibit higher 
heterogeneity in faunal composition among samples than those from within a 
smaller geographic area. Maximum distance was used instead of total area 
covered by a Cluster as there were some Clusters represented by one to two 
sampling locations and the area could not be determined.  
Diversity  
The spatio-temporal patterns in two commonly used measures of diversity 
were modeled here. Species richness, or the number of species present, is 
known to be sensitive to differences in sampling effort and processing 
methodologies (Clarke and Warwick, 2001), however the model was designed 
to take some account of these discrepancies and allow for a cautious 
examination of richness over time. Richness was determined for each 
sampling location and the average richness was determined for each Cluster-
Season-Year combination for analysis. The Simpson Index is more robust to 
differences in sampling effort than other diversity indices and reflects the 
probability that any two individuals drawn from a sample are from the same 
species (Clarke and Warwick, 2001). Its use here served as another ‘check’ to 
make a sound examination of diversity over time using the collated datasets. 
The Simpson Index was calculated for each station based on the relative 
abundance data using the vegan package in R, which calculates 1-Simpson’s 
(Oksanen et al., 2018), whereby larger values correspond with greater 
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evenness in abundance among species (Clarke and Warwick, 2001). With 
Simpson Index determined for the original sampling locations the average was 
determined for each Cluster-Season-Year combination for use in the model.  
Final dataset reduction   
The dataset was reduced to include Clusters represented in at least two or 
more years, which served to reduce heterogeneity of variance with respect to 
Cluster as far as ensuring that there were multiple representatives for each 
Cluster. In addition, years represented by only a single Cluster were not 
included, as a single Cluster would not provide an adequate representation of 
a harbour within a given year. Reducing the dataset to years with a large 
number of Clusters would have been prohibitively restrictive, however, and 
years with at least two Clusters were retained. Several surveys retained 
following the dataset review were ultimately excluded from the final analyses 
of this study. This included several Chichester Harbour datasets of a very 
reduced taxonomic resolution due to the aims of the study relating to bird prey 
availability (EMU Ltd. 2007; 2008; MESL, 2013), which were incorporated into 
a low taxonomic resolution dataset not examined here. For Langstone 
Harbour, Martin (1973) used only a 1mm mesh for sample processing and was 
the only survey included following the review of the datasets to do so. 
Therefore, the effect of the 1mm mesh (which was revealed by a much lower 
diversity compared to other surveys in preliminary analyses) was confounded 
with year. These data were excluded to better examine the survey data in 
which a smaller mesh size was used for processing. This meant that there 
were some survey datasets included for the spatial analyses that were 
excluded from analysis in the final model. The mean coordinates calculated 
for the Clusters were not adjusted despite the removal of these datasets as 
the identified clusters essentially represent ‘stations’ and can be applied to 
future analyses where these extra datasets may be included. Further, the 
maximum distance between locations within a cluster were recalculated where 
removal of these datasets affected this measure prior to analysis.   
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Baseline model summary  
The GAMMs used to test for spatio-temporal patterns of change in diversity 
were performed in R (R Core Team, 2018) using the ‘mgcv’ package (Wood, 
2018). To test for consistency in patterns of change in diversity across the 
three-harbour system, which may indicate the importance of a regional driver 
acting across the harbours, a Harbour x Ten year interaction was tested with 
respect Richness or Simpson Index. To examine within-harbour patterns of 
change, which may be driven by differences in local conditions, a SSSI unit x 
Ten year interaction was tested in a second model with respect to the diversity 
indices. Because the Simpson Index is a non-binomial proportion (i.e not in 
the form x out of y cases (Warton and Hui, 2011), the GAMM was specified as 
beta regression with a logit link function (Pya and Wood, 2017), whereas the 
GAMM for species richness was specified using the Poisson family and a log 
link function as in Zuur et al. (2007), as richness is a form of count data. 
Because the average richness was taken across Cluster-Season-Year 
combinations, averages were rounded to the nearest whole number for use in 
the Poisson model, as the data must be integers for this model to work. The 
model-fitting method was specified as Restricted Maximum Likelihood 
(REML), as REML and Maximum Likelihood (ML) are ‘preferable’ methods for 
smoothness selection in a GAM as they are less affected by local minima 
(Wood, 2018) and compared to ML, REML produces less biased parameter 
estimates for mixed effect models (Thomas et al., 2017). The baseline 
covariates included in these models and their specification within the models 
are presented in Table 2.1. Categorical variables that were not included in the 
interaction term of interest were specified in a smoothed term as random 
factors in the model. However, if there were less than five levels of the factor, 
it was specified as fixed, as the ability to estimate variance of the whole 
population of factor levels would be insufficient (Thomas et al., 2017). The 
default and ‘optimal’ thin plate regression smoother (Wood, 2003) was used 
to smooth continuous covariates to account for potentially non-linear 
relationships with the diversity indices. The steps for running the models and 
selecting the final model included: 1) releveling the categorical variables, 2) 
prioritizing terms in the starting model if the ‘ideal’ model (Table 2.1) was not 
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numerically feasible, 3) adjusting and assessing the appropriateness of the 
smoothing 4) sequentially dropping non-significant covariates, and 5) checking 
for overdispersion in Poisson models (Thomas et al., 2017).  
1) Releveling:  
Prior to running the model, the subclass of each categorical variable with the highest 
‘n’ was determined and was designated as the reference level for analysis, as 
suggested by Peng and MacKenzie (2014) as a means of minimizing total variance 
of the estimators in categorical regression models. 
2) Term prioritization:  
For the SSSI unit x Ten year models, not all terms specified in the ‘ideal’ model (Table 
2.1) could be included due to numerical constraints that prevented the model from 
running. As the interaction term of interest could not be tested in the presence of 
Cluster, when all other covariates were removed, Cluster was removed from the 
model.  
3) Smoothing: 
For the continuous covariates only, Area and Max distance were initially smoothed, 
using the thin plate regression smoother and the default value for the basis dimension 
(‘k’), or the upper limit on the estimated degrees of freedom (Wood, 2017). If model 
diagnostics (using ‘gam.check’ in the mgcv package in R) indicated that the default 
was too low, or if the model would not run at the default value, the basis dimension 
was adjusted (Appendix 3). Once the appropriate k was selected, if the estimated 
degrees of freedom used by the smoothed term totaled to one, this indicated a linear 
relationship and the smoother was removed from the term in question. 
4) Dropping non-significant baseline covariates  
 Following term prioritization and smoothing selection, non-significant baseline 
covariates were dropped from the model sequentially in order of highest to lowest p-
value (significance assessed at alpha = 0.05). The main effects included in the higher 
order interaction term were always retained in the model.   
5) Diagnostics  
Poisson model overdispersion statistics were 1.17 (Harbour) and 1.28 (SSSI) and 
were deemed acceptable (i.e. not > 2 or <0.7; Thomas et al., 2017). Beta regression 
models inherently account for heteroscedasticity and skewness with respect to the 
data being between 0 and 1 (Cribari-Neto and Zeileis, 2010). 
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Table 2.1. Description of baseline model terms developed for modeling spatio-temporal patterns in diversity in a 
GAMM. Continuous covariates that were smoothed are denoted by ‘s()’.    
Model term Description (Harbour x Ten year model) Description (SSSI unit x Ten year model) 
Response 
Diversity (Simpson Index or Richness) 
determined for original faunal sampling 
location replicates and averaged across 
locations within the same Cluster-Season-
Year combination.  
As for the Harbour x Ten year model  
Ten year 
Fixed effect (factor) expressed in the 
interaction Harbour x Ten year; the term of 
interest to test for consistent patterns of 
change in diversity among the three harbours 
over time.  
Fixed effect (factor) expressed in the 
interaction SSSI unit x Ten year; the term of 
interest for investigating within-harbour 
patterns of change over time in diversity.  
Year 
Random effect (factor) nested in Ten year to 
account for the non-independence of 
observations derived from the same year. 
Specified as a random effect using a 
smoothed term.  
As for the Harbour x Ten year model  
Harbour 
Fixed effect (factor) expressed in the 
interaction Harbour x Ten year; the term of 
interest to test for consistent patterns of 
change in diversity among the three harbours 
over time.   
Fixed effect (factor) included to account for 
the non-independence of observations 
derived from the same harbour (not treated as 
random effect because only 3 levels).  
SSSI unit 
Random effect (factor) nested in Harbour to 
account for non-independence of 
observations derived from the same areas of 
a harbour (on a larger spatial scale than 
Cluster from which the data were derived). 
Specified as a random effect using a 
smoothed term.  
Fixed effect (factor) expressed in the 
interaction SSSI unit x Ten year; the term of 
interest for investigating within-harbour 
patterns of change over time in diversity.  
Cluster 
Random effect (factor) nested in SSSI unit 
and Harbour to account for repeated 
measures (repeat sampling of the same 
location on the smallest scale investigated 
here). 
As for the Harbour x Ten year model  
Season 
Fixed effect (factor) included to account for 
seasonal effects (not treatd as random effect 
because only 4 levels).  
As for the Harbour x Ten year model  
s(Max 
distance) 
Continuous covariate smoothed to account 
for a potentially non-linear relationship with 
diversity. Reflects maximum distance 
between sampling locations within a Cluster.    
As for the Harbour x Ten year model  
s(Area) 
Continuous covariate smoothed to account 
for a potentially non-linear relationship with 
diversity. Reflects the total area of the cores 
for which the faunal data are represented (to 
account for differences in sample size, 
number of replicates, and numbers of 
sampling locations per Cluster.) 
As for the Harbour x Ten year model  
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Faunal composition 
To identify the taxa that underpinned temporal shifts in diversity with respect 
to Ten year, a SIMPER procedure was carried out in R using the ‘vegan’ 
package (Oksanen et al., 2018) for SSSI units in which temporal change was 
substantial (judged by non-overlapping standard errors on the observed 
diversity values or those predicted from the final models). The SIMPER 
procedure was conducted using Bray-Curtis dissimilarities derived from the 
square root transformed relative abundance data for the respective SSSI unit-
Ten year categories. A square root transformation was applied to take some 
account of rarer taxa in determining dissimilarity over time at a given location 
(Clarke and Warwick, 2001). For SSSI units that exhibited temporal change in 
Simpson Index, a comparison was made of the taxa contributing most to the 
change over time, as determined by the SIMPER procedure. For SSSI units 
that exhibited temporal change in richness, a comparison was made of the 
taxa gained or lost over time as determined from the dataset. These 
comparisons were made to determine if consistent patterns of change over 
time at different SSSI units were underpinned by the same species across, as 
this could indicate an independence of taxonomic changes from local within-
SSSI unit conditions.   
2.2.2 Environmental drivers of diversity 
Data collection and preparation 
The environmental variables selected to investigate the relationship of local 
environmental conditions with diversity included those which characterize the 
sedimentary habitat in which the fauna reside, characteristics of water quality, 
which may govern patterns of distribution based on physiological tolerances, 
and/or measures linked to anthropogenic impacts on intertidal habitats. Data 
were derived from the sources listed in Figure 2.2 and preparation of the data 
is described briefly for each variable below, with full details provided in 
Appendix 4.  
% Silt and % Algal cover 
Derived from the historic survey reports (i.e. environmental conditions were 
directly linked to the time and location of faunal sampling) were % silt content 
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of the sediment and % algal cover. Silt content (fraction of the sediment <63µm 
according to the Wentworth scale (Wentworth, 1922) gives a measure of 
sediment grain size. Faunal distributions are not necessarily linked to grain 
size itself, rather the hydrodynamic regime influences grain size and factors 
linked to grain size, such as organic matter content, pore-water chemistry, and 
microbial composition and generally influences larval supply and particulate 
flux to an area, ultimately affecting faunal distributions and food supply 
(Snelgrove and Butman, 1994). With respect to % algal cover, quantitative 
records of macroalgal cover from the historic surveys were used, which in 
some cases included records of brown algae (e.g. Fucoids) that could not be 
distinguished from the opportunistic green macroalgal taxa that typically form 
mats on the mudflats of Chichester, Langstone, and Portsmouth Harbours 
(e.g. Ulva spp. and Enteromorpha spp.) (EA, 2016). The mats form as a result 
of excess nitrogen entering the coastal system from agricultural, sewage, and 
other coastal background sources and are an indicator of eutrophication (EA, 
2016). The presence of algal mats promotes the development of anaerobic 
conditions beneath the mats, which contributes to dominance by infaunal taxa 
that are tolerant to the conditions (Nicholls et al., 1981). Additionally, the 
presence of the algal mats may negatively affect taxa that feed at the sediment 
surface (Soulsby et al.1982; Raffaelli et al. 1998). Epifaunal species may 
benefit, however, from the provision of habitat and refuge presented by the 
algal mats (Raffaelli et al., 1998). The average % silt and average % algal 
cover was determined for each unique Cluster-Season-Year combination, as 
for the faunal data from within the historic surveys.    
Salinity and nitrogen 
Water quality datasets held by the Environment Agency (EA) were acquired 
under open and conditional licenses (see Appendix 4) with data from the 
1970s to 2015. Data collected from a set of sample points referenced in the 
EA’s Nitrate vulnerable zone (NVZ) designation reports for Portsmouth, 
Langstone, and Chichester Harbours (EA, 2016) were linked to the nearest 
faunal Cluster. Many of these stations exhibited good temporal coverage for 
water quality variables that could be used to characterize the area of faunal 
sampling. EA environmental data from within 1km of the faunal Cluster in 
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question were linked to the faunal data. The 1km distance provided a buffer 
for year-to-year relocation of EA sampling stations as well as avoiding a 
prohibitive loss of the environmental data available that would result from a 
smaller cutoff distance. Therefore, the 1km distance served to characterize the 
environmental conditions in the general area of a faunal Cluster, rather than 
at the precise location of the Cluster.  
Within-year averages for salinity and dissolved available inorganic nitrogen 
(DAIN) were calculated relative to the faunal sampling dates. Salinity was of 
interest here as species distributions are in part governed by physiological 
tolerances to salinity (Snelgrove, 1999), which varies along estuarine 
gradients from freshwater inputs to the estuary to marine conditions at greater 
distances from these. The relationship between diversity and the spatio-
temporal patterns in nitrogen concentration were of interest as Chichester, 
Langstone, and Portsmouth Harbours are nitrogen limited and nitrogen is 
another indicator of eutrophication (EA, 2016).  
Proximity to major river and anthropogenic inputs 
The distance of a faunal sampling location to major freshwater sources was 
investigated as distance to freshwater correlates with other environmental 
conditions that are of direct interest (i.e. gradients in salinity, nutrients, other 
pollutants associated with land runoff or direct discharge). Whereas 
investigating the environmental drivers directly was limited by the data 
available for a given water quality variable, distance from freshwater could be 
calculated with respect to a majority of faunal stations, allowing for the 
inclusion of most of the available faunal data in the model. The input of only 
the largest watercourses entering the harbours, as identified in the Cefas 
Sanitary Survey reports, were used (Cefas 2013a, 2013b, 2013c). These were 
the River Wallington (Portsmouth Harbour), Hermitage and Lavant Stream 
(Langstone Harbour), and River Ems and River Lavant (Chichester Harbour). 
The distance of a faunal sampling location to major sewage treatment works 
(STW) or other trade discharge sites was investigated as distance to these 
correlates with gradients of nutrient or other pollution (e.g. chemical), as well 
as salinity gradients. Anthropogenic discharges for each harbour included 
Chichester, Thornham, and Bosham STWs at Chichester Harbour, outlets 
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from Budds Farm at Langstone Harbour, and a historic trade discharge at 
Haslar in Portsmouth Harbour. The characteristics each of these discharges 
and calculation of the distances with respect to freshwater and anthropogenic 
inputs are detailed in Appendix 4.   
Trace Element Pollution Index (TEPI) 
To make a global characterization of sediment trace element (TE) pollution, 
the Trace Element Pollution Index (TEPI) described by Richir and Gobert 
(2014) was used based on concentrations of Arsenic, Cadmium, Chromium, 
Copper, Iron, Lead, Mercury, Nickel, and Zinc in the <63µm fraction of the 
sediment. Data were derived from the EA database and samples collected and 
analyzed by Dr. Jonathan Richir (University of Portsmouth) from 2014. As for 
the other water quality measures, data for TE contamination was linked to 
nearby (<1km) faunal Clusters for analysis. TE sampling did not always fall in 
the same season each year and in some cases took place in months that 
followed the period of faunal sampling in a given year. Therefore, the average 
TEPI given for the year of faunal sampling and for the year prior to faunal 
sampling was linked to the faunal data. Full details of TEPI preparation are 
provided in Appendix 4.  
  
Figure 2.2. Overview of environmental data sources  
Data sources
Within survey 
report
% Silt Content
% Algal cover
Location of 
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Water quality 
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Other external 
reports
Limited water quality 
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Location of 
anthropogenic 
discharges
Major freshwater inputs 
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Environmental model summary  
To investigate the importance of local environmental conditions as drivers of 
macroinvertebrate diversity, GAMMs were used to test for the relationships 
between the selected environmental variables and Richness or Simpson 
index, respectively.  The relationships were investigated using the collective 
long-term data from the three-harbour system, as the nature of the relationship 
between diversity with a given environmental variable was not expected to 
vary in space or time. An exception to this expectation is described below. The 
relationship between each environmental variable of interest and diversity was 
tested separately as it was not numerically feasible to include all environmental 
variables in one model to subsequently search for the best combination of 
variables relating to diversity. In addition, the spatial and temporal coverage of 
each environmental variable differed. Running the model separately allowed 
for all data for a given environmental variable to be used to examine its 
relationship with diversity.  
The basic specifications of the models and smoothers were as described for 
the baseline model (i.e. beta regression and Poisson, REML model-fitting, 
smoothed random effects and thin plate regression smoothers on continuous 
variables). For the non-spatial variables of interest (% silt, % algal cover, 
salinity, DAIN, TEPI), the environmental variable was smoothed and the model 
included two additional terms compared to the baseline model. These were 
included to account for spatial and temporal correlative structures in the data, 
as space and time effects were not being directly tested in these models. To 
account for potential temporal non-independence, a term for the total number 
of days from an origin, here January 1, 1960, was used in the model to place 
faunal sampling dates on a temporal scale relative to one another. Where 
specific sampling dates were not listed with the faunal survey data, the 
following approach was taken:  
a. Calendar day not specified: use the first of the month 
b. Multiple days sampled, but not specified by sample station: use the 
median sample date 
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c. Multiple months listed, but calendar days not specified by sample 
station: use the median between the first day of the first month and the 
last day of the last month of sampling  
d. Multiple years sampled: use the median year unless the majority of 
samples were taken in one year 
As a continuous covariate, the number of days since the January, 1960, origin 
was treated as a smoothed term, where numerically feasible, to account for 
potentially non-linear relationships with diversity. To account for spatial non-
independence among sampling locations, the mean coordinates for sampling 
locations within Clusters were determined in QGIS and used in a smoothing 
term in the GAMM. Specifically, the interaction of the coordinates was modeled 
using a tensor product smoother. This type of smoother is appropriate when 
both covariates in the smoother are of equal importance and if the covariates 
are on different scales, which was considered to be the case here due to the 
irregularity of sampling distribution in the harbours (Zuur and Camphuysen, 
2012). This approach was used by Henrys et al. (2015), who modeled soil 
microbial community composition by broad habitat and calcium carbonate 
content while accounting for the non-independence of samples taken from 
within the same 1km square (equivalent to Cluster or SSSI unit for this study) 
using a random term and large-scale spatial patterns with a tensor product 
smoother on the geographic coordinates to examine the importance of the key 
environmental covariates.  
For the Distance to anthropogenic discharge and Distance to freshwater input 
variables (the spatial variables), the spatial effect was of direct interest and 
therefore the tensor smoother on the Cluster coordinates and SSSI unit were 
excluded from the model. Cluster was retained to account for repeated 
measures. These Distance variables merely correlate with environmental 
variables that may directly or indirectly affect the suitability of the mudflat 
habitat for the fauna, instead of directly affecting the fauna. Therefore, it is 
possible that the relationship between Distance and diversity could vary with 
respect to Year, if, for example, sewage treatment practices were improved 
and discharges contributed very low nutrients to the nearby habitat compared 
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with previously. Additionally, the relationship with Distance could vary with 
respect to Harbour if the discharges are from different sources (e.g. trade vs. 
sewage), which may have different effects on the fauna in proximity to the 
discharges. Similarly, for freshwater inputs if management practices reduce 
agricultural runoff over time or if the freshwater sources have industrial vs. 
agricultural inputs, there may be different relationships of distance with 
diversity over time and/or with respect to Harbour. As such, the Distance x 
Year and Distance x Harbour interactions were tested in the same model to 
test for time- and harbour-dependent changes in the direction of the 
relationship of Distance with diversity. In absence of significant interactions, 
Distance was smoothed to test for a potentially non-linear relationship with 
diversity. The term for Days Since 0 was excluded from this model, as the time 
effect was of direct interest.  
A summary of the model terms used to test for relationships between 
environmental variables and diversity are presented for the spatial and non-
spatial variables in Table 2.2. As for the baseline models, the modeling 
process started with releveling, followed by term prioritization, assessing the 
smoothing of the included continuous terms (adjusting or dropping), dropping 
non-significant baseline covariates sequentially, and diagnostics. To relevel 
with respect to the subsets of faunal data with corresponding environmental 
data, for each environmental variable of interest the subclass of each 
categorical variable with the highest ‘n’ was determined and was designated 
as the reference level for analysis. For non-spatial environmental variables, 
the ‘ideal’ model structure (Table 2.2) could not be achieved in all cases and 
the approach to term prioritization is detailed in Appendix 3.  For the Distance 
variables, all terms outlined in Table 2.2 were included in the starting model. 
Releveling, assessing the appropriateness of the smoothing (Appendix 3), 
sequentially dropping non-significant baseline covariates and checking model 
diagnostics were again employed. If the Distance x Year or Distance x Harbour 
interactions were non-significant (as determined from the final model from 
which non-significant baseline covariates had been dropped), the interaction 
term with the lowest p-value was dropped from the subsequent model. The 
remaining interaction term was tested in the full model with all baseline 
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covariates. If the second interaction was also identified as non-significant, this 
was dropped from the subsequent model and the relationship of Distance with 
diversity was investigated in the full model with all baseline covariates and 
Distance smoothed to account for a potentially non-linear relationship with 
diversity. The same model selection process was employed for the final model. 
When the respective interaction terms were dropped, the Year term was then 
specified as a random effect in the model and the Harbour term was specified 
as a fixed effect in the model. The model for richness with respect to TEPI 
indicated underdispersion (0.544). Removal of the Year term from the model, 
and testing the model as quasipoisson (Thomas et al., 2017) did not improve 
it. Thus, the results of this model must be interpreted with caution. All other 
richness model overdispersion statistics were > 0.7 and < 2 and were deemed 
acceptable (Thomas et al., 2017).    
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Table 2.2. Description of model terms developed for modeling relationships of environmental variables with diversity in a GAMM. Smoothed continuous covariates denoted by ‘s()’ and ‘te()’.    
Model term Description (non-spatial environmental variables) Description (spatial variables) 
Response 
Diversity (Simpson Index or Richness) determined for original faunal sampling 
location replicates and averaged across locations within the same Cluster-Season-
Year combination.  
As for non-spatial model 
Environmental 
 Non-spatial environmental variables (% silt, % algal cover, salinity, DAIN, TEPI) 
were smoothed to account for potentially non-linear relationships with diversity. 
Relationships with diversity were modeled separately for each variable of interest.  
Distance from anthropogenic discharge OR from freshwater input expressed in the 
additive two-way interaction terms Distance x Year + Distance x Harbour used to 
test for time- and harbour-dependent changes in the relationship of Distance with 
diversity. In absence of significant interactions, Distance was smoothed.  
Harbour 
Fixed effect (factor) included to account for the non-independence of observations 
derived from the same harbour (not treated as random effect because only 3 
levels).  
Fixed effect (factor) in the interaction Distance x Harbour term of interest to test for 
harbour-dependent changes in the relationship of Distance with diversity. If this 
interaction was dropped from the model, Harbour was specified as a fixed effect.  
Year 
Random effect (factor) to account for the non-independence of observations 
derived from the same year. Specified as a random effect using a smoothed term.  
Fixed effect (factor) in the interaction Distance x Year term of interest to test for 
time-dependent changes in the relationship of Distance with diversity. If this 
interaction was dropped from the model, Year was specified as a random effect 
using a smoothed term.  
SSSI unit 
Random effect (factor) nested in Harbour to account for non-independence of 
observations derived from the same areas of a harbour (on a larger spatial scale 
than Cluster). Specified as a random effect using a smoothed term.  
Not included  
Cluster 
Random effect (factor) nested in SSSI unit and Harbour to account for repeated 
measures (repeat sampling of the same location on the smallest scale 
investigated here).  
As for non-spatial model 
Season 
Fixed effect (factor) included to account for seasonal effects (not treated as 
random effect because only 4 levels).  
As for non-spatial model 
s(Max distance) 
Continuous covariate smoothed to account for a potentially non-linear relationship 
with diversity. Reflects max distance between sampling locations within a Cluster.    
As for non-spatial model 
s(Area) 
Continuous covariate smoothed to account for a potentially non-linear relationship 
with diversity. Reflects the total area of the cores for which the faunal data are 
represented.  
As for non-spatial model 
te (X, Y)  
Tensor smoother on Cluster mean British National Grid coordinates used to 
account for spatial autocorrelation. 
Not included  
s(Days since 0) 
Continuous covariate smoothed to account for a potentially non-linear relationship 
with diversity. Reflects # days faunal sampling date is from Jan 1, 1960, to place 
survey dates on a continuous temporal scale to account for temporal correlation. 
Not included  
 42 
 
2.3 RESULTS 
2.3.1 Faunal datasets  
Twelve out of fifteen datasets reviewed from Chichester Harbour, ten out of 
fifteen from Langstone Harbour, and eleven out of twelve datasets reviewed 
from Portsmouth Harbour were retained post-review for the subsequent data 
collation and spatial analyses. Provided in Appendix 1 are the full dataset 
review tables, a summary of the included and excluded datasets with reasons 
for exclusion, and details of the decisions made to handle the idiosyncrasies 
of the datasets and exceptions that were made to the prioritized criteria during 
the review (hand core samples processed over 0.5mm). The distribution of the 
sampling locations corresponding with these post-review datasets are 
presented in Figure 2.3. The cluster analysis carried out for between faunal 
sampling location distances (across all years) resulted in the identification of 
135 Clusters for 325 sampling locations in Chichester Harbour, including the 
locations for the low resolution bird prey surveys, 52 Clusters for 105 faunal 
sampling locations in Langstone Harbour, and 59 Clusters for 138 faunal 
sampling locations were identified in Portsmouth Harbour. These are 
presented in Figure 2.4 along with the SSSI unit boundaries within and around 
each harbour.  
The distribution of Clusters within the SSSI units represented in the final 
reduced dataset used for faunal analyses is presented in Figure 2.5 for each 
harbour. The dataset was reduced to include Clusters represented in at least 
two or more years and years represented by only a single Cluster were not 
included. Additionally, this dataset excluded the three low resolution datasets 
from Chichester Harbour (EMU Ltd. 2007; 2008; MESL, 2013) and one 
additional dataset from Langstone Harbour Martin (1973) due sieve mesh size. 
The representation of each Cluster and SSSI unit with respect to year in the 
final reduced dataset used for analysis is presented in Appendix 5.  
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Figure 2.3. Faunal sampling locations corresponding with the intertidal survey 
datasets retained post-review. A) Chichester Harbour: The 1978-1980 survey 
took place across seasons and years and the 2012-2013 survey that took place 
over the winter of 2012-13. 1Withers et al. (1978); Thomas and Culley (1982), 
2Thomas and Culley (1982); Thomas (1987), 3Thomas and Culley (1982); 
Thomas (1987), 4Thorp (1998), 5Unicomarine and Rees-Jones (2004), 6ERT 
(2006), 7EMU Ltd (2007), 8EMU Ltd (2008), 9CMACS (2012), 10Watson et al. 
(2012), 11MESL (2013), 12Herbert et al. (2013). Surveys 7, 8, 11, retained post-
review, were excluded from final analyses. B) Langstone Harbour: 1Martin 
(1973), 2Soulsby et al. (1982), 3Withers (1980), 4Smith et al. (1986), 5EMU, 
Southern Science (1992), 6ERT (2006), 7CMACS (2012), 8EA (2014), 9This 
thesis, 10Thomas et al. (2016). Survey 1 retained post-review was excluded from 
final analyses. C) Portsmouth Harbour: 1Auckland (1989), 2Garrity (1989), 
3Thomas et al. (1989a), 4Ames (1990), 5Butcher (1996), 6Unicomarine and 
Rees-Jones (2004), 7EA (2008), 8EA (2011), 9Watson et al. (2012), 10MESL 
(2014), 11This thesis. Survey 5 sample locations correspond with the transect 
locations rather than sample stations within a transect. 
A B 
C 
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Figure 2.4. Clusters of sampling locations as determined by cluster 
analysis on the between sampling location distances using group average 
linkage with a 200m cutoff. Clusters are randomly colored for visualization, 
mean cluster coordinates are denoted by crosses, and the SSSI units 
subdividing the harbours based on habitat, management, or tenure are 
denoted by different colored polygons. A) Chichester Harbour: 135 
clusters of 325 intertidal survey stations, B) Langstone Harbour: 52 
clusters of 105 intertidal faunal sampling locations, C) Portsmouth 
Harbour: 59 clusters of 138 intertidal survey stations.   
 
A B 
C 
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Figure 2.5. Distribution of Clusters represented in the final reduced dataset 
with the SSSI units in which the Clusters occur labeled by number (assigned 
by Natural England). SSSI unit numbers in common between harbours do 
not indicate similarity. A) Chichester Harbour, B) Langstone Harbour, C) 
Portsmouth Harbour. 
A B 
C 
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2.3.2 Baseline model results  
The final GAMMs revealed that patterns of change over time differed significantly 
by harbour with respect to richness and differed by within harbour location (SSSI 
unit) with respect to both richness and Simpson Index (Table 2.3). This highlights 
the relevance of conditions on the within-harbour scale for driving patterns of 
change in diversity, rather than a regional driver dominating the patterns of 
change consistently over the three-harbour system. Langstone Harbour exhibited 
a pronounced increase in richness in the 2007-2016 period compared with 1977-
1986 and 1997-2006, whereas there was a decrease in richness from the latter 
two periods to 2007-2016 at Chichester Harbour, and Portsmouth Harbour 
exhibited a general increase in richness over time, but this increase was not as 
pronounced as for Langstone Harbour (Figure 2.6B).  
Table 2.3. Final model outputs of Simpson Index (beta regression with logit link function) and of richness (Poisson with 
log link function) with respect to space and time for the Compiled dataset (n=136). Outputs are Wald tests of significance 
and are given for each term in the final model following the selection process: degrees of freedom/estimated degrees 
of freedom for smoothed terms (df), Chi-square test statistic, p-value evaluated at alpha=0.05 for statistical significance 
(denoted by * for term of interest), and % deviance explained. Smoothed terms are denoted by ‘s()’.  
Response Model Term df Chi-sq p-value % Dev 
Simpson 
Index 
Ten year x 
Harbour 
Ten year x Harbour 4 7.591 0.108 
7.58 Ten year 2 0.913 0.633 
Harbour 2 2.821 0.244 
Ten year  
x SSSI unit 
Ten year x SSSI 
unit 
26 41.180 0.030* 
40.6 
Ten year 3 3.510 0.320 
SSSI unit 25 34.220 0.103 
Richness 
Ten year x 
Harbour 
Ten year x Harbour 4 31.543 <0.001* 
66.3 
Ten year 2 6.852 0.033 
Harbour 2 24.897 <0.001 
Season 3 29.558 <0.001 
Area 1 6.410 0.011 
S(Cluster) 18.145 32.790 0.035 
S(SSSI unit) 9.387 25.560 0.045 
Ten year  
x SSSI unit 
Ten year x SSSI 
unit 26 66.83 <0.001* 
69.2 Ten year 3 4.791 0.188 
SSSI unit 25 65.515 <0.001 
S(Year) 
 
 
S(Year) 
3.182 3.172 0.008 
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With respect to patterns of change at the within-harbour scale, SSSI units from 
Chichester (CH-) and Langstone (LH-) Harbours including CH-17, CH-24, CH-31, 
CH-32 and LH-11 exhibited pronounced temporal change in Simpson Index 
(Figure 2.7A) and SSSI units CH-17, CH-20, CH-12, CH-30, CH-31, LH-11, LH-
6, and LH-9 exhibited pronounced temporal change with respect to richness 
(Figure 2.7B). To compare temporal change and the taxa underpinning this with 
Portsmouth Harbour, changes at SSSI units PH-4 and PH-16 were also 
investigated although the changes were not identified as pronounced (i.e. error 
bars on the observed values, or predicted values where absent from observed, 
were overlapping).  
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Figure 2.6. A) Observed mean Simpson Index (+SE) by harbour (x-axis) for each decade and B) Fitted richness and 
(+SE of the fit) as predicted by the Harbour x Ten year model in which with all model covariates held constant except 
for Harbour and Ten year. The observed values are presented for Simpson Index because the final model did not 
include any covariate terms. Diversity indices are presented for the Ten year-Harbour combinations for which data 
were available to derive the models. Significant Harbour x Ten year interactions were revealed with respect to 
richness only.  
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Figure 2.7. A) Observed mean Simpson Index (+SE) by SSSI unit for each decade and B) Fitted richness and 
(+SE of the fit) as predicted by the SSSI unit x Ten year model in which Year was held constant. The observed 
values are presented for Simpson Index because the final model did not include any covariate terms. Diversity 
indices are presented for the Ten year-SSSI unit combinations for which data were available to derive the 
models. SSSI units are represented by harbour letter codes (CH- Chichester, LH – Langstone, PH- Portsmouth) 
followed by the SSSI unit number. Significant SSSI unit x Ten year interactions were revealed with respect to 
both diversity indices. 
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Consistent patterns of change were observed in changes in richness and 
Simpson Index at different SSSI units, however the taxa underpinning these 
changes varied by location. For SSSI units that exhibited the same temporal 
patterns of change in richness, an assessment of the taxa gained or lost over time 
revealed that few were in common and the majority of taxa contributing to change 
differed, despite common trends in change in richness (Table 2.4). One exception 
to this was at SSSI units CH-17 and CH-20 for which 16 taxa in common were 
linked to the identified decrease in richness between 1977-1986 and 1997-2006. 
These SSSI units are adjacent to one another in Thorney Channel at Chichester 
Harbour. As determined by the SIMPER procedure (outputs Appendix 6), the key 
taxa contributing to temporal change in the SSSI units exhibiting changes in either 
diversity measure from each of the harbours were the mud snail Peringia 
ulvae/Hydrobiidae, the opportunistic oligochaete Tubificoides benedii, worms of 
the family Cirratulidae, and Nematodes. These were the most dominant taxa 
across the harbours in terms of relative abundances.  
Table 2.4.  SSSI units exhibiting consistent patterns of change in richness (direction of change over time indiated as 
increasing or decreasing by arrow). Taxa that were gained or lost that are ‘common’ or ‘differing’ between the SSSI 
units are enumerated. PH SSSI units sampled in 1987-1996 were compared with the most relevant periods sampled in 
other harbour SSSI units.  
SSSI units  Period Direction of Change  Common  Differing  
LH-11 and CH-31 1977-1986 vs. 2007-2016 ↑ 3 51 
LH-11 and CH-31 1997-2006 vs. 2007-2016 ↑ 6 44 
LH-6 and LH-11 1997-2006 vs. 2007-2016 ↑ 6 47 
LH-6 and CH-31 1997-2006 vs. 2007-2016 ↑ 11 53 
PH-16 and LH-11 1987-1996/1997-2006 vs. 2007-2016 ↑ 4 27 
PH-16 and CH-31 1987-1996/1997-2006 vs. 2007-2016 ↑ 3 45 
PH-16 and LH-6 1987-1996/1997-2006 vs. 2007-2016 ↑ 5 44 
CH-12 and CH-30 1977-1986 vs.1997-2006 ↑ 4 25 
PH-4 and CH-12 1977-1986/1987-1996 vs.1997-2006 ↑ 3 23 
PH-4 and CH-30 1977-1986/1987-1996 vs.1997-2006 ↑ 2 22 
PH-4 and CH-30 1997-2006 vs. 2007-2016 ↓ 3 23 
PH-4 and CH-27 1977-1986/1987-1996 vs.1997-2006 ↑ 5 17 
PH-4 and CH-27 1997-2006 vs. 2007-2016 ↓ 3 15 
CH-17 and CH-20 1977-1986 vs.1997-2006 ↓ 16 11 
CH-17 and CH-20 1997-2006 vs. 2007-2016 ↓ 6 31 
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A comparison of the taxa contributing most to change over time as determined by 
the SIMPER procedure are presented for SSSI units with comparable patterns of 
change, as it was of interest to determine if change in the same taxa were driving 
the observed patterns across locations (Table 2.5 and 2.6). While some of the top 
contributing taxa to change were in common in most cases, the direction of 
change in the relative abundances of these taxa were not always consistent 
between SSSI units over time. The relative importance of additional taxa as 
contributors to change also differentiated the compositional change between 
SSSI units where the same patterns of change over time were observed.  
Table 2.5. Comparison of taxa contributing most to the change in Simpson Index for Chichester Harbour SSSI units 
exhibiting the same patterns of change. Direction of change is indicated by increasing or decreasing arrow relative to 
the listed time period. The cumulative proportion of the contribution to Bray-Curtis dissimilarity attributed to each taxon 
is represented up to at least 0.70. Tubificoides pseudogaster agg is presented as ‘T. pseudogaster.’ 
Period  
Direction 
of change 
CH-17 
Cumulative 
contribution 
CH-24 
Cumulative 
contribution 
1977-1986 vs. 
1997-2006 ↑ 
Nematoda 0.120 Peringia ulvae 0.127 
Peringia ulvae 0.232 Tubificoides benedii 0.241 
Corophiidae 0.316 Capitella 0.352 
Tubificoides benedii 0.394 Cirratulidae spp 0.435 
Streblospio 0.457 Nereididae 0.513 
Cirratulidae spp 0.513 Tubificid sp  0.591 
Littorina saxatilis 0.568 Nematoda 0.644 
Abra 0.618 Nephtys 0.685 
T. pseudogaster 0.664 Streblospio 0.720 
Manayunkia aestuarina 0.707     
1997-2006 vs. 
2007-2016 ↓ 
Peringia ulvae 0.205 Nematoda 0.195 
Cirratulidae spp 0.326 Peringia ulvae 0.337 
Corophiidae 0.424 Tubificoides benedii 0.458 
Nematoda 0.521 Cirratulidae spp 0.556 
Nereididae 0.594 Cyathura carinata 0.604 
Streblospio 0.651 Abra 0.646 
T. pseudogaster 0.704 T. pseudogaster 0.689 
    Nephtys 0.727 
Period  
Direction 
of change 
CH-17 
Cumulative 
contribution 
CH-32 
Cumulative 
contribution 
1977-1986 vs. 
1997-2006 ↑ 
Nematoda 0.120 Cirratulidae spp 0.259 
Peringia ulvae 0.232 Baltidrilus costatus 0.409 
Corophiidae 0.316 Peringia ulvae 0.554 
Tubificoides benedii 0.394 Tubificoides benedii 0.646 
Streblospio 0.457 Nephtys 0.716 
Cirratulidae spp 0.513     
Littorina saxatilis 0.568     
Abra 0.618     
T. pseudogaster 0.664     
Manayunkia aestuarina 0.707     
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Decreasing Simpson Index between 1997-2006 and 2007-2016 was observed at 
CH-17 and CH-24. Both also exhibited increases in Simpson Index between 
1977-1986 and 1997-2006, though this was only pronounced for CH-17. 
Nematoda, Tubificoides benedii, worms of the Cirratulidae family, and Peringia 
ulvae were among the top contributors to change with respect to both time 
periods, however patterns of change in these taxa were not consistent between 
the two locations. Also contrasting was the high contribution of the polychaete 
Capitella to change at CH-24 and the high contribution of amphipods of the 
Corophiidae family to change at CH-17. An increase in Simpson Index between 
1977-1986 to 1997-2007 was identified at CH-17 as well as CH-32. Peringia ulvae 
and T. benedii were among the top contributing species to change common to 
both SSSI units, however patterns of change in relative abundance were in the 
opposite directions with respect to both species. At CH-32, a very high relative 
abundance of Cirratulidae in 1977-1986 to its absence in 1997-2007 was the top 
contributor to change, followed by the absence to the high relative abundance of 
Baltidrilus costatus. In comparison, Nematoda was the top contributor to change 
at CH-17 and Corophiidae was also a top contributor. Both taxa exhibited 
increases in relative abundance between 1977-1986 and 1997-2006, coincident 
with decreases in the highly abundant P. ulvae and T. benedii.  
Simpson Index at PH-16 exhibited an increase between 1987-1996 and 2007-
2016. In comparison with LH-11, which also exhibited increasing Simpson Index 
within this period (between 1997-2006 and 2007-2016), Tharyx/Aphelochaeta 
was among the top contributing taxa to the differences over time for both SSSI 
units and common to both at lower contributions were Tubificoides pseudogaster 
agg. and Capitella. The patterns of change in the relative abundance of these 
taxa were only consistent for T. pseudogaster agg., however. Nematodes, 
Hydrobiidae and T. benedii were also top contributors to change at LH-11, with 
increases in Nematode relative abundance and decreases in the latter two taxa. 
At PH-16, shifts in oligochaete and Cirratulid relative abundances were among 
the key changes between time periods, with top contributors to change also 
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including T. galiciensis and T. amplivasatus, which increased from absence, and 
Chaetozone, which decreased in relative abundance with time.  
At PH-4 increasing Simpson Index was identified from 1987-1996 to 1997-2006 
and also from 2006-2007. This is comparable with the patterns at LH-11 from 
1977-1986 to 1997-2006 to 2007-2016. Key contributors to change at both SSSI 
units were T. benedii, Hydrobiidae/P.ulvae, and Nematoda, with a consistent 
direction of change in relative abundances for both locations with respect to 
Hydrobiidae/P. ulvae (increasing then decreasing) and Nematoda (increasing 
over time). Setting these locations apart, however, were the high contributions of 
Tharyx/Aphelochaeta, Chaetozone zetlandica, and Oligochaeta to change at LH-
11, the latter two taxa decreasing from high relative abundance to absence over 
time and Tharyx/Aphelochaeta increased with time. At PH-4, Corophium volutator 
was a unique top contributor and Capitella was also among the top contributors 
to change and both taxa decreased in relative abundance with time.   
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Table 2.6. Comparison of taxa contributing most to the change in Simpson Index for Portsmouth and Langstone 
Harbour SSSI units exhibiting the same patterns of change. Direction of change is indicated by increasing or decreasing 
arrow relative to the listed time period. The cumulative proportion of the contribution to Bray-Curtis dissimilarity 
attributed to each taxon is represented up to at least 0.70. Tubificoides pseudogaster agg is presented as ‘T. 
pseudogaster.’ PH SSSI units sampled in 1987-1996 were compared with the most relevant periods sampled in other 
harbour SSSI units.  
Period 
Direction 
of change 
PH-16 
Cumulative 
contribution 
LH-11 
Cumulative 
contribution 
1987-1996 
or  
1997-2006 
vs.  
2007-2016 
↑ 
Tubificoides galiciensis     0.073 Nematoda 0.196 
Chaetozone 0.138 Tharyx/Aphelochaeta 0.366 
Tharyx/Aphelochaeta 0.202 Hydrobiidae 0.476 
Tubificoides amplivasatus 0.261 Tubificoides benedii 0.571 
Tubificid indet 0.316 Ampharete lindstroemi 0.627 
T. pseudogaster  0.365 T. pseudogaster  0.673 
Capitella 0.412 Capitella 0.715 
Peringia ulvae 0.456    
Tubificoides benedii 0.496    
Streblospio 0.533    
Manayunkia aestuarina 0.566    
Abra 0.596    
Nematoda 0.625    
Eteone cf longa 0.650    
Corophium volutator 0.672    
Pygospio elegans 0.693    
Cossura 0.713     
Period 
Direction 
of change 
PH-4 
Cumulative 
contribution 
LH-11 
Cumulative 
contribution 
1977-1986 
or  
1987-1996 
vs. 
1997-2006 
↑ 
Peringia ulvae 0.216 Chaetozone zetlandica 0.190 
Tubificoides benedii 0.397 Tubificoides benedii 0.363 
Corophium volutator 0.494 Oligochaete spp  0.504 
Capitella 0.546 Hydrobiidae 0.596 
Diptera 0.596 Streblospio 0.659 
Limapontia depressa 0.636 Tharyx/Aphelochaeta 0.722 
Nematoda 0.673    
Manayunkia aestuarina 0.704     
1997-2006  
vs.  
2007-2016 
↑ 
Tubificoides benedii 0.137 Nematoda 0.196 
Peringia ulvae 0.257 Tharyx/Aphelochaeta 0.366 
Nematoda 0.365 Hydrobiidae 0.476 
Capitella 0.471 Tubificoides benedii 0.571 
Diptera 0.534 Ampharete lindstroemi 0.627 
Scoloplos armiger 0.589 T. pseudogaster  0.673 
Limapontia depressa 0.637 Capitella 0.715 
Manayunkia aestuarina 0.679    
Abra 0.719     
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2.3.3 Environmental modeling results 
Providing context to the observed differences in patterns of change in diversity 
and differences in taxa underpinning common patterns of change at the within-
harbour scale, the identified relationships between local conditions and diversity 
are presented here with a consideration of environmental variability within the 
harbours. The full model outputs for the GAMMs used to investigate individual 
local environmental conditions as drivers of patterns in macroinvertebrate 
diversity, including the starting and final model terms, are presented in Appendix 
7.  
Within survey variables: 
Algal cover  
A significant relationship between algal cover and diversity was identified with 
respect to both Simpson Index (Chi-sq = 6.369, p=0.044, estimated df= 1.749) 
and richness (Chi-sq=11.824, p<0.001, df=1) (Figure 2.8, Appendix 7 Table 
A7.1). The relationship with Simpson Index was a non-linear relationship, 
whereas the relationship with richness was identified as linear. Both models 
indicated a decrease in diversity with an increase in algal cover. For the non-linear 
relationship this trend was most evident between ~60-100% algal cover with 
respect to Simpson Index. Algal cover exhibited variation seasonally and spatially 
within the harbours. Using the average across all Clusters (the scale on which 
algal cover data was linked to the faunal data) from the three harbours for each 
season-year combination, the seasonal (+SE) average percent algal cover across 
all years was highest in Autumn at 41.1 (+0.7), closely followed by Spring and 
Summer at  38 and 33.1 (+13.4), respectively, and the lowest algal cover was 
recorded in winter at 4.5 (+1.5). Excluding winter values, within harbour Cluster-
level algal cover across all years ranged from 0-100% cover for Chichester and 
Portsmouth Harbours and 0-87.5% for Langstone Harbour. The areas with the 
highest algal cover recorded from Spring to Autumn were in the upper reaches of 
the channels at Chichester Harbour (SSSI units CH-17, CH-22, CH-27, CH-30), 
southwest (SSSI unit LH-11) and southeast (SSSI unit LH-10) Langstone Harbour 
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as well as north of North Binness Island (SSSI unit LH-13). At Portsmouth 
Harbour, highest algal cover records were from Haslar Lake (SSSI unit PH-4), 
west of the harbour at SSSI unit PH-7, and within SSSI unit PH-24 to the east of 
the harbour.     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8. Observed A) Simpson Index and B) richness values in relation to percent algal cover with the fitted 
relationship (+SE) plotted. The fitted relationship controls for the covariates in the model to examine the 
relationship with the variable of interest (algal cover). This was relevant to the model of richness in which Season, 
Max distance, and Days Since 0 were controlled for, however no covariate terms were included in the final model 
of the relationship of Simpson Index with algal cover.  
A
B
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Silt content 
No relationships were identified between silt content and richness (Chi-sq=1.339, 
p=0.247, df=1) or Simpson Index (Chi-sq= 2.414, p=0.548, edf=2.192) (Appendix 
7 Table A7.1). Average percent silt content by Cluster ranged from 15.7-95.2, 
however >75% of Clusters exhibited an average silt content of >50%, reflecting 
the generally muddy sediments found throughout the harbours. Silt content <50% 
was observed within Chichester Harbour SSSI units CH-2, 15, 20, 24, 27, 30, 31, 
Langstone Harbour SSSI units LH-6 and LH-9, and within Portsmouth Harbour 
SSSI units PH-4 and PH-13.   
As silt and algae were linked to the Cluster level scale, it is important to note that 
there was evidence of variability among Clusters within SSSI unit sampled in the 
same year and season. For example, in some years, Clusters with <50% silt and 
>50% were both identified at SSSI units CH-31, CH-30, and CH-24 with respect 
to the same season. Similarly, at SSSI units CH-27 and PH-24 algal cover in 
Autumn ranged from 2-95% and 5-90% among Clusters, respectively. 
Water quality  
Presented for each harbour in Figure 2.9 are the distributions of the faunal 
Clusters included in relation to the nearest EA sampling stations with water quality 
and sediment trace element data, anthropogenic discharges, and major 
frehswater inputs. EA environmental data from within 1km of the faunal Cluster in 
question were linked to the faunal data. The EA water quality data linked to the 
faunal data revealed little variation on the whole within the harbours for the 
variables examined, however localized gradients were evident with respect to 
salinity and dissolved available inorganic nitrogen (DAIN) in relation to freshwater 
inputs to each harbour. Brackish conditions (salinity 26.0-30.2) were only linked 
to faunal Clusters within SSSI units CH-30, CH-27, CH-24, and CH-31, which 
were within or extending from Fishbourne Channel in the east of Chichester 
Harbour, to which the River Lavant and the Chichester STW discharge enter the 
harbour. The highest DAIN linked to faunal Clusters (1.43-1.58 mg/L) was also 
found in this area within SSSI units CH-30, CH-27, and CH-31. This was also the 
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highest DAIN linked to the faunal dataset among the three harbours. The salinity 
data linked to the faunal dataset in the remainder of Chichester Harbour ranged 
from 31.5-35.0. Excluding Clusters/SSSI units in direct proximity to Fishbourne 
channel, DAIN linked to the faunal data within the remainder of Chichester 
Harbour ranged from 0.229-0.574 mg/L, the upper range which was linked to 
SSSI unit CH-17 in proximity to the Thornham STW. At Langstone Harbour, the 
lowest salinities and highest DAIN concentrations were linked to Clusters at the 
north of the harbour within SSSI units LH-6 and LH-13. These were in proximity 
to Lavant and Hermitage inputs as well as the Budds Farm outfalls at the north of 
the harbour. Across the harbour the salinity linked to the faunal data ranged from 
32.0-34.5 and DAIN ranged from 0.117-0.439 mg/L. At Portsmouth Harbour, the 
lowest salinity and highest DAIN linked to the faunal data were in proximity to the 
input of River Wallington in the northeast of the harbour and associated with 
Clusters within SSSI units PH-8, PH-9, PH-11, and PH-23. The range in salinity 
linked to the faunal Clusters across the harbour was 32.7-34.4 and the range in 
DAIN was 0.144-0.462 mg/L.  
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Figure 2.9. Distribution of faunal Clusters in relation to the SSSI unit boundaries 
(color variation for visualization, high water line in black), EA sampling stations, 
from which water quality and trace element (TE) data were derived, major 
freshwater inputs and sewage treatment works (STW) or trade discharge sites 
in A) Chichester Harbour, B) Langstone Harbour, and C) Portsmouth Harbour. 
TE data in Langstone Harbour was also derived from samples collected and 
analyzed by Dr. Jonathan Richir from 2014 (UoP).  
A B
C
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No relationships were identified between salinity and richness (Chi-sq =1.140, 
p=0.235, df=1) or Simpson Index (Chi-sq =0.013, p=0.908, df=1) (Appendix 7 
Table A7.2). A significant relationship between DAIN and Simpson Index was 
identified (Chi-sq=10.100, p=0.020, edf=2.233), although there was no 
relationship identified between DAIN and richness (Chi-sq = 0.381, p=0.537, 
df=1) (Appendix 7 Table A7.2). The non-linear relationship identified between 
Simpson Index and DAIN indicated the highest diversity at intermediate levels of 
DAIN (Figure 2.10).  
 
 
 
 
Over time, the sediment Trace Element Pollution Index (TEPI) ranged from 0.898-
1.073 at Chichester Harbour, 0.832-0.998 at Langstone, and 0.930, only, at 
Portsmouth Harbour. Sites with trace element data were restricted to one area of 
each harbour in proximity to anthropogenic and/or freshwater discharges 
(Chichester STW SSSI units CH-30, CH-27; Haslar discharge site at Portsmouth 
Harbour, SSSI unit PH-4; and Budds Farm at Langstone Harbour, SSSI units LH-
6 and LH-13), therefore the variability within the harbours was not captured. No 
Figure 2.10. Observed Simpson Index in relation dissolved inorganic available nitrogen (DAIN) with the fitted 
relationship (+SE) plotted. The fitted relationship controls for Year and Cluster which were random effects terms 
in the final model. DAIN data were derived from an Environment Agency database: Environment Agency information 
© Environment Agency and/or database right. https://data.gov.uk/dataset/environment-agency-register-licence-
abstracts (AfA194). https://www.gov.uk/government/publications/environment-agency-conditional-licence/environment-
agency-conditional-licence. Public sector information licensed under the Open Government Licence v3.0. 
http://www.nationalarchives.gov.uk/doc/open-government-licence/version/3/ 
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relationship was identified between TEPI and Simpson Index (Chi-sq=0.705, 
p=0.401, df=1) or richness (Chi-sq = 0.976, p=0.323, df=1) (Appendix 7 Table 
A7.3).  
The role of the within-harbour location in driving patterns in diversity was further 
supported by the identification of Distance to freshwater input (Appendix 7 Table 
A7.4) and Distance to anthropogenic discharge (Appendix 7 Table A7.5) 
relationships with diversity. Significant Distance x Year interactions were 
identified with respect to richness for both Distance to freshwater (Chi-sq=18.886, 
p=0.042, df=10) and Distance to anthropogenic discharge (Chi-sq= 20.928, 
p=0.022, df=10). The predicted values from these final models indicated non-
sensical values with respect to the year 1989 and both 1988 and 1989, 
respectively. These years were represented by one (1989) or two (1988) Clusters, 
which may have limited the model’s ability to make a suitable prediction for these 
years. With 1989 removed from the dataset, the Distance to freshwater x Year 
interaction was still significant, though only marginally (Chi-sq=16.975, p=0.049, 
df=9; Figure 2.11) and without the 1988 and 1989 data the Distance to 
anthropogenic discharge x Year interaction was still significant (Chi-sq =19.834, 
p=0.011, df=8; Figure 2.12). The direction of the relationship with respect to both 
Distance variables alternated back and forth between increasing and decreasing 
relationships over time. A harbour-specific relationship with Distance to 
freshwater was identified with respect to Simpson Index (Chi-sq = 6.910, p=0.032, 
df=2; Figure 2.13, Appendix A7.4). Langstone Harbour and Chichester Harbour 
indicated an increase in Simpson Index with Distance to freshwater, whereas 
Portsmouth Harbour indicated a decrease in Simpson Index with Distance. A 
positive linear relationship between Distance from anthropogenic discharge and 
Simpson Index was identified, irrespective of Harbour and Year, (Chi-sq =6.256, 
p=0.012, df=1; Figure 2.14, Appendix 7 Table A7.5), suggesting a higher 
dominance by fewer taxa under conditions in proximity to anthropogenic 
discharges. 
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Figure 2.11. Conditioning plot of the relationship of richness with Distance to freshwater input by Year as predicted using the final model (1989 excluded) of richness by 
Distance x Year, with all covariates held constant except for Distance and Year.  
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Figure 2.12. Conditioning plot of the relationship of richness with Distance from anthropogenic discharge by Year as predicted using the final model (1988 and 1989 excluded) 
of richness by Distance x Year, with all covariates held constant except for Distance and Year.  
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Figure 2.14. Observed Simpson Index values in relation to Distance to anthropogenic discharge with the fitted 
relationship (+SE) plotted determined from the final model.  
Figure 2.13. Conditioning plot of the relationship of Simpson Index with Distance from freshwater input by Harbour 
(Portsmouth – PH, Chichester – CH, Langstone – LH) as predicted by the final model of Simpson Index by Distance x 
Harbour, with all covariates held constant except for Distance and Harbour. 
CH 
LH 
PH 
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2.4 DISCUSSION 
Diversity change or loss may have consequences for ecological functioning. It is 
therefore relevant to build on our understanding of spatio-temporal variability in 
diversity and what drives this variability, particularly in the context of making 
predictions of how diversity may change in the context of climate change and 
multiple stressors. Using a collection of datasets spanning nearly four decades, 
the patterns of change in mudflat macroinvertebrate diversity across a three-
harbour system and on the within-harbour scale were each investigated to 
determine the relative role of regional versus local conditions for driving the 
observed patterns of change. Patterns of change in diversity over time were found 
to differ by harbour and by within harbour location (SSSI unit), highlighting the 
relevance of conditions on the within-harbour scale for driving patterns of change 
in diversity, rather than a regional driver dominating the patterns of change 
consistently over the three-harbour system. Further underscoring the relevance 
of conditions on the within-harbour scale (SSSI unit) was the contribution of 
different taxa to change over time at this scale, and often differences in the 
direction of change in common taxa, when consistent patterns of change in 
diversity over time were identified across SSSI units. Consideration of the 
variability in environmental conditions within the harbours and identification of 
direct relationships between diversity and conditions linked to the immediate 
(algal cover) and local within harbour conditions (DAIN, Distance from freshwater 
input, Distance from anthropogenic discharge) also provided support to the 
relevance of local environmental conditions in shaping diversity patterns.  
Change in diversity over time was identified in the three-harbour system, however 
this change was not consistent across the three harbours and depended on 
within-harbour location with respect to patterns of change as well as the taxa 
underpinning change. The SSSI unit scale (0.1-5.7km2) was the within-harbour 
scale of focus for the investigation of faunal patterns of change over time as it 
was not practical to compare patterns for each of the 57 Clusters across harbours 
(maximum distance between sampling locations within a Cluster 12-330m). As 
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the term for Cluster could not be included in the SSSI x Ten year model, it cannot 
be ruled out that variability in the Clusters may underpin the patterns of change 
observed at the broader SSSI unit level. The potential importance of the Cluster 
level scale would be consistent with the findings of Ysebaert and Herman (2002) 
for benthos in the Schelde Estuary. Compared with regional (104m) and transect 
(103m) level scales, they found that the ‘station’ level spatial scale (102m), similar 
to the Cluster level in this study, as well as the interaction of Year x Station 
contributed most to variation with respect to total abundance, total biomass, and 
abundance of dominant taxa. Also, local environmental conditions (e.g. mud 
content) were found to account for a large part of the variability in the abundance 
of the dominant taxa. Here, silt content and algal cover were found to vary on the 
Cluster level and a decrease in diversity with increasing algal cover was identified. 
The effects of macroalgae on macroinvertebrates may depend on algal biomass 
(e.g. Thornton, 2016) as well as algal species and previous site disturbance (e.g. 
Cardoso et al., 2004). However, some of the effects of the presence of macroalgal 
mats on invertebrates, as summarized by Raffaeilli et al. (1998), include negative 
effects on fauna which feed at the sediment surface, such as worms from the 
Spionidae family (observed at Langstone Harbour; Soulsby et al., 1982), 
increases in epifauna for which the algae may provide habitat and refuge (e.g. 
Peringia ulvae), and an increased vulnerability of burrowing bivalves to predation 
in response to movements closer to the sediment surface. The infaunal 
community may become dominated by few taxa tolerant of the anoxic conditions 
that develop underneath algal mats, such as the polychaetes Capitella capitata, 
Malacoceros fuliginosus and the oligochaete Tubificoides benedii (Nicholls et al., 
1981; Raffaelli et al., 1998). Thus, the decrease in diversity with increasing algal 
cover identified here may reflect a reduction in the presence and abundance of 
taxa less tolerant to the physico-chemical conditions associated with the 
presence of algal mats.  
The non-linear relationship identified between Simpson Index and DAIN indicated 
the highest diversity at intermediate levels of DAIN. DAIN may act as a stressor 
on local communities as it is the limiting nutrient for macroalgal growth in the three 
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harbours (EA, 2016). Nutrients are derived from coastal background sources, but 
also from direct inputs from sewage treatment works and agricultural diffuse 
sources to the harbours (EA, 2016). Trimmer et al. (2000), found that peak algal 
biomasses in the summer in Solent harbours were supplied by the recycling of 
organically bound nitrogen in sediments and low denitrification rates, noting that 
DAIN from point sources (freshwater inputs/sewage treatment works) may have 
been important for spring algal growth, but nitrogen concentrations from these 
sources decrease by the summer. Thus, DAIN per se, as determined from water 
quality samples, may not be the driver of change in diversity, rather the set of 
conditions correlated with variation in DAIN may be important and this may be the 
reason for the observed non-linear relationship with DAIN. DAIN concentrations 
were highest in proximity to freshwater and STW discharge sites, where the effect 
of other variables such as reduced salinity and pollution runoff may reduce 
communities to more tolerant types resulting in lower diversity, whereas locations 
linked to low DAIN concentrations may exhibit lower predicted diversity as a result 
of completely different sets of environmental drivers acting on locations away 
from direct sources of DAIN to the harbours.  
An increase in Simpson Index was identified with respect to Distance to 
anthropogenic discharge, which might be expected if the faunal community is 
reduced to those tolerant of conditions associated with inputs of pollutants or 
reduced salinity (e.g. Unicomarine and Rees-Jones, 2004). However, with 
respect to richness and both Distance variables as well as Simpson Index and 
Distance to freshwater input, the relationships were more complex. Relationships 
of richness with Distance to freshwater input and Distance to anthropogenic 
discharge were identified, but the direction of these relationships alternated back 
and forth between increasing and decreasing relationships over time. Measures 
taken to address nutrient inputs to the harbours could contribute to variability in 
these relationships. These have included nitrogen stripping at STWs (since 2008 
and with tighter standards employed more recently), diversion of the Budds Farm 
STW discharge of treated wastewater from the northeast of Langstone Harbour 
to outside of the harbour in 2001, and requiring the reduction of nitrate pollution 
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by farmers within the catchment areas draining to the harbours through the use 
rules based on ‘Good Agricultural practice’ (EA, 2016). However, the the 
symptoms of eutrophication (including macroalgal cover) persist in the harbours, 
with some improvements in Langstone Harbour (EA, 2016). Further, the 
discharge at Portsmouth Harbour into Haslar SSSI unit PH-4 is a historical 
discharge. If the effects of direct inputs were diminishing over time and alone were 
driving the observed relationships, a consistent direction in the relationship might 
be expected among the earliest survey years with consistency (and perhaps less 
pronounced relationships) among the most recent years. Thus, this alternation of 
the direction of the relationship indicates that variability in the locations 
represented in a given year could have driven the observed patterns of change.  
Harbour-specific changes in Simpson Index over time were identified with respect 
to Distance to freshwater, with positive relationships observed in Chichester and 
Langstone Harbours and a negative relationship in Portsmouth Harbour. Faunal 
samples taken at the greatest distance from the input of River Wallington to the 
northwest of Portsmouth Harbour were located at Haslar (SSSI unit PH-4), in 
proximity to the historic anthropogenic discharge, and from Tipner Lake in the 
northeast (SSSI unit PH-16). Both areas have been characterized as being 
affected by macroalgal mats and anoxic conditions beneath these, with 
anthropogenic impacts at Haslar also including metal and plastic pollution as well 
as bait digging (Natural England, 2018a,b). With respect to the latter, negative 
effects on the populations of some macrofaunal species have been identified in 
relation to bait digging (Watson et al., 2007). This highlights the importance of 
local conditions correlated with the Distance variables (particularly at distances 
away from the direct influence of inputs to the harbour). Further to this, the 
difference in the direction of the relationship by harbour highlights the differences 
in conditions among the harbours. Differences in the harbours represented and 
within harbour locations represented in a given year could therefore drive the 
alternation in patterns observed with respect to the models of richness. In 2008, 
when Haslar and Tipner were not sampled and Portsmouth is the only harbour 
represented in this year, a decrease in richness is identified with distance, 
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perhaps because the locations closest to the River Wallington are among those 
at greatest distances from the Haslar discharge. With respect to Distance from 
freshwater in this year the opposite direction of the relationship is, thus 
expectedly, observed. An unexpected decreasing relationship with richness and 
both Distance variables observed in 2014 and 2015, in which only Langstone 
Harbour was represented, could be similarly explained by the role of the 
conditions at the locations in closest proximity to the sewage outfalls and 
freshwater inputs in the north of the harbour. The sediment data linked to the two 
Clusters in this area revealed mixed sediments containing gravel, one with >55% 
average gravel content. Heterogeneous sediment habitats can support diverse 
assemblages by increasing the available habitat niches for occupation by a larger 
number of species (Tillin and Marshall, 2016), thus potentially contributing to the 
predicted decrease in richness away from this area and at greater distances from 
freshwater and STW inputs.  
Patterns in diversity may be governed by processes that act across spatial, 
temporal, and organizational scales (Levin, 1992). The identification of faunal 
relationships with a given environmental variable in a natural system may not 
necessarily represent a direct relationship with that variable, rather it could result 
from relationships with additional unmeasured variables that may influence the 
observed relationship (Cade et al., 2005; Thrush et al., 2005). Thus, the direct 
relationship with algal cover identified here must be considered within this 
context. Nonetheless, the role of local conditions in driving change in diversity 
over time has been supported by the identification of different taxa underpinning 
change over time even in locations exhibiting common patterns of change in 
diversity, the identification of a relationship with algal cover which was found to 
vary with respect to the finest spatial scale considered here, as well as with the 
spatial variables that correlated with distance from freshwater 
inputs/anthropogenic discharges and the within harbour location. While these 
results imply that a regional driver was not the dominant driver of change over 
time, it is possible that an interaction of local and regional conditions could govern 
patterns of change (e.g. Russell and Connell, 2012). Thus, in the context of a 
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changing climate, the findings highlight the need to consider local within harbour 
conditions and drivers acting on or interacting with the conditions at this scale 
when making predictions of change in diversity. This is explored in Chapter 3.   
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Chapter 3  
Temperature as a driver of change 
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3.1 INTRODUCTION 
Climate change originates on a global scale and changes in temperature regimes 
are likely to drive change into the future, but how these changes will manifest in 
marine communities under the influence of multiple stressors is less certain. 
Changes in both temperature means and extremes are being observed and are 
predicted for the future under a changing climate. These include atmospheric and 
sea surface warming, the decrease in occurrence of cold days/nights 
(maximum/minimum temperatures drop below the 10th percentile, respectively, 
with respect to a climate reference period) and an increase in warm days/nights 
(max/min temperatures above the 90th percentile), as well as an increase in the 
frequency and/or duration of heat wave events (the latter explored in Chapter 4) 
(IPCC, 2013).   
On broad-scales, the temperature effects of climate change may lead to shifts in 
species distributional ranges, as detailed below. Seasonal temperature extremes 
partially determine the latitudinal distributions of species with respect to their 
window of thermal tolerance for both survival and the ability to successfully 
reproduce (Hutchins, 1947), although thermal gradients and distributions are not 
strictly on a north to south gradient (e.g. Hiddink et al., 2015). Range shifts linked 
to climate change and in the poleward direction have already been identified for 
marine fauna across trophic levels (Sorte et al., 2010a). In the intertidal zone, 
range shifts have been well documented for rocky shore macroinvertebrates and 
are occurring at rates as high as 50 km per decade (Helmuth et al, 2006b). 
Observations over 70 years in the western English Channel revealed shifts in the 
presence and abundance of warm water and cold water species of barnacles and 
limpets linked to periods of warm and cold temperature (Southward et al., 1995). 
In intertidal soft sediments, northward extensions have been documented in 
France for the tube-building polychaete of the Diopatra genus and linked to 
warming sea surface temperature (Wethey and Woodin, 2008; Berke et al., 
2010). Ultimately, there is variability in the location of range edges that may not 
be linked to climate change, however with a warming climate, range extensions 
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can be expected to follow the stages of arrival, population increase, and 
persistence and range contractions include the stages of performance decline, 
population decrease and local extinction (Bates et al., 2014).  
Acting on the longer-term changes in climate are the effects of extreme 
temperature events, which will contribute to the variability at the range edge 
through extensions and contractions (Wethey et al., 2011). Observations of the 
effects of both extreme heat and extreme cold events have been made in marine 
systems. Heat wave events have been linked to mass mortality of rocky benthic 
invertebrates in the Mediterranean Sea (Garrabou et al., 2009), declines in 
intertidal macroinvertebrate abundances (Grilo et al., 2011), as well as decreases 
in macrobenthic production (Dolbeth et al., 2011). Mortality events have also 
resulted from extreme cold events, such as the effects of the cold winter of 
1962/63 on British marine fauna, where the greatest mortality was observed for 
intertidal invertebrate species of southern origin (northern limits in west and 
southwest Britain) and ‘Celtic forms’ (center of distribution in British Isles), with 
northern forms and non-native species from the northwest Atlantic largely 
unaffected (Crisp, 1964). In the coastal North Sea, the number of species of 
benthic invertebrates as well as other univariate diversity measures significantly 
correlated with days with ice cover, reflecting declines in species number and 
total abundance following extreme winters (Kröncke and Reiss, 2010).The effects 
of such events may persist for long periods of time, such as the decades-long 
return of the warm water topshell Phorcus lineatus (formerly Osilinus lineatus) to 
its previous distribution (and beyond) after a range contraction resulting from the 
extreme winter of 1962/63 (Mieszkowska et al., 2007). Ultimately, recovery from 
previous climate events (dependent on ability to disperse and recolonize), multi-
decadal climatic conditions, and/or contemporary climatic conditions may be 
responsible for observed species distributions (Wethey et al., 2011).   
Temporal studies help to reveal the mechanisms by which gradual warming and 
extreme temperature events may influence faunal responses to changes in 
temperature, with respect to the importance of cold and/or warm temperatures 
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and effects on mortality and/or reproduction and recruitment at the population 
level. Wethey et al. (2011) found that the range extension in France and the 
Iberian Peninsula exhibited by the northern barnacle Semibalanus balanoides 
following the cold winter of 2009/10 was consistent with higher fertilization and 
recruitment success in cold conditions, whereas southern Chthamalus barnacles 
exhibited decreased densities and poor recruitment near their northern limit, but 
no adult mortality. On the tidal flats of the Wadden Sea, effects of warmer 
seasonal temperatures on the bivalve Limecola balthica (formerly Macoma 
balthica) included negative effects on growth, survival, and reproduction, which 
were ultimately linked to energy balance and reduced condition of individuals 
(Beukema et al., 2009). Importantly, these effects were observed in a population 
~1000 km from the European southern range edge for the species. In addition to 
the direct effects of temperature on the energy balance of individuals (explored in 
Chapter 4), population changes may manifest indirectly through altered biotic 
interactions (Beukema et al., 2009). Beukema and Dekker (2014) linked higher 
bivalve recruitment in the Wadden Sea following cold winters to decreased 
predation on newly settled bivalve spat by epibenthic predators Crangon crangon 
and Carcinus maenas, whose spring biomasses were positively correlated with 
the preceding winter’s water temperature. Changes in phenology consistent with 
climate change are evident in both terrestrial and marine systems and could have 
important consequences for biotic interactions (Parmesan, 2006; Poloczanska et 
al., 2013; 2016). For example, in the Wadden Sea, rising sea temperatures cause 
earlier spawning in Limecola balthica (formerly Macoma balthica), whereas the 
food supply for the pelagic stage (i.e. phytoplankton bloom) is not linked to 
temperature, causing a delay between spawning and maximal food availability. 
Additionally, the settlement of predatory shrimp on the tidal flats occurs earlier 
following a mild winter, affecting the period of time between Macoma spawning 
and shrimp predation on the spat (Philippart et al., 2003).  
Context dependency is important when making predictions of the potential effects 
of climate related temperature changes on marine fauna. At the level of the 
individual, effects may depend on life stage (Pörtner and Farrell, 2008), 
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physiological adaptations (Somero, 2002), as well as behavioral adaptations and 
access to thermal refugia (Sunday et al., 2014; Dong et al., 2017). Intertidal 
habitats are characterized by wide fluctuations in temperature associated with 
tides, time of day, and seasons and the inhabiting fauna are adapted to these 
regular thermal fluctuations. While fauna living in thermally variable environments 
may have high thermal tolerance relative to less variable areas, they are likely to 
be living close to their thermal limits and have the least capacity to acclimate and 
adapt to rising temperatures (Stillman, 2003; Madeira et al., 2012). Additionally, 
an organism’s window of thermal tolerance may be narrowed in response to 
multiple stressors (e.g. ocean acidification and hypoxia) (Pörtner and Farrell, 
2008). While climate change originates on a global scale, the interaction of 
changes in climate with the local biological and environmental conditions may 
determine how the effects manifest on the local scale, where conditions are 
relevant at the organism and population level (Russell and Connell, 2012). 
Studies examining the effects of multiple stressors in marine and coastal systems 
indicated stressor-, level- (community or population), and trophic group-specific 
responses, however synergistic effects were evident, particularly when three 
stressors were examined rather than stressor pairs (Crain et al., 2008). In coastal 
habitats, where human activities are heavily concentrated, the local communities 
may already be stressed by pollution, fishing, and non-native species 
introductions (Kennish, 2002) and in the face of multiple stressors could be more 
at risk to additive and synergistic effects with climate change. For example, in the 
Mondego estuary, recovery of the estuarine system following management of 
eutrophication was slowed by the effects of multiple extreme climate events 
(Dolbeth et al., 2011). Compared to rocky intertidal shores, there is a gap in 
knowledge on the potential effects of climate change on intertidal soft sediments 
(Mieszkowska et al., 2013), which warrants investigation of how temperature 
effects will manifest in the inhabiting faunal communities and in the context of 
additional stressors.   
Climate change originates on a global scale and associated changes in 
temperature regimes (means and extremes) are likely to drive change in marine 
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communities into the future, but how temperature effects manifest may depend 
on local context. Here, a large collection of survey datasets of the intertidal 
mudflat macroinvertebrates from the Solent region spanning a period of ~40 years 
is used to investigate the effects of temperature on biodiversity in a natural 
system. To discern the role of regional temperature as a driver of change, a 
climate extremity index derived from regional air temperature data was used to 
test whether diversity in a three-harbour system was directly related to climate on 
the regional scale. To explore how temperature effects will manifest in the context 
of local conditions, the interaction of local water temperature and local 
environmental variables was also tested. The interaction of summer and winter 
temperatures was examined as seasonal temperatures extremes influence 
species distributions and mild vs. extreme seasons can have population and 
community level effects. No direct relationship between diversity with regional 
climate was identified, however relationships with local water temperature and 
interactions between local water temperature and algal cover, sediment silt 
content, and water nitrogen levels were revealed. These results support previous 
findings of the relevance of conditions on the local scale for determining how 
climate change effects will manifest (Russell and Connell, 2012). The 
identification of temperature interactions with algal cover and nitrogen highlight 
the potential relevance of eutrophication as an additional stressor under a 
warming climate.  
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3.2 METHODS 
3.2.1 Environmental data 
Regional air temperature extremity 
Using daily air temperature data available on a regional scale, climate indices 
could be calculated to characterize temperature extremes in faunal sampling 
years with respect to baseline climate norms. Specifically, indices for warm days 
and cold nights were determined, which are increasing and decrease, 
respectively, with a warming climate (Zhang et al., 2011; IPCC, 2013). This 
allowed for the investigation of the effects of regional temperature extremity on 
diversity in addition to the investigation of the role of local absolute water 
temperatures and their interactions with local conditions. 
Daily air temperature data for the period 1960-2016 (UKCP09: Met Office gridded 
land surface climate observations - daily temperature and precipitation at 5km 
resolution) were downloaded and filtered for 27 points corresponding with the 
Solent coast (Figure 3.1) (Met Office, 2017). Daily maximum and daily minimum 
air temperature were each averaged across the 27 locations for each calendar 
day of each year. These data were then used to calculate the monthly percentage 
of time the daily maximum exceeded the 90th percentile (Warm Days - TX90p) 
and the percentage of time daily minimum was less than the 10th percentile (Cool 
Nights - TN10p) (Zhang et al., 2011). These indices were calculated using 
RClimDex Software Version 1.1, developed and maintained by Xuebin Zhang and 
Feng Yang (Zhang and Yang, 2004). The reference period from which the 
percentiles were calculated was 1981-2010. The average of monthly percentage 
of time above or below the respective percentiles was calculated for the year 
leading up to faunal sampling to ensure that the environmental data linked to the 
faunal data were derived from a consistent period of time. Because these indices 
were calculated with respect to monthly data, the average across the year 
excluded the month of faunal sampling in the year of sampling to avoid the 
inclusion of temperature events that might have taken place after faunal sampling 
(e.g. if sampling took place in May 2013, the average was calculated for May 
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2012-April 2013). For surveys conducted over multiple years, the average 
percentage determined for each survey year was then averaged across all years 
of the survey (e.g. Thomas and Culley (1982) spatial distribution survey from 
1978-1980, the average of the averages for 1978, 1979, and 1980 was taken). 
As the values for the cold nights and warm days indices linked to the faunal data 
indicated a strong negative correlation, only the index for warm days was 
considered here.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Interaction of local water temperature with local environmental conditions 
Sea surface temperatures around the UK are projected to rise by 1.5 to 4ºC by 
the end of this century (Jenkins et al. 2009). To examine how the effects of rising 
water temperatures manifest at local scales and in the context of local 
environmental conditions, the role of local water temperature as a driver of 
Figure 3.1. Air temperature data (UK Climate Projections1) corresponding with these 27 points in the Solent on a 
5 x 5 km grid were used to calculate climate indices. Chapter 4 study site indicated by a red marker in Langstone 
Harbour. 1 ©Crown Copyright 2009. The UK Climate Projections data have been made available by the Department for 
Environment, Food and Rural Affairs (Defra) and Department for Energy and Climate Change (DECC) under licence from the 
Met Office, Newcastle University, University of East Anglia and Proudman Oceanographic Laboratory. These organisations 
accept no responsibility for any inaccuracies or omissions in the data, nor for any loss or damage directly or indirectly caused 
to any person or body by reason of, or arising out of, any use of this data. 
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change in diversity was investigated. The interaction of both summer and winter 
water temperatures was of interest to characterize the annual water temperature 
extremes (e.g. mild or cold winter/summer) leading up to faunal sampling, as the 
mechanisms by which temperature extremes affect fauna may differ with respect 
to winter or summer conditions (e.g. Beukema et al., 2009). The local and water 
quality variables prepared in Chapter 2 (preparation described Appendix 4) were 
used here to investigate the interaction of within harbour seawater temperature 
with local environmental conditions. These included % algal cover and % silt 
derived from the same time and location as the faunal sampling as well as the 
water quality variables derived from the Environment Agency (EA) sample points 
referenced in EA’s Nitrate vulnerable zone (NVZ) designation reports for 
Portsmouth, Langstone, and Chichester Harbours (EA, 2016). With the exception 
of water temperature, EA environmental data from sample points within 1km of 
the faunal Cluster in question were linked to the faunal data. Within-year averages 
were calculated relative to the faunal sampling dates for salinity and DAIN. 
Average water temperature data for the summer (June, July, August) and winter 
(December, January, February) preceding faunal sampling were calculated for 
each EA station. If faunal sampling took place during the winter or summer 
months, where there was >1 month of temperature data available to derive the 
average, the data from that year were used. If the date of faunal sampling was at 
the beginning of the season in question, then the previous year’s data were used 
(e.g. sampling June, 2014, summer water temperature from summer 2013 was 
used, or if faunal sampling was on Jan 30, 2014, the winter temperature from Dec 
13/Jan 14 was used, up to the relevant sampling date). If the nearest EA station 
to a faunal Cluster did not have water temperature data relevant to the faunal 
sampling year in question, the average across all other stations for the relevant 
season/year was used. Eliminating the 1km distance limit and taking the average 
across all stations helped to improve the spatial and temporal coverage of the 
temperature data available to investigate the role of within harbour water 
temperature. Two anomalously low summer water temperatures were identified 
and removed from the dataset as they were not in line with temperatures recorded 
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in the months prior to, or following, the given sampling month and were more 
characteristic of winter temperatures or extremes. In some cases for temperature, 
data collected on a date beyond the faunal sampling date were used to determine 
the within year value. For the within-year summer average in 2005 for several 
Langstone Harbour stations, data were only available for June and August and 
the August data were collected past the faunal sampling date in 2005. The August 
data past the faunal sampling date were retained to better represent the 
temperature leading up to late August sampling, as using only the June data 
would have characterized the season as colder than in reality. Additionally, the 
average of the August and June temperatures corresponded well with July 
temperatures for 2004 and 2006.   
3.2.2 Model summary 
The final reduced dataset prepared in Chapter 2 and the Generalized Additive 
Mixed Model (GAMM) of terms developed to test the relationships of the non-
spatial environmental variables with diversity were used here to investigate 
temperature effects on mudflat macroinvertebrate diversity. This dataset included 
the faunal sampling Clusters represented in at least two or more years and it 
excluded years represented by only a single Cluster, the data from the Martin 
(1973) survey, in which a 1mm mesh was used for processing, and the low 
resolution ‘bird prey’ datasets (EMU Ltd. 2007; 2008; MESL, 2013). Species 
richness and Simpson Index were calculated for the original sampling locations 
and their averages were determined for each Cluster-Season-Year combination 
for use in the models investigating the effects of temperature on diversity, as used 
in Chapter 2.  Univariate measures have been shown previously to sufficiently 
identify diversity decline in response to temperature extremes over time (e.g. 
Kröncke and Reiss, 2010). While community composition may exhibit change 
without loss in diversity (e.g. Dornelas et al., 2014), a drop in richness or 
Simpson’s Index may indicate a reduction to those tolerant of the conditions or 
an increase in dominance by these, respectively. Whereas, an increase in either 
measure might reflect an influx of additional species for which the conditions are 
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suitable. The model included the terms to account for spatial and temporal 
correlative structures as well as differences in sampling effort and season.  
Model terms and their specifications are presented in Table 3.1. The basic 
specifications of the models and smoothers were as detailed for the baseline 
model in the Chapter 2 Baseline model summary (i.e. beta regression and 
Poisson, REML model-fitting, smoothed random effects and thin plate regression 
smoothers on continuous variables). The first model tested for the direct 
relationship between regional climate extremity and diversity, using the Warm 
Days index (TX90p) (Zhang et al., 2011) averaged for the 12 months leading up 
to faunal sampling.  As for the GAMMs in Chapter 2, the modeling process started 
with releveling the categorical variables to designate the subclass with the highest 
‘n’ as the reference level for analysis. With respect to term prioritization, the 
starting model contained all continuous terms, including the TX90p term of 
interest and the Days Since 0, Max distance, and Area covariates, smoothed at 
the default smoothing basis dimension (k). The starting model also contained the 
Year, Cluster, and Season terms as the diversity values were derived from the 
unique Cluster-Season-Year combinations. Sequentially, the spatial terms were 
added into the model, including the tensor smoother on the Cluster XY 
coordinates, then Harbour, followed by SSSI unit. If the model did not run with the 
addition of SSSI unit, k was lowered to 5, and then further to 3. Following this 
process, all intended terms (Table 3.1) were included in the starting model. The 
remaining steps included assessing the appropriateness of the smoothing 
(adjusted or dropping as detailed in Appendix 3, with k returned to default or as 
close to this as possible for terms for which smoothers were retained), dropping 
non-significant baseline covariates sequentially, and evaluating overdispersion in 
the richness model. Overdispersion was 1.15 and deemed acceptable (Thomas 
et al., 2017).    
To investigate if, and how, local context is important for the way temperature 
effects on diversity manifest and what this means under a warming climate 
scenario, the interaction of local seasonal water temperature with the local 
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environmental conditions was tested in the GAMM. Interactions between water 
temperature and % silt, % algal cover, salinity, and dissolved available inorganic 
nitrogen (DAIN) were each investigated with respect to diversity. The Winter x 
Summer water temperature interaction was incorporated to account for effects of 
both seasonal extremes. In the presence of a significant three-way interaction, 
the two-way interactions for each season with the environmental variable were 
also tested to further disentangle the patterns associated with each interaction. 
These were tested in separate models so that any correlation between winter and 
summer temperatures did not mask the effect of either season’s temperature 
(seasonal temperatures were weakly negatively correlated). A model in which 
only the interaction of the seasonal water temperatures was tested with respect 
to diversity was used to investigate the direct relationship of diversity with the 
interplay of seasonal temperatures. In the absence of an interaction the 
relationships of winter and summer water temperature with diversity were 
investigated in separate models with the temperature term smoothed to account 
for potentially non-linear relationships (Table 3.1). 
As for all models, the modeling process to investigate the interaction of 
temperature with local environmental conditions started with releveling (for the 
collection of data available for both the given variable and temperature), followed 
by term prioritization, assessing the smoothing of the included continuous terms 
(adjusting or dropping), dropping non-significant baseline covariates sequentially, 
and evaluating overdispersion in richness models. The ‘ideal’ model structure 
(Table 3.1) could not be achieved in all cases and the approach to term 
prioritization is detailed in Appendix 3. When the two-way interactions (Summer 
x Environmental and Winter x Environmental) were tested in separate models to 
disentangle the patterns associated with each interaction, the model selection 
process was applied again, with the exception of releveling, (i.e. with all model 
covariate terms included in the starting models where possible). Overdispersion 
statistics were all > 0.7 and < 2 and thus deemed acceptable (Thomas et al., 
2017).    
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Table 3.1. Description of model terms used to investigate relationships between temperature and diversity in a GAMM. Continuous covariates that were smoothed are denoted by 
‘s()’ and ‘te()’.    
Model term Description (Regional climate index – Warm Days TX90p) Description (Local Water temperature x Environmental) 
Response Diversity (Simpson Index or Richness) determined for original faunal sampling location 
replicates and averaged across locations within the same Cluster-Season-Year 
combination.  
As for regional climate model 
Environmental Warm Days (TX90p); the average of the monthly percentage of time the daily maximum 
was greater than the 90th percentile in the year leading up to faunal sampling. 
Continuous covariate smoothed to account for a potentially non-linear relationship with 
diversity. 
Interaction of main effects Summer x Winter water temperature x 
Environmental. Interactions were tested with % silt, % algal cover, 
salinity, and DAIN. Two-way Summer x Winter (temperature only) 
interaction also tested and in absence of interaction, Winter and 
Summer temperatures were modelled separately in smoothed 
terms to account for potentially non-linear relationship with 
diversity. 
Harbour Fixed effect (factor) included to account for the non-independence of observations 
derived from the same harbour (not treated as random effect because only 3 levels).  
As for regional climate model 
Year Random effect (factor) to account for the non-independence of observations derived 
from the same year. Specified as a random effect using a smoothed term.  
As for regional climate model 
SSSI unit Random effect (factor) nested in Harbour to account for non-independence of 
observations derived from the same areas of a harbour (on a larger spatial scale than 
Cluster). Specified as a random effect using a smoothed term.  
As for regional climate model 
Cluster Random effect (factor) nested in SSSI unit and Harbour to account for repeated 
measures (repeat sampling of the same location on the smallest scale investigated 
here).  
As for regional climate model 
Season Fixed effect (factor) included to account for seasonal effects (not treated as random 
effect because only 4 levels).  
As for regional climate model 
s(Max distance) Continuous covariate smoothed to account for a potentially non-linear relationship with 
diversity. Reflects maximum distance between sampling locations within a Cluster.    
As for regional climate model 
s(Area) Continuous covariate smoothed to account for a potentially non-linear relationship with 
diversity. Reflects the total area of the cores for which the faunal data are represented.  
As for regional climate model 
te (X, Y)  Tensor smoother on Cluster mean British National Grid coordinates used to account for 
spatial autocorrelation. 
As for regional climate model 
s(Days since 0) Continuous covariate smoothed to account for a potentially non-linear relationship with 
diversity. Reflects number of days faunal sampling date is from origin (Jan 1, 1960) to 
place survey dates on a continuous temporal scale to account for temporal correlation. 
As for regional climate model 
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3.3 RESULTS 
3.3.1 Effects of regional air temperature extremity  
The frequency of warm days over the 1960-2016 period, based on the Solent air 
temperature data, indicated an increase over time, although variability in this 
measure overlays this trend (Figure 3.2). The average of this index linked to the 
faunal sampling years (for the 12 months leading up to the respective faunal 
sampling dates represented in a given year) captured some of this variability and 
the general increasing trend (Figure 3.3). The direct relationship of diversity with 
the regionally derived frequency of warm days, irrespective of time, was not 
significant, however (Table 3.2).    
 
Figure 3.2. Warm Days Index (TX90p) calculated relative to the 1981-2010 reference period using the average of 
daily maximum air temperatures1 across 27 sites corresponding with the Solent. Indices were calculated, and plot 
produced, by RClimDex Software Version 1.1, developed and maintained by Xuebin Zhang and Feng Yang (Zhang 
and Yang, 2004). 1 ©Crown Copyright 2009. The UK Climate Projections data have been made available by the 
Department for Environment, Food and Rural Affairs (Defra) and Department for Energy and Climate Change 
(DECC) under licence from the Met Office, Newcastle University, University of East Anglia and Proudman 
Oceanographic Laboratory. These organisations accept no responsibility for any inaccuracies or omissions in the 
data, nor for any loss or damage directly or indirectly caused to any person or body by reason of, or arising out of, 
any use of this data. 
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Table 3.2. Outputs for GAMMs of diversity as a function of the annual average monthly percentage of Warm Days 
(TX90p). Presented are final model terms and their specification as smoothed terms denoted by 's()'/’te’. These are the 
model terms remaining after sequentially dropping non-significant baseline covariates. Cluster, Year and SSSI unit 
were specified as random effects using smoothed terms. Outputs are Wald tests of significance and presented are the 
degrees of freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value 
evaluated at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental variable, 
and % deviance explained by the model.  
Response Final model df Chi-sq p-value n % Dev 
Richness 
TX90p 1 0.482 0.488 
136 67.6 
Season 3 20.485 0.000 
Area 1 6.183 0.013 
te(X,Y) 5.602 26.720 <0.001 
s(Cluster) 24.902 53.930 <0.001 
s(Year) 6.142 29.250 <0.001 
Simpson 
Index 
TX90p 1 0.034 0.855 
136 9.22 
te(X,Y) 3.646 11.400 0.027 
Figure 3.3. Average (+SE) of TX90p Warm Days index by year. Years represent the faunal sampling years and 
the index was determined as the average TX90p across the 12 months leading up to faunal sampling. Therefore, 
the bars represent the average values linked to faunal samples collected in the given year and not the average 
values for the full year in question.   
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3.3.2 Interaction of local water temperature with local environmental conditions   
The full model outputs for the GAMMs used to investigate the interactive effects 
of seasonal water temperature with local environmental conditions on diversity, 
including the starting and final model terms, are presented in Appendix 7. The 
average seasonal water temperature linked to the given faunal sampling year is 
presented in Figure 3.4 and reflects the temporal variability in water temperature, 
with a slight warming trend evident in winter water temperature over time. 
Interaction plots presented below were produced in R using the ‘jtools’ (Long, 
2018) and ‘ggplot2’ (Wickham, 2016) packages.  
 
Direct relationships with seasonal water temperature were identified with respect 
to winter water temperature only for both richness (Chi-sq=25.320, p<0.001, 
estimated df=3.525; Figure 3.5A) and Simpson Index (Chi-sq=9.333, p=0.029, 
edf=2.550; Figure 3.5B). Both models revealed the same pattern, with the highest 
diversity associated with intermediate range of the observed temperatures.  
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Figure 3.4. Average seasonal water temperature (+SE) linked to the faunal sampling year presented. The averages 
do not necessarily represent the environmental conditions in the given year, depending on the time of faunal 
sampling (see methods for seasonal average determination). Water quality data used to calculate seasonal 
temperatures derived from Environment Agency database. Contains public sector information licensed under the 
Open Government Licence v3.0. 
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Although the interaction of summer and winter water temperatures did not 
significantly relate to diversity (Appendix 7; Tables A7.6-7), a significant 
interaction of summer and winter water temperature dependent on % algal cover 
was identified with respect to Simpson Index (Chi-sq=15.481, p <0.001, df=1) and 
richness (Chi-sq=5.276, p=0.022, df=1) (Appendix 7; Tables A7.8-9; Figures 
A7.1-2). Under warmer summer temperatures, predicted diversity declined with 
respect to increasing algal cover, irrespective of winter temperature, although the 
lowest diversity was predicted for the coldest winter temperatures with increasing 
algal cover. Under mild summer temperatures, however, a predicted decrease in 
diversity with increasing algal cover was revealed with respect to mild winter 
temperature and an increase in diversity was predicted with respect to colder 
winter temperatures.    
Examined separately by season, significant interactions between winter 
temperature and algal cover were identified with respect to Simpson Index (Chi-
sq=11.843, p <0.001, df=1) and richness (Chi-sq=5.019, p=0.025, df=1) and 
between summer water temperature and algal cover with respect to Simpson 
Index only (Chi-sq=7.310, p=0.007, df=1). Predicted diversity consistently 
exhibited a pronounced decline with respect to more extreme temperatures (i.e. 
low winter and high summer temperatures) over an increasing gradient in algal 
cover (Figure 3.6). For mild winter temperatures, a slightly positive relationship 
was predicted with respect to Simpson Index with increasing algal cover.  
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Similarly, with increasing DAIN, a pronounced increase in Simpson Index was 
predicted with respect to mild summer temperatures, with only a muted increase 
predicted with respect to high summer temperatures (Figure 3.7). The DAIN x 
Summer water temperature interaction with respect to Simpson Index was the 
only significant interaction identified with respect to the interaction of seasonal 
water temperature with DAIN (Chi-sq=5.379, p=0.020, df=1; Appendix 7; Tables 
A7.10-11). With respect to the other measures of water quality investigated, no 
Figure 3.5. Observed A) richness and B) Simpson Index in relation to winter water temperature with the fitted 
relationships (+SE) plotted. The fitted relationship controls for the final model covariate terms that were not of 
direct interest.   
B 
A 
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interactive effects on diversity were identified between temperature and salinity 
(Appendix 7; Tables A7.12-13).  
Significant interactions were identified between silt content and summer water 
temperature (Chi-sq=3.967, p=0.046, df=1; Figure 3.8A) and silt content and 
winter water temperature (Chi-sq=4.884, p=0.027, df=1; Figure 3.8B) with respect 
to Simpson Index, only (Appendix 7; Tables A7.14-15). Consistent patterns in 
predicted Simpson Index were identified with respect to both summer and winter 
temperatures, however. Over the gradient of increasing silt content, warmer 
summer temperatures were linked to a predicted decrease in Simpson Index 
whereas milder summer temperatures were linked to a pronounced increase in 
Simpson Index. The extreme winter temperatures also exhibited a decrease in 
Simpson index over an increasing gradient in silt, whereas the milder winter 
temperatures saw a pronounced rise in Simpson Index with increasing silt.  
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C 
Figure 3.6. Interaction plots depicting the conditional effects of water temperature and algal cover on diversity 
as determined from the final models for Simpson Index with respect to A) Algal cover x Summer water 
temperature and B) Algal cover x Winter water temperature and C) richness with respect to Algal cover x Winter 
water temperature. The predicted patterns (with the mean taken for model covariates not included in the 
interaction) are presented with respect to water temperature mean (+ standard deviation).  
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Figure 3.7. Interaction plot depicting the conditional effects of summer water temperature and dissolved 
available inorganic nitrogen (DAIN) on Simpson Index as determined from the final model. The predicted 
patterns (with the mean taken for model covariates not included in the interaction) are presented with respect 
to summer water temperature mean (+ standard deviation).  
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Figure 3.8. Interaction plots depicting the conditional effects of A) winter water temperature or B) summer 
water temperature and % silt on Simpson Index as determined from the respective final models. The predicted 
patterns (with the mean taken for model covariates not included in the interaction) are presented with respect 
to water temperature mean (+ standard deviation).  
A 
B 
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3.4 DISCUSSION 
Altered atmospheric and oceanic temperature regimes are already occurring as 
a result of global climate change (IPCC, 2013). Here, the effects of regional 
atmospheric temperature extremity and local seasonal water temperature on 
diversity were investigated using a large collection of mudflat macroinvertebrate 
datasets from the Solent spanning nearly 40 years. This was of interest to 
determine the direct effects of regional climate on local communities and to 
determine if the way temperature effects manifest depend on local environmental 
conditions, respectively. No direct relationship of diversity with regional climate 
was identified, however relationships with local water temperature and 
interactions between local water temperature and algal cover, sediment silt 
content, and water nitrogen levels were revealed. These findings suggest that 
local context is relevant for predicting how climate change will affect 
macroinvertebrate diversity.  
Broad-scale climatic conditions are changing, however conditions on broad-
scales may not accurately characterize what is experienced locally by fauna. This 
may have contributed to the absence of a direct relationship between a climate 
index based on regionally derived air temperature data with locally collected 
faunal data. For example, a lag effect between the temperature conditions and 
the time at which the effects manifest could contribute to the absence of a direct 
relationship with regional climate, and this could vary by species. In the southwest 
of England, for example, sea surface temperature with a one-year lag best 
predicted density of Chthamalus barnacles whereas for Semibalanus balanoides, 
temperature from the same year was the best predictor (Mieszkowska et al., 
2014). As pointed out by Wethey et al. (2011) with respect to species 
biogeographic limits, climate history plays an important role as species may be 
responding to a previous climate event, multi-decadal climatic cycles, and/or 
contemporary conditions. Further, air temperature is not the same as body 
temperature at the level of the organism, presenting a limitation of single habitat 
measures like environmental temperature for characterizing vulnerability to heat 
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stress (Helmuth et al., 2010). Local environmental conditions may also mediate 
broad-scale climate effects, which could contribute to the absence of a direct 
relationship with the regionally derived climate index. For example, within a broad-
scale latitudinal gradient on the west coast of the USA, Helmuth et al. (2006a) 
identified ‘hot spots’ and ‘cold spots’ wherein tidal regime and wave splash 
influenced body temperatures experienced by Mytilus californianus during 
periods of aerial exposure. Similarly, with respect to intertidal snails, Dong et al. 
(2017) found a non-linear relationship of vulnerability to heat stress with latitude 
on the coast of China, further highlighting the role of microhabitat (e.g. sun-
exposed vs. shaded), as well as thermoregulatory behaviour (e.g. movement to 
thermal refugia) and individual-specific thermal limits for understanding 
vulnerability to heat stress. Local conditions can also mediate the effects of 
regional changes at the community level. In Tees Bay and the Tees Estuary, step-
changes in measures of diversity of the benthos were identified coincident with a 
regime shift in the North Sea ecosystem considered to be the result of a major 
hydroclimatic event. The effects of this regional regime shift on the benthos 
depended on location, however, as no regional effects were identified in the inner 
estuary and step-changes in average taxonomic distinctness and variation in 
taxonomic distinctness were observed in both the outer estuary and the bay, 
however the direction of change was in the opposite direction for these areas 
(Warwick et al., 2002).   
The interaction of local seasonal water temperature and local environmental 
conditions found here further supports the relevance of local context to the way 
temperature effects manifest. A three-way interaction was identified between 
winter and summer temperatures prior to faunal sampling with algal cover derived 
from the time of faunal sampling with respect to diversity. Despite the difference 
in timing of water temperature and collection of algal cover data, the detected 
relationships may reflect the effects of the seasonal temperatures with the 
characteristics of the macroalgae during the respective season. This is assuming 
that the same sites are prone to algal cover over time and thus macroalgal mats 
or conditions associated with development were present during the season in 
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question. This assumption is deemed valid here, as the Environment Agency 
monitors the same sites over years to assess seasonal change in macroalgal 
biomass (EA, 2016). The observation of the negative relationship of diversity with 
algal cover across all winter temperatures under the warmest summer 
temperatures may be the result of the development of algal mats with higher 
biomass under warmer temperatures. Temperature effects on macroalgal 
recruitment are complex and related to a number of interacting factors (Lotze and 
Worm, 2002). However, correlations between macroalgal biomass and 
temperature have been observed in nearby Poole Harbour, where macroalgal 
biomass was found to have negative effects on evenness, positive effects on 
richness, and a non-linear relationship with macroinvertebrate abundances (a 
decrease observed at a biomass ‘tipping point’) (Thornton, 2016). The effects of 
macroalgae can also be temperature dependent. For example, in a field 
experiment under summer water temperatures compared to autumn water 
temperatures, the presence of macroalgae resulted in a negative oxidation-
reduction potential in bottom waters beneath the algae as well as significantly 
reduced survival of the Manila clam Ruditapes philippinarum, both effects were 
not observed under the autumn temperature (Miyamoto et al., 2017). Similarly, 
Limecola balthica (formerly Macoma balthica) emergence from the sediment in 
response to low oxygen conditions and physical cover beneath macroalgae was 
faster under warmer temperatures, and emergence of stressed organisms has 
implications for vulnerability to predators (Norkko et al., 1996). Thus, higher 
biomass or interactions of temperature with macroalgal mats may alter suitability 
of the conditions for infauna and may contribute to the negative relationships with 
diversity observed under warmer summer temperatures here.  
Macroalgal mats generally exhibit a seasonal cycle, developing over the spring 
and summer months and dying back in autumn and winter (Thornton, 2016), 
although in eutrophic systems such as the three-harbour system investigated 
here algal mats may persist at lower biomass in the winter (EA, 2016). Under mild 
summer temperatures here, the winter temperature became important for 
determining the relationship with increasing macroalgal cover. A predicted 
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increase in diversity was predicted with algal cover under the coldest 
temperatures, whereas a decrease was predicted under mild winter 
temperatures. With respect to the latter, warmer winter temperatures might allow 
for the earlier recruitment and development of algal mats at impacted sites, thus 
potentially prolonging effects of the algal mats on the underlying fauna. Lotze and 
Worm (2002) identified an increase in Enteromorpha recruitment rate of one order 
of magnitude from 5°C, with very low recruitment, to 11°C and further to 17°C. 
Thus, low winter temperatures may reduce duration of exposure to well-
developed algal mats and could contribute to the differences in patterns observed 
here with respect to mild or colder winter temperatures and algal cover.  
When the water temperature x algal cover interactions were examined separately 
by season, the same decreasing relationship of diversity with algal cover was 
observed with respect to summer temperature, and this was most pronounced for 
the hottest summer temperatures. With respect to winter temperature, however, 
differences in the relationships were evident compared to when summer 
temperature was accounted for; under the coldest winter temperatures, there was 
a pronounced decrease in diversity with increasing algal cover and under the 
mildest winter temperatures there was the least pronounced decrease with 
increasing algal cover (or even an increase with respect to Simpson Index). This 
highlights the relevance of the summer temperatures when examining the 
interaction of winter temperature and algal cover.  
Effects of summer temperatures were also revealed in the more pronounced 
increase in Simpson Index with respect to increasing DAIN under milder summer 
conditions compared to a muted increase predicted with respect to higher 
summer temperature. As DAIN is the limiting nutrient for macroalgal growth in the 
three harbours (EA, 2016), it is worth noting that the potential for synergistic 
effects of nutrient enrichment and temperature have been identified with respect 
to enhanced algal recruitment (Lotze and Worm, 2002), thus the effects of DAIN 
within the system could be more pronounced under warmer conditions. As 
discussed in Chapter 2, the direction of the relationship may not be shaped by 
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water concentration of DAIN, per se, however, as conditions such as lower salinity 
and pollution that may be correlated with areas of higher DAIN concentrations (in 
proximity to freshwater and STW discharge sites) and different sets of conditions 
may be acting on the communities away from these locations (although temporal 
variability, not just spatial variability, in DAIN at high DAIN sites could also 
contribute to this relationship). Still, the difference in the predicted relationship 
between mild summer versus warm summer conditions with respect to DAIN 
highlights the relevance of local conditions for determining how temperature 
effects on diversity will manifest.  
Summer and winter temperatures preceding faunal sampling each interacted 
significantly with sediment silt content with respect to Simpson Index. Silt content 
has been found to be strongly correlated with total organic matter in sediments 
(Ellingsen, 2002). Thus, the observed differences in the effects of seasonal water 
temperature preceding faunal sampling on Simpson Index in high silt versus low 
silt areas may be linked to temperature related effects on organic matter as a food 
supply in the high silt areas. For example, Cheng et al. (1993) identified seasonal 
shifts in the nutritional value of sediments to deposit feeding macroinvertebrates 
from high value in spring and early summer to lower quality by autumn and 
suggest that high summer temperatures in concert with poorer quality sediments 
have negative effects on population growth. 
Interactive effects of seasonal water temperature alone on diversity were not 
identified. This further underscores the relevance of local context for 
differentiating the effects of mild or more extreme temperatures, as in the case of 
algal cover where an interaction with both seasonal temperatures was identified. 
Relationships were identified between winter water temperature and both 
measures of diversity, which were highest at the intermediate range of observed 
winter temperatures. This temperature range may strike a balance between the 
effects of extremely cold winters, in which only cold-tolerant types may thrive (e.g. 
Crisp, 1964; Wethey et al., 2011) versus the effects of unusually warm winters 
that may be detrimental to cold types (e.g. Wethey and Woodin, 2008; Beukema 
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et al., 2009) and/or benefit warm-tolerant species (e.g. Southward and Crisp, 
1956), which could cause richness of species to decrease and an increase in 
dominance as measured by Simpson Index at either extreme. It is important to 
note the potential for other conditions correlated with the faunal samples linked to 
higher or lower temperatures to contribute to the observed pattern, as the data 
are derived from a natural system and the effects of temperature cannot be 
isolated.  
The absence of a direct relationship between regional climate and diversity as 
well as the interaction of seasonal temperatures with local environmental 
conditions have highlighted the relevance of local context for predicting the way 
in which climate change effects manifest, consistent with previous findings 
(Russell and Connell, 2012). The potential relevance of eutrophication as an 
additional stressor in the context of temperature effects was also indicated by the 
identified interactions of temperature with algal cover and DAIN. Coastal habitats 
are under the influence of a wide range of human activities (e.g. pollution, fishing, 
and non-native species introductions) (Kennish, 2002). The potential for additive 
and synergistic effects between multiple stressors (Crain et al., 2008) highlights 
the relevance of these activities to the way change may manifest in faunal 
communities under changing temperature regimes. Particularly as an organism’s 
window of thermal tolerance may be narrowed in response to multiple stressors 
(Pörtner and Farrell, 2008). The focus here has been on means of seasonal 
temperatures, as a characterization of annual extremes, and the averaged 
frequency of warm regional temperature extremity. These are rising in 
temperature and occurrence, respectively, against a background of temporal 
variability. Not considered here were the effects of discrete temperature events, 
which may have more acute effects on faunal communities compared to variability 
in means. The effects of heat wave events, the frequency and duration of which 
are predicted to increase (IPCC, 2013), are thus explored in Chapter 4.  
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Chapter 4  
Heat waves as a driver of change 
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4.1 INTRODUCTION 
Heat wave (HW) events are predicted to increase in frequency, intensity, and 
duration in the future as a result of climate change (Beniston et al., 2007; IPCC, 
2013). The effects of these events have already been observed in the marine 
environment. The European HW of 2003 resulted in anomalously warm sea 
temperatures that caused mass mortality in parts of the Mediterranean, 
particularly in corals and sponges (Garrabou et al., 2009). With long-periods of 
recovery needed for long-lived and slow-growing species, the Garrabou et al. 
(2009) pointed to the risk of increased frequency of such extreme events leading 
to local extinctions. In the Mondego estuary (Portugal), Grilo et al. (2011) 
examined the effects of the HW of 2003 in the context of other extreme weather 
events (droughts, floods) and management activities over a 16-year period on the 
intertidal macroinvertebrates, finding that floods and HWs, in particular, led to an 
abundance decline. The 2003 HW caused a decrease in density and biomass of 
the macroinvertebrates of a mudflat area as well as a decrease in richness among 
three sampled intertidal habitats (seagrass bed, mudflat, sandflat). Dolbeth et al. 
(2011) also identified decreases in macrobenthic production in response to the 
effects of HWs in the Mondego estuary, which they linked to associated declines 
in Scrobicularia plana, indicating the potential for effects of extreme events to alter 
the provisioning of ecosystem services.  
Regularly subject to both marine and atmospheric conditions over short-temporal 
scales, intertidal organisms may be particularly vulnerable to HW events. On 
intertidal mudflats, for example, temperature fluctuations are governed by tidal 
and solar cycles, their coincidence, and seasonal temperature changes, with 
extreme temperature increases at the sediment surface (e.g. 18°C) possible over 
a single tide when spring low tide coincides with summer midday sun (Guarini et 
al., 1997). The ability to acclimate to stressful environmental conditions requires 
energy trade-offs to meet maintenance demands (Sokolova et al., 2012; 
Sokolova, 2013). Thus, fauna living in thermally variable habitats, like intertidal 
habitats, may have high thermal tolerance but are more likely to be living close to 
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their thermal limits and have the least capacity to acclimate and adapt to rising 
temperatures (Stillman, 2003; Madeira et al., 2012; Vinagre et al., 2018). On 
intertidal sedimentary habitats, refuge may be found for some organisms by 
burrowing into the sediment (Sobral and Widdows, 1997; Macho et al., 2016), 
where thermal variability is buffered, particularly at depth >10 cm (Woodin 1974). 
However, temperature is still variable in shallow sediments (Woodin, 1974) where 
the majority of the soft sediment infauna reside (e.g. highest densities in upper 5 
cm in both sand and mud; Hines and Comtois, 1985). Thus, sediments could offer 
a sufficient refuge from HWs for some, but those unable to exploit deeper 
sediment layers may be more vulnerable to these events.  
Marine climate change experiments have typically focused on the effects of ocean 
warming and ocean acidification on marine organisms (Wernberg et al., 2012) 
and not the effects of discrete extreme events like HWs, however this is a growing 
area of research (Jentsch et al. 2007; Thompson et al., 2013), though few studies 
have focused on intertidal sediments. Experimental studies that have 
incorporated a simulated extreme heating event with respect to seawater 
temperature have focused on epifaunal fouling communities (Sorte et al., 2010b; 
Smale et al., 2011; Smale and Wernberg, 2012), seagrasses (Winters et al., 2011; 
Franssen et al., 2014; Beca-Carretero et al., 2018), corals (Glynn and D'Croz, 
1990), subtidal gastropods (Leung et al., 2017), a pipefish-trematode host-
parasite system (Landis et al., 2012), and tide pool species (Siegle, 2017; Vinagre 
et al, 2018). In comparison to subtidal/submerged communities that may only 
experience marine HWs, or anomalous warm water events (Hobday et al., 2016), 
intertidal fauna are also at risk to atmospheric HWs during low tide. Experimental 
studies that have investigated the effects of simulated heating events at low tide 
exposure include studies on rocky intertidal organisms, including the resistance 
and resilience of macroalgal communities of differing diversity (Allison, 2004), 
physiological and behavioral responses of mussels (e.g. heat shock protein 
induction, respiration rates, gaping activity, heart rate) (Olabarria et al., 2016), 
lethal limits in mussels (Mislan et al., 2014), feeding rate in a predatory sea star 
(Pincebourde et al., 2008), with few studies on soft-sediment infauna including 
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survivorship, growth rate, condition index of the Manila clam Ruditapes 
philippinarum (Andolina, 2011), and the siphon and burrowing activity and 
mortality of Venerid bivalves (Macho et al., 2016). The latter two studies housed 
the study organisms in sediment during the heating. The ability to escape heat 
stress via burrowing may depend on the depth to which the given species can 
burrow or the thermal performance curve of the organism, as seen for venerid 
clams held in 1L beakers of sediment in a simulated three-consecutive day low-
tide heating event (Macho et al., 2016). 
For aquatic organisms, the effects of environmental stress, including extreme 
temperatures, are linked to a decrease in aerobic scope, or the energy available 
to contribute to fitness after the energetic costs of basal maintenance (Sokolova 
et al., 2012; Sokolova, 2013; Pörtner and Farrell, 2008). Higher energy demands 
for maintenance or impaired metabolism with increasing environmental stress will 
ultimately lead to a critical point in which aerobic scope is minimized. Anaerobic 
metabolism and, further, a reduced metabolic rate may be employed to allow 
time-limited survival at the cost of growth and reproduction necessary for 
population persistence, and such mechanisms are used by intertidal organisms 
in response to extreme temperature stress in this thermally variable habitat 
(Sokolova et al., 2012; Sokolova 2013; Pörtner and Farrell, 2008). Lethality is 
marked by a negative energy balance that results in death of the organism 
(Sokolova et al., 2012; Sokolova 2013). Marine studies that have considered 
energetic balance in response to HW simulations have identified disruption to this 
balance as a mechanism of change with consequences for individual reproduction 
(Siegle, 2017) and survival (Leung et al., 2017). Energy reserves (carbohydrates, 
lipids, and proteins) can thus be used as a biomarker of stress. Optimal conditions 
are marked by deposition of lipids and glycogen, followed by reduced deposition 
of lipids and glycogen and stress protein synthesis under moderate stress, and 
depletion of lipids and glycogen and suppression of protein synthesis under high 
stress (Sokolova, 2013). Under extreme stress and energy deficiency, proteins 
may also be broken down (Sokolova et al., 2012; Mouneyrac et al., 2012).     
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The prediction for an increase in frequency, intensity, and duration of HW events 
as a result of climate change may have negative implications for intertidal marine 
organisms that are already subject to high temperature variability associated with 
solar, tidal, and seasonal cycles. Few HW studies have investigated the effects 
of HWs on intertidal sedimentary fauna and the effects of fauna within sediments, 
in which temperature variability attenuates with depth. Generally, surface dwelling 
and shallow burrowers may be expected to be more vulnerable to HW events 
than deeper burrowing fauna. In this study, a mesocosm system designed to 
simulate a HW event while preserving natural sediment temperature profiles is 
used to investigate the effects of atmospheric HW events on intertidal 
sedimentary macrofauna. Specifically measured are the effects on mudflat 
community composition, the total abundance of shallow-dwelling organisms, as 
well as the lethal and sublethal effects on two economically valued intertidal 
species of contrasting burrowing ability. These species were the deep-burrowing 
king ragworm Alitta virens, which is a valuable bait worm in the UK (Watson et 
al., 2017) and the shallow-burrowing cockle Cerastoderma edule, which is 
commercially targeted for consumption (Franklin, 1972; Dare et al., 2004). 
Sublethal effects measured included C. edule condition index and tissue energy 
reserves (carbohydrates, proteins, and lipids) for both species, as energetic 
balance is linked to an organism’s ability to survive, grow, and reproduce. The 
effects are investigated immediately following the HW event as well as following 
a four-week recovery period under natural conditions on an intertidal mudflat to 
determine immediate and longer-term effects. It was hypothesized that if shallow-
dwelling organisms are more readily subject to higher temperatures due to their 
position on or within the sediment, they will exhibit reduced abundances as a 
result of exposure to a HW event. With short siphons for suspension feeding at 
the sediment-water interface, C. edule typically resides in the upper 4 cm of the 
sediment (Mermillod-Blondin et al., 2005; Jensen, 1985; Zwarts and Wanink, 
1989) and was expected to exhibit a lower condition index in heat treated 
organisms. A low index indicates high energy expenditure of the organism (Lucas 
and Beninger, 1985), which would reflect its exertion to cope with thermal stress. 
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Under a scenario of extreme stress, the tissue energy reserves would be depleted 
in thermally stressed organisms through allocation to essential maintenance 
activities (Sokolova et al., 2012). If, by burrowing or remaining burrowed, a deep-
dwelling organism can avoid additional heat stress at the surface and shallow-
subsurface layers of the sediment, then A. virens, would not be expected to 
exhibit mortality or reductions in energy reserves as a result of HW events. In 
contrast to C. edule, adult-sized A. virens burrows can reach at least 30 cm 
(Hertweck, 1986), however juveniles are typically found in shallower sediments 
(0-12 cm noted for juveniles in the St. Lawrence estuary by Caron et al., 1996). 
The findings will thus help to elucidate the HW ‘winners’ and ‘losers’ in intertidal 
sediments and whether such events could pose a risk to the C. edule and A. 
virens populations and ultimately the fisheries dependent on their persistence.   
For the polychaete A. virens and the bivalve C. edule investigated here, which 
exhibit different burrowing abilities, neither species exhibited higher mortality as 
a result of the HW simulations performed. Similarly, community composition 
effects of the HW simulation were not identified overall or for the abundance of 
shallow dwelling organisms. Species and energy reserve-specific shifts in tissue 
energy reserve concentration as a result of the HW simulations were revealed, 
however. The shifts in energetic balance in response to heat stress could have 
important implications for the success and persistence of individuals in terms of 
growth and reproduction, particularly under scenarios of longer, more intense, 
and more frequent extreme heat events and multiple environmental stressors.  
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4.2 METHODS 
4.2.1 Characterization of intertidal mudflat temperature variability    
To characterize the temporal and spatial temperature profiles of intertidal 
mudflats, temperature loggers (HOBO Pendant® Temperature/Alarm Data 
Logger 8K - UA-001-08) affixed to three wooden poles (Figure 4.1) were deployed 
in a Langstone Harbour mudflat 25-50 m apart in a line parallel to shore (Figure 
4.2). The loggers were positioned just above the sediment surface, just beneath 
(from 0-5 cm, with logger sensor at ~2 cm) and at ~15 cm beneath the sediment 
surface and recorded temperature every 30 minutes. The loggers were collected 
and redeployed approximately every two months.   
 
 
 
 
 
 
 
Figure 4.1. HOBO Pendant® Temperature/Alarm Data Logger 8K - UA-001-08 loggers deployed in Langstone 
Harbour to capture temperature at the sediment surface, 0-5 cm, and ~15 cm depth.   
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Figure 4.2 Positions of the three temperature logger poles in Langstone Harbour.  
4.2.2 Definition of HW conditions for the experimental set-up   
The World Meteorological Organization (WMO) Task Team on Definition of 
Extreme Weather and Climate Events (TT-DEWCE) has recognized that the 
definition of HWs and indices used to describe them are still an area of ‘active 
scientific debate’ (TT-DEWCE, 2014). As the definition of HWs and their metrics 
have often been application-specific across and within disciplines, a large number 
of metrics have been developed (Perkins and Alexander, 2013; Hobday et al. 
2016). What constitutes a HW varies in terms of intensity, which can be described 
either by fixed or relative temperature thresholds (e.g. exceeding 30°C vs. 90th 
percentiles of temperature), duration, and the climate normal period that is used 
as a baseline from which to measure anomalous heat events. With respect to 
intensity, relative thresholds, such as the 90th percentile thresholds of the daily 
maximum or daily minimum temperature are more widely applicable across 
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regions than fixed thresholds and can be defined relative to any time of the year, 
allowing for anomalous heat events in any season to be defined relative to the 
local climate (Trewin, 2009; Zhang et al., 2011). For this study, both daytime and 
night-time temperature 90th percentile thresholds were identified and targeted to 
achieve both daytime and night-time extremes with relief only during tidal 
immersion. The minimum duration needed to constitute a HW is also an area 
needing further discussion for defining a common global HW index (TT-DEWCE, 
2014). A HW duration of six days was selected as the target duration for this study 
in accordance with the length of a ‘warm spell’ described by the 
CCl/CLIVAR/JCOMM Expert Team on Climate Change Detection and Indices 
(ETCCDI) (Zhang et al., 2011) and with the definition of Beniston et al. (2007), 
who noted that while HWs shorter than six days can be environmentally 
damaging, longer HWs are expected to increase. HW relative thresholds are 
defined with respect to a reference period, typically of 30 years, that represents 
the mean temperature, or the climate ‘normal’, with inter-annual variability 
accounted for in this 30-year mean (WMO, 2015). The updated WMO reference 
period (1981-2010) was used as the climate normal to determine the 90th 
percentile thresholds for this study instead of the WMO standard climate normal 
(1961-1990) because thresholds determined from the former were higher and 
therefore more representative of extreme temperature thresholds that are likely 
to be experienced into the future. The 1981-2010 climate normal is ‘operational’, 
whereas the 1961-1990 base period is useful as a historic baseline for assessing 
climate change (TT-DEWCE, 2014; WMO, 2015). With the HW thresholds, 
duration, and a reference period identified, the aim for this study was to simulate 
a six consecutive day HW event where the daily maximum temperature exceeded 
the 90th percentile of the 1981-2010 daily maximum and the daily minimum 
temperature exceeded the 90th percentile of the 1981-2010 daily minimum. 
Examples of multiday HW definitions from the literature are presented in Table 
4.1 for comparison. 
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Table 4.1. Examples of multi-day atmospheric HW definitions from the literature. Key components of HW definitions include the duration (days), the definition of the 
temperature threshold (fixed vs. relative), and the period that is referenced as the climate ‘normal’. Definitions are ordered here by minimum duration.  
HW definition Days Threshold type ‘Normal’ Reference 
> 6 consecutive days with max temp exceeding the 1961–90 calendar day 90th percentile, calculated 
for each day over a centred 5-day window at each grid point 
> 6  90th percentile daily max 1961-1990 
Beniston et al. 
(2007) 
> 6 consecutive days with max temps exceeding the local 90th percentile of 1961-90 
> 6  90th percentile daily max 1961-1990 
Fischer and 
Schär (2010) 
Daily Tmax − 1961–90 daily normal >3 °C for ≥ 6 consecutive days 
> 6  
Fixed, daily max >3 °C 
above the normal 
1961-1990 
Perry and Hollis 
(2005) 
At least six consecutive days of max temp > 90th percentile 
> 6  90th percentile daily max 1961-1990 
Zhang et al. 
(2011)  
> 5 consecutive days with Tmax > 5°C above the 1961–1990 daily Tmax normal 
> 5  
Fixed, daily max >5°C 
above the normal 
1961-1990 
Frich et al. 
(2002) 
> 3 consecutive days above one of the following: the 90th percentile for max temp, the 90th 
percentile for min temp, and positive extreme heat factor (EHF) conditions. EHF = an anomaly-
based index defined by (Nairn et al., 2009).   
> 3  
90th percentile daily 
max/min, or positive 
EHF 
1951/1971
–2008  
Perkins and 
Alexander 
(2013) 
The longest period of consecutive days satisfying each: (i) The daily max temp must be above T1 for 
> 3 days, (ii) the average daily max temp must be above T1 for the entire period, and (iii) the daily 
max temp must be above T2 for every day of the entire period. T1 = 97.5th percentile of the 
distribution of max temps in the observations and in the simulated present-day climate (seasonal 
climatology at the given location), T2 = 81st percentile. 
> 3  
97.5th percentile daily 
max, 81st percentile 
daily max 
1961-1990 
Meehl and 
Tebaldi (2004)  
The longest continuous period (i) during which the max daily temp reached at least 30°C in > 3 days, 
(ii) whose mean max daily temp was > 30°C, and (iii) during which the max daily temp did not drop 
below 25 °C.  
> 3 
Fixed 30° and 25°C  
daily max 
N/A 
Huth et al. 
(2000) 
A period ≥ 3 consecutive days with max temp above the daily threshold for the reference period 
1981–2010. The threshold is the 90th percentile of daily maxima, centered on a 31 day window. > 3 90
th percentile daily max 1981-2010 
Russo et al. 
(2014) 
Max temp > 90th percentile of the max temp for the month in which the HW begins for a min of 3 
consecutive days.  Min temp > 90th percentile of the min temp for that month on the 2nd and 3rd 
days of the HW. 
> 3 
90th percentile monthly 
mean max/min 
 
1979–
2008 
Pezza et al. 
(2012) 
The 90th percentile of the entire distribution of daily max and min temp is adopted as a common 
threshold to identify an extremely hot day. Duration of > 2 days of consecutive above threshold days.   
> 2  
90th percentile daily 
max/min   
1949-2000 
Keellings and 
Waylen (2014) 
A period of > 48 h during which neither the overnight low nor the daytime heat index falls below 
26.7°C and 40.6°C. At stations where more than 1% of both the high and low heat index observations 
exceed these thresholds, the 1% values are used as the HW thresholds. Heat index = how temp feels 
to a human.  
> 2  
Fixed, 26.7°C daily min, 
40.6°C daily max, OR 
percentile, 1% values 
1951-1990 Robinson (2001) 
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Calculation of 90th percentile air temperature thresholds 
To identify the 90th percentile temperature thresholds, daily air temperature data 
for 1981-2010 were downloaded for 27 points corresponding with the Solent 
coast, the study region, on a 5 x 5 km grid (Chapter 3; Figure 3.1). These data 
were available from the MetOffice website as part of the UK Climate Projections 
data sets (see Figure 3.1 for full attribution). A 90th percentile threshold was 
calculated for minimum and maximum air temperature for each calendar day that 
HW simulations would be run in the summer of 2015 to identify what constituted 
daytime and night-time HW air temperatures for the study region. The 90th 
percentile temperature thresholds of the daily maximum and minimum for each 
calendar day of interest were calculated using data that was subsampled from the 
1981-2010 dataset using a 5 consecutive day window (Zhang et al., 2005). That 
is, to determine the 90th percentile for June 3, the data from June 1-5 were used. 
Using a 5-day window for each calendar day increases the sample size from 
which the percentiles are calculated and accounts for seasonal cycles (Perkins 
and Alexander, 2013; Zhang et al., 2005; 2011). For the calendar days of interest 
and the days corresponding with the 5-day window, the average temperature 
across all 27 Solent sites was calculated for each calendar day in each year within 
the 30-year base period. The 90th percentiles were then calculated for each 
calendar day of interest from these average minimum and maximum 
temperatures with respect to the relevant 5-day window across the 30-year 
period. That is, for the June 3 90th percentile, the average temperature across all 
27 sites was determined for each of the days June 1-5, and the percentiles were 
derived from the June 1-5 temperatures across the 1981-2010 reference period. 
Percentile calculation was based on the median-unbiased estimator method 
recommended by Hyndman and Fan (1996). This is the empirical quantile 
estimation described in the RClimDex User Manual; a software package 
developed for the calculation of the ETCCDI recommended climate indices 
(Zhang and Yang, 2004). Percentile calculations were performed in R (R Core 
Team, 2014).  
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Determination of sediment HW temperatures 
The 90th percentile thresholds for daily maximum and daily minimum air 
temperatures were identified for each of the following dates for the three HW 
simulations carried out in the summer of 2015: July 21-27 (C. edule), August 5-
11 (community), and August 14-20 (A. virens). Linear relationships between 
locally collected air temperature data from University of Portsmouth’s Geography 
Department weather station (Pepin, 2014) and the data collected from the loggers 
in Langstone Harbour were used to find the sediment temperatures at the surface, 
at 0-5 cm, and at 15cm depth that corresponded with the HW air temperatures 
(i.e. the 90th percentile thresholds). In this way, the target temperatures needed 
to achieve a simulated HW event in the experimental set up were identified for 
both day and night low tide periods for each calendar day of each simulated event.   
 
Temperature relationships were determined separately for daytime low tide and 
for night-time low tide. These were calculated using temperature data from 2014 
for the calendar days on which the HW simulations were to be run and the 5-day 
window surrounding those days. Therefore, data for July 19-29, Aug 3-13, and 
Aug 12-19, 2014 were used. There were no data for August 20-22, 2014, as 
loggers were not in the field at this time. Using Poltips 3 tidal software (ver. 
3.5.0.0/11) to identify low tide and high tide times, the low tide data corresponding 
with a five-hour period centered on the low tide were extracted. A five-hour low 
tide period was used as this was the approximate length of aerial exposure of the 
temperature loggers in the field during low tide, as determined from patterns in 
the temperature data associated with the tidal cycle. Sunrise and sunset times, 
also identified using Poltips, were used to separate ‘day’ and ‘night’ low tide data 
for 2014.  
 
There were two methods used to identify HW sediment temperatures that 
corresponded with the identified HW air temperatures. First, linear relationships 
were determined directly between air temperature and the temperature at each 
sediment position across the days of interest (i.e. surface vs. air; 0-5 cm vs. air; 
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15 cm vs. air) (Figure 4.3 A-C). Secondly, relationships were determined in a 
‘stepped’ approach, in terms of looking at relationships in temperatures collected 
from loggers in successive positions in the vertical profile of the sediment (i.e. 
surface vs. air; 0-5 cm vs. surface; and 15 cm vs. 0-5 cm) (Figure 4.3 A, D, E). 
There tended to be stronger linear relationships in the ‘stepped’ approach. The 
direct relationship with air temperature was of interest, however, because the 
relationship between air temperature and the surface temperature may have been 
influenced by the presence of algae in the field. Green algal mats are a 
characteristic feature of the mudflats in Langstone Harbour, dominated by Ulva 
spp. (Pye, 2000). In 2014, the year on which the temperature relationships were 
based, green algal mats were observed on the mudflats in the temperature 
sampling area throughout the spring and summer. Both the direct relationships 
with air temperature as well as the stronger ‘stepped’ relationships were therefore 
considered when determining the target temperatures for each sediment position.  
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The target temperatures (Table 4.2) were determined by entering the 90th 
percentile threshold temperatures of the daily maximum and daily minimum air 
temperatures into the equations for the linear relationships. The target 
temperatures determined using the ‘Sediment vs Air’ approach and the ‘stepped’ 
approach are both presented for each calendar day of the three planned HW 
simulations and the values determined for each approach were in good 
Figure 4.3. Example air-sediment and sediment-
sediment temperature relationships for July 19-29, 
2014, daytime low tide used to identify sediment HW 
temperatures for the July HW simulation. A-C show the 
direct relationships between air temperature and the 
sediment at three different positions in relation to the 
sediment surface. A, D, and E represent the ‘stepped’ 
relationships used to identify the target temperatures.  
A 
B 
C 
E 
D 
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agreement. Despite similar 90th percentile air temperatures among the three HW 
simulation dates, the sediment temperatures determined for the mid-late August 
HW simulation were quite low in comparison. Particularly for daytime 
temperatures, the linear air-sediment and sediment-sediment relationships 
exhibited weaker fits (lower R2) compared to the linear relationships for the other 
sets of dates, potentially resulting in poorer predicted values. Therefore, the target 
temperatures identified for the community HW simulation (calculated for August 
5-11) were targeted again for the A. virens HW simulation run in mid-late August.   
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Table 4.2. Target HW air temperatures and the corresponding calculated target sediment HW temperatures for each calendar day of three HW simulations (July, early August, mid-August) at 
three positions (sediment surface, 0-5 cm, and 15 cm depth) for daytime and night-time periods of low tide exposure. Air temperatures are the 90th percentile thresholds determined for the 1981-
2010 daily maximum air temperature and daily minimum air temperature. Sediment temperatures are presented as calculated based on sediment-air relationships and the ‘stepped’ approach.  
Day 
LOW TIDE – DAY LOW TIDE - NIGHT 
 90th percentile daily 
max 1981-2010 
Sediment vs Air Stepped 
90th percentile daily min 
1981-2010  
Sediment vs Air Stepped 
Air  Surface 0-5 15 Surface 0-5 15 Air  Surface 0-5 15 Surface 0-5 15 
Jul-21 25.59 24.66 22.60 20.44 24.66 22.54 20.43 16.45 17.46 20.08 20.78 17.46 20.34 20.84 
Jul-22 25.75 24.79 22.66 20.44 24.79 22.59 20.43 16.45 17.46 20.08 20.78 17.46 20.34 20.84 
Jul-23 26.13 25.10 22.80 20.45 25.10 22.72 20.44 16.46 17.46 20.08 20.78 17.46 20.34 20.84 
Jul-24 25.86 24.88 22.70 20.44 24.88 22.63 20.43 16.72 17.63 20.17 20.80 17.63 20.40 20.85 
Jul-25 25.85 24.87 22.70 20.44 24.87 22.63 20.43 17.14 17.90 20.31 20.84 17.90 20.50 20.88 
Jul-26 26.44 25.35 22.91 20.45 25.35 22.83 20.44 16.93 17.77 20.24 20.82 17.77 20.45 20.87 
Jul-27 26.52 25.42 22.94 20.46 25.42 22.86 20.44 16.80 17.69 20.20 20.81 17.69 20.42 20.86 
Aug-05 25.36 28.76 25.15 20.66 28.76 24.92 20.69 17.14 17.43 19.57 20.09 17.43 19.61 20.11 
Aug-06 25.36 28.76 25.15 20.66 28.76 24.92 20.69 17.04 17.36 19.52 20.07 17.36 19.57 20.09 
Aug-07 25.36 28.76 25.15 20.66 28.76 24.92 20.69 16.92 17.25 19.45 20.03 17.25 19.52 20.07 
Aug-08 25.69 29.22 25.42 20.72 29.22 25.17 20.75 16.78 17.14 19.37 20.00 17.14 19.47 20.05 
Aug-09 25.72 29.27 25.45 20.73 29.27 25.20 20.76 16.86 17.20 19.42 20.02 17.20 19.50 20.06 
Aug-10 25.77 29.33 25.48 20.74 29.33 25.24 20.77 16.78 17.14 19.37 20.00 17.14 19.47 20.05 
Aug-11 25.29 28.66 25.09 20.65 28.66 24.87 20.68 16.78 17.14 19.37 20.00 17.14 19.47 20.05 
Aug-14 24.83 20.79 19.99 18.73 20.79 19.51 18.45 16.42 15.87 18.07 18.73 15.87 17.98 18.69 
Aug-15 24.72 20.75 19.97 18.72 20.75 19.50 18.45 16.44 15.88 18.08 18.73 15.88 17.99 18.69 
Aug-16 24.77 20.77 19.97 18.72 20.77 19.50 18.45 16.18 15.69 17.98 18.71 15.69 17.92 18.69 
Aug-17 25.17 20.91 20.05 18.74 20.91 19.56 18.46 16.52 15.94 18.11 18.74 15.94 18.01 18.69 
Aug-18 24.93 20.83 20.00 18.73 20.83 19.52 18.45 16.62 16.01 18.15 18.74 16.01 18.04 18.69 
Aug-19 24.86 20.80 19.99 18.73 20.80 19.51 18.45 16.70 16.07 18.18 18.75 16.07 18.06 18.70 
Aug-20 24.86 20.80 19.99 18.73 20.80 19.51 18.45 16.85 16.18 18.24 18.76 16.18 18.10 18.70 
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4.2.3 Mesocosm design and HW simulations 
Mesocosm set-up 
To simulate the HW events and to retain natural temperature variation 
associated with day and night, three 4 x 3.5 m polyethylene polytunnels were 
set up over three (3 m L x 2 m W x 0.77 m H) outdoor seawater flow-through 
tanks sourced with water directly from Langstone Harbour (Figure 4.4). The 
polytunnels were altered to provide full coverage over one half of the tank (the 
heated half) and only canopy cover over the control half, with a middle 
tarpaulin barrier dividing the two halves (Figure 4.5). 
  
Figure 4.4. Polytunnels set up over the 3 x 2m flow-through tanks, pictured after the completion of the HW 
simulations. Canopy cover was retained over the control half to account for shading. Water was able to mix under 
the middle barrier to prevent temperature gradients. 
The canopy retained over the control side served to help control for shading 
caused by the polytunnel cover over the tank. Water was allowed to mix 
beneath the barrier at the middle of the tank. Two submersible water pumps 
(AllPondSolutions Submersible Pump AQ-1000, 1000L/hr) positioned on each 
side of the tank were used to eliminate a water temperature gradient by 
pumping water to the opposite side of the tank via 2 m of tubing. The bottom 
of the barrier was positioned at ~13 cm from the floor of the tank, however the 
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weighted tarpaulin dropped down slightly and hung between 7-13 cm from the 
floor. Depending on prevailing weather conditions, 1-2 fan heaters (Bio Green 
Tropic 2kW greenhouse heater; Dimplex DXUF30T 3kW fan heater) were 
positioned at one end in each of the polytunnels and were adjusted as needed 
to reach the target HW temperatures. Other investigations of HW effects on 
intertidal organisms have been achieved using heat lamps (Pincebourde et al., 
2008; Macho et al., 2016; Olabarria et al., 2016), however this method of 
heating was deemed unsuitable for this set-up. Heavy duty polypropylene 
boxes (15 L capacity, external dimensions 40 m L x 30 cm W x 17 cm H, 
internal 35.8 cm L x 25.8 cm W x 16.5 cm H) were used to house the study 
specimens in the tanks during the HW simulations. Each tank held 12 boxes.  
This included six heated and six control boxes, with three boxes from each 
treatment in each tank to be processed immediately following the HW (‘0 
weeks’ recovery) and three to be positioned in the field for a four- week 
recovery period (‘4 weeks’ recovery) for investigation of longer term effects of 
the HW event (Figure 4.6- 4.7).  
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Figure 4.5. Internal view of the polytunnel with treatment (left) and control (right) sides. The heater is visible at the 
far end of the tank. Image taken at high tide during the community HW simulation. The core samples positioned 
within the 6 x 15L experimental boxes on each side are visible. The additional boxes and carboys were used as 
ballast to regulate consistent draining and filling among tanks.  
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Figure 4.6. Overview of tank with a fully covered heated half (left) and canopy cover of the control half (right). Each 
tank had three 0 weeks 15 L sample boxes and three 4 weeks sample boxes in each half. The arrows depict the 
direction of water flow, including the inflow of fresh seawater to the tank as well as the mixing of water at high and 
low tide by pumps to prevent water temperature gradients.   
The tidal regime in the tanks was simulated according to the actual tide times 
in the field and low tide consisted of a five hour window that started when the 
water drained to the sediment surface of the 15 L boxes and ended when the 
water reached the sediment surface again upon filling. Water timers (Hozelock 
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AC Pro Control Water Timer) were used on tank inflow hoses to control filling 
times. Drainpipes in the tanks were drilled at their base at 13 cm height from 
the bottom of the tank (just above the U-bend) so that tanks would gradually 
drain when the filling stopped, to mimic the receding tide. To prevent stagnant 
conditions within the boxes, drainage was facilitated by the presence of 14 
drainage holes (6mm diameter) down the sides and on the bottom surface of 
the boxes. The boxes were positioned on two stacked bricks at 13 cm height 
to prevent them from sitting in the residual water at the bottom of the tank at 
simulated low tide.  
 
 
 
 
 
 
Figure 4.7. Lateral view of sample box positioned in tank.  Boxes were positioned on bricks to prevent sitting in 
residual water below the level of the drainage pipe. At simulated high tide, ~3-5 cm of water covered the sediment 
surface of the sample boxes. A drainage hole in the drainpipe allowed for a gradual drop in water level.  
Temperature loggers were deployed in the center-most box within the heated 
and control halves of each tank to record temperature every 10 minutes at the 
sediment surface and beneath the surface at 0-5 cm and 15 cm throughout 
the HW simulations. Hygrometers with digital temperature display were used 
to monitor temperature at the sediment surface and heat was adjusted to try 
to achieve or exceed the target surface HW temperatures.   
The sediment used to house the study organisms in the 15 L boxes was 
collected from Langstone Harbour by hand digging to a depth of ~15-25 cm in 
the vicinity of temperature logger pole 1 (Figure 4.2). Algae were removed from 
the surface as much as possible before placing the sediment in the 15 L boxes. 
The vertical profile of the sediment could not be preserved in moving the 
sediment from the field to the boxes. The boxes were filled to capacity and the 
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surface was smoothed in line with the top edge of the box. With the large 
volume of sediment needed for the study and with the time available, it was 
not logistically feasible to sieve the sediment for use in the experiments. 
Because the sediment was not sieved, C. edule used for the study were 
marked with nail polish to distinguish them from any potentially residing in the 
sediment. C. edule had been observed in samples collected earlier in the year 
from Langstone Harbour, however Alitta virens had not been observed in these 
samples and could not be marked to distinguish them from residing fauna. 
Sediment was collected the day prior to adding the study organisms to the 
boxes to provide a period of immersion and sediment settlement in the boxes 
in the 3 x 2 m flow-through tanks (Table 4.3). For A. virens, there was a 6-day 
period between sediment collection and faunal introduction. This longer 
settlement period resulted from a delay in the start of the experiment. On 
August 27, three sediment cores (0.002 m2, 5 cm diameter, 15 cm depth) were 
collected from the sediment collection area and frozen at -20°C for later 
assessment of particle size and organic content.   
Table 4.3. Timeline of HW simulation events conducted in 2015.  
Event C. edule Macrofaunal  
cores 
A. virens 
Specimens collected 
 
July 13 Aug 4 Aug 4/7 
Sediment collected 
 
July 14 Aug 3 Aug 12 
Specimens introduced to boxes 
 
July 15/16 Aug 4 Aug 18 
HW initiated 
 
July 25 Aug 5 Aug 18 
HW completed and 0 weeks samples processed 
 
July 30 Aug 11 Aug 24 
4 weeks samples recovered from field and processed 
 
Aug 27 Sept 8 Sept 21 
 
Study specimen collection and introduction 
Cerastoderma edule (50 kg) were collected subtidally from Poole Harbour by 
Othniel Oysters Limited on July 13, 2015, (water 18°C), 12 days prior to the 
first day of heating. These were transported in coolers to the Institute of Marine 
Sciences (IMS). Seven kilograms of A. virens purchased from Topsy Baits in 
The Netherlands were delivered on August 4 and August 7, 2015. Upon arrival 
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cockles and worms were transferred to seawater flow-through holding tanks 
containing sediment from Langstone Harbour. Worms remained in the flow-
through tanks for two weeks prior to the introduction of 30 individuals (average 
~1 g blotted wwt) to each of the 36 boxes of sediment in the 3 x 2 m tanks. 
The day after arrival, cockles were marked with nail polish, returned to the 
holding tanks, and over the following two days were introduced to the 15 L 
boxes in the 3 x 2 m tanks. Thirty cockles (average ~4 g tissue blotted wet 
weight (wwt)), per 15 L box were nestled into the sediment with the pointed 
edges of the valves positioned away from the sediment surface to prevent 
smothering of the siphons. The cockles remained submerged between 
introduction periods. Both organisms were introduced at a density of 250 
individuals/m2. For C. edule, this density is in line with natural densities 
observed in the Solent (average density 250/m2, maximum of 800/m2 found 
during survey of 19 sites for this thesis). For A. virens, 250/m2 is in line with 
natural densities in northern Europe found by Nielsen et al. (1995) (~250/m2) 
and Kristensen (1984) (~150-800/m2).  
For the eight days leading up to the HW simulation, the cockles were subjected 
to a period of aerial exposure each day (~1-2 hrs), during which dead cockles 
(i.e. did not respond to gently touching the soft tissue with skewer) were 
replaced with live cockles from the holding tanks and for the remainder of time 
the cockles were submerged in ambient seawater. A total of 179 cockles were 
replaced. On the final day before the HW simulation began, the cockles that 
had not burrowed into the sediment were carefully pushed in, with siphons 
positioned upward, so that all cockles were within the top few cm of the 
sediment in the boxes (Figure 4.8A). This was done to standardize the starting 
position within all replicate boxes, as temperature effects at the surface could 
be expected to be greater than within the sediment. The worms burrowed 
rapidly (<20 minutes) once introduced prior to heating on the day of the HW 
initiation and worms or tails that remained on the surface were poked and 
removed if unresponsive. The blotted dry biomass was determined for 
removed individuals/tails and the biomass was not replaced. Finger 
holes/troughs introduced in the sediment to encourage burrowing and 
discourage crawling out of the box were smoothed to level out the sediment 
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surface with the box edges. Mesh (aperture 1 x 1.5 mm at its widest points) 
was tied over the box edges to prevent worms from escaping during periods 
of immersion in the tanks and was also fixed over the drainage holes on the 
boxes (Figure 4.8B).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8.  A) Cockles were nestled into the top 3 cm of the sediment (no deeper than the shell length) at the 
start of the heat wave simulation to standardize their positions within the sediment. B) Mesh attached to replicate 
boxes to prevent A. virens escape during periods of immersion.   
Thirty-six macrofaunal cores (0.01 m2, 11 cm diameter, 15 cm depth) and three 
sediment cores (0.002 m2, 5 cm diameter, 15 cm depth) were collected from 
Langstone Harbour on August 4, 2015 (Figure 4.9). Cores were collected in 
rows of 6 within a 2 m span and rows sampled <1 m apart. These cores were 
distributed randomly to the treatments and control boxes. Sediment cores 
were taken for later analysis of PSA and organic content of the sediments in 
the macrofaunal sampling area. These cores were frozen at -20°C. Algae was 
not cleared prior to taking the macrofaunal or sediment cores to prevent the 
loss of fauna and sediment associated with the upper layers of the sediment 
and the algal mat. The core units were constructed from 25 cm segments of 
A 
B 
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PVC drainpipe. For drainage with the tidal cycle, 9 holes (6 mm diameter) were 
drilled diagonally down and around the circumference of the core (Figure 
4.10). Mesh (aperture 0.5 x 0.8 mm) was fixed over the drainage holes to 
prevent the exchange of fauna into and out of the core. Once cores were 
collected, mesh was also attached to the top and bottom of each before 
positioning the cores in the 15 L boxes in the 3 x 2 m flow-through tanks. The 
15 L boxes were used to house the cores to preserve the temperature 
buffering effect of the sediment, as for the other study organisms. Heating 
started the day after core collection, following an overnight period of 
submersion in the 3 x 2 m tanks.  
 
Figure 4.9. Sampling positions A) sediment collection site for 15 L boxes, B) macrofaunal core and sediment core 
collection site, C) field recovery position. 
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Figure 4.10. Macrofaunal cores (11 cm diameter, 15 cm deep) used to house community samples during the HW 
simulation. Core with drainage holes pictured on the left and cores in position pictured at the center and to the 
right. 
HW simulation 
For each HW simulation, the treatment boxes underwent a six-day exposure 
to heat produced by the fan heaters at low tide periods of aerial exposure (~5 
hr exposures, day and night), while the control boxes were not heated during 
these exposure periods. During each low tide period, temperature at the 
sediment surface was monitored and heaters were adjusted to achieve the 
target temperatures. Water flow-rates were checked each day. Following the 
six-day exposure to heat, boxes containing the fauna were either processed 
immediately (0 weeks recovery) or taken to the field and buried to the level of 
the sediment surface for a 4 weeks recovery period under natural conditions 
(Figure 4.11). Mesh (aperture 1 x 1.5 mm at its widest points) was attached to 
the C. edule boxes, as for the A. virens boxes, prior to deployment in the field 
to minimize predation. 
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Figure 4.11. Boxes in 4 weeks recovery position in the field.  Boxes were buried to the level of the sediment 
surface. 
4.2.4 Sample processing and quantification of survival 
At the 0 weeks and 4 weeks sampling times, specimens and core samples 
were collected from the 15 L boxes that were removed from the 3 x 2 m tanks 
or brought in from the field, respectively. Cockles were picked from the 
sediment and the valves were pried to the point of resistance to determine if 
they were alive before they were quantified; if there was resistance the cockles 
were counted as alive. Alitta virens were collected by rinsing the sediment with 
seawater over a 1 mm mesh box sieve. Worms were quantified and retained 
in buckets of ambient seawater during the processing period. A random 
subsample of 6 cockles from each box was retained in a cooler during the 
processing period for condition index and energy reserve analyses. Three had 
their soft tissue dissected out of the shell, blotted dry and weighed before being 
snap frozen in liquid nitrogen and stored at -80°C for later assessment of 
energy reserves. The three remaining cockles were frozen whole at -20°C for 
condition index. The total blotted-dry biomass of the live worms recovered was 
determined and a random subsample of three worms was retained. These 
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were weighed individually, snap frozen in liquid nitrogen, and stored at -80°C 
for later assessment of energy reserves. The macrofaunal cores were fixed in 
10% buffered formalin for later processing and quantification of fauna. Each 
core was fixed in a volume of 0.42 L formaldehyde in 3.78 L seawater and the 
equivalent of 30 g borax/L formaldehyde (equivalent of ~ 12.6 g borax per 
core) after Parsons, et al. (1984). Cores were processed over 0.5 mm mesh.  
4.2.5 Physiological analyses  
Condition index 
Cockles frozen for condition index were thawed for about two hours. Prior to 
dissection of all soft tissues from the shell, shell height was measured. Based 
on features described by Wallace (2012), and an assessment of morphology 
was made to verify that the species was C. edule and not the lagoon cockle 
C. glaucum.  For all subsampled cockles, the species was verified as C. edule. 
During the dissection of tissues from the shell, the tissue was rinsed with fresh 
water over a sieve immediately after the valves were pried open to remove silt 
and other non-tissue material.  The dissected tissues and shells were blotted 
dry and weighed separately in pre-weighed weighing boats. Tissues and shells 
were then incubated for approximately 24 hours at 100-105°C before being 
weighed again for dry weight determination.  
Condition index was determined based on the equation used by Mann and 
Glomb (1978): 
Ci = dry tissue weight x 1000                                                                                                                                   
dry shell weight 
Analysis of energy reserves 
Energy reserve analyses (total lipids, carbohydrates, and protein) were 
conducted for one individual from each of the three boxes within a Tank x 
Treatment x Time combination, although Tank 2 samples were excluded from 
the A. virens analyses due to high control temperatures (described in section 
4.2.6) during the A. virens HW simulation. There were a total of 60 samples 
(36 x C. edule and 24 x A. virens) analyzed for energy reserves. The 60 
specimens retained for energy reserve analyses were removed from the -80˚C 
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freezer, lyophilized for 24 hours, then stored in sealed tubes at room 
temperature. Samples were subsequently weighed and homogenized using 
mortar and pestle. Ten milligram subsamples were retained from each 
specimen for each analysis. The subsamples and remaining homogenate 
were stored at -20°C until analyses were carried out. Three colorimetric assays 
for microplates were used to determine energy reserve content of the tissues. 
Total lipids was determined using the Folch method of lipid extraction (Folch 
et al., 1957) and the sulpho-phospho-vanillin method for quantification 
(Chabrol and Charonnat, 1937). Specifically, the sulpho-phospho-vanillin 
method described for microplates by Cheng et al. (2011) was adapted here. 
Proteins and carbohydrates were extracted from the tissue samples according 
to the method described by De Coen and Janssen (1997), with appropriate 
volumes determined from Ferreira et al. (2015), Bednarska et al. (2013), and 
Nilin et al. (2012). The Bradford Assay was used to quantify total proteins using 
a ThermoScientific Coomassie Plus™ (Bradford) Assay Kit. Total 
carbohydrates was determined using the phenol-sulfuric acid method (Du Bois 
et al., 1956) with appropriate quantities and adaptations for microplates 
derived from Ferreira et al. (2015), Bednarska et al. (2013), Nilin et al. (2012), 
and Cell Biolabs Inc (2015). Samples and standards were represented on the 
plates in triplicate. To ensure treatment and time effects were not confounded 
by the plate on which the samples were run, the samples included on a single 
plate were, to the extent possible, an even representation of 0 weeks and 4 
weeks samples and treatment and control samples. Full procedural 
descriptions for lipids, protein, and carbohydrates analyses are presented in 
Appendix 8.  
4.2.6 Statistical analyses 
The specific models used to test for HW effects are detailed below with respect 
to each response variable. For each, the starting model was specified as the 
response variable of interest as a function of the three-way interaction Tank x 
Time x Treatment (Equation 1), with Tank (1-3), Time (0 weeks or 4 weeks), 
and Treatment (HW or control).  
 
(1) Response = Tank x Time x Treatment  
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A three-way interaction was tested to determine if HW effects depended on 
the time of sampling and if this depended on the tank from which the samples 
came. If the three-way interaction was non-significant, this was dropped from 
the model and the two-way interactions were tested. In the absence of an 
interaction, the Tank term was retained as a fixed effect to account for variation 
among the tanks (block effect). Tank was included in the interaction included 
as HW treatment and control conditions could not be exactly replicated across 
tanks. This was due to factors such as variability in tank positions on site 
relative to building shading/shelter, variation in heater functioning, which were 
thermostat-controlled and frequently checked and turned on if they had 
automatically shut-off, and the position of HW treatment or control on the south 
facing side of the tank. With respect to the latter, Tank 2 exhibited unusually 
high control temperatures as it was the only tank with a south-facing control 
(treatment positions alternated across the tanks) and as such was exposed 
greater solar radiation than other controls. The effect this had was most 
pronounced for the community core and A. virens HW simulations and 
therefore samples from Tank 2 were excluded from analyses for these groups. 
Model residuals were examined for normality and homogeneity of variance. 
Violations were addressed by transformation or through the use of a more 
appropriate model, described below with respect to each response variable. 
All models and diagnostics were run in R (R Core Team, 2016).  
Survivorship 
Logistic regression was used to test for HW treatment effects on survivorship 
due to the binomial nature of the data (number of live organisms recovered out 
of the original 30) and quasi-binomial logistic regression was carried out where 
overdispersion of the data was identified (Warton and Hui, 2011).  
Condition index 
A linear model was used to test for HW effects on C. edule condition index. 
Condition index was first returned to a proportion by dividing by 1000. As non-
binomial proportion data, condition index was then logit transformed (Warton 
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and Hui, 2011) to meet the linear model assumptions of normality and 
homogeneity of variance.   
Energy reserve analyses 
Linear models were used to test for treatment effects on concentrations of 
protein, lipid, and carbohydrate in tissues and total energy available. Energy 
available, as described by Verslycke et al. (2004), was determined by 
converting concentrations of proteins, lipids, and carbohydrates to their 
energetic equivalents according to Gnaiger (1983) (24 J mg-1 protein, 39.5 J 
mg-1 lipid, 17.5 J mg-1 glycogen) and summing across the three measures for 
each study specimen. Where tissue used for the energy reserve analyses 
were derived from different individuals within a particular Tank x Treatment x 
Time combination, these samples were excluded from the energy available 
analysis (this was only the case for two A. virens samples). Additionally, one 
cockle sample for which the carbohydrate data were removed was excluded 
from the Ea analysis. Violations of the assumption of homogeneity of variance 
and non-normality were addressed by transformation and the use of Robust 
Linear Regression (Adler, 2009).  
Community analyses 
HW effects on community composition    
Community composition was compared in HW treatment and control samples 
to assess the lethality of the HW simulation at the level of the community. Core 
samples were processed for 0 weeks samples from Tanks 1 and 3 and 4 
weeks samples from Tank 3 only due to temperature issues in the control half 
of Tank 2 and resources for core processing. Community composition was 
compared among treatments separately for 0 weeks samples and Tank 3 at 0 
weeks and 4 weeks to avoid analyses with empty cells. Therefore, only two-
way interactions were tested for community analyses, Tank x Treatment or 
Time x Treatment. Prior to analysis, the dataset was prepared by removing 
records for Gastropoda ‘eggs’ and by grouping Gastropoda to Peringia ulvae. 
With respect to the latter, Peringia ulvae was the only gastropod recorded in 
great number (total 3,189) and the records at the level of ‘Gastropoda’ were 
numerous (total of 47), compared to other gastropods recorded (maximum of 
 129 
 
4 individuals). Degraded condition prevented a positive identification, but P. 
ulvae was the most likely species. One dataset was prepared in which records 
left to ‘Bivalvia’ were grouped with Scrobicularia plana and Macoma balthica 
(now Limecola balthica), as these were the likely species to which the 
unidentified individuals belonged. A second dataset was prepared in which 
‘Bivalvia’ records were retained separately, to avoid potential loss in the 
patterns in positively identified L. balthica and S. plana. Treatment effects on 
community composition were investigated using the ‘mvabund’ R package 
(Wang et al., 2018), which employs a model-based approach to multivariate 
analysis in which separate generalized linear models are fit to each taxon in 
relation to the predictors while taking account of correlation among taxa and 
allowing for investigation of both multivariate and taxon-specific effects (Wang 
et al., 2012). This approach has been found to be more powerful than distance-
based methods (Warton et al., 2012). The negative binomial family was 
specified in the generalized linear model, as this is appropriate for count data 
(Wang et al., 2012). Treatment x Tank and Treatment x Time interactions were 
tested for in the 0 weeks and Tank 3 0 weeks and 4 weeks models, 
respectively. To help visualize differences in community composition, 
multidimensional scaling (MDS) plots were produced in R using the vegan 
package (Oksanen et al., 2018) based on Bray-Curtis dissimilarities derived 
from the square root transformed abundance data. The square root 
transformation allows for organisms of intermediate abundance as well as the 
most common species to contribute to similarity (Clarke and Warwick, 2001).    
Effects on abundance of shallow-dwelling fauna 
Shallow-dwelling taxa were considered those which characteristically dwell at 
or near the sediment surface to 5 cm depth. This did not include species or 
taxa that occupy shallow sediments as well as being able to normally occupy 
deeper sediments (e.g. Nematoda can be found from the surface down to 30 
cm; Bouwman, 1983). Assignments were made according to depths described 
in the literature, online resources (Marine Life Information Network, Marine 
Species Identification Portal, World Register of Marine Species, Genus traits 
handbook), and a genus-level traits database developed by Bolam et al. 
(2014) to determine sensitivity of macrobenthos in the North Sea and English 
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Channel to trawling, the latter which included a sediment position trait (surface, 
0-5 cm, 6-10 cm, and >10 cm).  Those which could not be assigned as typically 
shallow-dwelling, or not shallow-dwelling, due to a lack of sufficient information 
or due to some records being left at a broad taxonomic classification (e.g. 
Bivalvia) were excluded. The total abundance of shallow-dwelling species 
(including and excluding the highly abundant P. ulvae to avoid masking 
patterns represented by less abundant taxa) was determined for each core 
sample. Treatment effects on abundance of shallow-dwellers were tested for 
separately with respect to the 0 weeks samples from Tanks 1 and 3 and with 
respect to 0 weeks and 4 weeks samples from Tank 3 only to avoid analyses 
with empty cells. 
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4.3 RESULTS  
4.3.1 Temperature Summary 
Field temperature 
The temperature data collected from the Langstone Harbour mudflat in Figure 
4.12 depict the vast fluctuations in temperature associated with tides, time of 
day, and season, and show that the greatest daily variation is experienced at 
the sediment surface and at 0-5 cm depth in the sediment. In contrast, this 
temperature variation is buffered at 15 cm. As an example of the patterns in 
daily temperature variation, temperature data are presented for three days in 
July, 2014 (Figure 4.13). In a single 12-hour period, the temperature at the 
surface and at 0-5 cm fluctuated a maximum of 11°C and 5°C, respectively, in 
response to tides and time of day, whereas at 15 cm, temperature varied by a 
maximum of only 1°C within this period. These locally derived temperature 
profiles were used to inform the experimental set-up for this study and to the 
extent possible were retained by utilizing 15 L boxes with at least 15 cm 
sediment depth, natural light regimes, and a simulated tidal cycle.  
 
 
 
 
 
 
 
 
 
 
Figure 4.12. Mudflat temperature variation recorded in Langstone Harbour from August, 2013, to November, 2015, 
at the sediment surface (blue), 0-5 cm (red), and at 15 cm depth in the sediment (green). Temperature data are 
represented by the mean across the three poles for each logger position.  
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Figure 4.13. Mudflat temperature variation at three elevations relative to the sediment surface for July 22 – July 
24, 2014, in Langstone Harbour, UK.  
HW simulations 
The temperature variation at each sediment position across the three tanks for 
the HW simulation period is depicted for each simulation in Figures 4.14-4.16 
in relation to the upper and lower maximum and minimum 90th percentile target 
temperatures determined for the HW simulation (Table 4.2). HW temperatures 
were achieved in the C. edule simulation on four days and three nights of the 
simulation during low tide emersion, four days and all nights of the 
macrofaunal core HW simulation, and on three days and all nights of the A. 
virens simulation. While the aim for the HW simulations was to achieve six 
consecutive day events with both daytime and night-time targeted thresholds 
achieved, three to four consecutive day events with daytime thresholds 
achieved are in line with other definitions in the literature (e.g. Russo et al. 
(2014)). The achievement of shorter duration heating events represents a 
trade-off between added realism brought to the system by dependence on 
natural solar and tidal cycles and for less control over the intensity and duration 
of conditions, particularly on days with insufficient solar radiation. Further 
details of the treatment temperatures achieved in relation to the lower 
maximum or minimum 90th percentile targets are presented for each HW 
simulation in Appendix 9, as these were the minimum temperatures that 
needed to be met to achieve HW temperatures at daytime and night-time 
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periods of emersion, respectively. The temperature differential between 
treatment and control is summarized for all days for daily maximum and 
daytime and night-time temperatures during periods of emersion for each HW 
simulation in Figure 4.17. Although target temperatures were not achieved in 
all instances, a positive temperature differential was maintained between 
treatment and control during the C. edule HW simulation. The differences 
between treatment and control temperatures were least pronounced for Tank 
2, whose control side of the tank faced south and was not, therefore, shaded 
by the central barrier curtain, unlike the other tank controls. A positive 
differential was not maintained in all instances between treatment and control 
in Tank 2, during the macrofaunal core and A. virens HW simulations. Milder 
variation among the tanks (e.g. Tank 3 had higher temperatures than Tank 1) 
could have resulted from tank positions in relation to the buildings on site, 
which may have affected shading and sheltering of the tanks from wind, as 
well as variability resulting from heaters shutting off due a built-in thermostat 
(these were checked regularly and turned back on). Periods of emersion lasted 
an average of 5.05 hours across 10 low tide exposure periods in the C. edule 
HW simulation, 5.10 hours across 11 tidal exposure periods for the 
macrofaunal cores, and 5.03 hours across 11 tidal exposure periods for the A. 
virens HW simulation.   
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Figure 4.14. Temperature during C. edule HW simulation at the sediment surface, 0-5 cm, and 15 cm depth for treatment (solid black) and control (dashed line) for 
Tanks 1-3 and the average with upper (solid) / lower (dashed) daily maximum (red) and night-time minimum (blue) 90th percentile target thresholds. Shaded = immersion. 
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 Figure 4.15. Temperature during community core HW simulation at the sediment surface, 0-5 cm, and 15 cm depth for treatment (solid black) and control (dashed line) 
for Tanks 1-3 and the average with upper (solid)/ lower (dashed) daily maximum (red) and night-time minimum (blue) 90th percentile target thresholds. Shaded = 
immersion. 
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Figure 4.16. Temperature during A. virens HW simulation at the sediment surface, 0-5cm, and 15cm depth for treatment (solid black) and control (dashed) for Tanks 
1-3 and the average with upper (solid)/lower (dashed) daily maximum (red) and night-time minimum (blue) 90th percentile target thresholds. Shaded = immersion. 
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Figure 4.17.  Mean (+SE) temperature difference (treatment-control) for A) daily maximum temperature and B) daytime and C) night-time temperatures during 
periods of emersion for each tank as determined across all days of the HW simulation. Daily maximum n=6 (6 days of simulation). C. edule daytime emersion 
n=174, night-time emersion n=146, core daytime emersion n=191, night-time emersion n=168, A. virens daytime emersion n=208, night-time emersion n=137 
(temperature records taken every 10 min). 
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Field temperatures during HW simulations and recovery periods 
The field temperatures recorded during the HW simulations and the four-week 
recovery periods are presented in Figure 4.18. For C. edule, two multiday HW 
events were identified in the field, to which the 4 weeks recovery samples 
would have been exposed. Only daytime maximum HW temperatures were 
achieved at the surface and 0-5 cm positions, with 15 cm daytime 
temperatures and all night-time minimum temperatures dropping below the 
HW thresholds. Maximum surface temperatures (averaged across field logger 
poles) during the two field HW events were 28°C and 29°C, while maximum 
surface temperature on HW days in the C. edule simulation averaged 32°C 
across the three tanks. At the 0-5 cm position, the maximum field temperatures 
were 25°C and 23°C during the two HW events, which is in line with the 
maximum 0-5 cm temperature on HW days in the simulation (average 25°C). 
There was only one day on which a HW temperature was recorded during the 
four-week recovery period for the macrofaunal cores. A maximum of 29°C was 
recorded at the sediment surface (average across field loggers), but at 0-5 cm 
and 15 cm daytime temperatures and night-time temperatures at all logger 
positions dropped below the HW thresholds. Despite a break in the recording 
of field temperatures at the end of August, the trends in the data indicate that 
temperatures were not likely to have reached the HW targets during this break. 
There were no HW temperatures recorded during the A. virens field recovery 
period. 
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Figure 4.18. Field temperature at each sediment position during HW simulations (orange block) and the four week field recovery periods. The upper (solid) and lower (dashed) daily maximum 
(red) and night-time minimum (blue) 90th percentile target thresholds are shown. The black line indicates the average of the daily maximum temperature achieved in the HW simulation (for 
days on which HW temperatures were achieved) for comparison with field HW temperatures.   
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4.3.2 Lethal and sublethal HW effect - C. edule and A. virens  
C. edule survivorship  
The logistic regression model output is presented in Table 4.4 for the final 
model of live cockles recovered as a function of Tank, Time, and Treatment. 
The three-way and two-way interaction terms were non-significant and were 
sequentially dropped from the model. For the final model, only Time had a 
significant effect on number of live C. edule recovered from the sample boxes 
(Figure 4.19). 
 
Table 4.4. Analysis of Deviance table based on Type II sum of squares from the logistic regression model of live 
C. edule recovered (out of 30) as a function of Tank (1-3), Time (0 weeks or 4 weeks), and Treatment (HW 
Treatment or Control).  Presented are degrees of freedom (df), the likelihood ratio chi-square test statistic (LR 
Chisq), and p-value evaluated at alpha=0.05 as the threshold for statistical significance (denoted by *)  
Model Term Df LR Chisq p-value  
Tank 2 2.43 0.297 
Time 1 427.94 <0.001* 
Treatment 1 0.30 0.582 
Residual 31 31.67   
 
 
 
 
 
 
 
 
 
 
 
Figure 4.19. Mean (n=3) (+SE) proportion live C. edule recovered (out of 30) immediately following the HW 
simulation (0 weeks) and following 4 weeks in the field. Time had a significant effect on number of live individuals 
recovered (Deviance = 427.94, p = <0.001), with no treatment specific effects. A and B depict the significant Time 
effect.  
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C. edule condition index 
The Iinear model output is presented for the final model of condition index 
(logit transformed) as a function Tank, Time, and Treatment (Table 4.5). The 
three-way and two-way interaction terms were non-significant and were 
sequentially dropped. For the final model, only Time had a significant effect on 
condition index (Figure 4.20). 
 
Table 4.5. Analysis of Variance table based on Type II sum of squares from the linear model of C. edule condition 
index (logit transformed) as a function of Tank (1- 3), Time (0 weeks or 4 weeks), and Treatment (HW Treatment 
or Control). Presented are sum of squares (SS), degrees of freedom (Df), the F-test statistic (F), and p-value 
evaluated at alpha=0.05 as the threshold for statistical significance (denoted by *). 
Model Term SS Df F  p-value  
Tank 0.028 2 1.00 0.381 
Time 0.371 1 26.36 <0.001* 
Treatment 0.008 1 0.60 0.445 
Residuals 0.436 31     
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.20. Mean (n=3) (+SE) C. edule condition index ([dry tissue weight x 1000]/dry shell weight) immediately 
following the HW simulation (0 weeks) and following 4 weeks in the field. Time had the only significant effect on 
logit transformed condition index (F1=26.36, p = <0.001), with no treatment specific effects. A and B depict the 
significant Time effect.  
A. virens survivorship 
Due to the high temperatures achieved in Tank 2 control, the effect of the HW 
on live A. virens recovered (survivorship) was analyzed for Tanks 1 and 3, 
only. The logistic regression model output is presented for the final model of 
live ragworms recovered as a function of Tank, Time, and Treatment (Table 
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4.6). The logistic regression models were specified using the quasibinomial 
family to account for overdispersion, and therefore an F-test was used instead 
of a chi-squared test (Crawley, 2007). The interaction terms were non-
significant and were sequentially dropped, although the three-way interaction 
was close to significant (p=0.052), which is reflected in the opposite patterns 
observed among the two tanks with respect to whether the HW treated or 
control samples had greater survival and the switch in direction in the 4 weeks 
samples (Figure 4.21). For the final model, only Time had a significant effect 
on the recovery of live A. virens from the sample boxes. 
Table 4.6. Analysis of Deviance table based on Type II sum of squares from the logistic regression model (specified 
as quasibinomial to account for overdispersion) of live A. virens recovered (out of 30) in Tanks 1 and 3 as a function 
of Tank, Time (0 weeks or 4 weeks), and Treatment (HW Treatment or Control). Presented are sum of squares 
(SS), degrees of freedom (Df), the F-test statistic (F), and p-value evaluated at alpha=0.05 as the threshold for 
statistical significance (denoted by *). 
Model Term SS Df F  p-value  
Tank 0.316 1 0.167 0.687 
Time 37.08 1 19.66 <0.001* 
Treatment 0.011 1 0.006 0.940 
Residuals 37.73 20     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.21. Mean (n=3) (+SE) proportion live A. virens recovered (out of 30) for Tanks 1 and 3 immediately 
following the HW simulation (0 weeks) and following 4 weeks in the field. Time had the only significant effect on 
number of live individuals recovered (F1= 19.66, p<0.001), with no treatment specific effects. A and B depict the 
significant Time effect.  
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4.3.3 Energy reserves 
C. edule 
Due to the high mortality of cockles across treatments by the 4 weeks sampling 
time, models were run for 0 week samples only in addition to running the model 
with both 0 weeks and 4 weeks samples included. This was to ensure that the 
decline in condition by four weeks, which was shown to be independent of 
treatment, did not mask any subtle treatment effects  that may have been 
present immediately following the HW event. Measures of lipids, proteins, 
carbohydrates, and energy available (Ea) are presented in Figure 4.22 and 
Table 4.7.   
Lipid concentrations were log-transformed to address non-normality and 
potential heteroscedasticity in the model residuals. In the full model, the three-
way and two-way interaction terms were non-significant and were sequentially 
dropped from the model. The final model did not reveal any significant effects 
of Treatment. For the 0 weeks only model, the non-significant Tank x 
Treatment term was removed and the final model revealed a significant effect 
of Treatment, with a lower concentration of lipids evident in the HW treated 
samples.   
Carbohydrate concentrations were log-transformed to address non-normality 
and potential heteroscedasticity in the model residuals, with exceptions stated. 
In the full model, the non-significant three-way interaction and Time x 
Treatment interaction were dropped. The final model revealed a statistically 
significant Tank x Treatment effect on carbohydrate concentration and a 
significant effect of Time. Examined at the Tank level, there was a significant 
Treatment effect on carbohydrate concentration identified in a final robust 
linear regression model  for Tank 1 only (F1,9=26.015, p<0.001), the robust 
method was used to address remaining heteroscedasticity in the residuals. 
The final linear models for Tank 2, not log-transformed, (F1,8= 0.019, p=0.894) 
and Tank 3 (F1,9=0.948, p=0.356) did not reveal Treatment effects (Figure 
4.23). Tank 1 treatment samples exhibited a higher carbohydrate 
concentration than the control samples across both sampling times, and 
notably the variability in 0 weeks treatment samples was consistently higher 
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than the controls across all three tanks. For the 0 weeks only model, the non-
significant Tank x Treatment was removed. The final model was examined 
using robust linear regression and there was no significant effect of Treatment 
on carbohydrate concentration in the final model.  
In the full model for proteins, the interaction terms were non-significant and 
were sequentially dropped from the model. The final model did not reveal any 
significant effects of Treatment. For the 0 weeks only model, the non-
significant Tank x Treatment term was removed and the final model revealed 
a significant effect of Time on proteins.  
For Ea, data were log-transformed to address non-normality in the 0 weeks 
model. In the full model, the interaction terms were non-significant and were 
sequentially dropped from the model. The final model did not reveal any 
significant effects of Treatment. For the 0 weeks only model, the non-
significant Tank x Treatment term was removed and the final model did not 
reveal any Treatment effect.  
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A) B) 
C) D) 
Figure 4.22. Box and whisker plots for C. edule A) lipids, B) proteins, C) carbohydrates, and D) energy available (Ea) sampled from control (white) or heat treatment (gray) at 0 
weeks of recovery after the HW and 4 weeks of recovery. For each Time x Treatment combination n=9, with the exception of carbohydrates and Ea, for which n=8 for 4 weeks 
control. Boxes depict the interquartile range, containing 50% of the data, the ends of the whiskers depict the minimum and maximum values excluding the outliers, and the dots 
depict outlying values that are 1.5x greater than the upper quartile or 1.5x less than the lower quartile.  
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Figure 4.23. Box and whisker plot for C. edule carbohydrate concentration (mg carbohydrate/g dry tissue) across three replicate tanks (T1-T3) at 0 weeks and 4 weeks after the 
HW simulation for control (white) and heat treatment (gray) samples. For each Tank x Treatment x Time combination, n=3, with the exception of Tank 2 x Control x 4 weeks, for 
which n=2. 
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Table 4.7. Final linear model outputs based on Type II sum of squares for C. edule energy reserves and energy available (Ea) with respect to Tank (1-3), Time 0 weeks or 4 weeks, 
and Treatment (HW Treatment or Control) for the Full Model and with respect to Tank and Treatment for the 0 weeks samples only. Presented are sum of squares (SS), degrees of 
freedom (Df), the F-test statistic (F), and p-value evaluated at alpha=0.05 as the threshold for statistical significance (denoted by *). Robust linear model specified where used. 
FULL MODEL 
Response Term SS Df F  p-value  
Log (Carbohydrates) 
Time 5.967 1 32.876 <0.001* 
Tank x Treatment 1.372 2 3.781 0.035* 
Residuals 5.082 28 - - 
Log(Lipids) 
Tank 0.02 2 0.155 0.857 
Time 0.049 1 0.775 0.386 
Treatment 0.184 1 2.906 0.098 
Residuals 1.958 31 - - 
Proteins 
Tank 176 2 0.069 0.933 
Time 36633 1 28.798 <0.001* 
Treatment 675 1 0.531 0.472 
Residuals 39434 31 - - 
Ea 
Tank 1.65E+05 2 0.041 0.96 
Time 2.64E+06 1 1.318 0.26 
Treatment 2.53E+05 1 0.126 0.725 
Residuals 6.01E+07 30 - - 
   0 WEEKS 
Response Model Term Df F  p-value  
Log(Carbohydrates) Robust linear model 
Tank 2 0.337 0.719 
Treatment 1 1.802 0.201 
Residuals 14 - - 
Response Term SS Df F  p-value  
Log(Lipids)  
Tank 0.009 2 0.291 0.752 
Treatment 0.2 1 12.875 0.003* 
Residuals 0.217 14 - - 
Proteins 
Tank 259 2 0.155 0.858 
Treatment 7 1 0.008 0.93 
Residuals 11708 14 - - 
Log(Ea) 
Tank 0.002 2 0.106 0.9 
Treatment 0.003 1 0.246 0.627 
Residuals 0.154 14 - - 
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A. virens  
As a significant Time effect was identified with respect to A. virens survival, 
the models were run with 0 weeks samples only in addition to running the 
model with both 0 weeks and 4 weeks samples included, as for C. edule. 
Model outputs are presented in Table 4.8 and energy reserve concentrations 
and energy available are presented in Figure 4.24 with respect to Time and 
Treatment.  
Lipid concentrations were log-transformed to address heteroscedasticity in the 
model residuals. In the full model, the three-way and two-way interaction terms 
were non-significant and were sequentially dropped from the model. The final 
model did not reveal any significant effects of Treatment. For the 0 weeks only 
model, the non-significant Tank x Treatment term was removed and there 
were no effects of Treatment identified.   
Robust linear regression was performed on log-transformed carbohydrate 
data to address heterogeneity of variance and non-normality in the model 
residuals. In the full model, the interaction terms were non-significant and were 
sequentially dropped from the model. The final model did not reveal any 
significant effects of Treatment, however carbohydrates were significantly 
lower in the 4 weeks samples compared to the 0 weeks samples. For the 0 
weeks only model, the non-significant Tank x Treatment term was removed 
and the lower concentration of carbohydrates observed in the Treatment 
samples was not statistically significant, but had a relatively low p-value 
(p=0.061).  
For proteins, in the full model, the interaction terms were non-significant and 
were sequentially dropped from the model, although the Time x Treatment 
effect was close to significant (p=0.071), with protein concentrations higher in 
Treatment samples compared to Control at 0 weeks and lower in Treatment 
samples than Control at 4 weeks. The final model did not reveal any significant 
effects of Treatment, however proteins were significantly higher at 4 weeks 
compared to 0 weeks. For the 0 weeks only model, proteins were log-
transformed and the non-significant Tank x Treatment term was removed and 
the difference in Treatment and Control protein concentrations was not found 
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to be statistically significant, though it was marginally non-significant, with 
proteins higher in the HW treated samples. 
Energy available was examined using robust linear regression on the log-
transformed data to address heteroscedasticity and non-normality in the 
model residuals. In the full model, the interaction terms were non-significant 
and were sequentially dropped from the model and no significant effects of 
Treatment were identified in the final model. For the 0 weeks only model, the 
non-significant Tank x Treatment term was removed and the no effects of 
Treatment were identified in the final model.  
Table 4.8. Final linear model outputs based on Type II sum of squares for A. virens energy reserves and energy 
available (Ea) with respect to Tank (1 and 3), Time 0 weeks or 4 weeks, and Treatment (HW Treatment or Control) 
for the Full Model and with respect to the same Tank and Treatment levels for 0 weeks samples only. Presented 
are sum of squares (SS), degrees of freedom (Df), the F-test statistic (F), and p-value evaluated at alpha=0.05 as 
the threshold for statistical significance (denoted by *). Robust linear model specified where used.  
FULL MODEL 
Response Term SS Df F  p-value  
Log(Lipids) 
Tank 0.14 1 1.209 0.285 
Time 0.476 1 4.104 0.056 
Treatment 0.007 1 0.062 0.806 
Residuals 2.32 20 - - 
Proteins 
Tank 1.25E+03 1 0.905 0.353 
Time 1.37E+04 1 9.925 0.005* 
Treatment 3.19E+02 1 0.231 0.636 
Residuals 2.76E+04 20 - - 
Response Model Term Df F  p-value  
Log(Carbohydrates) 
Robust linear 
model 
Tank 1 0.325 0.575 
Time 1 17.941 <0.001* 
Treatment 1 1.224 0.282 
Residuals 20 - - 
Log(Ea) 
Robust linear 
model 
Tank 1 0.035 0.853 
Time 1 0.571 0.46 
Treatment 1 0.393 0.539 
Residuals 18 - - 
   0 WEEKS 
Response Term SS Df F  p-value  
Log(Lipids) 
Tank 0.047 1 0.307 0.593 
Treatment 0.019 1 0.128 0.729 
Residuals 1.365 9 - - 
Log(Proteins) 
Tank 0.009 1 0.608 0.455 
Treatment 0.054 1 3.589 0.091 
Residuals 0.135 9 - - 
Response Model Term Df F  p-value  
Log(Carbohydrates) 
Robust linear 
model 
Tank 1 0.18 0.681 
Treatment 1 4.581 0.061 
Residuals 9 - - 
Log(Ea) 
Robust linear 
model 
Tank 1 0.009 0.927 
Treatment 1 0.968 0.354 
Residuals 8 - - 
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B) A) 
C) D) 
Figure 4.24. Box and whisker plots for A) lipids, B) proteins, C) carbohydrates, and D) energy available (Ea) for A. virens sampled from control (white) or heat treatment (gray) 
at 0 weeks of recovery after the HW and 4 weeks of recovery after HW. For each Time x Treatment combination n=6 with the exception of Ea 0 weeks x Treatment and 4 weeks 
x Treatment, both with n=5. Boxes depict the interquartile range, containing 50% of the data, the ends of the whiskers depict the minimum and maximum values excluding the 
outliers, and the dots depict outlying values that are 1.5x greater than the upper quartile or 1.5x less than the lower quartile. 
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4.3.4 Community analyses 
Composition 
The 22 taxa identified from the macrofaunal cores and characteristics of their 
abundance and richness with respect to Treatment and Time are presented in 
Table 4.9. No significant HW effects were detected with respect to community 
composition or individual abundances using the generalized linear model-based 
‘mvabund’ approach. Significant Tank x Treatment and Time x Treatment 
interactions were not identified and grouping Limecola balthica and Scrobicularia 
plana to Bivalvia did not affect the observed results, presented in Table 4.10.  
Table 4.9. Average abundance, richness, and number of individuals (+SE) for 0 week control and HW samples (based 
on three replicate cores per treatment from both Tanks 1 and 3) and 4 week samples (based on three replicate cores 
from Tank 3 only). Faunal list ordered by average abundance across each the four Treatment x Time combinations. 
The species identified as shallow burrowers are indicated by bold text.  
Taxa 
0 weeks 4 weeks 
Control SE Heat SE Control SE Heat SE 
Peringia ulvae 245.83 20.83 161.83 25.17 115.00 31.32 148.33 45.90 
Tubificoides 105.00 13.00 123.33 23.67 92.33 15.19 94.00 48.95 
Nematoda 16.83 10.50 27.67 26.00 43.67 42.18 9.33 9.33 
Tharyx "species A" 16.17 7.83 15.67 7.33 1.00 0.58 9.67 5.36 
Capitella capitata 14.67 11.33 8.00 7.67 3.00 3.00 1.67 1.67 
Cerebratulus 0.83 0.50 0.33 0.00 5.00 2.31 2.67 2.19 
Eteone longa 0.67 0.33 1.00 0.00 0.00 0.00 1.00 0.58 
Chironomidae 0.83 0.17 1.00 0.67 0.00 0.00 0.33 0.33 
Bivalvia 0.17 0.17 0.00 0.00 0.33 0.33 0.33 0.33 
Cerastoderma edule 0.00 0.00 0.17 0.17 0.33 0.33 0.33 0.33 
Limapontia depressa 0.50 0.50 0.00 0.00 0.33 0.33 0.00 0.00 
Nephtys hombergii 0.00 0.00 0.17 0.17 0.00 0.00 0.67 0.67 
Limecola balthica 0.17 0.17 0.00 0.00 0.33 0.33 0.00 0.00 
Portunidae 0.00 0.00 0.17 0.17 0.33 0.33 0.00 0.00 
Scrobicularia plana 0.17 0.17 0.00 0.00 0.00 0.00 0.33 0.33 
Hediste diversicolor 0.17 0.17 0.17 0.17 0.00 0.00 0.00 0.00 
Littorina (juvenile) 0.33 0.33 0.00 0.00 0.00 0.00 0.00 0.00 
Actiniaria 0.00 0.00 0.17 0.17 0.00 0.00 0.00 0.00 
Ampharete lindstroemi 0.17 0.17 0.00 0.00 0.00 0.00 0.00 0.00 
Chaetozone gibber 0.17 0.17 0.00 0.00 0.00 0.00 0.00 0.00 
Manayunkia aestuarina 0.17 0.17 0.00 0.00 0.00 0.00 0.00 0.00 
Streblospio shrubsolii 0.17 0.17 0.00 0.00 0.00 0.00 0.00 0.00 
Richness 13.00 1.00 10.50 0.50 11.00 - 12.00 - 
Total abundance 403.00 49.33 339.67 25.67 261.67 68.81 268.67 102.94 
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Table 4.10. Model outputs for the multivariate analysis of heat wave treatment effects on community composition with 
respect to the ‘Bivalvia grouped’ dataset, in which L. balthica and S. plana were grouped to with ‘Bivalvia’ records, and 
with respect to ‘Bivalvia separate’, in which all bivalve taxa were retained separately. The negative binomial family was 
specified in the model as this is appropriate for count data (Wang et al, 2012). 
Bivalvia grouped 
Samples Term Residual df df diff Deviance p-value 
0 weeks  Tank 10 1 38.5 0.068 
(Tank 1 and Tank 3) Treatment 9 1 28.68 0.144 
Tank 3  Time 10 1 25.84 0.152 
(0 weeks and 4 weeks) Treatment 9 1 18.75 0.351 
Bivalvia separate 
Samples Term Residual df df diff Deviance p-value 
0 weeks  Tank 10 1 42.32 0.052 
(Tank 1 and Tank 3) Treatment 9 1 28.68 0.15 
Tank 3  Time 10 1 27.93 0.159 
(0 weeks and 4 weeks) Treatment 9 1 20.84 0.359 
 
MDS plots based on Bray-Curtis dissimilarity are presented with respect to 
Treatment and Time for the dataset in which L. balthica and S. plana were 
retained separately from Bivalvia, as patterns were similar for both datasets 
(Figure 4.25). No distinct groupings by Treatment are identifiable in the MDS plot 
for the 0 week samples from Tanks 1 and 3. The MDS plot of the 0 weeks and 4 
weeks samples from Tank 3 did not reveal any grouping with respect to Time, but 
did reveal some grouping with respect to Treatment. However, there is some 
overlap between Treatments within the grouping on the plot and there are several 
samples that fall well outside of this grouping.  
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Figure 4.25. MDS plots based on Bray-Curtis dissimilarity derived from the square-root transformed abundance data for A) 0 week samples from Tanks 1 and 3 
and B) 0 weeks and 4 weeks samples from Tank 3 only. Plots are presented for just the ‘Bivalvia separate’ dataset, in which all bivalve taxa were retained separately, 
as patterns were very similar to the dataset in which L. balthica and S. plana were grouped to with ‘Bivalvia’ records. Stress values associated with the plots were 
A) 0.086 and B) 0.084.  
 
Bivalvia separate 
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Abundance of shallow-dwelling fauna 
The identified shallow-dwelling fauna are indicated in Table 4.9. There were no 
significant effects of Treatment on the abundance of shallow-dwelling species 
(Table 4.11), however the average shallow-dwelling abundance was lower in the 
heat-treated samples than in the controls at 0 weeks for both Tanks, with and 
without the highly abundant P. ulvae included (Figure 4.26). At 4 weeks, in 
contrast, the Treatment samples exhibited a higher average abundance of 
shallow dwelling organisms compared to the control samples from Tank 3, even 
when P. ulvae was excluded. A higher abundance of Tharyx “species A” and the 
presence of E. longa in consistently low numbers in the heated samples 
contributed to this difference at 4 weeks. Peringia ulvae was also higher in 
abundance in the heated samples at 4 weeks compared to the controls. In 
comparison to 4 weeks, Tharyx exhibited a higher mean and variable abundance 
and E. longa exhibited consistently low abundance across both Treatments in the 
0 weeks samples. With respect to the higher shallow-dwelling abundance in the 
0 weeks control samples, the total number of Capitella capitata across all 
replicates was almost twice as high in the control samples compared to the 
heated samples, though abundance was variable for both treatments by Tank 
(Capitella was high in Tank 1) and variable among replicate boxes particularly for 
Tank 1 (control mean (+SE) = 26 +16.1, heat treatment = 15.7 +11.5). Capitella 
abundance contributed 45% to the 0 weeks control the shallow-dwelling 
abundance across both Tanks (P. ulvae excluded) and 90% if Tharyx (nearly 
equal abundance and variability in both treatments) was excluded. Several 
species also occurred in very low abundance in the control samples compared to 
their absence from the heated samples at 0 weeks, including S. shrubsolii, 
Littorina, A. lindstroemi, and M. aestuarina. Peringia ulvae abundance was also 
higher in the control samples at 0 weeks compared to the heated samples and 
this was more pronounced for Tank 1 in which the number of P. ulvae across 
replicates was almost twice that of the heated replicates.   
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Table 4.11. Final linear model output for total abundance of shallow-dwelling organisms as a function of Tank + 
Treatment (0 weeks samples from Tanks 1 and 3) or Time + Treatment (Tank 3 samples only). Tank x Treatment and 
Time x Treatment interactions were not significant and were removed from the final model accordingly. Log 
transformation was employed as indicated to address non-normality and heterogeneity of variance. Sum of squares 
(SS), degrees of freedom (df), F-value, and p-value evaluated at alpha=0.05 as the threshold for statistical significance. 
Including P. ulvae 
Samples Term SS df F p-value Transform 
0 weeks  Tank 2 1 0 0.992 
N/A (Tanks 1 and 3) Treatment 21252 1 1.068 0.328 
  Residuals 179094 9   
Tank 3  Time 0.13 1 2.212 0.171 
Log10(Y) (0 and 4 weeks) Treatment 0.005 1 0.088 0.774 
  Residuals 0.529 9   
Excluding P. ulvae 
Samples Term SS df F p-value Transform 
0 weeks  Tank 0.055 1 0.238 0.638 
Log10(Y) (Tanks 1 and 3) Treatment 0.122 1 0.524 0.488 
  Residuals 2.095 9   
Tank 3  Time 0.511 1 2.411 0.155 
Log10(Y) (0 and 4 weeks) Treatment 0.174 1 0.822 0.388 
  Residuals 1.907 9   
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Figure 4.26. Mean (n=3) (+SE) of the total abundance of shallow-dwelling species in the 0 weeks samples A) including the highly abundant Peringia ulvae and B) 
excluding P. ulvae and in the Tank 3 samples at 0 weeks and 4 weeks C) including P. ulvae and D) excluding P. ulvae  
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4.4 DISCUSSION 
Heat wave events are on the rise and marine climate change experiments are 
expanding to investigate this aspect of temperature change whereas warming 
means have largely been the focus previously. Intertidal organisms may already 
be living close to the edge of thermal tolerance due to adaptations to cope with 
the high temperature variability associated with solar, tidal, and seasonal cycles. 
Thus, an increase in frequency, intensity, and duration of extreme heat events 
has the potential to push these organisms beyond thresholds of tolerance. For 
burrowing organisms in intertidal sediment habitats, there is the potential for relief 
as temperature variability attenuates with sediment depth, as shown here for the 
Langstone Harbour mudflat down to 15cm and in other studies (e.g. Woodin, 
1974; Piccolo et al., 1993; Stanzel and Finelli, 2004). Few HW studies have 
focused on fauna from intertidal sediments or have incorporated natural sediment 
temperature profiles in simulating a HW event (but see Macho et al., 2016). This 
was achieved here using 15 L boxes of sediment which also supported a large 
number of study specimens at natural densities in comparison with other studies 
which used limited numbers or organisms in small containers of sediment (e.g. 
one clam per 1 L beaker; (Macho et al.,2016)). For the polychaete A. virens and 
the bivalve C. edule investigated here, which exhibit different burrowing abilities, 
neither species exhibited higher mortality as a result of the HW simulations 
performed. Similarly, community composition effects of the HW simulation were 
not identified overall or for the abundance of shallow dwelling organisms. Species 
and energy reserve-specific shifts in tissue energy reserve concentration as a 
result of the HW simulations were revealed, however. The shifts in energetic 
balance in response to heat stress could have important implications for the 
success and persistence of individuals in terms of growth and reproduction, 
particularly under scenarios of longer, more intense, and more frequency extreme 
heat events and multiple environmental stressors.  
In this study, it was expected that the shallow burrowing C. edule would exhibit 
mortality as a result of the HW treatment, and the deeper burrowing A. virens 
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would not, however survival was not significantly affected by the HW treatments 
for either species. In a study of C. edule from the Crouch estuary, Essex, the 
number of hours required for 50% of individuals to die during periods of aerial 
exposure ranged from 54 hours at 25°C, to 20 hours at 30°C, and 9.5 at 35°C 
(Boyden, 1972). Boyden (1972) made a point to examine thermal tolerance during 
aerial exposure as, in addition to extreme temperatures, desiccation, oxygen 
availability, and ability to remove wastes are key factors at play during low tide 
compared with high tide. In water and after 24 hours, Compton et al. (2007) 
identified an upper thermal tolerance limit of 33.09°C for C. edule from the 
Wadden Sea and Ansell et al. (1981) identified an upper limit of ~33°C from 
Scotland. Maximum temperatures on days where HW temperatures were 
achieved in the C. edule HW simulation averaged 32.36°C at the surface, 24.69°C 
at the 0-5 cm position, and 19.02°C at the 15cm position. Maximum surface 
temperatures therefore approached the upper range of thermal tolerance, 
although duration of exposure to these temperatures in the HW simulation for C. 
edule at the sediment surface was relatively short due to temperature variation 
associated with daylight and tidal cycles within the experimental set-up. For 
burrowed cockles at 0-5 cm, temperatures did not reach the upper levels of 
thermal tolerance. The upper thermal tolerance limits of A. virens are similar to 
that of C. edule. A. virens collected from Kysing Fjord, Denmark, and acclimated 
at 20°C water temperature stopped ventilation, a process linked with oxygen 
uptake, at water temperatures above 30°C and survived at least 24 hours at 35°C 
(Kristensen, 1983). Similarly, Saito et al. (2014) identified 30°C as the top of the 
inhabitable range (i.e. no mortalities over 5 days) for A. virens sourced from bait 
shops. In comparison, temperature during periods of low tide emersion during the 
HW simulation averaged a maximum of 29.69°C at the surface, 24.64°C at 0-5 
cm, and 21.74°C at 15 cm for Tanks 1 and 3. Therefore surface temperatures 
approached the upper thermal limits of this species. The short duration of 
exposure to these extreme temperatures over the low tide period as well as the 
ability of this species to burrow deep into the sediment would have minimized 
exposure to lethal temperatures. Ultimately, the intensity of the HWs related to 
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prevailing weather, but also the timing of low tide in relation to peak afternoon 
hours of sunlight, factors found to have important implications for mud surface 
temperature (Guarini et al., 1997) and the vulnerability of intertidal organisms to 
thermal stress with respect to environmental vs. body temperature (Helmuth et 
al., 2011). Thus, there are opportunities for ‘relief’ from HW intensity. The outdoor 
system used here benefitted from a baseline of natural temperature variability 
with fan heaters in the treatments used to achieve extra amplitude. This allowed 
for a realistic duration of exposure of the study specimens to peak temperatures 
according to the interplay of solar radiation and the shifting tidal cycle over time. 
For the A. virens simulation, in which cloudy conditions and timing of low tide in 
the morning and evening (only overlapping with noon on the last two days of the 
simulation) reduced exposure to high aerial temperatures. In comparison, low tide 
emersion more closely corresponded with the midday period in the C. edule and 
community core simulations, however the duration of the HW events were shorter 
than the planned six consecutive day events (relating to weather conditions). 
Ultimately, the results indicate that both shallow burrowing and deeper burrowing 
species are able to survive short-term HW events. Though opportunities for relief 
may reduce the duration and exposure to the intensity of the HW events 
experienced by intertidal fauna, longer duration HWs are predicted for the future. 
Thus, a study in which weather effects can be controlled for and the timing of low 
tide coincides with the period of highest solar intensity would allow for the lethality 
of a longer duration ‘worst-case-scenario’ event to be explored.  
The high mortality (nearly 60% decrease in survivorship) of C. edule observed 
across treatments at the 4 weeks sampling may have resulted from unavoidable 
shifting during transport to and from the mudflat prior to sampling. Further to this, 
there were multiday events with temperatures above the C. edule HW targets in 
the field while the 4 weeks samples were in the field. These field events did not 
reach the same intensity of the HW treatments in the simulation, however these 
in combination with handling disturbances could have contributed to mortality 
across the treatments.  For A. virens, survivorship in 4 weeks samples was ~15% 
lower than 0 weeks across treatments. Mortality in A. virens samples may have 
 160 
 
also been related to disturbance during handling and possibly as a result of 
cannibalism. Aggressive behavior may result from individuals trying to enter 
another’s burrow (Miron et al., 1991), which Herringshaw et al. (2010) suggest 
could lead to cannibalism if burrows are too close together, although in their 
observation of cannibalism low sediment organic content was thought to also 
influence this behavior, which would not have been a factor here (5.24% organic 
matter content). Future studies may benefit from keeping all samples in control 
conditions within the mesocosm for recovery following the HW event, rather than 
transporting to the field in order to determine the longer-term HW effects.   
Sublethal effects of the HW simulation were revealed with respect to energy 
reserve concentrations in C. edule. A depletion of energy reserves was predicted 
for C. edule, as a shallow burrowing species that is potentially vulnerable to the 
heat stress close to the sediment surface. In the context of the energy-limited 
concept of tolerance to stress (Sokolova et al., 2012; Sokolova, 2013), moderate 
to high stress will result in the reduced deposition and depletion of lipids and 
carbohydrates, which must be allocated to the higher energetic demands of 
maintenance associated with the stress. Contrary to this pattern was the response 
of the C. edule treatment samples at 0 weeks, which exhibited significantly higher 
carbohydrate concentrations in the treatment samples of Tank 1 compared to 
control and 0 weeks treatment samples exhibited consistently higher variability in 
concentration than controls across all tanks. A higher carbohydrate concentration 
may reflect the conservation of carbohydrates for energy production by substrate-
level phosphorylation employed during anaerobic metabolism, which is consistent 
with ‘extreme’ environmental stress (Sokolova et al., 2012). The high variability in 
carbohydrate concentration in the treatment samples may reflect the 
individualistic onset of this conservation stress response, possibly reflecting inter-
individual differences in thermal limits (e.g. Dong et al., 2017).  With respect to 
lipids, the lower concentration in the heated specimens compared to controls at 
0 weeks is consistent with the energetic model of stress for moderate to high 
stress, as described by Sokolova (2013). The difference between heated and 
control samples over both time periods was marginally non-significant for lipids 
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(p=0.098).  At 4 weeks, the cockle treatment sample lipids were highly variable, 
which could reflect the influence of higher average lipid concentrations in the Tank 
2 treatment samples, where less extreme temperatures at 0-5 cm were reached 
compared to the other tanks. This may have allowed for greater recovery of lipids 
during the 4 weeks after the HW simulation compared to treatment samples in 
Tanks 1 and 3, which endured higher temperature intensities at 0-5 cm prior to 
the field period. In addition to the conservation of carbohydrates, an ‘extreme’ 
stress response in the C. edule treatment samples at 0 weeks may be indicated 
by the lack of a difference in protein concentration between treatment and control 
samples. A balance in protein concentrations may have been reached by a 
suppression of protein synthesis in the treatment samples under high stress and 
the absence of an increase in stress protein synthesis in the controls. With respect 
to the lack of differences observed in energy available (Ea), there was much 
overlap in the concentrations of each of the energy reserves between treatment 
and control. Notably, Ea did not show a time-specific effect, as for most lethal and 
sublethal measures examined here, and this may reflect a balance achieved 
through the different directions of energy reserve-specific shifts. Similarly, C. 
edule condition index is based on whole tissue weight, which overall could 
potentially mask subtle shifts in energy reserve composition. The individual 
energy reserves are therefore more subtle biomarkers of sublethal effects of 
stress. 
Not examined here was the potential for increased infection by parasites with 
temperature (Studer et al., 2010; Leicht et al., 2013; Macho et al., 2016). A brief 
examination of C. edule specimens remaining in a holding tank following use in 
the experiment revealed the evidence of trematode and copepod parasites, 
however identification, quantification, and the associated pathology was not 
within the scope of this study. The possibility for increased infection and effects 
of parasite load in response to increasing temperature cannot be ruled out for the 
effects on C. edule.   
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Though not identified as significant, sublethal effects of the HW simulations were 
also indicated by the energy reserve concentrations in A. virens tissues, which is 
contrary to the expectation that energy reserve concentrations would not shift due 
to the deeper burrowing abilities of this species. The A. virens individuals exposed 
to the HW treatment and sampled at 0 weeks exhibited lower carbohydrate 
concentrations than the controls (marginally non-significant at p=0.061) and a 
higher protein concentration (marginally non-significant at p=0.091). In the 
context of the energy-limited concept of tolerance to stress (Sokolova et al., 2012; 
Sokolova, 2013), moderate to high stress will result in the reduced deposition and 
depletion of lipids and carbohydrates, which must be allocated to the higher 
energetic demands of maintenance associated with the stress. Thus, the heat 
stress may have driven the lower carbohydrate concentration observed in the 
heat-treated individuals. The increase in proteins may correspond with an 
increase in stress protein synthesis associated with moderate stress, whereas 
under high/extreme stress, protein synthesis is suppressed (Sokolova et al., 
2012; Sokolova, 2013). As for C. edule, Ea did not differ between HW treatment 
and control samples due to much overlap in concentrations.  
Contrary to the expectation that shallow-dwelling organisms would be reduced in 
abundance if subjected to the HW simulation, no HW effects on community 
composition were detected in terms of the whole community or abundances of 
shallow-dwelling organisms. With respect to the shallow-dwelling group, position 
in the sediment was only one measure of life habit that may predispose organisms 
to a higher risk of heat stress. Behavioral responses such as the ability to burrow 
(if only temporarily and out of the normal depth range) and mobility, though not 
an option for fauna in this experiment, may reduce the vulnerability of shallow-
dwellers to short-term extreme temperature events. However, the ability to 
employ behavior to avoid heat stress may depend on local context. For example, 
the release of sulphide compounds in poorly oxygenated sediments may inhibit 
burrowing behavior due to the toxicity of these conditions (Sobral and Widdows, 
1997). Burrowing as an escape response to avoid thermal stress may also 
depend on an organism’s thermal performance curve as seen in the clam 
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Ruditapes decussatus, which exhibited a burrowing response to lower heat 
treatments in a HW simulation, but with higher thermal stress at the highest 
temperature burrowing was suppressed (Macho et al., 2016). In mobile 
organisms, there may be trade-offs between moving to a thermally favorable 
location versus a location which serves other key functions (Sears et al., 2016). 
For example, intertidal gastropods may have to leave thermally favorable shaded 
habitats in order to graze in more favorable feeding areas (Dong et al., 2017). The 
severity of HW events may also be modified through species interactions, as 
observed for mussel aggregations in which the gaping of an invasive species 
improved local environmental conditions for a native species during a simulated 
HW, reducing its mortality (Olabarria et al., 2016). As for A. virens and C. edule, 
there may have been sublethal effects of the HW on the organisms comprising 
the macrofaunal community samples that were unmeasured here.  
Importantly, temperatures in excess of the targeted HW temperatures have 
already been observed in the field (e.g. July, 2014, temperatures reached surface 
temperatures of 29°C and 26°C at 0-5 cm and HW temperatures were observed 
during the 4 weeks C. edule field recovery). The results suggest the potential for 
sublethal HW effects in the deep-burrowing A. virens at temperatures in line with 
or even under the targeted HW thresholds and the expression of a high/extreme 
stress response in C. edule, despite an ability of this species to improve aerobic 
scope through air-breathing (Boyden, 1972). This has important implications for 
vulnerability to more intense and more frequent events of longer duration 
predicted for the future (Beniston et al., 2007; IPCC, 2013). At the population 
level, moderate stress allows for persistence but with reduced fitness, whereas 
extreme stress may limit the persistence of the population unless environmental 
conditions become more favorable (Sokolova et al., 2012; Sokolova 2013). 
Additionally, the window of thermal tolerance may be narrowed by the influence 
of additional environmental stressors (Pörtner and Farrell, 2008; Sokolova et al., 
2012), which should be taken into account in future studies. The occurrence of 
macroalgal mats on the sediment surface, for example, might insulate against 
extreme temperatures at low tide, though potentially at a cost for organisms that 
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are incapable of accessing the surface through the algal mats or for those unable 
to live in the anoxic sediment conditions which develop beneath the algal mats 
(Woodin, 1974). Further to this, where burrowing is a behavioral response to 
greater temperatures near the sediment surface, this behavior may be prevented 
by the unsuitable condition of poorly oxygenated sediments and this was 
described as a potential factor affecting the growth of the burrowing Manila clam 
in Ria Formosa (Sobral and Widdows, 1997). The energetic framework used here 
allows for the integrated effects of multiple stressors to be examined with respect 
to the energetic balance of the organism, and future work may incorporate the 
interplay of algal mats and vulnerability to simulated HW events to understand 
how climate change effects could manifest in eutrophic systems with macroalgal 
mats. Further investigation into individualistic responses at the behavioral, 
energetic, and genetic levels would generate a better understanding of population 
vulnerability, where inter-individual variability in thermal tolerance may provide an 
opportunity for population persistence (e.g. Dong et al., 2017).  
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Chapter 5  
General discussion 
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In the context of natural variability, multiple (and potentially interacting) 
anthropogenic stressors, and a changing climate, the identification of drivers of 
change in diversity is a complex issue. Here, an integrated approach was used to 
investigate spatio-temporal patterns in mudflat macroinvertebrate diversity and 
environmental drivers of diversity, including the effects of temperature, as 
warming oceanic and atmospheric means and changing extremes are already 
being observed as a result of climate change (IPCC, 2013). This was achieved 
through interrogation of historic and contemporary datasets and simulation of 
future climate scenarios using a large-scale mesocosm system. The former 
approach was used to assess spatio-temporal patterns in diversity on different 
spatial scales and to infer the role of a regional driver versus local drivers of 
change as well as directly testing for relationships between diversity and local 
environmental conditions. Further, this integrated dataset was used to investigate 
the effects of temperature as a driver of change. Temperature effects on diversity 
were explored in the context of local environmental conditions (via seasonal water 
temperature-environment interactions) as well as explicitly testing for a direct 
relationship of diversity with climate on the regional scale using a regionally 
derived climate extremity index. The simulation of a discrete extreme temperature 
event in a mesocosm system allowed for an examination of the mechanisms by 
which heat waves, predicted to increase into the future, might affect mudflat 
macroinvertebrates in the short-term, in terms of lethal and sublethal effects, and 
what the implications of these effects are at the species, population, and 
community levels in the long-term. Diversity change or loss may have 
consequences for ecological functioning. It is therefore relevant to build on our 
understanding of spatio-temporal variability in diversity and what drives this 
variability. In order to make predictions under changing environmental conditions, 
there must be an understanding of mechanisms by which change may occur. 
Thus, the integrated approach used in this thesis helped to achieve both and also 
helped to fill the gap in knowledge with respect how climate change may affect 
intertidal mudflats and in the context of multiple stressors. Across studies, the 
relevance of local context to patterns of change was highlighted. 
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For Chapter 2, in the absence of a long-term time series, a model was developed 
to analyze an integrated dataset which allowed for the investigation of spatio-
temporal patterns in diversity of the mudflat macroinvertebrates in three 
interconnected harbours, the taxa underpinning these patterns, and the relevance 
of within-harbour environmental conditions as potential drivers of 
macroinvertebrate diversity. Patterns of change in diversity over time were found 
to differ by harbour and by within harbour location (SSSI unit), highlighting the 
relevance of conditions on the within-harbour scale for driving patterns of change 
in diversity, rather than a regional driver dominating the patterns of change 
consistently over the three-harbour system. These patterns should be considered 
in light of the spatio-temporal heterogeneity in the data available to identify these 
relationships. Still, multiple lines of support for the role of local conditions in driving 
change in diversity over time include the identification of different taxa 
underpinning change over time even in locations exhibiting common patterns of 
change in diversity, the identification of a relationship with algal cover which was 
found to vary with respect to the finest spatial scale considered here (Cluster 
level), as well as with the spatial variables that correlated with distance from 
freshwater inputs/anthropogenic discharges and the within harbour location.  
In Chapter 3, the absence of a direct relationship between regional climate and 
diversity as well as the interaction of seasonal temperatures with local 
environmental conditions have highlighted the relevance of local context for 
predicting the way in which climate change effects manifest, consistent with 
previous findings (Russell and Connell, 2012). With respect to the former, this is 
reflected in other studies that have found non-linearities in vulnerability to heat 
stress along a latitudinal gradient (e.g. Helmuth et al., 2006a; Dong et al., 2017). 
Helmuth et al., (2006a) found, for example, that tidal regime and wave splash 
influenced body temperatures experienced by the mussel Mytilus californianus 
during periods of aerial exposure, mediating large-scale climate effects. 
Importantly, the potential relevance of eutrophication as an additional stressor in 
the context of temperature effects was also indicated by the identified interactions 
of temperature with algal cover and DAIN.  
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It is important to note that in natural systems, unmeasured variables may 
contribute to the observed relationships (Cade et al., 2005; Thrush et al., 2005). 
Thus, the identified relationships with environmental variables in Chapters 2 and 
3 must be considered within this context, however these suggest avenues for 
future investigation. With respect to algal cover, direct relationships as well as 
relationships modified by the preceding seasonal temperatures were identified, 
suggesting its importance as a driver of diversity patterns and its relevance to the 
way climate change effects could manifest. These relationships were based on 
the limited quantitative algal cover data available and further investigation using 
a more comprehensive  algal cover dataset linked to faunal samples would help 
to confirm the observed relationships. Under various conservation and 
environmental initiatives, there is a call for regular monitoring using standardized 
protocols. The development of long-term standardized datasets will ultimately 
improve the ability to make robust assessments of diversity and drivers of change, 
particularly if sampling is conducted on multiple spatial and temporal scales. 
Direct effects of environmental variables can be more readily explored in 
experimental studies and the heat wave (HW) simulations here were used to 
investigate the effects of discrete HW events. HW simulations in Chapter 4 were 
successfully achieved using an outdoor mesocosm system that preserved natural 
solar and tidal cycles, faunal densities, and sediment temperature profiles. The 
incorporation of natural sunlight and tidal cycles in the set-up revealed 
opportunities for relief from heat stress. For example, when the timing of low tide 
does not overlap with the midday sun, as was the case on most days of the Alitta 
virens HW simulation. Further to this, cloudy weather may limit the amount of 
solar radiation that reaches the sediment, which shortened the duration of the HW 
events achieved here. The results suggested species-specific sublethal effects of 
the HW events in energy reserve concentrations in heated vs. control organisms, 
however lethal effects were not observed for the shallow dwelling or deeper 
dwelling species. Additionally, no HW effects on community composition were 
detected in terms of the whole community or abundances of shallow-dwelling 
organisms. Shifts in energetic balance to maintenance activities at the expense 
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of growth and reproduction can have consequences at the population level 
(Sokolova et al. 2012; Sokolova, 2013), thus under the prediction for more 
frequent, intense, and longer duration HWs (Beniston et al., 2007; IPCC, 2013), 
there may be longer term population, and, further, community level consequences 
of HW events on mudflats.  
As multiple stressors acting on an organism may narrow the window of thermal 
tolerance (Pörtner and Farrell, 2008), minimizing additional stressors could help 
to buffer against negative effects of HW events. With algal cover identified here 
as a potentially relevant driver of change and with evidence that algal cover 
provides insulation of the sediment (Woodin, 1974), future HW simulations should 
incorporate macroalgae to investigate whether the mats provide an insulating 
effect against extreme temperatures for those organisms tolerant of the conditions 
beneath the mats. Future work could also benefit from monitoring of whole-
organism behavior as a complement to the energetic balance of the organism to 
hone in on ‘real-time’ sublethal effects during the HW (e.g. burrowing response in 
bivalves observed by Macho et al., 2016). This would provide insight into the role 
of duration and intensity on the stress response of the organisms. The behavioral 
response of the deep burrowing A. virens would be of particular interest, as the 
suggestion for sublethal effects on carbohydrate concentration (though not 
statistically significant p=0.061) was surprising. Further investigation into 
individualistic responses at the behavioral, energetic, and genetic levels would 
also generate a better understanding of population vulnerability, where inter-
individual variability in thermal tolerance may provide an opportunity for 
population persistence (e.g. Dong et al., 2017). 
A majority of the Solent coast, used as the study system here, is designated as 
protected and there is a legal obligation for the maintenance of ‘favorable 
condition’ in designated protected areas. For the mudflat macroinvertebrate 
communities this means, ‘subject to natural change’, maintenance of the range 
and distribution of characteristic biotopes and presence and abundance of prey 
species for birds of interest (English Nature, 2001). With the potential for the 
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effects of climate change to manifest in location-specific, species-specific, and 
even individual-specific ways, successfully ‘maintaining’ existing communities 
may not be a feasible conservation objective and conservation and management 
may need to instead accommodate for change (Keith et al., 2009; Elliott et al., 
2015). Still, minimizing existing stressors acting on the current macroinvertebrate 
communities may help to broaden thermal windows of tolerance that can be 
narrowed under multiple stressors (Pörtner and Farrell, 2008). Eutrophication and 
the formation of algal mats is a known problem in the three Solent harbours (EA, 
2016) and macroalgal blooms are a globally widespread occurrence (Raffaelli et 
al., 1998). Relationships identified here suggest the relevance of algal cover as a 
driver of patterns in diversity, both independently and dependent on temperature. 
Thus, management  measures undertaken to address this issue in the Solent and 
elsewhere (so far with some improvements in Langstone Harbour (EA, 2016)) will 
be beneficial under a changing climate. In general, where multiple stressors are 
in synergy, the removal of even a single stressor could have high benefits (Crain 
et al., 2008).   
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Appendix 1. Dataset review 
Excel spreadsheet with full dataset review for the three harbours included 
electronically. The reviewed data sources, reasons for exclusion following the 
review, and those that were included post-review and excluded post-spatial 
analysis are summarized in Table A1.1.   
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Table A1.1 Overview of survey datasets included and excluded following data review with the criteria for exclusion 
(codes provided in footnote). Underlined denotes surveys included post-review and for the spatial analysis, but 
ultimately excluded from the final analysis.   
Harbour Source reference Survey Year  Reason for exclusion* 
C
h
ic
h
es
te
r 
 
Withers et al. (1978); Thomas and Culley (1982) 1977  
Thomas and Culley (1982); Thomas (1987) 1979/1980  
Thomas and Culley (1982); Thomas (1987) 1978-1980  
Thorp (1998) 1997  
Unicomarine and Rees-Jones (2004) 2002  
ERT (2006) 2005  
EMU Ltd (2007) 2006 O 
EMU Ltd (2008) 2008 O 
CMACS (2012) 2011  
Watson et al. (2012) 2011  
MESL (2013) 2012/2013 O 
Herbert et al. (2013) 2013  
Gardiner, 1997 1996 A, B, C 
Thorp, 1997 1996/1997 L 
Farrell, 1999 1995-1999 B, D, E, M 
L
an
g
st
o
n
e 
 
Martin (1973) 1966-1969 B 
Soulsby et al. (1982) 1978  
Withers (1980) 1978  
Smith et al. (1986) 1985/1986  
EMU, Southern Science (1992) 1992  
ERT (2006) 2005  
CMACS (2012) 2011  
EA (2014) 2014  
This thesis 2014  
Thomas et al. (2016)  2015  
Withers and Thorp (1978) 1973-1975 B, C, J, N 
Portsmouth Polytechnic (1976)  1974-1975 D, J 
Nicholls et al. (1981) 1976-1977 A, J, N 
BIOSCAN LTD (1986) 1986 H, I 
Culley et al. (1991) 1990/1991 B, F, G  
P
o
rt
sm
o
u
th
  
Auckland (1989) 1988  
Garrity (1989) 1988  
Thomas et al. (1989a) 1989  
Ames (1990) 1989  
Butcher (1996) 1996  
Unicomarine and Rees-Jones (2004) 2002  
EA (2008) 2008  
EA (2011) 2011  
Watson et al. (2012) 2011  
MESL (2014) 2013  
This thesis 2014  
Thomas et al. (1989b) 1988 K 
*A) Data condensed (by time or habitat type), B) Mesh size >0.5mm, C) Extraction methodology incomparable with 
standard hand core sampling (e.g. garden trowel, quadrat), D) Some characteristics of the sampling unknown, E) 
Core size small in comparison with the majority, F) Preservation methodology deviates largely from standardized 
practices (e.g. samples frozen), G) Raw data not available to clarify discrepancies between methods described and 
density data presented, H) Inconsistency in methods stated, I) Raw data not available to distinguish large and small 
core/mesh data, J) Data are not in a suitable numeric format (i.e. density or raw data vs. graphical, %frequency, 
maximum density), K) Repeat of data from another survey, L) Poor investigative procedure noted by the authors, 
M) Experimental procedure may have affected fauna sampled, N) Very limited in terms of number of sites or habitat 
sampled, O) Extremely limited taxonomic resolution 
  
 204 
 
Chichester Harbour dataset details and decisions  
Sieve mesh size 
Where large and small hand core data were available from a report, small hand 
core data were utilized, as these were typically processed over a 0.5mm mesh, 
which was the mesh size most comparable across the included reports. One 
notable exception was a student project survey from the late 1970s (within 
Thomas and Culley, 1982) in which the core samples were processed over a 
0.063mm mesh. Due to the age of the dataset and the limited geographic scope 
of the survey, the data were retained for comparison.  
Data format 
In Withers et al. (1978) (also contained within Thomas and Culley, 1982), the data 
were represented as the mean species densities per habitat type, rather than by 
specific sampling station. Due to the age of the dataset and its value for 
characterizing the historic communities in Thorney Channel, this dataset was 
retained by using the same faunal data for each station of the corresponding 
habitat type. One survey that used box cores in addition to hand cores (Herbert 
et al., 2013) remained after the exclusion of the low resolution bird prey datasets. 
These data were not included for this study so that only hand core data, available 
across all reports, would be compared.  
Total core area and standardization  
The total area sampled in Withers et al. (1978) is listed as 0.092m2, as indicated 
by the core sizes and number of replicates reported to have been taken at each 
station, however it was reported that a subjective choice of core size was used 
depending on what was most suitable for the species in question (Thomas and 
Culley, 1982). For data standardization to species densities, density data for this 
survey were presented on a habitat basis across stations, reflecting the average 
density determined from the large, small, or combination of cores. Therefore, the 
0.092m2 was taken at face value and used to model sampling effort for this 
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survey. In the case of the most extensive historic survey dataset (Thomas and 
Culley, 1982; Thomas 1987), multiple electronic versions of the species density 
data exist. To tease apart the large core (processed over 1mm mesh) and small 
core (processed over 0.5mm mesh) contributions to the density values (density 
determination was sometimes based on small cores only, large cores only, or a 
combination) the raw abundance datasheets (with abundance per core and core 
size) were consulted. The abundance data from both core sizes was compared 
with the density tables in Thomas and Culley (1982) and it was apparent that 
there were not always three large cores and four small cores processed for each 
station, as described in the methodology. Using the abundance and density data 
listed on the raw datasheets and the densities listed on the density table in the 
report, the number of cores corresponding with the listed data was determined 
and used to calculate densities separately for large and small cores, though only 
the small core data were used in the analyses here. In cases where the total 
number of cores could not be reasonably determined for this survey, a site was 
excluded.  
Langstone Harbour dataset details and decisions  
Several of the surveys retained following the review used a mesh size for 
processing that differed from the target mesh size (0.5mm). Soulsby et al. (1982) 
used a 0.062mm mesh for the benefit of determining annelid biomass. The data 
were also condensed by habitat type, rather than presented by station, but these 
data were retained due to their age and the insight into faunal communities from 
sites with distinctly different levels of algal cover. For Smith et al. (1986) and 
Withers (1980), large and small hand cores were used and processed over 1-2 
mm (L) and 0.5mm (S) mesh. For both studies, the authors derived densities from 
the small cores, only, or a combination of the small and large cores, and not from 
the large cores alone. These datasets were retained since those individuals 
under-sampled by the large core/mesh were still represented by the small core 
data. Of the data collected by EMU, Southern Science (1992), whose survey was 
a study on the effects of clam dredging on the macrofauna, only the data for the 
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control and treatment sites prior to dredging and post-dredging (control site only) 
were used. It appears that the samples were frozen prior to analysis, which is not 
typically the case across surveys, and is not a recommended method by the 
marine monitoring handbook guidance (Dalkin and Barnett, 2001). A number of 
studies also fixed the cores prior to sieving, which is not recommended. 
For Smith et al. (1986) and Withers (1980), densities were determined by the 
authors using large and small cores or small cores only, depending on the 
species. Total core area varied with respect to species, however the total area 
across the large and small cores was used for the modelled ‘Total area’ term. For 
EMU, Southern Science (1992), the survey methods described the use of a 
0.064m2 core, however the densities presented more closely aligned with a 
0.0064m2 core, which was used for determination of total core area sampled. Two 
sites were sampled using transects in this study and each transect had three 
sampling locations sampled by five replicate cores each. Due to the limited spatial 
extent of this study and the difficulty in accurately locating within transect stations 
manually using Google Earth, only the two sites were located and densities were 
determined across all replicates within a transect instead of across replicates for 
a given station. Therefore, the total core area sampled to derive the faunal data 
from each site was calculated as 15 x 0.0064m2 = 0.096m2.  For Soulsby et al. 
(1982), the density data appeared to be derived from abundance data across all 
cores sampled for a given habitat type. Therefore, the faunal data derived from 
the five replicates from five high algal cover sites corresponded with 25x the 
individual core area (0.00166m2) and faunal data derived from 15 replicates from 
each of two ‘low’ and two ‘no’ algal cover sites corresponded with at total area of 
30 x 0.00166m2.  
Portsmouth Harbour dataset details and decisions  
The majority of survey data were collected within the last 15 years, during which 
time sampling methods have become more standardized, making these datasets 
more comparable. Among survey datasets, all used a 0.5mm mesh for processing 
the samples. Three surveys took cores to a depth of 10cm instead of 15cm, which 
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is now standard practice (Dalkin and Barnett, 2001). There was also variability in 
preservation and processing (i.e. were samples fixed prior to sieving or after), 
although this was largely disregarded.  
The smallest core area sampled (0.006m2) was for one station sampled by 
Butcher (1996), however this report presented data for two to six cores sampled 
per transect. Their stated methodology seemed to be in conflict with the number 
of core samples for which faunal abundances were presented, therefore core 
numbers and total area sampled per transect were determined from the faunal 
data and not the written methods. The data were summarized across all cores 
taken within a transect, and not by sample station within a transect.  
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Appendix 2. Faunal data collation 
There were some records left to genus level that include species historically within 
that genus but could now be represented by new genera. In this case the relevant 
data were grouped to the family level (or a hybrid of the relevant genera). For 
example, if there was a record for ‘Tharyx sp.’, this could represent a species still 
classified under this genus or it could represent a species under a new genus, 
such as Tharyx marioni, which is now Aphelochaeta marioni. Grouping to 
Cirratulidae or to a Tharyx/Aphelochaeta hybrid, to avoid loss of species 
information on species not contained within these genera, removed the likelihood 
that one taxon would be represented by multiple genera in the dataset. In other 
situations where records of a broad taxonomic level (low taxonomic resolution) 
were present, the criteria in Table A2.1 were weighted to judge the 
appropriateness of grouping species records to this broad level. Loss of species 
information was not of particular concern for groups in which the species were not 
of primary interest or were not commonly recorded to species level (e.g. Insecta, 
Actiniaria, Nemertea). The final taxonomic lists post-taxonomic grouping for the 
three harbours are presented in Table A2.2. 
Table A2.1. Criteria for grouping species records to a broad taxonomic level or not. Decisions were made on a taxon-
by-taxon basis and with respect to the datasets available for each harbour. The decision to group, or not, was weighted 
on the culmination of support for grouping or retaining separately with respect to the listed criteria. Of particular interest 
was the number of species that would be lost if all species were grouped to the broad level. Three species was used 
as a cutoff to avoid loss of species information, but grouping more than three species to the broad level may have been 
carried out if the culmination of the listed criteria provided more support for grouping than leaving separate.  
Group to broad taxonomic level Leave broad taxonomic level separate 
Information on < 3 species would be lost Information on >3 species would be lost 
Low taxonomic level recorded across multiple 
surveys 
Low taxonomic level recorded in one 
survey 
Low taxonomic level recorded across multiple 
stations within a survey 
Low taxonomic level sparsely recorded 
within survey (e.g. only 1-2 stations) 
One species represents the majority of 
information within the broad taxonomic level 
Species records are relatively balanced 
Low taxonomic level is the only representation of 
the given group in the survey where it was 
recorded 
Survey where low taxonomic level occurs 
also records to species level within this 
group (i.e. would not be losing all 
information on this group if left separate) 
Species recorded within the broad taxonomic 
level are sparsely recorded in terms of 
frequency across surveys and stations 
Species recorded within the broad 
taxonomic level are frequently recorded 
across surveys and stations 
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Table A2.2 Final taxonomic lists post-taxonomic grouping for the three harbours.  
Chichester Harbour Langstone Harbour Portsmouth Harbour 
Abra Abra   Abra  
- Acari  Acari  
- Achelia echinata (agg)  Achelia echinata    
ACTINIARIA - Actiniaria    
Akanthophoreus gracilis - - 
Alderia modesta Alderia modesta    Alderia modesta    
Allomelita pellucida - - 
Ammothea hilgendorfi Ammothea hilgendorfi    Ammothea hilgendorfi    
Ampelisca brevicornis Ampelisca brevicornis    Ampeliscidae    
Ampelisca tenuicornis - - 
Ampharete acutifrons Ampharete acutifrons    Ampharete acutifrons    
- Ampharete aff. acutifrons    - 
- Ampharete aff. baltica    - 
Ampharete grubei Ampharete grubei    Ampharete grubei    
Ampharete lindstroemi Ampharete lindstroemi    Ampharete lindstroemi (agg)    
- Ampharetidae    Ampharetidae  
- Amphipholis squamata    Amphipholis squamata    
- Amphipoda    Amphipoda   
- Anthozoa    - 
Aoridae Aoridae    Aoridae    
- - Aphididae    
- - Aplysia punctata    
- - Apohyale prevostii  
Arachnida - - 
Arenicolidae Arenicola  Arenicolidae    
Aricidea (Aricidea) minuta  - - 
- - Ascidiella aspersa    
? Atylus spp indet - - 
Atylus vedlomensis  - - 
Austrominius modestus Austrominius modestus    Austrominius modestus   
Baltidrilus costatus Baltidrilus costatus    - 
Bathyporeia Bathyporeia    Bathyporeia sarsi  
Bivalvia BIVALVIA    BIVALVIA    
Boccardia polybranchia - - 
Bodotria spp - - 
- BRACHYURA    - 
Capitella Capitella    Capitella    
- Capitellidae    - 
Caprellidae Cardiidae    Caprellidae  
- - Cardiidae    
- Caulleriella alata    Caulleriella alata    
- Caulleriella bioculata    - 
Cerastoderma - - 
- Chaetozone caputesocis  Chaetozone    
- Chaetozone gibber    - 
- Chaetozone zetlandica  - 
Chamelea striatula juv - - 
- - Chelicorophium curvispinum  
- - Chone    
Cirratulidae spp - Cirratulidae (?)    
- - Cirratulus cirratus    
- Cirriformia  Cirriformia    
Collembola - Collembola    
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Copepoda Copepoda    Copepoda    
Corophiidae Corophiidae    Corophiidae    
- - Corophium arenarium    
- - Corophium volutator    
Cossura longocirrata Cossura longocirrata    Cossura    
- Cossura pygodactylata    - 
- Crangon crangon    - 
Crepidula fornicata juv Crepidula fornicata    - 
Cryptosula pallasiana - - 
Cumopsis goodsir Cumopsis goodsir  - 
Cumopsis longipes - - 
Cyathura carinata Cyathura carinata    Cyathura carinata    
DECAPODA - Decapoda    
- - Desdemona ornata    
- - Dexamine spinosa    
- Dexamine thea    - 
Dipolydora caulleryi - - 
- - Dipolydora coeca (agg)    
Dipolydora quadrilobata Dipolydora quadrilobata    Dipolydora quadrilobata    
- - Diptera    
- - Drilonereis filum    
- - Ecrobia ventrosa  
- - Elysia viridis    
Enchytraeidae Enchytraeidae    Enchytraeidae    
- - Erichtonius difformis  
Eteone - Eteone cf. longa    
- - Euchone    
- - Euclymene (Type A)    
Eunicidae juv - - 
- Eusarsiella zostericola    Eusarsiella zostericola    
Exogone naidina Exogone naidina    - 
Fabcricia stellaris Fabricia stellaris    Fabricia    
- - Fabriciola berkeleyi    
Ficopomatus enigmaticus - - 
- - Flustrina  
Galathowenia oculata Galathowenia oculata    Galathowenia oculata    
Gammaridae Gammaridae    Gammaridae    
- Gastropoda spp. Damaged    GASTROPODA    
Gattyana cirrhosa - - 
Gibbula cineraria Gibbula cineraria    Gibbula sp.    
Gibbula umbilicalis Gibbula umbilicalis    - 
Glycera Glycera alba    - 
- Glycera fallax    - 
- Glycera tridactyla    Glycera tridactyla    
Golfingia - - 
- Haminoea hydatis    Haminoea    
- - Hanleya hanleyi    
- - Heterochaeta costata    
- - Heteromastus filiformis    
Heteromysis formosa - - 
Hyalidae  - - 
- - Hydroides norvegica    
- - Hypereteone foliosa  
Idotea chelipes Idotea sp. Indet    Idotea  
Idotea granulosa - - 
INSECTA Insecta  - 
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Jaera albifrons (agg) Jaera (Jaera) albifrons  Jaera (Jaera) albifrons  
- - Janua heterostropha  
Jassa Jassa    Jassa    
- Kurtiella bidentata    Kurtiella bidentata  
Lacuna parva - - 
Lepidochitona cinerea Lagis koreni    - 
- - Lanice conchilega    
- Lepidochitona cinerea    Lepidochitona cinerea    
- Ligia sp.    - 
Limapontia depressa Limapontia    Limapontia depressa    
Limecola balthica Macoma sp.    Limecola balthica  
Limnodrilus - - 
Littorina littorea Littorina sp.    Littorina littorea    
Littorina obtusata - Littorina obtusata    
Littorina saxatilis - Littorina saxatilis    
Loripes orbiculatus - - 
- - Lumbrineridae (juv)    
Malacoceros Malacoceros fuliginosus  Malacoceros    
- Malacoceros tetracerus (?)  - 
Maldanidae Maldanidae sp. Indet. - 
Manayunkia aestuarina  Manayunkia aestuarina    Manayunkia aestuarina    
- - Marphysa sanguinea    
Mediomastus fragilis Mediomastus fragilis    Mediomastus fragilis    
Megaluropus agilis Megaluropus agilis    - 
Melinna palmata Melinna    Melinna  
Melita palmata Melitidae    Melitidae    
- Microphthalmus     Microphthalmus aberrans    
Microphthalmus sczelkowii - Microphthalmus sczelkowii    
Microprotopus maculatus Microprotopus maculatus    Microprotopus maculatus    
- Microspio     Microspio    
Molgula sp. - - 
- - Monocorophium acherusicum    
- - Monocorophium insidiosum    
Mya Myidae    Mya arenaria    
Myrianida - - 
- - Myriochele heeri    
- - Mytilus edulis    
Nais elinguis - - 
NEMATODA Nematoda    Nematoda    
NEMERTEA  Nemertea    Nemertea    
- Neoamphitrite figulus  - 
Nephtys Nephtys    Nephtyidae    
Nereididae Nereididae    Nereididae    
- Notomastus    Notomastus    
Nototropis swammerdamei - - 
Nucula nitidosa - Nuculidae    
NUDIBRANCHIA spp  NUDIBRANCHIA spp     Nudibranchia  
Oligochaeta Oligochaete spp.    - 
- - 
Onchnesoma steenstrupii 
steenstrupii  
- - Ophiuridae    
Ophryotrocha spp Ophryotrocha    Ophryotrocha    
Orchestia sp. - - 
- - Opisthobranchia    
- - Oriopsis    
Ostracoda - - 
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Ostrea edulis Ostrea edulis    - 
Paranais litoralis - Paranais litoralis    
Parexogone hebes Parexogone hebes  - 
Parougia eliasoni - - 
Pectinidae  - - 
- Peresiella clymenoides    - 
Peringia ulvae Hydrobiidae    Peringia ulvae    
- - 
Pholoe inornata (sensu 
Petersen)    
Phoronis spp. Phoronis    - 
- Phtisica marina    - 
Phyllodoce maculata Phyllodocidae    Phyllodoce maculata    
Phyllodoce mucosa - Phyllodoce mucosa    
- Platyhelminthes  Platyhelminthes  
- Polychaete indet. - 
- Polycirrus norvegicus    Polycirrus    
Polydora ciliata agg Polydora  Polydora    
Polydora cornuta - - 
- - Polynoidae    
- - Porcellio scaber    
PORIFERA - - 
Procerodes sp. - - 
- - Protocirrineris    
- - 
Pseudopolydora 
paucibranchiata    
- - Psocoptera    
Pygospio elegans Pygospio elegans    Pygospio elegans    
Retusa obtusa Retusa    Retusidae    
Roxania utriculus - - 
Ruditapes - Tapes  
Sabellidae Sabellidae    Sabellidae    
Schistomysis spiritus - - 
- Schistomysis kervillei    - 
Scoloplos (scoloplos) armiger Scoloplos (Scoloplos) armiger  Scoloplos (Scoloplos) armiger  
Scrobicularia plana - Scrobicularia plana    
Sphaeromatidae Sphaeromatidae   Sphaeroma sp.    
- Sphaerosyllis aff. taylori    - 
- Sphaerosyllis hystrix    - 
Sphaerosyllis taylori Sphaerosyllis taylori    - 
Spio spp Spio    Spio    
Spionidae sp. 2 Spionid indet. Spionid sp    
- - Spiophanes bombyx    
- - Spirobranchus triqueter    
Spirorbinae Spirorbinae    - 
- Sthenelais boa    Streblospio    
Streblospio Streblospio    - 
Streptosyllis websteri - - 
Strigamia maritima - - 
Synchelidium maculatum - - 
- Syllidae Indet.   Syllidae  
- - Talitridae sp    
Tanaissus lilljeborgi Tanaissus lilljeborgi    - 
Terebellidae - - 
- Tharyx/Aphelochaeta   Tharyx/Aphelochaeta  
- -  Timoclea ovata    
Tritaeta gibbosa - - 
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Tubifex tubifex - - 
Tubificid sp. -  Tubificid indet    
Tubificoides amplivasatus Tubificoides amplivasatus     Tubificoides amplivasatus    
Tubificoides benedii Tubificoides benedii     Tubificoides benedii    
- Tubificoides galiciensis (?)   Tubificoides galiciensis (?)    
- Tubificoides insularis    - 
- Tubificoides nerthoides    - 
Tubificoides pseudogaster agg Tubificoides pseudogaster (agg)    
 Tubificoides pseudogaster 
(agg)    
Urothoe elegans -  Urothoe spp    
Urothoe grimaldii - - 
Urothoe poseidonis - - 
Vaunthompsonia cristata - - 
- Veneridae    - 
 
Chichester Harbour 
During the taxonomic grouping process, in several cases updating species names 
to current nomenclature resulted in a change in genus, but records at the genus 
level were also present in the dataset and the historic genus is also a currently 
accepted group. Without the species data, it could not be determined if the genus 
level records represented species now under a new genus or species under the 
historic, but still accepted, genus name. This was problematic for the following 
genera that had species names updated to the genera listed in brackets: Tharyx 
(Aphelochaeta), Caulleriella (Tharyx, Chaetozone), Corophium (Monocorophium, 
Apocorophium), Nereis sp. (Hediste), Hyale (Apohyale), Tapes (Ruditapes), 
Gammarus (Marinogammarus, Echinogammarus), and Sphaeroma 
(Lekanesphaera). With the exception of Tapes, these genera were grouped to the 
family level. Only juveniles were recorded to the level of Tapes and only in reports 
where adults of Tapes decussatus or Tapes philippanarum were also recorded. 
These species had been updated to the genus Ruditapes and therefore the 
juvenile Tapes records were updated to Ruditapes. Generally, data were 
collapsed to the lowest taxonomic resolution recorded unless this resulted in the 
loss of substantial species information.  
The most historic survey dataset (Thomas and Culley, 1982; Thomas, 1987) had 
many records of the oligochaete ‘Tubificidae indet’ along with many species-level 
records for Tubificoides benedii. Grouping to the family Tubificidae (now 
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Naididae) would have resulted in the loss of eight taxa, most with multiple records 
across surveys. Therefore, ‘Tubificidae indet’ was retained separately. Similarly, 
there was a large number of records of both separate oligochaete species and 
unidentified oligochaetes. ‘Oligochaeta indet’ was therefore retained separately 
from the species level data. ‘Bivalvia’ also had multiple records, but was retained 
separately from the species data. Recorded in only one survey, an unidentified 
Spionid worm was retained separately in the dataset to avoid to a large loss of 
species information that would result from grouping to the family level.  
Langstone Harbour  
As for the Chichester Harbour dataset, there were several genus-level records 
that could represent species now represented under a new genus. A 
Tharyx/Aphelochaeta hybrid was used to group genus and species level records 
within these genera, as Tharyx sp. was recorded in the dataset and Tharyx 
marioni (now Aphelochaeta marioni) could have been represented by the genus 
level record. Records for the following families were grouped to deal with other 
genus-level records that were problematic due to changes in nomenclature: 
Corophiidae, Gammaridae, Nereididae, Sphaeromatidae, and 
Veneridae. Similarly, Macoma balthica has recently been updated to Limecola 
balthica. None of the survey reports recorded this species with the new name and 
records of Macoma left at the genus level were therefore grouped with the species 
level data to ‘Macoma sp.’ Due to the potential loss of substantial species 
information, a number of broad taxa with multiple records were retained 
separately in the dataset. This was the case for Oligochaeta spp. (one survey did 
not record any oligochaetes to species level), Bivalvia (recorded in three survey 
reports), Polychaete indet. (recorded in the oldest survey report), and 
Ampharetidae (recorded in a modern report that also recorded to the species 
level). Other taxa that had few records at the broadest level and were retained 
separately included Spionid indet., Syllidae indet., and Capitellidae.  
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Portsmouth Harbour 
The presence of Tharyx sp. in the dataset again led to the grouping of Tharyx and 
Apehlochaeta species under the hybrid Tharyx/Aphelochaeta to deal with 
updates in nomenclature. Gammaridae was also grouped, however there were 
many records left at the family level that would have resulted in grouping anyway. 
Tapes philippinarum is now Ruditapes philippinarum, but only Tapes 
philippinarum was recorded across surveys. Therefore, Tapes juvenile records 
and Tapes philippinarum were grouped to ‘Tapes sp.’. Due to the potential loss 
of substantial species information, a number of broad taxa with multiple records 
were retained separately in the dataset. This was the case for ‘Tubificid indet’, 
which was recorded in two historic surveys that also recorded to the species level 
within this group. ‘Spionid sp’. also had multiple records in one historic report, but 
there would have been loss of seven unique taxa if all were grouped to Spionidae. 
Broad taxonomic groups that had few records and were retained separately to 
avoid loss of species information included Sabellidae, Ampharetidae, 
Corophiidae, Cirratulidae, Amphipoda, Bivalvia, and Gastropoda.  
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Appendix 3. Details of modeling approach 
Adjusting the basis dimension (k) for smoothed continuous variables: 
The default and ‘optimal’ thin plate regression smoother was used (Wood, 2003). 
The default value for the basis dimension (‘k’), or the upper limit on the estimated 
degrees of freedom (Wood, 2017), was used unless model diagnostics (using 
‘gam.check’ in the mgcv package in R) indicated that the default was too low, or 
if the model would not run at the default value. In the latter case, k was reduced 
to ½ of the default value. Where it was too low, k was increased from the default 
to the highest possible value. The estimated degrees of freedom used by the 
smoothed term at highest k were compared to those used at incrementally lower 
k to determine if estimated degrees of freedom used stabilized at lower k. An 
increase in estimated degrees of freedom can be used as an indication of a 
change in the fit of the model (Wood, 2017) and k was selected where there was 
no additional increase in estimated degrees of freedom with an increase in k. If 
estimated degrees of freedom totaled to one, this indicated a linear relationship 
and the smoother was removed to model to the term.    
Environmental model term prioritization and smoothing (non-spatial variables):  
For non-spatial environmental variables, it was often the case that not all spatial 
covariates could be included in the model and these were added in sequentially, 
as presented below. The initial model included the environmental term of interest, 
Cluster, Season, Year, as the diversity values were derived from the unique 
Cluster-Season-Year combinations, and the terms for Days Since 0, Area, and 
Max distance each smoothed at a low smoothing basis dimension (k=5). If this 
starting model did not run (yellow panel at top of Figure A.1), the smoothing basis 
(k) was lowered for the smoothed continuous variables, the smoothers were 
dropped sequentially, terms were dropped sequentially, replaced, and terms were 
added back into the model where possible, following the process from A1-A8 in 
Figure A.1. Sequential removal of baseline covariates where necessary started 
with Days Since 0 (as year category also accounted for some temporal effects), 
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Area, then Max distance, with respect to Simpson Index, and Days Since 0 
followed by Max distance and then Area with respect to Richness, as this 
measure is more sensitive than Simpson Index to variations in sampling effort. 
With the starting terms adjusted as needed, the process B1-B5 (Figure A.1) was 
followed to incorporate the additional spatial terms of interest, where possible, 
and to determine the appropriateness of smoothing. Smoothing was dropped or 
adjusted according to estimated degrees of freedom and statistics associated with 
the smoothing basis ‘k’. With all terms included and smoothed only as necessary, 
the non-significant baseline covariates were dropped sequentially from the model.    
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.
Figure A.1. Flow-chart of smoothing and term prioritization with respect to models of the relationship of non-spatial environmental variables with diversity. For 
Chapter 2, ‘Environmental’ in the yellow starting model represents ‘s(Environmental, k=5)’ (Chapter 2) or ‘Environmental x Summer water temperature x Winter 
water temperature’ (Chapter 3). Cluster and Year are categorical variables specified as random effects using smoothed terms and are thus denoted with the same 
s() notation as the continuous variables, however adjustments of the smoothing basis do not apply to these terms.   
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Appendix 4. Environmental data preparation 
Silt content  
Derived from the historic survey reports (i.e. environmental conditions were 
directly linked to the time and location of faunal sampling). Among the 
measures of sediment characteristics recorded, % silt was most consistently 
reported across surveys. Any records of ‘silt’ were included here, even if the 
size range was not given. In one case (Unicomarine and Rees-Jones, 2004) 
% silt was reported as <64µm instead of <63µm. The average % silt was 
determined for each unique Cluster-Season-Year combination, as for the 
faunal data from within the historic surveys.    
Algal cover  
With respect to % algal cover, quantitative records of macroalgal cover from 
the historic surveys were used, which in some cases included records of brown 
algae (e.g. Fucoids) that could not be distinguished from the opportunistic 
green macroalgal taxa that typically form mats on the mudflats of Chichester, 
Langstone, and Portsmouth Harbours (e.g. Ulva spp. and Enteromorpha spp.) 
(EA, 2016). Quantitative records of algal cover, only, were utilized for analysis. 
Percent cover was taken at face value where ‘<’ qualifiers were recorded and 
the average was taken if a range was given. Percent cover of algae was 
averaged by Cluster-Season-Year as for the faunal data from within the 
historic surveys.    
Water quality 
The nearest EA station to a Cluster was identified by producing a distance 
matrix between Cluster mean coordinates and EA sample station coordinates 
in QGIS. With the exception of water temperature (investigated in Chapter 3), 
EA environmental data from within 1km of the faunal Cluster in question were 
linked to the faunal data. While a smaller distance between EA and faunal 
stations would have been preferable, this would have severely reduced the 
data available for inclusion in the analysis. A 1km cutoff was deemed suitable 
for characterizing the broader area from which the faunal samples were taken. 
Water temperature, salinity, nitrogen, turbidity, and pH were extracted from the 
EA database for the sample materials ‘Any water’, ‘Estuarine water’, 
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‘Seawater’, ‘River/running surface water’. Within-year averages were 
calculated relative to the faunal sampling dates. The average was calculated 
across months from the month of faunal sampling in the year prior to faunal 
sampling to the same month in the year of faunal sampling (e.g. May 2012-
May 2013), as data availability permitted. Availability of pH and turbidity data 
were relatively limited with respect to the stations linked to the faunal clusters 
and the 1km limit and were therefore not included for analysis.  
Salinity 
Salinity data were prepared as described above. Several outlying values were 
removed from the dataset. This included some readings noted as ‘suspect’ by 
the EA as well as a very low value for a station in direct proximity to a 
freshwater input. Data from this station were excluded because the salinity 
was consistently so low at this station and the nearest faunal Clusters were 
not directly adjacent to it. It therefore did not seem appropriate to link the faunal 
data within 1km to this nearly freshwater station.   
Nitrogen 
Dissolved available inorganic nitrogen (DAIN) was calculated as the sum of 
ammonia and total oxidized nitrogen (sum of nitrite and nitrate) using data 
available under conditional license from the EA. In a number of cases, nitrogen 
data were denoted by ‘Filtered as N’, perhaps indicating a change in 
methodology for determining nitrogen concentration. These data were used by 
the EA in the Nitrate Vulnerable Zone reports to determine DAIN in addition to 
the data that were not denoted as ‘Filtered’ (EA, 2016) and they were therefore 
used interchangeably here as well. DAIN was calculated as the annual 
average leading up to the month of sampling. The annual average leading up 
to faunal sampling dates provided a measure of DAIN which characterized 
nutrient conditions over a period of the same duration (to the extent the 
temporal coverage of the data allowed) for all faunal sampling dates in addition 
to generalizing the nutrient conditions leading up to sampling. As salinity data 
from one station in close proximity to freshwater input were excluded, DAIN 
data from this station were also excluded. 
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Licenses for EA water quality data: 
© Environment Agency and/or database right.  
https://data.gov.uk/dataset/environment-agency-register-licence-abstracts 
(AfA194). https://www.gov.uk/government/publications/environment-agency-
conditional-licence/environment-agency-conditional-licence.  
Public sector information licensed under the Open Government Licence v3.0. 
http://www.nationalarchives.gov.uk/doc/open-government-licence/version/3/ 
Proximity to major river inputs 
The positions of the freshwater inputs were located using Google Earth where 
the river appeared to meet the main body of water or the intertidal area. The 
distances of faunal sampling locations in a given harbour to the respective 
freshwater inputs were calculated using distance matrices in QGIS to find 
minimum distance to river inputs. The average minimum distance was 
calculated for each Cluster-Season-Year combination. Because of the 
geography of Chichester Harbour, which has a series of large channels, the 
calculation of distances between freshwater inputs and faunal sampling 
stations was not best represented as a straight line between points for 
sampling locations in Bosham and Thornham Channels at the center of the 
harbour. Therefore, the data for these areas were excluded from this 
examination of the influence of distance from major river inputs on diversity. 
Proximity to major anthropogenic inputs 
In Chichester Harbour, the major anthropogenic discharges included for this 
variable were the major sewage treatment works; Chichester, Thornham, and 
Bosham STWs, which in 2013 had dry weather flows of 13524, 6565, and 1221 
m3/day, respectively (Cefas, 2013a). For Langstone Harbour, the 
anthropogenic discharges included for this variable were the outlets from 
Budds Farm at the north of the harbour. Volume-dependent discharges from 
a stormwater outfall and a treated wastewater outfall into the harbour are now 
intermittent, as treated wastewater is diverted to a long-sea outfall in the Solent 
under normal conditions, whereas prior to 2000 the treated wastewater was 
discharged directly into Langstone Harbour (Southern Water, 2011). In 2007, 
upgrades were also made for the removal of nutrients from the wastewater 
(Southern Water, 2011). Dry weather flow recorded in the 1970s was 
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41,000m3/day (Martin, 1973). In Portsmouth Harbour, most sewage is treated 
at STWs that discharge outside of the harbour and the River Wallington 
receives discharge from a small (dry weather flow 540m3/day) sewage works 
7km upstream from the tidal limit (Cefas, 2013c). There was, however, 
historically a trade discharge directly to the harbour from Haslar Hospital in the 
southwest of the harbour. This was among the sites examined in a review of 
consents by the EA with respect to the impact of effluent discharge on benthic 
communities within the Solent European Marine Site (Unicomarine and Rees-
Jones, 2004) and was therefore included here as the anthropogenic discharge 
of interest. Discharge sites were located manually using the imagery on 
Google Earth to identify outfall positions in addition to consulting maps in 
Unicomarine and Rees-Jones (2004) and the historic Langstone Harbour 
survey reports and Southern Water (2011) for Budds Farm. The average 
minimum distance to anthropogenic discharge was calculated for each 
Cluster-Season-Year combination, as for distance to freshwater. 
Trace Element Pollution Index (TEPI) 
The EA database contained trace element (TE) concentrations for the <63µm 
fraction of the sediment for select sites. As for the other water quality 
measures, data for TE contamination was linked to nearby faunal Clusters for 
analysis. To make a global characterization of the TE pollution at a given site 
for each year of available data, the Trace Element Pollution Index (TEPI) 
described by Richir and Gobert (2014) was used:  
(1) TEPI = (Cf1 x Cf2 . . . Cfn) 1/n  
 
Here, the mean normalized concentrations of each TE (Cf) are multiplied and 
raised to 1/n. Mean normalization is used to standardize the TE data, which 
may be on very different magnitudes (Richir and Gobert, 2014). Data for the 
concentration of Arsenic, Cadmium, Chromium, Copper, Iron, Lead, Mercury, 
Nickel, and Zinc sampled from ‘Coastal/Marine Sediment’, ‘Coastal/Marine 
Sediment - <63µm fraction’, ‘Estuary Sediment’, ‘Estuary Sediment - <63µm 
fraction’, ‘Estuary Sediment – Intertidal’, and ‘Estuary Sediment – Intertidal - 
<63µm fraction’ were exported from the EA database. These TEs were 
selected as they are particularly abundant (J. Richir, pers.comm, April, 2017).  
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There were very few sites with sediment TE data recorded in Portsmouth, 
Langstone, and Chichester Harbours, compared to the water quality sites. For 
Portsmouth Harbour, the only TE sample site with temporal coverage (1997-
2003) was at Haslar/Gosport. An additional site at the center of the harbour 
was sampled in 2011, however data from this site were specified as being 
determined using hydrofluoric acid digestion technique, which was not 
specified for TEs from other sites. The limited temporal coverage and 
specification of a different technique for concentration determination led to the 
exclusion of data from this site. For Langstone Harbour, there was one TE 
sampling site associated with Budds Farm STW at the north of the harbour. 
With limited data corresponding with the years of faunal sampling, sediment 
samples collected from nearby sample sites in June 2014 and analyzed for 
TEs using methods comparable to the EA methods (J. Richir, pers.comm, July 
2017) were utilized to improve the temporal resolution of the TE data from this 
area of the harbour. For Chichester Harbour, two sites were sampled by the 
EA for TE concentration. These were at the Thornham STW and the 
Chichester STW. With only three years of sampling, Thornham was excluded 
from the analysis. In comparison, the Chichester STW sample site exhibited 
good temporal coverage (1995-2011). Distances of faunal Clusters to EA 
sampling sites were determined by producing distance matrices in QGIS.  
The data exported from the EA database were filtered for records in which the 
<63µm sediment fraction were specified in the determinand description (the 
description of which TE) or the sampled material description (the type of 
sediment). TE concentrations that were denoted with a ‘<’ symbol were taken 
at half of the presented concentration (all concentrations were measured in 
mg/kg). The average concentration for each TE at a given site was first 
determined for each date where there were multiple samples in a given day, 
followed by the average for each month-year combination. For the sites 
considered, only one month was sampled in any given year. TE concentrations 
were mean normalized with respect to the average across years within a site 
(i.e. a concentration was divided by the average concentration across years). 
Prior to mean normalization, any missing data for a given TE at a site were 
replaced with the mean of the years of available data, similar to the method 
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used by J. Richir (pers.comm, April, 2017). The TEPI for each year was then 
determined for each site according to Equation 1. For the June 2014 
Langstone Harbour data, mean normalization was carried out with respect to 
the three replicates taken at each site as these samples did not come from the 
EA site.  
With respect to linking TEPI to the faunal data, TE sampling did not always fall 
in the same season each year and in some cases took place in months that 
followed the period of faunal sampling in a given year. To link the TEPI to the 
faunal data and provide a general characterization of the TE pollution at a 
given site and time with the limited data available, the average TEPI given for 
the year of faunal sampling and for the year prior to faunal sampling was linked 
to the faunal data. Data for TEPI were linked to faunal Clusters within 1km of 
the EA sample sites. The two June 2014 TE sample sites in Langstone 
Harbour were linked to the nearest faunal Clusters using a distance matrix in 
QGIS, as for the EA sample site. The faunal Clusters linked to the EA TE 
sample site were also <1km from the nearest June 2014 site. A distance of 
1km corresponds with the distance of the observed impact of a major 
consented discharge on the benthos in Southampton Water at 900m from the 
discharge site, although impacts from Chichester STW, specifically, were only 
observed at 30m from the discharge site (Unicomarine and Rees-Jones, 
2004). As TEPI is derived from the conditions of the sediment, it would have 
been desirable to examine the spatio-temporal effects of TEPI on faunal 
samples derived from the immediate vicinity of the sample sites, however, due 
to the limited data available for inclusion in the model, Clusters within 1km 
were included. The 1km distance does help to account for variation in sampling 
location through time (e.g. the sampling of ‘subsites close to this location’ was 
noted by the EA for sampling TE prior to 2009 at two of the sites). These 
limitations of the data available were kept in mind for analysis and 
interpretation.  
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Appendix 5. Spatio-temporal coverage of data 
Table A5.1 Chichester Harbour (CH-) spatio-temporal coverage of faunal data with respect to SSSI unit, Cluster, 
and year (or year category) represented in the final reduced dataset used for analyses in this thesis.  
SSSI unit Cluster Year 
SSSI 
unit 
Cluster Year 
SSSI 
unit 
Cluster Year 
CH-12 
CH-22 
1977-1980 
CH-22 
CH-10 
1977-1980 
CH-30 
CH-1 
1977-1980 
2005 2005 2002 
CH-23 
1977-1980 2011 
CH-2 
1977-1980 
1997 2013 2002 
CH-15 CH-58 
1977-1980 
CH-64 
1977-1980 2011 
2005 2005 
CH-3 
1977-1980 
CH-17 
CH-113 
1977-1980 
CH-74 
1977-1980 1997 
2002 1997 2002 
CH-8 
1977-1980 
CH-24 
CH-39 
1977-1980 
CH-31 
CH-14 
1977-1980 
2013 1997 2011 
CH-99 
1977-1980 2002 2013 
1997 
CH-40 
1977-1980 
CH-19 
1977-1980 
CH-2 
CH-21 
1977-1980 2002 1997 
1997 
CH-69 
1977-1980 2002 
CH-93 
1977-1980 2011 2011 
1997 
CH-27 
CH-117 
2002 
CH-32 CH-43 
1977-1980 
CH-20 
CH-59 
1977-1980 2011 2002 
2005 
CH-12 
2002 
      
CH-62 
1977-1980 2013 
2005 
CH-13 
1977-1980 
CH-9 
1977-1980 2011 
2013 2013 
CH-98 
1977-1980 
CH-41 
2002 
1997 2011 
 
Table A5.2 Langstone (LH-) and Portsmouth Harbour (PH-) spatio-temporal coverage of faunal data with respect 
to SSSI unit, Cluster, and year (or year category) represented in the final reduced dataset used for analyses.  
SSSI unit Cluster Year SSSI unit Cluster Year SSSI unit Cluster Year 
LH-10 LH-5 
2014 
PH-11 PH-8 
2008 
PH-9 PH-19 
2011 
2015 2013 2013 
LH-11 
LH-26 
1977-1980 
PH-13 
PH-24 
2011 
PH-24 
PH-17 
2011 
2005 2013 2013 
LH-6 
1977-1980 
PH-7 
2008 
PH-25 
2011 
2005 2013 2013 
2014 
PH-16 PH-35 
1989 
PH-5 
2008 
2015 2013 2013 
LH-13 
LH-21 
1977-1980 
PH-23 
PH-1 
2008 
PH-4 
PH-26 
1988 
2014 2013 2002 
LH-7 
2014 
PH-10 
2008 
PH-27 
1988 
2015 2011 2002 
LH-3 LH-1 
1977-1980 2013 2013 
2005 
PH-11 
2008 
PH-37 
2002 
2014 2011 2013 
2015 
PH-14 
2008 
PH-7 
PH-18 
2011 
LH-6 LH-2 
2005 2011 2013 
2014 
PH-15 
2008 
PH-2 
2008 
2015 2011 2013 
LH-9 LH-23 
1977-1980 
PH-3 
2008 
PH-8 
PH-12 
2008 
2005 2013 2011 
2014 
      
PH-9 
2008 
      2013 
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Appendix 6. Simper Output 
Table A6.1 Taxa identified as contributing most to the Bray-Curtis dissimilarity between time categories for the given 
SSSI unit in Chichester Harbour (‘CH-‘). The cumulative proportion of the contribution to dissimilarity attributed to each 
taxon is represented up to at least 0.70. Tubificoides pseudogaster agg is presented as ‘T. pseudogaster.’ 
CH-17: 1977-1986 vs 1997-2006 CH-17: 1997-2006 vs 2007-2016 CH-17: 1977-1986 vs 2007-2016 
NEMATODA 0.120 Peringia ulvae 0.205 Tubificoides benedii 0.131 
Peringia ulvae 0.232 Cirratulidae spp 0.326 Peringia ulvae 0.236 
Corophiidae 0.316 Corophiidae 0.424 Cirratulidae spp 0.332 
Tubificoides benedii 0.394 NEMATODA 0.521 Littorina saxatilis 0.426 
Streblospio 0.457 Nereididae 0.594 Abra 0.515 
Cirratulidae spp 0.513 Streblospio 0.651 NEMATODA 0.572 
Littorina saxatilis 0.568 T. pseudogaster 0.704 Nereididae 0.622 
Abra 0.618    Pygospio elegans 0.668 
T. pseudogaster 0.664    Cerastoderma 0.706 
Manayunkia aestuarina 0.707    
   
CH-20: 1977-1986 vs 1997-2006 CH-20: 1997-2006 vs 2007-2016 CH-20: 1977-1986 vs 2007-2016 
Peringia ulvae 0.132 Tubificoides benedii 0.126 Peringia ulvae 0.221 
Tubificoides benedii 0.231 Nereididae 0.207 Tubificoides benedii 0.378 
Abra 0.282 Copepoda 0.259 Abra 0.454 
Copepoda 0.330 Peringia ulvae 0.310 Cirratulidae spp 0.527 
Nereididae 0.376 Cirratulidae spp 0.360 T. pseudogaster 0.577 
Caprellidae 0.417 T. pseudogaster 0.409 Nereididae 0.619 
Galathowenia oculata 0.456 NEMATODA 0.455 NEMATODA 0.660 
Pygospio elegans 0.493 Caprellidae 0.500 Cerastoderma 0.696 
Streblospio 0.530 Galathowenia oculata 0.542 Nephtys 0.731 
Cirratulidae spp 0.565 Streblospio 0.582    
NEMATODA 0.598 Melinna palmata 0.621    
Melinna palmata 0.630 Pygospio elegans 0.660    
T. pseudogaster 0.662 Abra 0.697    
Ostracoda 0.682 Nephtys 0.724    
Cerastoderma 0.701       
CH-24: 1977-1986 vs 1997-2006 CH-24: 1997-2006 vs 2007-2016 CH-24: 1977-1986 vs 2007-2016 
Peringia ulvae 0.127 NEMATODA 0.195 NEMATODA 0.164 
Tubificoides benedii 0.241 Peringia ulvae 0.337 Capitella 0.271 
Capitella 0.352 Tubificoides benedii 0.458 Cirratulidae spp 0.355 
Cirratulidae spp 0.435 Cirratulidae spp 0.556 Tubificid sp  0.432 
Nereididae 0.513 Cyathura carinata 0.604 Nereididae 0.503 
Tubificid sp  0.591 Abra 0.646 Tubificoides benedii 0.569 
NEMATODA 0.644 T. pseudogaster 0.689 Cyathura carinata 0.619 
Nephtys 0.685 Nephtys 0.727 T. pseudogaster 0.669 
Streblospio 0.720    Abra 0.706 
CH-30: 1977-1986 vs 1997-2006 CH-30: 1997-2006 vs 2007-2016 CH-30: 1977-1986 vs 2007-2016 
Peringia ulvae 0.192 Cirratulidae spp 0.106 Peringia ulvae 0.145 
Manayunkia aestuarina 0.346 Baltidrilus costatus 0.204 Manayunkia aestuarina 0.287 
Tubificoides benedii 0.459 T. pseudogaster 0.277 Tubificoides benedii 0.385 
Oligochaeta 0.553 Tubificoides benedii 0.336 Oligochaeta 0.462 
Streblospio 0.631 Manayunkia aestuarina 0.386 Cirratulidae spp 0.531 
Corophiidae 0.701 Pygospio elegans 0.433 Streblospio 0.589 
   Peringia ulvae 0.480 Corophiidae 0.643 
   Capitella 0.524 Baltidrilus costatus 0.693 
   NEMATODA 0.566 T. pseudogaster 0.740 
   Eteone 0.603    
   Streblospio 0.638    
   Melita palmata 0.672    
   Corophiidae 0.706    
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Table A6.1 continued 
CH-31: 1977-1986 vs 1997-2006 CH-31: 1997-2006 vs 2007-2016 CH-31: 1977-1986 vs 2007-2016 
Peringia ulvae 0.171 Peringia ulvae 0.122 Cirratulidae spp 0.087 
NEMATODA 0.278 Cirratulidae spp 0.206 NEMATODA 0.155 
Cirratulidae spp 0.381 Abra 0.278 Peringia ulvae 0.220 
Streblospio 0.451 T. pseudogaster 0.340 T. pseudogaster 0.282 
Tubificoides benedii 0.512 Streblospio 0.401 Tubificoides benedii 0.333 
Abra 0.571 Tubificoides benedii 0.447 Streblospio 0.380 
Pygospio elegans 0.619 Melita palmata 0.492 Melita palmata 0.420 
Corophiidae 0.667 NEMATODA 0.535 Corophiidae 0.459 
Capitella 0.702 Polydora ciliata agg 0.568 Nereididae 0.496 
    Nereididae 0.599 Pygospio elegans 0.532 
    Manayunkia aestuarina 0.624 Polydora ciliata agg 0.563 
    Corophiidae 0.645 Capitella 0.592 
    Austrominius modestus 0.665 Copepoda 0.620 
    Ostracoda 0.685 Manayunkia aestuarina 0.646 
    DECAPODA 0.703 Nephtys 0.670 
       Cerastoderma 0.691 
        Cyathura carinata 0.712 
CH-12: 1977-1986 vs 1997-2006 CH-32: 1977-1986 vs 1997-2006 
  
Streblospio 0.102 Cirratulidae spp 0.259 
Cirratulidae spp 0.201 Baltidrilus costatus 0.409 
Capitella 0.269 Peringia ulvae 0.554 
Tubificoides benedii 0.336 Tubificoides benedii 0.646 
Copepoda 0.393 Nephtys 0.716 
Manayunkia aestuarina 0.449     
NEMATODA 0.504     
Peringia ulvae 0.558     
Sabellidae 0.609     
Abra 0.659     
Retusa obtusa 0.692     
Malacoceros 0.717     
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Table A6.2. Taxa identified as contributing most to the Bray-Curtis dissimilarity between time categories for the given SSSI unit in Langstone Harbour (‘LH-‘) or Portsmouth Harbour (‘PH-’). The 
cumulative proportion of the contribution to dissimilarity attributed to each taxon is represented up to at least 0.70. Tubificoides pseudogaster agg is abbreviated as ‘T. pseudogaster’.  
LH-11: 1977-1986 vs 1997-2006 LH-11: 1997-2006 vs 2007-2016 LH-11: 1977-1986 vs 2007-2016 LH-6: 1997-2006 vs 2007-2016 
Chaetozone zetlandica 0.190 Nematoda 0.196 Chaetozone zetlandica 0.161 Nematoda 0.236 
Tubificoides benedii 0.363 Tharyx/Aphelochaeta 0.366 Oligochaete spp  0.281 Tubificoides benedii 0.415 
Oligochaete spp  0.504 Hydrobiidae 0.476 Nematoda 0.388 Tharyx/Aphelochaeta 0.531 
Hydrobiidae 0.596 Tubificoides benedii 0.571 Tubificoides benedii 0.482 T. pseudogaster  0.581 
Streblospio 0.659 Ampharete lindstroemi 0.627 Tharyx/Aphelochaeta 0.575 Glycera tridactyla 0.614 
Tharyx/Aphelochaeta 0.722 T. pseudogaster  0.673 Hydrobiidae 0.623 Nereididae 0.646 
    Capitella 0.715 Streblospio 0.671 Cirriformia 0.669 
       Ampharete acutifrons 0.703 Ampharete grubei 0.692 
          Phyllodocidae 0.712 
LH-9: 1977-1986 vs 1997-2006 LH-9: 1997-2006 vs 2007-2016 LH-9: 1977-1986 vs 2007-2016 PH-16: 1987-1996 vs 2007-2016 
Hydrobiidae 0.165 Nematoda 0.222 Nematoda 0.178 Tubificoides galiciensis     0.073 
Manayunkia aestuarina 0.315 Hydrobiidae 0.382 Corophiidae 0.320 Chaetozone 0.138 
Capitella 0.451 Corophiidae 0.511 Manayunkia aestuarina 0.438 Tharyx/Aphelochaeta 0.202 
Tubificoides benedii 0.518 Tubificoides benedii 0.589 Tubificoides benedii 0.553 Tubificoides amplivasatus 0.261 
T. pseudogaster  0.578 T. pseudogaster  0.649 Capitella 0.667 Tubificid indet 0.316 
Corophiidae 0.626 Cardiidae 0.693 Scoloplos (Scoloplos) armiger 0.724 T. pseudogaster  0.365 
Pygospio elegans 0.663 Copepoda 0.730    Capitella 0.412 
Scoloplos (Scoloplos) armiger 0.700       Peringia ulvae 0.456 
PH-4: 1987-1996 vs 1997-2006 PH-4: 1997-2006 vs 2007-2016 PH-4: 1987-1996 vs 2007-2016 Tubificoides benedii 0.496 
Peringia ulvae 0.216 Tubificoides benedii 0.137 Peringia ulvae 0.188 Streblospio 0.533 
Tubificoides benedii 0.397 Peringia ulvae 0.257 Tubificoides benedii 0.363 Manayunkia aestuarina 0.566 
Corophium volutator 0.494 Nematoda 0.365 Corophium volutator 0.453 Abra 0.596 
Capitella 0.546 Capitella 0.471 Nematoda 0.536 Nematoda 0.625 
Diptera 0.596 Diptera 0.534 Capitella 0.616 Eteone cf longa 0.650 
Limapontia depressa 0.636 Scoloplos (Scoloplos) armiger 0.589 Diptera 0.674 Corophium volutator 0.672 
Nematoda 0.673 Limapontia depressa 0.637 Scoloplos (Scoloplos) armiger 0.716 Pygospio elegans 0.693 
Manayunkia aestuarina 0.704 Manayunkia aestuarina 0.679    Cossura 0.713 
    Abra 0.719         
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Appendix 7. Environmental modeling outputs 
Table A7.1 Final GAMM outputs for the relationship of algal cover or silt, respectively, with richness and Simpson 
Index. Model terms included following term prioritization process (starting model) including their specification as 
smoothed terms or not 's()' and the terms included in the final model, after sequentially dropping non-significant 
baseline covariates. Cluster, Year and SSSI unit were specified as random effects using smoothed terms, when 
included in the model. Outputs are Wald tests of significance and presented are the degrees of freedom or 
estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value evaluated at 
alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental variable, and % 
deviance explained by the model.   
Response Starting  model Final 
model 
df Chi-sq p-value n % Dev 
Richness 
s(Algal cover) Algal 
cover 
1 11.824 <0.001* 
58 40.9 
Season Season 3 7.874 0.049 
Max distance Max 
distance 
1 4.047 0.044 
Days Since 0 Days Since 
0 
1 11.275 0.001 
s(Cluster) - - - - 
s(Year) - - - - 
Area - - - - 
Harbour 
Could not be included in starting model s(SSSI unit) 
te(X,Y) 
Simpson 
Index 
s(Algal cover) s(Algal 
cover) 
1.749 6.369 0.044* 
58 13.2 
s(Cluster) - - - - 
Season - - - - 
s(Year) - - - - 
Max distance - - - - 
Area - - - - 
Days Since 0 - - - - 
Harbour 
Could not be included in starting model SSSI unit 
te(X,Y) 
Richness 
s(Silt) Silt 1 1.339 0.247 
114 69.1 
Season Season 3 12.548 0.006 
te(X,Y) te(X,Y) 6.029 26.760 <0.001 
s(Cluster) s(Cluster) 15.170 23.970 0.007 
s(Year) s(Year) 5.280 19.880 0.001 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) Could not be included in starting model 
Simpson 
Index 
s(Silt) s(Silt) 2.192 2.414 0.548 
114 3.41 
s(Year) - - - - 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
te(X,Y) - - - - 
Harbour - - - - 
s(SSSI unit) Could not be included in starting model 
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Table A7.2 Final GAMM outputs for the relationship of salinity or dissolved available inorganic nitrogen (DAIN), 
respectively, with richness and Simpson Index. Model terms included following term prioritization process (starting 
model) including their specification as smoothed terms or not 's()' and the terms included in the final model, after 
sequentially dropping non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random 
effects using smoothed terms, when included in the model. Outputs are Wald tests of significance and presented 
are the degrees of freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, 
p-value evaluated at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the 
environmental variable, and % deviance explained by the model.   
Response Starting  model Final 
model 
df Chi-sq p-value n % Dev 
Richness 
s(Salinity) Salinity 1 1.410 0.235 
71 44.4 
s(Year) s(Year) 5.917 50.120 <0.001 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Simpson 
Index 
s(Salinity) Salinity 1 0.013 0.908 
71 66.5 
s(Cluster) s(Cluster) 19.060 48.160 <0.001 
s(Year) s(Year) 4.340 23.900 0.007 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Richness 
s(DAIN) DAIN 1 0.381 0.537 
67 40.7 
s(Year) s(Year) 5.778 43.420 <0.001 
s(Cluster) - - - - 
Season - - - - 
s(Area) - - - - 
s(Max distance) - - - - 
s(Days Since 0) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Simpson 
Index 
s(DAIN) s(DAIN) 2.233 10.100 0.020* 
67 79.5 
s(Year) s(Year) 4.357 35.250 0.011 
s(Cluster) s(Cluster) 22.629 84.070 <0.001 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.3 Final GAMM outputs for the relationship of the Trace Element Pollution Index (TEPI) with richness and 
Simpson Index. Model terms included following term prioritization process (starting model) including their 
specification as smoothed terms or not 's()' and the terms included in the final model, after sequentially dropping 
non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random effects using smoothed 
terms, when included in the model. Outputs are Wald tests of significance and presented are the degrees of 
freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value evaluated 
at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental variable, and 
% deviance explained by the model.   
Model Starting model Final 
model 
df Chi-sq p-value n % Dev 
Simpson 
TEPI TEPI 1 0.705 0.401 
18 4.48 s(Year) - - - - 
s(Cluster) - - - - 
Season 
Could not be included in starting model 
s(Days Since 0) 
s(Area) 
s(Max distance) 
Harbour 
s(SSSI unit) 
te(X,Y) 
Richness 
TEPI TEPI 1 0.976 0.323 
18 86.3 s(Year) s(Year) 3.464 28.410 <0.001 
s(Cluster) - - - - 
Season 
Could not be included in starting model 
s(Days Since 0) 
s(Area) 
s(Max distance) 
Harbour 
s(SSSI unit) 
te(X,Y) 
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Table A7.4 Final GAMM outputs for the relationship of Distance to freshwater input with richness and Simpson 
Index. Richness models were run with and without 1989 data. Presented are final model terms and their 
specification as smoothed terms denoted by 's()'. These are the model terms remaining after sequentially dropping 
non-significant baseline covariates. Cluster and Year were specified as random effects using smoothed terms, 
when included in the model. Outputs are Wald tests of significance and presented are the degrees of freedom or 
estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value evaluated at 
alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental variable, and % 
deviance explained by the model. The ‘Full’ models for both diversity measures included the two two-way 
interactions, the least significant of which was dropped and the model selection process applied again with the 
single interaction model (with all model covariate terms included in the starting model).  
Response Model Final model df Chi-sq p-value n % Dev 
Richness 
WITH 1989 
Distance x Year 10 15.025 0.131 
112 58.8 
Harbour x Distance 2 2.982 0.225 
Year 10 19.266 0.037 
Distance 1 1.273 0.259 
Harbour 2 9.354 0.009 
Season 3 9.994 0.019 
Year x Distance 10 18.886 0.042* 
112 69.5 
Distance 1 0.316 0.574 
Year 10 23.227 0.010 
Harbor 2 6.687 0.035 
Season 3 12.039 0.007 
s(Cluster) 11.840 17.310 0.034 
WITHOUT 
1989 
Distance x Year 9 13.465 0.143 
110 58.6 
Harbour x Distance 2 2.982 0.225 
Year 9 17.990 0.035 
Distance 1 0.582 0.445 
Harbour 2 9.354 0.009 
Season 3 9.994 0.019 
Year x Distance 9 16.975 0.049* 
110 69.4 
Distance 1 0.316 0.574 
Year 9 21.872 0.009 
Harbour 2 6.687 0.035 
Season 3 12.039 0.007 
s(Cluster) 11.840 17.310 0.034 
Simpson 
Index 
Full 
Distance x Year 10 5.404 0.863 
112 23.5 
Harbour x Distance 2 0.858 0.651 
Year 10 8.693 0.561 
Distance 1 0.306 0.580 
Harbour 2 0.068 0.966 
Harbour x 
Distance 
Harbour x Distance 2 6.910 0.032* 
112 7.2 Distance 1 4.003 0.045 
Harbour 2 7.257 0.027 
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Table A7.5 Final GAMM outputs for the relationship of Distance to anthropogenic discharge with richness and 
Simpson Index. Richness models were run with and without 1988 and 1989 data. Presented are final model terms 
and their specification as smoothed terms denoted by 's()'. These are the model terms remaining after sequentially 
dropping non-significant baseline covariates. Cluster and Year were specified as random effects using smoothed 
terms, when included in the model. Outputs are Wald tests of significance and presented are the degrees of 
freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value evaluated 
at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental variable, and 
% deviance explained by the model. The ‘Full’ models for both diversity measures included the two two-way 
interactions, the least significant of which was dropped and the model selection process applied again with the 
single interaction model (with all model covariate terms included in the starting model).  
Response Model Final model df Chi-sq p-value n % Dev 
Richness 
WITH 
1980s 
Distance x Year 10 11.624 0.311 
136 75.2 
Harbour x Distance 2 2.014 0.365 
Year 10 10.858 0.369 
Distance 1 0.304 0.582 
Harbour 2 0.377 0.828 
Season 3 21.853 <0.001 
Area 1 4.036 0.045 
s(Cluster) 28.800 65.880 <0.001 
Year x Distance 10 20.928 0.022* 
136 74.3 
Distance 1 0.000 0.996 
Year 10 24.152 0.007 
Season 3 26.602 <0.001 
Area 1 3.957 0.047 
s(Cluster) 30.840 75.040 <0.001 
NO 1980s 
Distance x Year 8 11.100 0.196 
132 74.9 
Harbour x Distance 2 2.014 0.365 
Year 8 10.744 0.217 
Distance 1 0.304 0.582 
Harbour 2 0.377 0.828 
Season 3 21.853 <0.001 
Area 1 4.036 0.045 
s(Cluster) 28.800 65.880 <0.001 
Year x Distance 8 19.834 0.011* 
132 74 
Distance 1 0.000 0.996 
Year  8 24.000 0.002 
Season 3 26.602 <0.001 
Area 1 3.957 0.047 
s(Cluster) 30.840 75.040 <0.001 
Simpson 
Index 
Full 
Distance x Year 10 9.067 0.526 
136 39.4 
Harbour x Distance 2 1.948 0.378 
Year 10 6.331 0.787 
Distance 1 1.031 0.310 
Harbour 2 0.460 0.795 
s(Cluster) 14.010 20.590 0.019 
Harbour x 
Distance  
Harbour x Distance  2 1.162 0.559 
136 6 Distance 1 1.272 0.259 
Harbour 2 0.816 0.665 
Distance Distance 1 6.256 0.012* 136 5.03 
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Table A7.6 Final GAMM outputs for the relationship of Summer x Winter water temperature with richness. Model 
terms included following term prioritization process (starting model) including their specification as smoothed terms 
or not 's()' and the terms included in the final model, after sequentially dropping non-significant baseline covariates. 
Cluster, Year and SSSI unit were specified as random effects using smoothed terms, when included in the model. 
Outputs are Wald tests of significance and presented are the degrees of freedom or estimated degrees of freedom 
for smoothed terms (df), the Chi-square test statistic, p-value evaluated at alpha=0.05 for statistical significance 
(denoted by * for terms of interest), n for the environmental variable, and % deviance explained by the model. 
When the two-way interaction was not significant, the model selection process was applied again with separate 
models for winter and summer temperature (with all model covariate terms included in the starting models). 
Model Starting  model Final model df Chi-sq p-value n % Dev 
Winter x 
Summer 
Winter x Summer Winter x Summer 1 0.040 0.841 
96 66.1 
Summer Summer 1 0.014 0.905 
Winter Winter 1 0.011 0.916 
Harbour Harbour 2 12.066 0.002 
s(Cluster) s(Cluster) 19.424 34.360 0.002 
s(Year) s(Year) 4.623 34.360 <0.001 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Winter 
s(Winter) s(Winter) 3.525 25.320 <0.001* 
96 64 
s(Year) s(Year) 5.046 53.230 <0.001 
s(Cluster) s(Cluster) 14.742 23.390 0.013 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Summer 
s(Summer) s(Summer) 2.655 2.451 0.498 
97 64.4 
s(Year) s(Year) 5.444 40.071 <0.001 
s(Cluster) s(Cluster) 16.508 28.626 0.003 
Harbour Harbour 2 13.170 0.001 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.7 Final GAMM outputs for the relationship of Summer x Winter water temperature with Simpson Index. 
Model terms included following term prioritization process (starting model) including their specification as smoothed 
terms or not 's()' and the terms included in the final model, after sequentially dropping non-significant baseline 
covariates. Cluster, Year and SSSI unit were specified as random effects using smoothed terms, when included 
in the model. Outputs are Wald tests of significance and presented are the degrees of freedom or estimated 
degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value evaluated at alpha=0.05 for 
statistical significance (denoted by * for terms of interest), n for the environmental variable, and % deviance 
explained by the model.  When the two-way interaction was not significant, the model selection process was 
applied again with separate models for winter and summer temperature (with all model covariate terms included 
in the starting models). 
Model Starting model Final model df Chi-sq p-value n % Dev 
Winter x 
Summer 
Winter x Summer Winter x Summer 1 0.041 0.840 
96 1.69 
Summer Summer 1 0.028 0.868 
Winter Winter 1 0.023 0.879 
s(Year) - - - - 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Winter 
s(Winter) s(Winter) 2.550 9.333 0.029* 
96 54.3 
s(Cluster) s(Cluster) 18.415 28.714 0.006 
Season Season 3 12.633 0.006 
s(Days Since 0) Days Since 0 1 4.436 0.035 
s(Area) Area 1 4.659 0.031 
s(Year) - - - - 
s(Max distance) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Summer 
s(Summer) Summer 1 0.039 0.843 
97 0.456 
s(Year) - - - - 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.8 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with % algal 
cover with respect to richness. Model terms included following term prioritization process (starting model) including 
their specification as smoothed terms or not 's()' and the terms included in the final model, after sequentially 
dropping non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random effects using 
smoothed terms, when included in the model. Outputs are Wald tests of significance and presented are the degrees 
of freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value 
evaluated at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental 
variable, and % deviance explained by the model.  The two-way interactions (Summer x Algae and Winter x Algae) 
were tested in separate models to disentangle the patterns associated with each interaction and the model 
selection process was applied again (with all model covariate terms included in the starting models). 
Model Starting model Final model df Chi-sq p-value n % Dev 
Algal 
cover x 
Winter x 
Summer 
Algae x Winter x 
Summer 
Algae x Winter x 
Summer 1 5.276 0.022* 
36 55.9 
Winter x Summer Winter x Summer 1 0.024 0.878 
Algae x Summer Algae x Summer 1 5.929 0.015 
Algae x Winter Algae x Winter 1 5.281 0.022 
Summer Summer 1 0.092 0.761 
Winter Winter 1 0.008 0.927 
Algae Algae 1 5.771 0.016 
Season - - - - 
s(Year) - - - - 
s(SSSI unit) - - - - 
s(Max distance) 
Could not be included in starting model 
s(Area) 
s(Days Since 0) 
Harbour 
s(Cluster) 
te(X,Y) 
Algal 
cover x 
Winter 
Algae x Winter Algae x Winter 1 5.019 0.025* 
36 57.2 
Winter Winter 1 1.600 0.206 
Algae Algae 1 8.726 0.003 
s(Area) s(Area) 1.841 11.440 0.002 
Days Since 0 - - - - 
Max distance - - - - 
Season - - - - 
s(SSSI unit) - - - - 
s(Year) - - - - 
Harbour 
Could not be included in starting model s(Cluster) 
te(X,Y) 
Algal 
cover x 
Summer 
Algae x Summer Algae x Summer 1 0.943 0.332 
36 54.4 
Summer Summer 1 2.445 0.118 
Algae Algae 1 0.515 0.473 
s(Area) Area 1 11.530 0.001 
Days Since 0 - - - - 
Max distance - - - - 
s(SSSI unit) - - - - 
s(Year) - - - - 
Season - - - - 
Harbour 
Could not be included in starting model s(Cluster) 
te(X,Y) 
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Table A7.9 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with % algal 
cover with respect to Simpson Index. Model terms included following term prioritization process (starting model) 
including their specification as smoothed terms or not 's()' and the terms included in the final model, after 
sequentially dropping non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random 
effects using smoothed terms, when included in the model. Outputs are Wald tests of significance and presented 
are the degrees of freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, 
p-value evaluated at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the 
environmental variable, and % deviance explained by the model.  The two-way interactions (Summer x Algae and 
Winter x Algae) were tested in separate models to disentangle the patterns associated with each interaction and 
the model selection process was applied again (with all model covariate terms included in the starting models). 
Model Starting model Final model df Chi-sq p-value n % Dev 
Algal 
cover x 
Winter x 
Summer 
Algae x Winter x 
Summer 
Algae x Winter x 
Summer 
1 15.481 <0.001* 
36 73.2 
Winter x Summer Winter x Summer 1 0.679 0.41 
Algae x Summer Algae x Summer 1 17.742 <0.001 
Algae x Winter Algae x Winter 1 15.445 <0.001 
Summer Summer 1 0.824 0.364 
Winter Winter 1 0.7 0.403 
Algae Algae 1 17.329 <0.001 
Season - - - - 
s(Year) - - - - 
s(SSSI unit) - - - - 
s(Max distance) 
Could not be included in starting model 
s(Area) 
s(Days Since 0) 
Harbour 
s(Cluster) 
te(X,Y) 
Algal 
cover x 
Winter 
Algae x Winter Algae x Winter 1 11.843 <0.001* 
36 55.3 
Winter Winter 1 6.084 0.014 
Algae Algae 1 17.858 <0.001 
s(Max distance) Max distance 1 3.050 0.081 
Area Area 1 9.465 0.002 
Season - - - - 
s(Year) - - - - 
Days Since 0 - - - - 
s(SSSI unit) - - - - 
Harbour 
Could not be included in starting model s(Cluster) 
te(X,Y) 
Algal 
cover x 
Summer 
Algae x Summer Algae x Summer 1 7.310 0.007* 
36 50.9 
Summer Summer 1 0.000 0.988 
Algae Algae 1 6.151 0.013 
Season - - - - 
s(Year) - - - - 
s(Max distance) - - - - 
Area - - - - 
Days Since 0 - - - - 
s(SSSI unit) - - - - 
Harbour 
Could not be included in starting model s(Cluster) 
te(X,Y) 
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Figure A7.1 Interaction plots depicting the conditional effects of water temperature and algal cover on diversity as determined from the final model for richness with respect to Algal cover x 
Winter x Summer water temperature. The predicted patterns (with the mean taken for model covariates not included in the interaction) are presented with respect to winter water temperature 
Mean (+ standard deviation) at different levels of summer temperature. Left) Mean (-1SD), middle) Mean, and right) Mean (+1SD) of summer temperature.  
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Figure A7.2 Interaction plots depicting the conditional effects of water temperature and algal cover on diversity as determined from the final model for Simpson Index with respect to Algal 
cover x Winter x Summer water temperature. The predicted patterns (with the mean taken for model covariates not included in the interaction) are presented with respect to winter water 
temperature Mean (+ standard deviation) at different levels of summer temperature. Left) Mean (-1SD), middle) Mean, and right) Mean (+1SD) of summer temperature.  
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Table A7.10 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with 
dissolved inorganic available nitrogen (DAIN) with respect to richness. Model terms included following term 
prioritization process (starting model) including their specification as smoothed terms or not 's()' and the terms 
included in the final model, after sequentially dropping non-significant baseline covariates. Cluster, Year and SSSI 
unit were specified as random effects using smoothed terms, when included in the model. Outputs are Wald tests 
of significance and presented are the degrees of freedom or estimated degrees of freedom for smoothed terms 
(df), the Chi-square test statistic, p-value evaluated at alpha=0.05 for statistical significance (denoted by * for terms 
of interest), n for the environmental variable, and % deviance explained by the model.  The two-way interactions 
(Summer x DAIN and Winter x DAIN) were tested in separate models to disentangle the patterns associated with 
each interaction and the model selection process was applied again (with all model covariate terms included in the 
starting models). 
Model Starting  model Final model df Chi-sq p-value n % Dev 
DAIN x 
Winter x 
Summer 
DAIN x Winter x 
Summer 
DAIN x Winter x 
Summer 1 2.351 0.125 
63 71.8 
Winter x Summer Winter x Summer 1 1.806 0.179 
DAIN x Summer DAIN x Summer 1 2.411 0.120 
DAIN x Winter DAIN x Winter 1 2.389 0.122 
Summer Summer 1 1.843 0.175 
Winter Winter 1 1.718 0.190 
DAIN DAIN 1 2.416 0.120 
s(Year) s(Year) 4.235 34.710 <0.001 
s(Cluster) s(Cluster) 9.758 15.430 0.041 
s(Max distance) - - - - 
s(Days Since 0) - - - - 
Season - - - - 
Harbour - - - - 
s(Area) - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
DAIN x 
Winter 
DAIN x Winter DAIN x Winter 1 0.362 0.547 
63 47.2 
Winter Winter 1 0.918 0.338 
DAIN DAIN 1 0.097 0.756 
s(Year) s(Year) 4.787 34.120 <0.001 
Harbour - - - - 
s(Area) - - - - 
s(Max distance) - - - - 
s(Days Since 0) - - - - 
Season - - - - 
s(Cluster) - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
DAIN x 
Summer 
DAIN x Summer DAIN x Summer 1 0.000 0.990 
63 42.9 
Summer Summer 1 0.002 0.963 
DAIN DAIN 1 0.001 0.973 
s(Year) s(Year) 4.731 40.490 <0.001 
Harbour - - - - 
s(Area) - - - - 
s(Max distance) - - - - 
s(Days Since 0) - - - - 
Season - - - - 
s(Cluster) - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.11 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with 
dissolved inorganic available nitrogen (DAIN) with respect to Simpson Index. Model terms included following term 
prioritization process (starting model) including their specification as smoothed terms or not 's()' and the terms 
included in the final model, after sequentially dropping non-significant baseline covariates. Cluster, Year and SSSI 
unit were specified as random effects using smoothed terms, when included in the model. Outputs are Wald tests 
of significance and presented are the degrees of freedom or estimated degrees of freedom for smoothed terms 
(df), the Chi-square test statistic, p-value evaluated at alpha=0.05 for statistical significance (denoted by * for terms 
of interest), n for the environmental variable, and % deviance explained by the model.  The two-way interactions 
(Summer x DAIN and Winter x DAIN) were tested in separate models to disentangle the patterns associated with 
each interaction and the model selection process was applied again (with all model covariate terms included in the 
starting models). 
Model Starting  model Final model df Chi-sq p-value n % Dev 
DAIN x 
Winter x 
Summer 
DAIN x Winter x 
Summer 
DAIN x Winter x 
Summer 1 0.035 0.853 
63 80.4 
Winter x Summer Winter x Summer 1 1.092 0.296 
DAIN x Summer DAIN x Summer 1 0.000 0.997 
DAIN x Winter DAIN x Winter 1 0.050 0.823 
Summer Summer 1 1.586 0.208 
Winter Winter 1 1.047 0.306 
DAIN DAIN 1 0.001 0.980 
s(Cluster) s(Cluster) 20.750 66.630 0.000 
s(Year) s(Year) 2.647 21.360 0.024 
s(Max distance) - - - - 
s(Days Since 0) - - - - 
Season - - - - 
Harbour - - - - 
s(Area) - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
DAIN x 
Winter 
DAIN x Winter DAIN x Winter 1 0.891 0.345 
63 73.7 
Winter Winter 1 0.107 0.743 
DAIN DAIN 1 0.517 0.472 
s(Cluster) s(Cluster) 19.020 49.160 0.001 
s(Year) s(Year) 3.857 34.590 0.005 
Harbour - - - - 
s(Area) - - - - 
s(Max distance) - - - - 
s(Days Since 0) - - - - 
Season - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
DAIN x 
Summer 
DAIN x Summer DAIN x Summer 1 5.379 0.020* 
63 76.6 
Summer Summer 1 4.076 0.044 
DAIN DAIN 1 5.092 0.024 
s(Cluster) s(Cluster) 20.141 65.790 <0.001 
s(Year) s(Year) 3.768 41.410 0.003 
Harbour - - - - 
s(Area) - - - - 
s(Max distance) - - - - 
s(Days Since 0) - - - - 
Season - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.12 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with salinity 
with respect to richness. Model terms included following term prioritization process (starting model) including their 
specification as smoothed terms or not 's()' and the terms included in the final model, after sequentially dropping 
non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random effects using smoothed 
terms, when included in the model. Outputs are Wald tests of significance and presented are the degrees of 
freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value evaluated 
at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental variable, and 
% deviance explained by the model.  The two-way interactions (Summer x Salinity and Winter x Salinity) were 
tested in separate models to disentangle the patterns associated with each interaction and the model selection 
process was applied again (with all model covariate terms included in the starting models). 
Model Starting model Final model df Chi-sq p-value n % Dev 
Salinity x 
Winter x 
Summer 
Salinity x Winter 
x Summer 
Salinity x Winter 
x Summer 1 2.434 0.119 
67 52.7 
Winter x Summer Winter x Summer 1 2.380 0.123 
Salinity x Summer Salinity x Summer 1 2.708 0.100 
Salinity x Winter Salinity x Winter 1 2.415 0.120 
Summer Summer 1 2.655 0.103 
Winter Winter 1 2.371 0.124 
Salinity Salinity 1 2.689 0.101 
s(Year) s(Year) 4.342 27.570 <0.001 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Salinity x 
Winter 
Salinity x Winter Salinity x Winter 1 0.070 0.791 
67 54.4 
Winter Winter 1 0.016 0.901 
Salinity Salinity 1 0.377 0.539 
Harbour Harbour 2 6.256 0.044 
s(Year) s(Year) 4.588 37.910 <0.001 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Salinity x 
Summer 
Salinity x 
Summer 
Salinity x 
Summer 1 1.682 0.195 
67 48.9 
Summer Summer 1 1.860 0.173 
Salinity Salinity 1 1.916 0.166 
s(Year) s(Year) 5.011 52.060 <0.001 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.13 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with salinity 
with respect to Simpson Index. Model terms included following term prioritization process (starting model) including 
their specification as smoothed terms or not 's()' and the terms included in the final model, after sequentially 
dropping non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random effects using 
smoothed terms, when included in the model. Outputs are Wald tests of significance and presented are the degrees 
of freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value 
evaluated at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental 
variable, and % deviance explained by the model.  The two-way interactions (Summer x Salinity and Winter x 
Salinity) were tested in separate models to disentangle the patterns associated with each interaction and the model 
selection process was applied again (with all model covariate terms included in the starting models). 
Model Starting model Final model df Chi-sq p-value n % Dev 
Salinity x 
Winter x 
Summer 
Salinity x Winter x 
Summer 
Salinity x Winter x 
Summer 1 0.060 0.806 
67 75.8 
Winter x Summer Winter x Summer 1 0.037 0.848 
Salinity x Summer Salinity x Summer 1 0.121 0.728 
Salinity x Winter Salinity x Winter 1 0.060 0.807 
Summer Summer 1 0.077 0.781 
Winter Winter 1 0.036 0.849 
Salinity Salinity 1 0.118 0.731 
s(Cluster) s(Cluster) 20.476 56.890 <0.001 
s(Year) s(Year) 2.815 20.310 0.027 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Salinity x 
Winter 
Salinity x Winter Salinity x Winter 1 0.775 0.379 
67 65.1 
Winter Winter 1 0.555 0.456 
Salinity Salinity 1 0.953 0.329 
s(Days Since 0) s(Days Since 0) 1.916 9.105 0.007 
s(Cluster) s(Cluster) 18.477 41.180 <0.001 
s(Year) - - - - 
Season - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Salinity x 
Summer 
Salinity x Summer Salinity x Summer 1 1.931 0.165 
67 71.6 
Summer Summer 1 1.588 0.208 
Salinity Salinity 1 1.740 0.187 
s(Cluster) s(Cluster) 19.850 53.980 <0.001 
s(Year) s(Year) 3.662 30.390 0.004 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.14 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with % silt 
with respect to richness. Model terms included following term prioritization process (starting model) including their 
specification as smoothed terms or not 's()' and the terms included in the final model, after sequentially dropping 
non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random effects using smoothed 
terms, when included in the model. Outputs are Wald tests of significance and presented are the degrees of 
freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value evaluated 
at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental variable, and 
% deviance explained by the model.  The two-way interactions (Summer x Silt and Winter x Silt) were tested in 
separate models to disentangle the patterns associated with each interaction and the model selection process was 
applied again (with all model covariate terms included in the starting models). 
Starting model Final model df Chi-sq p-value n % Dev 
Silt x Winter x 
Summer 
Silt x Winter x 
Summer 1 1.367 0.242 
87 74.8 
Winter x Summer Winter x Summer 1 1.738 0.187 
Silt x Summer Silt x Summer 1 1.009 0.315 
Silt x Winter Silt x Winter 1 1.250 0.264 
Summer Summer 1 1.620 0.203 
Winter Winter 1 1.668 0.197 
Silt Silt 1 0.920 0.337 
Harbour Harbor 2 6.354 0.042 
s(Cluster) s(Cluster.Harbor) 18.890 36.550 0.001 
s(Year) s(Year_New) 3.973 38.620 <0.001 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Season - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Silt x Winter Silt x Winter 1 1.422 0.233 
87 68 
Winter Winter 1 0.558 0.455 
Silt Silt 1 1.238 0.266 
Harbour Harbour 2 9.326 0.009 
s(Cluster) s(Cluster) 16.685 29.340 0.012 
s(Year) s(Year) 4.389 33.700 <0.001 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Season - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Silt x Summer Silt x Summer 1 0.319 0.572 
87 67.8 
Summer Summer 1 0.021 0.884 
Silt Silt 1 0.323 0.570 
Harbour Harbour 2 17.348 <0.001 
s(Cluster) s(Cluster) 15.920 30.670 0.003 
s(Year) s(Year) 4.430 44.320 <0.001 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Season - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Table A7.15 Final GAMM outputs for the relationship of the interaction of seasonal water temperature with % silt 
with respect to Simpson Index. Model terms included following term prioritization process (starting model) including 
their specification as smoothed terms or not 's()' and the terms included in the final model, after sequentially 
dropping non-significant baseline covariates. Cluster, Year and SSSI unit were specified as random effects using 
smoothed terms, when included in the model. Outputs are Wald tests of significance and presented are the degrees 
of freedom or estimated degrees of freedom for smoothed terms (df), the Chi-square test statistic, p-value 
evaluated at alpha=0.05 for statistical significance (denoted by * for terms of interest), n for the environmental 
variable, and % deviance explained by the model.  The two-way interactions (Summer x Silt and Winter x Silt) were 
tested in separate models to disentangle the patterns associated with each interaction and the model selection 
process was applied again (with all model covariate terms included in the starting models). 
Model Starting model Final model df Chi-sq p-value n % Dev 
Silt x 
Winter x 
Summer 
Silt x Winter x 
Summer 
Silt x Winter x 
Summer 1 0.003 0.954 
87 11.6 
Winter x Summer Winter x Summer 1 0.012 0.913 
Silt x Summer Silt x Summer 1 0.019 0.892 
Silt x Winter Silt x Winter 1 0.014 0.906 
Summer Summer 1 0.010 0.922 
Winter Winter 1 0.021 0.884 
Silt Silt 1 0.006 0.938 
s(Year) - - - - 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Silt x 
Winter 
Silt x Winter Silt x Winter 1 4.884 0.027* 
87 8.91 
Winter Winter 1 3.011 0.083 
Silt Silt 1 3.956 0.047 
s(Year) - - - - 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
Silt x 
Summer 
Silt x Summer Silt x Summer 1 3.967 0.046* 
87 6.45 
Summer Summer 1 3.938 0.047 
Silt Silt 1 4.203 0.040 
s(Year) - - - - 
s(Cluster) - - - - 
Season - - - - 
s(Days Since 0) - - - - 
s(Max distance) - - - - 
s(Area) - - - - 
Harbour - - - - 
s(SSSI unit) 
Could not be included in starting model 
te(X,Y) 
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Appendix 8. Energy reserves procedure 
Lipids analysis  
Total lipids was determined using the Folch method of lipid extraction (Folch 
et al., 1957) and the sulpho-phospho-vanillin method for quantification 
(Chabrol and Charonnat, 1937).  
The 10mg subsample of homogenized dry tissue was rehydrated with 52.5µl 
(A. virens) or 45.6 µl (C. edule) distilled water, as the tissue water is a 
component of the system in the Folch method (also suggested by Gunstone 
et al. (2007)). The rehydrated tissues were thoroughly mixed with 2:1 
chloroform:methanol to a final dilution 20 times the volume of the tissue 
sample (1187.5µl added to A.virens and 1056.4µl added to C. edule). Solvents 
were from Acros Organics (Chloroform, 99+%, for HPLC stabilized with 
ethanol; Methanol, HPLC for gradient analysis). Mixing was ensured by 
vortexing, breaking up clumps of tissue with a pipette tip, and shaking on an 
orbital shaker for 8 minutes (set at 1000 rpm at 20°C). Methanol was added to 
each sample in an amount 0.2x the volume of the homogenate in order to 
lower the specific gravity of the homogenate prior to centrifugation to recover 
the liquid lipid-containing extract (250µl was added to A. virens samples, 
222.4µl was added to C. edule samples). Samples were centrifuged at 
16,100g for 5 min and 500µl of the lipid extract was added to a clean tube to 
be processed for total lipid determination. According to Folch et al. (1957) the 
extract equates to 0.05x its volume of tissue. However, because methanol was 
added for centrifugation, the extract in this case only corresponded with 
0.0417x its volume of tissue. Therefore, the 500µl extract taken corresponded 
with 20.8 mg of wet tissue. To maintain the necessary 2:1 ratio of chloroform 
to methanol, chloroform was added to the 500µl extract (167.8µl for A. virens 
and 167.9 µl for C. edule). The extract was then washed with water to remove 
non-lipid material (Van Handel, 1985) in a volume to retain the 8:4:3 
chloroform:methanol:water ratio in the system as specified by Folch et al. 
(1957). Distilled water was added to the extract in volumes of 144.9µl and 
145.5µl for A. virens and C. edule, respectively. The water was mixed 
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thoroughly with the extract by vortexing. To encourage separation of the 
sample in the two phases (the lower, lipid-containing, chloroform layer and the 
upper layer containing non-lipid substances), the samples were centrifuged at 
5000g for 1min. The upper phase was carefully removed from each sample 
following centrifugation. To fully remove the upper phase and its solutes, the 
samples were rinsed with 121.9µl 3:48:47 chloroform:methanol:water by 
volume and the upper phase was removed again (volumes adjusted so the 
proportions were in accordance with Folch et al. (1957)). This rinsing and 
removal was repeated three times.  
The 60 samples were divided into three sets of samples that were analyzed 
on different days. There were slight deviations from the planned protocol on 
two of the days due to time constraints. The first set of A. virens and C. edule 
samples were wrapped in parafilm and stored overnight at -22°C following the 
rinsing step due to time constraints that prevented the sulfo-phospho-vanillin 
reaction from being run on the same day as sample preparation. The method 
of storage used was appropriate according to Hendrikse et al. (1994). To 
ensure that any influence of storage overnight did not affect comparisons with 
the standard curve, a serial dilution of sunflower oil (Co-op brand) from 5mg/ml 
to 0.071825mg/ml lipid prepared in 2:1 chloroform:methanol was also wrapped 
and stored with the samples overnight (standard preparation described in 
detail below). For the third set of samples, time constraints resulted in only one 
rinsing with pure solvents upper phase during the rinsing step. Folch et al. 
(1957) suggest multiple rinses in their protocol, however they indicated that 
after one washing, the non-lipid materials have practically been removed from 
the lower phase containing the lipids and therefore it is not anticipated that a 
single rinsing would have any influences on the outcome of the lipid analysis 
for this set of samples compared with those prepared with multiple rinses.   
The sulfo-phospho-vanillin method (originally described by Chabrol and 
Charonnat, 1937) was used to perform the colorimetric assay for lipid 
quantification. Specifically, the method described for microplates by Cheng et 
al. (2011) was adapted here. In triplicate, 50µl of sample from the remaining 
lipid-containing chloroform layer, lipid standard, or blank (2:1 
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chloroform:methanol) were added to a 96-well polypropylene microplate. To 
prepare the standard, 456µl of 2:1 chloroform:methanol was added to 500 mg 
sunflower oil (density of 918.8 mg/ml (Nita et al., 2010)) to make a 500mg/ml 
standard. A serial dilution was carried out using 2:1 chloroform methanol to 
achieve standard concentrations of 5 mg/ml, 2.5 mg/ml, 1.25 mg/ml, 0.625 
mg/ml, 0.3125 mg/ml, 0.15625 mg/ml, and 0.078125 mg/ml, which were used 
to create a standard curve.  
The chloroform layer was evaporated off of the samples in a rotary evaporator 
set at 60°C for 1 hour, as the solvent is known to interfere with the phospho-
vanillin reagent (Lu et al., 2008). This slightly differs from the Cheng et al. 
(2011) protocol, which evaporated the solvent at 90°C. Following evaporation, 
100µl concentrated sulfuric acid (96%, extra pure, solution in water, Arcos 
Organics) was added to each plate well. The plate was incubated at 90°C for 
20 minutes on the heating block under a fume hood. The plate was then cooled 
to room temperature on ice water (~2mins) before adding 50µl phospho-
vanillin reagent to each plate well for color development. The phospho-vanillin 
reagent was prepared according to the concentration suggested by Cheng et 
al. (2011) (0.2mg vanillin per ml of 17% phosphoric acid) from 85 wt% solution 
in water, phosphoric acid (Arcos Organics) and 99%, pure, vanillin (Arcos 
Organics). The reagent was wrapped in foil and stored in the dark between 
uses. Color development was allowed for at least 10 minutes from the time the 
phospho-vanillin reagent was added to the last well of the plate. The contents 
of each plate well were transferred to an optically clear polystyrene 96-well 
microplate in order to measure absorbance at 540nm on a Hidex Sense plate 
reader within 15-30 minutes of the phospho-vanillin reagent being added to 
the last plate well. As color development continues through time, standards 
were distributed at the beginning, middle, and end of each plate and 0 weeks 
and 4 weeks samples were alternated within the plate to prevent time of color 
development from confounding time effects. 
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Proteins 
Proteins were extracted from the tissue according to the method described by 
De Coen and Janssen (1997), with appropriate volumes determined from 
Ferreira et al. (2015), Bednarska et al. (2013), and Nilin et al. (2012). In a 
microcentrifuge tube, 200µL 15% Trichloroacetic acid (TCA, prepared from 
Fisher Scientific, laboratory reagent grade) was added to the 10mg tissue 
samples and mixed using the pipette tip followed by 15s on the vortex.  
Samples were incubated at -20°C for 10 mins. Samples were then centrifuged 
for 10 minutes (16,100g, 4°C) and the resulting supernatant was discarded. 
The remaining pellets were kept on ice and were then re-suspended in 200µL 
5% TCA using a pipette tip as a pestle and vortexing to help suspend the 
material. Samples were centrifuged for an additional 10 minutes (16,100g, 
4°C) and the supernatant was again discarded. The remaining pellet was re-
suspended in 625µL 0.1M NaOH (prepared from Fisher Scientific pellets, 
laboratory reagent grade) by vortexing for 15s. Samples were then incubated 
in a heating block at 60°C for 30 min before adding 375µL 0.1M HCl (prepared 
from Acros Organics Hydrochloric acid, for analysis, fuming, 37% solution in 
water) and vortexing for 15s to neutralize. Samples were diluted in a 0.625 
0.1M NaOH: 0.375 0.1M HCl mixture to 1/10 concentration for use in the 
colorimetric assay.   
Total proteins were determined by the Bradford Assay using a 
ThermoScientific Coomassie Plus™ (Bradford) Assay Kit. A standard curve 
was prepared from 2mg/ml bovine serum albumin diluted to 1.5mg/ml, 1mg/ml, 
0.75mg/ml, 0.5mg/ml, 0.25mg/ml, 0.125mg/ml, 0.025mg/ml using the 0.625 
0.1M NaOH: 0.375 0.1M HCl mixture for the dilution. 10µL of standard, 
sample, or blank were added to in triplicate to a polystyrene 96-well microplate. 
300µL Coomassie Plus Reagent was then added to each well and the plate 
was manually shaken for 30s. To remove bubbles that would interfere with the 
absorbance reading, 5µL ethanol was added to wells where bubbles had 
developed.The ethanol does not interfere with absorbance (Martz, 2016). The 
plate was incubated for 10 minutes at room temperature before being read on 
the Hidex Sense plate reader at 595nm.  
 
 
256 
 
 
Carbohydrates  
Carbohydrates were extracted from the tissue according to the method 
described by De Coen and Janssen (1997), with appropriate volumes 
determined from Ferreira et al. (2015), Bednarska et al. (2013), and Nilin et al. 
(2012). In a microcentrifuge tube, 200µL 15% TCA was added to the 10mg 
tissue samples and mixed using the pipette tip followed by 15s on the vortex. 
Samples were incubated at -20°C for 10 mins. Samples were then centrifuged 
for 10 minutes (16,100g, 4°C) and the resulting supernatant was collected. 
The sample supernatant and remaining pellets were kept on ice during the 
collection process to slow acid hydrolysis. The remaining pellets were then re-
suspended in 200µL 5% TCA using a pipette tip as a pestle and vortexing to 
help resuspend the material. Samples were kept on ice while other samples 
were being processed. Samples were centrifuged for an additional 10 minutes 
(16,100g, 4°C). The supernatant was combined with the previous fraction, 
which constituted the carbohydrate sample. The volume of five samples was 
measured to determine an average volume of this carbohydrate fraction. The 
samples were then diluted with water to 1/10 the concentration for use in the 
colorimetric analysis.   
Total carbohydrates was determined using the phenol-sulfuric acid method 
(Du Bois et al., 1956) with appropriate quantities and adaptations for 
microplates derived from Ferreira et al. (2015), Bednarska et al. (2013), and 
Nilin et al. (2012), and Cell Biolabs Inc (2015). A glucose standard was 
prepared by weighing 100mg d-glucose-anhydrous (Fisher Scientific UK) into 
10ml volumetric flask and bringing it to volume with distilled water for a 
concentration of 10mg/ml. A 50:50 serial dilution was carried out from 10mg/ml 
to 0.078125mg/ml. 30µL sample, standard, or blank (water) were added to a 
polystyrene 96-well microplate in triplicate. Standard and samples were mixed 
by vortexing prior to dispensing. 5% phenol was prepared by bringing 0.5g 
phenol (Phenol for molecular biology, Sigma – Aldrich) up to 10ml with distilled 
water. This was wrapped in foil and stored at 4°C between uses. 30µL 5% 
phenol was added to each well containing sample, standard, or blank. 150µL 
H2SO4 (96%, extra pure, solution in water, Arcos Organics) was rapidly 
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dispensed directly to the well contents to encourage good mixing. This is 
necessary for a color change to take place from clear to yellow. The plate was 
allowed to stand for 10 minutes and then was manually shaken for 30s. The 
plate was left to stand for a further 20 minutes at room temperature before 
measuring absorbance at 490nm on the Hidex Sense plate reader.  
Standard curve preparation 
On each plate the standards were added in triplicate, with the resulting blank 
corrected optical densities used to produce the corresponding standard curve. 
To produce the most appropriate standard curve, the highest and lowest 
concentration standards were often removed from the curve either because of 
the inability of the plate reader to distinguish the replicate wells at the highest 
concentrations or very high variability in the optical densities of the low 
concentration standards. For the remaining concentrations within the standard 
curve, the optical densities among the three replicates were examined for 
consistency. The ratio of the largest to smallest blank-corrected optical 
densities was determined as a way to highlight potentially ‘odd’ or inconsistent 
replicates (standards with ratios of 1.5 and greater were examined further). 
‘Odd’ replicates within a particular standard concentration were compared with 
the other replicates on the plate as well as with the optical densities of 
replicates from other plates for that concentration. In this way, it could be 
determined if the odd replicate was in line with ‘typical’ optical densities from 
the other plates and should be retained (despite some difference from 
replicates within the plate) or if it was out of the ‘typical’ range across plates, 
which would warrant its removal. Standard curves were compared with and 
without these ‘odd’ replicates, where removal was considered appropriate. 
The concentrations calculated from these standard curves using the optical 
densities associated with the standards were compared with the known 
concentrations of those standards. The closer the calculated concentration 
was to the known concentration of the standard, the more suitable the 
standard curve. This was quantified by the percentage difference of the 
calculated standard concentration from the known concentration. Once the 
inclusion or exclusion of ‘odd’ replicates was determined, the most suitable 
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shape of the curve was also compared in this way (i.e. linear or 2nd order or 
higher polynomial). The r2 values for the curves were also taken into 
consideration. In this way, the most appropriate curve for calculating sample 
concentrations was determined. All plates had a mix of control and treatment 
and 0 weeks and 4 weeks samples and results therefore would not have been 
affected by standard curve selection for any particular plate.  
Checking for outliers 
As for the standard replicates, the optical densities among the three sample 
replicates within a plate were examined for consistency. The only instances of 
any sample replicates being excluded from the analysis was if there were 
laboratory notes made suggesting that those replicates may have been 
affected by a procedural error or if those with a ratio of 1.5 or greater (largest 
replicate blank-corrected OD to smallest replicate blank-corrected OD) 
showed two consistent replicates and the third replicate had a higher or lower 
optical density than the other replicates and also all other samples on the plate.   
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Appendix 9. HW treatment temperatures achieved in relation to targets 
Table A9.1 Summary of daily and nightly temperatures achieved in the three treatments during the C. edule HW simulation at each sediment position in relation to the lower range of the maximum 
and minimum 90th percentile target HW temperatures during low tide. ‘HW days’ and ‘HW nights’ refer to the days/nights of the simulation on which the max/min temperature met or exceeded the 
lower range maximum/minimum HW target temperatures. To characterize the difference from the target temperature, the average difference of the daily max/min from the HW target is presented 
for the days/nights on which the target temperature was not achieved (‘non-HW’ days/nights). The average difference of the daily max/min from the target temperature in tanks that did not achieve 
HW temperatures is presented for the ‘HW days’/ ‘HW nights’ listed for that sediment position, or for the HW days/nights achieved at the other sediment positions if no HW temperature was 
achieved at the position in question. To characterize the duration of exposure to HW temperatures, the % time spent at or above the HW target on HW days is presented. For ‘HW nights’, 
temperature did not drop below the target, therefore the % time spent at or above the target is presented for non-HW nights to characterize time spent at the targeted temperature despite dropping 
below the target.      
Daytime 
Low Tide 
Emersion 
Position Tank 
Lower daytime 
max. HW target 
(°C)  
HW days 
(of 6)  
Avg. difference of max. 
from HW target on non-
HW days (°C) 
Avg. difference of max. from 
HW target on HW days (°C) 
% Time at or above HW 
target on HW days  
Surface 
1 
24.66 
1, 3, 4, 5 7.28 
N/A 
60.9 
2 1, 3, 4, 5 6.33 58.65 
3 1, 3, 4, 5 7.09 63.91 
0-5 cm 
1 
22.54 
1, 3, 4, 5 5.3 N/A 54.14 
2 None 4.97 0.57 0 
3 1, 3, 4, 5 5.26 N/A 50.38 
15 cm 
1 
20.43 None 
2.91 1.12 
0 2 3 1.74 
3 2.96 1.36 
Night-time 
Low Tide 
Emersion 
Position Tank 
Lower night-time 
min. HW target 
(°C) 
 HW nights 
(of 5) 
Avg. difference of min. 
from HW target on non-
HW nights (°C) 
Avg. diff of min temp from HW 
target on HW nights (°C) 
% Time at or above HW 
temp on  
non-HW nights  
Surface 
1 
17.46 
1, 2, 3 1.46 
N/A 0 2 1, 2, 3 0.99 
3 1, 2, 3 1.08 
0-5 cm 
1 
20.08 None 
3.89 2.07 
0 2 3.41 1.91 
3 3.41 1.88 
15 cm 
1 
20.78 None 
3.69 2.7 
0 2 3.83 2.73 
3 3.64 2.58 
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Table A9.2 Summary of daily and nightly temperatures achieved in the three treatments during the community core HW simulation at each sediment position in relation to the lower range of the 
maximum and minimum 90th percentile target HW temperatures during low tide. ‘HW days’ and ‘HW nights’ refer to the days/nights of the simulation on which the max/min temperature met or 
exceeded the lower range max/min HW target temperatures. To characterize the difference from the target temperature, the average difference of the daily max/min from the HW target is 
presented for the days/nights on which the target temperature was not achieved (‘non-HW’ days/nights). To characterize the duration of exposure to HW temperatures, the % time spent at or 
above the HW target on HW days is presented. For ‘HW nights’, temperature did not drop below the target, therefore the % time spent at or above the target is presented for non-HW nights to 
characterize time spent at the targeted temperature despite dropping below the target.      
Daytime 
 Low Tide 
Emersion 
Position Tank 
Lower daytime max. HW target 
(°C ) 
HW days (of 
6)  
Avg. difference of max. from HW 
target on non-HW days (°C ) 
% Time at or above HW target 
on HW days  
Surface 
1 
28.66 
3, 4, 5 4.48 45.1 
2 3, 4, 5 3.84 38.24 
3 2, 3, 4, 5 5.55 38.78 
0-5 cm 
1 
24.87 
3, 4, 5 3.2 40.2 
2 3, 4, 5 2.53 23.53 
3 2, 3, 4, 5 3.44 29.25 
15 cm 
1 
20.65 
3, 4, 5 0.73 17.65 
2 3, 4, 5 0.42 8.82 
3 2, 3, 5 0.51 10.53 
Night-time 
Low Tide 
Emersion 
Position Tank 
Lower night-time min. HW 
target (°C ) 
 HW nights 
(of 7)  
Avg. difference of min. from HW 
target on non-HW nights (°C ) 
% Time at or above HW target 
on non-HW nights  
Surface 
1 
17.14 
1-7 
N/A N/A 2 1-7 
3 1-7 
0-5 cm 
1 
19.37 
1, 4, 5, 6, 7 0.23 57.14 
2 1-7 
N/A N/A 
3 1-7 
15 cm 
1 
20 
4, 5, 6 0.69 20.41 
2 4, 5, 6 0.39 39.8 
3 4, 5, 6 0.48 42.86 
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Table A9.3 Summary of daily and nightly temperatures achieved in the three treatments during the A. virens HW simulation at each sediment position in relation to the lower range of the maximum 
and minimum 90th percentile target HW temperatures during low tide. ‘HW days’ and ‘HW nights’ refer to the days/nights of the simulation on which the max/min temperature met or exceeded the 
lower range max/min HW target temperatures. To characterize the difference from the target temperature, the average difference of the daily max/min from the HW target is presented for the 
days/nights on which the target temperature was not achieved (‘non-HW’ days/nights). To characterize the duration of exposure to HW temperatures, the % time spent at or above the HW target 
on HW days is presented. For ‘HW nights’, temperature did not drop below the target, therefore the % time spent at or above the target is presented for non-HW nights to characterize time spent 
at the targeted temperature despite dropping below the target.      
Daytime Low 
Tide 
Emersion 
Position Tank 
Lower daytime 
max. HW target 
(°C) 
HW days 
(of 6) 
Avg. difference of max. from HW 
target on non-HW days (°C) 
Avg. difference of max. from 
HW target on HW days (°C) 
% Time at or above HW 
target on HW days  
Surface 
1 
28.66 
None 5.24 0.45 0 
2 5 4.25 
N/A 
5.71 
3 4, 5 5.25 9.33 
0-5cm 
1 
24.87 
None 2.99 0.229 
N/A 
2 None 3.3 1.19 
3 5 2.61 N/A 2.86 
15cm 
1 
20.65 
4, 5 1.11 
N/A 
21.33 
2 4, 5, 6 1.27 12.26 
3 4, 5 1.11 14.67 
Night-time 
Low Tide 
Emersion 
Position Tank 
Lower night-time 
min. HW target 
(°C) 
 HW nights 
(of 7) 
Avg. difference of min. from HW 
target on non-HW nights (°C )  
  % Time at or above HW 
target on non -HW nights  
  
Surface 
1 
17.14 
1-7 
N/A 
  
N/A 2 1-7  
3 1-7   
0-5cm 
1 
19.37 
3-7 0.61   11.1 
2 1, 3-7 0.94  88.24 
3 1, 3-7 1.04   88.24 
15cm 
1 
20 
4-7 1.13  0 
2 4-7 0.97  0 
3 4-7 1.07   0 
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Appendix 11. Presentations  
• Using historic datasets and mesocosm experiments to examine drivers 
of change in mudflat diversity (Poster) - British Ecological Society 
Meeting, London, UK, September 2016 
• IT’S GETTING HOT IN HERE! Are heatwaves a driver of change in 
intertidal mudflat communities? (Oral) - European Marine Biology 
Symposium, Rhodes, Greece, September 2016 
• IT’S GETTING HOT IN HERE! Are heatwaves a driver of change in 
intertidal mudflat communities? (Oral) - Marine Biological Association 
Postgraduate Conference, Portsmouth, UK, May 2016 
• IT’S GETTING HOT IN HERE! Are heatwaves a driver of change in 
intertidal mudflat communities? (Oral) - Aquatic Biodiversity & 
Ecosystems, Liverpool, UK, August, 2015 
• IT’S GETTING HOT IN HERE! Are heatwaves a driver of change in 
intertidal mudflat communities? (Oral) - Marine Biological Association 
Postgraduate Conference, Belfast, UK, May 2015  
• Variability in mudflat communities: Causes and consequences of change 
in the context of conservation (Poster) – Porcupine Marine Natural 
History Society Annual Conference, Portsmouth, UK, March 2015 
• Intertidal mudflat diversity: causes and consequences of change in the 
context of conservation (Oral) – Coastal Biodiversity & Ecosystem 
Service Sustainability meeting, York, UK, January 2015  
• Is change such a bad thing? Using historic datasets to examine mudflat 
conservation in the Solent (Poster) – Marine and Coastal Policy Forum, 
Plymouth, UK, June 2014 
• An assessment of temporal and spatial variability in intertidal 
macroinvertebrate communities in the Solent (Oral) - Marine Biological 
Association Postgraduate Conference, Scarborough, UK, May 2014 
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Appendix 12. UPR16 
 
