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R E S U M O
O objetivo principal deste estudo, e o desenvolvi — 
mento de uma metodologia, que solucione o "Problema do Cartei 
ro Chinês", em grafos mistos, visando aplicações diretas na 
distribuição de bens e serviços públicos. No conteúdo dessas 
aplicações, foram levantadas algumas restrições, associadas às 
leis de trânsito e manobras de veículos, quando essas.se fazem 
necessárias.
São apresentadas soluções, que adaptam essas restri. 
ções, aos algoritmos e à rota final.
Com o intuito de alcançar, um melhor desempenho da 
metodologia proposta, foram pesquisados vários algoritmos, con 
siderados, como os mais eficientes, nas questões envolvidas no 
problema.
Através da utilização destes algoritmos, e de pro­
cedimentos heurísticos, o grafo original, é modificado e trans 
formado em um grafo euleriano, onde será aplicada a rota fi­
nal.
Todos os algoritmos, relativos a esses procedimen — 
tos, e à rota final, são apresentados de uma forma estrutura­
da, e para facilitar a sua compreensão e implementação, foram 
colocados alguns exemplos ilustrativos, nos casos em que foi 
julgado como necessário.
Nas conclusões, são apresentados, alguns aspectos, 
que podem ser abordados futuramente, visando uma posterior e 
se possível, melhor adaptação do trabalho ao problema real.
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A B S T R A C T
The main purpose of this study, is to develop, a 
method of solving the "Chinese Postman Problem", in mixed 
graphs, aiming direct aplications in the distribution of assets 
and public services.
Due, to these aplications, some restrictions asso — 
ciated to the traffic laws and car maneuvering, were developed, 
when they were found necessary.
Solutions which adapt these restrictions to the 
algoritms related to the final route, are shown.
Trying to get a better performance, of the method, 
some algoritms related to the problem, were studied.
Using these algoritms and some heuristics procedures, 
the original graph is modified, and transformed in an eulerian 
graph, to find the final route.
All the algoritms related to these procedures and 
to the final route, are presented here in a structural way, 
and to simplify its comprehension and its implementation, so 
me ilustrative examples were developed.
At the end, some aspects that could be approached 
in the future, are shown, aiming for a better adaptation of 
the work to the real problem.
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Ca p í t u l o
1. In t r o d u ç ã o
1.1, NOÇÕES FUNDAMENTAIS SOBRE GRAFOS
j
Nesta parte são apresentados alguns conceitos e de 
finições importantes utilizadas no presente trabalho.
1.1.1, GRAFO OU REDE
É uma coleção de vértice, pontos ou nós Xi, X 2f 
. Xn (denotado pelo conjunto X) e uma coleção de linhas 
a ir a 2 t an (denotado pelo conjunto A), unindo todos ou
alguns destes pontos.1
0 grafo está desta forma completamente descrito, de 
notando-o por G (X, A ) .
1.1.2, GRAFO ORIENTADO
Se todas as linhas têm direção, o que usualmente é 
mostrado por uma flecha, elas são chamadas de arcos e o grafo 
resultante é chamado de grafo orientado.2
1 CHRISTOFIDES, Nicos - Graph Theory: An Algotithmic Approach. 
Academic Press, London, 1978. p. 1.
2 Id.
31.1.3. GRAFO NÃO-ORIENTADO
Se todas as linhas estão sem orientação, então elas 
são chamadas de arestas e o grafo resultante ê chamado de 
grafo não-orientado.3
Toda aresta pode ser substituída por dois arcos ori 
entados, sendo representada por um segmento sem orientação ou 
por dois arcos de sentido opostos.
1.1.4. GRAFO MISTO
Denotado por G(X,A,E), e aquele grafo formado por 
três conjuntos de elementos:
X: conjunto finito de pontos, nôs ou vértices.
X =  {Xx, X2, .. ., xn>
A: conjunto de arcos.
A={(X± , X^)/{X± , Xj) e X x X}
E: conjunto de arestas.
E = {(X±, Xj), (Xj, X±)/Xi, Xj e X}
No caso em que um dos dois conjuntos seja vazio, o 
grafo torna-se um dos dois casos particulares definidos ante 
riormente. O grafo G(X, A) serã chamado de grafo orientado e
o grafo GCX, E) serã denominado de grafo não-orientado.4
3 CHRISTOFIDES, Nicos - Graph Theory: An Algorithmic Approach. 
Academic Press, London, 1978. p. 1.
* Id. p. 3.
4Para o caso de grafo misto, as arestas também pode­
rão ser representadas pelos seus dois arcos de sentidos opos 
tos.
Fig. 1.2 Grafo não-orientado.
Fig. 1.3 Grafo misto
51.1.5, GRAFO VALORADO
Entende-se por grafo valorado, aquele ao qual pode- 
-se atribuir valores aos vértices e/ou arcos.5
1.1.6. GRAFO BIPARTITE
Um grafo ê bipartite se seus vértices puderem ser 
particionados em dois subconjuntos, Xi e X 2, de tal modo que 
nenhuma linha seja incidente a dois vértices do mesmo subcon­
junto.6
1.1.7, SUB-GRAFO
Sub-grafo de G(X, A) é o grafo G(N, An ), onde N C N 
e An é a familia de arcos de A que definidos pelo produto car 
tesiano N x N . 7
1.1.8. SUB-GRAFO PARCIAL
Sub-grafo parcial de G(X, A), é o grafo G(X', A'),cn 
de X' C X e A' C A. 8
5 FURTADO, A. Luz - Teoria dos Grafos: Algoritmos. Livros Téc 
nicos e Científicos, Rio de Janeiro, p. 3.
6 Id.
7 Id. p. 5.
8 Id. p. 7.
61.1.9, In c i d ê n c i a
Diz-se que um arco (ou aresta), é incidente em um 
vértice, quando ele for um dos vértices desse arco (ou ares­
ta) .9
1.1.10, GRAU DE UM VÉRTICE
O grau de um vértice é o número de arcos nele inci 
dentes. Utiliza-se a notação d(x^) para representar o grau do 
vértice x± .10
1.1.11. GRAU DE ENTRADA
Num grafo orientado define-se como grau de entrada 
de um vértice x^, e representa-se como de (x^), ao número to­
tal de arcos que têm o vértice x^ como seu vértice final.11
1.1.12. GRAU DE SAÍDA
Define-se como grau de saída de um vértice x^, e 
representa-se como ds (x^) • ao número total de arcos que têm o
9 FURTADO, A. Luz - Teoria dos Grafos: Algoritmos. Livros Téc 
nicos e Científicos, Rio de Janeiro, p. 7.
1 °CHRISTOFIDES, Nicos - Graph Theory: An Algorithmic Approach, 
London, 1978. p. 7.
n Id.
7vértice como seu vértice inicial.12
1.1.13. DEMANDA
Denomina-se demanda de um vértice x^, e representa- 
-se por D(x^), â diferença entre o grau de saída e o grau de 
entrada desse vértice,13 resultando:
D(x ) = d (x ) - d (x.)i s i  e i
1.1.14. VÉRTICE PSEUDOSIMÉTRICO
Vértice pseudosimétrico é aquele que apresenta a pro 
priedade de ter seu grau de entrada igual ao seu grau de saí 
da.1"
Num grafo orientado um vértice é dito de grau par, 
ou de grau ímpar, se seu número de arcos incidentes for par 
ou ímpar.
1.1.15. VÉRTICES FONTES
São aqueles cuja demanda é negativa denotando estes
12 CHRISTOFID.ES, Nicos - Graph Theory: An Algorithmic Approach, 
London, 1978. p. 7.
13 MANDL, C - Applied Network Optimization, Academic Press Lon­
don, 1979. p. 117.
14 Id. CH) . p. 346.
8vértices fontes pela letra F, o conjunto F serã dado por:
F={x,/d (x ) - d (x ) < o}15i s i e i
1.1.16, VÉRTICES SUMIDOUROS
São aqueles cuja demanda é positiva. Utilizando a 
letra S para representar esses vértices, o conjunto S serã da 
do por:
S = {x./d (x.) - d (x.) > o}
J  S  J  6 J
1.1.17, VÉRTICES COMPLETOS
Denominam-se vértices completos aqueles cuja deman­
da é nula. Utilizando a letra C para representar este conjun 
to, resulta:
C = { x k/de (xk ) = ds (xk )}
1.1.18, GRAFO PSEUDOSIMÉTRICO
É o grafo, no qual todos os seus vértices são pseu- 
dosimétricos.
15 MANDL, C - Applied Network Optimization, Academic Press 
London, 1979. p. 117.
91.1.19, ASSOCIAÇÃO MÁXIMA
Um subconjunto M, do conjunto de arcos A, é uma as­
sociação se nenhum vértice do grafo for incidente em mais de 
um vértice. O subconjunto M de maior cardinalidade (isto é, 
com o maior número de elementos), que se puder formar em um 
grafò é uma associação máxima.16
1.1.20, SUPORTE DE UM GRAFO
Dado um subconjunto Z, do conjunto de vértices X de 
um grafo orientado, diz-se que Z, é um suporte, se cada arco 
do grafo possuir pelo menos uma extremidade em Z.17
1.1.21, CAMINHO
Um caminho em um grafo orientado, é qualquer sequên 
cia de arcos, onde o vértice final de um arco é o vértice ini 
ciai do próximo.
Um caminho simples é aquele que não utiliza o mesmo 
arco mais do que uma vez. Um caminho elementar é aquele que 
não utiliza o mesmo vértice mais do que uma vez.18
16 FURTADO, A. Luz - Teoria dos Grafos: Algoritmos, Livros Téc 
nicos e Científicos, Rio de Janeiro, 1973. p. 5.
17 Id.
18 CHRISTOFIDES, Nicos - Graph Theory: An Algorithmic Approach, 
Academic Press, London, 1978. p. 3-4.
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1.1.22, CADEIA
Uma cadeia é uma sequência de arcos ou arestas de 
um grafo, tal que cada arco ou aresta tem:
1. uma extremidade em comum com o arco ou aresta an 
tecedente (a exceção do primeiro).
2. a outra extremidade em comum com o arco ou ares­
ta subsequente (a exceção do último).
Como não se especifica de quais extremidades se tra 
ta, o conceito de cadeia ê não orientado, por isso pode-se fa 
lar de uma cadeia constituída de arestas, em um grafo não ori 
entado ou misto.19
Uma cadeia ê dita simples se não usar duas vezes o 
mesmo arco ou aresta. Ê dita de elementar se não utilizar duas 
vezes o mesmo vértice.
1.1.23, CIRCUITO E CICLO
Um circuito ê um caminho simples, no qual o vértice 
inicial e final coincidem, enquanto que um ciclo ê uma cadeia 
simples na qual os vértices inicial e final se confundem.20
19 CHRISTOFIDES, Nicos - Graph Theory: An Algorithmic Approach, 
Academic Press, London, 1978. p. 3-4.
20 BOAVENTURA NETTO, P. O. - Teoria e Modelos de Grafos, E. 
Blucher, são Paulo, .1979. p. 24.
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1.1.24. PERCURSO
E um termo genérico para caminhos, cadeias ciclos e
circuitos.
Chama-se de percurso pré-euleriano, aquele percurso 
que utiliza toda aresta (ou todo arco), ao menos uma vez. Per 
curso euleriano ê aquele que utiliza todo arco (ou toda ares­
ta) , uma vez e sõ uma.21
1.1.25, GRAFO EULERIANO
É aquele grafo que admite um percurso euleriano ou 
pré-euleriano.
1,1.26 GRAFO AUMENTADO
Um grafo aumentado é um grafo que foi alterado atra 
vês da repetição de alguns arcos, e pelo direcionamento de 
algumas arestas, de forma a admitir um percurso euleriano ou 
pré-euleriano, transformando-se num grafo euleriano.
21 BOAVENTURA NETTO, P. O. - Teoria e Modelos de Grafos, E. 
Blucher, São Paulo, 1979. p. 24,
12
1,2, OBJETIVO DO TRABALHO
Neste estudo procura-se, desenvolver uma metodolo — 
gia para encontrar a rota õtima numa rede mista, cujo custo 
total seja o menor possível.
A parte principal deste trabalho consiste em elabo­
rar um algoritmo que consiga solucionar satisfatoriamente es 
te problema.
O professor Edward Minieka, da Universidade de Chi­
cago, apresentou uma metodologia para resolver o Problema do 
Carteiro Chinês para redes mistas quando existem vértices de 
grau ímpar.
Nesta metodologia, para cada aresta, adiciona-se um 
subgrafo â rede inicial de tal forma que a rede aumentada, po 
de ser resolvida pelo processo de fluxo de mínimo custo com 
ganhos.22 A metodologia têm demonstrado ser eficiente, no sen 
tido de encontrar uma solução para o problema do direcionamen 
to das arestas da rede, mas observa-se que na medida que o nú 
mero de arestas aumenta, o tempo de processamento toma-se proi. 
bitivo.
22 MAURRAS, J - Optimization of the Flow Through Networks 
With Gains, Math, programming, Volume 3 (1972). pp 135- 
144.
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O mesmo problema ê observado no método de Edmonds &
Johnson.23
Isto é devido ao fato, de que ambas as metodologias 
pesquisam todas e cada uma das arestas da rede.
Objetiva-se, no presente trabalho, pesquisar aque­
les vértices que apresentam uma demanda não nula e estabele — 
cer uma atribuição entre esses vértices, de tal forma que na 
medida em que se for fazendo a atribuição, orientam-se simul 
taneamente as arestas.
Tomou-se como base para a analise deste problema 
particular, o fato de que toda aresta pode ser substituída por 
dois arcos de sentido contrario. Com esta consideração ao in 
vês de ter uma rede mista, tem-se uma rede totalmente orienta 
da, â qual poderão ser aplicados todos os teoremas sobre re­
des orientadas.
1,3, CONCEITOS BÁSICOS
Nesta seção serão explicados alguns procedimentos pa 
ra a modificação do grafo original, que facilitarão a compre­
ensão dos algoritmos apresentados nos capítulos subsequentes.
23 EDMONDS, J. & JOHNSON, E. - Matching, Euler Tours and The 
Chinese Postman, Math, Programming, 5 (1973) pp 88-124.
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1,3,1, MÉTODOS DE PROCESSAMENTO
Para o presente caso decidiu-se utilizar o método
de processamento por matrizes. Embora ocupe bastante espaço de 
memória, apresenta a grande vantagem de ser extremamente ver 
sãtil para trabalhar em linguagem Fortran.
A representação matricial mais usual de um grafo , 
sob a forma de matriz é dada pela matriz de adjacências.
não existe em G
Se o grafo não for orientado, a matriz será simétrica. Se
o grafo for misto, então para cada aresta ter-se-a:
orientado G, então:
se o arco (x^ x..) 
existe em G
a . 0
a. a. . = 1  se (x., x.) = (x., x.) 
D/i 1 3 1 3
A matriz de adjacências determina completamente um
grafo. 2
A matriz de adjacências apresenta algumas caracterls
ticas muito úteis:
24 CHRISTOFIDES, Nicos - Graph Theory: An Algorithmic Approach,
Academic Press, London, 1978. p. 13.
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1. a soma dos elementos na linha i da matriz forne­
ce o grau de salda do vértice x^;
2. a soma dos elementos na coluna j da matriz, for 
nece o grau de entrada do vértice x^;
3. o conjunto de colunas que têm um valor 1 na linha
i da matriz fornece os arcos subseqüêntes (função 
de correspondência) ao vértice x^;
4. o conjunto de linhas que têm um valor 1 na coluna 
j da matriz fornece a inversa da função de corres 
pondência do vértice x ^ . 2 5
Seja o grafo misto representado pela fig. 1.4.
25 CHRISTOFIDES, Nicos - Graph Theory: An Algorithmic Approach,
Academic Press, London, 1978. p. 13.
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X 2 1 0 1 0 1 . 1 0 0
X 3 1 0 0 1 0 0 0 0
x^ 1 0 1 0 0 0 0 0
X 5 0 0 0 0 0 0 0 1
X 6 0 0 1 0 0 0 1 0
X 7 0 0 0 1 0 1 0 0
X 8 .0 0 0 0 0 1 0 0 ,
Neste caso, o grau de saída de Xi é 2 e
o grau de entrada de xi ê 3.
T (x,) = {x2, x 3} significando que
de Xi está saindo um arco para x2 e um arco parax3. 
-i
T (xi) = {x2, x 3, Xi»} significa que em xi chega um 
arco que vem de x 2, outro que vem de xj e um tercei 
que vem de x i*.
As arestas (xi, x 2), (xi, x 3), (x3, x j  e (x6, x7) es 
tão completamente descritas dado que:
3l / 2 = 3.2/1 = 1 
a = a = 11/3 3,1
a  3 /  V ~  â-tt ,  3 ~  1 ,  e  
^6/7 = ^7,6 = 1
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A partir da matriz de adjacências pode-se calcular 
a demanda para cada vértice pela simples diferença entre o 
grau de entrada e o grau de saída do vértice. Pode-se determi 
nar também os caminhos que convergem para cada vértice, pe­
lo estabelecimento da função de correspondência e de sua inver 
sa.
Para determinar se uma linha (x^, x^) pertence a G, 
basta verificar se = 1. Se todos os elementos de A fo­
rem 1, G é um grafo completo.
Existem muitas outras características, que são fa­
cilmente verificáveis a partir da matriz de adjacências, mas 
não serão abordadas no presente trabalho por fugir ao escopo 
do mesmo.
1,3.2, CAMINHOS DE CUSTO MÍNIMO
Para vim grafo valorado G(X, A), com custos dos arcos
dados pela matriz C = {c. o problema do caminho mínimo con
1 / 3
siste em encontrar o caminho de menor custo, entre um vértice 
inicial s e X e um vértice final t e X, caso este caminho exis­
ta.
É importante mencionar que os custos da matriz
{c. .} podem ser positivos, nulos ou negativos, desde que não
1 / 3
exista em G nenhum circuito de custo negativo.
Existem diferentes casos que podem ser formulados co­
mo um problema de caminho de custo mínimo, em um grafo com n
18
vértices:
1. encontrar o caminho de custo mlnirao entre dois 
vértices pré-definidos;
2. encontrar os caminhos de custo mínimo entre um 
vértice inicial s e todos os outros vértices do 
grafo;
3. encontrar os caminhos de custo mínimo entre to­
dos os pares de vértices do grafo.
Todos estes casos podem ser resolvidos de uma manei_ 
ra relativamente simples. Para o primeiro caso existem algo — 
ritmos eficientes que resolvem o problema. Com o mesmo algorit 
mo pode ser resolvido o segundo caso, fixando o vértice s ini. 
ciai e alterando o vértice t final.
Finalmente, o terceiro caso pode ser resolvido pela 
aplicação n (n9 de vértices) vezes de um algoritmo que resol­
va o caso número dois.
Um algoritmo (algoritmo de Floyd) para resolver es 
te problema, serã mais amplamente tratado nos capítulos seguin 
tes.
1,3,3, CONCEITO DE ATRIBUIÇÃO
Uma vez conhecidos os vértices que são fontes, os 
vértices sumidouros e os caminhos de custo mínimo entre cada 
par de vértices do grafo, pode-se então estabelecer uma corres^
19
pondência entre as fontes e os sumidouros, de tal forma que se 
fosse enviada uma unidade de fluxo desde uma fonte até um su 
midouro, ter-se-ia a certeza de que o caminho percorrido por 
essa unidade de fluxo, seria o de menor custo possível.
Isto é o que se costuma chamar de atribuição. Como 
o critério utilizado é de minimização do custo associado a ca 
da arco, pode-se dizer que desde o momento era que o algoritmo 
garanta uma solução ótima na atribuição, esta, póderã ser uti 
lizada para fixar a orientação de uma aresta.
O problema da atribuição foi amplamente estudado em 
programação linear, podendo ser resolvido pelo algoritmo de 
transportes e até pelo método simplex, que encontra a solução 
ótima de todo e qualquer modelo de programação linear.
Seria entretanto, desperdício de tempo usar este mê 
todo, uma vez que o algoritmo de atribuição explora a simpli­
cidade daquele modelo, de uma forma mais eficiente.
1.3,4. ORIENTAÇÃO DAS ARESTAS
Até agora, não foi proposta nenhuma modificação na 
rede inicial. 0 estudo esteve limitado ao cálculo de demandas 
para cada vértice e, consequentemente, a uma classificação in 
trínseca desses vértices em vértices fontes, vértices comple­
tos e vértices sumidouros.
Foram caracterizados, também, os caminhos de custo 
mínimo entre cada par de vértices do grafo inicial e o grafo
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bipartite. Com isto, conta-se agora com as ferramentas neces 
sárias para a orientação õtima das arestas do grafo misto.
Baseados no fato de que qualquer vértice, seja fon 
te ou sumidouro, precisara da adição de um ou mais arcos, de 
pendendo do valor de sua demanda, e de que para chegar de uma 
fonte até um sumidouro, percorre-se um e somente um caminho, 
resulta que os únicos arcos que precisarão ser modificados se 
rão aqueles que estejam nesse percurso.
Utilizando sempre o critério de otimização do algo­
ritmo de atribuição, as arestas que estejam nesse percurso, se 
rão modificadas de acordo com a conveniência do algoritmo, che 
gando inclusive a anular um dos arcos da aresta (se necessã — 
rio) ou a inverter o sentido de algum arco, obtendo-se depois 
desta modificação, dois arcos orientados no mesmo sentido.
Ca p í t u l o  II
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2. A l g o r i t m o s  p a r a  a  D e t e r m i n a ç ã o  d e  Ca m i n h o s  d e  Cu s t o  M í-
j
NIMO
Neste capítulo, serã tratado o problema de selecio­
nar dentre os caminhos existentes na rede, entre uma fonte e 
o sumidouro, aquele que apresenta o menor custo.
Para os objetivos deste trabalho, o importante é co 
nhecer todos os caminhos de custo mínimo e as rotas associa — 
das a estes. Levando em consideração este fato, foram pesqui 
sados dois algoritmos, que são, até o presente momento, consi 
derados os mais eficientes.
Estes algoritmos são: o algoritmo de Dijkstra e o 
algoritmo de Floyd. Serã dado um tratamento suscinto ao algo­
ritmo de Dijkstra e um tratamento mais detalhado ao algoritmo 
de Floyd, por ser o que melhor desempenho apresentou para os 
propósitos deste trabalho.
Para estes algoritmos, deve-se assumir que os custos 
dos arcos são maiores ou iguais a zero (c^  £ 0), para todos 
os arcos que pertençam ao conjunto A, No presente trabalho, ij> 
to não representa uma consideração restritiva, dado que os 
custos negativos não representam um significado prático espe 
ciai nos problemas considerados.
23
2.1, ALGORITMO DE DIJKSTRA2 5
Foi desenvolvido originalmente para grafos finitos 
com custos positivos, situação em que é admissível.
Se o grafo GCX, A) tem N vértices e nenhunarco tem 
custo negativo, este algoritmo fecha no mãximo N nós antes de 
achar a solução ótima, ou concluir pela inexistência de uma. 
Se se admitir a existência de custos negativos, mas não de 
circuitos com custos negativos, uma modificação no algoritmo 
transformã;;:o^riovamente em admissível.
2.1.1, INICIALIZACÃOj
1. Para cada nó x e X guarda-se a sua descrição;
2. define-se dois conjuntos de nos abertos A e Fecha 
dos F;
3. Cria-se um conjunto de apontadores P(x), inicial 
mente vazio;
4. Cria-se um conjunto de custos g(x), que represen 
ta o custo do melhor caminho já encontrado entre 
o vértice inicial s e o vértice x.
2.1.2, ALGORITMO PROPRIAMENTE DITO
1. A = s; Vs e  S faça g(s) = 0, P(s) = 0;
F = 0
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2. Se A = 0, pare com fracasso. Do contrário, tome 
x tal que g(x) = min g(u); se houver mais de um, 
desempate de qualquer modo, mas sempre a favor 
de nós em T.
3. Faça A = A - {x} , F = F U {x}. Se x e T, pare 
com sucesso. Do contrário gere T(x); se T(x) = 
0 volte a 2.
~ C
4. Para cada m e T(x), faça f = g(x) + xm.
Se (m e A e g Cm) N< f) ou (m e F) , tome o proximo 
sucessor e refaça o teste. Do contrário, faça 
g Cm) = f, P Cm) = x e A = A U {m}, .
5. Volte ao passo 2.
' 2 , 2  ALGORITMO DE FLOYD PARA ENCONTRAR OS CAMINHOS DE CUSTO 
MÍNIMO E AS ROTAS ASSOCIADAS26
Este algoritmo está baseado na modificação iterati­
va de matrizes formadas a partir da matriz de custos associa­
da a uma rede.
Cada matriz gerada possui custos menores ou no máxi^ 
mo iguais aos seus correspondentes anteriores. Com isto o al-
26 BOAVENTURA NETTO, Paulo O., Teoria e Modelos de Grafos. E. 
Blucher, São Paulo, 1979. pp 167-171.
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goritmo pesquisa novos caminhos, comparando-se com os já ana­
lisados. No final o algoritmo fornece uma matriz, que dá os 
caminhos de custo mínimo entre dois vértices quaisquer do gra 
fo, e outra matriz que permite encontrar as rotas associadas a 
estes caminhos.
Parte-se de uma matriz C = { i , j }  de custos dos ar 
cos, na qual se indicam os custos infinitos para os arcos ine 
xistentes.
O algoritmo constroi, sucessivamente ,n..matrizes a par 
tir da matriz C, através de modificações efetuadas em acordo 
com a seguinte expressão:
!
. rok-l ,^k-l , 0k-l.i 
i ,j = mín ÍCi,j' lci,k + Ck,i)}
onde se varrem, nesta ordem, i, j e k.
k-1Na iteração k, trabalha-se com a matriz C e se
varrem a linha k e a coluna k dessa matriz. Pode não ocorrer 
modificação em uma iteração qualquer.
A matriz que permite encontrar as rotas associadas 
ê, geralmente chamada "matriz de Roteamento", ê uma forma con 
veniente de apresentação de todos os caminhos, obtidos pela 
aplicação de um algoritmo matricial. Também é denominada ma 
triz de uniroteamento, uma vez que sõ permite a descrição de 
um caminho para cada par de vértices.
Sua construção é baseada no teorema correspondente ao
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"Princípio de Bellman"27, válido para grafos valorados.
Sendo esta matriz D = {d. .}, tem-se
1 / 3
d. . = i 
i/3
d . . = k x. e T (x. ) e x, e M . .1 , 3  k  i  k  1 , 3 .
Portanto, k é o índice do vértice imediatamente se
guinte na sucessão dada pelo caminho. M. . = (x , x, , ..., x ,i , 3  , k  t:
Xj) produzirá:
d . . = k , d, . = d , . - j que se encerra aok ,3 t , 3
ser obtido o índice do vértice final do caminho. (Se d. . =
1 r J  r
3 , i f j, o caminho possui um arco ünico).
Para a descrição do algoritmo utiliza-se a seguinte
notação:
c. . = custo associado ao arco que vai do vértice i 
1/3 ■ *
até o vértice j, i,jeX. Este custo terá um valor infinito se 
o arco (i,j) não existir.
27 BOAVENTURA NETTO, Paulo 0., Teoria e Modelos de Grafos.E 
Blucher, São Paulo, 1979. p. 77.
27








k  =  0
d. . = i para todo ic. , x. e X 
1 13 1 D
iteração 
k = k + 1
ci(j = mín toi(j, (c.(k + ckjj)} 
para todo i / k de tal forma que c. , ^ <»
K
e todo j / k de tal forma que c, ^ 00 seK ,j
(c. , + c, .) < c. . então fazer d. . = 




Se qualquer c . . < o então existe um cir
3 r J
cuito negativo contendo o vértice j e não 
existe solução possível, o algoritmo ter 
mina.
S e k = n e s e c .  . > 0 ,  o algoritmo ter
3 f J
mina com a solução desejada.
Se k < n volta-se ao passo 2
28 MANDL, Christoph, Applied Network Optimization, Academic 
Press, London, 1979. pp 9-14.
28
No final do algoritmo os valores c. . corresponde —
rão ao caminho de custo mínimo entre o vértice i e o vértice
j, e o valor c. . correspondera ao circuito de custo mínimo 
D fj
que passa pelo vértice j . As rotas associadas podem ser encon 
tradas facilmente a partir da matriz D.
Para ilustrar melhor o algoritmo, será desenvolvido 
um exemplo, supondo que se tenha a rede valorada da fig. 2.1
Fig. 2.1. Um exemplo ilustrativo
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com a matriz de adjacências dada por:
Xi x 2 x 3 X<* X 5
Xi ' 0 1 1 0 0'
x 2 0 0 1 1 0
x 3 1 1 0 0 1
X^ 0 0 1 0 1
X 5 .1 1 0 1 0 ,
e com matriz de custos c
Xi
f
x2 x 3 x 4 x 5
Xi o o 1 4 O O C O
X 2 0 0 C O 3 4 0 0
x 3 2 1 O O 0 0 5
Xn O O 0 0 3 6 0 4
X 5 4 2 0 0 1 0 0  ■ t
A aplicação do algoritmo resultará em:
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Passo 1 k = 0
C =
’ 00 1 4 00 00
/
1 1 1 1 1 '
00 00 3 4 CO 2 2 2 2 2
2 1 00 «0 5 D = 3 3 3 3 3
00 00 3 00 4 4 4 4 4 4




00 1 4 OO 00 '1 1 1 1 1
>1
OO 00 3 4 00 2 2 2 2 2
2 1 6 00 ' 5 D = 3 3 1 3 3
00 CO 3 00 4 4 4 4 4 4
, / 2 8 1 °° <  ^5 5 1 5 5
Amostra de cálculo:
C3,3, = mín {c3,3' (C3,1 + Cl,3)}
= mín { 00 , (2 + 4)} = 6;
d3,3 dl,3 
= 1
:5,3 = mIn {c5,3' (c5,l + c l,3)}









Volta-se ao passo 2 
k = 2
9 00 1 4 5 00 ' '1 1 1 2
%
1
00 00 3 4 00 2 2 2 2 2
2 1 4 5 5 D = 3 3 2 2 3
00 00 3 CO 4 4 4 4 4 4
4 2 5 1 00 5 5 2 5 5 ,
w é
Volta-se ao passo 2 
K = 3
C =
'6 1 4 5 9 ' '3 1 1 2 3 '
5 4 3 4 8 3 3 2 2 3
2 1 4 5 5 D = 3 3 2 2 3
5 4 3 8 4 3 3 4 2 4
4\ 2 5 1 10* ,5 5




Volta-se ao passo 2 
K = 4
C =
'6 1 4 5 9 * '3 1 1 2 3'
5 4 3 4 8 3 3 2 2 3
2 1 4 5 5 D = 3 3 2 2 3
5 4 3 8 4 3 3 4 2 4




Volta-se ao passo 2 
K = 5
6 1 4 5 9 '
/
3 1 1 2 3
5 4 3 4 8 3 3 2 2 3
2 1 4 5 5 D = 3 3 2 2 3
5 4 3 5 5 3 3 4 5 4
4 2 4 1 5 , 5 5 4 5 4 ,
Passo 3 Termina o algoritmo
Desta forma, o caminho de custo mínimo, por exemplo, 
entre o vértice 4 e o vértice 1 custara 5 unidades monetárias, 
e a rota associada a ele será a seguinte:
x 4 - x 3 - xr
Ca p í t u l o
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3. A l g o r i t m o  d e  At r i b u i ç ã o
Neste capítulo serã tratado o problema da atribui — 
ção no grafo bipartite, criado com a classificação dos vértjL 
ces, em fonte e sumidouros.
Para resolver este problema, foi selecionado o Algo 
ritmo Húngaro, pela sua simplicidade no manuseio dos dados.
3,1, ALGORITMO HÚNGARO
0 algoritmo Húngaro trabalha sobre a matriz C = {c. .} 
de custos associados ao grafo bipartite formado pelo vértices 
fonte e pelos vértices sumidouros. Um exemplo deste grafo apa 
rece na fig. 3.1, assim como sua respectiva matriz de custos, 
que poderiam ser obtidos pela aplicação do algoritmo de Floyd. 
O funcionamento deste algoritmo baseia-se no seguinte lema:
"não se altera a solução ou soluções ótimas do pro­
blema de atribuição, diminuindo ou aumentando de 
uma mesma quantidade X todos os elementos de uma 
linha ou coluna. Tal operação apenas diminui ou 
aumenta de X o valor total, mas não afeta a esco — 
lha dos arcos1'29
29 FURTADO, Antonio L. Teoria dos Grafos: Algoritmos. Livros 
Técnicos e Científicos, Rio de Janeiro, 1973, pp. 73.
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Fig. 3.1. Grafo bipartite
Si s 2 s 3 Si, S s
f l ' 7 3 5 7 10
f  2 6 00 00 8 7
f 3 6 5 1 5 CO
f k 11 4 CO 11 15
f s «.03 4 5 2 10
Matriz de custos associados ao grafo da fig. 3.1
/
36
3,1.1, FASE I. OBTENÇÃO DE ZEROS
*
A todos os elementos de cada coluna substrair o me­
nor elemento da coluna; da matriz resultante substrair a to­
dos os elementos de cada linha, o menor elemento de uma linha.
Assim ê garantida a obtenção de pelo menos um zero 
em cada linha e em cada coluna.
Para o grafo da fig. 3.1, tomado como exemplo, a ma 
triz de custos fica:
Sl s2 s 3 Si s 5
f 1 ' 1 0 4 5 3
f2 0 00 CO 6 0
f. 3 0 2 0 3 00
U 4 0 CO 8 7
fs > «0 1 4 0 3
3,1,2, FASE II, PESQUISA DA SOLUÇÃO ÓTIMAj
Com os zeros obtidos na fase anterior, tenta-se for 
mar uma solução de valor total zero. Se isso for possível ter 
mina o algoritmo, do contrário passa-se a fase seguinte.
Para a pesquisa dessa solução nula, considera-se de 
início uma das linhas que tenha o menor número de zeros, assi
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nala-se um dos zeros dessa linha e cancelam-se os zeros que 
se encontrem na mesma linha ou coluna que o zero assinalado . 
Repete-se o procedimento para todas as linhas.
No exmplo vê-se que não foi possível obter uma solu
ção nula:
Si s2 s 3 s.* Ss
fl
/
1 0 4 5 3
f2 0 00 00 6 0
f 3 0 2 0 3 CO
4 0 00 8 7
fs 1 4 0 3
3,1,3, FASE III, OBTENCAO DE UM CONJUNTO MÍNIMO DE LINHAS E
j
COLUNAS CONTENDO TODOS OS ZEROS
1. Marcar com asterisco todas as linhas que não con 
tenham nenhum zero assinalado.
2. Marcar toda coluna que contenha um ou mais zeros 
cancelados em uma das linhas marcadas.
3. Marcar toda linha que contenha um zero assinala­
do em uma coluna marcada.
4. Repetir os passos 2 e 3 atê que não seja mais poj; 
sível marcar outras linhas ou colunas.
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5. Colocar um traço sobre toda linha não marcada e 
também sobre toda coluna marcada.
Desta forma o exemplo fica:
S i ?2.
I
S 3 S.* s 5




00 — 6 - 0 ■
—  f  3 -  0 -
1
2 -  
I






—  f s — 00 —
1
1  - 4 - G3 - 3
3,1,4, FASE IV, DESLOCAMENTO EVENTUAL DE CERTOS ZEROS
Tomar o menor número não cortado por um traço, subs; 
traí-lo dos elementos das linhas não cortadas, e somá-lo aos 
elementos das colunas cortadas.
Para o exemplo, ê tomado o elementoc^
S i s 2 s 3 Si* S5
f  1 ' 0 0 3 4 2 '
f  2 0 00 00 6 0
f 3 0 3 0 3 CO
3 0 00 7 6
f s 00k 2 4 0 3 ,
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Bnseguida volta-se ã fase II até atingir a solução 
õtima (que pode não ser única).
Para o exemplo a solução final serã:
s 1 S2 S 3 s4 s 5
fl ' 0 0 3 4 2
f2 0 to «O 6 0
f 3 0 3 E 3 00
f* 3 0 00 7 6
fs CO 2 4 E 3
Com relação à matriz inicial, pode-se verificar que 
essa solução corresponde ao custo:
C1 1 * C2 5 + C3 3 + C4 2 + C5 4 = ^  e a solução 






Fig. 3.2 Solução do grafo bipartite da fig. 3.1
-> rs
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3,2, ORIENTAÇÃO DOS ARESTAS j
Ate agora não se tinha ferramentas para poder orien 
tar as arestas da rede. Agora já sabendo quais são as fontes, 
quais são os sumidouros, bem como os caminhos de custo mínimo, 
e jã feita a atribuição entre cada fonte e cada sumidouro do 
grafo, pode-se mandar uma unidade de fluxo desde uma fonte até 
vim sumidouro. Esta unidade, estarã na realidade orientando as 
arestas.
Desta maneira, estar-se-ã considerando somente as 
arestas correspondentes, reduzindo com isto o trabalho de pes 
quisa.
Para ilustrar, supondo que se tenha o grafo da fig.
3.3
Fig. 3.3 Exemplo Ilustrativo
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X 2 2 1
X 3 1 2 - 1
XI, 2 3 - 1
X 5 2 1 1
x 6 1 2 - 1
x 7 1 1 0
Tabela 3.1. Cálculos do exemplo 3.3
A matriz de custos seria:
Xi X 2 x 3 X 4 X 5 X 6 x 7
Xi
f
0 1 2 00 «0 00 CO
x 2 CO 0 CO 3 2 oo CO
x 3 2 oo 0 CO OO CO 00
X i| CO CO 2 0 «° 5 00
X 5 CO CO CO O 8 4
X 6 00 CO CO un 8 o CO
X 7 ooV CO CO «o oo 3 0 /
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E a matriz de custo mínimo seria, aplicando o algo­
ritmo de Floyd:
Xi x 2 x 3 x 5 X 6 x 7
Xi ' 0 1 2 4 3 9 7 '
x 2 7 0 5 3 2 8 6
X 3 2 3 0 6 5 11 9
Xi, 4 5 2 0 7 5 11
X5 8 9 6 4 0 7 4
X6 9 10 7 5 . 12 0 16
X7 12 13 10 8 15 3 0 ,
De acordo com as demandas calculadas, o conjunto de
fontes será {x0, x. e x,.} e o conjunto de sumidouros será
ò 4 D
{x^, x2 e x,-} resultando o grafo bipartite da fig. 3.4




Podendo-se então formar a seguinte matriz, para apli 
> algoritmo de atribuição:
Xl x 2 x 5
X 3 ' 2 3 5
Xi* 4 5 7
x 6 9 1 0 1 2
e encontrar a seguinte solução:
Xl
x 3 [ 0
X.* 0
x 6 , o




Com esta solução, a atribuição fica como na fig. 3.5
2
1 2
Fig. 3.5. Solução ótima relativa ao grafo bipartite
Como para ir do vértice até o vértice x^ não se 
passa por nenhum outro vértice, pode-se orientar logo a ares­
ta x^) ficando no sentido x^ ---- ^ x^.
Para o caminho do vértice x^ até o vértice 
acordo com a matriz D, faz-se o seguinte percurso: x^ - x^
X 1 ” x 2 ' Portanto adiciona-se mais um arco para cada um desses 
passos. Finalmente para ir desde x^ até x^ faz-se o seguinte 
percurso:
X, - x, - x, - x, - x» - xc e novamente adiciona — 6 4 3 1 2 5
-se um arco para cada passo, exceptuando a aresta ( x^, x^ ) 
que ficaria orientada no sentido x^ ---- ? x^.
Com todas estas modificações a rede orientada fica 
rã completamente orientada e com todos os vértices pseudosimé 
tricos, o que jã garante a existência de um percurso Euleria- 
no no grafo da fig. 3.6 entre os pares de nós.
44
Fig. 3.6. Solução do problema
Ca p í t u l o
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4. B u s c a  d o  C i r c u i t o  E u l e r i a n o
Dada uma rede G(X, A), um circuito ou caminho que 
passa através de todos os arcos, na direção correta, exatamen 
te uma vez, ê chamâdo dé circuito euleriano.
O teorema que garante a existência de um circuito eu 
leriano para redes não orientadas, ê o seguinte:
"Uma rede conexa, não orientada G, contém um circui 
to euleriano, se e somente se, o número de vérti­
ces de grau impar for zero (zero ou dois para um 
caminho), isto é, se existir um número par de ar­
cos incidentes em todos os vértices . " 30
Esta condição ê necessária, devido ao fato de que 
para qualquer circuito euleriano deve-se utilizar um arco pa­
ra chegar até um determinado vértice e outro para sair desse 
vértice. Então, se a rede G(X, A) contêm um circuito euleria­
no, o grau de todos os vértices deve ser par.
Para o caso de redes orientadas, existe um teorema
similar:
"Uma rede conexa e orientada G(X, A), contêm um cir 
cuito ou caminho euleriano, se esomente se, o grau
30 MANDL, Christoph. Applied Network Optimization. Academic 
Press, London, 1979. pp. 114-121.
47
de entrada d tx) e o grau de salda d (x) , cumprem 
6 S
as seguintes condições:
1. Para o caso de um circuito
de Cx) = ds {x)
para todos os vértices x e X
2. Para o caso de um caminho Conde p ê o vértice ini 
ciai e q é o vértice final).
de C x ) = d s U) x , í p 0 u q
d e (<í) =  d g(q) +  1 
de Cp) = ds Cp) " 1H*
L\,l, ALGORITMO PROPOSTO
O algoritmo proposto para encontrar o circuito eule 
riano está baseado em uma idéia muito simples. Começa-se por 
qualquer vértice e procede-se ao longo dos arcos que ainda 
não foram utilizados, até chegar novamente ao vértice inicial, 
não sendo mais possível encontrar mais arcos não utilizados.
Isto é sempre possível, devido ao fato de que cada 
vértice que tem um arco não utilizado para chegar até ele, de 
ve também, ter um arco não utilizado para sair dele.
Uma vez que todos os arcos forem utilizados o cir­
cuito euleriano foi encontrado. Senão, volta-se ao longo do 
circuito, até chegar ao vértice que tem arcos não utilizados 
nele incidentes. Então, segue-se ao longo desse arco até que 
o vértice inicial deste novo circuito seja alcançado e inclui 
-se este novo circuito dentro do anterior. Procedendo-se deis 
ta forma, até que todos os arcos tenham sido utilizados exata 
mante uma vez.
4,1,1. DESCRI CÃO DO ALGORITMO j
Assume-se que a rede G(X, A), para a qual os teore­
mas que garantem a existência de um circuito euleriano existe.
Passo 1 Inicialmente
1 .1 . escolhe-se qualquer vértice z e xco 
mo o vértice inicial.
1 .2 . fazer:
x = z 
F = A 
y = z 
k = 0 
H = 0
Denotar por F Cv) o sistema de todos os vértices pa­
ra os quais existe um arco que une v e X com outros vértices. 













b = (y, r(y )) n f
Se B = 0 vã ao passo 4, do contra — 
rio escolha-se w, tal que (y,w) e B 
e, se possível, w ^ x
fazer
F = F - (y ,w)
H = {H, (y, w)}




Voltar ao passo 2
Designar o último arco na seqüência 
de H por (u, v), ficando:
H = ...... . , (u, v)
Anular o arco (u, v) em H e colocã- 




k - { (u, v), k}
Se H ficar vazio, a seqüência de ar 
cos em k é um curcuito euleriano, e 
o algoritmo termina. Em caso contrá­
rio,
fazer
y = u 
x = u
voltar ao passo 2
Ca p í t u l o
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5. Pr o g r a m a ç ã o  Co m p u t a c i o n a l  e c a s o s  Co n t e m p l a d o s
5.1. ROTINAS DO PROGRAMA
Serão relacionados a seguir, os casos que o progra­
ma é capaz de processar.
O programa estã basicamente estruturado com as se­
guintes rotinas:
5.1.1. LEITURA DE DADOS
Através desta rotina são introduzidos os dados do 
vértice inicial, vértice final, arcos e respectivos custos. 
Dentro desta rotina estã embutida a verificação da matriz de 
adjacências, destinada a descobrir a existência de vértices 
que não têm entradas ou saídas, emitindo nestes casos a cor­
respondente mensagem de erro.
5.1.2. CÁLCULO DAS DEMANDAS
Depois de dimensionar as variáveis e de posse dos 
dados, a rotina calcula o numero de saída, de entrada e a de 
manda para cada vértice. Simultaneamente vai caracterizando ca 
da vértice, como uma fonte ou um sumidouro, para utilização 
posterior.
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5.1.3, CÁLCULO DA MATRIZ DE CUSTOS MÍNIMOS
Nesta rotina, o computador calcula, baseado no algo 
ritmo de Floyd, os caminhos de custo mínimo entre um vértice 
e todos os outros, armazenando todos estes dados em um arran 
jo matricial, para posterior utilização.
5.1.4, CÁLCULO DA MATRIZ DE ROTAS ASSOCIADAS
Quando o programa estã fazendo a leitura dos dados, 
estã também inicializando a matriz de rotas associadas e quan 
do entra na terceira rotina, na medida em que vai percorrendo 
os arcos para encontrar os caminhos de custo mínimo, vai guar 
dando na matriz de rotas os arcos pelos quais passou para che 
gar desde um vértice inicial até o vértice final do caminho.
5.1.5, CÁLCULO DA MATRIZ DE ATRIBUIÇÃO
j
jã de posse dos dados gerados na matriz de custo mí 
nimo e na matriz de rotas associadas, o programa aplica o a_l 
goritmo de atribuição.
Este algoritmo é aplicado no arranjo matricial for 
mado quando o programa fez a seleção de vértices fontes e su 
midouros. Os custos utilizados serão aqueles constantes da ma 
triz de custos mínimos, entre as fontes e os sumidouros.
Esta rotina, consta de três sub-rotinas:
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1 . a sub-rotina de atribuição propriamente dita;
2 . a sub-rotina para teste de otimização, na qual ve 
rifica-se se a solução encontrada é ótima ou não; 
se a solução for ótima, o programa passa à roti­
na seguinte, se a solução não for õtima, então o 
programa passa â sub-rotina a seguir;
3. sub-rotina de rearranjo da matriz inicial, na 
qual a matriz que não apresentou uma solução ót:L 
ma ê alterada de acordo com o algoritmo de atri 
buição, para fazer mais uma vez a atribuição de 
fontes a sumidouros.
Estas três sub-rotinas, formam o "loop", do qual o 
programa só sairá, após ter conseguido uma solução ótima para 
a associação de fontes a sumidouros.
5.1,6. ROTINA PARA ORIENTAÇÃO DAS ARESTASj
O fato de, no programa, serem escolhidos os caminhos 
entre as fontes e os sumidouros, com base em um critério de 
custos, garante duas coisas:
1 . que a solução seirã õtima,
2 . que o programa levará em conta somente- aquelas 
arestas que realmente estão envolvidas no procej; 
so, deixando as demais, sem alteração nenhuma.
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Na hora em que o programa fez a atribuição ótima, 
na realidade, ele já determinou a orientação das arestas.
De posse dos dados, o programa utiliza a matriz de 
rotas e começa a percorrer os caminhos entre as fontes e os 
sumidouros. Quando, nesse percurso, encontra uma aresta, o 
programa fixa o sentido fonte-sumidouro e anula o sentido su 
midouro-fonte, com o que orienta cada aresta. Isto ê feito pa 
ra cada par fonte-sumidouro.
Simultaneamente â alteração das arestas envolvidas,
o programa, altera também o custo destes arcos.
5.1.7, ROTINA DE VERIFICACÃO
t
Esta rotina faz uma verificação para cada vértice , 
comparando as entradas e as saídas. Teoricamente, na medida 
em que a rotina anterior vai orientando as arestas, vai simul 
taneamente construindo a rede euleriana.
Quando esta verificação está completa, faz-se a uti 
lização da matriz de custos.
5.1.8, BUSCA DO CIRCUITO EULERIANO
Nesta rotina, na medida em que se vai percorrendo a 
rede, vão sendo eliminados os arcos da própria rede que estão 
sendo percorridos e, ao mesmo tempo, estes arcos vão sendo co
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locados num arranjo matricial que ê equivalente ao caminho de 
custo mínimo a ser percorrido.
Esta rotina, está composta de três sub-rotinas:
1 . sub-rotina de inicialização da busca do circuito 
euleriano.
Considerando que pode não ser conveniente começar pe 
lo primeiro vértice, o programa pergunta inicialmen 
te, se deve começar por algum outro vértice. Em ca­
so negativo, fixa o primeiro vértice, e inicializa 
as outras variáveis envolvidas, começando a percor­
rer a rede e a anular arcos, para inclui-los numa 
outra matriz.
2 . sub-rotina de verificação de arcos.
Pará evitar que, ao percorrer a rede, o programa 
faça uma divisão de sub-circuitos eulerianos dentro 
do mesmo circuito, cada vez que fecha um circuito , 
ele faz em seguida uma pesquisa dos outros vértices 
da rede, para verificar se ainda existem vértices , 
ainda não incluídos; continua procurando circuitos 
eulerianos, até percorrer toda a rede.
3. sub-rotina de elaboração do circuito.
Quando o programa fecha cada circuito,.ele vai 
armazenando os arcos, já percorridos, numa outra ma 
triz de circuitos eulerianos, calculando simultanea
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mente, o respectivo custo, e imprimindo, o circuito 
e o custo.
5,2, CASOS CONTEMPLADOS
A fase de inicialização do programa ê essencialmen­
te a mesma, para todos os casos. A distinção no tratamento de 
cada caso, começa na hora de calcular as demandas.
5.2.1, REDE TOTALMENTE ORIENTADA
Neste caso, sempre existirão vértices com demandas 
diferentes de zero.
Apõs a identificação das fontes e sumidouros, o
• programa continuara seu roteiro normal, até chegar ao circui­
to euleriano final.
5.2.2, REDE NÃO-ORIENTADA
Neste caso podem apresentar-se duas situações:
1 . que o grafo seja uma rede euleriana.
Neste caso, o programa não alterará nenhum arco, 
passando diretamente a pesquisar e calcular o cir 
cuito euleriano e seu respectivo custo.
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2 . que o grafo não seja uma rede euleriana.
Neste caso, o tratamento será normal, com atri — 
buições e se for o caso, com as alterações necessá­
rias dos arcos.
. /
5.2.3, REDE MISTA COM VÉRTICES IMPARES
A demanda para estes vértices será diferente de ze­
ro. Isto determina, a integral utilização do programa. Para es 
te caso, o programa provavelmente vai modificar todas as ares 
tas existentes na rede, após o que continuará a fazer o pro­
cessamento normal.
5.2.4. REDE MISTA COM VÉRTICES PARES
Neste caso, são contemplados várias situações:
1. Todos os vértices são pseudosimétricos.
Nesta situação, poucas arestas serão modificadas, 
e se o forem, somente aquelas que estão no caminho 
entre um vértice fonte e um vértice sumidouro.
2. Todos os vértices de grau par não são pseudosi­
métricos .
Existe, nesses vértices, uma demanda diferente 
de zero. Isto garante que esses vértices sofrerão uma
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modificação nas arestas, que neles incidem. Desta 
forma, se todos os vértices forem do tipo acima des 
crito, provavelmente, todos sofrerão modificações em 
seus arcos.
3. Existem vértices pseudosimétricos e não pseudosi_ 
métricos.
Aqui, o programa considerara novamente apenas aque 
les vértices que são fontes ou sumidouros e aqueles 
arcos que estão no caminho entre estes dois.
5,3, EXEMPLO ILUSTRATIVO
Para fins de ilustração, em relação ao que foi dejs 
crito, considera-se a rede apresentada na fig. 5.1. Esta rede 
consta de 18 vértices e 42 arcos. Vãrios vértices dessa rede 
são de grau par e outros de grau ímpar. 0 grafo euleriano 
obtido estã na fiq. 5.2, bem como o circuito euleriano corres 
pondente.
Na tabela 5.1. utiliza-se a sequinte nomeclatura:
I índice do nó inicial do arco 
J índice do nó final do arco 
AR Cl, J) incidências 
CU (I, J) custos associados
Fig. 5.1. Rede inicial
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Tab. 5.1. Dados de Custos dos Arcos
I J ARCI, J) CU(I, J) I J AR(I, J) cud, j )
1 2 1 1 1 3 1 5
2 18 1 2 2 1 1 1
3 4 1 7 3 8 1 8
4 1 1 6 4 17 1 8
5 1 1 4 5 3 1 7
6 5 1 6 6 1 2 1 5
7 5 1 2 7 8 4
7 1 1 1 3 8 7 1 4
8 1 0 1 8 8 17 1 9
9 17 8 1 0 13 1 6
1 0 I4 1 7 1 0 17 1 9
1 1 16 2 1 1 7 3
1 1 1 2 4 1 2 1 1 1 4
1 2 16 1 3 1 2 6 1 5
13 7 1 13 16 1 4
13 1 0 6 14 1 0 1 7
6 18 1 3 14 15 1 6
15 9 1 7 16 14 1 5
16 13 1 4 16 1 2 1 3
17 8 1 9 17 4 1 8
18 2 1 2 18 6 1 3
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Tab. 5.2. Resultados Obtidos
Nô Nõ Nõ Nõ
Seqüência Inicial Final Seqüência Inicial Final
n I J n I J
1 . 1 2 2 2 18
3 18 6 4 6 5
5 5 1 6 1 3
7 3 4 8 4 17
9 17 8 1 0 8 7
1 1 7 5 1 2 5 3
13 3 8 14 8 7
15 7 1 1 16 1 1 1 2
17 1 2 6 18 6 1 2
19 1 2 1 1 2 0 1 1 16
2 1 16 1 2 2 2 1 2 16
23 16 13 24 13 7
25 7 1 1 26 1 1 16
27 16 14 28 14 1 0
29 1 0 13 30 13 1 0
31 1 0 14 32 14 15
33 15 9 34 9 17
35 17 8 36 8 1 0
37 1 0 17 38 17 4
39 4 1
" Este circuito euleriano apresenta um número de ar 
cos menor que o número de arcos apresentado pela rede ini­
cial.
Fig. 5.2. Rede euleriana
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O custo do circuito, é dado pela fórmula:
custo = l c. . . x. .
i,3 1,3
onde: c. . = custo do arco 
1 f J
x. . = arco que vai do vértice i ao vértice
1  / 3
3
o custo para esta rede é de 2 0 1 unidades monetárias.
Ca p í t u l o  V I
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6. Co n s i d e r a ç õ e s  Pr á t i c a s
í
6.1. CASO DA COLETA DE LIXO
Grande parte do planejamento de rotas, para o caso 
da coleta de lixo, sobretudo em cidades pequenas, tem sido fe^ 
to de uma das seguintes maneiras:
1 . utilizando sistemas adaptados de outras cidades, 
que pela sua magnitude, apresentam característi­
cas totalmente diferentes, o que leva a soluções 
onerosas.
2 . como continuidade de sistemas que foram implanta 
dos no passado e que, apesar de terem funcionado 
com bons resultados, jã não apresentam os mes­
mos resultados no presente.
Estes sistemas, não conseguiram acompanhar o pro 
cesso evolutivo urbano, gerando a conseqüente■. fal. 
ta de eficiência.
3. na base de orçamentos apertados, fazendo "o me­
lhor que puder, com o pouco que se têm, mas sem 
pessoal que realmente entenda e tenha experiên — 
cia neste tipo de planejamento.
Busca-se, nesta parte do trabalho, criar um modelo 
ou, pelo menos, iniciar o processo de criação de um modelo que,
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depois das devidas alterações, possa preencher satisfatória — 
mente as mais imediatas necessidades deste tipo de planejamen 
to.
Como primeira premissa, para a caracterização dos 
custos envolvidos no problema, podem ser considerados os se 
guintes fatores:
1. o consumo de combustível, expresso em Cr$/km.
2 . a depreciação dos equipamentos que pode ser cal­
culado, com base no custo do equipamento, divid_i 
do pelo seu período de utilização, medido em ter 
mos de quilômetros.
3. a taxa de manutenção, que também seria calculada 
em Cr$/km percorrido, isto é, a cada período de 
utilização, expresso em km, é computada a manu — 
tenção do equipamento e todos os fatores envolv_i
* dos nesta, como mão-de-obra, lubrificação, troca 
de peças e outros, sendo depois transformados em 
custos para serem divididos pela quilometragem per 
corrida no período.
4 . 0  salário das pessoas diretamente envolvidas com 
a coleta de lixo, em função da distância média 
percorrida por dia, também expresso em Cr$/km.
Desta forma, o custo em função da distância, será cal_ 
culado, somando as quatro parcelas mencionadas.
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Tem-se assim, o custo rateado por Km percorrido. Se 
este custo for multiplicado pelo comprimento de cada arco (rua), 
ter-se-ã, o custo de cada arco envolvido na rede. Se por aca­
so fosse necessário considerar alguns outros fatores, como a 
dificuldade que poderia representar fazer uma coleta de lixo 
numa rua que tem um alto grau de inclinação (subida), poder-se 
-ia, determinar um fator que considerasse os acréscimos de 
custo envolvidas neste tipo de situação.
Infelizmente, quando se tentou obter as informações 
necessárias, para a aplicação do método aqui proposto num ca 
so real foram encontradas dificuldades para acessar os dados 
de custos, necessários para a completa aplicação do modelo.
Foram mantidos contatos, com o setor da Prefeitura 
de Florianópolis, encarregado da coleta de lixo, obtendo - se 
então, plantas para o desenvolvimento de simulações reais.
Para fins de ilustração, foi isolada a parte corres 
pondente à Ilha, sendo que o modelo foi aplicado no bairro de 
Santa Mônica (fig. 6.3). Os resultados são mostrados, no fi­
nal desta seção.
6,1,1, RESTRIÇÕES DO PROBLEMA
Entre as restrições deste problema, podem ser desta 
cádas, as de ruas sem saída (retorno em U), a existência de 
vários depósitos, as imposições de trânsito e a capacidade do
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equipamento e das ruas.
1. Caso de ruas sem saída (retorno em U)
É a restrição mais fácil de ser contornada, dado 
o fato de que toda rua sem saída é uma rua de senti 
do duplo, podendo ser considerada como uma aresta 
que, não será alterada durante o processo de aplica 
ção do modelo, sendo necessariamente percorrida.
2. Caso de vários depósitos
Quando se aplica o modelo a este caso, o melhora 
fazer é rodar o programa várias vezes, partindo ca 
da vez de um deposito diferente. Assim, o modelo da 
rã a rota mais econçomica para sair e voltar de ca 
da depósito.
Quando o caso for, incluir a saída de um depósi­
to para percorrer uma rede, com chegada em outro de 
põsito, será necessário fazer algumas modificações no 
programa, já que nos cálculos que ele faz, não e£ 
tá incluido este processo.
3. Restrições de trânsito
Uma destas situações, serã o caso de haver uma 
rua principal, de sentido duplo, e várias ruas se — 
cundãrias, que chegam atê ela (ver fig. 6 .1 ), nas 
quais, não é possível dobrar à esquerda.
Para superar este problema, faz-se uso de um ar
7Q
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tiflcio nos arcos envolvidos, como é mostrado na 
fig. 6 .2 .
Nesta figura, cria-se um arco de custo nulo, en 
tre o ponto A e o ponto B, fazendo com que o modelo 
se encarregue da superação do problema, através da 
minimização de custos.
4. Restrições de capacidade dos equipamentos
Neste caso, caberia, para contornar o problema , 
fazer o que se pode chamar de "sub-circuitos" eule- 
rianos", os quais estariam condicionados, â capaci­
dade de coleta de cada unidade coletora.
Estes ná realidade, seriam parte do circuito que 
teria que ser feito, nesse dia ou horário, mas que 
pelas próprias restrições de capacidade, não e pos 
sível fazer de uma vez sÕ.
Estes sub-circuitos seriam planejados em função 
de critérios econômicos (custo de cada sub-circuito 
e distância dos depósitos) e de critérios de capaci^ 
dade dos equipamentos ou dos arcos.
5. Restrições de horário
0  departamento de trânsito coloca como uma res — 
trição, que sejam evitados os congestionamentos de 
trânsito, nos centros urbanos mais densos. Com isto, 
as companhias encarregadas da coleta de lixo são
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obrigadas a criar horários noturnos, para o atendi­
mento de certas partes da cidade, isto, longe de re 
presentar uma dificuldade para a adequação do mode
lo, representa uma vantagem, dado o fato, que seria 
uma variável menos a considerar.
6,2, UM EXEMPLO ILUSTRATIVO
Para fins, de ilustração, foi escolhido o bairro de 
Santa Monica em Florianópolis.
Na fig. 6.3, pode-se ver uma planta deste bairro, 
que foi copiada de uma referencia cadastral do Instituto de 
Planejamento Rubano de Florianópolis. Já na fig. 6.4, aparece 
a mesma planta, mas desta vez com a identificação dos vérti — 
ces e com os sentidos ficticios os de todas as ruas.
Nas figuras 6.5 e 6 .6 , aparecem respectivamente, a 
rede associada ao bairro e finalmente a rede euleriana obtida.
A matriz de dados utilizada, aparece ma tabela 6,1. , 
nessa matriz, o índice I significa "vértice inicial", e o índi 
ce J significa "vértice final", acontecendo a mesma caracteri­
zação, na parte correspondente ao circuito euleriano pesquisa­
do.
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Tab. 6.1. Dados de Custos
I J ARCI, J) CU(I, J) I J A R (I, J) c u d ,  j)
. 1 2 1 1 12 6 l
2 1 1 1 12 14 i
2 3 1 1 13 6 l
2 7 1 2 14 12 l
3 2 1 1 14 13 l
3 5 1 2 15 11 1 2
3 8 1 3 15 14 1 1
3 11 1 1 15 21 2
4 2 1 2 16 18 1
4 3 1 2 17 18 2
4 5 1 2 17 15 1 2
5 4 1 1 18 16 1 1
5 6 1 1 18 17 1
6 5 1 1 18 19 1 1
6 11 1 2 19 18 1 1
6 12 1 1 19 20 1
6 13 1 2 20 19 1
7 8 1 1 20 22 2
7 9 1 1 20 24 1
8 3 1 2 21 19 1 1
8 7 1 1 21 22 2
8 9 1 1 22 23 1 2
9 7 1 1 23 24 1 2
9 8 1 1 23 15 3
8 10 1 1 23 24 1
10 8 1 1 24 20 1
10 16 1 1 24 23 1 2
11 3 1 1 24 28 1 1
11 6 . 1 1 25 28 1 1
11 17 1 1 26 2 7 1 1
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I J A R (I, J) CU(I, J) I J AR(I, J) CU(I, J)
1 1 1 0 1 1 25 26 1 1
27 26 1 1 27 28 1 1
28 24 1 1 27 23 1 1
28 27 1 1 28 25 1 1
6.2. Planta do Bairro Santa Mônica
I
Fig. 6.5 Rede associada ao bairro
Fig. 6 . 6  Rede euleriana pesquisada
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Tab. 6.3. Resultados Obtidos
Vértice Vértice Vértice Vértice
Seqüência Inicial Final Seqüência Inicial Final
n I J n I J
1 1 2 2 2 3
3 3 2 4 2 7
5 7 8 6 8 3
7 3 3 8 5 4
9 4 3 1 0 3 5
1 1 5 6 1 2 6 1 1
13 1 1 3 14 3 1 1
15 1 1 1 0 16 1 0 8
17 8 9 18 9 7 '
19 7 9 20 9 8
2 1 8 1 0 2 2 1 0 16
23 16 18 24 18 17
25 17 15 26 15 1 1
27 1 1 17 28 17 15
29 15 . 2 1 30 2 1 19
31 19 18 32 16 19
33 19 2 0 34 2 0 2 2
35 2 2 23 36 23 15
37 15 2 1 38 2 1 2 2
39 2 2 23 40 23 24
41 24 2 0 42 2 0 24
43 24 28 44 28 25
45 25 26 46 2 6 27
47 27 28 48 28 27
49 27 23 50 23 15
51 15 14 52 14 1 2
53 • 1 2 6 - 54 6 1 2
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Vértice Vértice Vértice Vértice
Seqüência Inicial Final Seqüência Inicial Final
n I J n I J
55 12 14 56 14 13
57 13 6 58 6 3
59 5 4 60 4 2
61 2 1
6,3, CASO DA ENTREGA DE GÁS
O caso da entrada de gás é outro caso típico que 
pode ser formulado com um "Problema do Carteiro Chinês".
Neste caso tem-se uma cidade, ou um determinado se 
tor desta, que é representado pela rede e uma série de ruas 
e avenidas, que devem ser atendidas e cada período de tempo, 
fixado de acordo com o consumo de cada setor.
O planejamento neste caso é feito sob a ótica da 
freqüência de entregas dado que esta depende em muito do con 
sumo de cada setor, que estã por sua vez, ligado â capacidade 
de cada unidade de distribuição.
Na maior parte dos centros urbanos, apesar de qua 
se todas as companhias distribuidoras de gás terem seus pró­
prios canais de distribuição, elas também são obrigadas a pia 
nejar alguma-s rotas para o atendimento de zonas residenciais
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e outras que apresentam necessidades especiais.
O fluxo de informações, necessário para o levanta — 
mento dos custos, i analogo aquele utilizado para o caso da 
coleta de lixo.
6,3,1, RESTRIÇÕES DO PROBLEMA 
j
As principais restrições, apontadas para o caso,são 
muito parecidas às restrições consideradas na coleta de lixo. 
Entre elas podem-se mencionar as seguintes:
1 . freqüência de entregas
Esta freqüência, antes de ser uma restrição, é 
u m a  condicionante, para a execução do itinerário da 
rota euleriana, não afeta o planejamento das rotas.
2 . restrições de capacidade
A capacidade de carga dos equipamentos de distri 
buição ê uma restrição importante. Dado que, de acor 
do com a demanda de um determinado setor e a capaci 
dade da unidade de distribuição, será fixado o com 
primento da rota correspondente a esse setor e a es 
se horário. Por tanto, neste caso, a capacidade se 
_ rã um fator a ser considerado no momento de fazer o 
planejamento das rotas.
' 3.- restrições de trânsito e retorno em U
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Estas restrições repetem aquelas vistas no caso 
da coleta de lixo urbano.
Ca p í t u l o  V I I
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7. CONCLUSÕES '
Neste trabalho, procurou-se alcançar o máximo de abran 
gência em relação ao objetivo final. Quase todas as questões ini 
ciais, ou sejam, a geração da rota e os problemas apresentados 
pelas restrições, receberam boas soluções.
Alguns pontos, como a rota com vértice inicial e final 
diferentes, foram analisadas, visando dar sugestões que proporei 
onem um maior auxílio ao usuário, na distribuição de bens e ser­
viços .
Durante o período de elaboração do presente trabalho, 
foram pesquisados alguns algoritmos, visando obter um que, para 
os objetivos demarcados no estudo, apresenta o melhor desempe­
nho, chegou-se então a dois algoritmos, o algoritmo de Dijkstra 
e o algoritmo de Floyd, sendo que o algoritmo de Floyd demons­
trou ser até 50% mais rápido, quando se desejaconhecer os cami­
nhos de custo mínimo e as rotas associadas.
Para a geração da rota, foram pesquisados algoritmos 
eficientes, o que possibilitou a sua implementação computacio­
nal, que foi testada para alguns bairros da cidade de Florianó­
polis, apresentando bons resultados.
0 problema do retorno em U e o contorno proibido, fo­
ram analisados e receberam soluções heurísticas, que podem não 
otimizar, mas tornara mais fácil o tratamento destes problemas.,
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diminuindo seu grau de dificuldade.
Finalmente, cabe destacar, que a metodologia propos­
ta ê heurística, e que não existe uma garantia analítica de — : 
que o ótimo seja encontrado. Fica aqui uma proposta de traba-*-- 
lho, que serve para o futuro desenvolvimento da teoria, que pos 
>C sibiliteuma solução analítica para o problema.
0 trabalho foi: desnvolvido paralelamente, num computa 
dor IBM em linguagem FORTRAN para o programa mestre e num micro 
computador da linha APPLE em linguagem BASIC, para sua possível 
adaptação para micro, pequena e mêdia empresa.
Entretanto cabe destacar as limitações apresentadas 
por um microcomputador, tais como:
1. a limitação da memória RAM do sistema, que para e^
' te caso foi de 64 kb;
2 . a pouca versatilidade da linguagem utilizada
Mas, apesar destas limitações, o exemplo ilustrativo 
6.2., aplicado no Bairro Santa Mônica, foi desenvolvido no mi­
crocomputador, apresentando bons resultados tanto na parte re~' 
ferente â obtenção das soluções, como no tempo de processamento.
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