Abstract-Cooperative relaying has been proposed as a promising transmission technique that effectively creates spatial diversity through the cooperation among spatially distributed nodes. However, to achieve efficient communications while gaining full benefits from cooperation, more interactions at higher protocol layers, particularly the MAC (Medium Access Control) and network layers, are vitally required. This is ignored in most existing articles that mainly focus on physical (PHY)-layer relaying techniques. In this paper, we propose a novel crosslayer framework involving two levels of joint design-a MACnetwork cross-layer design for forwarder selection (or termed routing) and a MAC-PHY for relay selection-over symbol-wise varying channels. Based on location knowledge and contention processes, the proposed cross-layer protocol, CoopGeo, aims at providing an efficient, distributed approach to select next hops and optimal relays along a communication path. Simulation results demonstrate that CoopGeo not only operates properly with varying densities of nodes, but performs significantly better than the existing protocol BOSS in terms of packet error rate, transmission error probability, and saturated throughput.
I. INTRODUCTION
O VER the last decade, there has been a tremendous wave of interest in the study of cooperative communications for wireless networks. By taking advantage of the broadcast nature of the wireless medium, neighbors overhearing data packets are allowed to assist in the ongoing transmission. Such resource sharing (e.g., power, antennas, etc.) among distributed nodes, which can increase the number of degrees of freedom (as introduced in [1] ), is a fundamental idea of cooperative communications. Most attractively, without a centralized antenna array, cooperative systems are able to provide spatial diversity as well, in a distributed fashion.
Most existing work on cooperative techniques focuses on physical-layer cooperative relaying schemes, with various diversity-oriented signaling strategies proposed and demonstrated on the basis of information theory [2] - [7] . However, to achieve efficient communications while gaining full benefits from nodes cooperation, more interactions at higher layers of the protocol stack, in particular the MAC and network layers, are vitally required. Furthermore, an efficient cooperationbased MAC (or cooperative MAC) scheme should be not only payload-oriented but also channel-adaptive to improve the network throughput and diversity gain simultaneously; otherwise, an inefficient MAC scheme may even make cooperation gain disappear [8] .
Two major questions related to cooperative MAC design need to be answered: 1) when to cooperate? 2) whom to cooperate with and how to do selection? For the first question, intuitively cooperation may not be a requisite for reliable transmission if the direct link is of high quality. In addition, the use of cooperation inevitably introduces somewhat inefficiency due to extra protocol overhead and limited payload length. Therefore a cooperative MAC protocol should be carefully designed to prevent unnecessary cooperation [8] . In [9] , a cooperation metric related to the instantaneous source-relay and relay-destination channel measurements was proposed to decide if cooperation is needed. The use of automatic repeat request (ARQ) and hybrid-ARQ schemes in cooperative networks has been discussed in [10] , [11] . In [3] , an incremental relaying protocol using limited feedback from the destination was proposed, which can be viewed as an extension of ARQ in the relaying context. The second question about cooperative MAC design addresses the typical relay selection problem. There may exist a group of available relays around the source; however, some are beneficial and some not. How to find the optimal one(s) efficiently and effectively is of vital importance to a practical MAC protocol.
Recent years have seen growing interest in the subject of relay selection [8] - [10] , [12] - [25] . Some focus on the design of enhancing system reliability in a centralized manner [9] , [12] - [14] , neglectful of the needs of overhead produced by nodes coordination as well as the feasibility of capturing lots of channel state information (CSI) among nodes. To make relay selection more efficient, the authors of [15] described how physical-layer cooperation can be integrated with the MAC layer to improve network performances. Other crosslayer issues are also included in [15] . In [17] - [19] , distributed relay selection schemes based on the knowledge of local instantaneous channel conditions without requiring topology information are proposed. CoopMAC [20] and rDCF [21] are similar cooperative MAC protocols, which select a high-data-rate node to alleviate the throughput hindrance caused by low-data-rate nodes. In [10] , a generalized concept of hybrid-ARQ is applied to relay networks, allowing that packet retransmissions could be performed at any appropriate relay. In [22] , the authors utilized busy tones to solve collisions in a cooperation scenario and to address the optimal relay selection problem. In [24] , the authors studied a fully opportunistic relay selection scheme under partial CSI for cellular networks, jointly considering macro and micro diversities. In [14] , we have proposed a geographic relay selection scheme based on the knowledge of location information of nodes. By jointly combining the source-relay and relay-destination distances, the optimal relay offering the best cooperative link can be efficiently determined. However, the selection process proposed by [14] requires a central controller to decide which relay is most helpful, leading to more overhead and power consumption. One goal of this paper is to present a distributed relay selection protocol based on [14] , with MAC-physical cross-layer design.
Likewise, in view of the interaction between the MAC and network layers, we also incorporate the routing issue into the design as a properly designed MAC protocol can facilitate routing process at the network layer, especially the beaconless geographic routing 1 (BLGR) [28] - [34] . BLGR is one of the most efficient and scalable routing solutions for wireless ad hoc and sensor networks. The key advantage of BLGR is that it needs neither prior knowledge of network topology for making a route decision nor the periodic exchange of control messages (i.e., beacons) for acquiring neighbors' geographic locations. A current node can make its own routing decisions by using local information. In general, a BLGR protocol comprises two operating phases: forwarding phase and recovery phase. A forwarding node executes the greedy mechanism in the forwarding phase, and, if failing, switches to recovery mode to perform a face routing algorithm, finding another path to the destination.
It is noteworthy that BLGR at the network layer is usually coupled with MAC protocols to offer better network throughput and preserve advantageous properties such as localized operation and high scalability. In [34] , Sanchez et al proposed a cross-layered BLGR protocol called BOSS, using a three-way (DATA/RESPONSE/SELECTION) handshake and an area-based timer-assignment function to reduce collisions among responses during the forwarder selection phase. Yet, as operating in the recovery mode, BOSS requires the exchange of complete neighborhood information for face routing. To avoid this drawback, we present a fully beaconless protocol without requiring beacons in both the greedy forwarding and recovery modes.
We have introduced above the roles of interactions between the MAC and physical layers and between the network and MAC layers in a cooperative scenario. In this paper 2 ,
we aim at investigating network-MAC-physical cross-layer design-with a focus on beaconless geographic protocolsto enhance overall system performance. Two issues, routing and relay selection, are the two chief considerations. We assume that channels changes quickly enough as symbolwise varying channels. The proposed cross-layer framework, called CoopGeo, consists of two joint cross-layer designs: a joint network-MAC design for next hop selection and a joint MAC-physical design for relay selection. In particular, both the routing and relay selection solutions in CoopGeo are beaconless geographic protocols using contention-based selection processes, providing a strongly practical multi-layer integration for cooperative networks. The contributions of this article are as follows:
• We propose a distributed MAC-PHY cross-layer design for relay selection based on the centralized geographic approach in [14] .
• We present a fully beaconless approach to geographic routing with a MAC-network cross-layer design-both the greedy and recovery forwarding schemes need neither periodic exchange of beacons nor complete neighborhood information.
• The framework of CoopGeo, supporting localized operation as well as high scalability, is considerably practical for cooperative wireless ad hoc networks. The rest of the paper is organized as follows. In Section II, we present the network model of cooperative networks along with the problem statement. Section III details the proposed CoopGeo with the cross-layer design for cooperative networks, in which beaconless geographic routing and relay selection, along with the protocol description, are included. In Section IV, we give some simulation results for CoopGeo and evaluate its performance by comparing with an existing protocol. Finally, we conclude this paper in Section V.
II. NETWORK MODEL AND PROBLEM STATEMENT

A. Network Model
Consider a wireless ad hoc network of k nodes randomly deployed in an area, expressed as a dynamic graph G(V, E), where V = {v 1 , v 2 , . . . , v k } is a finite set of nodes and E = {e 1 , e 2 , . . . , e l } is a finite set of links between nodes. We denote a subset N (v i ) ⊂ V , i = 1, . . . , k, as the neighborhood of the node v i , i.e., those nodes within the radio range of v i . In this paper, we consider there is a single session in the network, where data delivery may cross over multiple hops. Fig. 1(a) depicts the wireless ad hoc network model, in which the source S sends its data to the destination D in a multihop manner. In this figure the dashed circle centered at S illustrates the radio range of S, and so on. At the beginning of every data transmission, S broadcasts the data to its neighbors N (S). One of these neighbors N (S) is chosen as the next hop through a forwarder selection process, denoted as F 1 . Two transmission modes, namely direct and cooperative modes, are considered to operate in each hop. In the direct mode, a pointto-point communication is performed by direct transmission; in the cooperative mode, it is done by cooperative relaying. The cooperative mode operates only when F 1 cannot correctly decode the data from S. After having a correct version of the data packet, F 1 acts as the source node and repeats the same procedure, and so on until the data packet reaches the destination D.
Since the multihop transmission is realized by concatenating multiple single-hop schemes as shown in Fig. 1(b) , for convenience of notations we denote S and F as the current source and the forwarder (or called next hop), respectively. In addition, we represent R i , i = 1, . . . , |N (S)|, as the candidate relays of S, one of which is going to cooperate with S whenever needed. In the following we introduce the signal models for the direct and cooperative transmission modes, respectively.
In the direct mode, S broadcasts its symbol x at the time index i with transmission power P , where the average power of x is normalized to unity. The received signals at F can be expressed as y
where h
S,F is the channel coefficient from S to F and n
is the additive noise term. Throughout this paper, we assume that each node has a single antenna operating over frequencyflat Rayleigh fading channels and can only either transmit or receive data at any time slot. Moreover, the fading channels are assumed to be sufficiently fast-varying such that any channel coefficient, say h
, is constant over a symbol duration and may change from a symbol to another as an i.i.d. random process. We also assume that all the channel coefficients among radio links are independent. Finally, we model all the noise terms as complex Gaussian random variables with zero mean and equal variance N 0 , where, without loss of generality, we assume N 0 = 1.
For the cooperative mode, it applies a two-phase decodeand-forward (DF) strategy with single-relay selection, described as follows. In the first phase, S broadcasts its symbol x with transmission power P x while the next hop F and a selected relay R (through a relay selection process) listen. The received signals at F and R can be respectively expressed as
S,R is the channel coefficient from S to R and n
S,R is the additive noise term. In the second phase, with the simple adaptive DF strategy [36] , the selected relay decides whether to forward the decoded symbol to the next hop. If the relay is able to decode the transmitted symbol correctly, it forwards the decoded symbol with identical transmission power P x to the next hop, and if not, it remains idle. For practical use of this adaptive mechanism, we consider that each relay is able to evaluate its own condition based on an SNR threshold. If the received SNR at the relay is greater than a certain threshold, the relay forwards; otherwise, it remains idle.
Then, the received signals at the the next hop in the second phase can be written as
where h (j) R,F denotes the channel coefficient from R to F and n (j) R,F denotes the AWGN. Finally, the next hop coherently combines the received signals from the current source and the selected relay, i.e., y (i) S,F and y (j) R,F , by using a maximum ratio combining (MRC)
Consequently, the decoded symbolx at the next hop is given byx
where |A| = Θ denotes the cardinality of Θ-ary constellation.
By invoking the performance analysis in [37] , the resulting symbol error rate (SER) at the next hop can be expressed as
which is a tight approximation in a high SNR regime, where
, and B =
in the case of M -QAM modulation. 3 Moreover, we make the following assumptions in the network model: 1) the network is dynamic and the network topology, including the cardinality of a node's neighborhood, the location of nodes, and the linkage between nodes, changes over time due to wireless environments, duty circles, and node failures, etc.; 2) each node is aware of its own location; 3) in addition to itself's location, the source knows the location of the destination, and so does any intermediate node; 4) all the network nodes are homogeneous, and each could become a source, relay, or forwarder.
B. Problem Statement
In considering how cross-layer design improves network throughput and reliability for wireless cooperative ad hoc networks, the first question that arises concerns the joint MACnetwork cross-layer routing design. For a network G(V, E), given a source-destination pair v S , v D ∈ V , the objective of a routing task is to find a subset of forwarders P F = {v F1 , v F2 , . . . , v Fn } ⊂ V that builds a routing path from v S to v D with successful packet delivery guaranteed. In particular, each forwarder in P F is determined locally, within a forwarding area defined as the radio coverage of the current source that is divided into a positive progress area (PPA) and a negative progress area (NPA), as shown in Fig. 2 . The beaconless greedy forwarding (BLGF) and beaconless recovery forwarding (BLRF) are applied in the PPA and NPA areas, respectively.
The second question that this study addresses concerns the MAC-PHY cross-layer relay selection design. The aim of relay selection in CoopGeo is to find a subset of optimal relay nodes P R = {v R1 , v R2 , . . . , v Rm } ⊂ V \ P F to enhance the network reliability, where each optimal relay v Ri that minimizes the average point-to-point SER for each cooperative hop is locally selected within a predefined relaying area.
One design goal of CoopGeo is to develop a fully beaconless approach to geographic routing that does not rely on periodic exchange of beacons as well as complete neighborhood information. Therefore, we consider that both the forwarder and relay selections use a locally-operated contention process based on location information and area-based timers. A specified interval of time T max is assigned to each selection process. By tackling the above issues, we then contemplate a feasible cross-layer protocol that comprehensively integrates the network, MAC, and PHY layers to achieve a highlyefficient communication. In the following section we detail the framework of the proposed cross-layer design.
III. COOPGEO: A GEOGRAPHIC CROSS-LAYER PROTOCOL FOR COOPERATIVE WIRELESS NETWORKS
CoopGeo, in general, performs two tasks in wireless cooperative ad hoc networks: routing and relay selection. As described above, the routing process works in two phases, i.e. BLGF and BLRF. Both phases share equally a time interval T max within which the forwarder selection is executed. The first half of the T max period is allocated to the BLGF phase and the second half to the BLRF phase.
In the BLGF phase, a next hop that provides maximum progress toward the destination is selected through a timerbased contention process. As failing to find a next hop in the BLGF phase, the routing process enters transparently to the BLRF phase and applies face routing by using graph planarization along with a select-and-protest principle. Cooperative relaying is required after the routing task whenever the selected next hop decodes the data packet erroneously. In this case, CoopGeo starts out to execute the relay selection task within another time interval T max , selecting an optimal relay that offers the best cooperative link between the current source and next hop. Fig. 1(a) gives an example for both the routing and relay selections in CoopGeo. The nodes competing in the BLGF phase are those located in PPA, i.e., X 1 , X 2 , R 1 , and F 1 . Those located in NPA, i.e., W 1 , . . . , W 4 , are considered to compete in the BLRF phase. The node F 1 is selected as the forwarder for the data transmission from the source S to the forwarder F 1 that carries out a direct or cooperative transmission. In the case of cooperative transmission, the candidate relays with respect to the transmitter-receiver pair (S, F 1 ) participate during the relay selection process are those within the relaying area (as will be defined later), including R 1 and X 1 . As depicted in Fig. 1(a) , R 1 is selected as the optimal relay node for the cooperative hop from S to F 1 .
A. Beaconless Greedy Forwarding (BLGF)
At the beginning of a data transmission, S triggers the BLGF phase of the routing process by broadcasting its data to the neighborhood, while waiting for the best next hop's response during the first half of the T max time. During this period, the neighborhood compete to forward the message by setting their contention-based timers (T CBF ), as will be given in Section III-A1. When the best forwarder is selected due to its timer expiration, it sends a clear-to-forward (CTF) message to S, then the other candidates overhearing this message suppress their running timers and delete the data received from S. Since some candidates situated at the forwarding area may be unable to hear the CTF message, the hidden terminal problem could exist. To avoid this problem, S broadcasts a confirmation message (SELECT) to indicate a forwarder's winning state; those hidden candidates overhearing it, will suppress their timers. As soon as receiving the SELECT message, the winning forwarder F sends an acknowledgement (ACK) to S and, thereafter, it acts as the source and repeats the process hop-by-hop until the data is delivered to the final destination D.
1) Geographic contention-based forwarder selection (T CBF ):
To carry out the BLGF mechanism, we base the timers settings on the metric proposed in [34] , applying an area-based assignment function. Fig. 2 depicts, as mentioned above, that the radio coverage of a current source is divided into the two areas PPA and NPA, both of which are further divided into sub-areas called Common Sub-Areas (CSAs) in order to avoid collisions during the contention period. Those candidate nodes situated at the same CSA offer similar progress toward D, and, hence, they have similar T CBF values. Note that unlike [34] , we divide the NPA area by using concentric coronas instead of slides as used at the PPA area. We will discuss the reason in the BLRF section.
The timer setting for each candidate node is given as follows. First, each candidate node situated in PPA identifies which CSA group it belongs to by using the following equation:
where N SA is a predefined even number of sub-areas to divide the coverage area, r is the transmission range that is equal to the largest progress, and
represents the candidate's progress toward the destination. Next, given CSA P P A , hereafter called CSA, each candidate calculates its T CBF timer according to:
where T max represents the maximum delay time that the current source S will wait for a next hop's response, and rand(x) is a function of picking a random value between 0 and x to reduce the collision probability. The T CBF function allocates the first half of T max to PPA candidates for the BLGF phase and the second half to the NPA candidates for the BLRF phase.
B. Beaconless Recovery Forwarding (BLRF)
As introduced before, the BLGF mode may suffer from the local minimum problem: the packet may be stuck at a node that does not have a neighbor (in PPA) closer to the destination than itself. To solve this problem, the Beaconless Forwarder Planarization (BFP) algorithm of [38] that guarantees the packet delivery is applied at BLRF. BFP reduces the number of message exchanges by using the select-and-protest principle. In the select stage, some NPA neighbors are selected to form a planar subgraph according to a contention function, then, in the protest stage, false planar edges are removed from the subgraph. Finally, the traditional face routing algorithm is applied to select the forwarder.
BFP is performed in the BLRF phase of CoopGeo as follows. First, the current source detects the local minimum when a time interval of T max /2 passes by without receiving any CTF message from neighbors in PPA. Thus, CoopGeo switches automatically from the BLGF mode to the BLRF mode, applying BFP during the second half of T max . To accomplish this, the candidate nodes situated in the NPA determine their CSAs and compute their contention timers (T CBF ) for being used in the BFP algorithm. Once the planar subgraph is built, S sends a SELECT message to the node that has been elected as a forwarder, which afterwards confirms the reception by sending back an ACK.
In [34] , the CSAs of NPA are created according to the progress toward the destination. CoopGeo, by contrast, adopts the distance with respect to the node that is suffering the local minimum problem, and the slides are accordingly modified to concentric coronas. Thus, The NPA area is divided into n = N SA/2 equally-sized concentric coronas (as shown in Fig. 2) , where the width of the i-th corona is ( √ i− √ i − 1)r 1 , and r 1 is the radius of the first corona calculated with r 1 = r/ √ n. To use the same terminology as the one used in the BLGF phase, in the following a corona will be referred as a CSA. To set a contention timer, a candidate F in NPA first finds its CSA N P A index by using the following equation:
With the CSA N P A index, hereafter called CSA 4 , each NPA forwarder candidate determines its contention timer according to (10) , and then BFP is applied.
In this paper, we do not explain the BFP algorithm of [38] in detail. Instead, we present an example to illustrate the procedures as in Fig. 3 . Let us consider a scenario where the source S is surrounded by six neighbors that respond in the order: F 1 , F 4 , and F 5 according to their timers defined by (10) . F 2 receives the CTF message from F 1 and becomes a hidden node, F 3 receives the CTF from F 4 , and F 6 receives the CTF from F 5 . Thus, the hidden nodes are F 2 , F 3 and F 6 . F 2 is located in the proximity region (Gabriel Graph) of F 1 and F 3 in the proximity region of F 4 . So, in the protest phase, F 2 protests against F 1 and F 3 protests F 4 . Thus, S removes the links with violating nodes (node in the proximity region of a node) and obtains a planar subgraph that will be used by the face routing algorithm to find the next forwarding node.
C. MAC-PHY Cross-Layered Relay Selection
The relay selection process takes place after the forwarder selection whenever the demand for cooperation is announced by a forwarder. In this case, a new contention period will be allocated for relay selection. The relay selection process, in this paper, is based on the selection criterion of [14] , in which we had addressed a geographic relay selection problem. Specifically, the best relay is selected according to a distance-dependent metric m i , as shown in (15), relying on a combination of the source-relay and relay-destination distances.
Rewriting (8)-with a relay index i introduced-in terms of coding gain and diversity order, we have
where ∆ denotes the coding gain of the scheme, given by
d = 2 is the diversity order, and γ = P/N o represents the SNR, where P = 2P x is the total transmission power. The goal is to select the best relay that maximizes the coding gain ∆ and, consequently, minimizes the SER. In (13), the only term affecting the coding gain is
Consider a σ 
where m i is treated as our relay selection metric, which indicates the SER performance at the forwarder-the smaller the metrics is, the better the resulting SER performance will be. Therefore, the best relay can be determined according to the following criteria 5 :
5 Eq. (8) is a bound given as an asymptotically tight approximation at high SNR. As the SNR is sufficiently high, the average SER as in (8) is the same with the exact SER. For low SNRs, although (8) does not hold anymore, it does not affect the correctness of the selection for the best relay (or the second-best, third-best relays, and so on).
We note that the best relay selected by the above criterion is the one that provides the best source-relay-forwarder cooperative link in terms of average SER at F . The relay selection process in [14] , however, requires a central controller to make a best-relay decision according to the responses from all candidate relays. To reduce the required overhead while achieving a more efficient relay selection process, we propose a distributed relay selection protocol using MAC-PHY crosslayer design, as presented in the following part.
1) Geographic contention-based relay selection:
The selection process starts as soon as each candidate relay overhears the DATA/CTF packets. Each candidate relay makes use of two relative distances d S,Ri and d Ri,F to calculate its own selection metric according to (15) . Here the path loss exponent is assumed as a known parameter. For the purpose of decentralization, the relay selection metric m i is encoded in time difference inside a timer-based election scheme. Once a candidate whose timer expiration occurs first, it relays the data packet to F , while the others candidates cancel their timers after receiving the packet. This contention-based relay selection scheme provides a distributed and efficient way to determine the best relay for each cooperative hop, answering one of the major questions about cooperative MAC design, i.e., whom to cooperate with and how to do selection? The metric defined in (15) indicates the cooperative link quality in terms of average point-to-point SER, depending on the modulation types and the locations of nodes. In order to translate our relay selection metric (15) into a timer, we normalize it according to relative distances from x * , which denotes the best placement of a relay (minimized the average point-to-point SER). We denote x S , x F , and x i as the locations of the current source, the forwarder, and the i-th candidate relay, respectively. In addition, we define a mapping function f that maps a candidate relay's location into its relay selection metric (x S and x F are fixed), as written in (17) . The optimal point x * can be obtained by solving the optimization problem (18) . As a result, the best relay is the one whose metric is closest to f (x * ).
We then derive a mapping function M, which scales our metric function f into the interval [0, 1]:
where x max is defined as a point within the relaying area that is farthest away from x * . 6 Finally, a contention timer at each candidate relay is set by using the following function: 
2) Relay selection area:
The CoopGeo relay selection process do not use control messages as in the forwarding selection process so as to guarantee that only one node has been selected as relay, thus avoiding message duplications or collisions. Once overhearing the relayed message from the selected relay, other candidate relays suppress their contention timers. Since the candidates should be located within a predefined area for the execution of relay selection, we consider the relaying area size as a way to control the corresponding impact. The relaying area is formed by the positions of the current source and forwarder. Fig. 4 (a) and 4(b) illustrate two relaying areas. Firstly, let the set C represent a relaying area formed by the intersection of the current source and forwarder's coverage areas. Secondly, we denote the set D as another relaying area shaped in a Reuleaux triangular form, from the source's point of view. In the first case, for any candidate relay x i ∈ C, its selection metric is mapped onto this set, with M(f (x i )) ∈ [0, 1]. For the Reuleaux triangle, any candidate x i and any other possible one x j have the following relationship:
where r is the transmission range of a node. Hence, from the relaying areas depicted in the figure, the Reuleaux triangular area is the best suited to be used since all candidate relays can hear each other, which, as a consequence, effectively avoids the hidden relay problem. It is obviously not this case for the intersection relaying area as in Fig. 4(a) .
D. CoopGeo in Action
In this subsection, we present the behavior of network nodes running CoopGeo, as depicted in Fig. 5 , for the data delivery from a source to a destination. When the source S intends to transmit its data to the destination D, it checks if the channel is free for a predefined time interval. If any, S broadcasts its data packet DATA and starts a T S1 timer. The neighbors of the source then receive the packet, store it, and set up their T CBF timers, as defined in (10) , to participate in the forwarder selection process. 7 The neighbor F ∈ F i whose timer expires first sends a CTF control message to claim the forwarding status, then it initializes a T F 1 timer. The other candidates overhearing this 7 In geographic protocols, the source generally has to indicate the location information of both itself and the destination in the packet header. The header added in the beginning of a packet is usually transmitted through low rate codes so that one could neglect its transmission error within the transmission range. control message quit the forwarding selection process. Here, the DATA/CTF handshake carried out by S and F is used to initiate the relay cooperation on demand. Specifically, F indicates, in the CTF message, if relay cooperation is needed in case of error decoding. In this way, the neighbors situated in the relaying area formed by S and F and being able to correctly decode the DATA 8 start their T CBR timers, as defined in (21), to participate in the relay selection process.
Upon receiving the CTF message, S replies a SELECT message to F for the confirmation of the forwarding status, while updating its T S1 timer to the maximum allowed delay time for receiving an ACK from F . Meanwhile, the candidate relays start their T CBR timers. When the candidate R ∈ R i expires its T CBR timer in the first time, it becomes the relay node and immediately relays the stored data. The other candidates overhearing the data transmission stop competing in the relay selection process. Finally, the forwarder combines the received signals from S and R with a maximum ratio combining, decodes the data, and stops its T F 1 timer. Then, it sends an ACK to S and continues the execution of CoopGeo toward D.
In addition to T CBF and T CBR timers, two more timers are used: T S1 at the source and T F 1 at the forwarder. The timer T S1 represents the maximum allowed time to find a forwarder toward D, given by
where T DAT A and T CT F represent the data and CTF packet transmission times respectively and T max denotes the maximum time interval allowed for the forwarder selection process. For simplicity, in this equation we do not express the propagation delay. Next, the timer T S1 is updated for receiving an ACK from F . The setting of the updated T S1 , as given below, depends on whether relay cooperation is needed.
where the first statement includes the transmission time of the SELECT (from S to F ) and ACK (from F to S) messages; the second statement includes the required time of the first statement plus the times T max and T DAT A that correspond to the maximum allowed time for the relay selection and the time for relaying the packet, respectively.
As for T F 1 , the affected value depends on whether the forwarder F correctly decodes the received data from S, or whether relay cooperation is needed. For the former, F listens to the channel and waits for a SELECT message from S, which completes the direct communication mode; for the latter, F waits for the SELECT message and relayed DATA from the source and the relay, respectively. The timer setting of T F 1 is expressed as follows:
where the first statement allocates the time required to transmit the CTF message as well as the time required to receive a SELECT message from S; the second includes the time of the first statement, plus the maximum allowed time for relay selection and the time for relaying the data. Also, T F 1 does not consider the propagation delay.
If the timer T S1 of S expires before receiving a CTF or an ACK from F , there are different possibilities: 1) S could not find a forwarder; 2) F could not receive the SELECT message from S; 3) F could fail; 4) F could not receive the data packet from R in the cooperative mode. For these situations, the CoopGeo protocol is restarted. In addition, it can be seen that the two most significant timers are T CBF and T CBR , which are used to select a forwarder F and an optimal relay R in each hop through contention mechanisms; the use of the timers T S1 and T F 1 are to help detect a problem during the CoopGeo execution.
IV. PERFORMANCE EVALUATION
We first consider a single-hop cooperative relay network with N = 5 available relays, deployed in R 2 . Denote (x, y) as the coordinates of nodes. We locate the source and the destination at (0, 0) and (1, 0) respectively, and randomly place, with uniform distribution, the relays in a square field following {(x, y) | 0 ≤ x ≤ 1, |y| ≤ 0.5}. We assume that the channel variances between any two nodes follow σ
i,j , where the path loss exponent is taken to be p = 2 in our simulations. The channel variance is normalized to unity for unit distance. QPSK modulation is used in this simulation and the fading channels are assumed sufficiently fast-varying such that the channel coefficients keep constant only within every symbol interval. The number of network topologies is 200.
For each realization of nodes distribution, we can determine the distances from each relay to the source as well as destination, and then the corresponding selection metric for each relay can be determined using (16) . According to the selection criterion as introduced in Sec. III-C, the best relay is the one with the minimum selection metric, while the second best relay has the second minimum selection metric and so on. Fig. 6 depicts the SER versus SNR performance of the above scenario, where SNR is defined as P/N 0 and P is the total transmit power fixed. In Fig. 6 , the performance of direct transmission from the source to the destination is provided as a benchmark for a non-cooperation scheme. Fig. 6 shows that the selected best relay contributes to the minimum SER at the destination as compared to other relays. In addition, it also reveals that worse relays corresponds to larger selection metrics, that is, the smaller the selection metrics, the better the resulting SER performances. Thus, we have demonstrated that by using the geographical information, nodes in cooperative networks can efficiently perform relay selection to improve the SER performance at the destination. Moreover, we also compare the performance with a possible relay selection approach, named random relay selection, which means that the source randomly selects a cooperating relay without any information for each transmission. We see, in Fig. 6 , that the performance curve of the random selection scheme lies in between the best and worst selections. This is because each relay has the same opportunities to be selected such that the performance will be averaged over all the distributed relays.
The next step in our simulation methodology is to evaluate the PHY/MAC layer performance of CoopGeo with MonteCarlo simulations. We simulated the three lower layer processes, and our simulation settings are given in Table I . Our results are based on 20,000 randomly generated topologies, where all the nodes are competing to access the channels. We start by solving the two problems as stated in Section II-B. Once the forwarder and relay sets are obtained, we use them to evaluate the packet error rate, average error transmission probability, saturated throughput, and some others with varying the input parameters.
A. Packet Error Rate and Transmission Error Probability
In Fig. 7(a) , we show the average packet error rate performance for two different protocols: CoopGeo and BOSS [34] . The packet error rate includes both the probabilities of collision within different contention periods and transmission error over wireless channels. Fig. 7(a) shows that CoopGeo achieves a lower packet error rate 2.5 times less than the traditional geographic protocol BOSS in the best condition. Also, we see that the packet error rate performance curves of the two get closer with increasing the number of nodes in the neighborhood. Moreover, in Fig. 7(b) , we show that CoopGeo improves significantly the average error transmission probability with increasing the number of contending nodes. This is due to the accurate selection of the relay when more nodes are present in the neighborhood. It is noted that the CoopGeo experiment offers a very low transmission error rate, which can be used to raise the constellation size of modulation to improve the bandwidth efficiency without loss of end-to-end throughput.
B. Results with Varying Input Parameters 1) Varying the contention window T max :
In this simulation, we assess the impact of the contention window size T max (that controls the delay time of a contending node when it tries to forward/relay a packet) on the CoopGeo performance. we first simulate our protocol with different values of T max from 100µs to 1000µs. In Fig. 7(c) , we see that the collisions, caused by the contending nodes when they send their CTF packets or relayed messages, reduce with increasing the T max size. The sizes varying from 500µs to 1000µs are the best suited for CoopGeo, as they achieve much lower collision probability as compared with the other cases. From the relationship between the normalized throughput with cooperative communications and the CTF-relayed messages collision probability, we observe that we may use a smaller T max size without affecting the performance of the protocol when fewer contending nodes are used for the case of T max = 300µs, as shown in Fig. 7(d) . By taking T max = 500µs from the previous result as a reference, it can be seen that for a smaller saturated throughput rate with respect to T max = 300µs, we may handle scenarios with higher densities.
2) Varying the constellation size: Finally, in Fig. 7(e) , we provide the saturated throughput of CoopGeo and compare it with the traditional geographic MAC-routing approach BOSS (that uses direct transmission). Fig. 7(e) shows that the CoopGeo outperforms the traditional scheme in terms of saturated throughput, with different constellation sizes used. Due to very low transmission error rate in the cooperation-based CoopGeo scheme, one can increase the constellation size according to different transmission environments without deteriorating the end-to-end throughput.
V. CONCLUSIONS
In this paper, we have proposed a cross-layer protocol CoopGeo based on geographic information to effectively integrate the network, MAC, and PHY layers for cooperative wireless ad hoc networks. The CoopGeo provides a MACnetwork cross-layer protocol for forwarder selection as well as a MAC-PHY cross-layer protocol for relay selection. Both the selection schemes are based on location information of the nodes without periodic exchange of beacons and complete neighborhood information. Simulation results demonstrate that the proposed CoopGeo operates well with different densities and achieves better network performances than the existing protocol BOSS in terms of packet error rate, transmission error probability, and saturated throughput. Due to the beaconless local operation property, the CoopGeo is highly efficient and scalable to any changes in the network topology. 
