Since the advent and proliferation of peer-to-peer and cloud computing (or storage) applications, research communities have been interested in how and to what extent end-users' resources can be used or aggregated, to enable a new type of applications and/or improve the scalability of existing ones. Yet, surprisingly, while the communities have focused primarily on architectural or technological aspects as well as challenges in designing and realizing such a new or scalable application system, there has been little work on finding out how much (those untapped) resource is actually available (or hidden) from each user's side. This paper bridges the gap by briefly offering our measured results, collected against hundreds of end-users' PCs operating in a university campus network.
Introduction
Shortly after the advent of Napster, peer-to-peer applications such as Gnutella, FreeNet and KaZaA have gained much popularity recently. These applications are mainly used for large-scale sharing of multimedia contents, such as MP3 audio files and video files, consuming large amounts of network bandwidth. Although the exact definition of the term "peer-to-peer" is debatable, it generally involves a class of applications that takes advantage of resources -storage, cycles, content, human presence -available at the edges of the Internet [1] . That means, by aggregating and sharing of these resources, we are expected to obtain huge processing power, gigantic data repository and storage space on a scale otherwise nearly impossible. The SETI@Home project already has exemplified and thus proved the possibilities of the use of peer-to-peer in the realm of advanced distributed computing. With 2.7 million peers and only five staff members, they process an average of 25 Teraflops, twice the capability of the second most powerful supercomputer on the planet [2] . As a few successful cases spread widely, much attention has been given to the peer-to-peer technologies and applications by scientists and network researchers who are interested in building a technology infrastructure on which supercomputing applications and data-intensive applications can be supported. Specifically, the research and education communities connected through high-performance research and education networks such as Internet2 networks (vBNS and Abilene) and APAN (Asia-Pacific Advanced Network) have organized peer-to-peer working groups, focusing on the following issues : i) Applications : What kind of new advanced applications could be enabled on the high-performance networks by the peer-to-peer technologies? How could existing applications be benefited from the peer-to-peer? ii) Resources : What kind of resources are there ? How much resource do we have within our network? How is it being used? How much free resource do we have? What do people usually do with their high-bandwidth connectivity? How do end-users on a high-performance network behave and how do they use their resources ? iii) Technologies : How could the resources be monitored, aggregated, utilized and managed properly ? What kind of technology components are necessary ? How could they be integrated?
Since we have got global-scale high bandwidth network infrastructure already and we are mainly concerned with the ways of having benefited from aggregating and sharing of resources on the networks, it is increasingly important to have good information on resource usage, patterns and characteristics. In this paper, we address the issues of storage resources on a university campus network, as follows: How much storage resource do we have in our campus network? How is it used? For what type of files?
We believe that this paper will serve as an informative input reference to the communities of Grid, P2P, as well as campus network administrators. As a complementary piece of work to our own previous one [3] (and due to space limitations as well), this short paper only presents results on image files and top 20 most popular file name extensions.
Methodology
In KAIST campus network, every department, dormitory and student union building has gigabit fiber links. 2,500 undergraduate and 4,200 graduate students live in three dormitory buildings, where 1 gigabps trunk is connected to each and where 10-100 Mbps Ethernet port is provided to each student. In department buildings and laboratories, 10/100 Mbps or 1 Gbps connectivity is provided to each machine. According to the results of name server traffic measurement and web cache log analysis, there are about 7,000~10,000 unique IPs/machines operating in the KAIST campus network.
We measured a set of file systems by asking KAIST students to run a file system scanning program on their Windows machines, from which we have collected file system information from 306 Windows PCs. To determine how many machines are available in the campus network, we measured machines' uptimes by pining 9,846 machines every 30 minutes. Note that this measurement has been done during winter vacation season. The list of 9,846 machines was obtained from the campus local DNS server's log file. Table 1 . Top 20 Most Popular File name extensions Table 1 illustrates the analysis result on file extension, corresponding file type, file counts, aggregated size and corresponding ratio. As shown in Table 1 , the top five file types that have greatest influence on disk storage utilization are video, audio, binary data, compressed, and image files. Due to space limitations, this paper presents partial results on general file type and image file analysis results only, which is shown in Figure 1 below. Figure 1 shows 
Results

Concluding Remark
In this paper, we have briefly presented the motivation and problem definition of this work, its methodology, as well as the partial results of disk storage usage analysis performed against a set of machines in a university campus network. Due to space limitation, we had no choice but to restrict our analysis to those of general file type analysis and distribution of image files according to their size and file counts only. We argue that the presented results will be informative and useful to those who plan to design and build a campus-wide (or beyond) Grid, P2P or cloud storage system, as a reference guide summarizing how end-users' disk space is being utilized as well as how often (or not) they are available online.
