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ASYMPTOTIC GROWTH OF TRAJECTORIES OF
MULTIFRACTIONAL BROWNIAN MOTION, WITH
STATISTICAL APPLICATIONS TO DRIFT PARAMETER
ESTIMATION
MARCO DOZZI, YURIY KOZACHENKO, YULIYA MISHURA,
AND KOSTIANTYN RALCHENKO
Abstract. We construct the least-square estimator for the unknown drift
parameter in the multifractional Ornstein–Uhlenbeck model and establish its
strong consistency in the non-ergodic case. The proofs are based on the asymp-
totic bounds with probability 1 for the rate of the growth of the trajectories
of multifractional Brownian motion (mBm) and of some other functionals of
mBm, including increments and fractional derivatives. As the auxiliary results
having independent interest, we produce the asymptotic bounds with proba-
bility 1 for the rate of the growth of the trajectories of the general Gaussian
process and some functionals of it, in terms of the covariance function of its
increments.
1. Introduction
The goal of the present paper is twofold. First, we get the asymptotic bounds
with probability 1 for the rate of the growth of the trajectories of multifractional
Brownian motion (mBm) and of some other functionals of mBm, including in-
crements and fractional derivatives. Second, we apply these bounds to construct
consistent estimators of the unknown drift parameter in the linear and Ornstein–
Uhlenbeck model involving mBm. As the auxiliary results having independent
interest, we produce the asymptotic bounds with probability 1 for the rate of the
growth of the trajectories of the general Gaussian process and some functionals
of it, in terms of the covariance function of its increments. The results obtained
generalize the respective results concerning asymptotic bounds with probability 1
for the rate of the growth of the trajectories of fractional Brownian motion (fBm)
from [9] and numerous results concerning consistent estimators of the unknown
drift parameter in the linear and Ornstein–Uhlenbeck model involving fBm. The
extended survey of these results is contained, e.g., in the paper [10]. The methods
of constructing the estimators and their properties in the fractional Brownian case
essentially depend on factors such as the value of Hurst index H , more precisely,
cases H > 1/2 and H < 1/2 differ substantially; on the sign of unknown drift
parameter θ and also on whether the continuous and discrete observations. The
MLE estimators of the unknown drift parameter for fractional Ornstein–Uhlenbeck
process with H ≥ 1/2 and any θ ∈ R were constructed in [8] with the help of
so called Molchan fundamental martingale. The same estimator was studied in
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the paper [16] for H < 1/2. In the paper [7] the analog of the least-square esti-
mator of the form θ̂T =
∫
T
0
XtdXt∫
T
0
X2t dt
was constructed for H ≥ 1/2 and θ < 0 (the
ergodic case) was studied in the supposition that the integral
∫ T
0 XtdXt is the
divergence-type one. As an alternative estimator,
(
1
T
∫ T
0
X2t dt
) 1
2H
was proposed,
and its properties are essentially based on the ergodic properties of the fractional
Ornstein-Uhlenbeck process with negative drift. In the papers [10], [11] and [12]
the discretized estimators were proposed. Another approach to discretization was
studied in [2]. Note that the MLE is hardly discretized because of singular kernels
and one should choose the nonstandard estimators for discretization, that was done
in these papers. Mention also that the discretized estimator proposed in [10] for
H < 1/2, in reality works properly only for θ ≥ 0 and apparently does not work
in the ergodic case. In general, the problem of the discretization for H < 1/2 and
θ < 0 is open. Contrary to fractional case, multifractional Ornstein–Uhlenbeck
model was not considered in its entirety, even though these models are gaining
increasing popularity now. We can mention only the paper [6], where the least
square estimator is studied for the non-ergodic Ornstein–Uhlenbeck process with
some special Gaussian process, the case that includes not only fractional but, e.g.,
subfractional and bi-fractional Brownian motions. In the present paper we consider
Ornstein–Uhlenbeck multifractional processes when the index Ht of multifraction-
ality is bounded from below by some constant exceeding 12 , and observations are
continuous in time. We consider non-ergodic case, because the asymptotical bounds
for the growth of Ornstein–Uhlenbeck multifractional process work properly in the
non-ergodic case. The problem of the drift parameter estimation in the multifrac-
tional Ornstein–Uhlenbeck model is still open. Note that the linear model with
unknown drift parameter is considered, and the properties of the estimator are
based on the asymptotic growth of the trajectories of mBm. The paper is orga-
nized as follows. Section 2 contains auxiliary results for the asymptotic growth of
Gaussian processes defined on arbitrary parameter set, on the half-axis, and in the
strip on the plane. In Section 3 we establish the asymptotic growth with probability
1 of mBm and its increments. In Section 4 we investigate two statistical models
with mBm: the linear model and the multifractional Ornstein–Uhlenbeck process.
For these models we propose estimators for an unknown drift parameter and prove
their strong consistency.
2. Exponential maximal bounds and asymptotic growth of
trajectories of Gaussian processes
Let T be a parameter set and X = {X(t), t ∈ T} be a centered Gaussian process.
Introduce the notation
ρX(t, s) =
(
E(X(t)−X(s))2)1/2 , s, t ∈ T.
Evidently, ρX is a pseudometric on T. Also, denote
m(T) = sup
t∈T
(
E |X(t)|2
)1/2
.
Throughout the section we assume that the following conditions hold.
(A1) m(T) <∞.
(A2) The space (T, ρX) is separable and the process X is separable on this space.
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2.1. Exponential maximal upper bound for Gaussian process in terms of
metric massiveness. In this subsection we present the general results concerning
exponential maximal upper bound for Gaussian process defined on an arbitrary
parameter set, in terms of metric massiveness. Let N(u), u > 0 be the metric
massiveness of the space (T, ρX), that is, N(u) is the number of open balls in the
minimal u-covering of (T, ρX). Consider the function r(x), x ≥ 1 satisfying the
following properties:
(i) r is non-negative and nondecreasing;
(ii) r(ey), y ≥ 0 is a convex function.
Introduce one more notation: let Ir(x) =
∫ x
0 r(N(v))dv, x > 0.
Theorem 2.1. Let Ir(m(T)) <∞. Then the following bounds hold:
(i) For any θ ∈ (0, 1) and any λ > 0
E exp
{
λ sup
t∈T
|X(t)|
}
≤ 2A1(λ, θ), (1)
where
A1(λ, θ) = exp
{
λ2m2(T)
2(1− θ)2
}
r(−1)
(
Ir(θm(T))
θm(T)
)
,
r(−1)(t) is the generalized inverse function of r(t) that is
r(−1)(t) = sup {u ≥ 0 : r(u) ≤ t} .
(ii) For any θ ∈ (0, 1) and any µ > 0
P
{
sup
t∈T
|X(t)| ≥ µ
}
≤ 2A2(µ, θ), (2)
where
A2(µ, θ) = exp
{
−µ
2(1 − θ)2
2m2(T)
}
r(−1)
(
Ir(θm(T))
θm(T)
)
.
Proof. (i) First, we simplify the notation: let m := m(T). Now our goal is to
establish the following bound: for arbitrary θ ∈ (0, 1) and any sequence rn > 0
such that
∑∞
n=1
1
rn
= 1,
E exp
{
λ sup
t∈T
|X(t)|
}
≤
∞∏
n=1
[
2N(mθn) exp
{
1
2λ
2r2nθ
2(n−1)m2
}] 1
rn
. (3)
Let θ ∈ (0, 1) and put un = mθn, n ≥ 0. Denote by Sn a minimal un-net in the
set T with respect to the pseudometric ρX and put S =
⋃∞
n=0 Sn. According to
condition (A2), the set S is countable and everywhere dense in T with respect to
the pseudometric ρX , and the process X is continuous in probability in (T, ρX).
Therefore the set S is a ρX -separability set for the process X and moreover
sup
t∈T
|X(t)| = sup
t∈S
|X(t)|
with probability 1.
Suppose that t ∈ S. Then there exists a number n(t) such that t ∈ Sn(t). Define
a function αk : S → Sk, k ≥ 0 as αk(x) = x if x ∈ Sk and αk(x) is the point of Sk
closest to x if x /∈ Sk. If there is more than one closest point then we may choose
any of these points. The family of maps {αk, k ≥ 0} is called the α-procedure for
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choosing points in S. Using the α-procedure we can choose a sequence of points
tn(t) = t, tn(t)−1 = αn(t)−1
(
tn(t)
)
, . . . , t1 = α1(t2) such that tk ∈ Sk, k = 1, . . . , n(t)
and ρX(tk, αk−1(tk)) ≤ uk−1.
Evidently,
X(t) = X(t1) +
n(t)∑
k=2
(X(tk)−X(tk−1)).
Therefore we have an upper bound
sup
t∈S
|X(t)| ≤ max
s∈S1
|X(s)|+
∞∑
n=2
max
s∈Sn
|X(s)−X(αn−1(s))| .
Take any sequence of numbers rn > 0, n ≥ 1 such that
∑∞
n=1 r
−1
n = 1. It follows
from the Ho¨lder inequality that for any λ > 0
E exp
{
λ sup
t∈S
|X(t)|
}
≤ E exp
{
λ
(
max
s∈S1
|X(s)|+
∞∑
n=2
max
s∈Sn
|X(s)−X(αn−1(s))|
)}
≤
[
E exp
{
λr1max
s∈S1
|X(s)|
}] 1
r1
∞∏
n=2
[
E exp
{
λrn max
s∈Sn
|X(s)−X(αn−1(s))|
}] 1
rn
.
(4)
Furthermore, all the multipliers in the right-hand side of (4), except the 1st one,
can be estimated as
E exp
{
λrnmax
s∈Sn
|X(s)−X(αn−1(s))|
}
≤ N(un)max
s∈Sn
E exp {λrn |X(s)−X(αn−1(s))|} ,
(5)
and, in addition,(
E |X(s)−X(αn−1(s))|2
) 1
2
= ρX(s, αn−1(s)) ≤ un−1 = θn−1u0
for s ∈ Sn. Therefore, for any n ≥ 2
max
s∈Sn
E exp {λrn |X(s)−X(αn−1(s))|} ≤ max
s∈Sn
(
E exp {λrn(X(s)−X(αn−1(s)))}
+E exp {−λrn(X(s)−X(αn−1(s)))}
)
= max
s∈Sn
2 exp
{
λ2
2
r2nE(X(s)−X(αn−1(s)))2
}
≤ 2 exp
{
λ2
2
r2n(θ
n−1u0)
2
}
.
(6)
Now we estimate the first multiplier in the right-hand side of (4):
E exp
{
λr1max
s∈S1
|X(s)|
}
≤ N(u1)max
s∈S1
E exp {λr1 |X(s)|}
≤ 2N(u1) exp
{
λ2r21
2
max
s∈S1
E |X(s)|2
}
≤ 2N(u1) exp
{
λ2r21
2
u20
}
.
(7)
Taking into account that it follows from the separability of X that
E exp
{
λ sup
t∈T
|X(t)|
}
= E exp
{
λ sup
t∈S
|X(t)|
}
,
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we get inequality (3) from (4)–(7). It follows from (3) that
E exp
{
λ sup
t∈T
|X(t)|
}
≤ 2 exp
{
∞∑
n=1
1
rn
H(mθn) +
∞∑
n=1
λ2m2
2
θ2(n−1)rn
}
, (8)
where H(u) = logN(u) is the metric entropy. Now, choose rn =
1
θn−1(1−θ) . Then
E exp
{
λ sup
t∈T
|X(t)|
}
≤ 2 exp
{
(1 − θ)
∞∑
n=1
θn−1H(mθn) +
λ2m2
2(1− θ)2
}
. (9)
Since r(ex) is a convex function, we have that
r(−1)
(
r
(
exp
{
∞∑
n=1
(1 − θ)θn−1H(θnm)
}))
≤ r(−1)
(
∞∑
n=1
(1− θ)θn−1r (exp {H(θnm)})
)
= r(−1)
(
∞∑
n=1
(1− θ)θn−1r (N(θnm))
)
≤ r(−1)
(
∞∑
n=1
(1− θ)θn−1 1
mθn(1− θ)
∫ θnm
θn+1m
r(N(u))du
)
= r(−1)
(
1
mθ
∫ mθ
0
r(N(u))du
)
.
(10)
Now, inequality (1) follows from (9) and (10).
(ii) Now we are in position to establish inequality (2). Let u > 0, 0 < θ < 1,
λ > 0. Then Chebyshev’s inequality and (1) yield that
P
{
sup
t∈T
|X(t)| ≥ u
}
≤ E exp
{
λ sup
t∈T
|X(t)|
}
exp {−λu}
≤ 2r(−1)
(
Ir(θm)
θm
)
exp
{
λ2m2
2(1− θ)2 − λu
}
.
Minimizing λ
2m2
2(1−θ)2 − λu with respect to λ > 0, we note that minimum is achieved
at the point λ = u(1−θ)
2
m2 , whence (2) immediately follows. 
Applying this result to the parameter set T = [a, b], we get the following result.
Corollary 2.2. Let T = [a, b], X = {X(t), t ∈ [a, b]} be a centered separable Gauss-
ian process and m := m([a, b]) = supt∈[a,b]
(
E |X(t)|2
)1/2
<∞. Assume that there
exists a strictly increasing function σ = {σ(h), h > 0} such that σ(h) > 0, h > 0,
σ(h) ↓ 0 as h ↓ 0, and
sup
|t−s|<h
(
E |X(t)−X(s)|2
)1/2
≤ σ(h).
Then for any θ ∈ (0, 1) and any λ > 0
E exp
{
λ sup
t∈[a,b]
|X(t)|
}
≤ 2A3(λ, θ), (11)
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where
A3(λ, θ) = exp
{
λ2m2
2(1− θ)2
}
r(−1)
(
I˜r(θm)
θm
)
, (12)
and
I˜r(x) =
∫ x
0
r
(
b − a
2σ(−1)(v)
+ 1
)
dv.
Indeed, in this case condition (A2) holds and N(v) ≤ b−a
2σ(−1)(v)
+1, whence (11)–(12)
immediately follow.
Corollary 2.3. Let we can put σ(h) = chβ with c > 0, 0 < β ≤ 1 in Corollary 2.2.
Then for any θ ∈ (0, 1) and any λ > 0
E exp
{
λ sup
t∈[a,b]
|X(t)|
}
≤ 2 2β−1 exp
{
λ2m2
2(1− θ)2
}(
22/β−1(b− a)c1/β
(θm)1/β
+ 1
)
. (13)
Indeed, consider r(x) = xα − 1, x ≥ 1, where 0 < α < β. Since σ(−1)(s) =(
s
c
)1/β
, we have
I˜r(θm) =
∫ θm
0
((
b− a
2σ(−1)(s)
+ 1
)α
− 1
)
ds ≤
∫ θm
0
(
b− a
2σ(−1)(s)
)α
ds
=
∫ θm
0
(
(b− a)c1/β
2s1/β
)α
ds =
(
(b− a)c1/β
2
)α
(θm)1−α/β
1− αβ
.
Therefore in this case
A3(λ, θ) ≤ exp
{
λ2m2
2(1− θ)2
}( (b− a)c1/β
2
)α
1(
1− αβ
)
(θm)α/β
+ 1

1
α
.
Applying the elementary inequality (a+ b)p ≤ 2p−1(ap + bp), p ≥ 1, we get
A3(λ, θ) ≤ exp
{
λ2m2
2(1− θ)2
}
· 2 1α−1
 (b− a)c1/β
2
(
1− αβ
)1/α
(θm)1/β
+ 1
 . (14)
Now (13) follows from (14) if we put α = β2 .
2.2. Exponential maximal upper bound for the weighted Gaussian pro-
cess defined on the half-axis. Now, let X = {X(t), t ≥ 0} be a centered Gauss-
ian process and a(t) > 0 be a continuous strictly increasing function such that
a(t)→∞ as t→∞. Introduce the sequence b0 = 0, bk+1 > bk, bk →∞ as k →∞.
Denote ak = a(bk) and mk = m([bk, bk+1]) = supt∈[bk,bk+1]
(
E |X(t)|2
)1/2
. Our
goal is to get exponential maximal upper bound for the weighted Gaussian process
X(t)
a(t) , applying the above results, in particular, Corollary 2.3.
Theorem 2.4. Let the following conditions hold:
(i) There exist ck > 0 and 0 < β < 1 such that
sup
t,s∈[bk,bk+1]
|t−s|≤h
(
E |X(t)−X(s)|2
)1/2
≤ ckhβ;
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(ii)
0 < mk <∞ and A =
∞∑
k=0
mk
ak
<∞; (15)
(iii) There exists 0 < γ ≤ 1 such that
∞∑
k=0
m
1−γ/β
k (bk+1 − bk)γcγ/βk
ak
<∞. (16)
Then for any θ ∈ (0, 1) and any λ > 0
I(λ) = E exp
{
λ sup
t>0
|X(t)|
a(t)
}
≤ 2 2β−1 exp
{
λ2A2
2(1− θ)2
}
A4(θ, γ),
where
A4(θ, γ) = exp
{
1
γA
(
∞∑
k=0
m
1−γ/β
k
ak
(bk+1 − bk)γcγ/βk
)(
22/β−1
θ1/β
)γ}
.
Proof. Let rk > 0, k = 0, 1, 2 . . . and
∑∞
k=0
1
rk
= 1. Then for any λ > 0
I(λ) ≤ E exp
{
λ
∞∑
k=0
sup
t∈[bk,bk+1]
|X(t)|
a(t)
}
≤
∞∏
k=0
(
E exp
{
λrk sup
t∈[bk,bk+1]
|X(t)|
a(t)
}) 1
rk
.
It follows from Corollary 2.3 that for any θ ∈ (0, 1)
E exp
{
λrk sup
t∈[bk,bk+1]
|X(t)|
a(t)
}
≤ E exp
{
λrk sup
t∈[bk,bk+1]
|X(t)|
ak
}
≤ 2 2β−1 exp
{
λ2r2km
2
k
2(1− θ)2a2k
}(
1 +
bk+1 − bk
θ1/β
22/β−1
(
ck
mk
)1/β)
.
Therefore,
I(λ) ≤ 2 2β−1 exp
{
λ2
2(1− θ)2
∞∑
k=0
rkm
2
k
a2k
}
∞∏
k=0
[
1 +
bk+1 − bk
θ1/β
22/β−1
(
ck
mk
)1/β] 1rk
= 2
2
β
−1 exp
{
λ2
2(1− θ)2
∞∑
k=0
rkm
2
k
a2k
}
× exp
{
∞∑
k=0
1
rk
log
[
1 +
bk+1 − bk
θ1/β
22/β−1
(
ck
mk
)1/β]}
.
Recall the elementary inequality: for 0 < γ ≤ 1 and x ≥ 0,
log(1 + x) =
1
γ
log(1 + x)γ ≤ x
γ
γ
. (17)
Taking this into account, we continue with the upper bound for I(λ):
I(λ) ≤ 2 2β−1 exp
{
λ2
2(1− θ)2
∞∑
k=0
rkm
2
k
a2k
}
× exp
{
1
γ
∞∑
k=0
1
rk
(
bk+1 − bk
θ1/β
22/β−1
(
ck
mk
)1/β)γ}
.
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Let rk =
Aak
mk
. Then we get immediately the claimed upper bound:
I(λ) ≤ 2 2β−1 exp
{
λ2A2
2(1− θ)2
}
exp
{
1
γA
∞∑
k=0
mk
ak
(
bk+1 − bk
θ1/β
22/β−1
(
ck
mk
)1/β)γ}
= 2
2
β
−1 exp
{
λ2A2
2(1− θ)2
}
exp
{
1
γA
(
∞∑
k=0
m
1−γ/β
k
ak
(bk+1 − bk)γcγ/βk
)(
22/β−1
θ1/β
)γ}
. 
Corollary 2.5. Let the assumptions of Theorem 2.4 hold. Then for any θ ∈ (0, 1)
and any u > 0 the following inequality holds:
P
{
sup
t>0
|X(t)|
a(t)
> u
}
≤ 2 2β−1 exp
{
−u
2(1− θ)2
2A2
}
A4(θ, γ). (18)
Indeed, from Chebyshev’s inequality we get that
P
{
sup
t>0
|X(t)|
a(t)
> u
}
≤
E exp
{
λ supt>0
|X(t)|
a(t)
}
exp {λu}
≤ 2 2β−1 exp
{
λ2A2
2(1− θ)2 − λu
}
A4(θ, γ).
(19)
The inequality (18) follows from (19) if we put λ = u(1−θ)
2
A2 .
Corollary 2.6. Let the assumptions of Theorem 2.4 hold. Then for any u > A we
can get the following bound:
P
{
sup
t>0
|X(t)|
a(t)
> u
}
≤ 2 2β−1√e exp
{
− u
2
2A2
}
A4
(
1−
√
1− A
2
u2
, γ
)
. (20)
Indeed, the inequality (20) follows from (18) if we put θ = 1−
√
1− A2u2 .
Corollary 2.7. Let the assumptions of Theorem 2.4 hold. Then for all t > 0 we
have with probability 1 the following bound,
|X(t)| ≤ a(t)ξ,
where ξ is non-negative random variable whose distribution has the tail admitting
the following upper bound: for any u > A
P {ξ > u} ≤ 2 2β−1√e exp
{
− u
2
2A2
}
A4
(
1−
√
1− A
2
u2
, γ
)
.
2.3. Exponential maximal upper bound for Gaussian process in the bounded
strip on the plane. Additionally, we need in exponential maximal upper bound
for Gaussian process defined in the bounded strip on the plane. We get it, applying
Theorem 2.1. So, let 0 ≤ a < b <∞, ∆ > 0,
Ta,b,∆ =
{
t = (t1, t2) ∈ R2+ : a ≤ t1 ≤ b, t1 −∆ ≤ t2 ≤ t1
}
,
d(t, s) = max {|t1 − s1| , |t2 − s2|} for t, s ∈ Ta,b,∆.
Let r(x), x ≥ 1, be a non-negative nondecreasing function such that r (ey), y ≥ 0
is a convex function.
Theorem 2.8. Assume that X = {X(t), t ∈ Ta,b,∆} is a centered separable Gauss-
ian process satisfying following conditions:
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(iv)
m(Ta,b,∆) = sup
t∈Ta,b,∆
(
E(X(t))2
)1/2
<∞;
(v)
sup
d(t,s)≤h
t,s∈Ta,b,∆
(
E(X(t)−X(s))2)1/2 ≤ σ(h),
where σ = {σ(h), h > 0} is an increasing continuous function, σ(h) ≥ 0,
σ(0) = 0.
If
Îr(m(Ta,b,∆)) =
∫ m(Ta,b,∆)
0
r
(
(b − a)∆
4
(
1
σ(−1)(v)
+ d
)2)
dv <∞,
where d = max
{
2
b−a ,
4
∆
}
, then for any θ ∈ (0, 1) and any λ > 0
E exp
{
λ sup
t∈Ta,b,∆
|X(t)|
}
≤ 2A5(λ, θ),
where
A5(λ, θ) = exp
{
λ2m2(Ta,b,∆)
2(1− θ)2
}
r(−1)
(
Îr(θm(Ta,b,∆))
θm(Ta,b,∆)
)
.
Proof. The statement follows from Theorem 2.1, since in this case
N(v) ≤
(
b− a
2σ(−1)(v)
+ 1
)(
∆+ 2σ(−1)(v)
2σ(−1)(v)
+ 1
)
=
(
b− a
2σ(−1)(v)
+ 1
)(
∆
2σ(−1)(v)
+ 2
)
=
b− a
2
· ∆
2
(
1
σ(−1)(v)
+
2
b− a
)(
1
σ(−1)(v)
+
4
∆
)
≤ (b − a)∆
4
(
1
σ(−1)(v)
+ d
)2
. 
Corollary 2.9. Let in Theorem 2.8 σ(h) = chβ for some c > 0 and β ∈ (0, 1],
m = m(Ta,b,∆). Then for all λ > 0, 0 < ε < β, 0 < θ < 1
E exp
{
λ sup
t∈Ta,b,∆
|X(t)|
}
≤ 2 2ε−2(b− a)∆ exp
{
λ2m2
2(1− θ)2
}
×
 c2/β(
1− εβ
)2/ε
(θm)2/β
+ d2
 ,
where d = max
{
2
b−a ,
4
∆
}
. Indeed, we can choose
r(s) =
0, 1 ≤ s ≤
d2(b−a)∆
4 ,
sε/2 −
(
d2(b−a)∆
4
)ε/2
, s > d
2(b−a)∆
4 .
10 M. DOZZI, Y. KOZACHENKO, Y. MISHURA, AND K. RALCHENKO
Then r(−1)(t) =
(
t+
(
d2(b−a)∆
4
)ε/2) 2ε
, and
Îr(θm) =
∫ θm
0
r
(
(b− a)∆
4
(
c1/β
v1/β
+ d
)2)
dv
=
∫ θm
0
( (b− a)∆
4
(
c1/β
v1/β
+ d
)2)ε/2
−
(
d2(b− a)∆
4
)ε/2 dv
=
(
(b − a)∆
4
) ε
2
∫ θm
0
((
c1/β
v1/β
+ d
)ε
− dε
)
dv
≤
(
(b − a)∆
4
) ε
2
∫ θm
0
cε/β
vε/β
dv =
(
(b − a)∆
4
) ε
2 cε/β(θm)1−ε/β
1− εβ
.
Hence,
A5(λ, θ) = exp
{
λ2m2
2(1− θ)2
}(
Îr(θm)
θm
+
(
d2(b− a)∆
4
) ε
2
) 2
ε
≤ exp
{
λ2m2
2(1− θ)2
}
(b − a)∆
4
 cε/β(
1− εβ
)
(θm)ε/β
+ dε

2
ε
≤ exp
{
λ2m2
2(1− θ)2
}
(b − a)∆
4
2
2
ε
−1
 c2/β(
1− εβ
)2/ε
(θm)2/β
+ d2
 .
Now we get the upper bound for the weighted Gaussian process defined on the
bounded strip on the plane, similarly to getting Theorem 2.4 from Theorem 2.1.
Let T∆ =
{
t = (t1, t2) ∈ R2+ : t1 −∆ ≤ t2 ≤ t1
}
, ∆ > 0,
d(t, s) = max {|t1 − s1|, |t2 − s2|} , s, t ∈ T∆.
Also, let bl be an increasing sequence such that b0 = 0, bl+1−bl ≥ 1, bl →∞, l→∞,
and a(t) > 0 is a continuous increasing function and denote al = a(bl),
Tbl,bl+1,∆ =
{
t = (t1, t2) ∈ R2+ : bl ≤ t1 ≤ bl+1, t1 −∆ ≤ t2 ≤ t1
}
.
Theorem 2.10. Let 0 < ∆ ≤ 2(bl+1−bl), l ≥ 0, X = {X(t), t ∈ T∆} be a centered
Gaussian process satisfying following conditions:
(vi) ml = m(Tbl,bl+1,∆) = sup
t∈Tbl,bl+1,∆
(
E(X(t))2
) 1
2 <∞;
(vii) There exist β ∈ (0, 1] and constants cl > 0 such that
sup
d(t,s)≤h,
t,s∈Tbl,bl+1,∆
(
E(X(t)−X(s))2) 12 ≤ clhβ .
ASYMPTOTIC GROWTH OF TRAJECTORIES OF MBM 11
(viii) A =
∞∑
l=0
ml
al
< ∞,
∞∑
l=0
ml log(bl+1 − bl)
al
< ∞, and for some γ ∈ (0, 1]
∞∑
l=0
m
1−2γ/β
l c
2γ/β
l
al
<∞.
Then for any θ ∈ (0, 1), ε ∈ (0, β) and λ > 0
I(λ) = E exp
{
λ sup
t∈T∆
|X(t)|
a(t1)
}
≤ exp
{
λ2A2
2(1− θ)2
}
A6(θ, γ, ε),
where
A6(θ, γ, ε) =
2
2
ε
+2
∆
exp
{
1
A
∞∑
l=0
ml log(bl+1 − bl)
al
}
× exp
 ∆
2γ
γA
(
1− εβ
)2γ/ε
θ2γ/β42γ
∞∑
l=0
c
2γ/β
l m
1−2γ/β
l
al
 .
Proof. The theorem follows from Corollary 2.9. Indeed, let rl > 0,
∑∞
l=0
1
rl
= 1.
Then we easily get the following upper bounds
I(λ) ≤ E exp
{
λ
∞∑
l=0
1
al
sup
t∈Tbl,bl+1,∆
|X(t)|
}
≤
∞∏
l=0
(
E exp
{
λ
rl
al
sup
t∈Tbl,bl+1,∆
|X(t)|
})1/rl
≤ 2
∞∏
l=0
exp
{
λ2m2l rl
2a2l (1− θ)2
}(bl+1 − bl)∆2 2ε−3
 c2/βl(
1− εβ
)2/ε
(θml)2/β
+
(
4
∆
)2

1/rl
= 2
2
ε
∞∏
l=0
exp
{
λ2m2l rl
2a2l (1 − θ)2
}
(bl+1 − bl)1/rl
(
4
∆
)1/rl
×
 c2/βl(
1− εβ
)2/ε
(θml)2/β
(
∆
4
)2
+ 1

1/rl
=
2
2
ε
+2
∆
exp
{
λ2
2(1− θ)2
∞∑
l=0
rlm
2
l
a2l
}
exp
{
∞∑
l=0
log(bl+1 − bl)
rl
}
× exp

∞∑
l=0
1
rl
log
 c2/βl ∆2(
1− εβ
)2/ε
(θml)2/β42
+ 1

 .
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Applying (17), we get
I(λ) ≤ 2
2
ε
+2
∆
exp
{
λ2
2(1− θ)2
∞∑
l=0
rlm
2
l
a2l
}
exp
{
∞∑
l=0
log(bl+1 − bl)
rl
}
× exp

∞∑
l=0
c
2γ/β
l ∆
2γ
γrl
(
1− εβ
)2γ/ε
(θml)2γ/β42γ
 .
Now we choose rl =
Aal
ml
. Then
I(λ) ≤ 2
2
ε
+2
∆
exp
{
λ2A2
2(1− θ)2
}
exp
{
1
A
∞∑
l=0
ml log(bl+1 − bl)
al
}
× exp
 ∆
2γ
γA
(
1− εβ
)2γ/ε
θ2γ/β42γ
∞∑
l=0
c
2γ/β
l m
1−2γ/β
l
al
 . 
Corollary 2.11. Let the assumptions of Theorem 2.10 hold. Then for all θ ∈ (0, 1),
ε ∈ (0, β) and u > 0,
P
{
sup
t∈T∆
|X(t)|
a(t1)
> u
}
≤ exp
{
−u
2(1 − θ)2
2A2
}
A6(θ, γ, ε).
Corollary 2.12. Let the assumptions of Theorem 2.10 hold. Then for any ε ∈
(0, β) and u > A we have that
P
{
sup
t∈T∆
|X(t)|
a(t1)
> u
}
≤ √e exp
{
− u
2
2A2
}
A6
(
1−
√
1− A
2
u2
, γ, ε
)
.
Corollary 2.13. Let the assumptions of Theorem 2.10 hold. Then for all t ∈ T∆
|X(t)| ≤ a(t1)ξ a. s.,
where ξ is such non-negative random variable that
P {ξ > u} ≤ exp
{
−u
2(1 − θ)2
2A2
}
A6(θ, γ, ε),
and for u > a
P {ξ > u} ≤ √e exp
{
− u
2
2A2
}
A6
(
1−
√
1− A
2
u2
, γ, ε
)
.
3. Asymptotic growth with probability 1 of multifractional
Brownian motion
In this section we apply the results of Section 2 to get the asymptotic growth of
the trajectories of multifractional Brownian motion.
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3.1. Definition and assumptions. Let H : R+ → (0, 1) be a continuous function.
The (harmonizable) multifractional Brownian motion (mBm) with functional
parameter H was introduced in [4]. It is defined by
Y (t) =
∫
R
eitu − 1
|u|Ht+1/2
W˜ (du), t ≥ 0,
where W˜ (du) is the “Fourier transform” of the white noise W (du), that is a unique
complex-valued random measure such that for all f ∈ L2(R)∫
R
f(u)W (du) =
∫
R
f̂(u)W˜ (du) a. s.,
see [4, 15].
In what follows we assume that the function H satisfies the following conditions:
(H1) There exist constants 0 < h1 < h2 < 1 such that for any t ≥ 0
h1 ≤ Ht ≤ h2.
(H2) There exist constants D > 0 and κ ∈ (0, 1] such that for all t ≥ s > 0
|Ht −Hs| ≤ D |t− s|κ .
It is known [1] that (
E |Y (t)|2
)1/2
= C(Ht)t
Ht , (21)
where C(H) =
(
pi
HΓ(2H) sin(piH)
)1/2
. Since the function C(H) is bounded on [h1, h2],
we have under assumptions (H1)–(H2)(
E |Y (t)|2
)1/2
≤ K1th2 , t ≥ 1, (22)
for some K1 > 0.
3.2. Upper bounds for the incremental variances of mBm. The first re-
sult gives the upper bound for the distance variance function for multifractional
Brownian motion.
Lemma 3.1. Under the assumption (H1), there exists a constant K2 > 0 such that
for all t ≥ s ≥ 0
E(Y (t)− Y (s))2 ≤ K2 |t− s|2Ht +K2(Ht −Hs)2z2(s), (23)
where
z(s) =
{
sh2
(
log2 s+ 1
)1/2
, s ≥ 1,
1, 0 < s < 1;
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Proof. By the isometry property,
E(Y (t)− Y (s))2 = E
(∫
R
(
eitu − 1
|u|Ht+1/2
− e
isu − 1
|u|Hs+1/2
)
W˜ (du)
)2
=
∫
R
∣∣∣∣∣ eitu − 1|u|Ht+1/2 − e
isu − 1
|u|Hs+1/2
∣∣∣∣∣
2
du
=
∫
R
∣∣∣∣∣ eitu − 1|u|Ht+1/2 − e
isu − 1
|u|Ht+1/2
+
eisu − 1
|u|Ht+1/2
− e
isu − 1
|u|Hs+1/2
∣∣∣∣∣
2
du
≤ 2(I1 + I2),
where
I1 =
∫
R
∣∣eitu − eisu∣∣2
|u|2Ht+1 du,
I2 =
∫
R
∣∣eisu − 1∣∣2 (|u|−Ht−1/2 − |u|−Hs−1/2)2 du.
Consider now I1 and I2 separately. For I1 we get the following bound
I1 =
∫
R
∣∣ei(t−s)u − 1∣∣2
|u|2Ht+1 du = |t− s|
2Ht
∫
R
∣∣eiv − 1∣∣2
|v|2Ht+1 dv = |t− s|
2Ht
∫
R
4 sin2 v2
|v|2Ht+1 dv.
Hence, I1 ≤ C1 |t− s|2Ht , where
C1 =
∫
|v|<1
4 sin2 v2
|v|2h2+1
dv +
∫
|v|>1
4 sin2 v2
|v|2h1+1
dv
≤
∫
|v|<1
1
|v|2h2−1
dv +
∫
|v|>1
4
|v|2h1+1
dv <∞.
Consider I2. By the mean value theorem,
|u|−Ht−1/2 − |u|−Hs−1/2 = − |u|−h(u)−1/2 log |u| (Ht −Hs),
where h(u) ∈ [h1, h2]. Therefore,
I2 = (Ht −Hs)2
∫
R
∣∣eisu − 1∣∣2 |u|−2h(u)−1 log2 |u| du
= (Ht −Hs)2
∫
R
∣∣eiv − 1∣∣2
|v|2h(v/s)+1
s2h(v/s)(log |v| − log s)2dv
≤
{
s2h1(Ht −Hs)2I3, 0 ≤ s < 1,
s2h2(Ht −Hs)2I3, s ≥ 1,
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where
I3 =
∫
R
∣∣eiv − 1∣∣2
|v|2h(v/s)+1
(log |v| − log s)2dv
≤ 2
(∫
R
4 sin2 v2
|v|2h(v/s)+1
log2 |v| dv + log2 s
∫
R
4 sin2 v2
|v|2h(v/s)+1
dv
)
≤ 2 (C2 + C1 log2 s) ,
C2 =
∫
|v|<1
4 sin2 v2
|v|2h2+1
log2 |v| dv +
∫
|v|>1
4 sin2 v2
|v|2h1+1
log2 |v| dv <∞.
Note that f(s) = s2h1
(
C2 + C1 log
2 s
)
, s > 0, is a continuous function and f(s)→ 0
as s ↓ 0. Therefore, f is bounded on [0, 1], whence I2 ≤ C3(Ht − Hs)2z2(s) for
some C3 > 0. 
Remark 1. (a) Denote h3 = min {h1, κ}. It immediately follows from (23),
from the fact that multifractional process is Gaussian, and from the Kol-
mogorov theorem that under conditions (H1) and (H2) process Y with
probability 1 has Ho¨lder trajectories up to order h3 on any finite interval.
(b) Bound (23) is inconvenient in the sense that it contains two different ex-
ponents of |t− s| and therefore one should every time relate corresponding
terms depending upon the value of |t−s|. To avoid this technical difficulty,
we establish the next result. Denote h4 = max {h2, κ}, h5 = h4 − h3.
Lemma 3.2. Assume that the Hurst function H satisfies the conditions (H1) and
(H2). Let a, b ∈ R+, b− a ≥ 1. Then
(a) for all t, s ∈ [a, b] such that |t− s| ≤ 1,(
E(Y (t)− Y (s))2)1/2 ≤ K3 |t− s|h3 z(b),
where K3 = K
1/2
2
(
1 +D2
)1/2
.
(b) for all t, s ∈ [a, b](
E(Y (t)− Y (s))2)1/2 ≤ K3 |t− s|h3 (b− a)h5z(b);
(c) for all t1, t2, s1, s2 ∈ [a, b](
E (Y (t1)− Y (t2)− Y (s1) + Y (s2))2
)1/2
≤ 2K3max (|t1 − s1| , |t2 − s2|)h3 (b− a)h5z(b).
Proof. It follows from the assumptions (H1), (H2) and Lemma 3.1 that
E(Y (t)− Y (s))2 ≤ K2 |t− s|2Ht +K2D2 |t− s|2κ z2(s). (24)
(a) In the case |t− s| ≤ 1, we have that
E(Y (t)− Y (s))2 ≤ K2 |t− s|2h3 +K2D2 |t− s|2h3 z2(s)
= K2 |t− s|2h3
(
1 +D2z2(s)
) ≤ K23 |t− s|2h3 z2(b).
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(b) For arbitrary values of arguments, inequality (24) implies that
E(Y (t)− Y (s))2
≤ K2(b − a)2Ht
∣∣∣∣ t− sb − a
∣∣∣∣2Ht +K2D2(b− a)2κ ∣∣∣∣ t− sb− a
∣∣∣∣2κ z2(s)
≤ K2(b − a)2h4
∣∣∣∣ t− sb− a
∣∣∣∣2h3 (1 +D2z2(s))
≤ K23 (b − a)2h4−2h3 |t− s|2h3 z2(s).
(c) Proof follows immediately from the part (b), since by Minkowski’s inequality,(
E (Y (t1)− Y (t2)− Y (s1) + Y (s2))2
)1/2
≤ (E(Y (t1)− Y (s1))2)1/2 + (E(Y (t2)− Y (s2))2)1/2 . 
3.3. Asymptotic growth of the trajectories of mBm with probability 1.
Now we apply the results of Section 2 to multifractional Brownian motion. The
first result gives the maximal exponential bound for the weighted mBm. In order
to get it, introduce the following notations. Let bk, k ≥ 0, be a sequence such that
b0 = 0, bk+1 − bk ≥ 1, and let a(t) > 0 be an increasing continuous function such
that a(t)→∞ as t→∞, ak = a(bk).
Theorem 3.3. Let the Hurst function H satisfy the conditions (H1) and (H2).
Assume that there exists 0 < γ ≤ 1 such that
∞∑
k=0
b
h2+
γh4
h3
k+1
(
log2 bk+1 + 1
) γ
2h3
ak
<∞. (25)
Then for all 0 < θ < 1, u > 0
P
{
sup
t>0
|Y (t)|
a(t)
> u
}
≤ 2 2h3−1 exp
{
−u
2(1 − θ)2
2A2
}
A7(θ, γ), (26)
where A = K1
∑∞
k=0
b
h2
k+1
ak
,
A7(θ, γ) = exp
K
1− γ
h3
1 K
γ
h3
3
γA
∞∑
k=0
b
h2+
γh4
h3
k+1
(
log2 bk+1 + 1
) γ
2h3
ak
(
2
2
h3
−1
θ
1
h3
)γ ,
or for all u > A
P
{
sup
t>0
|Y (t)|
a(t)
> u
}
≤ 2 2h3−1√e exp
{
− u
2
2A2
}
A7
(
1−
√
1− A
2
u2
, γ
)
. (27)
Proof. First, we check the conditions (i)–(iii) of Theorem 2.4. Lemma 3.2(b) im-
plies that the assumption (i) holds with ck = K3(bk+1 − bk)h5z(bk+1) and β = h3.
According to (22), we can choose mk = K1b
h2
k+1. Then
∞∑
k=0
mk
ak
= K1
∞∑
k=0
bh2k+1
ak
<∞,
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by (25), and the condition (ii) is satisfied. Finally, the condition (iii) follows
from (25), because in our case
m
1−γ/β
k (bk+1 − bk)γcγ/βk = K
1− γ
h3
1 K
γ
h3
3 b
h2
k+1(bk+1 − bk)γ
(
1+
h5
h3
) (
log2 bk+1 + 1
) γ
2h3
≤ K1−
γ
h3
1 K
γ
h3
3 b
h2+
γh4
h3
k+1
(
log2 bk+1 + 1
) γ
2h3 ,
where we used the equality h5 = h4 − h3. Thus, the assumptions of Theorem 2.4
are satisfied. Now the statements (26) and (27) follow from Corollaries 2.5 and 2.6
respectively. 
Now we present the first main result of this section, namely, the power upper
bound for the asymptotic growth of the trajectories of mBm with probability 1.
Theorem 3.4. For any δ > 0 there exists a nonnegative random variable ξ = ξ(δ)
such that for all t > 0
|Y (t)| ≤ (th2+δ ∨ 1) ξ a. s., (28)
and there exist positive constants C1 = C1(δ) and C2 = C2(δ) such that for all
u > 0
P(ξ > u) ≤ C1e−C2u2 .
Proof. Put in Theorem 3.3 a(t) = th2+δ ∨ 1, b0 = 0, bk = ek, k ≥ 1, and arbitrary
γ ∈
(
0, δh3h4 ∧ 1
)
, θ ∈ (0, 1). Then a0 = 1, ak = ek(h2+δ), k ≥ 1,
∞∑
k=0
b
h2+
γh4
h3
k+1
(
log2 bk+1 + 1
) γ
2h3
ak
= e
h2+
γh4
h3
(
2
γ
2h3 +
∞∑
k=1
e
k
(
γh4
h3
−δ
) (
(k + 1)2 + 1
) γ
2h3
)
<∞.
Now the result follows from Theorem 3.3, if we additionally put
ξ = sup
t>0
|Y (t)|
th2+δ ∨ 1 , C1 = 2
2
h3
−1A7(θ, γ), C2 =
(1− θ)2
2A2
. 
3.4. Asymptotic growth with probability 1 of the increments of mBm.
Let ∆ ∈ (0, 1]. Consider the increment of mBm Z(t) = Y (t1)−Y (t2), t ∈ T∆. Let
bk, k ≥ 0, be a sequence such that b0 = 0, bk+1 − bk ≥ 1, and let a(t) > 0 be an
increasing continuous function such that a(t)→∞ as t→∞, ak = a(bk).
Theorem 3.5. Let the Hurst function H satisfy the conditions (H1) and (H2).
Assume that there exists 0 < γ ≤ 1 such that
∞∑
l=0
b
2h5γ
h3
l+1 z(bl+1)
al
<∞. (29)
Then for all θ ∈ (0, 1), ε ∈ (0, h3) and λ > 0
E exp
{
λ sup
t∈T∆
|Z(t)|
a(t1)
}
≤ 1
∆
exp
{
λ2A2∆2h3
2(1− θ)2
}
A8(θ, γ, ε),
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where A = K3
∑∞
l=0
z(bl+1)
al
,
A8(θ, γ, ε) = 2
2
ε
+2 exp
{
K3
A
∞∑
l=0
z(bl+1) log(bl+1 − bl)
al
}
× exp

K3
γA42γ
(
1− εh3
) 2γ
ε
θ
2γ
h3
∞∑
l=0
z(bl+1)(bl+1 − bl)
2h5γ
h3
al
 .
Proof. We need to verify the assumptions of Theorem 2.10 for the process Z. By
Lemma 3.2(a), for all t ∈ Tbl,bl+1,∆(
E(Z(t))2
) 1
2 =
(
E(Y (t1)− Y (t2))2
) 1
2 ≤ K3z(bl+1)∆h3 .
Hence, the condition (vi) is satisfied withml = K3z(bl+1)∆
h3 . Further, Lemma 3.2(c)
implies
sup
d(t,s)≤h,
t,s∈Tbl,bl+1,∆
(
E(Z(t)− Z(s))2) 12 ≤ 2K3(bl+1 − bl)h5z(bl+1)hh3 .
Thus, the condition (vii) holds true with cl = 2K3(bl+1− bl)h5z(bl+1), β = h3. It is
not hard to see that in this case the condition (viii) is equivalent to the condition
∞∑
l=0
z(bl+1)
al
<∞,
∞∑
l=0
z(bl+1) log(bl+1 − bl)
al
<∞,
∞∑
l=0
z(bl+1)(bl+1 − bl)
2h5γ
h3
al
<∞.
Obviously, these three series converge when (29) holds. Now the result follows from
Theorem 2.10. 
Let dk, k ≥ 0, be a strictly decreasing sequence such that d0 = 1, dk ↓ 0 as
k → ∞. Let g : (0, 1] → (0,∞) be a continuous function and gk, k ≥ 0, be such a
sequence that 0 < gk ≤ mindk+1≤t≤dk g(t).
Theorem 3.6. Assume that the assumptions of Theorem 3.5 hold and
∞∑
k=0
dh3k |log dk|
gk
<∞.
Then for all θ ∈ (0, 1), ε ∈ (0, h3) and λ > 0
I(λ) = E exp
{
λ sup
0≤t2<t1≤t2+1
|Z(t)|
a(t1)g(t1 − t2)
}
≤ exp
{
λ2A2B2
2(1− θ)2
}
A9(θ, γ, ε),
where
B =
∞∑
k=0
dh3k
gk
, A9(θ, γ, ε) = exp
{
1
B
∞∑
k=0
dh3k |log dk|
gk
}
A8(θ, γ, ε).
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Proof. Denote T(k) = {(t1, t2) ∈ R+ : dk+1 < t1 − t2 ≤ dk}. Then T(k) ⊂ Tdk and
{(t1, t2) ∈ R : 0 ≤ t2 < t1 ≤ t2 + 1} =
⋃∞
k=0T
(k). Therefore
sup
0≤t2<t1≤t2+1
|Z(t)|
a(t1)g(t1 − t2) ≤
∞∑
k=0
sup
t∈T(k)
|Z(t)|
a(t1)g(t1 − t2)
≤
∞∑
k=0
1
gk
sup
t∈T(k)
|Z(t)|
a(t1)
≤
∞∑
k=0
1
gk
sup
t∈Tdk
|Z(t)|
a(t1)
.
Let rk > 0,
∑∞
k=0
1
rk
= 1. Then
I(λ) ≤ E exp
{
∞∑
k=0
λ
gk
sup
t∈Tdk
|Z(t)|
a(t1)
}
≤
∞∏
k=0
(
E exp
{
λrk
gk
sup
t∈Tdk
|Z(t)|
a(t1)
}) 1
rk
.
By Theorem 3.5, we get
I(λ) ≤
∞∏
k=0
(
1
dk
exp
{
λ2r2kA
2d2h3k
2(1− θ)2g2k
}
A8(θ, γ, ε)
) 1
rk
= A8(θ, γ, ε) exp
{
λ2A2
2(1− θ)2
∞∑
k=0
rkd
2h3
k
g2k
}
exp
{
−
∞∑
k=0
log dk
rk
}
.
Put rk =
Bgk
d
h3
k
. Then
I(λ) ≤ A8(θ, γ, ε) exp
{
λ2A2B2
2(1− θ)2
}
exp
{
− 1
B
∞∑
k=0
dh3k log dk
gk
}
. 
Corollary 3.7. Let the assumptions of Theorem 3.6 hold. Then for all θ ∈ (0, 1),
ε ∈ (0, h3) and u > 0,
P
{
sup
0≤t2<t1≤t2+1
|Z(t)|
a(t1)g(t1 − t2) > u
}
≤ exp
{
−u
2(1− θ)2
2A2B2
}
A9(θ, γ, ε). (30)
Indeed, by Chebyshev’s inequality,
P
{
sup
0≤t2<t1≤t2+1
|Z(t)|
a(t1)g(t1 − t2) > u
}
≤ 1
eλu
E exp
{
λ sup
0≤t2<t1≤t2+1
|Z(t)|
a(t1)g(t1 − t2)
}
≤ exp
{
λ2A2B2
2(1− θ)2 − λu
}
A9(θ, γ, ε).
If we put λ = u(1−θ)
2
A2B2 , we get (30).
With the help of Corollary 3.7, we can now state the second main result of
this section, which is the following upper bound for the asymptotic growth of the
increments of mBm with probability 1.
Theorem 3.8. For any ε > 0 and any p > 2 there exists a nonnegative random
variable η = η(ε, p) such that for all 0 ≤ t2 < t1 ≤ t2 + 1
|Z(t)| ≤
(
th2+ε1 ∨ 1
)
(t1 − t2)h3 (|log(t1 − t2)|p ∨ 1) η a. s., (31)
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and there exist positive constants C1 = C1(ε, p) and C2 = C2(ε, p) such that for all
u > 0
P(η > u) ≤ C1e−C2u2 .
Proof. Put in Theorem 3.5 a(t) = th2+ε ∨ 1, b0 = 0, bl = el, l ≥ 1. Then a0 = 1,
al = e
l(h2+ε), l ≥ 1, and
∞∑
l=0
b
2h5γ
h3
l+1 z(bl+1)
al
= e
2h5γ
h3
+h2
(√
2 +
∞∑
l=1
e
l
(
2h5γ
h3
−ε
) (
(l + 1)2 + 1
)1/2)
.
Therefore, (29) holds, if we choose γ ∈
(
0, εh32h5 ∧ 1
)
.
Further, put in Theorem 3.6 g(t) = th3 |log t|p, dk = e−k, k ≥ 0, g0 = e−h3 ,
gk = d
h3
k+1 |log dk|p = e−(k+1)h3kp, k ≥ 1. We have
∞∑
k=0
dh3k
gk
= eh3
(
1 +
∞∑
k=1
1
kp
)
<∞,
∞∑
k=0
dh3k |log dk|
gk
= eh3
∞∑
k=1
1
kp−1
<∞.
Thus, the conditions of Theorem 3.6 are satisfied. The result follows from Corol-
lary 3.7, if we put
η = sup
0≤t2<t1≤t2+1
|Z(t)|(
th2+ε1 ∨ 1
)
(t1 − t2)h3 (|log(t1 − t2)|p ∨ 1)
. 
3.5. Pathwise integration with respect to multifractional Brownian mo-
tion. To describe the statistical model, we need to introduce the pathwise integrals
w.r.t. mBm. Consider two non-random functions f and g defined on some inter-
val [a, b] ⊂ R+. Let α > 0. Denote the Riemann–Liouville left- and right-sided
fractional integrals on (a, b) of order α by
(Iαa+f)(s) :=
1
Γ(α)
∫ s
a
f(t)(s− t)α−1dt,
and
(Iαb−g)(s) :=
1
Γ(α)
∫ b
s
g(t)(t− s)α−1dt,
respectively. Suppose also that the the following limits exist:
f(u+) := lim
δ↓0
f(u+ δ) and g(u−) := lim
δ↓0
g(u− δ), a ≤ u ≤ b.
Let fa+(s) := (f(s) − f(a+))1(a,b)(s), gb−(s) := (g(b−) − g(s))1(a,b)(s). Suppose
that fa+ ∈ Iαa+(Lp[a, b])), gb− ∈ I1−αb− (Lq[a, b])) for some p ≥ 1, q ≥ 1, 1/p+ 1/q ≤
1, 0 ≤ α ≤ 1. Introduce the fractional derivatives
(Dαa+fa+)(s) =
1
Γ(1− α)
( fa+(s)
(s− a)α + α
∫ s
a
fa+(s)− fa+(u)
(s− u)1+α du
)
1(a,b)(s)
(D1−αb− gb−)(s) =
e−ipiα
Γ(α)
( gb−(s)
(b − s)1−α + (1− α)
∫ b
s
gb−(s)− gb−(u)
(s− u)2−α du
)
1(a,b)(s).
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It is known that Dαa+fa+ ∈ Lp[a, b], D1−αb− gb− ∈ Lq[a, b]. Under above assumptions,
the generalized (fractional) Lebesgue-Stieltjes integral
∫ b
a
f(x)dg(x) is defined as∫ b
a
f(x)dg(x) := eipiα
∫ b
a
(Dαa+fa+)(x)(D1−αb− gb−)(x)dx + f(a+)(g(b−)− g(a+)),
and for αp < 1 it can be simplified to∫ b
a
f(x)dg(x) := eipiα
∫ b
a
(Dαa+f)(x)(D1−αb− gb−)(x)dx,
see [17, 18].
Assume that the Hurst function satisfies the conditions (H1)–(H2) and, addi-
tionally, h3 = min {h1, κ} > 1/2. In this case, according to Remark 1, process
Y with probability 1 has Ho¨lder trajectories up to order h3 on any finite interval
[0, T ]. As follows from [14], for any 1 − h3 < α < 1 there exists the fractional
derivative D1−αb− Yb− ∈ L∞[a, b] for any 0 ≤ a < b ≤ T. Let we have another process,
say Z = {Zt, t ∈ [0, T ]}, also having Ho¨lder trajectories up to some order h with
h+ h3 > 1. In particular, it can be h = h3. Then, according to [17], there exists an
integral
∫ b
a
ZsdYs, which is the limit a.s. of the Riemann sums and has the standard
properties (so called path-wise integral). This integral is defined as∫ b
a
ZdY := eipiα
∫ b
a
(Dαa+Z)(x)(D1−αb− Yb−)(x)dx. (32)
An evident estimate follows immediately from (32):∣∣∣ ∫ b
a
Z dY
∣∣∣ ≤ sup
a≤x≤b
|(D1−αb− Yb−)(x)|
∫ b
a
|(Dαa+Z)(x)|dx. (33)
4. Drift parameter estimation in stochastic differential equations
driven by mBm
4.1. Linear model. Consider the process
Xt = θt+ Yt, t ≥ 0, (34)
where θ ∈ R is an unknown parameter, Yt is an mBm with the Hurst function
Ht satisfying the conditions (H1)–(H2). Assume that our aim is to estimate the
parameter θ by the observations of Xt. Let us introduce the estimator
θˆT =
XT
T
= θ +
YT
T
.
Theorem 4.1. 1) The estimator θˆT is strongly consistent as T →∞.
2) For all T > 0,
T 1−HT
C(HT )
(
θˆT − θ
)
≃ N(0, 1),
where C(H) =
(
pi
HΓ(2H) sin(piH)
)1/2
. Consequently, a confidence interval of level
1− α is given by
θˆT ± C(HT )
T 1−HT
z1−α/2,
where zp denotes the p-quantile of the standard normal distribution.
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Proof. 1) By Theorem 3.4, for all T > 1 and δ > 0
|YT | ≤ T h2+δξ a. s.,
where ξ = ξ(δ) is some nonnegative random variable. Hence, if we choose δ < 1−h2,
then we get
|YT |
T
≤ ξ
T 1−h2−δ
→ 0, a. s. as T →∞.
2) Note that one-dimensional distributions of mBm Yt are centered Gaussian
with standard deviation C(Ht)t
Ht , see (21). Therefore,
T 1−HT
C(HT )
(
θˆT − θ
)
=
YT
C(HT )THT
≃ N(0, 1). 
4.2. Multifractional Ornstein–Uhlenbeck process. Let, as in subsection 3.5,
h3 > 1/2. In this subsection we consider the estimation of the unknown parameter
θ ≥ 0 by observations of the process X = {Xt, t ≥ 0} that is a solution of the
stochastic differential equation of Langevin type,
Xt = x0 + θ
∫ t
0
Xs ds+ Yt, (35)
where x0 ∈ R is a known constant, Y = {Yt, t ≥ 0} is an mBm. This solution exists
and is unique, see [13, Th. 4.1].
Note that the trajectories of the processes Y and consequently X are a. s. Ho¨lder
continuous up to order h3. Therefore, according to subsection 3.5, path-wise inte-
grals
∫ T
0 Xs dXs and
∫ T
0 Xs dYs are well defined. One can verify that the solution
of (35) can be represented in the following form
Xt = e
θt
(
x0 +
∫ t
0
e−θs dYs
)
.
Using the integration-by-parts, this process can be written as follows
Xt = x0e
θt + θeθt
∫ t
0
e−θsYs ds+ Yt. (36)
We call the process X = {Xt, t ≥ 0} multifractional Ornstein–Uhlenbeck process.
Let, more precisely, our goal be to estimate the unknown drift parameter θ ∈ R
by the continuous-time observations on the interval [0, T ]. Consider the estimator
θˆT =
∫ T
0
Xs dXs∫ T
0 X
2
s ds
. (37)
Remark 2. In the case of the equation driven by ordinary fBm the estimator (37)
was studied in [3, 7, 9]. Hu and Nualart [7] proved that in the ergodic case (θ < 0)
it is strongly consistent for all H ≥ 12 and asymptotically normal for H ∈ [ 12 , 34 ).
They considered
∫ T
0 Xt dXt in (37) as a divergence-type integral. In [3, 9] the
corresponding non-ergodic case θ > 0 was investigated and the strong consistency
of the estimator (37) was proved for H ≥ 12 . It was also obtained in [3] that
eθt
(
θ̂t − θ
)
converges in law to 2θC(1) as t → ∞, where C(1) is the standard
Cauchy distribution. In [6] the more general situation was studied, namely the
non-ergodic Ornstein-Uhlenbeck process driven by a Gaussian process.
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Since by (35), dXs = θXs ds + dYs, we have that θˆT admits the following sto-
chastic representation
θˆT = θ +
∫ T
0 Xs dYs∫ T
0
X2s ds
.
Denote by Z a class of random variables ζ ≥ 0 with the following property: there
exist positive constants C1 and C2 not depending on T such that for all u > 0
P(ζ > u) ≤ C1e−C2u2 .
Lemma 4.2. Let ε > 0, T > 1, θ > 0. Then there exists such ζ ∈ Z that∣∣∣∣∣
∫ T
0
Xs dYs
∣∣∣∣∣ ≤ ζ2T h2+ε+1eθT . (38)
Proof. By (36),
sup
0≤s≤t
|Xs| ≤ |x0| eθt + θeθt
∫ t
0
e−θs sup
0≤u≤s
|Yu| ds+ sup
0≤s≤t
|Ys| . (39)
Then (35) implies that for t1 > t2 ≥ 0
|Xt1 −Xt2 | ≤ θ
∫ t1
t2
(
|x0| eθs + θeθs
∫ s
0
e−θv sup
0≤u≤v
|Yu| dv + sup
0≤u≤s
|Yu|
)
ds
+ |Yt1 − Yt2 | .
(40)
Furthermore, using Theorems 3.4 and 3.8 we get for t ≥ 0 and δ > 0
sup
0≤s≤t
|Ys| ≤
(
th2+δ + 1
)
ξ a. s., (41)
and for 0 ≤ t2 < t1 ≤ t2 + 1
|Yt1 − Yt2 | ≤
(
th2+ε1 + 1
)
(t1 − t2)h3 (|log(t1 − t2)|p + 1) η
=
(
th2+ε1 + 1
) (
(t1 − t2)h3 |log(t1 − t2)|p + (t1 − t2)h3
)
η
≤ C
(
th2+ε1 + 1
)
(t1 − t2)h3−rη a. s.,
(42)
where 0 < r < h3 − 1/2. Then by (41),∫ t
0
e−θs sup
0≤u≤s
|Yu| ds ≤ ξ
∫ t
0
e−θs
(
sh2+δ + 1
)
ds ≤ Cξ
Therefore, from (39) we obtain
sup
0≤s≤t
|Xs| ≤ |x0| eθt + θeθtCξ +
(
th2+δ + 1
)
ξ.
It follows from (40) and (42) that
|Xt1 −Xt2 | ≤ θ
∫ t1
t2
(|x0| eθs + θeθsCξ + (sh2+δ + 1) ξ) ds
+ C
(
th2+ε1 + 1
)
(t1 − t2)h3−rη.
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These formulas can be rewritten using simplified notation as follows:
sup
0≤s≤t
|Xs| ≤
(
eθt + th2+δ
)
ζ, (43)
|Xt1 −Xt2 | ≤ ζ
(
eθt1 + th2+δ1
)
(t1 − t2) + ζ
(
th2+ε1 + 1
)
(t1 − t2)h3−r. (44)
In order to estimate
∫ T
0
Xs dYs we write∣∣∣∣∣
∫ T
0
Xs dYs
∣∣∣∣∣ ≤
[T ]+1∑
k=0
∣∣∣∣∣
∫ k+1
k
Xs dYs
∣∣∣∣∣
≤
[T ]+1∑
k=0
sup
k≤s≤k+1
∣∣(D1−αk+1−Yk+1−) (s)∣∣
∣∣∣∣∣
∫ k+1
k
(
Dαk+Xk+
)
(s) ds
∣∣∣∣∣ , (45)
where 1 − h3 + r < α < h3 − r, see (33). Now we need to estimate the fractional
derivatives. By (42),∣∣(D1−αk+1−Yk+1−) (s)∣∣
≤ 1
Γ(α)
(
|Yk+1 − Ys|
(k + 1− s)1−α + (1− α)
∫ k+1
s
|Yu − Ys|
(u− s)2−α du
)
≤ ζ
((
(k + 1)h2+ε + 1
)
(k + 1− s)h3−r−1+α
+
∫ k+1
s
(
uh2u+ε + 1
)
(u− s)h3−r−2+α du
)
≤ ζ ((k + 1)h2+ε + 1)((k + 1− s)h3−r−1+α + ∫ k+1
s
(u− s)h3−r−2+α du
)
≤ ζ ((k + 1)h2+ε + 1) (k + 1− s)h3−r−1+α
≤ ζ ((k + 1)h2+ε + 1) .
(46)
Applying (43)–(44), we get∣∣(Dαk+X) (s)∣∣ ≤ 1Γ(1− α)
( |Xs|
(s− k)α + α
∫ s
k
|Xs −Xu|
(s− u)α+1 du
)
≤ ζ
((
eθs + sh2+δ
)
(s− k)−α
+
∫ s
k
((
eθs + sh2+δ
)
(s− u)−α + (sh2+ε + 1) (s− u)h3−r−α−1) du)
≤ ζ ((eθs + sh2+δ) ((s− k)−α + (s− k)1−α)+ (sh2+ε + 1) (s− k)h3−r−α) .
Then∫ k+1
k
∣∣(Dαk+X) (s)∣∣ ds ≤ ζ (eθ(k+1) + (k + 1)h2+δ + (k + 1)h2+ε + 1) . (47)
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Combining (45)–(47), we get∣∣∣∣∣
∫ T
0
Xs dYs
∣∣∣∣∣ ≤ ζ2
[T ]+1∑
k=0
(
(k + 1)h2+ε + 1
)
×
(
eθ(k+1) + (k + 1)h2+δ + (k + 1)h2+ε + 1
)
.
Now, each summand in the right-hand side of the latter inequality can be bounded
by CT h2+εeθT , whence (38) follows. 
Theorem 4.3. Let θ > 0. Then the estimator θˆT is strongly consistent as T →∞.
Proof. By (38), ∣∣∣θˆT − θ∣∣∣ =
∣∣∣∫ T0 Xs dYs∣∣∣∫ T
0
X2s ds
≤ ζ2 T
h2+ε+1eθT∫ T
0
X2s ds
.
Applying L’Hoˆpital’s rule and (36), we get
lim
T→∞
T h2+ε+1eθT∫ T
0
X2s ds
= lim
T→∞
(
(h2 + ε+ 1)T
h2+ε + T h2+ε+1θ
)
eθT
X2T
= lim
T→∞
(
(h2 + ε+ 1)T
h2+ε + T h2+ε+1θ
)
eθT
(
x0 + θ
∫ T
0
e−θsYs ds+ e−θTYT
)2 . (48)
Using the bound (28), we obtain that e−θTYT → 0 a. s. as T → ∞. Moreover,
with probability 1 there exists the limit limT→∞
∫ T
0 e
−θsYs ds =
∫∞
0 e
−θsYs ds.
Obviously, this limit is a Gaussian random variable. This implies that
lim
T→∞
(
x0 + θ
∫ T
0
e−θsYs ds+ e
−θTYT
)2
=
(
x0 + θ
∫ ∞
0
e−θsYs ds
)2
> 0 a. s.
Therefore, it follows from (48) that
lim
T→∞
T h2+ε+1eθT∫ T
0
X2s ds
= 0 a. s.
This completes the proof. 
Theorem 4.4. Let θ = 0. Then the estimator θˆT is consistent as T →∞.
Proof. In this case Xt = x0 + Yt. Hence,∫ T
0
Xs dYs = x0YT +
∫ T
0
Ys dYs = x0YT +
1
2
Y 2T ,
see formula (32) in [17]. Then for T > 1,
∣∣∣θˆT − θ∣∣∣ =
∣∣∣∫ T0 Xs dYs∣∣∣∫ T
0
X2s ds
≤ x0 |YT |+
1
2Y
2
T∫ T
0
X2s ds
≤ ζ2 T
2h2+2δ∫ T
0
X2s ds
,
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by Theorem 3.4. It follows from the Cauchy–Schwarz inequality that∫ T
0
X2s ds ≥
1
T
(∫ T
0
Xs ds
)2
=
1
T
(∫ T
0
(x0 + Ys) ds
)2
= T
(
x0 +
1
T
∫ T
0
Ys ds
)2
= T (x0 + σTN (0, 1))2 ,
where σ2T denotes the variance of the centered Gaussian random variable
1
T
∫ T
0 Ys ds,N (0, 1) is the standard normal random variable. Therefore, it suffices to show that
T 2h2+2δ−1
(x0 + σTN (0, 1))2
P−→ 0 as T →∞.
In order to establish this convergence, we will bound σ2T from below. We have
σ2T =
1
T 2
E
(∫ T
0
Ys ds
)2
=
1
T 2
∫ T
0
∫ T
0
EYsYu du ds
=
1
T 2
∫ T
0
∫ T
0
D(Hs, Hu)
(
sHs+Hu + uHs+Hu − |s− u|Hs+Hu
)
du ds,
where D(x, y) = piΓ(x+y+1) sin(pi(x+y)/2) , see [1] or [15, p. 213]. Further,
σ2T =
1
T 2
∫ T
0
∫ s
0
D(Hs, Hu)
(
sHs+Hu + uHs+Hu − (s− u)Hs+Hu) du ds
+
1
T 2
∫ T
0
∫ T
s
D(Hs, Hu)
(
sHs+Hu + uHs+Hu − (u− s)Hs+Hu) du ds
≥ 1
T 2
(∫ T
0
∫ s
0
D(Hs, Hu)u
Hs+Hu du ds+
∫ T
0
∫ T
s
D(Hs, Hu)s
Hs+Hu du ds
)
,
Since D(x, y) is positive and stays bounded away from 0 for x, y ∈ [h1, h2], we have
σ2T ≥
C
T 2
(∫ T
0
∫ s
0
uHs+Hu du ds+
∫ T
0
∫ T
s
sHs+Hu du ds
)
=
2C
T 2
∫ T
0
∫ s
0
uHs+Hu du ds =
2C
T 2
∫ T
0
∫ s
0
THs+Hu
( u
T
)Hs+Hu
du ds
≥ 2C
T 2
∫ T
0
∫ s
0
T 2h1
( u
T
)2h2
du ds =
2CT 2h1
(2h2 + 1)(2h2 + 2)
= C1T
2h1
for T > 1.
Thus, for any ε > 0
P
{
T 2h2+2δ−1
(x0 + σTN (0, 1))2
> ε2
}
≤ P
{∣∣∣∣ x0σT +N (0, 1)
∣∣∣∣ < T h2+δ−1/2εσT
}
≤ P
{∣∣∣∣ x0σT +N (0, 1)
∣∣∣∣ < T h2−h1+δ−1/2
εC
1/2
1
}
→ 0
as T →∞ for 0 < δ < 1/2− h2 + h1. 
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