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Abstract
The geodesics equations on de Sitter and anti-de Sitter spacetimes
of any dimensions, are the starting point for deriving the general form
of the Boltzmann equation in terms of conserved quantities. The simple
equation for the non-equilibrium Marle and Anderson-Witting models
are derived and the distributions of the Boltzmann-Marle model on
these manifolds are written down first in terms of conserved quantities
and then as functions of canonical variables.
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1 Introduction
The (1 + 3)-dimensional hyperbolic manifolds, the de Sitter (dS) and anti-
de Sitter (AdS) spacetimes, are interesting because of their isometries which
generate a large collection of conserved quantities which may be used for
studying classical systems on these manifolds [1, 2, 3, 4, 5, 6, 7].
In our investigations we observed that on dS and AdS spacetimes there
are special static charts [8, 9] with Cartesian coordinates in which the geodesic
equations can be expressed simply, in terms of conserved quantities, without
using explicitely initial conditions [4, 5, 7]. These results can be generalized
easily to any dimensions by using the same type of static charts. Thus we
obtain the geodesic equations on (1 + d)-dimensional dS and AdS space-
times in terms of conserved quantities with a plausible physical meaning, e.
g. energy, angular momentum, etc..
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With this starting point we focus on the collective classical motion on
these manifolds governed by the relativistic Boltzmann equation [10] which
is of actual interest in relevant non-equilibrium models [11, 12, 13, 14]. We
apply our previous results for writing down the relativistic Boltzmann equa-
tion on the hyperbolic manifolds in terms of conserved quantities instead
of the canonical coordinates. Thus we derive for the first time simple non-
equilibrium equations depending only on time for the Marle and Anderson-
Witting models. Moreover, we succeed to solve analytically the distributions
of the Boltzmann-Marle models on the hyperbolic spacetimes of any dimen-
sions. This is the principal result reported here which could be used in
various applications.
We start in the second section presenting, the (1+d)-dimensional dS and
AdS spacetimes and their isometries, introducing the special static charts.
Furthermore, we derive the conserved quantities and the geodesic equa-
tions on these spacetimes. The third section is devoted to the dS and AdS
mesoscopic systems governed by the Boltzmann equation. Exploiting the
previous results, we simplify this equation considering the distributions as
functions on time and 2d conserved quantities instead of 2d canonical vari-
ables. In this manner we generalize our previous result [15] finding the
form of the Maxwell-Ju¨ttner equilibrium distributions depending on the dS
and AdS local temperatures. The next section is devoted to the Marle and
Anderson-Witting non-equilibrium models for which we write down simple
equations and solve analytically the Boltzmann-Marle equation giving the
non-equilibrium time-dependent distributions on the dS and AdS spacetime,
first in terms of conserved quantities and then in canonical variables.
2 Particles on hyperbolic spectimes
The classical geodesic motion on dS and AdS spacetime can be studied
exploiting the rich sets of conserved observables associated to their isometry
groups. We shall show that with their help and by choosing special static
charts with suitable Cartesian coordinates [8, 9] we can write down the
general form of the geodesic equations in arbitrary dimensions.
The (1 + d)-dimensional dS and AdS spacetimes can be defined as hy-
perboloids of radius 1/ω embedded in the same [2 + (d + 1)]-dimensional
flat manifold (M,η) of coordinates zA, labeled by the indices A, B, ... =
−1, 0, 1, 2, .., d + 1, whose pseudo-Euclidean metric reads
η = diag(1, 1,−1,−1, .. − 1︸ ︷︷ ︸
d+1
) . (1)
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The (1+d)-dimensional dS spacetime, denoted simply dS(1+d) =M+, is de-
fined as the intersection of the null cone of equation z2 = ηABz
A(x)zB(x) = 0
with the subspace of fixed z−1 = 1
ω
. Similarly we define the (1 + d)-
dimensional AdS spacetime, AdS(1 + d) = M−, as the intersection of the
null cone with the subspace given by zd+1 = 1
ω′
.
The embedding manifold M carries the fundamental representation of
the group G = SO(2, d+1) whose transformations g ∈ G change the Carte-
sian coordinates of M as z → gz. According to our above definitions, it
is obvious that the subgroup G+ = SO(1, d + 1) = I(M+) is the isometry
group of M+ while G− = SO(2, d) = I(M−) plays the same role in M−.
The group G0 = G+
⋂
G− = SO(1, d) is the gauge group of the metric
η0 = diag(1,−1,−1, ... − 1︸ ︷︷ ︸
d
) (2)
of the flat model M0 of the spacetimes M+ and M− whose isometry group,
I(M0) = T (1 + d)sG0, generalizes the Poincare´ group of the case d = 3.
Note that the hyperbolic spacetimes have the coset structure M± ∼ G±/G0
[17] we have exploited for building the dS and AdS relativity [7, 3, 4].
For the group G and its subgroups we use the canonical parametrization
g(ξ) = exp
(
− i
2
ξABSAB
)
∈ SO(2, d + 1) (3)
with skew-symmetric parameters, ξAB = −ξBA, and the covariant gener-
ators SAB of the fundamental representation of the so(2, d + 1) algebra
carried by M . In the Cartesian basis of M these generators have the matrix
elements,
(SAB)
C ·
·D = i
(
δCA ηBD − δCB ηAD
)
. (4)
According to our previous interpretations, we say that the dS energy is
H+ = ωS0,d+1 while H− = ωS−1,0 is the AdS one. In both these cases, the
so(d) generators, Jij = Sij, play the role of a generalized angular momentum
while Ki = S0,i generalize the Lorentz boosts such that the set (Jij ,Ki)
forms a basis of the so(1, d) Lie algebra of G0. A Runge-Lenz-type vector of
components Ri = Si,d+1 generate the SO(d + 1)/SO(d) transformations of
G+ while Ni = S−1,i generate supplemental boost transformations in M−.
The local charts {x} of coordinates xµ (with Greek indices, α, ...µ, ν, ... =
0, 1, 2, ...d) can be introduced on the spacetimes M± giving the set of func-
tions zA(x) which solve the above conditions. Here we consider only Carte-
sian space coordinates which satisfy the condition zi ∝ xi such that at least
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the SO(d) symmetry becomes global, any quantity carrying space indices
i, j, k, ... = 1, 2, ...d transforming as SO(d) vectors and tensors. For this rea-
son we shall use some Euclidean notations as the scalar product (a ·b) = aibi
of the vectors a, b ∈ Rd and the squared Euclidean norm, a2 = (a · a).
In what follows we use only the special static chars, {x+} = {t+, x} on
M+ and {x−} = {t−, x} on M−, having the same space coordinates for
pointing out the symmetry of the spacetimes M+ and M− with the same
radius 1
ω
(ω′ = ω). The embedding equations defining the special static
charts of these manifolds are
M+ = dS(1 + d) : M− = AdS(1 + d) :
z−1+ =
1
ω
z−1− =
cosωt−
ωχ−
(5)
z0+ =
sinhωt+
ωχ+
z0− =
sinωt−
ωχ−
(6)
zi+ =
xi
χ+
zi− =
xi
χ−
(7)
zd+1+ =
coshωt+
ωχ+
zd+1− =
1
ω
(8)
where χ± =
√
1± ω2x2. The corresponding line elements can be calculated
according to the general rule as
ds2± = ηABdz
A
±dz
B
± = g
±
µνdx
µ
±dx
ν
±
=
1
χ2±
[
dt2± −
(
δij ∓ ω
2
χ2±
xixj
)
dxidxj
]
. (9)
Note that the special static charts introduced here are not quite popular
since in many applications one prefers the standard static charts {t±, xs±}
with static Cartesian coordinates xis± related to our coordinates x
i as in the
Appendix A.
The transformation g± ∈ G± generates the isometry x± → x′± = φg±(x±)
derived from system of equations z[φg(x)] = gz(x) that have to be solved
in a given chart of M+ or M−. These isometries give rise to the principal
conserved quantities associated to the so(2, d+1) generators. The conserved
quantities along the geodesics of M± are given by the Killing vectors associ-
ated to the G± isometries. In the charts {x}± ofM+ orM− the components
of the Killing vectors are defined (up to a multiplicative constant) as [16],
k±(AB)µ = z±A∂µz±B − z±B∂µz±A , . (10)
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where z±A = ηACz
C
± . Then the conserved quantities along a timelike
geodesic of a particle of mass m have the form k±(AB)µp
µ
± where
pµ± = m
dxµ±
ds±
, (11)
are the components of the covariant momenta which satisfy p2± = g
±
µνp
µ
±p
ν
± =
m2 in both the charts under consideration.
With these preparations, we may express the equations of the timelike
geodesics exclusively in terms of 2d conserved quantities which replace com-
pletely the 2d initial conditions determining usually a geodesic in a (1 + d)-
dimensional manifold.
We focus first on the dS spacetime calculating the components of the
Killing vectors and defining with their help the conserved quantities,
E+ = ωk+(0,d+1)µp
µ
+ =
p0+
χ2+
, (12)
L+ij = k
+
(i,j)µp
µ
+ =
xi+p
j
+ − xj+pi+
χ2+
(13)
K+i = k
+
(0,i)µp
µ
+
=
xi+p
0
+
χ2+
coshωt+ −
pi+
ωχ2+
sinhωt+ (14)
R+i = k
+
(i,d+1)µp
µ
+
=
xi+p
0
+
χ2+
sinhωt+ − p
i
+
ωχ2+
coshωt+ (15)
where E+ is the energy and L+ is the generalized angular momentum cor-
responding to the SO(d) generators. The vector K+ is associated to the
generalized Lorentz boost of the group G0 while the vector R
+ is specific
for the dS isometries being associated to the space rotations involving the
coordinate zd+1. These quantities are not independent since the generalized
angular momentum can be written as
L+ij =
ω
E+
(
R+i K
+
j −R+j K+i
)
, (16)
and we have the identity corresponding to the first Casimir invariant of the
so(1, d + 1) algebra,
(E+)2 − ω2
[
(L+)2 + (R+)2 − (K+)2
]
= m2 , (17)
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depending on the Euclidean squared norms (L+)2 = L+ijL
+
ij, (R
+)2 = R+i R
+
i ,
etc.. Hereby we conclude that there are only 2d independent conserved
quantities, (K+i , R
+
i ), which form a convenient algebraic basis generating
freely all the other conserved quantities.
Now we can exploit the above results for expressing the geodesic equa-
tions on M+ in terms of conserved quantities instead of using 2d arbitrary
initial conditions. Indeed, from Eqs. (12), (14) and (15) we obtain the
geodesic equation in a closed form as
xi(t+) =
1
E+
(
K+i coshωt+ −R+i sinhωt+
)
(18)
which represents a hyperbola in the plane (K+, R+) whose asymptotes are
oriented along the vectors
1
2ωE+
(
K+ −R+) , 1
2ωE+
(
K+ +R+
)
. (19)
We recover thus our previous result obtained recently for d = 3 [5]. In
addition, we obtain the momentum components,
pi+(t+) = ωχ
2
+
(
K+i sinhωt+ −R+i coshωt+
)
(20)
that can be used in applications.
In a similar manner we calculate the components of the Killing vectors
in the chart {x−} of the SdS spacetime, defining the conserved quantities,
E− = ωk−(−1,0)µp
µ
− =
p0−
χ2−
, (21)
L−ij = k
−
(i,j)µp
µ
− =
xi−p
j
− − xj−pi−
χ2−
(22)
K−i = k
−
(0,i)µp
µ
−
=
xi−p
0
−
χ2−
cosωt− − p
i
−
ωχ2−
sinωt− , (23)
N−i = k
−
(−1,i)µp
µ
− ,
= −x
i
−p
0
−
χ2−
sinωt− −
pi−
ωχ2−
cosωt− . (24)
The quantities L− and K− correspond to the so(1, d) basis generators while
E− is the AdS energy. The vector N− is associated to the boosts involving
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the second time coordinate z−1 which generate only AdS isometries. As in
the previous case we find that
L−ij =
ω
E−
(
N−i K
−
j −N−j K−i
)
, (25)
while the identity corresponding to the first Casimir invariant of the so(2, d)
algebra reads
(E−)2 + ω2
[
(L−)2 − (N−)2 − (K−)2
]
= m2 . (26)
Therefore, the 2d independent conserved quantities (K−i , N
−
i ) represent a
natural basis. Furthermore, according to Eqs. (21), (23) and (24), we obtain
the geodesic equation in a closed form,
xi(t−) =
1
E−
(
K−i cosωt− −N−i sinωt−
)
, (27)
which represents an ellipse in the plane (K−, N−) just as in the case of d = 3
[6, 7]. Moreover, we can derive the momentum components as
pi(t−) = −ωχ2−
(
K−i sinωt− +N
−
i cosωt−
)
. (28)
Finally we note that here we respected up to signs our previous defini-
tions given in the cases of d = 3 for the dS [3, 4] and AdS [6, 7] manifolds.
Therefore, we find similar flat limits (for ω → 0) that read
lim
ω→0
E± = E = p0 , (29)
lim
ω→0
L±ij = Lij = x
ipj − xjpi , (30)
lim
ω→0
K±i = Ki = x
ip0 − tpi , (31)
lim
ω→0
ωR+i = lim
ω→0
ωN−i = −pi (32)
where (pµ, Lij ,Ki) are the conserved quantities on M0 corresponding to the
basis generators of its isometry group I(M0).
3 Boltzmann equations on M±
The above results allow us to continue our previous study [15] of the meso-
scopic systems on M± considering distributions which depend only on time
and 2d conserved quantities and, consequently, satisfy simplified Boltzmann
equations.
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A mesoscopic system constituted by identical particles of mass m on
a (1 + d)-dimensional courved bakground is successfully described by the
(general) relativistic Boltzmann equation [10],
∂fB(x, p)
∂xµ
pµ − Γiαβpαpβ
∂fB(x, p)
∂pi
= J [fB ] , (33)
giving the scalar distribution fB(x, p) which depends on the local coordi-
nates xµ and momentum components pµ along geodesics. These satisfy the
geodesic equation and the normalization condition gµνp
µpν = m2 such that
we remain only with d independent momentum variables, say pi, such that
the function fB depends on 2d+1 variables, i. e the time t and 2d canonical
variables, (xi, pi).
These variables can be changed at any time if we have n vectors fields
Ka, a, b, ... = 1, 2, ...n defining the new quantities ka = Kaµ(x)p
µ that can
play the role of new variables. Then we can substitute n canonical variables
with new ones by solving the above system of n equations for expressing n
canonical variables in terms of the new variables ka and the remaining 2d−n
canonical variables. If n > d we can replace all the momentum components
by the functions pµ(t, x, k) = pµ(t, x1, x2, ..xs, k1, k2, ...kn) where s = 2d−n.
In this manner we obtain a new function f(t, x, k) depending on the new
variables which satisfies now
df
ds
=
∂f
∂xµ
uµ +
∂f
∂ka
dka
ds
. (34)
On the other hand, we observe that
dka
ds
= Kaµ
duµ
ds
+
∂Kaµ
∂xν
uνuµ = Kaµ;νu
µuν , (35)
since u satisfy the geodesic equation. Thus we obtain the new general equa-
tion
∂f
∂xµ
pµ +
∂f
∂ka
Kaµ;νp
µpν = J [f ] , (36)
depending on the variables (t, x, k). This procedure is useful when Ka are
Killing vector fields since then the Killing equations Kaµ;νp
µpν = 0 drop out
all the terms containing derivatives ∂kaf , remaining with a simpler equation
depending only on time and s space coordinates.
Important applications can be worked out on the hyperbolic spactimes
which offer us just n = 2d independent conserved quantities allowing us to
write on M± simple Boltzmann equations depending only on time,
∂f±(t±, k±)
∂t±
p0±(t±, k±) = J [f±] , (37)
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where k+ = (K
+
i , R
+
i ) onM+ and k− = (K
−
i , N
−
i ) onM−. The components
p0± = E
±χ2± = E
±
[
1± ω2x(t±)2
]
(38)
have to be calculated by using the geodesic equations (18) and (27).
The equation (37) can be solved now analytically if the collision term
J is approximated according to the Marle or Anderson-Witting models. In
both these cases the distributions on M± have the general form
f± = f
(eq)
± (k±) + δf±(t±, k±) , (39)
where f
(eq)
± are the Maxwell-Ju¨ttner equilibrium distributions on M± while
the corrections δf± giving the local transport effects have to be calculated
from Eq. (37) by using the above mentioned approximations.
Let us first analyze the Maxwell-Ju¨ttner distributions onM± which must
have the general form [15]
f
(eq)
± (k±) =
Z
(2pi)d
exp
[
−β±E (x)pµ±U±µ
]
(40)
where U is the macroscopic field of velocities of the macroscopic system.
Since this distribution is independent on time, a rapid inspection shows
that there is only one obvious choice, namely U±i = 0 and, consequently,
U±0 = (χ±)
−1. Then, bearing in mind that p0± are given by Eq. (38), we
obtain
pµ±U
±
µ = p
0
±U
±
0 = E
±χ± , (41)
such that the local temperature reads
β±E (x) =
β0
χ±
=
β0√
1± ω2x2 , (42)
where β0 is the temperature in origin. Therefore, the final form of the
Maxwell-Ju¨ttner distribution reads
f
(eq)
± (k±) =
Z±
(2pi)d
exp(−β0E±)
=
Z±
(2pi)d
exp
(
− β0p
0
±
1± ω2x2
)
. (43)
This result is not surprising since it is natural to find that the mesoscopic
systems which are in equilibrium in static charts must stay at rest as we
have show recently in Ref. [15].
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4 Marle and Anderson-Witting models
The simplest approximation of the collision term of Eq. (37) is given by the
Marle model which defines
JM [f±] = −m
τ
(
f± − f (eq)±
)
, (44)
where the relaxation time τ is a new parameter. Therefore, we may find the
functions δfW± by solving the equations
E±
∂ δfM± (t±, k±)
∂t±
χ2± = −
m
τ
δfM± (t±, k±) , (45)
resulted from Eqs. (37), (38) and (44).
Another useful approximation of the collision term is given by the Anderson-
Witting model where
JAW [f±] = −
pµ±U
±
µ
τ
(
f± − f (eq)±
)
. (46)
Then, by taking into account that the quantity pµ±U
±
µ was already evaluated
in Eq. (41), we obtain the equations
∂ δfAW± (t±, k±)
∂t±
χ± = −1
τ
δfAW± (t±, k±) , (47)
satisfied by the distributions δfAW± of this model.
Obviously, in the case of the hyperbolic spacetimes, the Marle and
Anderson-Witting models give different distributions depending on time.
In what follows we discuss the solution of both these models in the dS and
AdS spacetimes separately such that the notation ± is no longer needed.
Distributions in dS spacetimes. Let us consider first the dS spacetime
M+ where we denote now by {t, x} the special static chart. Then by us-
ing algebraic codes on computer and Eqs. (45), (17) and (16) we find the
distribution of the Marle model
δfM (t,K,R) = h(K,R)
× exp
[
− 1
ωτ
arctanh (A tanhωt+B)
]
, (48)
where
A =
E2 − ω2R2
mE
, B =
ω2(K · R)
mE
. (49)
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The quantity h(K,R) which plays the role of an integration constant has to
be specified according to the needs of the concrete physical model. When
δf is a small correction we can take h(K,R) = κf
(eq)
+ where the equilibrium
distribution is given by Eq. (43) while κ is a new parameter. Thus we obtain
the distribution (39) of the Marle model depending on (t, E,Ki, Ri). The
last step is to turn back to the canonical variables (xi, pi) by substituting
the conserved quantities according to Eqs. (12), (14) and (15). We obtain
thus the definitive form
δfM (t, x, p) = h(K,R)
× exp
[
− 1
ωτ
arctanh
(
p0
m
tanhωt− ω
m
(x · p)
1 + ω2x2
)]
, (50)
where p is the covariant momentum (11).
Unfortunately, the Anderson-Witting equation (47) cannot be integrated
in the general case onM+ by using only algebraic codes. This means that we
must study more carefully this equation resorting to refined mathematical
methods, the last chance being the use of the numerical ones.
Distributions in AdS spacetimes On the AdS spacetime M−, in the spe-
cial static chart denoted by {t, x}, the Eq. (45) can be solved obtaining the
Marle distribution that reads
δfM (t,K,N) = h(K,N)
× exp
[
− 1
ωτ
arctan
(
A′ tanωt+B′
)]
, (51)
where
A′ =
E2 − ω2N2
mE
, B′ =
ω2(K ·N)
mE
, (52)
while the integration constant can be taken as h(K,N) = κf
(eq)
− or in ac-
cordance to other physical needs. Thus the Marle distribution on M− is
completely determined by Eq. (39) and we get back to the canonical vari-
ables finding the final result,
δfM (t, x, p) = h(K,N)
× exp
[
− 1
ωτ
arctan
(
p0
m
tanωt− ω
m
(x · p)
1− ω2x2
)]
, (53)
resulted from Eqs. (21), (23) and (24).
As in the previous case there are major difficulties in integrating the Eq.
(47) of the Anderson-Witting model which requires a careful study in each
particular case separately.
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5 Conclusion
This paper is a technical piece of work whose principal purpose was to find
new general results concerning the classical motion on hyperbolic spactimes
of any dimensions. The generalization of the geodesic equations expressed
in terms of conserved quantities, from d = 3 [7, 5] to any dimensions, is
somewhat natural since we used Cartesian coordinates. Nevertheless, our
method of exploiting conserved quantities was more productive in studying
the Boltzmann equation allowing us to derive the general form of the dis-
tributions of the Boltzmann-Marle model on the dS and AdS spacetimes of
any dimensions. This represent the principal new results that may be used
in further applications to concrete physical systems of various dimensions.
A Static charts
The Cartesian coordinates of the standard static charts are related to our
coordinates used here as
xis± =
xi√
1± ω2x2 , (54)
such that the local temperatures (42) take the form
β±E = β0
√
1∓ ω2x2s± , (55)
we found in Ref. [15]. The line elements in the standard static charts with
Cartesian coordinates of M+ and M− read
ds2± = (1∓ x2s±)dt2± −
[
δij ± ω2
xis±x
j
s±
1∓ x2s±
dxis±dx
j
s±
]
(56)
giving the familiar expressions in spherical coordinates.
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