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The practice of modeling geophysical fluid flows has grown tremendously in concert with
recent advances in computing power. To study the climate models must simulate centuries of real
time, a difficulty made worse by the need to capture fine-scale (eddy) activity. Turbulence at scales
ranging from 10 km to 250 km, whose coherent structures are colloquially referred to as mesoscale
eddies, is of particular interest because of its ability to transport and mix water masses, and because
it dominates the oceanic kinetic energy budget. As of the writing of this dissertation, it also happens
to represent the cutting edge in OGCM resolution, hence the need for skillful parameterizations.
Calibration and evaluation of such parameterizations is the focus of this work.
An ”eddy parameterization challenge suite” is being developed, consisting of a set of high-
resolution tracer experiments designed to assist in parameterizing subgridscale processes in ocean
models. In each experiment, multiple tracers are initialized in a frontal spindown simulation de-
signed to mimic the stirring effect of mesoscale eddies. Diagnosis of an eddy transport tensor is
performed by inverting a matrix of passive tracer gradients, each of which is assumed to satisfy an
identical linear flux-gradient relationship. Aspects of the matrix inversion are explored, including
the implications of overdetermining the linear relationship using a large number of tracers.
Two sets of simulations, featuring Eady-like and exponential stratification, allow us to in-
vestigate scaling laws and vertical structures of the eddy transport tensor. The diagnosed tensor
reproduces the horizontal transport of an active tracer (buoyancy) to within ±7% and the vertical
transport to within ±12%. The derived scalings are shown to be close in form to the Gent and
McWilliams (1990) and Redi (1982) diffusivity tensors, with a magnitude that varies in space and
time. The parameterization suite is also used to evaluate an extant scheme (Ferrari et al., 2010)
and to recommend improvements. We also attempt a local scaling for the along-isopycnal diffusiv-
iv
ity and argue that it is unlikely that any such scaling can be written as a simple function of the
velocity, stratification, or eddy variances.
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can recover the ”true” isopycnal diffusivity κ by dividing Syy by one of {ξ1, ξ2, ξ3}.
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red lines), plotted at various times during a sample Eady-like simulation. After the
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4.7 a) Magnitude and structure of µ as a function ofM, plotted as a function of depth.
Choices of M are labeled in the black boxes. We find that setting M = 10 is
sufficient to smoothly meet the boundary conditions of ψ while approximating the
true ψ well in the interior. b) Vertical structures of ψ (black line), ψF using a depth-
independent c2 with M = 1000 (red line), and ψF using a depth-dependent c
2 with
M = 10. The solution with depth-dependent c2 is free of the ”kink” near z = −300
m which is apparent on the red line. That the true solution of ψ does not converge
to identically zero at the bottom boundary is an artifact of the smoothing algorithm
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4.8 Vertical profile of κ/κs. Black dots indicate values of κs collected locally in z, for
snapshots from six exponentilly-stratified simulations and six Eady-like simulations.
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(S) or buoyancy flux slope (Sd) (not shown). . . . . . . . . . . . . . . . . . . . . . . 167
Chapter 1
Introduction
1.1 Preliminaries
The completeness of modeling geophysical fluid flows has grown tremendously in concert with
recent advances in computing power, and with this growth has come a cultural shift in the way
oceanographers view the future of their field. There is now widespread acceptance that the results
from a physically sound, properly calibrated numerical model can approximate observed oceanic
flows quite well, and can supplement our understanding of ocean dynamics just as observational
studies can. Modeling also supports the development of new analytic or diagnostic methods through
evaluation by idealized models, which are far quicker and cheaper to implement than a typical
research cruise. Models also helps the broader earth science community to account for the role of
the ocean for problems of anthropogenic climate change and environmental impact (McWilliams,
1996).
The unfortunate paradox of oceanic general circulation models (OGCM’s) is that, despite
being improved substantially by advances in computing power, they are also limited by computing
power. This is of course true for numerical modeling in general regardless of scientific discipline,
but is a particularly onerous problem in this field. To study the climate models must simulate
centuries of real time, a difficulty made worse by the need to retain fine-scale (eddy) activity in
the model for accuracy reasons (Killworth, 1997). It immediately becomes apparent that some
concessions must be made with regard to either spatial resolution or simulation time1 in order to
1 Simulation time is most often regarded as an invariant in this context for two reasons: 1) the timestep of
2make such studies feasible at all.
The problem with coarse spatial resolution is that fully turbulent flow, as is found in the
ocean, contains important structures and energy at scales far below what is feasible to resolve. This
is the root of the so-called ”turbulence closure problem”, which has received extensive treatment
(Mellor and Yamada, 1974, 1977, 1982) and continues to be an area of ongoing research2 . In ocean
modeling, ”closing” the turbulence problem has traditionally been reduced to ”parameterizing” the
turbulent processes not resolved at the gridscale. The list of spatial regimes that the turbulence
parameterization problem spans (the mesoscale, submesoscale, and so on down to the turbulent
microscale) is expansive, with each regime certainly deserving of its own body of literature. The
problem is even more complicated due to the fact that there is no abrupt scale separation between
these regimes - they smoothly transition into each other, as do the energy and turbulent structures
found within.
The body of literature devoted to the study of turbulence could fill a library by itself. For-
tunately, the problem at hand is not to do something as bold as to solve the closure problem or to
prove that the three-dimensional Navier-Stokes equations have a solution. The task here will be to
analyze one particular type of turbulence, and to make progress toward properly parameterizing
that turbulence in a numerical model. Therefore, for the sake of this thesis, we will focus entirely
on the study of oceanic mesoscale turbulence. The motivation for this task is rather simple: the
mesoscale contains the majority of the oceanic kinetic energy, and is not directly resolved by the
state-of-the-art general circulation models we use in climate simulations. Because it is also the
eddying regime with the largest spatial scale, it is a logical candidate for a parameterization study.
The parameterization of mesoscale eddies is yet in its infancy (Ferrari et al., 2008), though
much theoretical and observational progress has been made in recent years (see Griffies et al. (2000)
for an excellent overview of the state of ocean modelling). However, because collecting observations
fluid models can only be manipulated to a limited degree because of numerical stability, and 2) total simulation
time is usually constrained by the timescales of the relevant dynamics, and cannot be reduced without changing the
model physics. Because of these limitations, the spatial resolution is usually sacrificed in the name of computational
feasibility.
2 Perhaps indefinitely!
3with which to compare and evaluate parameterizations is so expensive, we do not have a strong sense
on how well our parameterization schemes are improving our models outside of a few numerical
studies (e.g., Danabasoglu and McWilliams, 1995; Danabasoglu and Marshall, 2007; Eden et al.,
2009). For this reason, a large, organized modeling study would go a long way towards refining our
existing parameterizations as well as offering improvements for the next generation of schemes. This
thesis describes such a study, including the methods, components, and theoretical considerations
that have gone into building the models therein. These models comprise what we refer to as an
”eddy parameterization challenge suite”, which we will refer to continuously throughout this thesis.
In the following introductory sections, we begin by reviewing the phenomenology of mesoscale
turbulence. We discuss the conditions that generate baroclinic instability and how this basic insta-
bility grows into fully nonlinear turbulence. We also review some common eddy parameterizations
that populate OGCM’s today, and explore the theory and physical intuition that led to their cre-
ation. In chapter 2, we discuss the matrix pseudoinversion technique that makes this research
possible. Many incremental refinements were made to this technique over the course of this re-
search, the consequences of which are also discussed here. Chapter 3 contains results from the first
major component of the challenge suite, which consists of a set of models inspired by the work of
Eady (1949). Chapter 4 discusses the second component of the challenge suite, consisting of a set
of models inspired by Charney (1947) which allow us a much more detailed and rigorous evalua-
tion of the parameterizations from Chapter 1. Finally, in the conclusion we discuss implications of
our results for OGCM’s and look to the future at the last set of models which will complete the
challenge suite.
1.1.1 The Role of Mesoscale Eddies
The oceanic mesoscale corresponds to spatial scales ranging from 10 km to 250 km, over
which turbulent motion typically dominates the mean circulation. Observations reveal that the
eddy kinetic energy in the mesoscale can be up to 250 times that of the mean kinetic energy
(Wyrtki et al., 1976; Stammer, 1997; Henning and Vallis, 2004; Grooms et al., 2011). Turbulence
4at these scales, whose coherent structures are colloquially referred to as ”mesoscale eddies”, is of
interest because of its ability to transport and mix water masses, and also because it strongly feeds
back upon the general circulation and mean flow of the ocean (Stammer, 1998). Early studies
of eddy effects focused largely on such interaction between eddy and mean (Rhines and Holland,
1979, 1980; Rhines and Young, 1982b). In the years since, many more specific examples have
emerged about how eddies play a leading-order role in setting the general characteristics of the
ocean circulation.
Eddy mixing has a strong effect on the ventilation rate and turnover time of water masses in
the interior of the ocean, and thus affects the rate at which deep water is exposed to the atmosphere.
The mixing of waters within and throughout the ocean is a strong control on the Earth’s climate
because it has a direct effect on the poleward transport of heat and carbon (Bryan, 1987, 1991;
Gnanadesikan et al., 2003). Beyond the mixing and transport of water masses, mesoscale eddies
play a central role in maintaining the vertical distribution of heat in the oceanic interior (Karsten
et al., 2002; Marshall et al., 2002; Radko and Marshall, 2004), particularly in the thermocline
(Henning and Vallis, 2004; Stammer et al., 2006; Greatbatch et al., 2007). Eddies have also been
shown to exert a strong feedback effect in western boundary currents (Fox-Kemper, 2004; Fox-
Kemper and Ferrari, 2009; Grooms et al., 2011) as well as in the ocean gyres themselves (Scott
and Straub, 1998; Berloff and McWilliams, 1999; Fox-Kemper and Pedlosky, 2004a; Fox-Kemper,
2005).
Ship observations dating back to the early 1970s (Gill et al., 1974) and more recent global
high-resolution satellite altimetry (Stammer, 1997; Stammer et al., 2006) have shown that mesoscale
eddies are driven by baroclinic instability, and that the regions of strongest eddy activity coincide
are also those featuring steep isopycnal gradients. As such, mesoscale eddy effects contribute
importantly to the distribution of heat, salt, and passive tracers anywhere there exist strongly
tilted isopycnal surfaces, such as western boundary currents and the Antarctic Circumpolar Current
(ACC), and thus are crucial to determining the climate state (Shuckburgh et al., 2009).
The Southern Ocean in particular exhibits strong eddy activity due to the strong southward
5tilting of isopycnals due to the thermal wind effect. This region is also unique in that most
isopycnals from the ocean interior outcrop here. Eddies are thought to be of first-order importance
with regard to the total poleward heat transport (de Szoeke and Levine, 1981; Nowlin Jr. and
Klinck, 1986; Gordon and Owens, 1987; Gille, 2003), and their transport dominates the southern
high-latitude heat budget (Stammer, 1998; Wunsch, 1999; Lee and Nurser, 2006; Gille et al., 2007).
Furthermore, it has been shown that eddies affect not only the heat transport across the ACC,
but also the overturning of the ACC itself (Johnson and Bryden, 1989; Henning and Vallis, 2005;
Radko and Marshall, 2006) and its response to changes in wind stress (Hallberg and Gnanadesikan,
2006).
1.1.2 Baroclinic Instability
The problem of parameterizing turbulence is keyed to the fact that energy exists in a contin-
uous spectrum all the way from the planetary scale down to the viscous scale. The scale-to-scale
transfer of energy is nonlinear and nonlocal, meaning that a turbulence parameterization must
attempt to represent activity within an entire band of spectral space. For a mesoscale param-
eterization, that band will correspond with the set of wavelengths ranging from 10 km to 250
km.
Insight is gained by considering the physics of mesoscale eddies; that is, the various forces
that both drive and characterize the turbulence itself. Mesoscale eddies grow partly through the
phenomenon of baroclinic instability, which grows entirely from the available potential energy of the
basic horizontal gradients of buoyancy (Bretherton, 1966a). The simplest scenario for baroclinic
instability was developed by Eady (1949) for a flow with constant buoyancy frequency and constant
vertical shear3 . However, the physical interpretation of baroclinic instability has evolved in the
years since Eady’s seminal paper. A wonderful description of the mechanism of baroclinic instability
is discussed in Cushman-Roisin and Beckers (2011), from which the key points are discussed next.
3 The resulting flow model, aptly named the ”Eady model”, is described in detail in detail in Appendix C.2.
Another model of baroclinic instability from the same era was developed by Charney (1947), which inspires the
model in Appendix C.3.
6Mesoscale eddies fall into a broader category of turbulence known as ”geostrophic eddies”
because their horizontal scale is large enough that the flow within the eddy is in geostrophic balance.
Given a sufficiently stratified fluid4 , it is also appropriate to use the hydrostatic approximation in
lieu of the full vertical momentum equation. Thus consider a base state using combined geostrophy
and hydrostasy, so that the fluid is in thermal wind balance. Such a base state satisfies the relation
f × ∂u
∂z
= ∇hb, (1.1)
where f is the Coriolis parameter, u is the horizontal velocity, and b is the buoyancy. This equation
implies that, for a flow featuring a meridional temperature gradient5 , a zonal flow will be established
that induces sufficient Coriolis acceleration to balance the temperature gradient and maintain a
sloping isopycnal profile. We then will have a situation where warmer (less dense) fluid and colder
(denser) fluid exist at the same vertical level, which is not a state of least energy. Such a state
would imply that the warmer fluid rests above the colder fluid. It would also reduce the kinetic
energy of the system since the horizontal pressure gradient would be relaxed, which would require
a slower geostrophic velocity. Then the state of least energy would be one with minimum combined
kinetic and potential energy, and if we are to believe that all natural systems tend toward such a
state, then there should exist a mechanism by which the fluid can restratify itself.6
Restratification toward a state of rest requires that the potential vorticity of the system be
altered locally; that is, a fluid column must either be vertically stretched or squeezed to accommo-
date the tilting of isopycnal surfaces toward the horizontal. On an f -plane, this can be achieved
through modification of relative vorticity alone7 .
Consider the same idealized system discussed above with two layers, where thermal wind
balance maintains an isopycnal surface (which we will call the ”front”) sloping upwards in the
positive y-direction. The geostrophic velocity U that establishes this balance is directed along
4 See Griffies (2004) for details.
5 This is certainly a realistic scenario given the natural gradient of temperature existing from equator to the poles.
6 By ”restratify” we mean moving lighter water over denser water, reducing the potential energy of the system.
7 In a quasigeostrophic system with β = 0, such a situation can only occur through wave instability with horizontal
scale larger than the first baroclinic deformation radius. When β 6= 0, no such lower bound exists and the potential
vorticity can be altered by waves at arbitrarily large wavenumber.
7the front in the positive x-direction. Now suppose a meridional, cross-flow perturbation such that
two parcels of fluid swap places along the sloping density surface. A graphical depiction of this
displacement is shown in the boxes in Figure 1.1. For Parcel 1, whose initial position was at lower
y, its fluid column in the lower layer is stretched and its column in the upper layer is squeezed.
The corresponding relative vorticity for these columns becomes more cyclonic for the lower layer
and more anti-cyclonic for the upper layer. For Parcel 2, whose initial position was at larger y,
its fluid column in the lower layer is squeezed and its column in the upper layer is stretched. The
corresponding relative vorticity for these columns becomes more anticyclonic for the lower layer and
more cyclonic for the upper layer. This displacement has thus created a series of interacting vortices;
these have the potential to reinforce the initial displacement and to coalesce into fully-developed
turbulence.
Here it is appropriate to refer back to the previous statement that baroclinic instability grows
entirely from the potential energy of the horizontal temperature gradient. By this we mean that
a slight relaxation of the density interface serves to reduce the potential energy of the system by
moving some of the denser fluid lower and simultaneously raising the warmer fluid. Conservation
of energy requires that this liberated potential energy be converted to either kinetic energy or to
internal energy through viscous dissipation8 . The growth of kinetic energy by the displacement
above also corresponds to the generation of vortices through the aforementioned modification of
relative vorticity. Thus, the cumulative effect of this perturbation is threefold: the density surface
is lowered, the strength of the motion is enhanced, and the vortices grow. The conditions have
now been created for growth of turbulence by the action of the vortices pushing the density surface
more and more toward the horizontal.
In the idealized situation described above, the density interface is not rigid; the displacement
will cause a small deflection of the density surface. For Parcel 1, the interface will deflect in
such a way as to relieve some of the upper-squeezing and lower-stretching, which corresponds to a
8 We will ignore friction due to the large temporal and spatial scale separation between the growth of baroclinic
waves and the dissipation by viscosity. Simply put, viscosity acts too slowly and at too small of scales to matter here.
8Figure 1.1: Depiction of a parcel displacement leading to baroclinic instability. a) The displacement
of Parcel 1 in the positive y-direction creates vortex stretching in the lower layer, while it creates
vortex squeezing the upper layer. b) The displacement of Parcel 2 creates the reverse situation -
vortex stretching in the upper layer and vortex squeezing in the lower layer. The flexibility of the
density interface causes some of this stretching and squeezing to be shared between the layers for
each displacement. The net result is a system of interacting vortices which can mutually reinforce
each other to create growing baroclinic instability.
9lowering of the density interface in the direction of greater y . For Parcel 2, the deflection relieves
some of the upper-stretching and lower-squeezing, raising the density interface in the direction of
smaller y. Thus in both locations we have reduced the potential energy of the system by sliding
some of the denser water underneath the lighter water.
Thus far we have established a basic description of the three major effects that occur with a
simple fluid parcel displacement in this system. Now we shall illustrate under what conditions this
simple displacement can grow and manifest into fully-turbulent flow, which we define to be a state
where the nonlinear terms play an O(1) role in the next order after thermal wind balance.
Consider the same style of displacement along the frontal interface, where we swap the y
positions of fluid parcels, except now suppose the displacement is somewhat periodic (so that we
are swapping a series of fluid parcels lined up in the x direction instead of just a pair of them).
This case sets up a series of alternating columns of cyclonic and anticyclonic vorticity due to
the stretching and squeezing of each fluid parcel pair. The rotation induced by these alternating
vorticities forces the fluid parcels lying between each column to move in a cross-frontal direction,
leading them to be displaced in y as well. As a result, the perturbation becomes translated from
the original fluid columns to the new positions which were originally between the columns. The net
result of this scenario in the upper layer is a propagating Rossby wave moving in the along-front
direction against the thermal wind. The net result of the same scenario in the lower layer is a
Rossby wave moving with the thermal wind.
The respective phases of these waves will ultimately determine whether the disturbance grows
or decays. The simplest scenario for the growth of the disturbance is when the waves in the upper
and lower layers are in quadrature with each other, such that one of the waves is shifted in the
direction of the mean flow for its layer. The vortical motion of the two layers will then reinforce
each other, increasing the displacements in both layers simultaneously.
Further treatment of this phenomenon appears in Chapter 17 of Cushman-Roisin and Beckers
(2011), who points out extra requirements on the Rossby wavelength and phase speed in order for
the disturbance to be amplified. The reader is encouraged to consult that text for further details.
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For this text, we close this section by remarking that mesoscale eddies are the fully-turbulent
vortical structures that arise as the end result of the baroclinic instability process. Much of the
work that has been written about mesoscale eddies assumes that the baroclinic waves are still
linear (or equivalently, have infinitesimally small amplitude). Making this assumption allows one
to linearize the governing equations and substitute a wave-like solution, from which growth rates
and timescales can be inferred9 However, by the time that the baroclinic waves grow to the point of
manifesting as turbulence, the governing equations become fully nonlinear and much of the extant
literature on the subject no longer applies. The focus of this dissertation, however, is on presenting
and utilizing a diagnostic method for evaluating mesoscale eddy fluxes that applies even in the
nonlinear regime.
In summary, the most concise description of baroclinic instability is that it is a shear insta-
bility associated with counter-propagating Rossby waves (Held, 1999). It is at this point where
we jump off the subject of baroclinic instability and move into the topic of parameterizing eddies.
Even though we will be considering nonlinear turbulence, baroclinic instability remains important
because it informs us about how to set up the flow model in terms of grid spacing and simulation
time. We will also keep the lessons from this section in mind because it is imperative that we know
about the physics driving the turbulence. In fact, the most successful mesoscale eddy parameter-
izations to date have been built by acknowledging that baroclinic instability is the precursor to
mesoscale turbulence. For now, though, we have the basic physical picture established, and we can
now discuss the customary mathematical approaches to eddy parameterization.
1.2 Equations of Motion
A first step towards mathematical treatment of eddy fluxes is to describe the equation set
appropriate for the analysis. The most important consideration in this regard is the scale of
turbulence that one wishes to discuss - this will inform the appropriate reduction from the full
9 The mathematical treatment for two flow models used in this research, the Eady and exponentially-stratified
models, appears in Appendix C.
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rotating Navier-Stokes equations down to the equation set to be used. Essentially this amounts to
a scaling exercise, in that terms deemed to be unimportant10 to the equation balance are discarded,
yielding a simpler set of equations to work with.
Before we go further into the particulars of eddy-mean decomposition, we will start by pre-
senting the basic equation set governing the motion. We now introduce the Boussinesq, hydrostatic
primitive equations, a discrete version of which is solved in the numerical model used for this re-
search. The reduction from the full Navier-Stokes equations down to the Boussinesq, hydrostatic
form is motivated in detail in Chapter 2 of Vallis (2006). The most pertinent parts to this research
are desribed below.
We will begin this discussion with the Navier-Stokes Equations on an f -plane using z-
coordinates. For the analysis ahead we will consider this equation set to be ”truth”, from which
all of our approximations will be sourced:
D~vh
Dt
+ f0kˆ× ~vh = −1
ρ
∇zp+ ~Fv˙h (1.2)
Dw
Dt
= −1
ρ
∂p
∂z
− g + Fw˙h (1.3)
Dρ
Dt
+ ρ∇z · ~vh + ρ∂w
∂z
= 0 (1.4)
ρ = ρ(θ, S, p) (1.5)
Dθ
Dt
= θ˙ (1.6)
DS
Dt
= S˙. (1.7)
The equation variables used in 1.2 - 1.7 are as follows: vh is the horizontal velocity vector; f0
is the (constant) Coriolis parameter, set to be f0 = 7.29× 105 s−1 the Coriolis parameter; ρ is the
density of seawater; p is the thermodynamic pressure; ~F represents frictional and external forces; w
10 In mathemathical terms, ”small” compared to the other terms in the equation.
12
is the vertical velocity; g is gravity; θ is potential temperature; S is the salinity; and dotted terms
represent nonconservative sources and sinks. Note that in (1.3) we are making the traditional
approximation that the Coriolis acceleration in the vertical is aligned with the gravitational force,
and so can be absorbed into a definition for g.
1.2.1 The Momentum Equation
The most straightforward analysis considers an unforced system, so we will set F = 0 for
simplicity. In the ocean the variations of density are small compared to the mean density, a fact
which can be used to simplify the above equation set. Here we seek to ignore variations of the
density ρ except where it is multipled by g; this exclusion will act to filter gravity waves from the
model, consistent with the small Mach number of the ocean mean circulation (McWilliams, 1996).
This simplification is known as the Boussinesq approximation, and it proceeds as follows. Define
the background density of the fluid to be ρ0, and consider the spatially varying perturbation away
from this background density to be δρ. Then the full oceanic density field can be described by
ρ = ρ0 + δρ(x, y, z, t), δρ/ρ0 << 1. (1.8)
Consider a reference pressure that is in hydrostatic balance with the background density field, so
that
p = p0(z) + δp(x, y, z, t) (1.9)
dp0
dz
= −gρ0. (1.10)
Multiply (1.2) through by ρ and making use of (1.8), the inviscid momentum equation can be
written
(ρ0 + δρ)
(
D~vh
Dt
+ f0kˆ× ~vh
)
= −∇zδp− ∂
∂z
(p0 + δp)k− g(ρ0 + δρ)k (1.11)
= −∇δp− ∂p0
∂z
k−−g(ρ0 + δρ)k. (1.12)
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Substituting 1.10 into 1.12 gives
(ρ0 + δρ)
(
D~vh
Dt
+ f0kˆ× ~vh
)
= −∇δp− gδρk. (1.13)
(1.14)
We can finally divide through by the ρ0 + δρ term, and again exploiting the smallness of δρ, the
final Boussinesq form of the momentum equation becomes
D~vh
Dt
+ f0kˆ× ~vh = −∇δp
ρ0
+ bk (1.15)
b = −g δρ
ρ0
. (1.16)
1.2.2 The Continuity Equation
The mass continuity equation can be simplified in a manner similar to that of the momentum
equation by direct substitution of 1.8 into 1.4. Using the Boussinesq assumption, then the continuity
equation becomes
Dδρ
Dt
+ (ρ0 + δρ)∇ · v = 0. (1.17)
In order to make progress with this equation we must assume that time scales advectively; that is,
the D/Dt term must have the same nondimensional scaling as the the nonlinear advection term
v · ∇ (U/L, where U is a characteristic velocity and L is the characteristic length scale of the
motion). If this is indeed the case, then we can directly exploit the smallness of δρ to scale out all
terms where it appears, leaving
∇ · v = 0. (1.18)
This final form of the continuity equation, which is identical to that for an incompressible fluid,
reflects the fact that a Boussinesq fluid is incompressible to lowest order. All variations of density,
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which we have assumed to be small, can be ignored except when multiplied by a large term (such
as the gravity term in the momentum equation). The Boussinesq approximation becomes useful in
ocean modeling precisely because the incompressibility condition eliminates sound waves, making
it possible to use much larger time steps in an iterative scheme. It has become commonplace to
use the Boussinesq approximation in conjunction with an accurate equation of state as the basis
for an OGCM.
1.2.3 The Equation of State
Equations 1.5 - 1.7 capture the instantaneous thermodynamic state of the fluid, where the
right hand sides are purposely nonspecific to allow for sources and sinks of temperature and salinity.
If, however, we assume that the fluid is adiabatic11 and that we can ignore nonlinear effects such as
cabbeling, we can consider both potential temperature and salinity to be conservative properties.
Then 1.6 and 1.7 become, respectively,
Dθ
Dt
= 0
DS
Dt
= 0. (1.19)
One immediate consequence of these conservation laws becomes apparent if we consider a linear
equation of state for 1.5, such that
ρ = ρ0 [1 + α(θ − θ0) + β(S − S0)] , (1.20)
where θ0 and S0 are reference values of potential temperature and salinity. Note that we can ignore
the dependence of ρ on the pressure because of the incompressibility condition established earlier.
Taking the material derivative of 1.20 and using the conservation laws of 1.19 gives the result
Dρ
Dt
= 0. (1.21)
Now we can directly substitute 1.8 to obtain
Dδρ
Dt
= 0, (1.22)
11 In an adiabatic flow the First Law of Thermodynamics states that Dθ/Dt = 0. This is a good approximation
for the ocean interior, where there is no direct input of energy by solar heating.
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whereupon simple multiplication by −g/ρ0 gives the conservation equation for buoyancy,
Db
Dt
= 0. (1.23)
It is worth emphasizing that 1.23 is a single approximation to a fully described set of equations,
and is not appropriate for every application, such as when cabbeling, double diffusion, or salt fin-
gering are active processes. However, for model simulations where a sophisticated treatment of the
thermodynamics is unnecessary, the buoyancy equation is a very useful way to collapse the equation
set down significantly.
1.2.4 The Hydrostatic Relation
The Boussinesq equation set, while already highly simplified, can be made even more facile by
assuming hydrostasy. A proper criticism of the advantages and pitfalls of using hydrostatic balance
appears in Marshall, Hill, Perelman and Adcroft (1997), from which certain points are highlighted
here. Consider the vertical component of the Boussinesq momentum equation12 (1.15),
Dw
Dt
+
1
ρ0
∂δp
∂z
= b. (1.24)
Assuming hydrostatic balance implies that the downward gravitational force is balanced to leading
order by a pressure gradient acting upwards. In terms of scaling, this would imply thatDw/Dt << b
in order for the material derivative to scale out of (1.24). Then consider the following scaling
argument. Here again we assume that time scales advectively; as such, we can define characteristic
length and velocity scales for the motion as follows:
x, y ∼ L z ∼ H (1.25)
u, v,∼ U. (1.26)
12 Notice that we ignore the vertical Coriolis acceleration when making the hydrostatic approximation. The missing
term only becomes problematic near the equator and at small spatial scales; roughly speaking, where hydrostasy holds,
so does the choice to neglect f iˆ and f jˆ.
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If we take the buoyancy equation (1.23) and split it into its horizontal and vertical components, so
that
Dhb
Dt
+N2w = 0, (1.27)
a scaling for w emerges such that w ≈ bU/N2L. Then if we use the same scaling rules (1.25) and
(1.26) on the Dw/Dt and b terms from 1.24, we find that Dw/Dt << b if
U2
N2L2
<< 1. (1.28)
This criterion shows that the validity of the hydrostatic approximation is tied to how short the
advective timescale is to the buoyancy period. In regions of heavy stratification (N2 large), hydro-
static balance can be a good approximation even if the velocity field is weak. Another way of saying
this, which is put forth in Marshall, Hill, Perelman and Adcroft (1997) and is more insightful for
this research, is to consider the flow in terms of the Richardson number
Ri =
N2(
∂u
∂z
)2 . (1.29)
This nondimensional number compares the buoyancy frequency with the vertical shear, and is a
measure of how well the stratification stabilizes against effects which might contribute to the growth
of turbulence. Defining the aspect ratio of the motion, α = H/L, (1.28) can be written
α2
Ri
<< 1. (1.30)
As long as this condition holds, the hydrostatic approximation does as well. Then defining φ =
δp/ρ0, a concise way of writing the vertical momentum equation in hydrostatic balance becomes
∂φ
∂z
= b. (1.31)
In simulations such as the ones conducted in this research, the horizontal scale of a mesoscale eddy
is of O(10-100 km), much greater than even the total fluid depth ( O(3 km) ). For our simulations in
particular, Ri ranges from O(103) to O(105). Then hydrostatic balance is safe to employ in all the
cases we will be considering, thereby completes the conversion from the full, rotating Navier-Stokes
equations to the Boussinesq, hydrostatic primitive equations.
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1.2.5 The Boussinesq, Hydrostatic, Primitive Equations
In summary, the full equation set we will be using is
D~vh
Dt
+ f0kˆ× ~vh = −∇φ+ bk + ~Fv˙h (1.32)
∂φ
∂z
= b (1.33)
∇ · v = 0 (1.34)
Db
Dt
= 0 (1.35)
Dτ
Dt
= 0. (1.36)
The only new equation appearing here is the passive tracer equation (1.36), where the tracer τ is
conserved with the flow. In practice, the only nonconservative effects in (1.35) and (1.36) are due
to the numerical diffusion imposed to maintain model stability. At this point we note that the
frictional term ~Fv˙h , which includes the effects of viscosity, will be parameterized in our model using
the Smagorinsky (1963) scheme.
1.3 Eddy-Mean Decomposition
With the governing equation set in hand, we may now explore different ways of decomposing
the equations into mean and eddy components. Many such decompositions exist, often yielding very
similar forms for the decomposed equations, but differing slightly in their physical interpretation.
Example decompositions include the Transformed Residual Mean (Andrews and McIntyre, 1976,
1978b; Plumb, 1979; Andrews et al., 1987; McDougall and McIntosh, 1996; Plumb and Ferrari, 2005;
Eden, Greatbatch and Olbers, 2007; Eden, in press), the Generalized Lagrangian Mean (Andrews
and McIntyre, 1978a; Dunkerton, 1980; Plumb and Mahlman, 1987; Buhler, 2009), and the Semi-
Lagrangian (Isopycnal) Mean (McDougall and McIntosh, 2001; Nurser and Lee, 2004). We will
explore the Transformed Residual Mean (TRM) theory in detail due to its popularity. First,
however, we will define the decomposition technique that will be used throughout the rest of this
text.
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1.3.1 Reynolds Averaging
Small-scale fluctuations in the ocean are driven by a wide variety of physical processes and
occupy a continuous spectrum of spatial and temporal scales. It is completely unfeasible to try
to consider each fluctuation individually13 , so we introduce averaging or filtering operators to
partition the equations into something more tractable. Such operators form the basis for many
types of numerical models (finite difference, finite element, finite volume, RANS, LES, spectral,
etc.), detailed discussions of which are far beyond the scope of this text.
Generally speaking, the approach we will use in much of the forthcoming analysis will be to
break the equation variables into mean14 (denoted by a bar) and perturbation (denoted with a
prime′) components. This approach has two primary uses.
The first usage of this technique appears in linear stability analysis, where the ansatz is that
the mean component is much greater than the perturbation component, allowing one to discard the
nonlinear advection term. Examples are located in Appendices C.2 and C.3, where linear stability
analysis is applied to obtain growth rates and timescales for Eady and exponentially-stratified
instability.
The second usage of this technique is in setting up the discretized equation set for a param-
eterization. In this approach the bar represents quantities that are directly resolved in the model,
and the prime indicates subgridscale quantities. The Boussinesq primitive equations are decom-
posed in this manner in Appendix B. From this technique, a parameterization can be formed by
taking all of the prime quantities is the decomposed equations and attempting to write them in
terms of bar quantities.
An equivalent, but less formal, way of describing the above decomposition is that it breaks up
13 The closest we can feasibly come to achieving this dream is to separate all the subgridscale processes by type
and attempt to produce a parameterization of each. To give an idea about the status of such a quest, mesoscale eddy
parameterizations are by far the most developed of the lot, and yet the field is still considered to be in its infancy
(Ferrari et al., 2008). Good luck and God Speed.
14 Here we do not yet state what kind of averaging we are performing when taking this ”mean”. Conceivably,
the averaging could be a spatial average, a time average, a spectral average, or otherwise. Each of these kinds of
averaging has its place in the analysis ahead, so the exact type of mean we are using will be defined as it arises in
the text.
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the equations into their ”mean” and ”eddy” components. In linear stability analysis the reasons for
this terminology are clear and require no additional explanation. In numerical modeling, however,
the vernacular is that the ”mean” part is resolved by the model and the ”eddy” part is subgridscale,
even if the model resolution is fine enough to actually resolve some turbulence. This is pointed out
here partly as a warning so the reader does not become confused, and partly because this informal
language will be used later in this text15 .
We will focus on (arguably) the simplest operator of the lot, Reynolds Averaging, mostly as
an example of the leverage we gain by performing the operation, but also to later introduce the
concept of ”eddy fluxes”. A handy review of Reynolds Averaging (whose operation is also known as
a ”Reynolds decomposition”) can be found in Randall (2009); the following includes a few selected
highlights from that paper. Consider a flow variable α(x, y, z, t), and let the linear averaging
operator be denoted by a bar. The nature of the operator (spatial, temporal, or otherwise) need
not be defined at this time, except that we necessitate that it be linear. Let all local deviations
away from the average be denoted by a prime′, so that the full decomposition is
α = α¯+ α′. (1.37)
As noted in Section 1.2, colloquially we refer to the bar variable as the mean component and the
prime variable as the eddy component. The averaging can be based on user preference; in some
instances it is convenient to average along the spatial coordinate x (as we will do later in this text),
while other applications may require averaging in t, z, etc. The only absolute requirement is that
the averaging operation must satisfy the Reynolds conditions (Monin and Yaglom, 1971):
α+ β = α+ β (1.38)
cα = cα, with c a constant (1.39)
c = c. (1.40)
These conditions correspond to the requirement that the operator be linear. We also impose the
15 This terminology is more convenient than always having to use ”subgridscale eddies” to refer to the quantities
we are parameterizing, and using ”perturbation” is no longer appropriate once the turbulence becomes nonlinear.
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following rules regarding derivatives and products:
∂α
∂s
=
∂α
∂s
(1.41)
αβ¯ = αβ. (1.42)
Finally, the above requirements imply the following identities as well:
α¯ = α (1.43)
α′ = 0 (1.44)
α¯β¯ = αβ (1.45)
α¯β′ = 0 (1.46)
∂α′
∂s
= 0. (1.47)
With Reynolds Averaging defined as above, we can now present an example of where it may be
used in a modeling context. The following example is known as the Reynolds Averaged Navier
Stokes equations.
Consider the rotating, Boussinesq Navier Stokes equations. In vector notation, the momen-
tum equation can be written
∂u
∂t
+ u · ∇u + f × u = −∇φ+ bkˆ + µ∇2u. (1.48)
Decomposing all of the dependent variables according to Reynolds averaging, we now have an
equation written with bar variables and prime variables (not shown for space reasons). ”Barring”
the entire equation causes all the prime variables from the linear terms to vanish, and we now have
a modified momentum equation written to solve for the mean velocity u¯:
∂u¯
∂t
+ u¯ · ∇u¯ + f × u¯ = −∇φ¯+ b¯kˆ + µ∇2u¯− u′ · ∇u′. (1.49)
Notice that nearly the entire equation is written in terms of bar quantities, except for the last
term on the right hand side. This term is known as the Reynolds stress term, and represents the
nonlinear interactions of small eddies with each other (not surprisingly, this term arises by Reynolds
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averaging the nonlinear advection term on the left hand side). From a modeling perspective, each
term in this equation could be discretized straightforwardly with the exception of the Reynolds
stress term, which must be parameterized.
Parameterization of the Reynolds stresses, while certainly related to the topic of parameter-
izing mesoscale eddy effects in general, will not be considered further here. Instead, we will be
primarily interested in parameterizing passive tracer transport, which turns out to be an easier
problem because the tracers do not feed back upon the flow. We will return to equation 1.49
shortly in order to highlight extra considerations that must be made when building an oceanic
parameterization.
1.3.2 The Transformed Residual Mean
We will begin discussing the issue of oceanic tracer transport by manipulating the Reynolds
Averaged tracer equation. The framework that follows is known as the Transformed Residual Mean
(or Transformed Eulerian Mean, since we are working in the Eulerian frame), and is a useful way
of decomposing the tracer equation for geophysical flows that emphasizes eddy effects.
Consider the evolution of a materially conserved tracer, which in vector form is written
∂τ
∂t
+ u · ∇τ = 0. (1.50)
If we perform a Reynolds decomposition in the usual manner (not yet defining the context of the
mean we take in the process) the mean equation is given by
∂τ¯
∂t
+ u¯
∂τ¯
∂x
+ v¯
∂τ¯
∂y
+ w¯
∂τ¯
∂z
+
∂u′τ ′
∂x
+
∂v′τ ′
∂y
+
∂w′τ ′
∂z
= 0,
or in vector form,
∂τ¯
∂t
+ u¯ · ∇τ¯ = −∇ · u′τ ′ = −∇ · F. (1.51)
Here we see that, just as for the momentum equations, the evolution is written in terms of the
mean tracer concentration, with one extra term representing the subgridscale fluxes. Notice that
the eddy term ∇·u′τ ′ represents the divergence of the subgridscale fluxes - the divergence operator
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will allow us an extra degree of freedom in the analysis. We have the freedom to choose what to
do with this term, so we look to physical intuition to guide us.
The interior flow of the ocean is considered to be approximately adiabatic, in the sense that
density is conserved following the motion and viscous dissipation is confined to the momentum
equations (Gent and McWilliams, 1990). In such a model tracer mixing can only occur along
isopycnal surfaces, since diapycnal motion would imply a mixing of density, violating the assumption
of adiabaticity. We can use this to our advantage in the decomposition of the eddy flux term in
1.51.
We can decompose the vector field F into the sum of two vector fields, with one oriented
along the tracer gradient and one orthogonal to it:
F = F⊥ + F‖
=
F · ∇τ¯
|∇τ¯ |2 ∇τ¯ +
∇τ¯ × F
|∇τ¯ |2 ×∇τ¯ .
The component F‖ is known as the skew flux, and using the vector identity∇·(A×∇B) = (∇×A)·B
we have
∇ · F‖ = ∇ ·
∇τ¯ × F
|∇τ¯ |2 ×∇τ¯
=
(
∇× ∇τ¯ × F|∇τ¯ |2
)
· ∇τ¯
= u˜ · ∇τ¯ .
The skew flux is then equivalent to an advection by the divergence-free velocity u˜, which means
that the skew-flux does nothing to change the distribution of the tracer τ¯ (for an analogy, consider
how the divergence-free velocity does not change the distribution of ρ in the incompressible mass
continuity equation).
With the eddy-induced velocity u˜, we can now define a residual velocity u¯∗ = u¯+ u˜ = u¯+∇×ψ.
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Substituting this expression into 1.51 gives
∂τ¯
∂t
+ u¯∗ · ∇τ¯ = −∇ · F∗ (1.52)
= −∇ · (F + τ¯∇× ψ)
= −∇ · (F +∇τ¯ × ψ).
The new function F∗ is called the residual flux, and we note that no matter the choice of ψ we
have F⊥ · ∇τ¯ = F∗⊥ · ∇τ¯ . However, F‖ · ∇τ¯ 6= F∗‖ · ∇τ¯ . Therefore, because the residual velocity u¯∗
already contains the skew flux on the left hand side of 1.52, the most useful choice for ψ is the one
that sets the residual skew flux to zero. Then we let
ψ = −F‖ = −
∇τ¯ × F
|∇τ¯ |2 ×∇τ¯ ,
so that the tracer evolution equation becomes
∂τ
∂t
+ u¯∗ · ∇τ¯ = −∇ · F∗
u¯∗ = u¯ +∇× ψ = u¯− ∇τ¯ × F|∇τ¯ |2 ×∇τ¯
F∗ =
F · ∇τ¯
|∇τ¯ |2 ∇τ¯ .
The interesting aspect of this formulation is that, because the streamfunction is a function of the
tracer gradient, there will be a unique streamfunction for each different tracer. The usual approach
is to assume that small-scale motions tend to advect each conserved tracer similarly, so we can
choose a convenient conserved tracer such as buoyancy16 and let its streamfunction act for all
tracers.
The residual velocity can now be introduced into the momentum equation as well. Replacing
u with u¯∗ in 1.49, the new residual momentum equation (Ferreira and Marshall, 2006) is
∂u¯∗
∂t
+ u¯∗ · ∇u¯∗ + f × u¯∗ = −∇φ¯+ ∂
∂z
(ψρ0f) + µ∇2u¯∗ − u′ · ∇u′, (1.53)
16 The careful reader will note that buoyancy is not a passive tracer and that choosing its streamfunction to
represent all the passive tracers in the flow is a tenuous proposition. The dynamical consequences of such a choice
are a worthy topic of research.
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where we notice a new eddy stress term ∂∂z (ψρ0f) on the right hand side. This term arises from
our choice to decompose the eddy flux term in 1.52 the TEM style. Ferreira and Marshall interpret
this term to be the stretching component of the eddy potential vorticity flux, as well as an eddy
form drag resulting from the correlative of eddy pressure fluctuations and isopycnal displacements
under geostrophic balance.
The residual momentum equation 1.53 lies outside the traditional presentation of Transformed
Residual Mean theory; it is presented here as an example of a consequence of choosing a particular
eddy decomposition method. One should have the impression of TRM as a useful analytical,
physically-motivated approach to the tracer transport problem.
In summary, in TRM Reynolds averaging has been implemented to decompose the original
tracer equation into eddy and mean components. Following this, a second round of decomposition
partitions the eddy flux into components directed along and across the tracer isosurface. The end
result is an equation 1.52 which is both mathematically tractable and physically meaningful, and
provides a nice basis from which to attempt an eddy parameterization. Notice, however, that TRM
gives no additional information about how to form a parameterization - the vector u′τ ′ still has
not been related to any mean variables. We will merely move forward with the along- and across-
isosurface decomposition in mind, cognizant that it and any parameterization we build should be
physically consistent.
1.4 Flux-Gradient Relation
Generally speaking, most eddy parameterizations assume that eddy transport is predomi-
nantly local in the sense that the eddy term can be approximated on a point-to-point basis. There
do exist a few exceptional parameterizations (Aiki et al., 2004; Ferrari et al., 2008, 2010) that rely
on vertically integrated quantities to become nonlocal in the vertical, but discussion of these is
beyond the scope of this thesis17 .
17 Indeed, a local yet physically correct eddy parameterization may not be possible, because it is widely accepted
that turbulence is decidedly nonlocal and nonlinear (Tandon and Garrett, 1996). Lacking any further guidance on
how to represent eddies nonlocally, local parameterizations remain far easier to justify and implement.
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We will restrict our examination to local parameterizations (i.e., Gent and McWilliams, 1990;
Greatbatch and Lamb, 1990; Visbeck et al., 1997; Treguier et al., 1997; Killworth, 1997), whose basic
form is that of a simple diffusive operator acting on the resolved tracer gradients. The derivations
in this section are based on those of Chapter 10 of Vallis (2006), who does a nice job explaining the
connection between turbulent diffusion and eddy transport. The basic framework of a local eddy
parameterization is as follows.
Suppose that a fluid parcel is displaced some distance l′ away from its initial location, and
that the parcel retains its initial properties up to this distance. Let the mean distribution of a
tracer τ be denoted by τ¯ , and let the perturbation away from this mean associated with the parcel
displacement be denoted by τ ′. A series expansion of τ ′ in terms of l′ is
τ ′ = −l′ ∂τ¯
∂x
− 1
2
l′2
∂2τ¯
∂x2
+ . . . (1.54)
Assuming that the mean gradient of τ varies on a spatial scale much longer than the parcel dis-
placement, it is appropriate to make a first-order approximation to this series, leaving
τ ′ = −l′ ∂τ¯
∂x
. (1.55)
Multiplying by the perturbation velocity u′ and taking the mean gives the eddy covariance
u′τ ′ = u′l′
∂τ¯
∂x
. (1.56)
Following the same approach in multiple dimensions gives
u′iτ ′ = −u′il′j
∂τ¯
∂xj
, (1.57)
or in vector notation,
u′τ ′ = −R∇τ¯ (1.58)
Rij = u′il
′
j . (1.59)
This is known as the flux-gradient relation, which links the eddy flux of a tracer with its own mean
gradient. The proportionality between these two quantities is governed by the eddy mixing tensor18
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R, which in three spatial dimensions is a dyadic, second-rank tensor. Note that the diffusivity κ
associated with R can be directionally variable and is not the same as the molecular diffusivity; at
high Peclet number the eddy diffusivity is a property of the flow and not the fluid itself.
In modeling we can consider the ”prime” quantities to represent the subgridscale; that is,
all the values that are not directly resolved due to resolution limitations. The ”bar” quantities
represent those that are directly resolved in the model. This flux-gradient relation gives an avenue
by which the subgridscale quantities can be put in terms of directly resolved quantities, thereby
closing the tracer transport equation.
The flux-gradient relation assumes that the bulk transport is down the mean tracer gradient,
as is indicated by the negative sign on the right hand side of 1.58. The flux-gradient relation form
is not, however, appropriate as a representation of momentum transfer (e.g., v′u′ 6= −κ∂u¯/∂y 6=
κ∂v¯/∂x) because baroclinic eddies can, and often do, transfer momentum up the local momentum
gradient (Visbeck et al., 1997). We also would not even expect the same κ to hold, since passive
tracers and momentum are transported by different mechanisms. Tracer transport happens only by
local movement of matter, whereas momentum transport also happens nonlocally through pressure
forces and can thus be greater (McWilliams, 1996). Attempts have been made to extend tracer
flux parameterizations to include momentum transport (Wardle and Marshall, 2000; Smith and
McWilliams, 2003; Plumb and Ferrari, 2005; Ferreira and Marshall, 2006; Marshall et al., 2012),
but there is still little knowledge of how these methods perform in OGCM’s (Ferrari et al., 2008).
However, it is worth noting that Grooms et al. (2011) have shown asymptotically that for the
class of flows we consider in this research, the momentum fluxes tend to be secondary to b′ for the
momentum balance.
The approach of writing the eddy quantities in terms of the eddy mixing tensor is but one
18 Another commonly used (and misleading) name for R is the ”eddy diffusivity tensor”. This name often shows
up when oceanographers want to speak in terms of diffusivity by dividing the eddy flux by the mean gradient. Doing
so is indeed a convenient way of normalizing the flux so that it has units of velocity times length, from which one can
try to relate this normalized flux to eddy length and time scales (Held, 1998). However, use of the term ”diffusivity
tensor” is strongly discouraged unless one is referring only to the symmetric part of R; it will be shown later that R
represents the sum of diffusion and advection.
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way to decompose the tracer equation. In general, a decomposition into bar-prime form19 requires
that there be a spectral gap between the two (or more) components, so that correlations between
them can be neglected. This is akin to assuming that the turbulence interacts locally in spectral
space, similar to the assumptions underpinning Kolmogorov theory (Kolmogorov, 1941) and related
viscous parameterizations (Smagorinsky, 1963, 1993).
Note that this approach does not tell us anything about how strong the diffusivity must be
in any particular direction, other than that it must be governed by the correlation between an
eddy velocity and an eddy length scale. We thus might be guided by a physical interpretation
of the tensor R. Simple reasoning might lead one to expect that, in general, the diffusion by R
should be anisotropic. The oceans are quite thin in the sense that the horizontal dimensions of the
ocean basins far exceed the ocean depth. Adding in the usually stable stratification that suppresses
vertical motion, we can surmise that the horizontal diffusivities should be far greater than the
vertical diffusivity20
In quasigeostrophic scaling we assume that the vertical buoyancy gradient b¯z is much greater
than the horizontal buoyancy gradient b¯y, and that the vertical velocity is dominated by the hori-
zontal velocity. Inserting these assumptions into (1.57) then suggests that the horizontal diffusivity
dominates the vertical diffusivity. It is because of the dominance of the horizontal diffusivity that
we will focus the majority of our attention on the along-isopycnal parameterization.21 Two
parameterizations, Redi (1982) and Gent and McWilliams (1990) (hereafter GM90), have gained
tremendous popularity due to their clever physical intuition and ease of implementation in models.
We will begin by discussing Redi, the simpler of the two, before moving on to the more physically
complex GM parameterization.
19 Or a form with more than one eddy component, such as the mean-mesoscale-microscale idea suggested in Ferrari
et al. (2008).
20 Or, to be physically correct, the diffusivity along an isopycnal surface should be far greater than the diffusivity
across it.
21 Here we make the ”small-slope” approximation, where we assume that at quasigeostrophic scales the isopycnals
are nearly flat. Then in this case ”horizontal” means essentially the same thing as ”along-isopycnal”.
28
1.5 The Redi Parameterization
The earliest attempt at mesoscale eddy parameterization (Bryan and Cox, 1967) represented
the eddy term as a down-gradient diffusion of momentum and tracers in the horizontal and vertical
directions with spatially constant diffusion coefficients.22 This approach quickly proved inade-
quate, as observations dating as far back as Iselin (1939) and Montgomery (1940) first suggested
that mixing in the ocean occurred along isopycnal surfaces in stably stratified parts of the ocean.
Thus, it was argued (Solomon, 1971; Redi, 1982) that horizontal and vertical diffusion in the tracer
equation should be replaced by diffusion along and across isopycnals. The more sophisticated of
these treatments, derived by Redi, is also the one most commonly implemented in OGCMS and is
detailed below.
The basic form of the Redi (1982) parameterization represents the diffusive mixing of tracers
along isopycnals, with an optional extra parameter to represent diapycnal diffusion. In isopycnal
coordinates, eddy effects are represented by the term ∇·SI ·∇τ , where SI is a second rank, positive
definite tensor. It will be shown later that SI is identically the symmetric part of the flux-gradient
tensor R from Section 1.4.
Assuming the diffusivity is isotropic in the horizontal, a simple form for SI is
SI = µ

1 0 0
0 1 0
0 0 
 . (1.60)
This form is relatively simplistic, in that the isopycnal diffusivity in the x− and y−directions is
governed by µ, with µ representing a weak (diabatic) diapycnal diffusivity23 .
The Redi tensor is the projection of this simple, isopycnal form of SI into geodesic (x, y, z)
coordinates. This is achieved by rotating the isopycnal surface using two angles, α and β, embedded
22 This representation was also used in Munk (1950), although in that case it was used to simplify an analytical
problem.
23 The ansatz here is that  1; Redi chose  ≈ 10−7 based on the observations of (Sarmiento and Bryan, 1982).
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in a rotation matrix R, where
R =

cosα cosβ − sinα − sinβ cosα
sinα cosβ cosα − sinβ sinα
sinβ 0 cosβ
 . (1.61)
The transformation for SI to geodesic coordinates is obtained by R · SI ·R−1 = Sg.
In relation to the elements of R, it can be shown that
ρx
ρy
=
1
tanα
tanβ =
(ρ2x + ρ
2
y)
1/2
ρz
(1.62)
cosα tanβ = −ρx
ρz
sinα tanβ = −ρy
ρz
. (1.63)
Substituting into R and performing the coordinate transformation, the diffusivity tensor in geodesic
coordinates is
Sg =
µ
ρ2x + ρ
2
y + ρ
2
z

ρ2z + ρ
2
y + ρ
2
x (− 1)ρxρy (− 1)ρxρz
(− 1)ρxρy ρ2z + ρ2x + ρ2y (− 1)ρyρz
(− 1)ρxρz (− 1)ρyρz ρ2x + ρ2y + ρ2z
 . (1.64)
This is the full Redi tensor form, including the small diapycnal diffusivity parameter . Note that
the symmetry of SI is preserved in the transformation, so that it will have positive, real eigenvalues.
In both coordinate systems the Redi tensor represents a downgradient diffusive flux, so that it works
to align the tracer parallel to the isopycnal direction.
The Redi tensor need only be implemented in the passive tracer equation because it does not
affect the local potential density (and thus has no effect in the continuity equation or the buoyancy
equation), and thus will not change the available potential energy of the system (Griffies, 1998).
Because of this latter fact, we see that Redi does not attempt to replicate the phenomenology of
baroclinic instability at all. When viewed in this light, it becomes clear that the Redi tensor is
nothing more than a simple (albeit extremely useful) assumption that turbulence diffuses tracers
along density surfaces, with no physical intuition necessary beyond that24 .
24 We will see in the next section that the complementary parameterization to Redi, that of Gent and McWilliams
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Before moving on, it is worth mentioning a few points about how the Redi parameterization
is used in practice. Implementing the Redi tensor in a z-coordinate model has proven to produce
a more realistic thermocline and reduce spurious and nonphysical diapycnal fluxes (Cox, 1987;
Veronis, 1975; Gough and Lin, 1995). A numerically stable implementation of this parameterization
is described in Griffies et al. (1998).
One principle advantage of Redi is that its implementation in a numerical model is straight-
forward and requires the simple calculation of first derivatives at each point. For much of the
interior of the ocean, however, it has an even simpler form if we assume that the isopycnal slopes
∇ρ/ρz are small (here defining ”small” as being < 1/10, a criteria usually violated only in con-
vective regions (Griffies, 1998). This condition is equivalent to saying ρx, ρy  ρz. Under this
assumption, and neglecting  for the moment, Sg simplifies to
Sg = µ

1 0 −ρxρz
0 1 −ρyρz
−ρxρz −
ρy
ρz
ρ2x+ρ
2
y
ρ2z
 . (1.65)
This is known as the ”small-angle approximation”, and it is used often for its greatly simplified
numerics. This form of the Redi tensor holds throughout the ocean interior other than in the most
exceptional of circumstances. Because of this, it is the form we will carry through the rest of this
text, and henceforth we will simple refer to it as S.
1.6 The Gent-McWilliams Parameterization
As mentioned previously, the Redi parameterization is a highly successful, nearly universally
used representation of eddy diffusion. It fails to tell the whole story, however, because it cannot
simulate how eddies affect the thermal structure of the ocean by altering the density or buoyancy
distributions. Parameterizing the buoyancy flux purely by the Redi tensor gives
u′b′ = −Sg∇b¯, (1.66)
(1990), is formulated specifically to mimic baroclinic instability, and requires a great deal more physical interpretation
as a result.
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which in two dimensions reduces to
Sg∇b¯ =
 µ −µ b¯yb¯z
−µ b¯y
b¯z
µ
b¯2y
b¯2z

b¯y
b¯z
 (1.67)
=
 µ (b¯y − b¯y)
µ
(
− b¯2y
b¯z
+
b¯2y
b¯z
)
 =
0
0
 (1.68)
u′b′ = 0. (1.69)
If this were the case, then all of the eddy buoyancy flux would be along-isopycnal and would have no
effect on the mean ocean stratification. which is obviously untrue. It is this shortcoming of the Redi
parameterization that led Gent and McWilliams (1990) to form their seminal parameterization of
mesoscale eddies.
As with Redi, the GM90 parameterization attempts to replicate eddy effects on the distribu-
tion of passive tracers, except that it is formed specifically to also affect the oceanic density field.
The physical considerations for GM90 are as follows:
• The transport of passive tracers features a forward cascade of tracer variance to small
scales, so the dissipation of this variance is significant no matter the tracer diffusivity.
• In adiabatic flow, tracer mixing can only occur along isopycnals, which motivates two
additional criteria:
∗ Mean tracer concentration is conserved along isopycnals.
∗ All higher moments of passive tracer concentration decrease in time.
• Domain-averaged moments of ρ are conserved.
• The volume (in incompressible flow) between isopycnal surfaces is conserved.
The Gent-McWilliams parameterization is necessary because a purely diffusive parameteri-
zation fails to simulate the eddy flux divergence of the density. That is, using density as the tracer
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in an isopycnal diffusion scheme returns a value of identically zero since there is no density gradi-
ent along isopycnal surfaces. This would imply that density is mixed by the large-scale velocity,
which has been shown in numerical and observational studies to be untrue (Gent et al., 1995). A
mesoscale eddy parameterization therefore requires an additional advective term to parameterize
the eddy density flux divergence.
Consider the mass and tracer conservation equations in isopycnal coordinates:
∂hρ
∂t
+∇ρ · (hρu) = 0 (1.70)
∂τ
∂t
+ u · ∇ρτ =
(
1
hρ
)
∇ρ · (µhρJ · ∇ρτ) (1.71)
J =
1
1 + h2x + h
2
y
1 + h2y −hxhy
−hxhy 1 + h2x
 . (1.72)
Equation 1.70 represents the conservation of isopycnal layer thickness following the flow. Equation
1.71 is a similar conservation equation for a tracer in isopycnal coordinates, except for a non-
conservative term on the right side that represents Redi isoneutral diffusion. In the limit that
the horizontal density gradients are small, the hx and hy terms can be scaled out of J to return
the identity matrix, reducing 1.71 to a simple Fickian diffusion in isopycnal coordinates. Under
Reynolds averaging, the density equation 1.70 becomes
∂h¯ρ
∂t
+∇ρ ·
(
h¯ρu¯
)
+∇ρ ·
(
h′ρu′
) ≈ 0. (1.73)
In a fine-resolution model and in a statistically steady state (setting
∂h¯ρ
∂t = 0), the flux divergence
of the mean density field by the mean velocity is balanced by the eddy flux divergence of the den-
sity. The latter term is not directly resolved in a coarse-resolution model (since it is inherently
non-eddy-resolving), and thus must be parameterized in order to achieve a sensible balance in the
density equation. This term is nonconservative and is the focus of the GM90 parameterization.
Defining ∇ ·F to be the analytic representation of the nonconservative term ∇ρ ·
(
h′ρu′
)
, the eddy
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mixing is incorporated into 1.70 by
∂h¯ρ
∂t
+∇ρ ·
(
h¯ρu
)
+∇ · F = 0. (1.74)
In order to ensure along-isopycnal mixing in adiabatic flow, the ”eddy-mixed” form of the tracer
equation is
∂τ¯
∂t
+ u¯ · ∇ρτ¯ = 1
h¯ρ
[∇ρ · (µh¯ρJ · ∇ρτ¯)− F · ∇ρτ¯] . (1.75)
The parameterization therefore hinges on an appropriate choice for F. Gent and McWilliams (1990)
proposed the form
F = − ∂
∂ρ
(κ∇ρh¯), (1.76)
where the thickness diffusivity κ can be spatially varying. In the case that κ is a constant, the
nonconservative term in 1.74 becomes a simple Laplacian diffusion operation.
The important physical aspects of the GM90 parameterization are as follows. When κ is
positive, there is a downgradient vertical diffusion of mean momentum and a positive definite con-
version of mean potential energy to eddy potential energy. The latter is meant to simulate the
potential energy conversion due to baroclinic instability, a hallmark of mesoscale turbulence. Note
that there is no particular specification for κ; the original authors warned that it would have to be
tuned (likely by spatiotemporal dependence) in order to fit what is observed in nature.
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In physical coordinates, 1.74 and 1.75 correspond to
Dρ¯
Dt
= ∇z · (κ∇zρ¯)− ∂
∂z
(κ∇zρ¯ · ∇zρ¯/ρ¯z) (1.77)
Dτ¯
Dt
= ∇ · (µSg · ∇τ¯)−∇z ·
[
τ¯
∂
∂z
(κ∇zρ¯/ρ¯z)
]
+
∂
∂z
[τ¯∇z · (κ∇zρ¯/ρ¯z)] (1.78)
Sg =
1
1 + ρ¯2x + ρ¯
2
y + ρ¯
2
z

ρ¯2y + ρ¯
2
z −ρ¯xρ¯y −ρ¯xρ¯z
−ρ¯xρ¯y ρ¯2x + ρ¯2z −ρ¯yρ¯z
−ρ¯xρ¯z −ρ¯yρ¯z ρ¯2x + ρ¯2y
 . (1.79)
Here we recognize 1.79 as the Redi diffusivity tensor without the diapycnal diffusivity . Equation
1.78 gives the full, parameterized tracer evolution equation for a coarse-resolution model, albeit in
a somewhat complicated form. Griffies (1998) presented a simplifed version of this equation which
is often implemented in OGCMs, and is discussed in detail in Section 1.7.
1.6.1 Advection by an Eddy-Induced Velocity
Gent et al. (1995) note that the GM90 form of the thickness flux in 1.73 is formally equivalent
to advection by an eddy-induced transport velocity, given in isopycnal coordinates by
u∗ =
h′ρu′
h¯ρ
(1.80)
= −
∂
∂ρ(κ∇ρh¯)
h¯ρ
. (1.81)
The equivalent form in z-coordinates is
u∗h = − ∂
∂z
(
κ
∇ρ¯
ρ¯z
)
w∗ = ∇ ·
(
κ
∇ρ¯
ρ¯z
)
. (1.82)
Plumb and Mahlman (1987) diagnosed the zonally averaged tracer transports in the GFDL general
circulation/transport model and used the name ”effective transport velocity” for the velocity ad-
vecting the tracers. As mentioned at the beginning of the Section 1.3, there exist several different
forms for this velocity, such as the residual mean (Andrews and McIntyre, 1976, 1978b; Plumb, 1979;
Andrews et al., 1987; McDougall and McIntosh, 1996; Plumb and Ferrari, 2005; Eden, Greatbatch
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and Olbers, 2007; Eden, in press), Lagrangian-mean (Andrews and McIntyre, 1978a; Dunkerton,
1980; Plumb and Mahlman, 1987; Buhler, 2009), and Isopycnal mean (McDougall and McIntosh,
2001; Nurser and Lee, 2004). The mathematical differences between these forms are important
but subtle, and no further attention will be paid to them here25 . We will simply refer to the
GM90-related velocity as the ”eddy-induced velocity” and be done with it.
Note that in 1.81 and 1.82 κ lies inside the vertical derivative, which, in accordance with
the GM90 design, does not imply exact Fickian diffusion along isopycnal surfaces. The main
consequence of the form 1.82 is that it results in a sign-definite sink of potential energy. Numerically
it is also convenient since w∗ can be evaluated as a local function of ρ. A third major consequence
of this choice is discussed in Section 1.6.5.
Hereafter we are finished using eddy terms (”prime” terms in the Reynolds averaging), so
we will drop the ”bar” notation except when it is important to make the distinction between the
mean and eddy-induced velocities.
1.6.2 Energetics
Using the GM90 parameterization, an evolution equation for potential energy, Ep = ρgz,
can be constructed by multiplying 1.77 by gz. Distributing gz through the derivatives, such an
equation appears as
∂Ep
∂t
+ (u¯ + u∗) · ∇Ep = ∇ ·
(
gρκ
∇ρ
ρz
)
+ gρw + gκ
∇ρ · ∇ρ
ρz
. (1.83)
With the convention that g is always negative, this equation reveals that the GM90 scheme pro-
vides a sign-definite sink of potential energy. This is in accordance with the design of GM90, which
was to mimic the fact that baroclinic instability grows at the expense of the potential energy of
the mean flow. This potential energy sink manifests itself as a reduction of isoneutral slope as the
potential energy decreases. The magnitude of the along-isopycnal (”skew”) flux is linked with both
of these quantities, so available potential energy, skew flux, and isoneutral slope asymptote to zero
25 For a detailed comparison between these forms, see Olbers et al. (2012) and Eden (in press).
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simultaneously. The second term on the right hand side represents the transfer of this potential
energy to the eddy kinetic energy, while the other terms represent an internal sink of potential
energy by redistribution of the parcel down the neutral slope.
1.6.3 The Vertical Momentum Flux Analogy
Consider the planetary geostrophic momentum equation
fk× u¯ = −∇p
ρ0
. (1.84)
Adding the GM90 effective transport velocity u∗h defined above, we have
fk× (u¯ + u∗h) = −
∇p
ρ0
+
(
κfk× ∇ρ
ρz
)
z
(1.85)
Employing thermal wind balance
g
∇ρ
ρ0
= −fk× ∂uh
∂z
, (1.86)
equation (1.85) becomes
fk× (u¯ + u∗h) = −
∇p
ρ0
+
(
κρ0f
2
gρz
∂uh
∂z
)
z
. (1.87)
Defining the buoyancy frequency N2 = −gρz/ρ0, (1.87) reveals that GM90 is analogous to a
vertical mixing of momentum with coefficient δ = κf2/N2. Greatbatch and Lamb (1990) also
made an heuristic derivation of (1.87) based on the correspondence in quasi-geostrophic theory
between vertical mixing of momentum and horizontal mixing of potential vorticity (Rhines and
Young, 1982a). Tandon and Garrett (1996) noted that this is equivalent to a viscous spindown
with vertical viscosity coefficient δ. The vertical momentum flux/viscosity analogy depends on
the use of thermal wind balance, and therefore it is accurate to the extent that the thermal wind
relation is appropriate in the above equations.
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1.6.4 Form drag
In addition to representing the GM90 parameterization as a vertical momentum flux, it is
also possible to draw an analogy with an eddy stress acting on isopycnal surfaces (Greatbatch,
1998). Once again employing the planetary geostrophic approximation with GM90, we have
fk× (u¯ + u∗h) = −
∇p
ρ0
+
(
κfk× ∇ρ
ρz
)
z
. (1.88)
We can subtract out 1.84, the PG relation for the large-scale flow, which leaves
fk× u∗h =
(
κfk× ∇ρ
ρz
)
z
. (1.89)
Here it becomes apparent that the eddy-induced velocity is an Ekman velocity, with a horizontally
directed eddy stress κfk× ∇ρρz . We can exploit this association by examining the GM90 thickness
flux in isopycnal coordinates. The exact form of this flux is given by 1.80; assuming the eddies are
in geostrophic and hydrostatic balance, it can be shown (Greatbatch, 1998) that
u∗ =
1
fρ0h¯ρ
k×
[
− ∂
∂ρ
p′∇ρz′ +∇ρ
(
p′h′ρ
)]
. (1.90)
Here the first term is equivalent to the vertical momentum flux in (1.87), except this version is
unapproximated by GM90. Rhines and Holland (1979) refer to this term as the ”form drag” ex-
erted on the isopycnal interfaces. This term is also equivalent to the eddy stress on the right side
of (1.89). The second term is equivalent to a horizontal momentum flux, which is small relative to
the vertical flux term when the large-scale flow is much bigger than the eddy length scale. This
would be an appropriate choice in the planetary geostrophic equations, which would then reconcile
(1.90) with (1.89).
We are thus left with the conundrum of what to do when the eddy scale and the scale of the
background flow are similar, as would be the case in quasigeostrophy. This situation is reconciled
by noting that the eddy transport velocity u∗ only enters in to 1.73 as the divergence of the eddy
thickness flux, so that a purely rotational component of u∗ makes no contribution. On an f -plane,
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the horizontal momentum flux term is precisely such a rotational term, so that
∇ρ ·
[
1
fρ0
k×∇ρ
(
p′h′ρ
)]
= 0. (1.91)
Then even in the QG limit it is appropriate to make the association of GM90 with a form drag and
with a vertical momentum flux. It must be kept in mind that if we allow f to vary with latitude,
1.90 does not hold identically. Also, eddies are not purely geostrophic and will interact with even
smaller scales of turbulence. However, any such contributions from the β-effect and ageostrophic
turbulence are likely to be small compared with the horizontal form drag term (Greatbatch, 1998).
1.6.5 Isopycnal Flux of Potential Vorticity
Potential vorticity is perhaps the most powerful active tracer in geophysical fluid dynamics,
whose material conservation describes and constrains a wide variety of geophysical flows.26 Both
theoretical (Marshall, 1982; McWilliams and Chow, 1981; Rhines and Young, 1982a) and obser-
vational evidence suggests that potential vorticity is homogenized along isopycnals by mesoscale
eddies (McDowell et al., 1982; Keffer, 1985; Talley, 1988; O’Dwyer and Williams, 1997). Various
attempts have been made to draw upon the analogy between potential vorticity mixing and passive
tracer mixing along isopycnals (Greatbatch and Lamb, 1990; Treguier et al., 1997; Killworth, 1997)
to further inform GM90-style parameterizations.
We can investigate the degree to which GM90 is an appropriate choice with which to param-
eterize potential vorticity mixing by considering the planetary geostrophic limit, with momentum
equation given by geostrophic balance
fk× u = −∇p
ρo
. (1.92)
26 The full derivation of potential vorticity conservation and its many consequences would be extraneous to this
dissertation. The essential concept of potential vorticity is that we can define a scalar q = (f + ∇ × u) · ∇χ
that is materially conserved following the flow, so long as the tracer χ is also conserved following the flow. In the
adiabatic Boussinesq case we will let χ = θ, the potential temperature. Generally, the density ρ and buoyancy b
are not suitable choices for χ due to dependence on spice; however, we will ignore this dependence and use ρ- and
b-dependent definitions of q as well.
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At these scales, the potential vorticity is q = fρz, and its evolution equation is
∂q
∂t
+ (u¯ + u∗) · ∇q = ∇ · [κfK∇ρz] +∇ · (fκz∇ρ)−
(
fκz
∇ρ · ∇ρ
ρz
)
z
. (1.93)
Here potential vorticity is being advected by the effective transport velocity and has mixing of ρz
along isopycnals with coefficient κf . Now suppose that either κ is vertically constant, or that we
choose the exact Fickian diffusion form, so that
u∗h = κ
∂
∂z
(∇ρ
ρz
)
. (1.94)
With this choice, (23) reduces to
∂q
∂t
+ (u¯ + u∗) · ∇q = ∇ · [κfK∇ρz] . (1.95)
Here it becomes apparent that potential vorticity is advected like a tracer along isopycnals. How-
ever, it is not diffused like a tracer; rather, it is ρz that is diffused, with f in the coefficient. This
is desirable because there can exist a steady, motionless solution of 1.93 with ρ independent of the
horizontal coordinates, which is not possible if it were potential vorticity being mixed (Gent et al.,
1995).
This demonstrates the link between the vertical flux of momentum with the horizontal mixing
of potential vorticity (Rhines and Young, 1982a). The assumption that we made above, namely
that κ is vertically constant, is critical however. As originally designed, the GM90 parameteriza-
tion represents the transport of thickness along isopycnals, not potential vorticity. Under certain
assumptions, however, these two transports become similar. For example, if we use the Boussi-
nesq form of Ertel potential vorticity, q = (f + ξ) · ∇b and assume that the buoyancy gradient
is dominant, the GM90 thickness transport is roughly equivalent to potential vorticity transport.
However, numerically this becomes problematic because of the vertical boundary condition - in
order for w∗ = 0 at the surface and bottom, κ must be set to zero there. Then κ must be depth-
dependent, violating our original assumption. To conclude this remark, it suffices to say that the
GM90 parameterization is not equivalent to a potential vorticity transport, although this does not
necessarily preclude the local GM90 κ from being dependent on the potential vorticity.
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We can make the relevance of GM90 to a potential vorticity flux parameterization more ex-
plicit by considering the Boussinesq primitive momentum equations written in Transformed Resid-
ual Mean form (Andrews, 1983, 1987; Andrews et al., 1987; Greatbatch and Lamb, 1990; Wardle
and Marshall, 2000; Ferreira and Marshall, 2006; Marshall et al., 2012; Young, 2012):
Du
Dt
+ fk× u = −∇φ−∇ ·E. (1.96)
The 3× 2 eddy stress pseudotensor E contains the Eliassen-Palm vectors (Andrews and McIntyre,
1976), whose divergence gives the quasigeostrophic eddy potential vorticity flux. That is,
∇ ·E = k× u′q′ (1.97)
E =

−M + P N
N M + P
−S R
 (1.98)
M =
v′2 − u′2
2
, N = u′v′, P =
b′2
2N2
(1.99)
R =
f0
N2
u′b′, and S =
f0
N2
v′b′. (1.100)
Equations (1.96) - (1.100) make clear the fact that in the primitive equations the eddy potential
vorticity flux belongs in the momentum equation, even though in the quasigeostrophic framework
it is transported like a tracer27 . The contributions from the buoyancy fluxes which would be
parameterized by GM90 appear only in the last row of (1.98), which analytically proves that a proper
parameterization for the potential vorticity fluxes would require GM90 as well as a parameterization
for the Reynolds stresses. Alternatively, a parameterization could be attempted for the potential
vorticity fluxes directly without either of these, though this would require a completely different
conceptual and computational approach. It should be said that having a mesoscale parameterization
27 Quasigeostrophy is the most natural framework in which to discuss potential vorticity, and is particularly useful
because of the analogy between the QG potential vorticity on z surfaces and Ertel potential vorticity on isopycnal
surfaces (Charney and Stern, 1962).
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be in the momentum equation is at least as justifiable as having it in the thermodynamic equation
for scales of Rhines or smaller (Zhao and Vallis, 2008).
The argument over whether it is better to approach a mesoscale parameterization from the
potential vorticity angle or the thermodynamic angle is ongoing. Potential vorticity is a natural
candidate for a diffusive parameterization because of its homogenization along isopycnal surfaces,
so one might try applying the flux-gradient relation to achieve a downgradient eddy flux (Plumb
and Ferrari, 2005). One odd consequence of this is that, even with horizontally flat isopycnals, the
meridional gradient of potential vorticity (the β term) causes the fluxes to be nonzero. Some feel
that this is natural, arguing that eddies drive the circulation toward a state of motion (Holloway,
1992; Treguier et al., 1997; Greatbatch, 1998) rather than toward a state of rest. Disagreement
over this issue may be more philosophical than physical.
1.6.6 Limitations of GM90
Despite the fact that the GM90 parameterization is built upon the phenomenology of baro-
clinic instability, there do remain certain aspects of the phenomenology that GM90 fails to tap
into.
• The inverse cascade.The first, and perhaps most glaring, of these deficiencies is that
GM90 fails to account for strong eddy-eddy interaction (Ferrari et al., 2010). Such interac-
tion results in an inverse energy cascade (Kraichnan, 1967), wherein eddies grow to larger
length scales and can have very nonlocal effects. Presumably, this phenonemon could be
captured in the diffusivity κ, but this is a separate problem and will be considered later.
• Dissipation. Related to the inverse cascade issue is the question of how the eddy energy
is dissipated. Because GM90 does not account for the inverse energy cascade, it implicitly
assumes that eddies are damped locally and adiabatically (Tandon and Garrett, 1996).
This in itself implies that there must exist some mechanism by which energy is nonlinearly
transferred back to smaller length scales. GM90 was not designed to account for dissipative
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processes that might solve this dilemma, such as breaking internal waves, convection, and
shear instability. Even so, evidence suggests that the dissipation contributed by these
small-scale, three-dimensional motions is too small to balance the budget of energy and
tracer fluxes (Wunsch and Ferrari, 2004). It stands to reason that there is some mechanism
at intermediate scales28 that contributes the remainder of the dissipation (McWilliams,
2003; Mahadevan, 2006). In any case, GM90 is ill-equipped to deal with this conundrum.
• Diapycnal Mixing. The assumption that the motion is damped locally and adiabatically
precludes diapycnal mixing by eddies. However, observations indicate that the total amount
of diapycnal mixing required to balance the eddy energy budget is not small (Tandon and
Garrett, 1996), and that it should be accounted for in ocean models. It is possible that the
adiabatic motion of the mesoscale eddies acts in series with the smaller dissipative agents
listed above (internal wave breaking, etc.), and that this issue isn’t the fault of GM90 but
rather that these smaller processes are not present in the model.
• Energetics. The work of Gent et al. (1995) shows that the potential energy equation
(1.83) has a sign-definite sink on the right hand side, meaning that mean potential energy
is locally converted to eddy kinetic energy. It is argued by Ferrari et al. (2010) that this is an
unnecessarily strong condition, and that while there should certainly be domain-averaged
sink of potential energy, there is no reason to believe that mesoscale eddies are local sinks
of potential energy (Wolfe et al., 2008).
• Numerics. Numerically implementing the GM90 parameterization also has its challenges.
Equation (1.82) reveals that the eddy-induced transport is dependent on both the local
isopycnal slope and a variable diffusivity κ. In regions of weak stratification, convective
processes can lead to infinite isopycnal slopes, generating unreasonably large eddy trans-
ports. While interpolation schemes can handle this issue in such regions, these methods
28 This would imply the submesoscale, which is problematic because its motions are still governed by GM90-style
baroclinic instability, but are confined primarily to the diabatic mixed layer where GM90 breaks down.
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are physically unsatisfying and rely on imposing some arbitrary cap on the isopycnal slope.
• Boundary conditions. There remain outstanding issues about how to taper the GM90
parameterization to satisfy the vertical boundary conditions. At stated previously, the
condition w∗ = 0 at z = 0, −H requires either the isopycnal slope or κ be set to zero
at the boundaries. There is no reason to believe that the isopycnal slope becomes zero
here, so usually κ is tapered to zero through some dynamically determined boundary layer.
Unfortunately, many such tapering methods are ad hoc (Griffies, 2004). One could argue
that in the boundary regions GM90 should break down because the flow is no longer
adiabatic, violating the assumptions upon which the parameterization is built. This is a
perfectly reasonable argument in theory, but in practice we must still account for eddy
effects at the boundaries and in the absence of a better way to do this, tapering GM90 to
zero is the easiest way to proceed. It is conceivable that this problem could be addressed
by a suitable diagnosis for κ, a possibility which will be explored later.
1.6.7 Concluding Remarks
Despite its limitations, GM90 remains arguably the most successful subgridscale turbulence
parameterization in OGCMs in the past twenty years. Early tests showed a vast improvement
in the form of more realistic circulations and tracer distributions (Danabasoglu and McWilliams,
1995; England, 1995; Robitaille and Weaver, 1995); since then, studies largely have focused more on
refining the theory (Dukowicz and Smith, 1997; Greatbatch, 1998; Dukowicz and Greatbatch, 1999),
implementation in models (Griffies, 1998; Griffies et al., 1998), diffusivity (Held and Larichev, 1995;
Visbeck et al., 1997; Smith et al., 2002; Eden and Greatbatch, 2008), and boundary conditions (Aiki
et al., 2004; Griffies, 2004; Ferrari et al., 2008, 2010) rather than on trying to supercede GM90 with
a new scheme.
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1.7 Advective and Diffusive Fluxes
1.7.1 Combining Parameterizations
So far two parameterizations have been presented which must be included in a non-eddy
resolving model. The first, the Redi tensor, represents along-isopycnal diffusion of tracer concen-
tration, with the possibility of adding a small diapycnal component. This tensor captures the
projection of this diffusivity into geodesic coordinates. The second parameterization, the GM90
tensor, represents an eddy flux of isopycnal layer thickness. It is meant to simulate the conversion
of mean potential energy to eddy kinetic energy by baroclinic eddies, and appears as an additional
advective flux in both the continuity and tracer equations. Because these two parameterizations
capture two unique physical processes, it is reasonable to consider using them in concert with each
other.
To this point we have not made explicit how to combine these two parameterizations in
the same model. It is not immediately clear from the previous sections how one should go about
this - mathematically, it would be most convenient if we were able to unify the form of both
parameterizations in order to compare them properly. Fortunately, there exists a way to transform
the GM90 parameterization into tensor form which will now be explored using the tracer equation.
Using the flux-gradient relationship, the tracer equation in a coarse-resolution model is
∂τ¯
∂t
+ u¯ · ∇τ¯ = ∇ ·R∇τ¯ , (1.101)
where R is the 3×3 eddy mixing tensor. One can split R into the sum of an antisymmetric tensor,
A, and a symmetric tensor S by the rule
K = A + S (1.102)
Aij =
Rij −Rji
2
(1.103)
Sij =
Rij +Rji
2
. (1.104)
If we assume downgradient isoneutral diffusion, the symmetric tensor S is identically the Redi
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tensor, so no further discussion about its physical meaning will appear here. It will now be shown
that the divergence of A is equivalent to advection by eddy-induced velocity.
Consider equation 1.101 after the mixing tensor has been split,
∂τ¯
∂t
+ u¯ · ∇τ¯ = −∇ · (A + S)∇τ¯ . (1.105)
In computing the right hand side, we are asked to calculate the convergence of the antisymmetric
tensor dotted with the tracer gradient. In index notation, this term can be written ∇iAij∇j τ¯ .
We can take advantage of the antisymmetry of A by noting that ∇i∇j is a symmetric operator,
meaning that ∇i∇jAij = 0. Then by application of the product rule,
∇iAij∇j τ¯ = ∇i∇jAij τ¯ . (1.106)
We can define an advective velocity u∗i = −∇jAij , and note that it is nondivergent through the
antisymmetry of A:
∇i∇jAij = ∇iu∗i = 0. (1.107)
Reverting back to vector notation for a moment, we now have that ∇·A∇τ¯ = u∗i ·∇τ¯ , so the tracer
equation becomes
∂τ¯
∂t
+ (u¯ + u∗) · ∇τ¯ = ∇ · S∇τ¯ . (1.108)
This demonstrates that the convergence of the antisymmetric tensor A operating on the tracer
gradient is equivalent to advection by the nondivergent velocity u∗ 29 . This gives rise to the
term skew flux (Griffies, 1998), referring both to the skewness of the operator A and the fact
that the resulting flux is orthogonal to the tracer gradient. Then if we were to use density as
the representative tracer, a la GM90, the resulting flux would be precisely in the along-isopycnal
direction, conserving domain-integrated mass within the isopycnal layer and leaving all moments
of the density distribution unaffected.
29 Furthermore, since u∗ is nondivergent, we can define a vector streamfunction Ψ such that u∗ = ∇×Ψ. This is
occasionally referred to in the literature as the overturning streamfunction, or Quasi-Stokes streamfunction.
This is very closely related to the ψ defined in Section 1.3.2, but additional degrees of freedom in the TEM definition
do not make the two exactly equivalent.
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1.7.2 Equalities Using Statistical Turbulence
In order to emphasize the connection between the tensor A and the eddy-induced advection
even more, we now segue to a different approach performed by Dukowicz and Smith (1997). They
used a stochastic model for turbulent fluid transport in order to derive the continuity and tracer
equations from an alternative perspective. Assuming that turbulence acts to displace fluid parcels in
a random and Markovian fashion, one can construct the Fokker-Planck equation (Gardiner, 1983),
which is equivalent to 1.101 except written in terms of conditional probability density functions.
Using ensemble averaging, substituting ρ¯ and the density-weighted tracer concentration τˆ = ρτ/ρ¯
into the Fokker-Planck equation gives
∂ρ¯
∂t
+∇ · ρ¯
(
u˜− 1
ρ¯
∇ ·Kρ¯
)
= 0 (1.109)
∂τˆ
∂t
+
(
u˜− 1
ρ¯
∇ ·Kρ¯
)
· ∇τˆ = 1
ρ¯
∇ ·Kρ¯ · ∇τˆ , (1.110)
where K is an as-yet undefined diffusivity tensor. Dukowicz and Smith use a result from Monin
and Yaglom (1971) to argue that the residual circulation u˜ = u¯ +∇ ·K (see also Section 1.3.2).
One may then take advantage of the isomorphism between the the compressible density equation
in z-coordinates and the thickness equation in isopycnal coordinates, seen as
∂ρ
∂t
+∇ · ρu = 0 ←→ ∂h
∂t
+∇ρ · hu = 0 (1.111)
∂ρτ
∂t
+∇ · ρτu = 0 ←→ ∂hτ
∂t
+∇ρ · hτu = 0, (1.112)
where h = ∂z/∂ρ. By demonstrating the functional equivalence of these equations, they form the
ensemble-averaged eddy equations in isopycnal coordinates using 1.110 and 1.111:
∂h¯
∂t
+∇ρ · h¯
(
u˜− 1
h¯
K · ∇ρh¯
)
= 0 (1.113)
∂τˆ
∂t
+
(
u˜− 1
h¯
K · ∇ρh¯
)
· ∇ρτˆ = 1
h¯
∇ρ ·Kh¯ · ∇ρτˆ . (1.114)
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Here we can demonstrate the connection between Eq. 1.81 and 1.113. The eddy-induced velocities
u∗ in these equations are
GM90: u∗ = −1
h
∂
∂ρ
K · ∇ρz (1.115)
Dukowicz and Smith: u∗ = −1
h
K · ∇ρ∂z
∂ρ
, (1.116)
and are functionally equivalent if K is independent of density (or depth). The astute reader will
recognize this condition as being the same required to reconcile GM90 with downgradient potential
vorticity transfer. Smith and Gent (2004) note that the Dukowicz and Smith form was developed
by considering turbulence isolated within a single isopycnal layer, so in reality it cannot distinguish
whether K is outside or inside the ∂/∂ρ operator30 .
Dukowicz and Greatbatch (1999) later refined this result using the same statistical turbu-
lence approach. Assuming the turbulence is approximately geostrophic31 (valid in the planetary
geostrophy case, as well as for the quasigeostrophic case when the turbulence is homogeneous),
they showed that the bolus velocity is a function of the potential vorticity, so that
u∗ =
1
q
K · ∇ρq. (1.117)
The main consequence appears in the tracer equation, which may now be written
∂τˆ
∂t
+
(
u˜ +
1
q
K · ∇ρq
)
· ∇ρτˆ = 1
h¯
∇ρ ·Kh¯ · ∇ρτˆ . (1.118)
The Dukowicz and Greatbatch result is yet another window in which we can see the close analogy
between the GM90 thickness flux and a potential vorticity flux. It is consistent with earlier argu-
ments by Plumb (1979) and Andrews et al. (1987) that, in general, the symmetric tensor is tracer
dependent, whereas the antisymmetric part (bolus velocity) is independent of the tracer. However,
it also acts as a warning: a tensor diagnosis that relies on passive tracers must initialize the tracer
fields to be roughly coincident with the potential vorticity field32 .
30 They also note that the GM90 form is much easier to implement numerically because the boundary conditions
w∗ = 0 at z = 0, −H is satisfied by tapering κ to zero. McDougall and McIntosh (2001) note that uncertainty in
the boundary conditions for the Dukowicz and Smith form can lead to false overturning and incorrect poleward heat
transport.
31 The exact condition required is that f dominates ξ in the potential vorticity equation.
32 An equivalent way of saying this is that if one seeks a tensor R that satisfies the flux-gradient relationship for
potential vorticity (or buoyancy), and one hopes to do this by a passive tracer method, then the passive tracer fields
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1.7.3 Combined Redi and GM90
In terms of forming an eddy parameterization, the key point of these derivations is as follows.
To review, the symmetric Redi tensor (neglecting diapycnal diffusivity and making the small slope
approximation) in z-coordinates is
S = µ

1 0 −ρxρz
0 1 −ρyρz
−ρxρz −
ρy
ρz
ρ2x+ρ
2
y
ρ2z
 . (1.119)
The GM90 parameterization introduces an advection by the eddy-induced velocity u∗, which by
1.105 and 1.108 is equivalent to the divergence of the antisymmetric tensor A. Then the GM90
parameterization in tensor form becomes
A = κ

0 0 −ρxρz
0 0 −ρyρz
−ρxρz −
ρy
ρz
0
 . (1.120)
In the tensor framework, restoring the full mixing tensor R is as simple as adding the Redi and
GM90 tensors together (Griffies, 1998). Combined together, R becomes
R =

µ 0 −(µ− κ)ρxρz
0 µ −(µ− κ)ρyρz
−(µ+ κ)ρxρz −(µ+ κ)
ρy
ρz
µ
ρ2x+ρ
2
y
ρ2z
 . (1.121)
The crucial simplification comes upon inspecting the Dukowicz and Smith tracer equation 1.114,
which suggests that the Redi and GM90 diffusivities should be equal. With this result in
hand, the combined Redi and GM90 mixing tensor is
R = κ

1 0 0
0 1 0
−2ρxρz −2
ρy
ρz
ρ2x+ρ
2
y
ρ2z
 . (1.122)
must be initialized broadly similar to the potential vorticity (or buoyancy) fields.
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Note that the tensor components above the diagonal all reduce to zero under this simplification.
In a 3D simulation, taking a zonal average effectively reduces Kg to a 2 × 2 tensor, in which case
it becomes
R = κ
 1 0
−2ρyρz
ρ2x+ρ
2
y
ρ2z
 . (1.123)
1.7.4 Summary
In summary, the key results demonstrated in this section are:
(1) The antisymmetric tensor A represents advection by a nondivergent velocity u∗.
(2) The stochastic model of Dukowicz and Smith (1997) arrives at a similar functional form
for u∗ as does GM90, up to placement of the ∂/∂ρ operator.
(3) The overturning streamfunction Ψ, which arises as ∇ × Ψ = −∇ · A is related to the
off-diagonal components of R.
(4) The Redi and GM90 tensors can be combined to form the full eddy mixing tensor R.
(5) The Dukowicz and Smith result greatly simplifies the form of R by predicting equal diffu-
sivity coefficients, as is illustrated in Griffies (1998).
A diagnosis of R in an eddy-resolving model should therefore look for the following features:
(1) For the symmetric tensor, a Redi-like structure where all of the elements are proportional
to each other by a factor of isopycnal slope.
(2) Ryz ≈ 0, which would support the Dukowicz and Smith derivation.
(3) A diffusivity κ, which will appear as the top left element of the tensor, which is spatially
variable.
It is this last point which is the main focus of this research. To this point, physical considerations
have assisted us in building up the Redi and GM90 parameterizations, and as a result we have a
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general tensor structure which we can verify in a model. The difficulty lies in the fact that κ
is unknown - it is a property of the flow, not the fluid, and could conceivably be slave to many
different physical parameters (velocity, stratification, rotation, etc.). To make matters even worse,
the numerics of the model itself also play a role, as the local value of κ will be tied to the amount of
unresolved turbulence in the model (i.e. the grid resolution). Fortunately, there does exist a body
of research, both observational and theoretical, which might steer us in the right direction.
1.8 Studies on Eddy Diffusivity
1.8.1 Observational Experiments
As discussed previously, mesoscale eddy parameterizations generally cannot be validated with
real ocean data due to the inherent difficulty of collecting observations. This has partly to do with
the spatial and temporal scales of the eddies themselves, since they are quite large and evolve slowly.
Oftentimes parameterizations are checked numerically by observing their effects on the locations of
large current structures (see below). One must think carefully about how to design an experiment
so that the correct parameters are being measured. For diffusivity, many different measurement
techniques and inversion methods exist.
Generally estimates of κ have been calculated from observations using three main techniques
(Marshall et al., 2006):33
• Mooring data can be used to calculate cospectra of eddy velocity and temperature, thereby
giving v′T ′ directly. If the mean gradient ∇T¯ is calculated as well, then one can employ
the flux-gradient relationship to invert for κ. However, the time series required to calculate
the cospectra are usually so short as to make interpretation difficult. Also, this technique
has not been used often, so it is unclear about how general the extant statistics from this
method actually are. A more serious issue lies in the use of Eulerian data to measure
33 Sadly, Flierl and McWilliams (1977) suggest that most of our observational data is not dense enough to be
statistically significant anyways! One then wonders how much stock to put into observations for informing eddy
parameterizations...
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Lagrangian quantities, since it can be contaminated by large nondivergent eddy fluxes that
have no role in eddy-mean interaction (Marshall and Shutts, 1981).
• Floats and drifters offer another route to estimating diffusivity which is useful because
they are Lagrangian in nature. They are constrained to follow particle trajectories and
thus can only measure isopycnal diffusivity. One commonly used interpretation method is
to measure the displacement of two floats relative to each other, from which an estimate
of two-particle diffusivity can be made. The main downfall of this method is that the
reported diffusivities are not straightforwardly interpretable in terms of the values that
must be used in large-scale ocean models due again to the conversion from Lagrangian
to Eulerian quantities. For an excellent review of Lagrangian observation techniques, see
LaCasce (2008).
• Satellite altimetry allows for diffusivity estimates using the root mean square sea surface
height field. This method was pioneered by Holloway (1986), after which many subsequent
studies have been designed (see below). The main drawback to this method is that the
results are valid only for the ocean surface, however. Also, this method only measures
dimensional quantities such as eddy velocity and length scale, so it can tell us nothing
about dependence on nondimensional parameters.
The following is a survey of papers that have attempted to diagnose eddy characteristics
(diffusivity, cospectra, kinetic energy, etc.) through the above observational methods. This list is
by no means comprehensive34 .
• Munk (1966) wrote a seminal paper prescribing a diapycnal diffusivity of 10−4 m2 s−1 to
maintain the abyssal stratification against global upwelling associated with 25 Sv of deep
water formation. In the same paper, he cites microstructure measurements and dye release
experiments pointing to diffusivity on the order of 10−5 m2 s−1 at middepth.
34 However, most of these papers cross-reference each other, and so this is certainly a large sample of the literature
on this topic.
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• Whitehead Jr. and Worthington (1982) used both current meter data and geostrophic
data from the northwestern Atlantic basin to calculate diapycnal diffusivities ranging from
1.0 − 3.9 × 10−4 m2 s−1. Their geostrophic data was only reconcilable with the current
meter data if they assumed that the potential temperature of the water was between 1.2
and 1.9o C.
• Price (in Rossby et al. (1983) and McWilliams and Chow (1983)) used observations of
SOFAR floats at 700 m and 1300 m depth to argue the relations Le = urmsTe and κ =
u2rmsTe, where the eddy timescale Te is treated as a constant.
• Whitehead Jr. (1984) further evaluated the results of Whitehead Jr. and Worthington
(1982) by comparing them to the data of Mantyla and Reid (1983), arguing that the two
data sets are reconciled if the diapycnal diffusivity is closer to Whitehead and Worthington’s
geostrophic calculation of 3.9× 10−4 m2 s−1.
• Olbers et al. (1985) developed maps of diffusivity in and below the mixed layer by inverting
hydrographic observations in the North Atlantic. In the mixed layer and in strong current
regions they found isopycnal diffusivities around 1.0×103 m2 s−1 and diapycnal diffusivities
of 1.0× 10−4 m2 s−1. In the relatively quiescent region below the mixed layer each of these
values tended to be an order of magnitude lower.
• Bryden and Heath (1985) used two years of time series measurements on the northern edge
of the ACC to directly measure cospectra of eddy velocity and temperature. Among their
findings that pertain to this research, they found that the eddies were vertically coherent
at depths from 1,000 m to 5,000 m, affirming that mesoscale eddies affect the full water
column.
• Krauß and Boning (1987) calculated Lagrangian eddy statistics using 113 buoys deployed
in the North Atlantic, finding that the eddy diffusivity is spatially variable and linearly
dependent on the RMS velocity. It is important to note that the buoys prevented them
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from drawing any conclusions about the eddy statistics at depth.
• Saunders (1987) used six moorings and ten current meters to examine the flow through a
gap in the East Azores Fracture Zone of the eastern Atlantic (considered important because
here bottom water can be exchanged), estimating that diapycnal diffusivity ranges from
1.5− 4.0× 10−4 m2 s−1.
• Keffer and Holloway (1988) used satellite altimetry to argue that a sensible way of mea-
suring eddy heat fluxes across the ACC was to calculate eddy diffusivity first and employ
the flux-gradient relationship to calculate eddy transport. They were successful in closing
a long-standing problem related to heat and salt budgets in the Southern Ocean using this
technique.
• Bo¨ning (1988) analyzed SOFAR floats to find a systematic depth dependence of mixing
length in the North Atlantic. In contrast to the earlier paper (Krauß and Boning, 1987),
he suggests that eddy diffusivity does not vary linearly with eddy kinetic energy, but that
the eddy length and timescales are nonconstant and highly depth dependent. He warns
that float statistics from different depth levels should be considered independent from one
another.
• Barton and Hill (1989) used three hydrographic sections from the western Indian Ocean
(Somali Basin) to calculate geostrophic transports through the region, noting that all water
that enters the basin must be upwelled. They used a heat budget to calculate a required
diapycnal diffusivity of 10.6± 2.7× 10−4 m2 s−1.
• Poulain and Niiler (1989) released drifters into the California Current System and calculated
the dispersion of single particles about the mean drift track. They found that the diffusivity
tended to be proportional to the eddy kinetic energy, and tended to be about 4× 107 cm2
s−1. They found that neither of the two diffusivity scalings κ = u′2T or κ = u′2
1/2
L
(Rossby et al., 1983; Krauß and Boning, 1987) was statistically superior when applied to
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their dataset.
• Brink et al. (1991) used data collected from 77 drifters off the coast of California and
found that eddy diffusivity increases with increasing eddy kinetic energy. They found
anisotropic diffusivities in the California Current, with the diffusivity in the alongshore
direction suppressed relative to the offshore component, averaging 8.0×107 cm2 s−1. Their
analysis concluded that eddy length scale in the current could be treated as a constant.
• Davis (1991) reviewed the use of Lagrangian floats for determining eddy statistics. He
cautioned that eddy length and time scales would vary with changing eddy kinetic energy,
and that a tendency for diffusivity observations to follow either Rossby et al. (1983) or
Krauß and Boning (1987) would depend on the relative fluctuation of Le and Te.
• Paduan and Niiler (1993) analyzed drifter data collected in the northeast Pacific Ocean
as part of the OCEAN STORMS experiment. Data from the 47 drifters revealed that
the eddy kinetic energy was four times greater than the mean kinetic energy, and showed
single-particle diffusivities from 1.1× 103 m2 s−1 to 1.6× 103 m2 s−1.
• Ledwell et al. (1993) analyzed the vertical dispersal of a patch of SF6 in the middle of
the northern Atlantic Ocean over hundreds of kilometers and a period of five months,
and found a diapycnal diffusivity of 0.11 ± 0.02 cm2 s−1. The authors note that this
diapycnal diffusivity is so small that it would be appropriate to neglect diapycnal processes
in the stratified oceanic interior, which is consistent with the parameterization framework
of GM90-Redi.
• Spall et al. (1993) used data from 32 SOFAR floats in the Mediterranean outflow region
and found nonlocal and anisotropic values for the horizontal eddy diffusivity. These values
were κx, κy = 21 and 8.4 × 106 cm2 s−1 in the core of the outflow, reducing to 4.3 and
3.5× 106 cm2 s−1 the the south of the core.
• Toole et al. (1994) created profiles of diapycnal eddy diffusivity using velocity and temper-
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ature microstructure data collected in the Northeast Pacific and Northeast Atlantic oceans.
They found depth-invariant diapycnal diffusivities on the order of 10−5 m2 s−1 in the ocean
interior, suggesting that basin-averaged eddy dissipation may be dominated by processes
near the oceanic boundaries. In this study they assumed that the diffusivity was directly
related to internal wave breaking, and that dissipation/diffusivity would be enhanced in
regions of high internal wave activity.
• De Madron and Weatherly (1994) used hydrographic sections as part of the South Atlantic
Ventilation Experiment to estimate transports of North Atlantic Deep Water and Antarctic
Bottom Water in the Brazil Basin. They utilized the method of Whitehead Jr. (1984) to
find diapycnal diffusivities of heat and salt to range from 3.6− 7.2× 10−4 m2 s−1.
• Kunze and Sanford (1996) find agreement with Toole et al. (1994) in that the mixing needed
to close deep global water-mass budgets cannot occur over the midlatitude abyssal plains.
They applied a parameterization based on internal wave theory to 114 velocity profiles
taken in the Sargasso Sea, finding an average diapycnal diffusivity on the order of 10−5 m2
s−1.
• Polzin et al. (1996) used CTD measurements to estimate diapycnal diffusivity as high
as 150 × 10−4 m2 s−1 in the Romanche fracture zone of the eastern equatorial Atlantic
Ocean. They note that this region was immediately downstream of a narrow sill, implicating
hydraulic control as a main cause of intense vertical mixing here.
• Swenson and Niiler (1996) used five years worth (1985-1990) of mixed-layer drifting buoy
trajectories in the California Current System to find horizontal diffusivities ranging from
1.1× 107 cm2 s−1 to 8.7× 107 cm2 s−1. They were not able to distinguish whether either
of the diffusivity scalings (Rossby et al., 1983; Krauß and Boning, 1987) was statistically
superior when applied to their dataset.
• Roemmich et al. (1996) used a 2 years worth (1992-1994) of CTD and hydrographic data
56
to determine transport characteristics through the Samoan Passage of the South Pacific
Ocean. They found that extraordinarily high diapycnal diffusivities of up to 10× 10−1 m2
s−1 were necessary to balance the abyssal heat budget, supporting the notion that intense
mixing can occur near sills and constricted passages.
• McCarthy et al. (1997) used WOCE hydrographic data from the Ninetyeast Ridge area
(Indian Ocean) to determine the diapycnal diffusivity near a sill passage. From volume
transport calculations they deduced the upwelling rate, from which vertical diffusivities of
1.1× 10−2 m2 s−1 at the sill and 1.3× 10−3 m2 s−1 immediately downstream were found.
• Polzin et al. (1997) used ocean microstructure data to infer diapycnal diffusivity of approx-
imately 1.0 × 10−5 m2 s−1 above the smooth abyssal plains of the South Atlantic Ocean.
However, they also deduced diapycnal diffusivity exceeding 5.0 × 10−4 m2 s−1 based on
mixing rates above the Mid-Atlantic Ridge, suggesting that vertical mixing is linked to the
underlying bathymetry.
• Ledwell et al. (1998) looked at this same patch of SF6 on an isopycnal surface near 300
meters depth over a period of 30 months, and found time-varying diapycnal diffusivities
ranging from 0.12± 0.02 cm2 s−1 to 0.17± 0.02 cm2 s−1. They also inferred an isopycnal
diffusivity of 0.07 m2 s−1 at scales below the submesoscale, 2 m2 s−1 in the submesoscale,
and 1000 m2 s−1 in the mesoscale. They also measured the straining of the initial tracer
patch into longer filaments, from which they deduced exponential growth of the mesoscale
strain field at a rate of 3.0± 0.5× 10−7 s−1.
• Bauer et al. (1998) developed a method using 17 years of near-surface drifter observations
to estimate diffusivity from the inhomogeneity of the mean flow in the tropical Pacific
Ocean. Between two observation sites in the North and South Equatorial Currents, they
found horizontal mesoscale diffusivities ranging from 3× 107 cm2 s−1 to 15× 107 cm2 s−1.
• Sundermeyer and Price (1998) compared float and tracer observations from the North
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Atlantic Tracer Release Experiment and found a large-scale effective meridional diffusivity
of 0.7± 0.4× 103 m2 s−1 and a zonal effective diffusivity of 1.5± 0.7× 103 m2 s−1. They
found these values by measuring the variance of a tracer patch when the tracer field is
under the influence of the mesoscale strain field.
• Stammer (1998) estimated eddy energy and eddy scales using TOPEX/POSEIDON al-
timeter data and concluded that numerical models must account for the high variability in
eddy diffusivity. He noted that there is a qualitative agreement between the linear Eady
timescale and the eddy timescales inferred from the data.
• Phillips and Rintoul (2000) used a two-year time series of mooring data to analyze eddy
heat and momentum fluxes in the ACC, and found that the eddy heat flux across the
Subantarctic Front was large enough to balance heat lost south of the Polar Front. They
found that the eddy potential energy was an order of magnitude larger than the EKE, and
contribute to the growth of low-frequency motions (mesoscale eddies). They also found
that the average eddy growth timescale was on the order of one month.
• Ledwell et al. (2000) measured tracer dispersion and turbulent energy dissipation in the
Brazil Basin on the flank of the Mid-Atlantic Ridge, and found diapycnal diffusivities of
2.0−4.0×10−4 m2 s−1 at mid-depth and 10×10−4 m2 s−1 near the bottom. They suggested
that mixing here was due to breaking internal waves generated by tidal currents flowing
over the rough bathymetry.
• Ganachaud and Wunsch (2000) used hydrographic data from WOCE along with high-
resolution current meter data to seed an inverse model, from which abyssal velocities and
diffusivities were calculated. They were able to calculate dianeutral diffusivities for each
ocean basin, from which globally averaged values of 3.7± 0.7× 10−4 m2 s−1 at mid-depth
and 9/± 2× 10−4 m2 s−1 in the deep abyss were found.
• Im Sang Oh et al. (2000) used WOCE/TOGA drifters in the Sea of Japan and the northwest
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Pacific Ocean to estimate the horizontal diffusivity using the method of Davis (1991).
They found that the spatial scale of the turbulence corresponded closely with the Rossby
deformation radius, and that horizontal diffusivity ranged from 1.7− 15.1× 107 cm2 s−1.
• LaCasce and Bower (2000) used pair statistics of subsurface floats to calculate their disper-
sion relative to each other, from which single particle diffusivity was calculated by taking
a derivative. They found that diffusivities at spatial scales of 50 km were 2.8 ± 0.8 × 103
m2 s−1, and increased as a function of eddy length scale to the 4/3 power.
• Webb and Suginohara (2001) attempted to reconcile theoretical and observational evidence
of the diapycnal diffusivity needed to mix the North Atlantic Deep Water vertically to the
thermocline. They note that a background diapycnal diffusivity of 10−5 m2 s−1 would mean
that over half of the deep water upwelling would have to occur in regions of intense mixing
(i.e. over rough bathymetry).
• Lumpkin and Flament (2001) calculated Lagrangian scales and diffusivities for the central
North Pacific using surface drifter trajectories. Their diffusivities were found to range from
2.3± 0.2× 103 m2 s−1 to 11.9± 1.3× 103 m2 s−1 and were highly anisotropic. They found
that neither of the two diffusivity scalings (Rossby et al., 1983; Krauß and Boning, 1987)
was statistically superior when applied to their dataset.
• Morris et al. (2001) used vertical fluxes derived from large-scale temperature and density
budgets along with a hydrographic dataset from the Brazil Basin to estimate diapycnal
diffusivities in the range 1.0−5.0×10−4 m2 s−1, confirming earlier results from Hogg et al.
(1982) and Whitehead Jr. (1984).
• Lumpkin et al. (2002) measured Lagrangian eddy scales using eight years of float and
drifter data (1989-1997) in the northern Atlantic Ocean. Among their conclusions was
that Eulerian-based diagnoses of the horizontal diffusivity do not match Lagrangian diag-
noses, and should be viewed with some suspicion (the exceptional cases being when either
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the Lagrangian and Eulerian time or length scales match). They determined that eddy
diffusivities can be measured easily in regions where the time or length scales are constant.
• Heywood et al. (2002) used station data in the Scotia Sea to construct a heat budget for
water flowing into and out of this region. From their inverse calculations they inferred an
average diapycnal diffusivity of 39±10×10−4 m2 s−1, a very high value compared to other
studies. They offered that this may be due to rough bathymetry.
• Zhurbas et al. (2003) derived maps of horizontal diffusivity and Lagrangian scales of eddy
velocity, length, and time using drifter data from the Global Drifter Program/Surface Ve-
locity Program. They found that the eddy length scale tended to be around the Rossby
deformation radius in the midlatitudes and proposed that the diffusivity scales approxi-
mately as an eddy velocity times the deformation radius. Their method found high diffu-
sivity values ranging from 2 × 103 m2 s−1 on the low end to 3 × 104 m2 s−1 on the high
end.
• Zhurbas et al. (2004) followed their earlier study by analyzing surface drifters in both
the Pacific and Atlantic Oceans along with mean circulation patterns. They found direct
relationships between enhanced diffusivity and the presence of eddy-producing, meandering
mean currents. Elevated values of horizontal diffusivity (> 1.0 × 104 m2 s−1) were found
in western boundary currents and in the equatorial currents, while more quiescent regions
possessed diffusivities on the order of 103 m2 s−1.
• Ferna´ndez et al. (2005) conducted three cruises in the northeast Atlantic basin and found
that eddy-induced vertical mixing modulated nutrient availability in the surface layer. They
also found that single mesoscale eddies had a large effect on nitrate concentration on sea-
sonal timescales.
• Garabato et al. (2004) found vertical diffusivities tending around 1.0× 10−4 m2 s−1 within
the Antarctic Circumpolar Current using ship-borne hydrographic and current observa-
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tions, but noted that much higher values (by up to three orders of magnitude) could occur
due to bottom topography.
• Marshall et al. (2006) numerically monitored the straining of tracer contours in the Southern
Ocean using satellite altimetry. They used a diffusivity metric developed by Nakamura
(1996), in which an area coordinate is introduced to reduce the advection-diffusion equation
to a pure diffusion equation. By the use of equivalent length, this method diagnoses the
irreversible mixing generated by the eddy stirring.35 Using the Nakamura method they
found diffusivities of 2 × 103 m2 s−1 on the equatorward flank of the ACC and 5 × 102
m2 s−1 in the jet core. They note that low and high diffusivities correspond to regions of
strong and weak potential vorticity gradients, respectively.
• Garabato et al. (2007) analyzed concentrations of helium emitted from hydrothermal vents
near Drake Passage, calculating diffusivity by measuring the mean-square tracer displace-
ment relative to the center of mass. They calculated a regional-average, cross-jet isopycnal
diffusivity of 1840 ± 440 m2 s−1, with a suppressed diffusivity of 360 ± 330 m2 s−1 in the
jet core. Diapycnal diffusivities were found to average 3.2± 2.3× 10−4 m2 s−1.
• Salle´e et al. (2008) used 10 years (1995-2005) of surface drifter observations to compute
eddy length and time scales in the Southern Ocean, finding eddy diffusivities on the order
of 104 m2 s−1 in energetic western boundary currents north of the ACC core. They test
a parameterization based on satellite altimetric observations, κ = 1.35
√
EKELd m
2 s−1,
and find that it is suitable for the core of the ACC (akin to Lumpkin et al. (2002)), this
region has a constant eddy length scale proportional to the Rossby radius). Away from
this region they find κ = 1800± 1000 m2 s−1.
• Abernathey et al. (2010) used the Nakamura (1996) technique to diagnose the effective
diffusivity in the Southern Ocean with a state estimate (Mazloff, 2008) of the eddying
35 Other papers using this diagnostic in atmospheric contexts are Haynes and Shuckburgh (2000), Shuckburgh and
Haynes (2003), Allen and Nakamura (2001), and Kostrykin and Schmitz (2006).
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currents. Their method differed from Marshall et al. (2006) in that they meant to analyze
diffusivity at depth by seeding a three-dimensional advection-diffusion equation with more
observational data than was used in the earlier paper. The values they obtained were
identical to those of Marshall et al.
• Ledwell et al. (2011) conducted a tracer release experiment on a density surface near 1500
m depth in the ACC west of the Drake Passage. A diapycnal diffusivity estimate of 1.3±
0.2 × 10−5 m2 s−1 was formed by averaging the tracer concentration a year later over 82
vertical profiles. They also used EKE dissipation measurements to acquire an estimate of
0.8±0.1×10−5 m2 s−1. They argue that it is doubtful that internal wave breaking is strong
enough at middepth to support diapycnal diffusivities on the order of 10−4 m2 s−1.
In the end, the observational evidence clearly suggests that eddy diffusivity has widely ranging
spatial and temporal variability. It is heavily modified in areas of rough topography or dominant
mean flow features such as jets, and is closely related to both eddy kinetic energy and eddy length
scale. Of course, the expense and difficulty of obtaining robust observational data cannot be
overlooked - if anything, the above results should give the reader the impression that even studies
using the same observational method can have very different results depending on sample size,
sampling region, or even just the inherent randomness of eddies.
1.8.2 Numerical Experiments
The observational studies mentioned above demonstrate why values of isopycnal diffusivity
on the order of 1000 m2 s−1 and diapycnal diffusivities on the order of 10−5−10−4 m2 s−1 are often
used in OGCM mesoscale parameterizations. Unfortunately, the observational data does not make
clear how to refine the parameters beyond these base values, and nowadays such issues are often
addressed with numerical models36 . These models have the advantage that they can simulate both
36 This has largely been due to the advent of high-power supercomputing, so many recent observational studies
have also had numerical modeling components as well.
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simple, idealized flows as well as realistic flows with bathymetry, wind stress, and other forcing
effects involved. A survey of modeling studies regarding eddy diffusivity appears as follows:
• Visbeck et al. (1997) attempted to apply the ideas of Green (1970) and Stone (1972a) to
develop a functional form for the GM90 diffusivity. Their form, κ = αM
2
N l
2, uses the Eady
growth time scale T =
√
Ri/f . They show using three model experiments that the free,
nondimensional parameter α is almost constant, α ≈ 0.015. It should be said that the use
of this form is quite popular in ocean modeling, having earned a permanent place in the
MITgcm model’s option suite.
• Treguier (1999) used a channel model of a baroclinically unstable jet to test the flux-gradient
relationship of potential vorticity. She found that the flux-gradient relation held well away
from the diabatic surface region, and found that the appropriate mixing coefficient for
potential vorticity along isopycnals matched that of passive tracer anomalies37 She found
that mixing was strongest at mid-depth. She argues that any diffusivity to be used with
GM90 must be constant in the vertical since that is most consistent with a mixing scheme
based on potential vorticity, which she strongly espouses in previous work (Treguier et al.,
1997).
• McClean et al. (2002) analyzed Eulerian and Lagrangian drifter data from the North At-
lantic to compare with results from two eddy-resolving simulations using the POP model.
From the drifter data they found that the longest eddy length scales (highest diffusivities)
were correlated with regions of strong EKE, and the longest timescales (lowest diffusivi-
ties) were in quiescent regions. They found that the eddy-resolving model produced a Gulf
Stream with too many meanders and a southward displacement compared to reality, but
noted that this may have been caused by other model parameters. They also found that
the higher-resolution model (0.28o) produced diffusivities that were too low in relation to
the drifter data, which they attributed to the model being too hydrodynamically stable.
37 This is in support of the notion that potential vorticity is advected as a passive tracer along isopycnals.
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• Smith and Gent (2004) note that using a constant coefficient with the GM90 scheme results
in solutions that are either less energetic or very noisy in comparison with results using
biharmonic diffusivity closures. They also cite a personal communication with Frank Bryan
(2003), saying that in a suite of 0.4o North Atlantic experiments it was found that using a
large, isotropic κ with GM90 results in maximized northward heat transport but damped
nearly all eddy energy (so much so that the solution was reminiscent of the solution to a
non-eddy-resolving model).
• Ferreira et al. (2005) used an adjoint model based the residual-mean formulation to infer
eddy stresses in a high-resolution global simulation, finding horizontal diffusivities of up
to 4000 m2 s−1 in areas of strong eddy activity. They attempt to argue a scaling for κ
that depends on the buoyancy frequency N2, noting the similarity between their inferred
vertical profiles for κ and N2 when averaged over a region north of the ACC. However, we
will argue later that a more sensible scaling is based on eddy velocity rather than N2, and
that their simulations likely hid this correlation due to surface intensification of all three
quantities.
• Eden (2006) attempted to estimate κ from an eddy-resolving model of the Southern Ocean
by first removing the rotational component of the raw eddy fluxes. Among his findings was
a strong anisotropy of the diffusivity on the flanks of the ACC, with the highest values on
the equatorward side (up to 2000 m2 s−1). He also finds a decay of the diffusivity with
depth.
• Eden (2007) measured eddy length scales for the North Atlantic using both satellite al-
timeter products and an eddy-resolving model. He found that the EKE spectra from the
altimetry data and the model were in close agreement. His findings were in agreement with
other studies suggesting that eddy length scale decreases with latitude, though he suggests
that eddies near the equator are more proportional in size to the Rhines scale rather than
the deformation radius. He finishes by suggesting that the eddy length scale to be used in
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diffusivity calculations be set proportional to the minimum of the Rossby radius and the
Rhines scale.
• Eden, Greatbatch and Willebrand (2007) used output from an eddy-resolving model of the
North Atlantic to estimate the diffusivity appropriate for the GM90 parameterization. They
investigated the effect of removing the rotational component of the eddy fluxes, finding that
whether removed or not it was possible to obtain locally negative values for the diffusivity
(where eddies are acting to increase APE). They found surface diffusivities ranging from
500 m2 s−1 to 2000 m2 s−1, decreasing to near zero below the thermocline. Note that they
invert for κ using only the horizontal flux-gradient relationship u′b′ = κ∇b¯, meaning that
in reality they are testing the Redi diffusivity, not GM90.
• Danabasoglu and Marshall (2007) set up a model experiment using POP 1.4 and found that
the isopycnal diffusivity varied in the vertical proportional to N2. They found that their ex-
perimental results corresponded more closely to observations than did control experiments
that used a constant diffusivity of 800 m2 s−1. They found that the vertical structure and
transport of the eddy-induced velocity in the north Pacific were in excellent agreement
with the observational data of Roemmich and Gilson (2001). They also noted improved
southward heat transport in the low- to mid-latitudes of the Southern Hemisphere, as well
as a reduced warm bias in the upper ocean.
• Eden and Greatbatch (2008) developed a new closure for diapycnal eddy diffusivity and
tested it in a coarse-resolution model of the North Atlantic. They showed that the diffu-
sivities implied by their scheme matched results from a standard vertical mixing scheme
in the stratified ocean interior. They also argue that, despite being small, the implied
diffusivities remain physically relevant, especially in regions of high EKE. Note that they
chose to subtract out the rotational component of the vertical eddy flux, arguing that it
affects the calculation of the diapycnal diffusivity.
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• Eden and Greatbatch (2009) examined the effects of different eddy closure schemes in a
coarse resolution OGCM. They found that all of the closures (from Visbeck et al. (1997),
a constant κ = 800 m2 s−1, from Danabasoglu and Marshall (2007), and from Eden and
Greatbatch (2008)) had biases compared to observations. They noted that increasing κ
near the surface of the tropical ocean had the effect of simultaneously lifting the equatorial
thermocline and decreasing the strength of the ACC. They found that the Eden and Great-
batch closure also moved the pathways of the Gulf Stream and the North Atlantic Current
to more realistic positions. The caveat to their simulations was that their implementation
of Visbeck et al. (1997) had constant diffusivity in the vertical, so the effects of that closure
may have not been properly represented.
• Shuckburgh et al. (2011) used an extension of the Nakamura (1996) effective diffusivity
and calculated surface lateral diffusivities in a model of the ACC. They found that air-
sea damping can augment the mixed layer lateral diffusivity by up to 500 m2 s−1. More
importantly, they found that the effective diffusivity can vary greatly depending on the
tracer. They found diffusivities of 200 m2 s−1 for salinity, 1500 m2 s−1 for temperature,
and 2000 m2 s−1 for chlorophyll in the ACC. Analysis conducted for the area north of the
ACC showed similar differences between tracer species.
The reader will notice that the numerical studies listed above are able to address problems
that would be impossible with observational data, such as eddy vertical structure, the validity of
the flux-gradient relationship, and optimal scaling laws for the eddy diffusivity. For the sake of
diagnosing a κ that is appropriate for OGCMs, numerical methods also have the built-in advantage
that their results are unambiguous - the κ diagnosed from the model is precisely the κ that should
be used in a model.
Before finishing, it should be mentioned that attempting to diagnose κ for the flux-gradient
relationship is not the only possible approach to the mesoscale parameterization problem. One
other avenue toward prescribing the eddy diffusivity can be followed by noting that the term that
66
actually enters into the tracer budget is the divergence of the eddy flux. This suggests an approach
to an eddy closure using a Helmholtz decomposition
u′τ ′ = ∇φ+∇× ψ, (1.124)
where φ is a scalar potential and ψ is a vector potential. This approach was first attempted
in the atmospheric context by Lau and Wallace (1979).
The Helmholtz decomposition offers two additional approaches beyond the ones mentioned
previously. The first possibility is to analyze (and hopefully parameterize) the eddy flux divergence
directly, ignoring the flux-gradient relationship altogether. The second possibility is to remove the
rotational part of the eddy flux (which has no effect in the mean tracer budget) before attempting
to diagnose κ. In the oceanic context, only a limited number of studies have attempted either of
these approaches. The majority of such studies are listed below:
• Marshall and Shutts (1981) suggested mathematically that the rotational part of the eddy
fluxes is responsible for balancing the flow advection from the mean field, and that the
divergent part is responsible for eddy-mean interactions. They noted that the dominance
of the rotational component can mask important divergent components in diagnoses of the
eddy diffusivity.
• Rix and Willebrand (1996) used data from an eddy resolving simulation of the North
Atlantic to estimate the diffusivity coefficient to be used with GM90. They found that
extensive averaging in both space and time was needed to obtain any sort of correlation
between the eddy bolus velocity and the velocity induced by the parameterization. They
were unable to determine any spatial or temporal variation of κ beyond a simple estimate
that it should be of order 107 cm2 s−1, but they note that such variation is possible and
likely necessary.
• Gille and Davis (1999) used the MOM model to run an eddy-resolving, wind-forced Eady
channel experiment. After averaging in the along-channel direction, they found that the
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eddy flux divergences were stronger than the mean flux divergences. They found that in
time-averaged evaluations the GM90 parameterization (used with the Visbeck et al. (1997)
diffusivity scheme) could account for nearly half of the eddy flux divergence, but that its
skill dropped when considered locally in time.
• Bryan et al. (1999) used an eddy-permitting implementation of the POP model to evaluate
thickness diffusivity. They found the highest diffusivity values where eddy activity was
the strongest, particularly in the ACC, western boundary currents, and equatorial regions.
They found that the rotational component of the bolus velocity was significant, and warned
that it is large enough to affect verification of parameterization schemes even though it may
not play into the mean equations. Among the different diffusivity scalings they tested, the
best results were achieved by using the deformation radius as the eddy length scales and
the inverse of the Eady growth rate as the eddy time scale.
• Roberts and Marshall (2000) used an eddy-resolving model to calculate mean eddy flux
divergences of temperature, isopycnal thickness, and potential vorticity over a five-year
modeling period. They found no correlation between raw eddy fluxes and the mean fields,
but did find small correlation once the rotational component of the fluxes was removed.
They find that the fluxes are not necessarily down the mean gradients, calling into question
the need for purely downgradient eddy parameterizations.
• Nakamura and Chao (2000) used output from an eddy-resolving model of the North Atlantic
to diagnose the eddy diffusivity associated with the GM90 parameterization. They found
that κ varies enormously according to location and that the diffusivity field was very noisy,
ranging from 10 m2 s−1 to 107 m2 s−1. However, their method was very sensitive to the
timescale used to filter eddy components from the mean components. They note that a
model should permit negative values of κ where the mean flow erodes the isopycnal thickness
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gradient38 .
• Peterson and Greatbatch (2001) analyzed output of two eddy-resolving shallow water mod-
els to investigate the validity of downgradient eddy parameterization schemes. They found
that the divergent part of the potential vorticity and thickness fluxes were directed down
their respective mean gradients, but the raw fluxes did not possess this feature. They argue
that the rotational parts still play an important role in setting the proper bolus velocity in
the models, and should not be ignored.
• Solovev et al. (2002) compared Fickian diffusion, Green-Stone, and GM90 as possible
mesoscale eddy parameterizations using a idealized ocean model. They calculated the eddy
heat flux divergence directly and compared results from a fine-resolution run with those
from a coarse-resolution run using the parameterization schemes. Their analysis indicated
that none of the three schemes were notably superior to the others, and that they failed to
produce the correct sign of the divergence in the western boundary region. They suggest
that the GM90 scheme failed to do better because the mean flow kinetic energy may be an
important source of eddy kinetic energy. They also suggest that tapering schemes and a
convective adjustment parameterization would likely improve its performance. Follow-up
tests using a coarse-resolution real ocean model again failed to single out any of the param-
eterizations as superior. It must be noted that they used a constant diffusivity of 1000 m2
s−1 for the GM90 parameterization, which is known to poorly reproduce observed features
(see above).
• Fox-Kemper et al. (2003) show that a Helmholtz decomposition of the eddy fluxes into
rotational and divergent components is not unique in a bounded domain, since the rota-
tional part ∇×ψ is invariant under a gauge transformation ψ = ψ+∇λ and the divergent
part ∇φ is invariant under addition of a constant. There is also a lack of information
38 That is, the eddy fluxes must always act against the fluxes of the mean flow, which means they should be able
to both erode and enhance the tracer gradient when necessary.
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about appropriate boundary conditions. The authors also point out a subtle difference
between the divergent part of the flux and the flux divergence itself, warning that an eddy
parameterization should be seen as a path towards the latter.
• Eden (2006) and Eden, Greatbatch and Olbers (2007) removed rotational fluxes before
their analyses, both of which were summarized above.
• Griesel et al. (2009) diagnosed the rotational and divergent components of the eddy heat
flux in an eddy-resolving model of the Southern Ocean. They found that the rotational
component comprises over 95% of the total flux, becoming even more dominant with longer
eddy length scales. Given this dominance, their diffusivity estimates using the total flux
were as high as 15000 m2 s−1, but dropped below 1000 m2 s−1 when only the divergent
part was considered. At small scales (i.e. those where mesoscale eddy parameterizations
would be necessary), the relative importance of the divergent part grows, and they found
that up to 40% of the eddy heat flux divergence could be accounted for using the divergent
diffusivity value at scales less than 4o wide.
The presumed advantage of pursuing this approach is that rotational fluxes can (and do) bias
analysis if the diffusivity is computed from the raw eddy fluxes Griesel et al. (2009). The presence
of these rotational fluxes is precisely the reason why Marshall et al. (2006) warn that it is unclear
how observational estimates of κ relate to the κ used in OGCMs. A strong argument can be
made that it is indeed only the divergent part of the fluxes that are relevant for diagnosing the
κ in models, since it is the divergent flux which controls the eddy-mean (subgridscale-gridscale)
interaction we wish to parameterize. However, this approach has two major unavoidable difficulties
that have thus far prevented it from becoming truly mainstream. The first difficulty is that the
determination of the diffusivity is not unique since it is inside the divergence operator, and would
require additional information to constrain to a narrow range of values. The second, even more
important difficulty is that it is unclear what kind of boundary conditions are appropriate when
only considering the divergent flux. It is possible that some sort of numerical diagnosis (similar to
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the one performed for this thesis) would be able to shed some light on this issue, but no such study
has been conducted as of yet.
In conclusion, both observational and numerical evidence make clear the fact that κ varies
horizontally, vertically, and with time. So far, we know that κ should be large in areas with
high eddy kinetic energy, should be large near the surface (O(1000 m2 s−1), and should decay
with depth. However, a common approach in the modeling community is to ignore the need for
spatiotemporal variations of κ unless the solutions of a particular model are improved39 (Griffies,
2004; Danabasoglu and Marshall, 2007). This practice has arisen due to the lack of observational
and numerical evidence to guide a better method. Prescriptions for κ also suffer in this respect by
the lack of a method that is computationally efficient, physically justified, and has been shown to
improve model solutions. Therefore, the diagnosis for κ can really be considered an open problem
in ocean modeling, one which shall receive focus through the rest of this research.
39 The presence of many other tunable model parameters can often hide the negative effects of a poorly prescribed
κ. In any case, one must not use this debate as an excuse simply to ignore κ and to tune other model parameters
until the simulations look right.
Chapter 2
Tracer Gradient Matrix Pseudoinversion
2.1 Introduction
The ability to diagnose the entire eddy transport tensor R represents a significant advance
over previous studies that attempt only to diagnose a scalar diffusivity or a tensor of limited
structure. However, attempting to do so in a numerical model requires extra considerations that
may not be apparent at first glance. Consider the flux-gradient relationship
u′τ ′ = −R∇τ¯ , (2.1)
where τ denotes an arbitrary passive tracer.1 For now, consider the case when we have only one
tracer in our model. Then in three dimensions, Equation 2.1 has a 3 × 1 vector on the left hand
side, a 3 × 3 matrix R, and a 3 × 1 vector with the tracer gradient. This equation is perfectly
fine algebraically as long as R is already known. However, in our simulations R is unknown and
is precisely what we would like to solve for. In this case there is an obvious problem, in that the
two vectors u′τ ′ and ∇τ¯ do not provide enough constraints on the solution of R. This is known in
linear algebra as an underdetermined system, and it features an infinite set of valid solutions for
R2 .
1 It is often assumed that the same transport tensor applies to all passive tracers (Eden and Greatbatch, 2009).
Indeed, this assumption lies at the core of our method, and gives us the ability to try to solve for R using multiple
tracers.
2 Note that this does not invalidate the observational studies of the previous section. The aim of those was simply
to diagnose a scalar diffusivity, which could be viewed mathematically as a nondimensional constant that multiples
all of the elements of R. In those studies, no more than one tracer is necessary, but of course the results of those
studies only have limited usefulness in the evaluation of eddy parameterizations.
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Basic linear algebra would suggest that three tracers are required to exactly determine R,
whereby the flux-gradient relationship becomes
u′iτ ′pi = −Rij τ¯pi,j , (2.2)
where in Einstein notation the subscript before the comma is the tracer index and the subscript
after the comma is the derivative index. As long as the tracer gradient matrix is nonsingular,
matrix inversion would lead to a solution for R of the form
Rij = −u′iτ ′pi [τ¯pi,j ]−1 . (2.3)
In a full 3D simulation this approach would allow for R to be solved locally, and presumably the
structure and diffusivity constant could be analyzed as functions of space and time. However,
even with the speed of modern computing running full 3D simulations is very expensive, and
unfortunately is prohibitively so if ones goal is to make an entire suite of models. Therefore, for
this research it is useful to zonally average the simulations to effectively reduce the results from
3D to 2D3 . In zonally averaged simulations we still retain a well-defined isopycnal slope featuring
isopycnal and diapycnal diffusive fluxes, so whatever results are obtained could easily be generalized
back to three dimensions. However, this averaging introduces an extra layer of complexity in the
calculation of R.
The zonal averaging operation hides a large number of degrees of freedom in both the high-
resolution tracer gradients and the tracer fluxes. For example, consider a channel with n points in
the zonal direction. Though each of the zonally-averaged quantities u and τ has only one degree
of freedom, the bar operator actually hides n degrees of freedom for each of the raw fields u and
τ . To make this point even clearer, the zonally averaged fluxes uτ hide n2 degrees of freedom
each! This means that we are averaging over a potentially huge amount of variability - this is by
design, of course, but it also introduces the problem that our solution for R can be contaminated
by individual, powerful eddies. We can alleviate some of the problem by choosing a long channel
3 This is a common approach in the atmospheric literature (Plumb and Mahlman, 1987) and in idealized models
of the Antarctic Circumpolar Current (Plumb and Ferrari, 2005).
73
(large n) so that such eddies do not overwhelm our averaging operation. Still, rather than trying to
smooth over the noise by letting the channel grow to unreasonable lengths (causing the simulation
time to become unreasonably long), it is entirely appropriate to use a channel of modest length
and overdetermine R using multiple tracers, whose initial profiles are set as in 2.1.2.1. With this
in mind, we would now view the solutions to R as an approximation, and like any approximation
one must consider how to maximize the accuracy of the result4 .
The solution to this issue is to overdetermine Equation 2.2 by using more than three tracers,
which will in effect reduce the degrees of freedom in the averaging at the expense of computation
time. As with any overdetermined set of equations, we must seek to minimize the variance in the
data under some error norm. A classic approach is to perform a least-squares fit to the data, thus
minimizing the Euclidean 2-norm between the data and the true result. It turns out that even
in the case of a matrix inversion the procedure is straightforward and readily available in most
mathematical software suites, and is known as the Moore-Penrose pseudoinverse.
2.1.1 The Moore-Penrose Pseudoinverse
The Moore-Penrose pseudoinverse is a generalization of matrix inversion, useful in cases where
the number of rows m is not equal to the number of columns n. In this research, the matrix of
tracer gradients satisfies this property as long as more than two tracers are being used, so it is
useful to illustrate the properties of the pseudoinverse to understand what the solution means.
Consider the system of linear equations implied by the flux-gradient relationship
u′iτ ′pi = −Rij∇j τ¯pi ∇τ¯ ∈ Rm×n; u′τ ′ ∈ Rm×n; R ∈ Rn×n. (2.4)
The pseudoinverse of ∇τ¯ , which we will denote with (∇τ¯)†, has the following properties that are
of interest. There are three distinct cases to consider:
• When m < n there exists an infinite number of solutions to (2.1). In this case, the
Moore-Penrose pseudoinverse gives the solution with minimal 2-norm. That is, ||R||2 =
4 ”Accuracy” here pertains to minimizing the error metric (2.6).
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||u′τ ′ (∇τ¯)† ||2 ≤ ||x||2 for all possible solutions x. It is worth noting that the vector 2-norm
is identical to the standard definition of a least-squares solution, i.e. one that minimizes
the sum of squares
S(∇τ¯) =
m∑
i=1
n∑
pi=1
(u′iτ ′pi +Rij∇j τ¯pi)2. (2.5)
• When m = n, the pseudoinverse is equal to the true inverse as long as ∇τ¯ is of full rank.
This case helps to illustrate why the psuedoinverse is considered a generalization of the
true matrix inverse operation.
• When m > n, the system is overdetermined, meaning that there are more equations con-
straining the solutions than there are free variables. Then the pseudoinverse will be the
solution that is closest in the least-squares sense to R. That is, ||u′τ ′ (∇τ¯)† − R||2 ≤
||u′τ ′ (∇τ¯)† − x||2 for all possible solutions x.
Since we are interested in having as many tracers as is computationally feasible in the domain, we
will almost always be considering the case when m > n.
2.1.1.1 Accuracy of the Inversion
The first concern that arises regarding the use of the pseudoinverse is how accurate of an
answer it gives for R (along with the related question of how to even measure this accuracy). We
know that after zonal averaging, the fluxes and gradients of the tracer fields are used to solve for R,
and that by definition we are assuming that the same representative R can be used for all tracers in
the flow. Then the accuracy might be measured by checking how well R performs in reconstructing
the fluxes of some tracer that was not involved in the inversion, for which a reasonable choice
would be the buoyancy. The measurement is taken by comparing the diagnosed buoyancy fluxes
with a set of “reproduced” fluxes derived by multiplying the inverted transport tensor R by the
buoyancy gradient. That is, the relative error is given by
E(u′jb′) =
∣∣∣u′jb′ −Rji∇bi∣∣∣∣∣∣u′jb′∣∣∣ , (2.6)
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and is evaluated for both v′ and w′ (Fig. 2.2a-b)5 . These errors are calculated by averaging
over the region defined in Section 3.2.1. Even though buoyancy fluxes and gradients are not used
in calculating Rji (only those of passive tracers are), the 95% confidence interval in reproducing
buoyancy fluxes has less than 7% relative error for the horizontal fluxes and 12% for the vertical
fluxes in the Eady regime. Thus, even though buoyancy and buoyancy fluxes are not used
to constrain the calculation of R, the buoyancy fluxes are reproduced from the mean
buoyancy gradient to high accuracy. While passive and active tracers differ in whether they
affect the evolution of the flow, the comparison here is whether they differ given the same flow.
Thus, all components of R are constrained to agree with the eddy-induced evolution of the tracers,
and buoyancy advection is accurate for free. Ideally, fluxes of potential vorticity, salinity, or any
other nearly-materially-conserved scalar tracers active or passive would be similarly accurate, so
long as the diagnosis of R has converged. However, numerically buoyancy and passive tracers
are exactly conserved by the finite-volume code used, while potential vorticity is not. Indeed,
reconstructed potential vorticity fluxes are noisier than those of buoyancy (2.1), so are not used as
a check on the accuracy of R.
Previous numerical experiments (Rix and Willebrand, 1996; Roberts and Marshall, 2000;
Eden and Greatbatch, 2008) have found low correlations between the diagnosed eddy diffusivity
and the actual eddy fluxes, with the distributions of diffusivity often being noisy and permitting
unphysically large or even negative values. This can be due in part to the presence of a large
rotational component that does not affect the dynamics, but has the potential to contaminate the
diagnosis of the eddy diffusivity (Gille and Davis, 1999; Bryan et al., 1999; Eden, 2006; Griesel et al.,
2009). A good diagnostic method for R should therefore yield both good quantitative accuracy via
(2.6) as well as an excellent representation of the dynamics in the flux divergence equation
∇ · u′b′ = −∇ ·R∇b¯. (2.7)
The latter can be compared in a fashion similar to (2.6), except now the error of the flux divergence
5 A robust method for initializing the tracers was found by experimentation to require six tracers, initialized in
orthogonal directions and orthogonal functions (see further on in this chapter for discussion).
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Figure 2.1: Reconstruction of the a) horizontal and b) vertical Ertel potential vorticity flux q defined
in Section 1.6.5, taken at selected times (snapshots) over the course of an Eady-like simulation.
Here a ”snapshot” is taken to mean a fraction of the total simulation time, and is used as a
nondimensional measure of the eddy growth timescale (2.1.3.4). The trend of the horizontal flux
reconstruction (red line) loosely follows that of the true flux (blue line), though the noise is of the
same magnitude as the signal. The noise can possibly be attributed to three factors: 1) the MITgcm
does not conserve potential vorticity, 2) multiple interpolation and differentiation steps are required
to project onto vorticity points, introducing noise, or 3) the passive tracer flux correlations simply
do not match those of the potential vorticity. Given that potential vorticity is transported like a
passive tracer along isopycnals, 3) is unlikely. However, the very small magnitude of the potential
vorticity flux in the Eady problem (where the basic state q = 0) makes conservation of the tracer
critical, so 1) is the most likely source of the noise.
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is measured as
E(∇ju′jb′) =
∣∣∣∇ju′jb′ +∇jRji∇bi∣∣∣∣∣∣∇ju′jb′∣∣∣ , (2.8)
and is shown in panel c) of Fig. 2.2. The error in divergence is larger than the error in flux
components, consistent with the added derivatives in (2.8) over (2.6). However, it is clear from the
results based on (18) that the reproduction of fluxes by R also has skill in reproducing the flux
divergences, not just rotational components of the fluxes.
2.1.2 Simulations Terminating in Finite Time
2.1.2.1 Tracer Initialization
The conditioning of the Moore-Penrose pseudoinverse depends on the degree to which the
tracer gradients can be kept orthogonal. Such orthogonality is, of course, impossible to ensure
in a freely-evolving, nonlinear flow model, as the symmetric tensor will work to align all of the
tracer contours with the local isoneutral surface. For a model run of finite length, however, a clever
initialization of the tracer fields might be able to maintain something close to orthogonality for as
long as the simulation is running.
The most basic way to initialize a set of tracers with orthogonal gradients is to set them to
be linear along each dimension of the domain. That is, impose the initial tracer fields to be
τ2i−1(y, z) =
i y
Ly
τ2i(y, z) =
i z
H
. (2.9)
This method does not do very well in reconstructing the buoyancy flux u′b′, being particularly
likely to give a noise reconstruction (Fig. 2.3). A more complex set of tracer fields is therefore re-
quired, which readily allows for more than three tracers to be uniquely initialized. Bratseth (1998)
initialized the tracers to be products of Chebyshev polynomials because of their wavelike character-
istics on the interval [−1, 1], and because higher-order polynomials would effectively sample smaller
eddies. Loosely following his approach, the tracer fields in this research are initialized sinusoidally.
That is, the tracer concentrations at time t = 0 satisfy
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Figure 2.2: (a-b) The relative error in reconstructing the horizontal and vertical buoyancy fluxes in
the Eady-like model, spanning all snapshots taken from all 69 simulations. Higher relative errors
tend to occur at lower values of Ri. c) The relative error in reconstructing the eddy flux divergence.
The dashed vertical lines in all panels indicate the 95% confidence interval.
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τ2i−1(y, z) = sin
(
i
piy
Ly
)
τ2i(y, z) = sin
(
i
piz
H
)
. (2.10)
These tracer fields are qualitatively similar to Chebyshev polynomials in their obvious wave-
like characteristics, but also because both sets of functions are orthogonal on a closed subset of
R. A set of tracers initialized with the gravest wavenumbers i = {1, 2, 3} (Fig. 2.4) was found to
produce the best results. Initializing the tracers in this way maintained misalignment of the tracer
gradients until the simulation stopping criterion was reached. This misalignment was measured by
the accuracy to which the reconstructed buoyancy fluxes approximated the actual buoyancy fluxes.
Initializing the tracers sinusoidally led to no significant degradation of this approximation by the
time the front had slumped to the lateral wall.
There is some subtlety in choosing how many tracers to implement. Using a large number
of tracers, which by (2.10) initializes sine functions of high wavenumber, tends to accentuate pro-
gressively smaller eddies. Because the buoyancy is affected primarily by the largest eddies, such
sampling suffers a loss of accuracy with respect to reconstructing the buoyancy fluxes (Fig. 2.5).
Ensemble averaging over all possible sets of n tracers did show an improvement in accuracy as
more tracers were used; however, the postprocessing time increased substantially and no ensemble
was as accurate as simply using a modest number of tracers at low wavenumber. Six tracers were
determined to be sufficient for a good approximation of the buoyancy fluxes.
The choice of six tracers is motivated by the desire to strike a balance between having enough
tracer correlations for a strong least-squares fit and not losing accuracy due to having too many.
Tracer fields with small initial gradient are used with the understanding that we want the eddy
correlations of the buoyancy field and the tracer fields to match - that is, we want the tracer fields
to correlate well with the largest eddies, just like the buoyancy does.6 This approach minimizes
6 Buoyancy traditionally plays an important role in quasigeostrophic (QG) and surface quasigeostrophic dynamics,
as it is fundamentally connected to the QG streamfunction (∂ψ/∂z = b). In these frameworks, the boundary
conditions on b specify potential vorticity sheets at z = 0,−H (Bretherton, 1966b), and can be used to understand
the baroclinic instability mechanism in the Eady (1949) problem. As the oceanic mesoscale is appropriate for QG
scaling, we expect that the buoyancy will play a governing role in the dynamical evolution of the flow, making it an
excellent tracer to ”seek” with our pseudoinversion method.
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Figure 2.3: Horizontal buoyancy flux v′b′ (solid black line) versus its reconstruction (red line) using
the flux-gradient relationship (2.3) and tracers initialized as in (2.9), produced with data from a
sample Eady-like run. Tracer fields initialized in this way produce accurate reconstructions in the
early stages of the run, but they become subject to noise as the tracer gradients become collinear.
The gradients of the initial tracer fields are so similar that this tends to happen long before the
run is completed.
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Figure 2.4: Initialization of tracer fields in y and z. All fields were constant in the zonal direction.
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the reconstruction error in the domain-averaged sense, since broadly speaking the largest eddies
are the dominant influence in a fully turbulent flow. However, this is not guaranteed to minimize
the error locally, since small but powerful eddy features can show a poor correlation with these
large-scale tracers.7
If we wanted to maximize the capability of the tracer reconstruction, we could initialize a
large number of tracers and perform the reconstruction using each possible combination of six
tracers8 . In doing so we would try to find the exact combination of tracers that minimizes the
reconstruction error at each point, saving the values of each tensor element each time the recon-
struction is improved. If the goal really is to reproduce the buoyancy flux as accurately as possible,
one could think of this approach as pushing the linear algebra of the pseudoinversion as far as it
will go. The cost, of course, is an increase in processing time by a factor of (n/2)!3!((n/2)−3)! , the number
of extra tracer set combinations analyzed. Figures 2.6 and 2.7 show the outcome of using every
combination of 32 tracers versus the standard six sinusoidal tracers described above. With the
increase in processing time, however, this calculation went from taking 4 seconds per snapshot to
4 × 560 seconds ≈ 37 minutes. For a simulation with 100 snapshots the postprocessing would go
from taking 6 minutes to nearly three days, a prohibitive amount of time. Fortunately, the tensor
reconstruction remains very accurate even without having to go to these lengths, but there may
be some applications where extreme accuracy is desired and would be worth the extra processing
time.
2.1.3 Simulations Running Indefinitely
The symmetric operator S acts to align all of the tracer contours with the local isoneutral
surface, so for long-duration model runs the Moore-Penrose pseudoinverse will slowly break down no
matter how the tracers are initialized. A more sophisticated solution must then be used to maintain
7 Note that using a particular set of tracers to maximize the accuracy of the reconstruction by (2.6) does not
imply that a different R is needed for different metrics. The tensor R is a property of the flow, not of the tracers
used.
8 These would be initialized in complementary sets of two, so each sinusoid varying in y would be attached to its
counterpart of the same wavenumber varying in z. Then really this is about choosing all possible combinations of
three sets of tracers.
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Figure 2.5: (a-b) Example of a time series reconstruction of a) v′b′ and b) w′b′ during one simulation,
using {6, 8, 10, . . . , 20} tracers initialized using (2.10). The solid black line is the true value of the
flux, while the dashed lines are the reconstructions. The reconstruction for both fluxes becomes
less accurate as more tracers are used. (c-d) The same time series reconstruction using an ensemble
average over all possible sets of n tracers out of 20 total. In this case the reconstructions become
more accurate at reproducing the buoyancy flux as more tracers are used, but none are as accurate
as using six tracers initialized at lowest wavenumber (dotted line).
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Figure 2.6: Zonally-averaged snapshots from a sample Eady-like run. a) True horizontal buoyancy
flux v′b′. b) Best possible reconstruction of v′b′ using (2.3) and every possible combination of three
pairs of tracers. The best reconstruction across all combinations is stored locally at every point,
and each such optimal reconstruction is shown here. c) Local relative error of the reconstruction in
b). The average relative error across all eddying points is ±1.7%. d) Reconstruction of v′b′ using
six tracers, using the fields shown in Fig. 2.4. e) Local relative error of the reconstruction in d).
The average relative error across all eddying points is ±11.8%.
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Figure 2.7: Zonally-averaged snapshots from a sample Eady-like run. a) True vertical buoyancy
flux w′b′. b) Best possible reconstruction of w′b′ using (2.3) and every possible combination of three
pairs of tracers. The best reconstruction across all combinations is stored locally at every point,
and each such optimal reconstruction is shown here. c) Local relative error of the reconstruction in
b). The average relative error across all eddying points is ±3.6%. d) Reconstruction of w′b′ using
six tracers, using the fields shown in Fig. 2.4. e) Local relative error of the reconstruction in d).
The average relative error across all eddying points is ±13.6%.
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misalignment of the tracer gradients. One such possibility is to slowly restore each grouping of
tracers back to their initial configuration.
In this approach, each tracer pair is set to be weakly relaxed back to its initial state at a rate
proportional to the eddy growth time scale from linear theory9 . This approach still allows for S to
progressively homogenize the tracer fields, but the differing rates at which the tracers are strained
will keep them misaligned relative to each other. Unfortunately, this has the additional effect of
making each tracer nonconservative. If we write the tracer conservation equation to be
Dτ
Dt
= −λτ, (2.11)
where λ is the relaxation time scale and the magnitude of the tracer sink is proportional to the
tracer concentration itself, then the diffusive tensor S takes the form (Plumb and Mahlman, 1987)
S =
 ∂∂t(12η2) + λη2 ∂∂t(12ηζ) + ληζ
∂
∂t(
1
2ηζ) + ληζ
∂
∂t(
1
2ζ
2) + λζ2
 . (2.12)
If we were to solve for S using the standard pseudoinversion (2.3), our solution would be contami-
nated by the tracer sink and we would obtain a suboptimal result. If we intend to use this method,
we should seek out how to minimize the effect of the restoring on our result.
2.1.3.1 Effect on Tracer Variance
The above clearly demonstrates the effect that tracer restoring has on the diffusive tensor
S, but what of its effects on the tracer variance and on the inversion for R? Consider the tracer
conservation equation
Dτ
Dt
= F, (2.13)
where F represents sources and sinks. Under the standard rules for Reynolds decomposition, the
tracer variance equation can be written
∂
∂t
(
τ ′2
2
)
+ u¯ · ∇
(
τ ′2
2
)
+ u′ · ∇
(
τ ′2
2
)
+ u′τ ′ · ∇τ¯ = F ′τ ′. (2.14)
9 This is obviously not the only way to set the restoring rate, but since the goal is to ”undo” some of the turbulent
flux, it is intuitive to relate it to the rate at which the turbulence is actually evolving.
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If we define the mean of the Lagrangian evolution of tracer variance to be
D
Dt
(
τ ′2
2
)
≡ ∂
∂t
(
τ ′2
2
)
+ u¯ · ∇
(
τ ′2
2
)
+ u′ · ∇
(
τ ′2
2
)
, (2.15)
we have that
u′τ ′ · ∇τ¯ = − D
Dt
(
τ ′2
2
)
+ F ′τ ′. (2.16)
For spinup problems, Wilson and Williams (2006) note that tracer variance is initially zero and
increases with time, so the DDt term will be greater than zero. For a tracer source of the form
Dτ
Dt = λτ , the above equation becomes
u′τ ′ · ∇τ¯ = − D
Dt
(
τ ′2
2
)
+ λτ ′2, (2.17)
and so the tracer flux becomes less downgradient than for an unrestored tracer. Similarly, for a
tracer sink DτDt = −λτ we have
u′τ ′ · ∇τ¯ = − D
Dt
(
τ ′2
2
)
− λτ ′2, (2.18)
and the flux is more downgradient than for an unrestored tracer. Thus, a tracer sink will have a
tendency to diffuse the original tracer gradient faster, and a source will diffuse it slower (or even
sharpen it!). Of course, neither a pure source or sink is very useful for a simulation running for
centuries of model time, nor does it necessarily help us in keeping the tracer gradients misaligned.
To this end, the best compromise is to initialize the tracers so that their gradients are misaligned,
and then to restore back to the initial profiles. Then the tracer equation becomes
Dτ
Dt
= −λ(τ − τ0), (2.19)
where τ0 is the local tracer value at time t = 0. This method was employed by Fox-Kemper et al.
(2012) in their global diagnosis of R.
Unfortunately, restoring back to a nonzero value means that we do not know at any given
location or time whether there is a tracer source or sink! For all practical purposes, it doesn’t
matter, as this method works well in keeping the gradients misaligned (Fox-Kemper et al., 2012).
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Unfortunately, it can have a significant effect on the least-squares inversion for R, and the exact
consequences are difficult to predict a priori. The effect of the restoring is felt by both the tracer
flux and the tracer gradient, manifesting as a change in magnitude of both quantities.
In any case, if our goal is to match the eddy correlations of the passive tracers to that of the
buoyancy, the restoring has a deleterious effect. In the models, we generally observe that restored
tracers obeying (2.19) tend to underestimate the value of the buoyancy flux compared to unrestored
tracers (Fig. 2.8).
2.1.3.2 The Minimum-Variance Solution
With the understanding that tracer restoring will lead to an irreversible loss of tracer variance,
how might we account for this as we seek to solve for R? It turns out that we can incorporate
the effects of the restoring into the tensor itself and look for solutions not only to R, but also
to the restoration tensor D (defined below). This has the added benefit that D contains direct
information about the eddy displacements, so we would gain additional information about the eddy
behavior that otherwise would be unavailable.
As shown above, with a weak tracer sink the diffusive tensor will take the form
Srestoring =
 ∂∂t(12η2) + λη2 ∂∂t(12ηζ) + ληζ
∂
∂t(
1
2ηζ) + ληζ
∂
∂t(
1
2ζ
2) + λζ2
 (2.20)
= S + λD. (2.21)
If we treat λ as the restoring rate in an infinite-time simulation, the flux-gradient relation
u′iτ ′pi = −(Aij + Sij)∇j τ¯pi (2.22)
instead becomes
u′iτ ′pi = −
[
Aij +
(
1
2
∂
∂t
+ λpi
)
Mij
]
∇j τ¯pi. (2.23)
We would like to find the elements of A and S = 12
∂
∂tM through some kind of matrix inversion
or least-squares solution, but using tracer restoring introduces the problem of having extra terms
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Figure 2.8: a) Horizontal and b) vertical buoyancy flux reconstructions (dashed black lines) from
a sample Eady-like simulation. The restoring timescale λ for each set of tracers is set to be a
multiple of Te, the growth timescale of the fastest growing linear mode (Appendix C.2). The
tracers are restored back to their initial values locally, tending to result in an underestimation of
the true buoyancy flux (blue line). Longer restoring timescales asymptote to the reconstruction
using no restoring (red line). The effect of the restoring is manifested stronger in the vertical fluxes,
suppressing them completely after some time for λ < 20Te (panel b).
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proportional to λpi in the equation. One approach is to take advantage of the fact that the operator
on the symmetric part of the tensor is linear, and so we can seek the solution to a linear system of
the form
Ex + n = y, (2.24)
where we have
E =

τ¯1,y τ¯1,z 0 0 λ1τ¯1,y λ1τ¯1,z 0 0
0 0 τ¯1,y τ¯1,z 0 0 λ1τ¯1,y λ1τ¯1,z
τ¯2,y τ¯2,z 0 0 λ2τ¯2,y λ2τ¯2,z 0 0
0 0 τ¯2,y τ¯2,z 0 0 λ1τ¯2,y λ2τ¯2,z
...
. . .
...
τ¯m,y τ¯m,z 0 0 λmτ¯m,y λmτ¯m,z 0 0
0 0 τ¯m,y τ¯m,z 0 0 λmτ¯m,y λmτ¯m,z

(2.25)
x =

R11
R12
R21
R22
D11
D12
D21
D22

n =

n1
n2
n3
n4
...
n2m−1
n2m

y =

v′τ ′1
w′τ ′1
v′τ ′2
w′τ ′2
...
v′τ ′m
w′τ ′m

Here E as an M ×N matrix, and will be an overdetermined system as long as M > N . This would
suggest that we seek some sort of least-squares solution to the system.
The most direct way would be to simply solve the system by taking the Moore-Penrose
pseudoinverse of E. This has the advantage that the solution will be guaranteed to exist and be
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unique, and that computing it is simple and accurate. This is not necessarily the best choice,
however, for reasons explained below.
The linear system (2.24) is formulated by assuming small-amplitude displacements and steady
turbulence (Plumb, 1979; Matsuno, 1980; Pyle and Rogers, 1980; Danielsen, 1981; Plumb and
Mahlman, 1987), and just like any turbulence argument relying on linear theory, it cannot be
expected to hold in a fully-turbulent, nonlinear regime. However, this does not preclude us from
at least trying to solve (2.24) and seeing how the solution behaves, which unfortunately brings us
to the more practical issue of the numerics.
The assumption of a ”weak tracer sink” requires that λ be small, or equivalently, the terms
in E multiplied by λ are small compared to rest. This inherently means that the λ terms will barely
be felt by the pseudoinversion, which sets us up for a situation where the effect of the restoring
will not be reflected in our solution. It turns out that this is the best-case scenario, for there is
an intrinsic problem in the way the pseudoinverse is handled numerically that can make (2.24) not
solvable at all.
The Moore-Penrose pseudoinverse requires the singular value decomposition (SVD) E =
UΣV ∗, where U and V are unitary matrices and the ∗ indicates the conjugate transpose. The
matrix Σ is a diagonal matrix consisting of the singular values of E, which will tell us about
how suitable the system is for solution by inversion. Using the SVD, the pseudoinverse is simply
E+ = V Σ+U∗, where the + operation takes the reciprocal of each non-zero element on the diagonal
of Σ and leave all the zeros in place. This highlights why taking the pseudoinverse is not a continuous
operation, and why it might be a poor choice for us to use: if the original matrix E has a singular
value 0, then modifying E slightly might turn this zero into a tiny positive number. This will then
affect the pseudoinverse dramatically since we then would take the reciprocal of a tiny number.
Another way of looking at this problem is through the conditioning of our linear system. The
pseudoinverse can be used to define the condition number for the matrix E,
cond(E) = ||E||||E−1||. (2.26)
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A large condition number means that the problem of finding least-squares solutions to the system
is ill-conditioned. This means that the solution will be highly sensitive to small changes in the
argument, and has a high potential for inaccuracy. Using the Euclidean 2-norm, the condition
number takes the alternate form
cond(E) =
σmax(E)
σmin(E)
, (2.27)
where the σ are the singular values of E. In our case this becomes problematic, because the
restoring terms in E (those involving λ) are very small compared to the pure tracer gradient terms,
yet the fact that they are nonzero is fundamental to the solution. With such disparity between the
magnitudes of the terms, it is very possible that we will be left with an ill-conditioned problem.
This suggests that we look for some sort of weighted least-squares solution (or preconditioning) for
our system.
The ordinary least-squares solution assumes that each variable has identical variance, which
is obviously incorrect in our case. Furthermore, it assumes that E(n) = 0 and that Cov(ni, nj) = 0.
We should not assume that each of the noise terms in our system is independent; rather, each of
the fluxes should vary together since they are all part of the same flow field. Then rather than
trying to solve the system Ex + n = y directly as above, we can attempt to find a least-squares
solution by treating the tracer sink as the noise. First, we must transform y and E so that the
residuals are all about the same magnitude. To do this, let us form a covariance matrix out of the
the elements of n, which we will write as
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V =

σ21 Cov(n1, n2) . . . Cov(n1, n2m)
Cov(n1, n2) σ
2
2
...
. . .
. . .
... Cov(n1, n2m−1)
Cov(n1, n2m) . . . Cov(n1, n2m−1) σ22m
,

, (2.28)
where σ2i is the variance
10 . Defining W = V −1, we must now try to minimize
S(xˆ) =
2m∑
i=1
2m∑
j=1
Wij(yi − Eixˆ)(yj − Ej xˆ). (2.29)
If we write our solution in the form Exˆ = yˆ, we can minimize the variance by setting the derivatives
of the sums of squares with respect to each parameter xj equal to zero (Wunsch, 1996):
∂
∂xˆj
[(y −Exˆ)TW(y −Exˆ)] = 0. (2.30)
The solution to this system is then
xˆ = (E′WE)−1E′Wy. (2.31)
To apply this method to our problem, we now must decide what to choose as our E, x, n, and
y. Here we will revert back to the form for E and x that comprises our regular pseudoinversion
10 Note that we have not yet defined the exact quantity that n should be; for now we assert that it must be related
to the influence of λ in the flux-gradient relationship for u′τ ′, and that the covariance should be taken across points
in the along-channel direction.
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problem, so that
E =

τ¯1,y τ¯1,z 0 0
0 0 τ¯1,y τ¯1,z
τ¯2,y τ¯2,z 0 0
0 0 τ¯2,y τ¯2,z
...
. . .
...
τ¯m,y τ¯m,z 0 0
0 0 τ¯m,y τ¯m,z

x =

R11
R12
R21
R22

n =

n1
n2
n3
n4
...
n2m−1
n2m

y =

v′τ ′1
w′τ ′1
v′τ ′2
w′τ ′2
...
v′τ ′m
w′τ ′m

, (2.32)
where we still have yet to choose n.
During the calibration of the Eady-like runs we performed a few experiments where we
tried different choices for n, the most successful of which was an estimate of the local flux sink
−λui(τpi − τpi,0) (Appendix B). Filling out the covariance matrix (2.28) using the along-channel
fluxes of each tracer (so at each yz point there would be a different matrix V), the results tended
to be slightly improved over solving a system Ex = y without considering n at all (not shown).11
However, this method incurred a significant increase in computation time and data storage, and
was not worth pursuing further after the emergence of the much cheaper, more accurate method
discussed next.
2.1.3.3 Exploiting Linearity
In lieu of trying to numerically solve (2.32), a much simpler trick can be used that significantly
improves the model results without almost any additional computation required. This trick takes
advantage of the linearity of the flux-gradient relationship and restoring operator, which written in
full is
u′τ ′ = −(A + S + λD)∇τ¯ . (2.33)
11 By improved, we mean that the reproduced buoyancy flux was closer to the true value (Section 2.1.1.1).
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We can take advantage of our multiple restoring timescales to eliminate D through simple linear
algebra. For example, supposing we had one set of tracers with restoring timescale λ1 (denoted
with subscript (1)), and another set with restoring timescale λ2 (denoted with subscript (2)), we
could write their flux-gradient relationships separately as
u′iτ ′pi(1) = −(Aij + Sij + λ1Dij)∇j τ¯pi (2.34)
u′iτ ′pi(2) = −(Aij + Sij + λ2Dij)∇j τ¯pi. (2.35)
Supposing that the transport tensor R = A + S is the same for all passive tracers12 and relating
the restoring timescales λ2 = cλ1, we have
u′iτ ′pi(1) = −(Aij + Sij + λ1Dij)∇j τ¯pi (2.36)
u′iτ ′pi(2) = −(Aij + Sij + cλ1Dij)∇j τ¯pi. (2.37)
Simple linear algebra eliminates the D term, so that
u′iτ ′pi(2) − cu′iτ ′pi(1) = −(1− c)(Aij + Sij)∇j τ¯pi. (2.38)
leaving the ”true” solution for R = A + S to be determined by the modified flux-gradient relation-
ship
u′iτ ′pi(2) − cu′iτ ′pi(1)
1− c = −(Aij + Sij)∇j τ¯pi. (2.39)
Simplistic as this may seem, this method does an excellent job in removing the effects of the
restoring (Fig. 2.9). It still does not absolve the modeler from choosing the initial tracer fields
and setting each λ wisely (2.1.3.4), but it has the capability of significantly improving the flux
reconstructions in any simulation where restoring is necessary.
2.1.3.4 Constraints on λ
Restoring the tracers back toward their initial state creates an irreversible sink of tracer
variance, but this is a necessary cost for keep the tracer gradients misaligned. A more pressing
12 This assumption underlies this entire research! If this were not true, the whole notion of solving for R using a
suite of passive tracers would be without merit.
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Figure 2.9: a) Horizontal and b) vertical buoyancy flux reconstructions using the modified flux-
gradient relationship (2.39), for the same Eady-like simulation as in Fig. 2.8. Two distinct sets of
tracers using restoring timescales λ = 30Te and λ = 90Te (dashed black lines) poorly reproduce
the true buoyancy flux (blue line) when used alone, but using the linearity of 2.33 to eliminate D
improves the reconstruction significantly (dashed red line).
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issue is of how strong the restoring can be before it affects the physics of the tensor. Because the
modeler has control over the magnitude of each λi, it is possible to set them to be so large as
to make S an antidiffusive operator, featuring negative eigenvalues. This will occur if the time
scale of the eddies is slower than the rate of restoration, so that the effects of the eddies become
secondary to the effect of the restoring.
To investigate this possibility, we must first define an eddy turnover time. For eddy effects
defined in terms of the parcel displacement (ξ, η, ζ), the horizontal eddy turnover time is determined
by assuming a wavelike velocity perturbation
v′ = a sin(kx− ωt), (2.40)
from which we have
η =
∫
v′ dt (2.41)
=
a
ω
cos(kx− ωt). (2.42)
The mean eddy variance in terms of the energy density spectrum then becomes
η2 =
∑
k
c2k2E(k) (2.43)
v′η =
√∑
k
c2k2E(k)
√∑
k
E(k), (2.44)
from which the eddy turnover time is defined by
Te =
η2
v′η
=
√∑
k
c2k2E(k)
√∑
k
E(k)
. (2.45)
What then does this imply about how large we can make λ? By symmetry, S can be made purely
diagonal by a local coordinate rotation to its principle axes, in which case the diagonal components
are precisely the eigenvalues of the matrix. Downgradient diffusion is therefore ensured if Syy ≥ 0,
Szz ≥ 0, and S2yz ≤ SyySzz. Assuming the eddies act predominantly in the horizontal, the first
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condition is the most relevant, and this implies that
v′η − λη2 ≥ 0 (2.46)
λ ≤ v
′η
η2
=
1
Te
(2.47)
λTe ≤ 1 (2.48)
As long as this condition is satisfied, S is guaranteed to have positive eigenvalues and thus represent
true eddy-induced diffusion. The only question that remains is of how this constraint would play
out in an OGCM, where the eddy kinetic energy is transferred upscale through an inverse cascade.
At some point, it is certainly possible that the eddy turnover time would grow to the point at
which the condition λTe ≤ 1 would be violated. Fortunately, in the real ocean (and in properly
calibrated OGCM’s) the inverse cascade is arrested by some combination of frictional effects and
upon reaching the Rhines scale (Held and Larichev, 1995; Danilov and Gurarie, 2002, 2004; Scott
and Wang, 2005; Sukoriansky et al., 2007), where some of the eddy kinetic energy becomes lost to
the excitation of Rossby waves. Therefore, it is plausible that each λ could be chosen small enough
to satisfy λTe ≤ 1 through the duration of the model run, while being different enough from one
another that the tracer gradients are sufficiently misaligned.13
2.1.4 Summary
In this section we have defined the pseudoinverse technique that forms the backbone of this
research, and we have explored many ways to ensure that it is both robust and accurate. The
method is sensitive to both the number of tracers used and the way they are initialized in the
model, but both of these can be set to maximize the accuracy by the metric defined in Section
2.1.1.1.
Note also that the pseudoinverse is applicable whenever a ”least-squares approach” is needed
13 Fox-Kemper and Bryan (in preparation) performed a global diagnosis of R by running the POP model at 0.1◦
for 23 years of simulated time (with annual forcing as in Large and Yeager (2004)). During their simulation they used
nine tracers and chose distinct restoring timescales for each set of three: six months, one year, and no restoring. The
pseudoinversion method worked well when a mixture of these timescales were used, but failed if only one timescale
was used for all of the tracers.
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- it does not necessarily have to be used only with a flux-gradient relation. Different or more
complex parameterization forms might make good use of the pseudoinverse, but these are beyond
the scope of this thesis.14 For now, we will consider using this method only as applied to the
simple flux-gradient relation for passive tracer transport.
2.2 Rotational Fluxes
Inspection of the mean tracer equation (1.51) reveals that the eddy tracer flux appears inside
of a divergence operator. Physically, this means that despite all eddy fluxes presumed to be going
on inside each grid box, it is only the net tracer quantity passing through the boundaries of the
box that will affect the local mean tracer budget. However, this divergence operator can also
hide important dynamical details of the eddy fluxes that we must consider before we can evaluate
parameterizations with our suite of models.
Most importantly, the presence of the divergence calls into question whether the flux-gradient
relationship (2.1) tells us the whole story of the eddy fluxes. Equation (2.1) tells us that the parcel
displacements that carry around the tracers can be described in terms of an eddy diffusivity tensor
R acting inside the grid box, and that for all the eddy activity we imagine might happen below
the gridscale, the mean tracer gradient is the only connection the subgridscale tracer fluxes have
with the numerical model. Indeed, the flux-gradient relationship is a very simplistic representation
of subgridscale eddy fluxes: the net effect of all the subgridscale eddies is simply to transport some
quantity of tracer up- or down-gradient, adding an extra tracer flux on top of that induced by the
mean flow.
If we were to proceed with only the flux-gradient relationship, we would essentially be as-
suming that all subgridscale eddy activity is fluxing the tracer in a way that should be represented
in a parameterization. But what if there are eddies that shouldn’t be represented in the parame-
terization, such as those that are circulating entirely within the grid box? We would say that these
14 Parameterizations of momentum fluxes, for example, do not necessarily follow downgradient transport, and are
complicated by nonlocal pressure effects and the presence of the Coriolis force.
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eddies are purely rotational - that is, they are circulating along a path that lies entirely within
the area covered by the averaging. Just like any rotational flux, they would also be intrinsically
nondivergent, so they would not have any effect in the mean tracer equation.
The idea of a rotational flux contaminating our flux diagnosis at least must be considered
before we move forward. For this section we will write the rotational flux as the curl of some vector
θ, with the new flux-gradient relationship given by
u′τ ′ = −R∇τ¯ +∇× θ, (2.49)
and we will examine whether it is possible to diagnose our eddy fluxes with this extra term present.
2.2.1 Formulation in TEM Theory
The presence of the rotational term in (2.49) complicates how we interpret the eddy fluxes
being read from our numerical model. In the research performed for this thesis, the eddy fluxes are
obtained via zonal averaging, using the identity
u′τ ′ = uτ − u¯τ¯ . (2.50)
The formulation of (2.49) suggests that the raw eddy flux read from the model is not the quantity
we actually want to fit to with a parameterization. In order to manipulate (2.49) into a form
where the pseudoinversion from earlier in this chapter can be used, we must first subtract off the
rotational component from the raw eddy fluxes. Of course, this requires some prescription of how
this rotational flux appears in terms of coarse-grid quantities.
An analytical description of the rotational flux was presented in Eden, Greatbatch and Olbers
(2007), and is summarized below. The main result of this paper was to unify several different
treatments of Transformed Eulerian Mean theory (Section 1.3.2), and to show that the tracer
moment equations could be used to write a closure for the turbulent tracer fluxes. Consider again
the flux-gradient relationship with a rotational flux added on, so that
u′τ ′ = F = −R∇τ¯ +∇× θ, . (2.51)
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Following TEM theory, we decompose the eddy flux into its components along and across the tracer
contours, which we call, respectively,
F‖ =
n× F
|∇τ¯ |2 × n F⊥ =
(
n · F
|∇τ¯ |2
)
n. (2.52)
Here we are taking the normal vector to the tracer isosurface n = ∇τ¯ / |∇τ¯ |, and the usual Euclidean
vector norm |∇τ¯ | =
√
τ¯2x + τ¯
2
y + τ¯
2
z . If we define the diapycnal diffusivity
K =
n · F
|∇τ¯ | (2.53)
and the overturning streamfunction
Ψ =
n× F
|∇τ¯ | , (2.54)
the TEM projection of (2.51) becomes
u′τ ′ = F = −K∇τ¯ + Ψ×∇τ¯ +∇× θ, . (2.55)
Vector multiplication allows us to solve explicitly for both K and Ψ, which in terms of the rotational
flux become
K = − |∇τ¯ |−1
(∇τ¯ · F
|∇τ¯ | +
∂θ
∂s
)
(2.56)
and
Ψ = − |∇τ¯ |−1
(∇τ¯ × F
|∇τ¯ | −
∂θ
∂n
)
, (2.57)
where we are defining the along- and across-isopycnal derivatives to be ∂/∂s = (∇τ¯ / |∇τ¯ |) ·∇× ( )
and ∂/∂n = −(∇τ¯ / |∇τ¯ |)×∇× ( ). Further leverage over these equations comes by analyzing the
budgets of higher tracer moments. Consider, for example, the tracer variance equation
∂φ2
∂t
+ u′τ ′ · ∇τ¯ + u¯ · ∇φ2 +∇ · u′φ2 = 0, (2.58)
where we are writing φ2 = τ ′2/2. Assuming incompressibility, we can rearrange the variance
advection terms so that the tracer variance is advected by the full velocity, so that (2.58) now
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appears as
∂φ2
∂t
+ u′τ ′ · ∇τ¯ +∇ · uφ2 = 0. (2.59)
Now we can seek a TEM projection of the variance flux uφ2 in the same fashion as we did in (2.55)
- that is, we look for a skew flux (with streamfunction now called Ψ2), a diapycnal diffusivity K2,
and a rotational flux with kernel θ2. This TEM decomposition appears as
uφ2 = −K2∇τ¯ + Ψ2 ×∇τ¯ +∇× θ2, (2.60)
and as with (2.53) and (2.54), we can solve explicitly for K2 and Ψ2:
K2 = − |∇τ¯ |−1
(∇τ¯ · uφ2
|∇τ¯ | +
∂θ2
∂s
)
(2.61)
(2.62)
Ψ2 = − |∇τ¯ |−1
(∇τ¯ × uφ2
|∇τ¯ | −
∂θ2
∂n
)
. (2.63)
Now by substituting (2.53), (2.54), (2.68) and (2.70) into (2.59), the TEM form of (2.59) becomes
∂φ2
∂t
+∇× (θ −Ψ2) · ∇τ¯ +K |∇τ¯ |2 +∇ ·K2∇τ¯ = 0. (2.64)
Many previous authors have offered that the rotational flux should act to cancel advection of the
tracer variance, or equivalently, it should exist to localize production and dissipation of higher tracer
moments (Marshall and Shutts, 1981; McDougall and McIntosh, 1996; Medvedev and Greatbatch,
2004; Eden, Greatbatch and Olbers, 2007). If this were the case, one could simply choose θ = Ψ2
in (2.64), which by (2.70) would leave us with the relation
θ = − |∇τ¯ |−1
(∇τ¯ × uφ2
|∇τ¯ | −
∂θ2
∂n
)
. (2.65)
Unfortunately, now we are left to specify θ2. The form of (2.65), along with the use of the variance
equation that led to it, suggest that we might find an iterative relation for all the θ by looking to
higher moments. To make this concrete, consider the nth tracer moment equation
∂φn
∂t
+ (n− 1)uφn−1 · ∇τ¯ +∇ · uφn + nφ¯n−1∂u
′τ ′
∂t
, (2.66)
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where φn = τ ′n/n. Performing a TEM decomposition for the tracer moment flux term, we again
have
uφn = −Kn∇τ¯ + Ψn ×∇τ¯ +∇× θn, (2.67)
where solving explicitly for Kn and Ψn leaves us with
Kn = − |∇τ¯ |−1
(∇τ¯ · uφn
|∇τ¯ | +
∂θn
∂s
)
(2.68)
(2.69)
Ψn = − |∇τ¯ |−1
(∇τ¯ × uφn
|∇τ¯ | −
∂θn
∂n
)
. (2.70)
Substituting into (2.66) once again leaves us with the general form
∂φn
∂t
+∇× ((n− 1)θn−1 −Ψn) · ∇τ¯ + (n− 1)Kn−1 |∇τ¯ |2 +∇ ·Kn∇τ¯ + (n− 1)φn−1∂τ¯
∂t
= 0.
(2.71)
Eden, Greatbatch and Olbers (2007) use an argument from Marshall and Shutts (1981) that the
rotational flux should serve to localize the generation and dissipation of the tracer moments, choos-
ing
(n− 1)θn−1 = Ψn = |∇τ¯ |−1
(∇τ¯ × uφn
|∇τ¯ | −
∂θn
∂n
)
. (2.72)
Defining the along-isopycnal tracer moment flux to be Jn = ∇τ¯ × uφn/ |∇τ¯ |, we have established
the iterative relation shown in Eden, Greatbatch and Olbers (2007), who present a solution for θ
as
θ |∇τ¯ | = J2 − ∂
∂n
(
1
2
J3
|∇τ¯ | −
∂
∂n
(
1
3
J4
|∇τ¯ | − . . . (2.73)
(2.74)
= J2 − 1
2 |∇τ¯ |
∂
∂n
J3 +
1
3! |∇τ¯ |2
∂2
∂n2
J4 − . . . (2.75)
(2.76)
=
∞∑
m=2
(−1)m ( ∂∂n)m−2 Jm
(m− 1)! |∇τ¯ |m−2 . (2.77)
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Note that θ is a three-dimensional vector. We shall henceforth refer to the x-, y-, and z-components
of θ as θ(1), θ(2), and θ(3), respectively, so as not to confuse subscripts with partial derivatives or
terms of a series.
2.2.2 Series Divergence in Frontogenesis
One issue that was not adequately addressed in Eden, Greatbatch and Olbers (2007) was
whether the series in (2.77) produces physically realistic fluxes in a realistic flow setting. There
are two obvious issues that would leave one to wonder: 1) there are extra factors of |∇τ¯ | in the
denominator that do not arise from projecting the fluxes onto the surface normal vector n =
∇τ¯ / |∇τ¯ |, and 2) the derivatives of higher tracer moments in the higher order terms have the
potential to grow as the spatial scale is reduced.
Indeed, Figure (2.10) demonstrates that there are locations even in a standard Eady-like
model where the terms in (2.77) yield unphysical fluxes. Comparison of panels (a-c) with the series
components in panels (d-i) indicate that these fluxes are localized in regions adjacent to active
surface frontogenesis, where we would expect an ageostrophic secondary circulation (hereafter ASC)
to develop (Hoskins and Bretherton, 1972). Here we will pursue an analytical example of how an
ASC in a simple flow setting can cause (2.77) to yield an unreliable result.
Let us take buoyancy as the tracer of interest, and let the averaging be a zonal average. As-
sume a weakly baroclinic, stably stratified flow with b¯z = N
2 > 0 and b¯y = M
2 << b¯z. Under these
assumptions we define the gradient operator ∇ = (0, ∂/∂y, ∂/∂z). Employing semi-geostrophic
scaling (Hoskins, 1975), the magnitude of the buoyancy gradient
∣∣∇b¯∣∣ = √b¯2y + b¯2z ≈ b¯z, and the
along-isopycnal projection of the tracer moment flux is
∇b¯× uφm∣∣∇b¯∣∣ = 1∣∣∇b¯∣∣

wφmb¯y − vφmb¯z
uφmb¯z
−uφmb¯y
 ≈
1∣∣∇b¯∣∣

−vφmb¯z
uφmb¯z
0
 ≈

−vφm
uφm
0
 . (2.78)
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Figure 2.10: Snapshot from a zonally-averaged Eady-like run demonstrating the growth of the
terms in the series (2.77). a) Mean buoyancy field. The green coloration marks the center of the
main front. b) b¯z = N
2, and c) b¯y = M
2. In both panels boundary layer frontogenesis is evident
at the leading edge of the main front. d-i) Terms a2 through a7 of (2.77). The unphysical growth
of these terms is magnified in regions below/above the surface/bottom frontogenesis layer, which
we attribute to an ageostrophic secondary circulation.
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The across-isopycnal derivative ∂/∂n reduces to
∂
∂n
= n · ∇ =
b¯y
∂
∂y + b¯z
∂
∂z∣∣∇b¯∣∣ (2.79)
≈ b¯z
∂
∂z
b¯z
(2.80)
=
∂
∂z
, (2.81)
and so the mth term of the series (2.77) is approximately
am =
(−1)m ( ∂∂z )m−2

−vφm
uφm
0

(m− 1)! (b¯z)m−1 (2.82)
Without loss of generality, we will focus our attention on the x-term involving vφm. Generally
speaking, we cannot estimate the magnitude of vφm for an arbitrary flow, but we can make an
estimate of its vertical derivative under certain assumptions. As Figure (2.10) shows that (2.77) fails
in regions where we would expect a strong ASC, we will now pursue such an estimate of dvφm/dz
using the mathematical framework of frontogenesis. Consider the Boussinesq semi-geostrophic
momentum and buoyancy equations (Hoskins and Draghici, 1977; Hoskins et al., 1978)
∂ug
∂t
+ ug
∂ug
∂x
+ vg
∂ug
∂y
+ wa
∂ug
∂z
−
(
f − ∂ug
∂y
)
va+ = 0 (2.83)
∂b
∂t
+ ug
∂b
∂x
+ vg
∂b
∂y
+ va
∂b
∂y
+ wa
∂b
∂z
= 0, (2.84)
where the ug are horizontal geostrophic velocities satisfying fk × ug = ∇b and thermal wind
balance f × ∂ug∂z = ∇b, and ua are ageostrophic velocities. In semigeostrophic scaling, we have
a nondivergent total velocity (∇ · u = 0) and a nondivergent geostrophic velocity (∇ · ug = 0),
so by extension the ageostrophic velocity is also nondivergent (∇ · ua = 0). We can thus define
an ageostrophic streamfunction ψ satisfying ∂ψ/∂z = va and −∂ψ/∂y = wa by taking f∂/∂z
of (2.83) and ∂/∂y of (2.84). Adding the two resulting equations together (taking the geostrophic
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nondivergence ∇·ug along the way) results in the Eliassen-Sawyer equation (Eliassen, 1951; Sawyer
and Sawyer, 1956; Thomas and Lee, 2005),[(
f2 − f ∂ug
∂y
)
∂2
∂z2
+ 2f2
(
∂b
∂y
)2 ∂2
∂y∂z
+
∂b
∂z
∂2
∂y2
]
ψ = 2
(
∂b
∂y
∂vg
∂y
+
∂b
∂x
∂ug
∂y
)
. (2.85)
We pursue this equation for a reason - it describes the evolution of an ASC in response to surface
frontogenesis by the geostrophic flow, which was observed in Figure (2.10) where the series com-
ponents (2.77) grew unphysically large. Assuming semigeostrophic scaling (Thomas and Ferrari,
2008), an approximate form of the Eliassen-Sawyer equation can be written[
f2
∂2
∂z2
+
∂b
∂z
∂2
∂y2
]
ψ = 2
(
∂b
∂y
∂vg
∂y
+
∂b
∂x
∂ug
∂y
)
. (2.86)
Our goal is to reduce the this equation to a linear form, from which we can look for a solution
for ψ using standard methods (Gilbarg and Trudinger, 2001). First we would like to separate the
contributions of the turbulence and the background stratification in b, so we perform the usual
Reynolds decomposition b = b¯+ b′,15 giving us[
f2
∂2
∂z2
+
∂(b¯+ b′)
∂z
∂2
∂y2
]
ψ = 2
(
∂(b¯+ b′)
∂y
∂vg
∂y
+
∂(b¯+ b′)
∂x
∂ug
∂y
)
. (2.87)
Assuming that we have |b¯| >> |b′|, we can scale out the b′ terms in (2.87). Letting the bar operator
be a zonal averaging, this reduces (2.87) to
f2
∂2ψ
∂z2
+
∂b¯
∂z
∂2ψ
∂y2
= 2
(
∂b¯
∂y
∂vg
∂y
)
. (2.88)
We cannot generally predict the lateral structure of the right side of (2.88) in a nonlinear
simulation, so we will simply let it be purely a function of y (call it g(y)). For now we will let the
y direction be unbounded16 , allowing us to take the integral Fourier transform. Beginning with
(2.88) rewritten as
f2
N2
∂2ψ
∂z2
+
∂2ψ
∂y2
= g(y), (2.89)
15 We cannot make the same assumption on the velocity field, since in fully developed turbulence u′ is of the same
order as u¯ (Section 3.1.3, Fig. 3.2).
16 This derivation can also be performed on a bounded interval without changing the form of the final answer. The
boundary conditions do not affect the answer, so to keep the math succinct they will be neglected.
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we multiply both sides of this equation by e−ily to give
f2
N2
∂2ψ
∂z2
e−ily +
∂2ψ
∂y2
e−ily = g(y)e−ily. (2.90)
Integrating over y from −∞ to ∞,∫ ∞
−∞
f2
N2
∂2ψ
∂z2
e−ily dy +
∫ ∞
−∞
∂2ψ
∂y2
e−ily dy =
∫ ∞
−∞
g(y)e−ily dy. (2.91)
Define the Fourier transform gˆ =
∫∞
−∞ g(y)e
−ily. Then
f2
N2
∂2ψˆ
∂z2
+−l2ψˆ = gˆ (2.92)
∂2ψˆ
∂z2
− N
2l2
f2
ψˆ =
N2
f2
gˆ (2.93)
The homogeneous solution to this equation is
ψˆh = c1e
−Nl
f
z
+ c2e
Nl
f
z
, (2.94)
where for z < 0 we discard the former. The particular solution is
ψˆp = − 1
l2
gˆ, (2.95)
and so the full solution is
ψˆ = ce
Nl
f
z − 1
l2
gˆ. (2.96)
Taking the inverse Fourier transform gives us
ψ = <
[∫ ∞
−∞
ce
Nl
f
z
eily dl
]
−
∫ ∞
−∞
∫ ∞
−∞
g(y) dl dl, (2.97)
where the constant c is a function of the boundary conditions and of f(y). Differentiating ψ with
respect to z gives us the ageostrophic meridional velocity
v =
∂ψ
∂z
= <
[∫ ∞
−∞
c
Nl
f
e
Nl
f
z
eily dl
]
. (2.98)
Inserting this expression into our approximation for am yields
am =
(−1)m ( ∂∂z )m−2<(∫∞−∞ cNlf eNlf zeily dl)φm
(m− 1)! (b¯z)m−1 , (2.99)
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and so the full series for θ(1) is
θ(1) =
∞∑
m=2
(−1)m ( ∂∂z )m−2<(∫∞−∞ cNlf eNlf zeily dl) b′m
m!
(
b¯z
)m−1 (2.100)
We would like to know what the contribution of the rotational flux will be to the total meridional
eddy buoyancy flux v′b′, so we take the curl of this term (which under zonal averaging reduces to
taking ∂/∂z, whereupon it moves to the y-component of the rotational flux). Doing so yields
[∇× θ](2) =
∞∑
m=2
(−1)m ( ∂∂z )m−1<(∫∞−∞ cNlf eNlf zeily dl) b′m
m!
(
b¯z
)m−1 (2.101)
Rearranging the summation and the integral gives us the new form
[∇× θ](2) = <
∫ ∞
−∞
c
∞∑
m=1
(−1)m ( ∂∂z )m−1 Nlf eNlf zeilyb′m
m!
(
b¯z
)m−1 dl. (2.102)
We can pull the exponential terms from beneath the overbar because it represents an average in x
(whereas the terms are functions of y and z), which leaves us
[∇× θ](2) = <
∫ ∞
−∞
ce
Nl
f
z
eilyN2
∞∑
m=2
(−1)m
(
l
f
)m
b′m
m!Nm
dl (2.103)
To extend the series index to zero, we add and subtract the m = 0 and m = 1 terms to get
[∇× θ](2) = <
∫ ∞
−∞
ce
Nl
f
z
eilyN2
−1 + lb′
fN
+
∞∑
m=0
(−1)m
(
l
f
)m
b′m
m!Nm
 dl (2.104)
(2.105)
= <
∫ ∞
−∞
ce
Nl
f
z
eilyN2
−1 + ∞∑
m=0
(−1)m
(
l
f
)m
b′m
m!Nm
 dl (2.106)
By the identity
ex =
∞∑
m=0
xm
m!
, (2.107)
we now have
[∇× θ](2) = <
∫ ∞
−∞
ce
Nl
f
z
eilyN2
(
−1 + e−Φ
)
dl (2.108)
(2.109)
Φ =
lb′
fN
(2.110)
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The real part of this expression will be determined by the character of c:
• If c is real, a cosine will appear in the integral.
• If c is purely complex, a sine will appear in the integral.
• For c with nonzero real and imaginary parts, we will be left with both a sine and cosine
term.
None of these choices will affect the final argument, so without loss of generality suppose c is real.
Evaluating the integral in (2.108) directly is possible, but cumbersome in its current form. For
simplicity, let y = 0 and z = 0 (we could have shifted our coordinate system to put this point
directly in the center of the below-front ASC anyways without changing the derivation). Then
(2.108) reduces to
[∇× θ](2) =
∫ ∞
−∞
cN2
(
−1 + e−Φ
)
dl, (2.111)
with the integral evaluating to
[∇× θ](2) = −cN2l − c
N3f
b′
e−Φ
∣∣∣∣∣
∞
−∞
(2.112)
This quantity will be detemined by local correlations of l and b′ across a set of scales extending
down to the viscous scale, where the tracer moments would be dissipated. Shy of speculating about
what happens to b′ as l→∞, we can restrict ourselves to a finite set of wavenumbers and examine
the size of this term in a particular scenario. Given that we have already chosen the Eady problem
as the setup for this example, let us truncate the sum at the first baroclinic deformation radius
Ld = NH/f , so that
[∇× θ](2) = −cN2l − c
N3f
b′
e−Φ
∣∣∣∣∣
Ld
−Ld
(2.113)
= −cN
3H
f
− cN
3f
b′
e−Ω + c
N3f
b′
eΩ (2.114)
Ω =
H
f2b′
(2.115)
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For b′ = O(10−3) and typical ocean values N ≈ 10−2 s−1, f = 7.29 × 10−5 s−1, and H = O(103)
m, the first and third terms will give unphysically large results (the exponent Ω = O(1014), making
the third term essentially infinite; for comparison, the true value of v′b′ from Figure 2.10 is O(10−5)
m2 s−3).
We have thus designed a simple analytical example, which is meant to approximate the
conditions present in the model in Figure 2.10, to suggest that the rotational flux derivation of
Eden, Greatbatch and Olbers (2007) is likely to lead to unphysical values of the rotational gauge
in areas of strong ageostrophic secondary circulation. It is possible that this may occur in other
flow scenarios as well.17 Certainly it is discouraging that this should occur in a ”well-behaved”,
idealized flow with no grossly unrealistic features.
Note that in our derivation the choice of zonal average was made only to simplify our calcu-
lations; we could have chosen another averaging operator at much greater mathematical difficulty.
Buoyancy was used as our example tracer because its distribution is closely linked with the dynam-
ics of the flow field, allowing us to gain some handle over the vertical structure of its fluxes. It is
also useful because in a stably stratified, unsteady flow we do not expect the buoyancy gradient to
vanish (nor have we assumed that it does), so we do not rely on a ”divide by zero” argument to
show that the rotational flux formula is unphysical18 .
With the numerical evidence of Figure 2.10 and the mathematical arguments above, we con-
clude that the rotational flux formula (2.77) is unphysical, and therefore unreliable. With no other
argument available to specify how the rotational flux should appear, it is fruitless to pursue a
decomposition of the form (2.51) any further. Then for the remainder of this research, we will fit
our transport tensor scalings to the raw eddy fluxes extracted from the model, with no further
discussion of rotational gauges.
17 Unfortunately, shy of exploring other special cases, it is difficult (if not impossible) to generalize the mathematical
analysis to more complex flow scenarios. This is not be necessary though, as this counterexample demonstrates the
inadequacy of the Eden, Greatbatch and Olbers (2007) formulation.
18 What to do in cases of zero gradient is still a concern, though.
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Chapter 3
Challenge Suite I - Eady-like Models
3.1 Eddy Diffusivity - Mathematics and Theory
Fundamentally, this research deals with verifying and validating what we know, or what
we think we know, about how to construct a mesoscale eddy parameterization. The body of
work that has contributed to the evolution of eddy parameterizations has generally dealt with
either physical arguments about the dynamical behavior of mesoscale eddies1 , the value of the
diffusivity coefficient, or the effects of the parameterization in coarse-resolution models. Up until
now, however, it has not been possible to check whether the Redi plus GM90 (Griffies, 1998)
parameterization is even correct in the first place! Beyond simply saying that simulation results
are improved, how do we really know that the tensor structure is correct?
One can begin a proper diagnosis of the eddy stirring tensor with a simple dimensional
analysis exercise on the eddy tracer flux term u′τ ′. Let us assume for the time being that the
tracer of interest is buoyancy, so it will have an active feedback on the flow. The reason for using
buoyancy is due to the implicit assumption of both Redi and GM90 that the oceanic thermal
structure is what constrains the eddy motions2 , so it is conceivable that a diffusivity tensor that
works for buoyancy fluxes might be the same one to use for passive tracers. Then with buoyancy as
our choice, we first note that the eddy buoyancy flux term has the dimensions of a length squared
1 These go hand-in-hand with arguments what a mesoscale parameterization should look like. It is an open and
highly controversial question about whether the stirring should be slave to buoyancy or potential vorticity - your
stance on the subject will determine what you believe the advective part of the stirring tensor will look like and how
it will vary in the vertical (see Section 1.6).
2 A similar case could be made for potential vorticity, hence the controversy.
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divided by a timescale cubed. The choice for how to fill in these dimensional pieces is not so clear,
however.
Let us consider the vertical eddy flux for the moment, so the term we are interested in is
w′b′. At first glance, it would appear that a logical scaling for w′b′ would be to use the eddy
root-mean-square velocity
√
v′2 as the scaling for the v′ contribution. However, this leaves the
b′ component isolated, and with no clear reasoning about how the buoyancy perturbation would
relate to coarse-grid quantities, we are again stuck.
Fox-Kemper et al. (2008) (hereafter FFH) instead chose to use kinematic arguments to scale
for this term, noting that w′b′ is functionally equivalent to the rate of potential energy extraction
by the baroclinic eddies. They proceeded by assessing the rate of potential energy release that
would occur if two fluid parcels were exchanged over a decorrelation distance (∆y,∆z) in a time
∆t, so that
∆PE
∆t
∝ −∆z(∆yM
2 + ∆zN2)
∆t
. (3.1)
They assumed that the relevant eddy time scale was advective, so that ∆t ∝ ∆y/v′. They then
substituted for the eddy velocity v′ by showing numerically that it scaled with the initial mean
thermal wind, so v′ ∝M2H/f . They made the assumption that the vertical decorrelation distance
∆z scaled with the fluid depth H3 . Lastly, they employed the well-known idea that fluid exchange
in baroclinic instability has to occur at a shallower slope than the mean isopycnals for there to be
potential energy extraction, so that ∆z/∆y = (1/C)M2/N2. By substituting all of these relations
into (3.1, a set of scalings emerged for both the horizontal and vertical buoyancy fluxes, appearing
as
v′b′ = −(C − 1)N
2M2H2
|f | (3.2)
w′b′ = −(C − 1)
C
M4H2
|f | (3.3)
3 This scaling depended on the true vertical excursion scale,
√
b′2/N2, asymptoting to a constant fraction of the
total fluid depth. Their calculation used only the maximum of this excursion scale in z, so it is unclear how well this
scaling holds up when averaged in z. The research performed for this thesis suggest that this scaling does not hold
for the latter averaging method (not shown).
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It is easily seen that both scalings are dimensionally consistent and suggest that the ratio of
the fluxes is proportional to the isopycnal slope (as in one of the founding assumptions). This
analysis can be extended to scale for the elements of the stirring tensor by using the flux-gradient
relationship, so v′b′
w′b′
 =
Ryy Ryz
Rzy Rzz

b¯y
b¯z
 ∝

N2H2M2
|f |
M4H2
|f |
 , (3.4)
Ryy b¯y +Ryz b¯z ∝ N
2H2M2
|f | , (3.5)
Rzy b¯y +Rzz b¯z ∝ M
4H2
|f | , (3.6)Ryy Ryz
Rzy Rzz
 ∝

N2H2
|f |
M2H2
|f |
M2H2
|f |
M4H2
N2|f |
 . (3.7)
Another choice would be to do the reverse of the procedure above: scale for the elements of
the stirring tensor directly, extending those scalings to obtain the fluxes afterwards. This offers the
advantage that we can think of our scalings in terms of diffusivities rather than fluxes, for which a
large body of literature already exists (see Section 1.8). In the end, regardless of which direction
one wishes to proceed in the scaling formulations, both answers should match at least conceptually.
Any discussion of eddy diffusivity inevitably comes back to the flux-gradient relationship,
since that it the primary assumption linking the ensemble-averaged eddy fluxes to the coarse-
grained tracer gradient. The diffusivity governs the proportionality between these quantities, but
it is useful to view the diffusivity through the framework of the flux-gradient relationship to see
what sort of insight one might obtain. In this sense it is important to recall that the flux-gradient
relationship is based on the notion of a mixing length, or the distance a fluid parcel is displaced
before its properties become so well mixed as to be indistinguishable from the background flow, and
that oceanographers generally assume that such mixing length scales with the eddy scale (Holloway,
1986; Salmon, 1998; Stammer, 1998; Klocher et al., 2012, in press). This assumption is discussed
more critically below.
116
Invoking a mixing length argument for the diffusivity scaling leaves us only to consider eddy
kinetic energy (EKE) as the other piece of the puzzle, since that is the only way to be consistent
dimensionally. First, we can consider a scaling to be based on the (Lagrangian) supposition that
Mixing Length×
√
EKE = κ (3.8)
The notion that the mixing length and diffusivity scale with eddy kinetic energy dates back to
the original work by (Prandtl, 1935). Indeed, various authors (Stammer, 1998; Marshall et al., 2006;
Salle´e et al., 2008; Abernathey et al., 2010; Ferrari and Nikurashin, 2010) have found a connection
between the eddy kinetic energy and eddy diffusivity, though not without caveats. Griesel et al.
(2009) argue that the EKE is only loosely correlated with the diffusivity if one looks at the vertical
structure of the two quantities, suggesting a more complex relationship perhaps involving other
factors. This loose correlation has also led to different explanations about how to view areas of
strong EKE in terms of mixing strength. There has been even more dispute over the effects of strong
eddy activity when superimposed on a strong mean flow. Recent studies (Marshall et al., 2006;
Shuckburgh et al., 2009; Abernathey et al., 2010; Ferrari and Nikurashin, 2010) have suggested
that the strong mean flow of jets, for example, tend to suppress mixing and thus lower the eddy
diffusivity4 .
So research suggests that the EKE connection in (3.8) has been verified, despite being some-
what tenuous5 . So what of the mixing length part of the equation? Namely, how does one go
about choosing an appropriate mixing length to plug into (3.8)? Firstly, it is important to note
that the mixing length and the eddy length scale (the subject of many observational studies from
Section 1.8) are not identical, either physically or conceptually. The mixing length refers to a
distance a parcel can be transported before irreversible mixing makes the parcel indistinguishable
from its surroundings, whereas the eddy length scale refers to the physical size of the turbulent
flow. However, for simplicity it is often assumed that these length scales are proportional to one
4 Linear theory (Green, 1970; Marshall, 1982; Killworth, 1997) predicts the eddy diffusivity to be proportional to
EKE/(u− c)2, where u is the mean velocity and c is the baroclinic wave speed.
5 ”Anisotropic” might be a better word.
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another and are thus used interchangeably6 . We will proceed under this assumption, using the
term ”eddy length scale” to refer to that part of the diffusivity pertaining to displacement distance.
Now we return to the question of how to choose an appropriate eddy length to plug into (3.8)?
Any argument over how to choose an appropriate eddy length scale for an OGCM is invariably
complicated by the presence of the inverse cascade of eddy kinetic energy. This inverse cascade
represents the tendency of geostrophic turbulence to transfer energy to larger scales in both the
horizontal and the vertical, and is a consequence of the analogy between quasigeostrophic flow
and two-dimensional flow (Charney, 1971). Observations show an inverse spectral flux of energy
from the deformation scale up to an arrest wavelength on the order of hundreds of kilometers
which decreases with latitude but does not scale closely with the deformation scale (Chelton et al.,
1998; Scott and Wang, 2005; Schlo¨sser and Eden, 2007; Tulloch et al., 2009). It is theorized that
the inverse cascade can be arrested by Rossby waves (Rhines, 1975), stratification (Fu and Flierl,
1980; Smith and Vallis, 2001), or by dissipation (Arbic and Flierl, 2004; Thompson and Young,
2006), but the exact mechanism is as of yet unclear. Arguments for the termination mechanism
notwithstanding, the ansatz often made is that the lateral transport of tracers is dominated by
the largest eddies (Howells, 1960; Haine and Marshall, 1998; Spall, 2000; Larichev and Held, 1995;
Schneider and Walker, 2006; Fox-Kemper et al., 2008).
One possibility is to use the statistical moments of the spectra to “measure” the energy-
containing scales (Stammer, 1997; Scott and Wang, 2005; Tulloch et al., 2011). However, even if
such measurements are made, none of this information about eddy scales would be available in
a coarse OGCM run. Lacking turbulence statistics, a single length scale will have to suffice, and
regardless of which length scale we choose, we must proceed with the understanding that some
other factor(s) should be present to adjust for the inverse cascade. An obvious choice is to begin
with a scale that we know is ubiquitous in baroclinic instability, the Rossby deformation radius.
6 To be more precise, the mixing length arises alongside a gradient, in the sense that the perturbation of a tracer
quantity is equal to its mixing length multiplied by the change in tracer concentration as it traverses that length (the
gradient). The eddy length scale, however, is not related to tracer concentration whatsoever. The notion that mixing
length and eddy length are synonymous becomes very shaky when the tracer gradient is tight, such as in fronts or
across eddy filaments.
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In linear theory, the deformation radius is the eddy vertical scale H normalized by the Prandtl
ratio N/f . The deformation radius appears as a crucial dimension in linear baroclinic instability,
with unstable modes appearing near this scale. Because of its role as the characteristic scale of
quasigeostrophic turbulence, it has been argued that the deformation radius should play the role
of mixing length in eddy diffusivity calculations (Stone, 1972a; Stammer, 1998).
However, due to the presence of the inverse cascade, even more arguments exist that the
deformation radius is not the appropriate choice for this role7 . In nonlinear calculations, the
zone of eddy activity quickly expands past the deformation radius. Green (1970) argues that a
more suitable choice of length scale is the baroclinic zone width, which here is N2H/M2, since the
horizontal scale of the eddies is limited by the availability of mean potential energy (APE).
Given that the majority of the eddy kinetic energy (EKE) is trapped in a wavenumber range
between the deformation radius and the time-evolving front width, it is convenient to choose one of
these length scales and rely on nondimensional parameters to reconcile the difference (see Appendix
D). Hereafter the assumed horizontal eddy length scale will be the baroclinic zone width, with a
focus on using a power of Ri to improve the approximation. The front width, N2H/M2 is larger
than the deformation radius by a factor of
√
Ri, so it is reasonable to expect that a good scaling
for δy might involve a power of Ri between −0.5 and 0. Finally, we must remember that in three
dimensions the eddies will have a vertical aspect as well. For now we shall consider the simple case
of a fluid with constant stratification; in this case the eddies extend the full depth of the water
column, so the vertical eddy length scale is chosen be proportional to the full fluid depth H.
With the eddy kinetic energy and length scale arguments in place, we can now consider how
these pieces fit into a scaling of the full transport tensor R. Rather than proceed with scaling for
each element of R directly, however, we will first divide R into its symmetric and antisymmetric
parts (S and A, respectively). Recalling from Section 1.7 that these parts correspond to diffusion
7 Indeed, observational evidence (Stammer, 1997; Chelton et al., 2007) has shown that the deformation scale
correlates poorly with the eddy spatial scale, particularly in the Antarctic Circumpolar Current (Larichev and Held,
1995; Smith, 2007; Fox-Kemper et al., 2008). In particular, it must be emphasized that the deformation radius, in
conjunction with the Eady time scale T = Ri/f , arises from linear theory and should not necessarily be expected
to retain its importance in a nonlinear turbulence problem.
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and advection, we should consider their contribution separately and reason through their respective
scaling arguments as such.
3.1.1 Diffusive Tensor Scaling
A purely diffusive tensor can be cast in terms of autocorrelation and cross-correlation func-
tions of Lagrangian parcel displacements (Taylor, 1921; Plumb, 1979; Plumb and Mahlman, 1987).
Defining the horizontal and vertical displacements (η, ξ), this tensor is written
S =

∂
∂t
(
1
2η
2
)
∂
∂t
(
1
2ηξ
)
∂
∂t
(
1
2ξη
)
∂
∂t
(
1
2ξ
2
)
 . (3.9)
It is appropriate to approximate ∂∂t
(
1
2η
2
)
= v′η by either of the expressions v′2δt or
√
v′2δy, where
v′2 is the Eulerian RMS eddy velocity and (δt, δy) are the eddy time and length scales, respectively.
Since we are equipped with these scales from the discussion above,
η ∼ δy ∝ N
2H
M2
,
∂η
∂t
∼ δy
δt
∝
√
v′2, (3.10)
ξ ∼ δz ∝ H, ∂ξ
∂t
∼ δz
δt
∝
√
w′2, (3.11)
and we can directly substitute in to S to obtain a scaling for the full diffusive tensor. This appears
as
S ∝
 N2HM2
(√
v′2
)
H
M2
(√
v′2M2 +
√
w′2N2
)
H
M2
(√
v′2M2 +
√
w′2N2
)
H
(√
w′2
)
 ., (3.12)
where elementwise we have
Syy =
∂
∂t
(
1
2
η2
)
∝ N
2H
M2
(√
v′2
)
, (3.13)
Syz = Szy =
1
2
(
η
∂ξ
∂t
+ ξ
∂η
∂t
)
∝ H
M2
(√
v′2M2 +
√
w′2N2
)
, (3.14)
Szz =
∂
∂t
(
1
2
ξ2
)
∝ H
(√
w′2
)
, (3.15)
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3.1.2 Advective Tensor Scaling
We can form a dimensional scaling argument for the antisymmetric tensor A by following
the logic laid out in FFH. Recall from Section 1.7.1 that the divergence of A is equivalent to
advection by an eddy-induced velocity u†, which due to its nondivergence is equal to the the curl
of a streamfunction Ψ. Through this tangled web of derivatives, we found that the elements of Ψ
land in the off-diagonal elements of A. Fortunately, in two dimensions the relationship between Ψ
and A is quite simple, and reduces to
A =
 0 ψ
−ψ 0
 . (3.16)
This enables us to describe the scaling for A through a single element, ψ. FFH focuses on formu-
lating a ψ such that the vertical buoyancy flux and extraction rate of APE are captured. They
form a scaling law for w′b′ by considering an exchange of fluid parcels over a decorrelation distance
(∆y,∆z) in time ∆t, so that
v′b′ ∝ ∆y(∆yM
2 + ∆zN2)
∆t
, w′b′ ∝ ∆z(∆yM
2 + ∆zN2)
∆t
. (3.17)
This approach is appropriate for scaling ψ only, since isoneutral diffusion does not affect the APE of
the system (Griffies, 1998). Making the same substitutions as in (3.10) and (3.11), the dimensional
scalings for the advective fluxes are
v′b′s ∝ N
2H
M2
(√
v′2M2 +
√
w′2N2
)
(3.18)
w′b′s ∝ H
(√
v′2M2 +
√
w′2N2
)
, (3.19)
where henceforth the subscript s will indicate a scaling. Division by the buoyancy gradient recovers
for us the scalings for ψ that we seek; that is, division of v′b′s by N2 and division of w′b′s by M2
leaves us with
ψ ∝ H
M2
(√
v′2M2 +
√
w′2N2
)
. (3.20)
121
3.1.3 Transport Tensor Scaling
We can recombine the scalings for both S and A to obtain the scaling for the full transport
tensor R. In two dimensions this tensor is written
R = S + A =

∂
∂t
(
1
2η
2
)
∂
∂t
(
1
2ηξ
)
∂
∂t
(
1
2ξη
)
∂
∂t
(
1
2ξ
2
)
+
 0 ψ
−ψ 0
 . (3.21)
If we assume that the scalings for S and A share the same coefficients for their common elements
(akin to the Dukowicz and Smith (1997) argument that the Redi and GM coefficients should be
equal on an isopycnal surface), then the scaling for R takes the form
R ∝
 N2HM2
(√
v′2
)
0
H
M2
(√
v′2M2 +
√
w′2N2
)
H
(√
w′2
)
 , (3.22)
v′b′ ∝ N2H
(√
v′2
)
. (3.23)
w′b′ ∝ H
(√
v′2M2 + 2
√
w′2N2
)
. (3.24)
The same logic provides the scalings here and in FFH, except here it is not assumed that the
horizontal eddy velocity scales as the mean thermal wind velocity. Fig. 3.2 shows the time-evolving
ratio of eddy to mean velocity varies during simulations and according to the initial Richardson
number. Likewise, Fig. 3.2b shows that the eddy velocity slope differs from the isopycnal slope
and with Richardson number. Therefore, EKE and Ri contain distinct information about the
instantaneous state of the turbulence in a way that a naive scaling using only M2 and N2 does
not. Using eddy velocity statistics in conjunction with powers of Ri lends accuracy to the scalings,
but to realize this extra accuracy in a model requires successful parameterization of the EKE.
Some authors have proposed prognostic methods for EKE (Eden and Greatbatch, 2008; Eden,
2010b), and such approaches are common in engineering applications (Pope, 2000). Later we will
return to this point with suggestions about how to incorporate these scaling ideas into a model
depending on which diagnostics are available, and the implications that each has on the robustness
of a parameterization.
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Figure 3.1: a) Comparison of Ryz and Rzy, confirming that Ryz is essentially equal to zero relative
to Rzy. b) The equality suggested in Dukowicz and Smith (1997), ψ = κS, is true to within 6%.
in all snapshots except at small Ri. Dashed lines indicate the 95% confidence intervals.
Figure 3.2: a) The horizontal RMS eddy velocity divided by the mean thermal wind. The degree
to which a parameterization would suffer from approximating the eddy velocity with the mean
velocity depends on the initial conditions. b)
√
v′2√
w′2
/N
2
M2
∝ Ri−0.15.
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A lingering uncertainty about the scalings in (3.22) remains about whether it is appropriate
to scale the yz term to zero. In reality, it may not be the case that GM and Redi coefficients
exactly equal one another8 , but with no further information to guide us, we will assume that
the scaling for all the off-diagonal component of S and ψ is nonetheless the same. To confirm, it
suffices to show that either Rzy dominates Ryz, or that Rzy ≈ −2ψ. Fig. 3.1 shows that indeed
the Ryz component is quite small and that the relationship between ψ and κ1S is as predicted by
GM, Redi, and Dukowicz and Smith (1997). Below, the scaling for tensor element Ryz is taken
to be the same as for Rzy, only the leading coefficient is found to be near zero. The results from
the models support this point except at small Richardson numbers (< 2500), when we anticipate
greater vertical excursions due to coherent vortices crossing the density surfaces (McDougall, 1987).
3.2 Transport Tensor Diagnosis
The scalings (3.22) - (3.24) form the basis for the scaling laws sought in the model runs,
anticipating that a nondimensional numerical constant and potentially small powers of Ri or Ro
will be necessary to optimize them. Now that the scaling for the transport tensor is in place, we
can design a suite of experiments to refine and optimize each of them. Done properly, this requires
a large ensemble of model ”challenges”, in which we can explore how the eddies behave across all
manner of flow profiles.
The initial intent for the eddy parameterization challenge suite was for it to be divided into
three parts. The first part, based on the Eady (1949) problem (Appendix C.2) was to act as the
simplest possible model for which baroclinic instability can be realized. The second part, featuring
stratification that decreased exponentially with depth down to a prescribed minimum value at the
bottom surface, was to be an intermediate step that would be a better approximation to the real
ocean. The third part was to use a self-organizing map to extract ”canonical” stratification and
shear profiles from an eddy-resolving global model, and to use those profiles as our initial conditions.
Each successive part represents an increase in complexity, but provides us with more information
8 This will be analyzed in greater detail when we discuss vertical structures in Chapter 4.
124
about how the diffusivity is affected in ever more realistic flows. Here we begin with a discussion of
the Eady model, with the objective that it will provide a straightforward test of the tracer inversion
method as well as a basic set of scalings for R. The results and derivations from this section are
drawn from (Bachman and Fox-Kemper, submitted for review), the full transcript of which can be
found in Appendix A.
3.2.1 Methodology
The simulations comprising the eddy parameterization challenge suite are run using Mas-
sachusetts Institute of Technology general circulation model (hereafter MITgcm) (Marshall, Ad-
croft, Hill, Perelman and Heisey, 1997). The hydrostatic, Boussinesq primitive equations (Section
1.2.5) are solved to simulate a zonally reentrant channel on the f -plane, with a temperature front
oriented in the cross-channel direction. In this set of simulations, the density gradient is constant
in z and y inside the front, akin to the Eady model. The use of the Eady model on the f -plane is
simpler for the purpose of this research than β-plane models used in previous studies (Eden, 2010a,
2011), in that it has one fewer parameters and does not form jets.
The velocity fields are initialized in geostrophic balance, to minimize ageostrophic waves.
Stratification (N2), rotation (f), and front dimension (Lf ) and velocity (U) are set according to the
desired nondimensional parameters: Rossby (Ro = U/fLf ) and Richardson (Ri = N
2/(∂U/∂z)2 ≈
N2f2/|∇b¯|2) numbers. Sixty-nine simulations are performed spanning a range of these parameters.
Each simulation depicts the baroclinic spindown of the temperature front. A few inertial periods
after the beginning of the model run the alongfront geostrophic shear goes baroclinically unstable9
. Restratification will begin as the instabilities reach finite amplitude and begin to slump the
isopycnals, akin to FFH. The eddies grow out of the frontal region and will spread meridionally
throughout the domain (Fig 3.3). The simulation is stopped just before the buoyancy perturbation
of the front reaches the lateral walls in order to prevent sidewall boundary effects10 .
9 An initial Richardson number greater than one precludes other instabilities, e.g. symmetric.
10 The stopping criteria for a given run was satisfied when the front slumped far enough so that the leading edges
of it nearly reached the lateral boundary. This criteria was tracked at each snapshot by calculating the buoyancy
perturbation, bˆ = b¯ − b¯y. The value of bˆ at the center of the front was defined to be identically zero at the start of
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Figure 3.3: Potential temperature during a typical frontal spindown simulation. Baroclinic insta-
bility causes the front to slump towards the horizontal, releasing potential energy in the process.
The eddies grow from this potential energy release as the front slumps from its initial configutation
(a), through a fully nonlinear turbulent state (b-c), until the simulation is complete (d).
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A new approach taken in this research is the use of transient snapshots in the collection of
the eddy statistics. Despite the ever-changing nature of the ocean, an equilibrated eddy field is
more commonly used (Lee et al., 1997; Eden, 2010a, 2011) to test eddy parameterizations than
snapshots. However, in reaching equilibrium, the eddy fluxes are often constrained to reach a
balance by satisfying viscous integral budgets or by balancing production and dissipation. Such
balances depend explicitly and sensitively on unknown subgrid parameters and drag coefficients
(Fox-Kemper and Pedlosky, 2004b; Thompson and Young, 2007). The transient simulations used
in this research may not be representative of all situations that occur in the ocean, but they are
not strongly dependent on poorly-known subgrid parameters.
Following the methods of FFH, statistics are gathered at each snapshot after the vertical
eddy kinetic energy saturates. The criteria used for this saturation was that the domain-averaged
vertical eddy kinetic energy did not change by more than 3% of its value at the previous snapshot.
This criteria is essentially a proxy to ensure that the eddies have reached finite amplitude and
that the eddy interactions have become saturated by nonlinearity. The time interval for each
snapshot was chosen empirically based on the initial stratification so that each model run would
generate about one hundred snapshots before completion. At each time snapshot the velocity,
temperature, and tracer fields are zonally averaged and written to file (Fig. 3.4). One iteration of
an unweighted, sliding-average smoothing algorithm is applied to all fields to reduce biases in the
averaging from transient, powerful eddies and internal waves. Finite differencing is used to create
the tracer gradient matrices, and the inversion for the transport tensor R is carried out using the
method described in Chapter 2. Thus, in each run a time series of values is generated for each
element of the transport tensor at each point in the zonally averaged field. Variability in these time
series arises from the presence of internal gravity waves as well as temporal fluctuations in the eddy
statistics, neither of which significantly affect the results of this research.
We have the freedom to choose the grid resolution in our models, giving us the flexibility to
the run, so the frontal passage at any location was imminent when bˆ began to approach zero there. The runs were
halted when bˆ became zero at a point ten gridpoints from the edge of the domain and along the bottom boundary.
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Figure 3.4: Example snapshots during a typical simulation, taken after x-averaging. Shown here
are mean isopycnals (solid white lines) and eddying region (enclosed within the dashed white line).
The colored backgrounds represent fields for a) Ryy, b) Rzy, and c) Rzz.
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choose between better resolution of the eddies or faster completion time for the simulations. For the
Eady model, we choose the grid resolution to be the Rossby radius of deformation. Theory predicts
that the deformation radius is a dividing line for the existence (for shorter wavelengths) and the non-
existence11 (for longer wavelengths) of a region in the fluid where a growing disturbance imparts
energy to the basic temperature distribution (Green, 1960; Bretherton, 1966b). For wavelengths
larger than the deformation radius it is predicted that baroclinic instability will grow by extracting
available potential energy from the mean flow and converting it to eddy kinetic energy. The inverse
cascade of energy to larger scales suggests that energy will be quickly transferred away from the
gridscale into more fully resolved features, so that it is not necessary to over-resolve our simulations
by choosing a grid resolution smaller than the deformation radius. The front width is automatically
scaled so that at least ten deformation radii lie within the front. This essentially guarantees that
the effects of barotropic instability will be avoided, and that several gridpoints will be available to
resolve each mesoscale eddy.
The nonlinear transfer of energy upscale from the deformation radius guarantees that the
contribution of the smallest eddies will be negligible to the total flux at each point. Therefore,
increasing the resolution below the deformation radius would increase the computation time while
yielding essentially the same result. Coarsening the resolution slightly results in a similar situation,
where the local resolved flux is largely unchanged. However, we would like to ensure that we
capture the fastest growing linear mode, which in the Eady problem is only slightly larger than the
deformation radius. Coarsening the resolution to the point where this mode is not resolved results
in a substantial increase in the model spinup time, as slower-growing modes would now dominate
the early phase of the simulations. Therefore, we can consider making the gridscale equal to the
deformation radius to be a happy medium, where we are ensured of a true ”eddy-resolving” solution
without wasting computation time.
To be fair in the informing of an eddy parameterization, pointwise values of the transport
11 It must be noted that the classical setup for the Eady problem takes the planetary vorticity gradient β = 0. In
cases where β > 0, the flow is baroclinically unstable to disturbances of all wavelengths. However, we predict that
the beta effect in the ocean is too small at the mesoscale to matter much, so we let β = 0 for all simulations.
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tensor are not as useful as domain-averaged values, since the entire domain in these fine-resolution
runs is ipso facto below the grid scale of a non-eddy-resolving model. Care must be taken in
how one chooses to average these quantities, however. Averaging over the entire basin is the most
realistic method for the sake of a parameterization, in that the horizontal grid is fixed in time.
However, this leads to inconsistencies between quantities that are nonzero over the whole domain
(such as M2 and N2) and those that are nonzero only in the ”eddying region” (such as the tensor
components and tracer fluxes). At any given timestep the eddies will be most active in those parts
of the domain experiencing potential energy release; these quantities quickly taper to zero as one
travels horizontally away from the center of the front, or vertically towards the top or bottom
boundaries. The chosen solution was to average over those points of the domain where the vertical
buoyancy flux w′b′ is greater than 10% of its global maximum value. All averaging operations in
this paper are taken over this region. In this way, the averaging only includes regions undergoing
significant PE release, the overall area of which grows as energy cascades to graver scales.
These runs used free slip boundary conditions along the lateral and bottom boundaries. The
strain-tension form of the viscous terms in the primitive equations was used, with the Laplacian
Smagorinsky (1963, 1993) viscosity was set to be ν = (∆x/pi)2
√
(∇kui +∇iuk) (∇kui +∇iuk) /4.
Implicit numerical diffusion and implicit viscosity were both used.
3.2.2 Results
In the introduction to this thesis we stated that the goal of the parameterization challenge
suite was to develop a set of scalings for R that would help to evaluate and refine extant and future
eddy parameterizations. With the pseudoinversion method of Chapter 2 and the dimensional
scalings of Section 3.1.3, the necessary pieces to pursue this goal are now in place. So far, we
have been able to argue that the scalings for R can be based on physical reasoning, but with the
simulation results in hand both empiricism and data analysis now represent the way forward.
As noted previously, dimensional scalings for each of the diffusivities do not rule out the
possibility of dependence on nondimensional parameters. In particular, the nondimensionaliza-
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tion of the Boussinesq, hydrostatic primitive equations (Appendix D.1.1) reveals that the Rossby
and Richardson numbers are relevant in this problem. Note that in the nondimensionalization we
omitted the viscous term in the momentum equation, which precludes us from considering nondi-
mensional parameters having to deal with the Reynolds stresses, such as the Reynolds and Peclet
numbers. This was done by design, since at the oceanic mesoscale these numbers are dynamically
unimportant due to small viscosity and molecular diffusivity, and are therefore not included in this
analysis.
The first question we must ask is how important is rotation to the eddy spindown problem?
FFH suggest that the Rossby number inside the front becomes irrelevant as soon as the eddies
expand beyond the front width in the horizontal, which occurs not long after finite amplitude is
achieved (Green, 1970). The results from these models results agree with this claim (not shown).
This is fortuitous, since the problem of diagnosing a time-evolving Rossby number in a moving
front is conceptually quite difficult. However, the Richardson number, which describes the overall
stability of the flow by measuring the relative importance of stratification and shear, is central to
the problem. It can be used to properly scale the buoyancy fluxes and elements of the transport
tensor. Fig. 3.5 shows the dimensional scalings of 3.1.3 compared to the diagnosed values of each
tensor element. The leading constant and power of Richardson number on each term are obtained
by performing a logarithmic least-squares fit of the dimensional scalings to the true values of each
element.
The least-squares fit gives some insight as to how important the EKE and Richardson numbers
are to this problem. The fits to each element are performed spanning over three orders of magnitude,
providing a parameter space that is plenty large enough for an incorrect scaling to go astray. This is
evident when looking at both the dark grey and light grey clouds in Fig. 3.5, which represent scalings
without the Richardson number and EKE contributions, respectively. The Richardson number is
necessary to keep the vertical fluxes in check (bottom row). In particular, the negative exponent
on the Richardson number ensures that these fluxes are not too large as the stratification becomes
stronger. The consequence of not having the Ri contribution can be seen by the dark grey points
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Quantity Optimized (3.22) with Ri Optimized (3.22) without Ri
Ryy,s (0.35± 0.10)Ri−0.18±0.06N2HM2
(√
v′2
)
(0.07± 0.05)N2H
M2
(√
v′2
)
Ryz,s (0.002± 0.01) HM2
(√
v′2M2 +
√
w′2N2
)
(0.002± 0.01) H
M2
(√
v′2M2 +
√
w′2N2
)
Rzy,s (0.33± 0.08)Ri−0.32±0.10 HM2
(√
v′2M2 +
√
w′2N2
)
(0.03± 0.07) H
M2
(√
v′2M2 +
√
w′2N2
)
Rzz,s (0.32± 0.03)Ri−0.35±0.03H
(√
w′2
)
(0.03± 0.08)H
(√
w′2
)
Table 3.1: Empirical optimized tensor element scalings with eddy statistics corresponding to
Fig. 3.5, Fig. 3.6, and (3.22), with 95% confidence intervals. Note that the reported error of
the component diagnosis is ±28% from the Ryy,s leading coefficient uncertainty. Note also that
based on the observed scatter there is no dependence on Ri for Ryz,s, and so we fix the exponent
on Ri to be zero for that scaling.
trending above the solid black line (the true value). On the other hand, the EKE contribution has
a significant effect on both the horizontal and vertical fluxes. Even though the scatter of the light
grey points remains centered around the true fluxes, it is easy to see that the actual trend lines are
going across the true fluxes, not along them12 One can conclude that without the EKE involved
in a diffusivity scaling there is no real scaling relation to be had at all; that is, the correlation of R
with the scalings in (3.22) depends fully on the use of
√
v′2 and
√
w′2.
3.2.2.1 Deviation from Redi
The tensor scaling (3.22) specifies a form that the transport tensor should have if it were to
match the GM-Redi parameterization form. However, it is possible for this form to be satisfied
and still not exactly match either GM or Redi specifically. The reason for pointing this caveat out
is that the symmetric part of the diagnosed tensor does not exactly agree with the Redi isoneutral
diffusion tensor. The true form of Redi in 2D under the small angle approximation is
SRedi ∝
 κ1 κ1S
κ1S κ1S2
 , (3.25)
where κ1 is the along-isopycnal diffusivity and S =
∣∣M2/N2∣∣ is the absolute value of the local
isopycnal slope. The Syy component obtained from the model results tends to be a factor of 3 too
large (Fig. 3.7), so that
12 This is also apparent in both plots of Fig. 3.6.
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Figure 3.5: Diagnosed tensor components versus those parametrically scaled. a) Ryy,s, b) Ryz,s, c)
Rzy,s, d) Rzz,s. In all panels black shows (3.22) with an empirical Ri correction, dark grey shows
(3.22) without an empirical Ri correction, and light grey shows FFH scalings (3.7). Scalings are
given in Tables 3.1-3.2. Dashed lines indicate 95% confidence intervals.
Quantity Optimized FFH form with Ri Optimized FFH form without Ri
Ryy,s (0.77± 0.75)Ri−0.18±0.18N2H2|f | (0.17± 0.48)N
2H2
|f |
Ryz,s (0.01± 0.09)M2H2|f | (0.01± 0.09)M
2H2
|f |
Rzy,s (0.85± 0.77)Ri−0.22±0.23M2H2|f | (0.17± 0.68)M
2H2
|f |
Rzz,s (0.30± 0.21)Ri−0.20±0.14M4H2N2|f | (0.06± 0.07)M
4H2
N2|f |
Table 3.2: Empirical optimized tensor element scalings without eddy statistics, i.e., following FFH,
corresponding to Fig. 3.5, Fig. 3.6, and (3.7), with 95% confidence intervals. Note that the Rzy,s
agrees with the FFH estimate of 0.06− 0.06M2H2/|f | if GM and Redi coefficients are the same so
that Rzy,s = 2ψ. Note also that the coefficient for the FFH scaling is uncertain beyond ±97%.
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Figure 3.6: Reconstructions of a) v′b′ and b) w′b′ using the tensor scalings from Fig. 3.5 and
Table 3.1-3.2. The solid lines indicate the true values of each flux. Black indicates reconstructions
from the scalings from (3.22), with a power of Ri. 95% of the black data points are contained in
the region bounded by the dashed lines. Dark grey indicates reconstructions from the scalings from
(3.22), without a power of Ri; light grey indicates reconstructions from the FFH scalings (3.7) with
a power of Ri.
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S ≈
3κ1 κ1S
κ1S κ1S2
 (3.26)
The theory behind the form of Redi is sound and only relies on the well-known fact that
oceanic transport tends to occur along neutral surfaces, so how could our diagnosed tensor not
match it? It turns out that the time dependence of the spin-down problem can be used to under-
stand both the excess of Syy and the small diapycnal diffusivity κ2. Consider the buoyancy variance
equation
D
(
1
2b
′2
)
Dt
= −u′b′ · ∇b¯− u′ · ∇
(
1
2
b′2
)
(3.27)
Assuming the term on the far right is small13 and using the preceding nondimensionalization and
scaling results, as well as a proportionality for the flux direction compared to the isopycnal slope
direction (not shown),
v′b′ · ∇b¯ ∝ N2M2H
√
v′2, w′b′ · ∇b¯ ∝ N2M2H
√
v′2Ri−0.09, (3.28)
the resulting scaled buoyancy variance budget is unable to be exactly along isopycnals for all Ri.
The w′b′ term’s contribution to the variance decreases relative to the v′b′ term as Ri increases. For
the range of Ri in our simulations (from 136 to 128,760), the relative contribution of the w′b′ term
is from 1.6 to 2.9 times smaller, with a mean of 2.5. This is close to the excess of Syy over Redi of
2.8.
The above argument can explain away the largeness of the yy term, but how does it relate to
the presence of a nonzero diapycnal diffusivity κ2? After all, it is often argued that κ2 should be
zero in steady, adiabatic situations (McDougall and McIntosh, 1996). In such situations the Redi
flux should also be exactly along the isopycnals, matching the form of (3.25). The solutions here are
nearly adiabatic, but they are not steady as both eddy variance and isopycnal slope evolve during
the course of each simulation. The buoyancy flux clearly has some diapycnal flux, presumably
13 ”Small” here being relative to the double-correlation terms. Quite simply, the argument is that multiplying
three perturbation (prime) quantities should be smaller than multiplying two of them.
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Figure 3.7: The ratio between Syy multiplied by isopycnal slope and the offdiagonal elements of S.
The Redi form of S would have that this ratio would be equal to one in both plots, which is not the
case here. The observed ratio is greater than expected in comparison to the Redi along-isopyncal
scaling by a factor of 3 on average. Thus, the eigenvectors of S are oriented at a slightly shallower
angle than the isopycnal slope.
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Figure 3.8: The ratio R(S) between the isopycnal slope and the slope of the diffusive flux. R(S) is
above the value of 2 predicted by linear theory across the full range of Ri in the simulations.
associated with the neglected triple correlation and time dependence of eddy variance, since the
terms on the right hand side do not balance exactly.
Linear theory suggests that the diffusive flux should be oriented at half the isopycnal slope to
maximize potential energy extraction (Haine and Marshall, 1998). However, this result cannot be
expected to hold precisely in a nonlinear, time-evolving simulation set. The model results suggest
that the ratio of the isopycnal slope to the diffusive flux slope, calculated as
R(S) = 〈S〉〈
SzyM2+SzzN2
SyyM2+SyzN2
〉 , (3.29)
remains consistently close to 2.5 across the full spectrum of Richardson numbers in the simulations
(Fig. 3.8). Here the angle brackets indicate an average over the eddying region defined previously.
This value is consistent with the above finding that the growth of eddy variance is responsible for
the small diapycnal component of the diffusive flux. It also suggests that the excessively large value
of Syy can largely be attributed to the flux being directed below the true isopycnal slope.
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3.2.2.2 Parameterization Options for an OGCM
Many current OGCM’s use a combination of the GM and Redi tensors in calculating dif-
fusivities. The diffusivities are often set to be equal to each other (Griffies, 1998) for numerical
convenience, leaving a full mixing tensor of the form
R = S + A ≈
 κ1 0
2κ1S κ1S2
 . (3.30)
Note that in the GM-Redi formulation κ1 is described fully by the Ryy tensor element. All other
elements are obtained by multiplying this value by some power of the isopycnal slope.
A modeler wishing to use the GM-Redi parameterization needs only to have a form for κ1 to
proceed. As we have shown, there are multiple options one can use for κ1, and each of these has
its own set of consequences in terms of accuracy and ease of implementation. However, one does
not have stick with the GM-Redi paradigm, as one could try to take advantage of the buoyancy
variance budget (3.27) to come up with an even more accurate parameterization. Among the
options discussed so far, the most obvious ones are to: 1) use the ”best” diagnosed R suggested by
these model results, which would require some prescription of
√
v′2 and
√
w′2; 2) use a GM-Redi
optimized version of these results, wherein a modeler could simply plug in a choice for κ calibrated
from these results; 3) use an FFH-style κ1, which would not require calculating
√
v′2 or
√
w′2; or 4)
use a GM-Redi optimized version with an FFH-style κ1. These options, with their corresponding
relative errors as defined in (3.31), are shown in Table 3.3, with
E(u′b′) =
∣∣∣u′b′ − u˜′b′∣∣∣∣∣u′b′∣∣ (3.31)
Option 1 is clearly optimal insofar as accuracy is concerned, but a GM-Redi diffusivity using
the κ1 from option 2 is a good alternative. Any FFH-style implementations carry with them a
nontrivial loss of accuracy, but the diagnostics required for these would be readily available in an
OGCM.
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Option E(u′b′) κGM/Redi
1 0.188 Table 3.1, second column, or (3.32)
2 0.270 GM/Redi with κ1 = 0.32Ri
−0.31N2H
M4
(√
v′2M2 +
√
w′2N2
)
, or (3.34)
3 0.551 Table 3.2, second column, or (3.33)
4 0.703 GM/Redi with κ1 = 0.58Ri
−0.22N2H2
|f | , or (3.35)
Table 3.3: The relative errors based on different approximations to the scalings for R. These errors
are calculated by averaging over the region defined in Section 3.2.1.
In summary, the optimal full tensor, which uses the RMS eddy velocities
√
v′2 and
√
w′2, is
R ∝
 0.35Ri−0.18N2HM2
(√
v′2
)
0
0.33Ri−0.32 H
M2
(√
v′2M2 +
√
w′2N2
)
0.32Ri−0.35H
(√
w′2
)
 (3.32)
The best FFH-style full tensor, which uses only the buoyancy gradients, is
R ∝
0.77Ri−0.18N2H2|f | 0
0.85Ri−0.22M
2H2
|f | 0.30Ri
−0.20M4H2
N2|f |
 (3.33)
For codes using the GM/Redi tensor, the optimal choice for the diffusivity is given by
κ1 = 0.32Ri
−0.31N2H
M4
(√
v′2M2 +
√
w′2N2
)
. (3.34)
If the eddy velocities required for this κ1 are not available, a good alternative is
κ1 = 0.58Ri
−0.22N2H2
|f | . (3.35)
Our prognosis for κ1 is quite different than the values often used in IPCC-class models (Eden
et al., 2009), and it is useful to compare them directly. Shy of using a global model to facilitate this
comparison, to which we do not have access or funding at this time, we can list them side-by-side
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and compare their formulations. The choices are:
κ1 = 800 m
2 s−1 (Danabasoglu, 2004)
κ1 = α
fL2
Ri1/2
(Visbeck et al., 1997)
κ1 = 4000
N2
max{N2} (Ferreira et al., 2005; Danabasoglu and Marshall, 2007)
κ1 = c
(
min
{∫ 0
−hN/pi dz
|f | ,
√∫ 0
−hN/pi dz
2β ,
√
v′β−1
})2
|∇hb¯|
N (Eden and Greatbatch, 2008)
κ1 = 0.32Ri
−0.31N2H
M4
(√
v′2M2 +
√
w′2N2
)
Note that κ1 is to be constant in the vertical for the first and second choices; the third has a
vertical structure proportional to the vertical structure of N2; the fourth is defined locally in both
the horizontal and the vertical. The fifth choice, which is the value of κ1 diagnosed in the research
here, conceivably could be constant in the vertical or local in the vertical, depending on how one
specifies the velocity variances. A study on the effects of our recommended κ1 in a global model
would be very interesting.
3.2.3 Summary
In this chapter we have presented the first component of the eddy parameterization challenge
suite, consisting of a set of models featuring Eady-like stratification and shear. During this process
we have developed scalings theories for each of the elements of R that we can test using the matrix
pseudoinversion method (Chapter 2). The pseudoinversion has been shown to yield scalings for
R that hold to within ∼ 10%, allowing us to evaluate the skill of GM90-Redi to a high degree of
accuracy. We have also compared extant scalings (e.g. FFH) to the new ones from this research,
suggesting a large loss of accuracy when the eddy velocity
√
u′2 is not used.
Note, however, that the way we have performed the averaging in this study does not lend
itself well to a local diagnosis of the diffusivity tensor. Barotropization and nonlocal eddy effects
affect the local eddy transport both in y and in z, which is why we must press onto more complex
140
flow scenarios. The scalings here do not apply to every conceivable dynamical regime found in
the ocean. Uneven bathymetry, boundary currents, jets, fronts, and other features complicate the
growth and life cycle of the eddies. Even though we cannot possibly model all (or even many) of
these, it is still important to keep them in mind as possible causes why our scalings may break
down.
The next step will be to examine these same scalings in a more complex flow scenario.
Namely, we will now move to simulations featuring exponential stratification, which is meant as
an idealized, crude approximation to what occurs in the real ocean. With the next suite of models
we will examine the vertical structure of κ1 and ψ more in detail, and hopefully find a more local
basis for our scalings of R.14
14 Hereafter we will only be concerned with the along-isopycnal diffusivity, and so for ease of notation we will refer
to κ1 simply as κ.
Chapter 4
Challenge Suite II - Exponentially-Stratified Models
4.1 Eddy Flux Vertical Structures
The Eady-like simulations from Chapter 3 have provided a simple testbed for the tracer
gradient pseudoinversion, and have confirmed that the pseudoinversion can tell us important infor-
mation about how to scale the eddy transport tensor R. However, the simplicity of the Eady-like
models is a double-edged sword - their simplicity has given us a solid set of scalings to start with,
but such simple stratification cannot tell us how these scalings should vary in z. We should not
expect that the inverse cascade of energy will always be strong enough to induce a nearly barotropic
eddy field, especially considering how variable the stratification can be in the real ocean. Therefore,
parameterizing the vertical structure of the eddy transport could be considered just as important
as finding generalized scaling laws in the first place, for the vertical structure is what differentiates
eddy behavior in the mixed layer, thermocline, and the weakly stratified abyss. Climate models
have also been shown to be sensitive to how eddy fluxes are tapered in the boundary layers (Gough
and Welch, 1994; Griffies et al., 2005; Gnanadesikan et al., 2007; Ferrari et al., 2008), adding extra
motivation to address the vertical structure problem carefully.
One of the main challenges in finding the vertical structure of the eddy transport is due to the
diabatic nature of the boundary layers. The original GM90 scheme is locally determined in z - that
is, a unique value for the GM90 streamfunction Ψ (or equivalently, the bolus velocity u∗) exists at
each level in the vertical, with no transition scheme as the boundaries are approached. Unfortu-
nately, the diabaticity in the boundary layers causes the GM90 scheme to break down, partly due to
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vigorous small-scale turbulence that the scheme is not equipped to handle, and partly because the
geostrophic motions are constrained to follow the boundary despite the isopycnal surfaces intersect-
ing the boundary (Ferrari et al., 2008). As a result, GM90 tends to overestimate tracer transport in
the boundary layers in comparison to observations and eddy-resolving experiments (Griffies, 2004).
GM90 also is forced to interact directly with other boundary layer parameterizations (Price, 1981;
Price et al., 1986; Large et al., 1994; Thomas, 2005) and does not properly represent restratification
by submesoscale eddies in the surface mixed layer (FFH), suggesting that we need improvements
to the basic scheme.
Diagnosing the vertical structure of the GM90 streamfunction alone is very challenging prob-
lem, but an additional difficulty is present when the Redi scheme is added. The core issue with
GM90 in the boundary layers is that the vertical bolus velocity
w∗ = ∇ ·
(
κ
∇ρ¯
ρ¯z
)
. (4.1)
must vanish at the ocean surface. Assuming the Dukowicz and Smith (1997, hereafter DS97)
prediction of equal diffusivities for Redi and GM90, this suggests that either κ or the isopycnal
slope ∇ρ¯ρ¯z must go to zero as we approach the surface. However, as isopycnal layers are known
to outcrop at the surface and therefore their slopes cannot be zero,1 this requires that κ = 0,
contrary to observations (Robbins et al., 2000; Price, 2001; Danabasoglu et al., 2008) and violating
evidence that mesoscale fluxes dominate the tracer budgets even in the mixed layer (Phillips and
Rintoul, 2000; Weller et al., 2004; Marshall et al., 2005; Kuo et al., 2005). Part of this issue can
be attributed to the GM90 scheme not being appropriate for the diabatic boundary layers where
small-scale processes drive strong diapycnal eddy fluxes, but nevertheless the breakdown of the
Dukowicz and Smith result is still something we must anticipate in our diagnosis.2
1 In fact, they can actually become infinitely steep due to small-scale mixing and surface forcing!
2 From a TEM perspective (Section 1.3.2), a parameterization could specify that the along-boundary residual
velocity and flux be nonzero while the across-boundary components be zero (Treguier et al., 1997). Ferrari et al.
(2008) showed that such a scheme is possible by adding an appropriate gauge to the residual velocity.
143
4.1.1 Previous Work
It has been shown in Section 1.7 that the transport tensor R can be described entirely in
terms of its advective (antisymmetric) and diffusive (symmetric) components (Griffies, 1998). In
reviewing existing work on the vertical structure, we can thus focus separately on the antisymmetric
(GM90) streamfunction ψ and the diffusivity coefficient κ. More research has been done with regard
to tapering ψ in the boundary layers and in regions of weak stratification (N2 ≈ 0), so we begin
our discussion there.
Early attempts to transition the GM90 streamfunction into the boundary layers relied on
the use of tapering functions. Although these proved very effective at reducing isopycnal diffusion
and eddy transport in the boundary layers, they tended to result in an unphysically strong peak
in eddy velocity at the mixed layer base, followed by an abrupt transition to zero in the mixed
layer itself (Gerdes et al., 1991; Danabasoglu and McWilliams, 1995; Large et al., 1997; Ferreira
and Marshall, 2006). Aside from an ill-conceived effort by Aiki et al. (2004) and an unpublished
attempt by Killworth and Nurser (2006) to taper ψ via a differential operator, little progress was
made on this topic between the late 1990’s and the late 2000’s.
A renewed effort began when Ferrari et al. (2008) developed a scheme to transition from the
adiabatic interior to the boundary layer through the use of matching conditions. Danabasoglu et al.
(2008) implemented this scheme in the Community Climate System Model Version 3 (CCSM3),
showing it was superior to using tapering functions to achieve the transition. Among the effects of
the Ferrari et al. scheme was the elimination of unphysical, shallow, and strong surface circulations
and a better representation of heat transport through the surface layer. It also reduced a deep
cold potential temperature bias from the tapered runs. Finally, it also allowed a higher maximum
isopycnal slope than basic GM90 without inordinate numerical difficulties.
The Ferrari et al. (2008) concept was extended in Ferrari et al. (2010, hereafter FGNV10)
to account for the full water column without having to rely on matching conditions. They relied
on the dominance of low baroclinic modes in oceanic tracer transport to argue that one could
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base a parameterization on a truncated series of linear, baroclinic modes. Their proposed scheme
took the form of a second-order ordinary differential equation in z that was to be solved in every
ocean column, and whose solution was essentially the basic GM90 transport modified by the depth-
integrated stratification. As of the writing of this thesis, this scheme stands as the cutting edge
in boundary layer tapering methods, but thus far its skill has been only minimally evaluated. Its
only published test was performed by the authors using a nonlinear Eady simulation very similar
to our own from Chapter 3; however, as we have seen, the simplistic stratification of such a model
is inadequate to truly test the limitations of its skill. The exponentially-stratified models from this
chapter provide an excellent set of tests for their parameterization.
Much research, both observational and numerical, has gone into attempting to scale for κ
(Section 1.8), but only a few previous studies have attempted to deduce its vertical structure (Dan-
abasoglu and McWilliams, 1995; Jochum, 1997; Eden, 2006; Eden, Greatbatch and Willebrand,
2007; Eden et al., 2009). These studies have each found magnitudes of κ consistent with the obser-
vations and models in Section 1.8, ranging up to 5000 m2 s−1 and decaying roughly exponentially
in z. Some authors (Ferreira et al., 2005; Danabasoglu and Marshall, 2007) have investigated hav-
ing κ proportional to N2, noting that their vertical profiles are very similar. Our results from
Section 3.2.2 do not rule out this possibility; however, we note that N2 appeared in our scalings
as an artifact of the length scale we chose (baroclinic zone width = N2H/M2), not because of a
direct kinematic argument. This is another idea we can investigate with the exponentially stratified
models.
4.1.2 Methodology
As in the simulations from Chapter 3, we use the MITgcm to numerically integrate the
hydrostatic, Boussinesq equations. The set of exponentially-stratified models are initialized as
follows. We again employ a zonally reentrant channel on the f -plane, with a temperature front
oriented in the cross-channel direction. The background density gradient in these runs is constant
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in y and decays exponentially in z according to
N2(z) = N20 e
− 1
λ
z. (4.2)
The stratification, rotation, front dimension, and velocity are now set according to the parameters
N20 , representing the surface stratification, and λ, which represents the e-folding scale of N
2 as the
depth increases.3 The mean velocity fields are again initialized in thermal wind balance so that
the background shear is constant in z.
Each simulation depicts the baroclinic spindown of the temperature front, which due to the
variable stratification proceeds at different rates at different z-levels. A few inertial periods after
the beginning of the model run the alongfront geostrophic shear goes baroclinically unstable. Re-
stratification will begin as the instabilities reach finite amplitude and begin to slump the isopycnals,
akin to FFH. The eddies grow out of the frontal region and will spread meridionally throughout
the domain (Fig 3.3). We generally expect that the turbulent growth rate and restratification will
occur faster in the abyssal layer due to its lower stratification, as is predicted by linear theory
(Stone, 1972a).
Due to the longer integration time required for these models, six simulations have been chosen
which span the range of N20 and λ we wish to investigate. More simulations will be completed to
”fill in the gaps” as this research progresses, but we take these six to be representative of all possible
flow scenarios we will investigate. Unlike in the Eady-like simulations, the rate of frontal slumping
now varies in z, with the front in the less-stratified abyss slumping faster than near the surface.
Because we still do not want sidewall boundary effects to contaminate our results, the simulations
are stopped just before the buoyancy perturbation of the front reaches the wall in the abyssal layer.
Again we track the buoyancy perturbation bˆ = b¯ − b¯y to check for frontal passage, stopping the
simulations when bˆ = 0 at the wall.
As in Section 3.2.1, we continue to gather data by taking transient snapshots at different
times during the simulations. Previously, we began collecting snapshots when the domain-averaged
3 With our findings from Chapter 3 that Ro is no longer relevant once the eddies expand beyond the initial front
width, we no longer will be checking this parameter.
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vertical eddy kinetic energy (EKE) did not change by more than 3% of its value at the previous
snapshot. Because the spinup time varies in z in these models, we now begin collecting snapshots
once the vertical eddy kinetic energy did not change by more than 3% of its value at the previous
snapshot at every point in z. This criteria is essentially a proxy to ensure that the eddies have
reached finite amplitude and that the eddy interactions have become saturated by nonlinearity. At
each time snapshot the velocity, temperature, and tracer fields are zonally averaged and written to
file. One iteration of a 2D Gaussian smoothing algorithm is applied to all fields to reduce biases in
the averaging from transient, powerful eddies and internal waves. Second-order finite differencing
is used to create the tracer gradient matrices, and the inversion for the transport tensor R is
carried out using the method described in Section 2.1.2.1. Thus, in each run a time series of values
is generated for each element of the transport tensor at each point in the zonally averaged field.
Variability in these time series arises from the presence of internal gravity waves as well as temporal
fluctuations in the eddy statistics, neither of which significantly affect the results of this research.
Extracting domain-averaged values as in Chapter 3 is no longer useful, since we now want to
scale for R at each z-level. We still would like to make our scalings based only on the eddying parts
of the domain, however. At any given timestep the eddies will be most active in those parts of the
domain experiencing potential energy release; these quantities quickly taper to zero as one travels
horizontally away from the center of the front, but they also change vertically as one moves through
layers with different N2. The chosen solution was to average over columns of the domain where the
vertical buoyancy flux w′b′ at mid-depth (z = −H/2) is greater than 10% of its maximum value
at that level. All averaging operations in this paper are taken over this region. In this way, the
averaging only includes regions undergoing significant PE release, while still allowing us to evaluate
the effects of the variable stratification.
Unlike the Eady model, exponential stratification has no short-wave cutoff, meaning that
the initial state is baroclinically unstable at all wavelengths (Charney, 1947; Kuo, 1952; Burger,
1962; Miles, 1964). Because there is no longer an obvious length scale to guide our choice of grid
resolution, our next best option is to capture the fastest growing modes and rely on the inverse
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energy cascade to spin up the model to a fully-turbulent state. Therefore, we now choose our grid
resolution via a numerical solver for the quasigeostrophic linear modes (Appendix C.4), and we set
it to be three times the wavelength of the fastest growing mode. This resolution minimizes the
influence of barotropic instability while still allowing several gridpoints to resolve each mesoscale
eddy. Choosing the resolution in this way also ensures that the model spinup will proceed as fast as
possible without wasting computation time on resolving small eddies with minimal contributions
to the tracer fluxes.
All other simulation parameters, such as viscosity and numerical advection schemes, are set
as described in Chapter 3.
4.1.3 Pseudoinversion: A Different Approach
As mentioned before, one of the strengths of this research is that we are able to diagnose
the full transport tensor R element by element for the first time. Unlike previous research (Aiki
et al., 2004; Ferrari et al., 2008, 2010), we are not limited to prescribing only the stirring effect of
the eddies in the vertical - we can also examine the vertical structure of κ along with ψ, which by
the DS97 result (Section 1.7.2) would determine the entire transport tensor. One of the secondary
advantages of examining κ is that, if we are able to describe its vertical structure, we might
immediately conquer one of the main difficulties of the GM90 scheme - namely, that it must be
interpolated through regions of weak stratification where the neutral slope becomes infinite.
There are two likely options for how to extend the results of Section 3.2.2 to this set of
simulations. Option 1 would be to proceed in the same manner as for the Eady-like results,
where the vertical structure of each variable is inverted before the logarithmic least-squares fit
is performed. Essentially this makes each field constant in the vertical (and in the horizontal,
since lateral variations are fairly small), so averaging over an ”eddy activity region” gives a robust
quantity to fit to. The problem with this approach was that it took advantage of the unique nature
of the Eady-like runs, where the stratification was fairly constant in the vertical and allowed us
to define quantities like a ”domain-averaged Richardson number”. We made use of such domain-
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averaged quantities when we found the scalings in Section 3.2.2.
Though those scalings told us there is a nontrivial dependence of κ upon the overall stability
of the water column (which is captured in Ri), they are not applicable to this set of models. The
reason for this is that the results from Section 3.2.2 relied on averaging in both the horizontal and
vertical, which was possible because variations in the eddy strength were small both in y and z.
That method no longer applies due to the exponential stratification near the surface - in the deep
layer with relatively constant stratification, we expect results qualitatively similar to those from
the Eady-like models. However, the eddy strength tapers off quickly as one moves upward, to a
point where in some strongly stratified cases there is no eddy activity at all. Figure 4.1 shows
a comparison of κ diagnosed in an exponentially-stratified run with the scaling given in (3.34),
highlighting how unsuitable the previous diagnosis is in these models. In all, this set of models
makes the domain-averaging approach ill-conceived, and suggests we look to some other way to
diagnose the diffusivity at each snapshot.4
The second option, which is the one we will pursue, involves scaling the diffusivity at each
vertical level, making our scaling laws local in z. The high accuracy of the pseudoinversion from
the Eady-like runs, where the domain-averaged relative error was ±7% for the horizontal flux
and ±12% for the vertical flux, was possible because the pseudoinversion held on a local basis,
suggesting that a local scaling would be appropriate for these runs as well. This would also be
advantageous when incorporating these results into an OGCM, since no extra calculations such as
vertical baroclinic modes would be necessary (FGNV10).
Scaling the diffusivity locally in z is quite difficult due to the variable stratification, which
presents a new challenge for the pseudoinversion method. Unlike the Eady-like runs, the buoy-
ancy field is not everywhere governed by large eddies, so using only six tracers initialized as low-
wavenumber sinusoids will no longer yield such accurate correlations. In particular, the buoyancy
4 Option 1 would also be difficult to apply in a true OGCM. The notion of a Richardson number averaged over an
entire water column is strange, and fails to account for surface-trapped modes or other cases where the eddy activity
is confined to a particular layer. This is to say nothing of more complicated features like topography, jets, lateral
boundaries, etc.
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Figure 4.1: a) Normalized vertical structures of κ from a sample exponentially-stratified run, show-
ing a comparison of the diagnosis by the pseudoinversion method (black line) and the value for κ
prescribed by the Eady-like scaling (3.34). The vertical structures roughly match in the deeper,
unstratified layer, but show strong differences in the surface layer. b) Domain-averaged values of
κ, collected via the same averaging method used in Chapter 3. Using the scaling from the Eady-
like diagnosis would overestimate the true value of κ in this run by over two orders of magnitude,
confirming that a different approach is necessary.
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fluxes in the highly-stratified surface layer cannot be reproduced by such tracer fields (not shown).
However, we can still resort to the costly but extremely accurate method described in Section
2.1.2.1, where we initialize a large number of tracers and search for the combination that mini-
mizes the reconstruction error at each point. Even though the accuracy of the reconstruction still
decreases as the surface is approached, this method is able to reproduce the buoyancy fluxes to
within ≈ 10% through the full depth of the water column5 , which we consider to be sufficient for
describing R and its components.
Before proceeding to the research itself, it is important to remember that the models used
in this section are still highly simplified. We purposely neglect surface layer processes (Thomas,
2005; Thomas et al., 2008; Thomas and Ferrari, 2008) that might contribute to the vertical profile
of κ and GM90, as well as irregular topography that might induce strong diapycnal mixing in the
unstratified abyss (Toole et al., 1994; Kunze and Sanford, 1996). As in Chapter 3, here we will focus
more on empiricism than on derivation; our energy will be spent evaluating the FGNV10 scheme
for determining ψ, as well as refining our earlier scaling for κ. We begin with a brief discussion
about the modal decomposition of FGNV10, and how the vertical structure of κ plays a critical
role in the skill of that scheme.
4.2 Vertical Structure of ψ
4.2.1 Vertical Baroclinic Modes
In the Eady-like simulations we took advantage of the near-constant stratification by dividing
each field by its vertical structure before performing the scaling analysis. Such an approach was
suitable for those runs, since we anticipated simple vertical structures for κ, ψ, and u′b′ consistent
with linear theory (Stone, 1972a,b). Unfortunately, the Eady-like stratification profiles are unable
to tell us how the eddy fluxes react to varying stratification, especially through the near-surface
pycnocline. We expect a much stronger suppression of the vertical fluxes than the horizontal fluxes
5 The pseudoinversion fails where the eddies are weak or nonexistent, as is the case outside of the baroclinic zone
and at the free surface where N2 is largest. This is why we average in y only over the width of the baroclinic zone,
as this is the only region where we truly have information about the eddy transport.
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through this layer, making the exponentially-stratified simulations better suited to illuminate the
skill of the FGNV10 scheme.
The boundary value problem proposed in FGNV10 is inspired by the tendency of geostrophic
turbulence toward a low-mode vertical structure. Indeed, they found that in an idealized Eady
problem, the vertical structure of their ψ exactly matched those from Fox-Kemper et al. (2008),
the linear theory of Stone (1972a), and our results (Fig. 4.2). However, the Eady-like stratification
is not a very stringent test of their scheme, as the constant N2 allows the vertical eddy kinetic
energy to quickly (inverse) cascade to the first baroclinic mode. More will be revealed about the
skill of their scheme in simulations where the inverse cascade is arrested, which we expect to occur
in the exponentially-stratified simulations.
Since no theory currently exists for how to prescribe nonlinear baroclinic modes, the FGNV10
scheme relies on the idea that mesoscale eddy energy will (inverse) cascade towards grave linear
baroclinic modes whether we use the quasigeostrophic or primitive equation set. They chose to
represent ψ in terms of the linear primitive equation baroclinic modes Sm (Gill, 1982; Philander,
1990), which solve the boundary value problem
d2Sm
dz2
+
(
N
cm
)2
Sm = 0 (4.3)
Sm(0) = Sm(−H) = 0. (4.4)
Without a priori knowing the baroclinic wave speeds cm, one can solve the eigenvalue problem (4.3)
to obtain them; alternatively, a WKB-approximated baroclinic wave speed cM (Chelton et al., 1998)
is
cM ≈ (Mpi)−1
∫ 0
−H
N dz. (4.5)
The FGNV10 scheme relies on using these baroclinic modes as a basis on which to project
the streamfunction ψ, so that it can be written
ψ =
∞∑
m=1
Sm(z)ψm(x, y, t). (4.6)
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Figure 4.2: Vertical structures of ψ (green), κ (isopycnal eddy diffusivity, black dotted line), κd
(diapycnal eddy diffusivity, black dashed line), isopycnal slope (blue), and κ multiplied by isopycnal
slope (red), averaged over all time snapshots and all runs. Each is normalized to have a maximum
value of 1. The vertical structure of κ matches that of v′b′ and the vertical structure of ψ matches
that of w′b′. The DS97 result predicts ψ = κS everywhere, which we observe by the similarity of
the green and red lines.
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The coefficients ψm are determined by the orthogonality condition
1
g
∫ 0
−H
N2SmSn dz = δmn, (4.7)
and so are given by
ψm =
1
g
∫ 0
−H
N2ψSm dz. (4.8)
The core idea of FGNV10 is to take advantage of the elliptic character of (4.3) to introduce
a smoothing operator that weights the structure of ψ according to the local stratification. They
pose the boundary value problem (
c2
d2
dz2
−N2
)
ψF = κ∇hb (4.9)
ψF (0) = ψF (−H) = 0
for each vertical column, where we have introduced the subscript F to indicate the parameterized
streamfunction. The claimed advantages of FGNV10 are that it provides a means for satisfying the
natural vertical boundary conditions on ψ, interpolating through regions of low N2, and reducing
to the regular GM90 ψ when c2 → 0. Perhaps the most critical aspect of FGNV10 is that it acts
as a low-pass modal filter, taking advantage of the tendency of geostrophic turbulence toward low
baroclinic modes. This can be seen by rewriting the modal expansion
ψ =
∞∑
m=1
Sm(z)ψm(x, y, t) (4.10)
in the rescaled form
ψ˜ =
∞∑
m=1
Sm(z)ψ˜m(x, y, t), (4.11)
where ψ˜m = ψm/(1 + (c/cm)
2). Because the baroclinic wave speeds cm monotonically decrease as
m increases, the expansion coefficients ψm are damped at higher mode numbers. A more suggestive
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form makes use of the WKB approximation (4.5) to set c = cM , yielding
ψ˜m =
ψm
1 + (mM )
2
, (4.12)
where m is the mode number in (4.6) and M is the chosen mode number in (4.5). Choosing higher
mode wave speeds M thus has the effect of damping the expansion coefficients less, by a factor
that decreases with m2. Thus the solutions of the FGNV10 are very sensitive to the wave speed in
(4.5), making a wise choice for M critical to the success of the scheme (Fig. 4.3).
The authors of the Ferrari et al. paper decline to recommend a specific choice for M , only
pointing out that choosing M > 1 would still allow low modes to dominate the transport while not
damping the magnitude of the solution too much. To determine a good choice for M , we can first
check whether their assumption of low-mode dominance is correct. We can do this by taking the ψ
diagnosed from the models and projecting it onto the linear baroclinic modes satisfying (4.3) using
a numerical solver. Figure 4.4 shows a comparison of this projection in an Eady-like simulation
and an exponentially-stratified simulation. As expected, after the early spinup phase the Eady-like
simulation ψ is dominated entirely by the first baroclinic mode, consistent with linear theory. In
the exponential simulation, the tendency of ψ over the course of the simulation is toward graver
modes, with the structure ultimately being arrested at a combination of the first 9 modes.
We should be able to calibrate the FGNV10 scheme to approximate ψ skillfully in both
the Eady-like and exponentially-stratified settings, and according to (4.9) we have two degrees of
freedom to work with: the choice of M and a local scaling for κ. For the moment we will focus our
attention on κ. Both the stochastic theory from DS97 and the results from Chapter 3 suggest that
the diffusivity associated with the GM90 streamfunction should be the same as for the symmetric
Redi tensor, meaning that the κ we want in the FGNV10 scheme is the same κ that we diagnose
from the symmetric tensor S. Therefore, we will use the κ diagnosed from the models (which is
equivalent to Syy, per the Redi parameterization) in the right hand side of (4.9), so that later we
can decide if there is a systematic way to choose M that will give a good representation of ψ.
155
Figure 4.3: Vertical structures of ψF (dotted black lines), as predicted by (4.9) for one snapshot of a
sample exponentially-stratified simulation. Values of M used in the WKB approximation (4.5) are
shown in the black boxes. Lower values of M strongly damp the coefficients of the modal expansion
(4.11), systematically underestimating the true value of ψ (blue line).
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Figure 4.4: Hovmo¨ller diagram showing the power spectra of ψ evolving over the course of sample a)
Eady-like and b) exponentially-stratified simulations. White dashed lines indicate the wavenumber
at which 95% of the power is contained in graver modes. After initial spinup, the power in the Eady-
like simulation quickly cascades to the first baroclinic mode, which is the vertical structure predicted
by linear theory (Stone, 1972a). Conversely, the inverse cascade is arrested in the exponentially-
stratified simulation at k = 9. The total power decays with time in this simulation, as eddy
momentum is lost to form drag as the eddies in the abyssal layer work to spin up the highly
stratified surface layer.
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4.2.2 Adjustment of Syy
If the form of the symmetric tensor S exactly matched that of the Redi tensor, the along-
isopycnal diffusivity would be identified as κ = Syy. However, the results from Section 3.2.2.1 show
that the S we recover from the models is not Redi due primarily to Syy being too large. Therefore,
we must consider whether it is acceptable to use Syy as a proxy for κ, or how we might transform
our results to recover the ”true” κ.
In 3.2.2.1 it was shown that the excess of Syy was caused by the growth of tracer variance
and diapycnal fluxes, so that it is impossible to close the tracer variance budget with exactly
along-isopycnal tracer fluxes. It was also suggested that this is related to the slope of the eddy
buoyancy flux being less than that of the isopycnal slope S, which is associated with the mean
potential energy release in baroclinic turbulence. Unfortunately, the pseudoinversion method used
to evaluate the Eady-like models6 was not accurate enough to confirm this relationship. However,
with the improved pseudoinversion from Section 2.1.2.1 we now confirm that the excess of Syy given
by
ξ1 = SyyS / Syz, (4.13)
the ratio of S to the buoyancy flux slope Sd = R∇b¯
ξ2 = S / Sd, (4.14)
and excess of ψ over κS (contrary to the prediction of DS97)
ξ3 = ψ /SyyS, (4.15)
are all closely related. Also, because we have changed our averaging method so that we are no longer
averaging in z, we can show that these quantities are related locally in the vertical (Fig. 4.5).
Because each of Redi, GM90, and FGNV10 are meant for parameterizing eddies in adiabatic
flows, we must adjust the values of Syy to be consistent with the adiabatic theory. If Syy is too
6 These required only six tracers, initialized sinusoidally at low wavenumber.
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Figure 4.5: Ratios of the eddy flux slope, excessively large Syy, and deviation from the DS97
prediction that ψ = κS. Plots are averaged over all snapshots during a sample Eady-like simulation.
The convergence of the ratios ξ3/ξ1 (black line), ξ3/ξ2 (blue dashed line), and ξ1/ξ2 (red dashed
line) to one in the adiabatic interior suggests that we can recover the ”true” isopycnal diffusivity κ
by dividing Syy by one of {ξ1, ξ2, ξ3}. By DS97, this κ is to be used in the GM90 parameterization,
and by extension in the FGNV10 boundary value problem (4.9).
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large, this implies that the diffusion is not exactly in the along-isopycnal direction, and there will
be a resulting diapycnal flux. While we do expect for a diapycnal flux to be present when the
buoyancy variance is growing, if we were to use Syy as our isopycnal diffusivity straight from the
model output we would not be using the correct value for GM90 or on the right hand side of (4.9).
Therefore, the connection between each of {ξ1, ξ2, ξ3} offers us a way to recover the ”true”
isopycnal diffusivity despite having an Syy that is too large to fit the Redi tensor form. This
is critical, because in the exponential simulations we are faced with a potentially complicated
situation where S/Sd varies in z. We thus must make a decision on whether to scale κ and ψ based
on the raw values from the model (where the growth of tracer variance forces κ to have a diapycnal
component), or based on rescaled values that would make these quantities consistent with DS97.
We choose the latter for practical reasons:
• GM90-Redi is ubiquitous in modern OGCM’s and has been shown to hold in our simula-
tions, minus the diapycnal fluxes. Our results would be much more accessible were we to
keep these parameterizations in place and scale our results to them, rather than to specify
R element by element.
• GM90-Redi are both appropriate for equilibriated, adiabatic flows, neither of which is sat-
isfied here but can be closely approximated by correcting for S/Sd. A diabatic (diapycnal)
component can be added to Redi later, if desired.
• If we were to proceed with the uncorrected output, estimation of the slope parameter S/Sd
would require a parameterization of its own.
To this end, we will transform the raw model output to an ”adiabatic” form by locally dividing
Syy by S/Sd. In this sense the ”true” isopycnal diffusivity κ will be recovered, and will match
both DS97 and the Griffies (1998) tensor form for R. Using this ”true” κ, we reduce one degree of
freedom in the calibration of FGNV10, and now can focus completely on specifying c.
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4.2.3 Choosing the Baroclinic Wave Speed
Now that we have confirmed that an adjusted value of Syy can be used as the diffusivity
in FGNV10, we can return to the problem of choosing the correct baroclinic wave speed c. In
particular, the WKB form of c given by (4.5) reduces this problem to choosing M so that the ”low-
pass filter” aspect of FGNV10 does not produce a misestimate of ψ. We will show in the following
section that no choice for M can simultaneously replicate both the Eady-like an exponentially-
stratified vertical structures of ψ; instead, we will recommend a setting for c that will still taper
ψF to zero at the boundaries and allow us not to worry about a choice for M .
We first point out that there is not an obvious choice for M even in an idealized flow where
we know the modal structure beforehand. For example, it would be intuitive to choose M = 1 for
an Eady-like simulation, as all of the power is concentrated in the first baroclinic mode. According
to (4.12), though, the FGNV10 scheme would underestimate the magnitude of the stirring by half,
and indeed we find that this is the case (Fig. 4.6). That choosing M = 1, which we know a priori to
match the modal structure of the solution, is known to give the wrong answer should be considered
a deficiency of the scheme.
This deficiency remains present even for an exponentially-stratified case where we know at
what wavenumber the inverse energy cascade is arrested. Consider the flow in Figure 4.4b, where
the inverse cascade is halted at k = 9. The vertical structures of ψ and ψF from the same simulation,
which are shown in in Figure 4.3), indicate that choosing k = 9 would underestimate the magnitude
of ψ by about 1/3. In fact, Figure 4.3) suggests that the only way that FGNV10 can approximate
the correct magnitude of ψ is for M to be chosen extremely large.
It is clear that the choice of M strongly affects the accuracy of the scheme, and that we
should expect ψF < ψ when M is small. Because ψF is able to match the vertical structure of ψ
well, one might ask why we cannot simply let M be large so that the damping is minimized (for
example, let M = 100 as in Figure 4.3)? The authors of FGNV10 suggest that there are numerical
reasons not to do this - the vertical resolution must satisfy ∆z < c/N to ensure numerical stability,
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Figure 4.6: a) Normalized vertical structures of ψ (black lines) and the parameterized ψF (dotted
red lines), plotted at various times during a sample Eady-like simulation. After the initial spinup
the normalized vertical structure is well-approximated by FGNV10, and is consistent with the first
baroclinic modal structure predicted in Fig. 4.4. b) Choosing M = 1 reduces the amplitude of S1,
the first coefficient of the series expansion (4.6), by half. Because all of the power is in the first
baroclinic mode, this causes the predicted maximum value of ψF (red line) to be exactly half of its
true value (blue line), which is confirmed by multiplying ψF by 2 (green line). The dotted black
line represents ψF using Syy as the GM90 diffusivity coefficient instead of ”correcting” for κ (see
Section 4.2.2).
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placing a limit on how small one can allow c to be. It also would undermine one of the main
purposes of the scheme, which is to preferentially weight the grave modes and thus capture the
tendency of mesoscale eddy energy toward larger scales. Lastly, the authors of FGNV10 point out
that choosing M large can cause complications in conjunction with the WKB-approximated cM ,
as it is a function of the depth-averaged N .
Fortunately, there exist numerical methods which are stable regardless of the choice of M ,
and we would like to recommend one in particular to overcome the limitations on M . Consider
discretizing d2/dz2 using the second-order central difference operator
d2ψ
dz2
≈ ψi+1 − 2ψi + ψi−1
∆z2
+O(∆z2), (4.16)
and form a tridiagonal matrix for the left hand side of (4.9). The discretized version of (4.9) then
becomes
1 0 0 . . . 0 0
−c2
∆z2
−c2
∆z2 −N2z=−∆z −c
2
∆z2 0 . . . 0
0 −c
2
∆z2
−c2
∆z2 −N2z=−2∆z −c
2
∆z2 . . . 0
...
. . .
. . .
. . .
...
0 . . . 0 −c
2
∆z2
−c2
∆z2 −N2z=−H −c
2
∆z2
0 . . . 0 1


ψz=0
ψz=−∆z
ψz=−2∆z
...
ψz=−H+∆z
ψz=−H

=

0
(κM2)z=−∆z
(κM2)z=−2∆z
...
(κM2)z=−H+∆z
0

.
(4.17)
The n × n tridiagonal matrix on the left side of (4.17) is guaranteed to be diagonally dominant
(satisfying the condition |Aii| ≥ Σ |Aij | for j = 1, 2, . . . , n) as long as N2 > 0, which we take to
be true for the stably stratified flows we are interested in. Solving for ψ via the Thomas algorithm
(Thomas, 1949; Ryaben’kii and Tsynkov, 2006), which is designed specifically for such diagonally-
dominant tridiagonal matrices, is guaranteed to be numerically stable and fast ( O(n) operations).
Because we used central differences, the convergence to ψF is O(∆z2).
The unconditional stability of the above algorithm allows us to relax the condition on ∆z so
that we no longer need to worry about the scheme failing and crashing a simulation (although it
is still beneficial to choose ∆z as small as is feasible for accuracy reasons). Furthermore, it allows
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us to suggest an improvement to FGNV10 - allow the magnitude of c2 to vary in the vertical so
that it converges to GM90 in the interior of the flow while still smoothly meeting the boundary
conditions ψ(0) = ψ(−H) = 0.7 For now, we recommend setting c2 = c21µ(z), where c1 is
the WKB-approximated first baroclinic wave speed (M = 1 in equation (4.5)) and the structure
function
µ(z) =
2e−H/2λ sinh(z/λ) sinh(H/2λ)− 2ez/2λ sinh(H/λ) sinh(z/2λ)
sinh(H/λ)
(4.18)
λ =MH/pi. (4.19)
Figure 4.7 shows the effect of incorporating this depth-dependent form of c2. Note that the length-
scale λ determines how quickly µ transitions from one at the boundaries to zero in the interior,
which is itself controlled by the choice of M here.8
The above recommendations on how to set c2 will continue to be updated as this research
progresses. We chose the structure function (4.18) because we required a function that is nearly
zero in the interior and that tapers to one at the vertical boundaries. The form of (4.18) has the
added advantage that one can specify how quickly the tapering occurs by changing the value of
M. However, we admit that it is completely possible that a simpler form could be used. We make
no claim that the form of (4.18) is the optimal choice, but it is easy to implement and provides a
good starting point for further study. For now, it has provided us with a numerically stable means
of transitioning ψ from zero at the boundaries to the GM90 solution in the interior, with no loss of
amplitude due to unnecessary filtering. It is yet unclear whether this filtering (or equivalently, the
weighting of the grave baroclinic mode components of ψ) is truly necessary, for the inverse cascade
of eddy energy could be captured just as effectively by our scaling for κ. For now though, it suffices
to say that we have proposed an improvement to the FGNV10 scheme without altering it in any
major way, and we can now focus our attention on how to scale κ.
7 Setting c2 to be small everywhere will match ψ well in the interior but can result in a ”kink” in ψF as the scheme
abruptly transitions to meet the boundary conditons.
8 A quick and easy recommendation would be to let M = 10, although this matter will be considered further
before these results are published in a journal. Also note that (4.18) is the analytical solution to (4.9) with constant
density gradients and constant κ, as in the setup to the Eady problem.
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Figure 4.7: a) Magnitude and structure of µ as a function of M, plotted as a function of depth.
Choices ofM are labeled in the black boxes. We find that settingM = 10 is sufficient to smoothly
meet the boundary conditions of ψ while approximating the true ψ well in the interior. b) Vertical
structures of ψ (black line), ψF using a depth-independent c
2 with M = 1000 (red line), and ψF
using a depth-dependent c2 with M = 10. The solution with depth-dependent c2 is free of the
”kink” near z = −300 m which is apparent on the red line. That the true solution of ψ does not
converge to identically zero at the bottom boundary is an artifact of the smoothing algorithm used
to eliminate noise (see Section 4.1.2).
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4.3 Vertical Structure of κ
As mentioned previously, the skill of FGNV10 relies heavily on the local prescription of κ,
which by DS97 is the diffusivity coefficient for both the Redi and GM90 parameterizations. The
authors of FGNV10 did not devote any attention toward such a prescription, and in fact used a
naive setting for κ (setting it to be constant in z) for many of their examples. The focus of this
section will be on how to scale κ locally, with which we could describe the entire eddy transport
tensor R as well as its boundary conditions.
We showed in Chapter 3 that we can scale for κ in the domain-averaged sense in the Eady-
like simulations, but pursuing a local scaling in z is a much more difficult task. κ depends both
non-trivially and nonlocally on unknown parameters - it is affected by the inverse cascade just as
is ψ, and we should not necessarily expect any local scaling to be as accurate as those from Chapter
3. As we did previously (Section 3.1.3), we can begin with kinematic arguments to point us in the
right direction.
A simple approach would be to take advantage of the form of R proposed in DS97 and Griffies
(1998), by which
v′b′ ≈ κM2. (4.20)
We can make an approximation to the term on the left by using the individual eddy variances, so
that
v′b′ ≈
√
v′2
√
b′2 ≈ κM2, (4.21)
and by extension
κ ≈
√
v′2
√
b′2
M2
. (4.22)
The physical justification is as follows.
√
v′2 is the same eddy velocity that we argued for in the
scalings from Section 3.1.3, which we are using as a proxy for the Lagrangian eddy velocity by
assuming the Stokes Drift is negligibly small. Then
√
b′2/M2 must represent the missing ”eddy
length scale”, but where does it come from?
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We can see this by first considering the vertical excursion scale
√
b′2/N2, which represents
the maximum distance in the vertical a parcel can travel against the buoyancy gradient before all
of its kinetic energy is converted into potential energy. Because κ is the along-isopycnal diffusivity,
the relation between the vertical excursion and the corresponding horizontal excursion should be
proportional to 1/S, the reciprocal of the isopycnal slope. Then the horizontal excursion scale
becomes (
√
b′2/N2)(N2/M2) =
√
b′2/M2, which we take to be synonymous with the eddy length
scale in (4.22).
Because the length scale
√
b′2/M2 is sourced from a vertical parcel displacement argument,
we can assume that it will be affected by the mean stratification. Additionally, the non-local nature
of the inverse energy cascade means that the eddy length scale will not necessarily have a local
relationship with any of the eddy variance fields either. Then as in Chapter 3, we will attempt
to improve (4.22) by checking for dependencies on nondimensional parameters. In particular, we
will expect some dependence on the gradient Richardson number as well as a new parameter
E = v′2N2/b′2, which describes the ratio of eddy kinetic energy to eddy potential energy.9
Figure 4.8 shows the best-fitting scaling to κ from a set of simulations consisting of six
exponentially-stratified runs and six Eady-like runs, which we find to be
κs = (0.01± 0.02)Ri0.25 E0.1
√
v′2
√
b′2/M2. (4.23)
These were chosen so that they span the relevant parameter space of their respective profiles (so the
Eady-like runs span a range of Ri, while the exponentially-stratified runs span a range of N20 and
decay scale λ). The vertical structure of κs from the Eady-like simulations is well-represented by
this scaling; however, the vertical structure in the exponential profiles bears a complex relationship
with the eddy field and mean stratification that cannot be captured by powers of Ri or E . Other
nondimensional parameters believed to be relevant, such as the isopycnal slope (S) or buoyancy
flux slope (Sd), were tested for inclusion but did not improve the scaling.
The above scaling for κs confirms that the simple form in (4.22) has some skill in representing
9 It is anticipated that E will be able to represent some of the time-evolving, upscale energy transfer in a way that
Ri cannot.
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Figure 4.8: Vertical profile of κ/κs. Black dots indicate values of κs collected locally in z, for
snapshots from six exponentilly-stratified simulations and six Eady-like simulations. The solid
black line lies at κ/κs = 1, which corresponds to the mean of κs. Red dotted lines indicate the
95% confidence interval, which is also used to define the error in the definition of κs. The scaling
does a better job of capturing the vertical structure in the Eady-like simulations (right clustering of
points) than for the exponentially-stratified simulations (left clustering of points), but the remaining
vertical structure cannot be represented by a simple function of Ri, E , or others such as isopycnal
slope (S) or buoyancy flux slope (Sd) (not shown).
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the along-isopycnal diffusivity. However, it also strongly suggests that the eddy variance fields play
an important role in setting the appropriate value for κs. Based on the results here and in Chapter
3, it is the author’s opinion that it is highly doubtful that a skillful parameterization can be
developed deterministically with only coarse-grid variables. However, we shall still seek to improve
upon the results we do have, because improvements made here can help to influence the course of
more sophisticated research sometime later.
4.4 Concluding Remarks
The work in this chapter has suggested some shortcomings of the recent FGNV10 scheme,
and in particular we have emphasized that in its original form the scheme is unlikely to give an
accurate estimate of the eddy-induced advection. This is due primarily to the presence of the filter
coefficient c2, which strongly damps the coefficients of the series expansion (4.6) and causes the
scheme to underestimate the true advective flux. While it is possible to choose c2 so that the
eddy streamfunction ψ is of the right magnitude, there currently does not exist a way to choose it
without prior knowledge of the eddy field.
It is the opinion of the author that the use of a second-order operator to smoothly transition
ψ to zero at the boundaries is a clever idea and one that should be kept. We have offered an im-
provement to the FGNV10 by recommending a depth-dependent filter coefficient that will smoothly
transition from zero at the boundaries to the undamped GM90 solution in the interior. Possible
improvements beyond this may come by adding another term to the boundary-value problem (4.9)
or removing the ”filtering” aspect of the scheme altogether, but exploration of these ideas will be
left to future work.
Our evaluation of the FGNV10 scheme highlights the main role of the eddy parameterization
challenge suite, which is to help us evaluate and improve extant parameterizations in a systematic
way. It should be emphasized that the objective is not purely to criticize these parameterizations,
but to offer suggestions about why the schemes fail and to help focus attention on where improve-
ments might be found. Doing so requires our own methodology to evolve as well - we noted earlier in
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this chapter that the tools used in Chapter 3 are insufficient for the more ambitious research in this
chapter, and so we had to find a way to improve the accuracy of the pseudoinversion method. As
our objectives become more specific and goals more challenging, we anticipate needing to continue
to adjust and adapt in such a fashion.
There is still much work to be done to diagnose a vertical structure parameterization for use in
OGCM’s, and indeed we consider the findings in this chapter to be just the beginning. The obvious
next objectives for this research will be to find a scaling for κ that will improve upon that posed
in Figure 4.8, or to show that the vertical structure problem can be solved more straightforwardly
using only coarse-grid quantities. Both of these objectives will require the eddy parameterization
challenge suite to grow substantially before we can decide the best way to proceed. This research is
ongoing, and due to the high computational cost, will continue to be for some time into the future.
To conclude this section, we offer a thought: even though in their current form our scalings
are unsuitable for inclusion into an OGCM, they should not necessarily be viewed as insufficient
or inadequate. Rather, they should encourage work on less-understood ideas such as stochastic
parameterization, wherein we might be able to better represent the subgridscale fluxes without
having to explicitly define a scaling law at every point. Such ideas are beyond the scope of this
thesis and the eddy parameterization challenge suite, but will provide many avenues to pursue in
the near future.
Chapter 5
Conclusion
5.1 Present Results
The field of mesoscale eddy parameterization is still very new to the scene of ocean modeling,
and despite the tremendous amount of work over the past three decades that has gone into improving
parameterizations, it continues to evolve from year to year. In this dissertation, we have reexamined
many parts of contemporary parameterization schemes that modelers have always assumed to be
true, but have never been confirmed so.
Prior to this work, the GM90 and Redi parameterizations were often used in OGCM’s based
on their proven track record of improving the realism of ocean simulations (Danabasoglu and
McWilliams, 1995). However, the modeling community still lacked two important pieces: 1) was
the combined form suggested by Dukowicz and Smith (1997) the correct one to use, especially
with the ongoing uncertainty about rotational gauges, and 2) what is the correct scaling for the
diffusivity coefficient κ?
The research presented in this dissertation is focused on answering both of these questions
using a matrix pseudoinversion technique. Prior work (Smith and Gent, 2004) has acknowledged
the anisotropy of the eddy transport tensor R, but until now no method has been implemented
that is able to determine the magnitude of the anisotropy uniquely1 . The pseudoinversion is able
1 This is not to say that our work finds a unique solution for the elements of R - it does not, due to the uncertainty
inherent in the averaging operation. However, we emphasize that previous authors have relied on only one tracer to
back out the diffusivity, which results in an underdetermined system with infinite solutions. If one takes the combined
GM90-Redi form of Griffies (1998) to be correct, using only one tracer to determine the horizontal flux is fine; it is
much more powerful though to be able to solve for the full flux vector u′τ ′, which is possible with our method.
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to determine all of the tensor elements simultaneously using a linear flux-gradient relationship and
a least-squares fit to the tracer fluxes, giving us unprecedented information about the structure of
R and how to best implement it in OGCM’s.
Much work has gone into the calibration of the pseudoinversion method (Chapter 2), specif-
ically regarding how to maintain misalignment of the tracer gradients over the course of a simula-
tion. In simulations terminating in finite time, such as the ones performed here, the accuracy of
the method is maximized by initializing the tracers wisely. We found that initializing them in a
sinusoidal pattern, akin to the Chebyshev polynomial approach of Bratseth (1998), made for an
accurate pseudoinversion from start to finish. For simulations running indefinitely, slowly restoring
the tracer fields to a prescribed set of values made the pseudoinversion possible, but resulted in a
degraded solution. We explored several different ways to account for this restoring and propose a
simple modification to the flux-gradient relationship that will improve the tensor diagnosis (Section
2.1.3). Finally, per the request of a reviewer, we attempted to account for rotational fluxes in our
diagnosis. In doing so, we uncovered a flawed eddy flux closure in a previous paper on the topic
(Eden, Greatbatch and Olbers, 2007), and formulated a simple scenario where this closure would
fail. In lieu of this discovery, we did not pursue the rotational flux piece again.
One of the reasons we spent so much effort exploring the pseudoinversion was because it
requires careful calibration to produce confident results. The method is very sensitive to the setting
of the initial tracer fields, and a poor choice of these leads to degraded, and in some cases unusable,
solutions. The challenge with making this method reproduce a particular eddy flux (in our case the
buoyancy flux) is to initialize the tracer fields in such a way that the averaged correlations match
those of the tracer of interest. This is both flow-dependent and tracer-dependent.
In our Eady-like examples, the flow dependence was removed because there were no significant
potential vorticity gradients in the domain. Because the buoyancy fluxes in this case were driven
primarily by the largest eddies, we were able to match the fluxes by using slowly-varying sinusoidal
tracers. The exponentially-stratified runs proved not to be so simple, as large potential vorticity
gradients near the surface made the buoyancy flux correlate with finer-scale eddies. We were forced
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to use a large suite of tracers, varying on progressively finer scales, and try to locally ”match” the
buoyancy flux to a set of tracers that best reproduced the correlation.
The difficulty with the exponentially-stratified runs highlights the principle shortcoming of
the pseudoinversion. Because of the nonlinearity of the flow, it is difficult to anticipate beforehand
how the tracers should be initialized to match the buoyancy flux correlations. In this research
we are holding ourselves to a very strict standard - we want to reproduce the buoyancy flux to
within ∼ 10% so that we can confidently scale for R, κ, ψ, etc. In more complex flows, we have
no choice but to try a large number of tracers and search for the combination of four or six that
best reproduces the buoyancy flux. This in turn leads to a massive increase in computational cost
relative to the simple Eady-like runs2 as we must test each combination. We note that this is the
reason why parts of Chapter 4 are presented as a ”proof-of-concept”; many more runs will have to
be completed before this work is submitted for publication, but the high computational cost will
make this a long-term project.
The pseudoinversion has been incorporated into an eddy parameterization challenge suite,
which is a set of model simulations designed specifically to study baroclinic turbulence in a variety
of flow regimes. The results from the challenge suite are meant to support those diagnosed from
the global model of Fox-Kemper et al. (2012). In the first set of models (Chapter 3), we were able
to show that the pseudoinversion yields a tensor that can reproduce the flux of an active tracer
(buoyancy) to within ≈ 10%, which is nearly an order of magnitude more accurate than previous
work (Fox-Kemper et al., 2008). We also presented scaling laws for each of the tensor elements that
hold even in a transient simulation, so that we do not have to run the model to a turbulent steady
state where other unknown parameters (viscosity, friction, etc.) can contaminate our solution.
In the second set of models (Chapter 4), we used a more accurate pseudoinversion procedure
to study the vertical structures of the diffusivity κ and advective streamfunction ψ. We criticized
certain points of the recent Ferrari et al. (2010) scheme for parameterizing ψ and offered two
improvements: a modified filter coefficient c2 that smoothly transitions from the boundary layer
2 By about two orders of magnitude!
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to the interior without damping the solution, and a local scaling for the along-isopycnal diffusivity.
We found that the vertical structures of κ from the Eady-like and exponentially-stratified models
could not be reconciled using only exponents of the gradient Richardson number or eddy kinetic-
to-potential energy ratio, but suggested that this should encourage us to look past deterministic
parameterizations and into more novel approaches.
5.2 Toward the Future
In the future, the third (and possibly final) component of the challenge suite will be devel-
oped, consisting of stratification profiles extracted from an eddy-resolving global simulation. Plans
are already in place for these profiles to be extracted using a self-organizing map, so that we can
categorize each profile based on the region of the ocean it represents. This final component will
provide the most difficult test for our pseudoinversion and vertical structure methods, as the pres-
ence of a true (or even double) thermocline at shallow- to intermediate depths will demand a local,
very accurate inversion for R. It will also tell us more about how suitable our scalings will be and
the skill we can expect them to have when incorporated into an OGCM.
Perhaps the most important result from this research supports what earlier observational
papers have claimed (Krauß and Boning, 1987; Poulain and Niiler, 1989; Salle´e et al., 2008) -
there is an important connection between eddy kinetic energy and isopycnal diffusivity. Though
dimensional analysis certainly suggests this to be the case, previous authors (Fox-Kemper et al.,
2008) have attempted to skirt the issue by writing the diffusivity totally as a function of the
buoyancy gradient. Though this idea would be far easier to implement in practice, we have shown
that it would give up to an order of magnitude more error in the diffusivity calculation (Section
3.2.2), and does not scale with the time-evolving eddy field.
Some may view our connection between diffusivity and eddy kinetic energy to be unsatisfac-
tory, since it essentially passes one parameterization problem onto another. No parameterizations
for the subgridscale eddy kinetic energy currently exist in the oceanographic literature, although
the work of Eden and Greatbatch (2008) and Eden et al. (2009) is moving in that direction. Still,
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demonstrating an explicit connection between eddy diffusivity and kinetic energy, along with show-
ing the consequences when the kinetic energy is not used, is a powerful and important result. It
has been acknowledged as far back as Taylor (1921) that eddy diffusivity represents the correlation
between time-evolving Lagrangian length and time scales, and despite previous efforts to connect
these to quasi-static quantities such as deformation radius (e.g. Stammer, 1998), any diffusivity
scaling must have this transience built in. Our connection with the eddy kinetic energy accom-
plishes this, but it shifts the onus onto how to properly write a local subgridscale energy balance.
Such work is outside the scope of this thesis, and it may be some time before real headway is made
on this topic.
Where the field of eddy parameterization goes from here remains an open question, for there
are many aspects of the current GM90-Redi scheme that are suboptimal. Many of the shortcomings
of GM90 in particular are listed in Section 1.6. Some of these likely will never be solved without
moving on to a wholly new scheme3 , and others perhaps should be addressed by adding a new
parameterization, not altering an existing one.
In terms of modeling, exact representation of the subgridscale energy and tracer spectra is
impossible, and perhaps unnecessary. In reality we simply need to budget for what we expect
the subgridscale flow to contribute to the evolution of momentum (the Reynolds stresses), the
thermodynamic state (the density/buoyancy fluxes), and the tracer fields (the tracer fluxes) at
coarse resolution, and we do so by parameterizing processes that play leading order roles in the
mean budgets. With regard to mesoscale turbulence, aside from the issue of boundary-layer tapering
(Section 4.1.1) the physics of the GM90-Redi parameterization are well-justified and deserve no
modification even as we look to smaller scales. However, the diffusivity coefficient κ provides the
link between GM90 and Redi and therefore governs the total contribution of the parameterization
to the mean tracer budget. In the author’s point of view, the challenge now will be to develop
3 For example, the vertically-integrated streamfunction of Ferrari et al. (2010) is spun off of GM90, but in reality
is a completely unique concept. For example, one major difference between FGNV10 and GM90 is that FGNV10
does not have to provide a local sign-definite sink of potential energy, as has been found in eddy-resolving simulations
(Wolfe et al., 2008).
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a scale-dependent definition of κ, so that we will be able to represent the subgridscale budgets
even as OGCM resolution continues to decrease.
One possibility mentioned in Fox-Kemper and Menemenlis (2008) would be to use a dynamical
method for prescribing κ at each timestep of a simulation. To do so would require a method
akin to the Germano et al. (1991) family of schemes prevalent in large-eddy simulations (Lilly,
1992; Meneveau et al., 1996; Meneveau and Katz, 2000), which adjusts the eddy viscosity locally
according to the resolved turbulent Reynolds stresses. For models running at mesoscale resolution
where we expect a direct enstrophy cascade, Fox-Kemper and Menemenlis (2008) propose such a
method based on setting the eddy Prandtl number to one and employing Leith viscosity scaling.
To the author’s knowledge, no attempts have been made to try this experimentally. Another
possibility would be to pursue a stochastic parameterization, wherein the subgridscale fluxes are
represented according to their likelihood of occurrence given a particular background flow. Perhaps
a next-generation parameterization could be both stochastic and dynamic, which is at once both
an exciting and intimidating thought!
To conclude, for now it suffices to say that there is still much work to be done on mesoscale
eddy parameterization and on turbulence parameterizations in general. Fortunately, these are not
simply a numerical exercises to make our models behave better, for our attempts at parameterizing
turbulence shed light on the complex interactions between numerics and physics. We will always be
limited by model resolution and there will always be a need for more and better parameterizations.
Hopefully, the tantalizing prospect of representing the global climate in its full, glorious, gory
complexity will keep modelers engaged indefinitely!
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as of November 21, 2012.
Appendix B
Appendix B
B.1 Reynolds Averaging of the Boussinesq Primitive Equations
Presented in this section is a detailed derivation of the mean and eddy components of the
Reynolds averaged, Boussinesq, hydrostatic primitive equations. The dimensional governing equa-
tions for the system are as follows:
Du
Dt
+ f × u = −∇zφ
∂φ
∂z
= b
Db
Dt
= 0
∇ · u = 0.
The evolution equation for a conserved passive tracer τ is DτDt = 0.
The Reynolds averaging follows the same rules as were outlined in Section 1.3.1, so we
decompose the dependent variables into mean and perturbation components under the following
assumptions:
1. Commutes with differentiation
2. a¯ = a¯
3. a¯′ = 0
4. ¯a+ b = a¯+ b¯.
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We proceed with the Reynolds decomposition explicitly in Cartesian coordinates, then sum-
marize in vector notation at the end. The finalized equations appear in rectangular boxes.
B.1.1 The Mass Continuity Equation
Begin with the incompressible mass continuity equation, which arises by making the Boussi-
nesq approximation:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0.
Reynolds averaging gives
∂(u¯+ u′)
∂x
+
∂(v¯ + v′)
∂y
+
∂(w¯ + w′)
∂z
= 0.
Now take the mean of each term in the full averaged equation:
∂(u¯+ u′)
∂x
+
∂(v¯ + v′)
∂y
+
∂(w¯ + w′)
∂z
= 0.
∂u¯
∂x
+
∂v¯
∂y
+
∂w¯
∂z
= 0
We subtract off this equation from the mass continuity equation for the total flow to find the
continuity equation for the pertubation:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
− ∂u¯
∂x
+
∂v¯
∂y
+
∂w¯
∂z
= 0
∂(u− u¯)
∂x
+
∂(v − v¯)
∂y
+
∂(w − w¯)
∂z
= 0
∂u′
∂x
+
∂v′
∂y
+
∂w′
∂z
= 0
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B.1.2 The Momentum Equations
The zonal momentum equation for the mean flow is decomposed following the same procedure
as for the continuity equation (the equation for the meridional velocity is derived similarly). Begin
with the equation for the total flow:
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
− fu = −∂φ
∂x
.
Reynolds averaging yields
∂(u¯+ u′)
∂t
+ (u¯+ u′)
∂(u¯+ u′)
∂x
+ (v¯ + v′)
∂(u¯+ u′)
∂y
− f(u¯+ u′) = −∂(φ¯+ φ
′)
∂x
.
Take the mean of the entire equation to obtain
∂(u¯+ u′)
∂t
+ (u¯+ u′)
∂(u¯+ u′)
∂x
+ (v¯ + v′)
∂(u¯+ u′)
∂y
− f(u¯+ u′) = −∂(φ¯+ φ
′)
∂x
.
The decomposition for the nonlinear advection term can be treated by noting that
(u¯+ u′) · ∂(u¯+ u
′)
∂x
= u¯
∂u¯
∂x
+ u¯
∂u′
∂x
+ u′
∂u¯
∂x
+ u′
∂u′
∂x
= u¯
∂u¯
∂x
+ u′
∂u′
∂x
= u¯
∂u¯
∂x
+
1
2
∂u′u′
∂x
.
because of the continuity equation. Then the final equation for the zonal mean flow becomes
∂u¯
∂t
+ u¯
∂u¯
∂x
+ v¯
∂u¯
∂y
− fu¯− 1
2
∂u′u′
∂x
− 1
2
∂u′v′
∂x
= −∂φ¯
∂x
Subtract the zonal mean flow from the total flow to find the equation for the zonal perturbation.
This can be done directly by subtracting the above equation from the total zonal momentum
equation:
∂(u− u¯)
∂t
+ u
∂u
∂x
− u¯∂u¯
∂x
+ v
∂u
∂y
− v¯ ∂u¯
∂x
− f(u− u¯)− 1
2
∂u′u′
∂x
− 1
2
∂u′v′
∂x
= −∂(φ− φ¯)
∂x
.
Decomposing the u terms above using u = u¯+ u′, we arrive at the perturbation equation
∂u′
∂t
+ u¯
∂u′
∂x
+ v¯
∂u′
∂y
+ u′
∂u¯
∂x
+ v′
∂u¯
∂y
+ u′
∂u′
∂x
+ v′
∂u′
∂y
− fu′ = −∂φ
′
∂x
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B.1.3 Kinetic Energy and Variance
We can take the equation for the zonal mean momentum and multiply by u¯ to obtain an
equation for the kinetic energy of the mean zonal flow:
u¯
(
∂u¯
∂t
+ u¯
∂u¯
∂x
+ v¯
∂u¯
∂y
− fu¯− ∂u
′u′
∂x
− ∂u
′v′
∂x
)
= −u¯∂φ¯
∂x
1
2
∂u¯2
∂t
+
1
2
u¯
∂u¯2
∂x
+
1
2
v¯
∂u¯2
∂y
− fu¯2 − u¯∂u
′u′
∂x
− u¯∂u
′v′
∂x
= −u¯∂φ¯
∂x
In a similar vein, we can take the perturbation momentum equation, multiply by u′, and take the
mean of the result to get the eddy zonal velocity variance:
u′
(
∂u′
∂t
+ u¯
∂u′
∂x
+ v¯
∂u′
∂y
+ u′
∂u¯
∂x
+ v′
∂u¯
∂y
+ u′
∂u′
∂x
+ v′
∂u′
∂y
− fu′
)
= −u′ ∂φ
′
∂x
1
2
∂u′2
∂t
+
1
2
u¯
∂u′2
∂x
+
1
2
v¯
∂u′2
∂y
+ u′2
∂u¯
∂x
+ u′v′
∂u¯
∂y
+
1
2
∂u′u′u′
∂x
+
1
2
∂u′2v′
∂y
− fu′2 = −∂u
′φ′
∂x
1
2
∂u′2
∂t
+
1
2
u¯
∂u′2
∂x
+
1
2
v¯
∂u′2
∂y
+ u′2
∂u¯
∂x
+ u′v′
∂u¯
∂y
+
1
2
∂u′u′u′
∂x
+
1
2
∂u′2v′
∂y
− fu′2 = −∂u
′φ′
∂x
B.1.4 The Tracer Equation
We next perform the Reynolds decomposition on the conservation equation for a materially
conserved tracer. Note that we have made no assumption about whether the tracer is passive or
active, so in the quasigeostrophic Boussinesq approximation this derivation applies to both potential
vorticity and buoyancy as well as passive tracers. Begin with the general conservation equation for
a tracer τ , with no sources or sinks:
∂τ
∂t
+ u
∂τ
∂x
+ v
∂τ
∂y
+ w
∂τ
∂z
= 0.
Perform the usual Reynolds decomposition to get
∂(τ¯ + τ ′)
∂t
+ (u¯+ u′)
∂(τ¯ + τ ′)
∂x
+ (v¯ + v′)
∂(τ¯ + τ ′)
∂y
+ (w¯ + w′)
∂(τ¯ + τ ′)
∂z
= 0.
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Average the above equation in the same way as shown in the previous section to obtain
∂τ¯
∂t
+ u¯
∂τ¯
∂x
+ v¯
∂τ¯
∂y
+ w¯
∂τ¯
∂z
+
∂u′τ ′
∂x
+
∂v′τ ′
∂y
+
∂w′τ ′
∂z
= 0.
Subtract the mean equation from the full tracer conservation equation to obtain the eddy
equation for the tracer evolution
∂τ ′
∂t
+ u′
∂τ¯
∂x
+ v′
∂τ¯
∂y
+ w′
∂τ¯
∂z
+ u¯
∂τ ′
∂x
+ v¯
∂τ ′
∂y
+ w¯
∂τ ′
∂z
+
u′
∂τ ′
∂x
+ v′
∂τ ′
∂y
+ w′
∂τ ′
∂z
− ∂u
′τ ′
∂x
− ∂v
′τ ′
∂y
− ∂w
′τ ′
∂z
= 0.
Multiplying the mean tracer equation by τ¯ gives
1
2
∂τ¯2
∂t
+
1
2
u¯
∂τ¯2
∂x
+
1
2
v¯
∂τ¯2
∂y
+
1
2
w¯
∂τ¯2
∂z
+ τ¯
∂u′τ ′
∂x
+ τ¯
∂v′τ ′
∂y
+ τ¯
∂w′τ ′
∂z
= 0.
Finally, multiplying the eddy tracer equation by τ ′ gives
1
2
∂τ ′2
∂t
+ u′τ ′
∂τ¯
∂x
+ v′τ ′
∂τ¯
∂y
+ w′τ ′
∂τ¯
∂z
+
1
2
u¯
∂τ ′2
∂x
+
1
2
v¯
∂τ ′2
∂y
+
1
2
w¯
∂τ ′2
∂z
+
1
2
∂u′τ ′2
∂x
+
1
2
∂v′τ ′2
∂y
+
1
2
∂w′τ ′2
∂z
− τ ′∂u
′τ ′
∂x
− τ ′∂v
′τ ′
∂y
− τ ′∂w
′τ ′
∂z
= 0,
and we take the mean of this equation to obtain the tracer variance equation
1
2
∂τ ′2
∂t
+ u′τ ′
∂τ¯
∂x
+ v′τ ′
∂τ¯
∂y
+ w′τ ′
∂τ¯
∂z
+
1
2
u¯
∂τ ′2
∂x
+
1
2
v¯
∂τ ′2
∂y
+
1
2
w¯
∂τ ′2
∂z
+
1
2
∂u′τ ′2
∂x
+
1
2
∂v′τ ′2
∂y
+
1
2
∂w′τ ′2
∂z
= 0.
Similarly, we can return to the perturbation equation
∂τ ′
∂t
+ u′
∂τ¯
∂x
+ v′
∂τ¯
∂y
+ w′
∂τ¯
∂z
+ u¯
∂τ ′
∂x
+ v¯
∂τ ′
∂y
+ w¯
∂τ ′
∂z
+
u′
∂τ ′
∂x
+ v′
∂τ ′
∂y
+ w′
∂τ ′
∂z
− ∂u
′τ ′
∂x
− ∂v
′τ ′
∂y
− ∂w
′τ ′
∂z
= 0
and multiply by some higher power of τ ′ to derive an equation for the higher moments of τ ′.
Consider multiplying by τ ′n−1, which gives us
1
n
∂τ ′n
∂t
+ u′τ ′n−1
∂τ¯
∂x
+ v′τ ′n−1
∂τ¯
∂y
+ w′τ ′n−1
∂τ¯
∂z
+
1
n
u¯
∂τ ′n
∂x
+
1
n
v¯
∂τ ′n
∂y
+
1
n
w¯
∂τ ′n
∂z
+
1
n
∂u′τ ′n
∂x
+
1
n
∂v′τ ′n
∂y
+
1
n
∂w′τ ′n
∂z
− τ ′n−1∂u
′τ ′
∂x
− τ ′n−1∂v
′τ ′
∂y
− τ ′n−1∂w
′τ ′
∂z
= 0.
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Multiplying by n, this equation is rewritten
∂τ ′n
∂t
+ nu′τ ′n−1
∂τ¯
∂x
+ nv′τ ′n−1
∂τ¯
∂y
+ nw′τ ′n−1
∂τ¯
∂z
+ u¯
∂τ ′n
∂x
+ v¯
∂τ ′n
∂y
+ w¯
∂τ ′n
∂z
+
∂u′τ ′n
∂x
+
∂v′τ ′n
∂y
+
∂w′τ ′n
∂z
− nτ ′n−1∂u
′τ ′
∂x
− nτ ′n−1∂v
′τ ′
∂y
− nτ ′n−1∂w
′τ ′
∂z
= 0.
We use the identity ∂u′τ ′n/∂x = u′∂τ ′n/∂x + τ ′n∂u′/∂x, along with the nondivergence of u′, to
rewrite this equation again as
∂τ ′n
∂t
+ nu′τ ′n−1
∂τ¯
∂x
+ nv′τ ′n−1
∂τ¯
∂y
+ nw′τ ′n−1
∂τ¯
∂z
+ u¯
∂τ ′n
∂x
+ v¯
∂τ ′n
∂y
+ w¯
∂τ ′n
∂z
+
u′
∂τ ′n
∂x
+ v′
∂τ ′n
∂y
+ w′
∂τ ′n
∂z
− nτ ′n−1∂u
′τ ′
∂x
− nτ ′n−1∂v
′τ ′
∂y
− nτ ′n−1∂w
′τ ′
∂z
= 0.
Taking the mean of this equation, we have the equation for the nth tracer moment
∂τ ′n
∂t
+ nu′τ ′n−1
∂τ¯
∂x
+ nv′τ ′n−1
∂τ¯
∂y
+ nw′τ ′n−1
∂τ¯
∂z
+ u¯
∂τ ′n
∂x
+ v¯
∂τ ′n
∂y
+ w¯
∂τ ′n
∂z
+
u′
∂τ ′n
∂x
+ v′
∂τ ′n
∂y
+ w′
∂τ ′n
∂z
− nτ ′n−1∂u
′τ ′
∂x
− nτ ′n−1∂v
′τ ′
∂y
− nτ ′n−1∂w
′τ ′
∂z
= 0
This set of equations for the higher tracer moments forms the basis for a rotational flux
closure proposed by Eden, Greatbatch and Olbers (2007), and is discussed further in Section 2.2.
B.1.5 The Tracer Flux Equations
We can write an evolution equation for the tracer fluxes u′τ ′ by first considering the ”eddy”
tracer equation
∂τ ′
∂t
+ u′
∂τ¯
∂x
+ v′
∂τ¯
∂y
+ w′
∂τ¯
∂z
+ u¯
∂τ ′
∂x
+ v¯
∂τ ′
∂y
+ w¯
∂τ ′
∂z
+
u′
∂τ ′
∂x
+ v′
∂τ ′
∂y
+ w′
∂τ ′
∂z
− ∂u
′τ ′
∂x
− ∂v
′τ ′
∂y
− ∂w
′τ ′
∂z
= 0.
Without loss of generality, we will focus for now only on the zonal flux u′τ ′, noting that our
derivation can easily be extended to the v− and w− fluxes (later we will summarily write them all
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in vector notation). Multiply the eddy tracer equation by u′ to obtain
u′
∂τ ′
∂t
+ u′2
∂τ¯
∂x
+ u′v′
∂τ¯
∂y
+ u′w′
∂τ¯
∂z
+ u′u¯
∂τ ′
∂x
+ u′v¯
∂τ ′
∂y
+ u′w¯
∂τ ′
∂z
+
u′2
∂τ ′
∂x
+ u′v′
∂τ ′
∂y
+ u′w′
∂τ ′
∂z
− u′∂u
′τ ′
∂x
− u′∂v
′τ ′
∂y
− u′∂w
′τ ′
∂z
= 0.
Noting that by the product rule
∂(u′τ ′)
∂ξ
= u′
∂τ ′
∂ξ
+ τ ′
∂u′
∂ξ
,
where we are writing ξ as a stand-in for any of the independent variables t, x, y, or z, we can
consume the u′ into the partial derivative operators and rewrite the above equation as
∂u′τ ′
∂t
− τ ′∂u
′
∂t
+ u′2
∂τ¯
∂x
+ u′v′
∂τ¯
∂y
+ u′w′
∂τ¯
∂z
+ u¯
(
∂u′τ ′
∂x
− τ ′∂u
′
∂x
)
+ v¯
(
∂u′τ ′
∂y
− τ ′∂u
′
∂y
)
+ w¯
(
∂u′τ ′
∂z
− τ ′∂u
′
∂z
)
+
u′2
∂τ ′
∂x
+ u′v′
∂τ ′
∂y
+ u′w′
∂τ ′
∂z
− u′∂u
′τ ′
∂x
− u′∂v
′τ ′
∂y
− u′∂w
′τ ′
∂z
= 0.
Taking the mean of this equation and grouping the time derivatives and advection operators into
the material derivative D/Dt, the final tracer flux equation is
Du′τ ′
Dt
− τ ′Du
′
Dt
+ u′2
∂τ¯
∂x
+ u′v′
∂τ¯
∂y
+ u′w′
∂τ¯
∂z
+
u′2
∂τ ′
∂x
+ u′v′
∂τ ′
∂y
+ u′w′
∂τ ′
∂z
= 0.
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B.1.6 Vector Notation
In vector notation, the eddy/mean equations can be simplified to the following forms:
∂u¯
∂t
+ v¯ · ∇u¯ +∇ · v′u′ + f × u¯ = −∇zφ¯
∂u′
∂t
+ v¯ · ∇u′ + v′ · ∇u¯ + v′ · ∇u′ − f × u′ −∇ · v′u′ = −∇zφ′
1
2
∂u¯2
∂t
+
1
2
v¯ · ∇u¯2 + (∇ · v′u′)u¯ + f × u¯2 = −u¯∇zφ¯
1
2
∂u′2
∂t
+ v¯ · ∇u′2 + u′v′ · ∇u¯ + 1
2
∇ · u′2v′ − f × u′ = −∇zφ′
∂τ¯
∂t
+ u¯ · ∇τ¯ +∇ · u′τ ′ = 0
∂τ ′
∂t
+ u′ · ∇τ¯ + u¯ · ∇τ ′ + u′ · ∇τ ′ −∇ · u′τ ′ = 0
1
2
∂τ¯2
∂t
+
1
2
u¯ · ∇τ¯2 + τ¯∇ · u′τ ′ = 0
∂τ ′2
∂t
+ 2u′τ ′ · ∇τ¯ + u¯ · ∇τ ′2 +∇ · u′τ ′2 = 0
∂τ ′n
∂t
+ nuτ ′n−1 · ∇τ¯ +∇ · uτ ′n − nτ ′n−1∇ · u′τ ′ = 0
Du′τ ′
Dt
− τ ′Du
′
Dt
+
(
u′ · ∇τ¯)u′ + (u′ · ∇τ ′) u′ = 0.
Appendix C
Appendix C
C.1 The Boussinesq Quasigeostrophic Equations
In this section we derive the quasigeostrophic potential vorticity equation beginning from
the nondimensionalized Boussinesq primitive equations. The derivation herein closely follows that
found in Chapter 5 of Vallis (2006).
Quasigeostrophy forms the foundation for the linear instability analysis performed in this
research; specifically, a numerical solver based on layer-wise quasigeostrophy (Smith, 2007) is used
to calculate growth rates and vertical structures of the linear baroclinic wave modes. The nondi-
mensionalized form is useful because it makes clear the importance of the Lagrangian advection.
Unlike planetary geostrophy, we do not scale this term out based on small Rossby number. Instead,
we choose to keep it to make a first-order approximation to true geostrophy, which gives us the
leverage to form the materially-conserved potential vorticity.
We begin with the non-dimensional primitive equations using the Boussinesq approximation:
Ro
Duˆ
Dtˆ
+ fˆ × uˆ = −∇zφˆ
∂φˆ
∂zˆ
= bˆ
∇z · uˆ = 0
Ro
Dbˆ
Dtˆ
+
(
Ld
L
)2
wˆ = 0.
Expand the non-dimensional dependent variables in an asymptotic series in Rossby number, so
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that
uˆ = uˆ0 +Ro uˆ1 + ...
φˆ = φˆ0 +Ro φˆ1 + ...
bˆ = bˆ0 +Ro bˆ1 + ...
Taking Ro  1, this implies that the lowest-order momentum equation is simply geostrophic
balance
fˆ0 × uˆ0 = −∇φˆ0,
which in turn implies that the lowest-order horizontal velocity is nondivergent. Unfortunately, in
this limit the relative vorticity is identically zero1 , which is why we must go to higher order to get
the potential vorticity. Then to first-order, the momentum and thermodynamic equations are
D0uˆ0
Dtˆ
+ βˆyˆk× uˆ0 + fˆ × uˆ1 = −∇φˆ1
D0bˆ0
Dtˆ
+ wˆ1
(
Ld
L
)2
= 0,
where the operator D0/Dt = ∂/∂tˆ+ (uˆ0 · ∇).The first-order mass conservation equation is still the
incompressibility condition.
We cross-differentiate the first-order momentum equation to get the vorticity equation
D0ζˆ0
Dtˆ
+ (uˆ0 · ∇) ζˆ0 + vˆ0β = −f0∇z · uˆ1.
Use the incompressibility condition to obtain
D0
Dtˆ
(
ζ0 + fˆ
)
= fˆ0
∂wˆ
∂z
,
and combining this with the first-order thermodynamic equation gives
D0
Dtˆ
(
ζ0 + fˆ
)
= −fˆ0 ∂
∂zˆ
[
D0
Dtˆ
(
F bˆ0
)]
,
1 This can be seen by cross-differentiating the geostrophic momentum equations and subtracting them from each
other.
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where F ≡ (L/Ld)2. Here we note that the right hand side is
∂
∂zˆ
(
D0bˆ0
Dtˆ
)
=
D0
Dtˆ
(
∂bˆ0
∂zˆ
)
+
∂uˆ0
∂zˆ
· ∇bˆ0,
and that the second term here vanishes due to the thermal wind equation
k× ∂uˆ0
∂zˆ
= − 1
fˆ0
∇bˆ0.
Then the vorticity equation becomes, with the hydrostatic relation,
D0
Dtˆ
[
ζˆ0 + fˆ + fˆ0
∂
∂zˆ
(
F
∂φˆ0
∂z
)]
= 0.
Because the lowest order horizontal velocity is nondivergent, we can define a streamfunction ψˆ such
that
uˆ0 = −∂ψˆ
∂yˆ
, vˆ0 = −∂ψˆ
∂xˆ
,
where we have that φ0 = fˆ0ψ and ζˆ0 = ∇2ψˆ. The vorticity equation then becomes an equation of
a single unknown
D0
Dtˆ
[
∇2hψˆ + βˆyˆ + fˆ20
∂
∂zˆ
(
F
∂ψˆ
∂z
)]
= 0.
This is the nondimensional form of the quasigeostrophic (QG) potential vorticity equation, which
reduces the full Navier-Stokes equations to a single nonlinear PDE in a single unknown. The
equivalent dimensional form is
Dq
Dtˆ
= 0
q = ∇2hψ + βy +
f20
ρ˜
∂
∂z
(
ρ˜
N2
∂ψ
∂z
)
It is important to note the in the derivation above the nondivergence of the geostrophic velocity
forces the zeroth-order vertical velocity w to be zero2 . However, in layer-wise quasigeostrophy this
does not mean that the layers are not coupled - recall that we used the first-order velocity w1 in our
2 More specifically, it forces ∂w0/∂z = 0, but since it is assumed that w = 0 at the vertical boundaries, these are
one and the same.
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derivation. This essentially forced the vertical velocity to be slave to the zeroth-order buoyancy, so
that vertical motion appears implicitly through the vortex stretching term (on the far right).
The Boussinesq approximation assumes that the mean stratification is horizontally constant
and is much larger than any deviations away from it, so that
b = b¯(z) + b′(x, y, z, t). (C.1)
Then because the background stratification is unchanging in the horizontal, the QG streamfunction
is affected only by the buoyancy perturbations through the relation b′ = f0∂ψ/∂z. Quasigeostro-
phy thus is a natural framework in which to discuss large-scale fluid instability.
We perform our instability analysis by assuming that the QG approximation applies; that
is, we are considering spatial scales larger than the deformation radius in a sufficiently stratified
fluid. Specifically, we consider three cases: the classical Eady problem, a case with exponential
stratification and shear, and a case with arbitrary (but smoothly varying) stratification and shear.
For boundary conditions, we assume that the top and bottom of the domain are slippery, rigid, flat
surfaces. Then here the vertical velocity is zero, so we can write the thermodynamic equation as
Dhb
′
Dt
= 0, b′ = f0
∂ψ
∂z
.
This will act as our vertical boundary condition. Side boundary conditions require that ψ = 0 at
x, y = ±L/2.
With the QG equations in hand, we can now discuss the linear instability of the basic states
used in the challenge suite.
C.2 Eady Linear Stability
The seminal work of Eady (1949) provided one of the first mathematical descriptions of
baroclinic instability, and even today is perhaps the most elegant. A large part of its genius is the
simplicity of the initial flow. Computationally, the Eady problem provides an excellent first test
configuration for our tracer inversion method (Chapter 2).
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Deriving the solution to the Eady problem begins with the Boussinesq quasigeostrophic po-
tential vorticity equations
Dq
Dt
= 0, 0 < z < H (C.2)
q = ∇2ψ + βy + ∂
∂z
(
F
∂ψ
∂z
)
, (C.3)
where F = f20 /N
2, and the buoyancy equation
∂b
∂t
+ u · ∇b = 0 z = 0,−H. (C.4)
b = f0
∂ψ
∂z
. (C.5)
The simplest nontrivial solution for these equations is a purely zonal flow u¯ = U(y, z)i with a
corresponding density field in thermal wind balance. More generally, we could use any horizontally
constant flow u¯ = U(y, z)i + V (y, z)j here, but we will restrict ourselves to a zonal flow to save
time and space. For the Eady problem, we will assume a basic state streamfunction ψ¯ = −Λzy,
with U = −∂ψ¯/∂y.. We will take the motion to be on the f -plane, so we let β = 0. Using the first
baroclinic Rossby deformation radius, Ld = NH/f0, the potential vorticity of this flow is then
Q = ∇2ψ¯ + ∂
∂z
(
H2
L2d
∂ψ¯
∂z
)
= 0. (C.6)
We may now perform a Reynolds decomposition u = u¯ + u′ on the streamfunction in C.3, treating
the mean flow (”bar” variables) as the basic state. Because Q = 0, many of the ”bar” terms in the
expanded form of C.2 become zero, so the linearized potential vorticity equation for the interior
becomes (
∂
∂t
+ Λz
∂
∂x
)(
∇2ψ′ + H
2
L2d
∂2ψ′
∂z2
)
= 0. (C.7)
In an x-periodic channel we seek solutions of the form
ψ′(x, y, z, t) = Re ψ˜(y, z)eik(x−ct), (C.8)
which gives
(Λz − c)
(
∂2ψ˜
∂y2
+
H2
L2d
∂2ψ˜
∂z2
− k2ψ˜
)
= 0. (C.9)
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Sets of vertical and lateral boundary conditions must be satisfied. In our periodic channel, we
impose ψ = 0 at the lateral boundaries y = ±L/2 and seek solutions of the form
ψ′(x, y, z, t) = Re Φ(z) sin ly eik(x−ct), (C.10)
with l = npi/L and n a positive integer. The vertical boundary conditions are given by the buoyancy
equation (neglecting Ekman layers and bottom topography)
b′t + J(ψ
′, b′) +N2w = 0 (C.11)
b′ = f0ψ′z. (C.12)
We have that w = 0 at z = 0 and z = H, and thus the boundary condition reduces to(
∂
∂t
+ Λz
∂
∂x
)
∂ψ′
∂z
− Λ∂ψ
′
∂x
= 0, z = 0, H (C.13)
The interior potential vorticity equation is found by substituting C.10 into C.9, which gives
(Λz − c)
[
H2
L2d
∂2Φ
∂z2
− (k2 + l2)Φ
]
= 0. (C.14)
Substitute C.10 into C.13 to find the potential vorticity equations at the boundaries
c
dΦ
dz
+ ΛΦ = 0, z = 0 (C.15)
(c− ΛH)dΦ
dz
+ ΛΦ = 0, z = H. (C.16)
If Λz 6= c, then C.14 becomes
H2
d2Φ
dz2
− µ2Φ = 0, (C.17)
where µ2 = L2d(k
2 + l2). Solutions to this equation are of the form
Φ(z) = A coshµzˆ +B sinhµzˆ, (C.18)
where zˆ = z/H. The boundary conditions are satisfied if
A[ΛH] +B[µc] = 0 (C.19)
A[(c− ΛH)µ sinhµ+ ΛH coshµ] +B[(c− ΛH)µ coshµ+ ΛH sinhµ] = 0. (C.20)
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Non-trivial solutions to this system only exist if the determinant of the coupling matrix (formed
by the terms in the square brackets) equals zero, which implies
c2 − Uc+ U2(µ−1 cothµ− µ−2) = 0, (C.21)
where U = ΛH. The solution to this equation is
c =
U
2
± U
µ
[(µ
2
− coth µ
2
)(µ
2
− tanh µ
2
)]1/2
. (C.22)
This implies that the waves will grow exponentially if c has an imaginary part. The growth rates
are the imaginary part of c multiplied by the x-wavenumber, or
σ = kci = k
U
µ
[(µ
2
− coth µ
2
)(µ
2
− tanh µ
2
)]1/2
. (C.23)
Using the solution for c to solve for A and B in the boundary conditions gives us the vertical
structure of the wave,
Φ(zˆ) = coshµzˆ − Ucr sinhµzˆ
µ|c2| +
iUci sinhµzˆ
µ|c2| . (C.24)
The vertical structure of ψ is that of the first baroclinic mode both in theory and in practice
(Section 4.2.1). The fact that it has a closed analytical form allows us to evaluate the skill of the
Ferrari et al. (2010) boundary value problem for diagnosing ψ during the course of our simulations.
C.3 Exponential Linear Stability
A second test case for our inversion method uses exponential stratification, where the density
is tapered downward with an e-folding scale λ as in Chapter 4. This case is a reasonable approxi-
mation of true ocean stratification from the thermocline downward, and serves as an intermediate
test between the highly idealized Eady (1949) problem and the ”real ocean” profiles to be used
in future work. It is also perhaps the most complex stratification we can work with analytically -
more complicated vertical profiles must be dealt with by a numerical solver. This case differs from
the classic Charney (1947) problem in that we take β = 0 for simplicity.
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The derivations below are courtesy of Baylor Fox-Kemper; a β-plane version is presented in
Pedlosky (1982). Again we begin with the Boussinesq quasigeostrophic potential vorticity equations
Dq
Dt
= 0, 0 < z < H (C.25)
q = ∇2ψ + βy + ∂
∂z
(
F
∂ψ
∂z
)
, (C.26)
where F = f20 /N
2, and the buoyancy equation
∂b
∂t
+ u · ∇b = 0, z = 0,−H (C.27)
b = f0
∂ψ
∂z
. (C.28)
As in the Eady case, the simplest nontrivial solution for these equations is a purely zonal flow
u = U(y, z)i with a corresponding density field in thermal wind balance. The potential vorticity of
this flow is
Q = βy +
∂2Ψ
∂y2
+
∂
∂z
(
F
∂Ψ
∂z
)
, (C.29)
with U = −∂Ψ/∂y. Assume motion on the f -plane and linearize C.25 about such a base state to
get a potential vorticity equation for the interior
∂q′
∂t
+ U
∂q′
∂x
+ ψ′x
∂Q
∂y
= 0, −H < z < 0 (C.30)
with q′ = ∇2ψ′ + ∂∂z
(
F ∂ψ
′
∂z
)
. Hereafter we drop the primes for ease of notation. The boundary
conditions are given by the buoyancy equation (neglecting Ekman layers and bottom topography)
bt + J(ψ, b) +N
2w = 0 (C.31)
b = ψz + Ψz, (C.32)
or equivalently,
ψzt + J(ψ,Ψz) + J(Ψ, ψz) +N
2w = 0 (C.33)
We have that w = 0 at both the top and the bottom boundaries, thus the boundary condition C.27
reduces to
(∂t + U∂x)ψz − Uzψx = 0 (C.34)
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The problem we consider is:
ρ
ρ0
= 1− α
[
T0 + e
z/λ
(
∆Tv + ∆Th
y − y0
L
)]
(C.35)
∆Tv ≡ TL + TR − 2T0
2
(C.36)
∆Th ≡ TR − TL, (C.37)
where the constants are the temperature on the western boundary (TL), temperature on the eastern
boundary (TR), bottom temperature (T0), thermal expansion coefficient (α), center of channel (y0),
active channel width (L), and depth (H).
The background flow is geostrophic and the bottom velocity is considered to be zero (as it
is set initially). The horizontal changes in temperature are small in comparison to the vertical, so
the background density is independent of y (so drop the ∆Th term above). Define new variables as
follows:
S0 ≡ gα∆Tv
λf2
(C.38)
∆U ≡ gλα∆Th
fL
(C.39)
U0 ≡ gλα∆Th
fL
e−H/λ (C.40)
With the above variables, the parameters for the model are
ρs
ρ0
= 1− α[T0 + ∆Tvez/λ] (C.41)
N2 ≡ −g
ρs
ρs,z =
gα∆Tv
λ
ez/λ (C.42)
f2
N2
=
λf2
gα∆Tv
e−z/λ = S−10 e
−z/λ (C.43)
Uz = −gρy
fρ0
=
gα∆Th
fL
ez/λ =
∆U
λ
ez/λ (C.44)
U =
gλα∆Th
fL
(ez/λ − e−H/λ) = ∆Uez/λ − U0 (C.45)
Q = 0, (C.46)
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and the governing equations are:
[
∂t + (∆Ue
z/λ − U0)∂x
](
∇2ψ + ∂ze
−z/λ
S0
∂zψ
)
= 0 (C.47)
ψzt + (∆U − U0)ψxz − ∆U
λ
ψx = 0, z = 0 (C.48)
ψzt − ∆U
λ
e−H/λψx = 0, z = −H (C.49)
We assume the usual normal mode solution in x, and a discretized sine series in y:
ψ =
∑
k,l
φ(z) sin(ly)eik(x−ct) (C.50)
l =
pi
L
× {0, 1, 2, 3, . . . } (C.51)
Thus
(∆Uez/D − U0 − c)
[
∂ze
−z/λ∂zφ
S0
− (k2 + l2)φ
]
= 0 (C.52)
(∆U − U0 − c)φz − ∆U
λ
φ = 0, z = 0 (C.53)
cφz +
∆U
λ
e−H/λφ = 0, z = −H (C.54)
Now perform the change of variables
ζ ≡ ez/2λ (C.55)
∂z = ζz∂ζ =
1
2λ
ζ∂ζ (C.56)
ζϕ ≡ φ (C.57)
So now we have
(∆Uζ2 − U0 − c)
[
∂ζ(ζ
−1(∂ζζϕ))− (4λ2S0)(k2 + l2)ϕ
]
= 0. (C.58)
With another change of variables p = 2λ
√
S0(k2 + l2), and multiplying both sides by ζ
2 since ζ is
never equal to 0, this becomes
(∆Uζ2 − U0 − c)
[
ζ2ϕζζ + ζϕζ − (p2ζ2 + 1)ϕ
]
= 0. (C.59)
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Finally, letting ξ ≡ pζ we have
(∆Uξ2p−2 − U0 − c)
[
ξ2ϕξξ + ξϕξ − (ξ2 + 1)ϕ
]
= 0 (C.60)
∂ξξϕ+
2∆U
U0 + c−∆U ϕ = 0, ξ = p (C.61)
∂ξξϕ+
2∆U
c
e−H/λϕ = 0, ξ = pe−H/2λ (C.62)
The solutions to this equation are the modified Bessel functions.
ϕ1 = AI1(ξ) +BK1(ξ) (C.63)
Using the property of the Bessel functions ∂ξξI1(ξ) = ξI0(ξ) the boundary conditions become
AI0(p) +BK0(p) +
2∆U
p(U0 + c−∆U)(AI1(p) +BK1(p)) = 0 (C.64)
AI0(pe
ζ) +BK0(pe
ζ) +
2∆U
cp
eζ(AI1(pe
ζ) +BK1(pe
ζ)) = 0, (C.65)
where ζ = −H/2d. Or, more clearly,
A
(
I0(p) +
2∆U
p(U0 + c−∆U)I1(p)
)
+B
(
K0(p) +
2∆U
p(U0 + c−∆U)K1(p)
)
= 0 (C.66)
A
(
I0(pe
ζ) +
2∆U
cp
eζI1(pe
ζ)
)
+B
(
K0(pe
ζ) +
2∆U
cp
eζK1(pe
ζ)
)
= 0 (C.67)
These boundary conditions have nontrivial solutions only if the determinant vanishes, which gives
the dispersion relation:
(U0 + c−∆U)pI0(p) + 2∆UI1(p)
(U0 + c−∆U)pK0(p) + 2∆UK1(p) =
cpI0(pe
ζ) + 2∆UeζI1(pe
ζ)
cpK0(peζ) + 2∆UeζK1(peζ)
(C.68)
This is a quadratic in c. There are growing modes when b21 < 4b0, and the imaginary part of c is
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nonzero.
b1 = U0 −∆U + 2∆U(g(p, ζ) [f(p, ζ) + g(p, ζ)] (C.69)
b0 = 2∆U [(U0 −∆U)g(p, ζ) + 2∆Uh(p, ζ)] (C.70)
f(p, ζ) =
I0(p)e
ζK1(pe
ζ)−K0(p)eζI1(peζ)
pI0(p)K0(peζ)− pK0(p)I0(peζ) (C.71)
g(p, ζ) =
I1(p)K0(pe
ζ)−K1(p)I0(peζ)
pI0(p)K0(peζ)− pK0(p)I0(peζ) (C.72)
h(p, ζ) =
I1(p)e
ζK1(pe
ζ)−K1(p)eζI1(peζ)
pI0(p)K0(peζ)− pK0(p)I0(peζ) (C.73)
cr = −b1/2 (C.74)
ci = ±
√
b0 − b21/4 (C.75)
where
p ≡ 1
f
√
2gλα(TL + TR − 2T0)(k2 + l2) (C.76)
ζ ≡ −H/2λ (C.77)
l =
pi
L
{0, 1, 2, 3, ...} (C.78)
∆U ≡ gλα(TR − TL)
fL
(C.79)
U0 ≡ gλα(TR − TL)
fL
e2λ (C.80)
Then the final solutions are of the form:
ψkn = Φ(z) sin
(piny
L
)
eik(x−ct), (C.81)
with the vertical structure given by
Φ(z) =
[
I1
(
pe
z
2λ
)
− (U0 + c−∆U)pI0(p) + 2∆UI1(p)
(U0 + c−∆U)pK0(p) + 2∆UK1(p)K1
(
pe
z
2λ
)]
(C.82)
As with the linear Eady problem (Appendix C.2), the complex wave speed ci can be used to inform
our choice of grid resolution. Unlike in the Eady problem, the vertical structures found in the
linear analysis are not applicable to the nonlinear problem - the inverse cascade will barotropize
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the structure of ψ away from these modes. For this reason, sophisticated numerical schemes such
as that of Ferrari et al. (2010) are called upon to parameterize ψ(z) in OGCM’s; evaluating the
skill of such schemes is the primary purpose of the parameterization challenge suite (Chapter 4).
C.4 Linear Stability of an Arbitrary Profile
As can be deduced from Appendix C.3, even a stratification profile as simple as the exponen-
tial case can be extremely difficult to handle when conducting linear instability analysis. Therefore,
it should not be surprising that we turn to numerical methods to work with more complicated cases
than this, as are found in the real ocean. Below we discuss how to set up the quasigeostrophic eigen-
value problem in a layered model with an arbitrary stratification profile, from which a numerical
eigenvalue solver can be constructed (Smith, 2007).
Begin with the Boussinesq quasigeostrophic potential vorticity equations
Dq
Dt
= 0, 0 < z < H (C.83)
q = ∇2ψ + βy + ∂
∂z
(
F
∂ψ
∂z
)
, (C.84)
where F = f20 /N
2.
A solution for these equations is a flow that is horizontally constant, u¯ = U(z)ˆi +V (z)ˆj with
a corresponding density field in thermal wind balance. These assumptions can be taken as a proxy
for a velocity field and stratification that are horizontally local and slowly varying, appropriate for
the oceans at QG scales (Pedlosky, 1984). Performing a Reynolds decomposition ψ = Ψ + ψ′, we
define the mean streamfunction Ψ and eddy streamfunction ψ′, whose relation to the buoyancy is
given by
b¯ = f0
∂Ψ
∂z
(C.85)
b′ = f0
∂ψ′
∂z
, (C.86)
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and whose relation to the mean and eddy velocity fields is
u¯ = −Ψy v¯ = Ψx (C.87)
u′ = −ψ′y v′ = ψ′x. (C.88)
Linearizing C.83 about the mean state gives
qt + u¯ · ∇q + u′ · ∇Q = 0, −H < z < 0, (C.89)
with boundary conditions
ψ′zt + u¯ · ∇ψ′z + u′ · ∇Ψz = 0, z = −H, 0 (C.90)
obtained by using the QG boundary conditions in the buoyancy b.
We will take the motion to be on the f -plane, so we let β = 0. The mean potential vorticity
of this flow is then
Q =
∂
∂z
(
f2
N2
∂Ψ
∂z
)
= 0. (C.91)
The horizontal gradient of Q is
∇Q = ∂
∂z
(
∇ f
2
N2
∂Ψ
∂z
+
f2
N2
∂∇Ψ
∂z
)
(C.92)
=
∂
∂z
(
f2
N2
∂∇Ψ
∂z
)
. (C.93)
Using the thermal wind identity
f
∂u¯
∂z
=
g
ρ0
∇ρ¯ (C.94)
and the Brunt-Vaisala frequency N2 = − gρ0
∂ρ¯
∂z , (C.93) becomes
∇Q = ∂
∂z
[
f
g∇ρ¯ρ0
−g ρ¯zρ0
]
(C.95)
=
∂
∂z
(
f
−∇ρ¯
ρ¯z
)
, (C.96)
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so that ∇Q is proportional to the isopycnal slope vector ∇ρ¯/ρ¯z.
In earlier sections we assumed that the domain was periodic in x alone, which was convenient
mathematically because it allowed us to shorten our analysis somewhat. This specification was
arbitrary; it is just as reasonable to assume periodicity in both directions, which in this case
is useful because we would like our numerical solver to handle perturbations in any horizontal
direction. Then we assume that the domain is horizontally periodic in both x and y, so that we
may substitute a plane-wave solution ψ′ = <
(
ψˆ′(z) exp [kx+ ly − ωt]
)
into (C.83) and (C.84) to
obtain
(K · u¯− ω)
(
f2
N2
− |K|2
)
ψˆ′ = − (kQy − lQx) ψˆ′, −H < z < 0 (C.97)
(K · u¯− ω) ψˆ′z = (ku¯z − lv¯z) ψˆ′ z = −H, 0. (C.98)
The discrete form of the vortex stretching operator Γnm = f
2/N2 is
Γnmψ
′
m =
f2ρ0
g

1
δ1
(
ψ′2−ψ′1
ρ¯2−ρ¯1
)
n = 1
1
δn
(
ψ′n−1−ψ′n
ρ¯n− ¯ρn−1 −
ψ′n−ψ′n+1
ρ¯n+1−ρ¯n
)
n = 2 . . . , N − 1
1
δN
(
ψ′N−1−ψ′N
ρ¯N− ¯ρN−1
)
n = N.
, (C.99)
where n is the density level, m is the eigenmode of the coupled system, and δn = (∆n−1 + ∆n)/2
is the mean vertical distance between adjacent levels. A very similar discretization can be applied
to form a discrete version of the horizontal potential vorticity gradient ∇Qn. Then the discrete
version of the generalized eigenvalue problem (C.97) and (C.98) becomes
Mijψˆ′j = λijψˆ′j (C.100)
Mij = ω(Γij −K2δij) (C.101)
λij = (kQ
m
y − lQmx )δijm + (kUm + lV m)δinmMnj , (C.102)
where the Kronecker delta δijk is
δijk =
 1 i = j = k0 otherwise. (C.103)
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For this research, a Python implementation of this eigenvalue problem is used to determine
the vertical structure of each eigenmode ψˆ′m, which can then extrapolated to the vertical structure
of ψ′, b′, v′, etc. The Python QG instability calculator is also used to determine the growth rate of
the fastest growing unstable mode, from which the horizontal grid spacing is determined.
Appendix D
Appendix D
D.1 Nondimensionalization
Research in geophysical fluid dynamics is aided greatly by the concept of dynamical similitude,
wherein fluid flows of different spatial and temporal scales are geometrically, kinematically, and
dynamically similar. This concept may seem strange at first - after all, how can we expect a flow
on the planetary scale to be at all similar to one we can experiment with in a laboratory? The
leverage we have in demonstrating this similarity is that both of these flows obey the same set of
conservation equations1 .
To see the similarity mathematically, we turn to a technique called scaling. This amounts
to defining a set of characteristic scales (length, time, velocity, buoyancy, pressure, etc.) that we
anticipate the flow to have2 . We then write the dimensional variables in terms of their characteristic
dimension multiplied by a nondimensional variable (so for example, x = Lxˆ, where L is our chosen
characteristic length). Substituting these terms into the conservation equations, we are left with
equations written in terms of the nondimensional variables, with dimensional coefficients revealing
the relative magnitudes of each term.
1 The concept of flow similarity even extends to magnetized flows (Priest, 1982) as well. Conceivably, we could
include every possible force, source, or sink in the conservation equations. The power of scaling and nondimension-
alization is that any terms that do not significantly contribute to the equation balance will be clearly revealed. In
effect, nondimensionalization is a means of filtering the equations to expose only the terms that truly matter to the
force balance.
2 For example, one might choose the characteristic length scale in a study of baroclinic instability to be the
Rossby deformation radius. Intuitively, this choice makes sense, although it is understood that the turbulent scales
of mesoscale baroclinic eddies will nearly always be larger than this. It is for this reason that we emphasize that we
get to choose the characteristic scales, and there is no guarantee that our choice will be the best possible one, or
even a physically correct one.
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A simple example of this process is the rotating inviscid momentum equation
Du
Dt
+ f × u = −∇φ. (D.1)
Defining our scalings to be
x = Lxˆ (D.2)
u = U uˆ (D.3)
f = f fˆ (D.4)
t =
L
U
tˆ (D.5)
φ = U2φˆ, (D.6)
we may substitute each of them in to D.1 to obtain
U
fL
Duˆ
Dtˆ
+ fˆ × uˆ = −∇φˆ. (D.7)
Here we may define the familiar Rossby number Ro = U/fL, which represents the relative strengths
of the inertial force and Coriolis force. Based on the magnitude of Ro we can tell whether we
may drop the inertial term D/Dt. In the process of nondimensionalizing (D.1) and grouping the
dimensional terms together, we set all of the remaining terms to be of order unity; thus, if we
impose Ro  1, we are saying that the inertial term is much smaller than the others and may
be dropped from the equation. Physically, this means that the Coriolis force dominates, and the
resulting flow will be heavily constrained by the planetary rotation. Dropping the inertial term
leaves us with
f × u = −∇φ, (D.8)
the familiar equation for geostrophic balance.
Our research project on turbulent fluxes requires nondimensionalization for two reasons. The
first is that both rotation and stratification affect the evolution of baroclinic turbulence, and as
a result the turbulence may span an entire range of length scales. The second is that different
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numerical models use different grid resolutions, and it would be naive to diagnose eddy diffusivities
at one particular spatial scale and expect it to hold in every model and flow situation. Thus,
nondimensionalization gives us a way out, in that we can explore turbulence in a wide variety of
flow settings and unify the results through nondimensional parameters like the Rossby number.
D.1.1 Eady-like Stratification
We would like to use the same equations that our numerical model solves, so we begin with
the Boussinesq momentum, mass, and buoyancy conservation equations. For the Eady problem,
we nondimensionalize using the following scales:
x, y ∼ L z ∼ H
φ ∼ φ0 = max(UfL,U2) b ∼ φ0
H
u, v ∼ U t ∼ L
U
w ∼ φ0U
N2HL
.
We seek to nondimensionalize the equations in terms of the parameters
Ro =
U
fL
Ri =
N2f2
M4
λ =
δN
H
.
The Rossby number is as defined above. The Richardson number Ri expresses the importance of
mechanical and density effects in the fluid, effectively acting as a stability parameter. At small
Ri, the stratification is unimportant, and the flow may become unstable to shear instability. At
high Ri, the opposite is true; the flow will be very stable to shear, but in a situation with tilted
isopycnals there may be a tremendous amount of available potential energy to facilitate the growth
of baroclinic instability. Finally, in the exponential stratification case the parameter λ tells us how
quickly the stratification changes in relation to the fluid depth.
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In the Eady problem the momentum equation nondimensionalizes as
∂u
∂t
+ u · ∇u + w∂u
∂z
+ f × u = −∇φ
U2
L
∂u˜
∂t˜
+
U2
L
u˜ · ∇˜u˜ + U
2φ0
H2N2L
w˜
∂u˜
∂z˜
+ fU f˜ × u˜ = −φ0
L
∇˜φ˜
U
fL
∂u˜
∂t˜
+
U
fL
u˜ · ∇˜u˜ + U
fL
max(UfL,U2)
H2N2
w˜
∂u˜
∂z˜
+ f˜ × u˜ = −max
(
1,
U
fL
)
∇˜φ˜
Ro
∂u˜
∂t˜
+Ro u˜ · ∇˜u˜ + Ro
Ri
max
(
1,
1
Ro
)
w˜
∂u˜
∂z˜
+ f˜ × u˜ = −max (1, Ro) ∇˜φ˜
∂u˜
∂t˜
+ u˜ · ∇˜u˜ + 1
Ri
max
(
1,
1
Ro
)
w˜
∂u˜
∂z˜
+
1
Ro
f˜ × u˜ = −max
(
1,
1
Ro
)
∇˜φ˜.
The buoyancy equation nondimensionalizes as
∂b
∂t
+ u · ∇b+ w∂b
∂z
= 0
Uφ0
HL
∂b˜
∂t˜
+
Uφ0
HL
u˜ · ∇˜b˜+ Uφ0
N2HL
φ0
H2
w˜
∂b˜
∂z˜
= 0
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ φ0
N2H2
w˜
∂b˜
∂z˜
= 0
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ max
(
UfL,U2
)
N2H2
w˜
∂b˜
∂z˜
= 0,
which simplifies to
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ 1
Ri
max
(
1,
1
Ro
)
w˜
∂b˜
∂z˜
= 0.
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The mass conservation nondimensionalizes as
u · ∇u + ∂w
∂z
= 0
U
L
u˜ · ∇˜u˜ + φ0U
N2H2L
∂w˜
∂z˜
= 0
u˜ · ∇˜u˜ + φ0
N2H2
∂w˜
∂z˜
= 0
u˜ · ∇˜u˜ + max
(
UfL
N2H2
,
U2
N2H2
)
∂w˜
∂z˜
= 0
u˜ · ∇˜u˜ + 1
Ri
max
(
1,
1
Ro
)
∂w˜
∂z˜
= 0.
D.1.2 Exponential Stratification
We would like to consider two cases where the fluid is exponentially stratified with depth.
Partition the density into the sum of a constant background state plus some variation that depends
on depth, ρ = ρ0 + ρ˜(z). Then we note that
∂ρ
∂z
=
∂ρ˜
∂z
− g
ρ0
∂ρ
∂z
= − g
ρ0
∂ρ˜
∂z
=
∂b
∂z
.
We define exponential stratification to mean that δ−1N = −ρ−1 ∂ρ∂z , where δN is the density scale
height. The corresponding buoyancy goes as b = b0e
z/δN , where b0 = −g/ρ0. For the case with
exponential shear and stratification (but no β-effect), retain the same scales but adopt the new
buoyancy gradient scaling ∂b∂z ∼ φ0HδN .
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Because we have not changed any of the scalings used in the mass conservation equation, it nondi-
mensionalizes identically to the Eady case. For exponential shear, we introduce the new shear
scaling ∂u∂z ∼ UδN . Then the momentum equation nondimensionalizes as
∂u
∂t
+ u · ∇u + w∂u
∂z
+ f × u = −∇φ
U2
L
∂u˜
∂t˜
+
U2
L
u˜ · ∇˜u˜ + U
2φ0
HN2LδN
w˜
∂u˜
∂z˜
+ fU f˜ × u˜ = −φ0
L
∇˜φ˜
U
fL
∂u˜
∂t˜
+
U
fL
u˜ · ∇˜u˜ + U
fL
max(UfL,U2)
HN2δN
w˜
∂u˜
∂z˜
+ f˜ × u˜ = −max
(
1,
U
fL
)
∇˜φ˜
Ro
∂u˜
∂t˜
+Ro u˜ · ∇˜u˜ + H
δN
Ro
Ri
max
(
1,
1
Ro
)
w˜
∂u˜
∂z˜
+ f˜ × u˜ = −max (1, Ro) ∇˜φ˜
∂u˜
∂t˜
+ u˜ · ∇˜u˜ + λ
Ri
max
(
1,
1
Ro
)
w˜
∂u˜
∂z˜
+
1
Ro
f˜ × u˜ = −max
(
1,
1
Ro
)
∇˜φ˜.
226
The buoyancy equation nondimensionalizes as
∂b
∂t
+ u · ∇b+ w∂b
∂z
= 0
Uφ0
HL
∂b˜
∂t˜
+
Uφ0
HL
u˜ · ∇˜b˜+ Uφ0
N2HL
φ0
HδN
w˜
∂b˜
∂z˜
= 0
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ φ0
N2HδN
w˜
∂b˜
∂z˜
= 0
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ max
(
UfL
N2HδN
,
U2
N2HδN
)
w˜
∂b˜
∂z˜
= 0
This can be reduced to
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ λ
Ri
max
(
1,
1
Ro
)
w˜
∂b˜
∂z˜
= 0.
Using quasigeostrophic scaling, we naturally assume that the Rossby number is small enough
for the flow to be in near-geostrophic balance. Therefore we can take Ro < 1, in which case the
nondimensionalizations for each of the three cases is summarized as follows:
Eady
∂u˜
∂t˜
+ u˜ · ∇˜u˜ + 1
Ro Ri
w˜
∂u˜
∂z˜
+
1
Ro
f˜ × u˜ = − 1
Ro
∇˜φ˜
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ 1
Ro Ri
w˜
∂b˜
∂z˜
= 0
u˜ · ∇˜u˜ + 1
Ro Ri
∂w˜
∂z˜
= 0
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Exponentially-stratified
∂u˜
∂t˜
+ u˜ · ∇˜u˜ + λ
Ro Ri
w˜
∂u˜
∂z˜
+
1
Ro
f˜ × u˜ = − 1
Ro
∇˜φ˜
∂b˜
∂t˜
+ u˜ · ∇˜b˜+ λ
Ro Ri
w˜
∂b˜
∂z˜
= 0
u˜ · ∇˜u˜ + 1
Ro Ri
∂w˜
∂z˜
= 0
These respective forms of the nondimensionalization are revealing in a couple of ways. First,
as the scaling ratio λ = H/δN approaches zero (which is the case as the stratification scaling δN goes
to infinity), the exponential problem converges to a trivial form of the Eady problem. The buoyancy
scaling we used for these cases implies that, in this limit, we converge toward a single-layer fluid of
constant density (equivalent in the Boussinesq approximation to N2 = 0). Our scaling assumptions
for w then imply that the geostrophic velocity becomes horizontally non-divergent, and the system
will essentially reduce to two-dimensional flow.
With the information above, we would anticipate that the strength of the turbulence would
have to depend on some combination of the three parameters Ro, Ri, and λ (for the exponentially-
stratified case only). These parameters allow us to compare model results regardless of the grid
resolution, mean velocity, or stratification. Note that since the parameters are nondimensional
there is no reason to believe that turbulence scalings would have to depend on integer powers - it
is fully conceivable that decimal or fractional powers will appear in our scaling laws, so we must
make sure to account for this possibility.
