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A MODULE ISOMORPHISM BETWEEN H∗T (G/P )⊗H
∗
T (P/B) AND
H∗T (G/B)
ELIZABETH DRELLICH AND JULIANNA TYMOCZKO
Abstract. We give an explicit (new) morphism of modules between H∗
T
(G/P )⊗H∗
T
(P/B)
and H∗
T
(G/B) and prove (the known result) that the two modules are isomorphic. Our
map identifies submodules of the cohomology of the flag variety that are isomorphic to each
of H∗
T
(G/P ) and H∗
T
(P/B). With this identification, the map is simply the product within
the ring H∗
T
(G/B). We use this map in two ways. First we describe module bases for
H∗
T
(G/B) that are different from traditional Schubert classes and from each other. Second
we analyze a W -representation on H∗
T
(G/B) via restriction to subgroups WP . In particular
we show that the character of the Springer representation on H∗
T
(G/B) is a multiple of the
restricted representation of WP on H
∗
T
(P/B).
1. Introduction
In this paper we construct a large family of distinct bases for the equivariant cohomology
of the generalized flag variety. To do this we give an explicit formula for the Leray-Hirsch
isomorphism for the fibration of flag varieties P/B → G/B → G/P . The Leray-Hirsch
theorem says
H∗(P/B)⊗H∗(G/P ) ∼= H∗(G/B)
but does not provide an explicit map. In fact the procedure in the Leray-Hirsch theorem
sends classes through series of quotients, isomorphisms, and identifications in a spectral
sequence, so explicitly writing the output is challenging. Indeed, a prori the output of the
Leray-Hirsch map is a basis for the cohomology of the total space as a module over the
cohomology of the base space. We bypass these subtleties by choosing explicit bases of
Schubert classes for each cohomology module as a submodule of H∗(G/B) and proving the
isomorphism directly.
Moreover we solve this problem in equivariant rather than ordinary cohomology. The
equivariant cohomology of a variety is an enhanced version of the ordinary cohomology
ring that records information about an underlying group action on the variety. Certain
computational tools can make equivariant cohomology easier to construct than ordinary
cohomology, as well as permitting us to recover ordinary cohomology. (Knutson and Tao’s
work computing the structure constants of the equivariant and ordinary cohomology ring
of G(k, n) is one example of this principle [12].) These computational tools can be used
in many important cases, including generalized flag varieties G/B and partial flag varieties
G/P both with the left-multiplication action of the torus T ⊆ B ⊆ P .
Both authors were partially supported by NSF grant DMS–1248171. The second author was partially
supported by an Alfred P. Sloan Research Fellowship.
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We consider a presentation of the equivariant cohomology H∗T (G/B) due to Kostant and
Kumar [13] and use it to construct a module isomorphism between the tensor product
H∗T (G/P )⊗H
∗
T (P/B) and H
∗
T (G/B) all treated as modules over C[t
∗]. The map naturally
descends to a module isomorphism on the ordinary cohomology. The fact that these modules
are isomorphic is not new [6, Theorem 2.1]. But in Schubert calculus people want very
explicit answers—even down to specific numbers and elementary combinatorial formulas.
The main result of this paper is a pleasingly elementary identification of classes inside
H∗T (G/B) that realize Leray-Hirsch and provide a useful tool for fields like Schubert calculus
(see Theorem 4.3).
To construct our map, we identify each factor in the tensor product H∗T (G/P )⊗H
∗
T (P/B)
with a submodule ofH∗T (G/B). The bilinear module isomorphism is multiplication of classes
inside the ring H∗T (G/B). More precisely our main theorem states:
Theorem 1.1. Identify H∗T (G/P ) and H
∗
T (P/B) isomorphically with submodules of H
∗
T (G/B)
as described in Section 2.1. Then the multiplication map
p⊗ q 7→ pq
induces a bilinear isomorphism of modules
H∗T (G/P )⊗H
∗
T (P/B)
∼= H∗T (G/B).
Guillemin-Sabatini-Zara realize this isomorphism differently for a class of varieties called
GKM spaces, proving a combinatorial version of the Leray-Hirsch theorem for fibrations of
graphs associated to GKM spaces [9]. As an application, they show their results apply to
the map P/B → G/B → G/P in classical types [9, Section 5] and apply it to a number
of specific Grassmannians and symplectic varieties [10]. Establishing their hypotheses for
P/B → G/B → G/P in classical types takes longer than our direct proof for all types.
Indeed in their calculations they use an interesting basis whose elements are stable under
an action of the Weyl group. In a colloquial sense Guillemin-Sabatini-Zara’s basis is the
“opposite” of our flow-up classes, which are closer to the classes constructed from Morse
flows or Bialynicki-Birula decompositions.
We give two applications of our result in Section 4. First our explicit module isomor-
phism gives rise to a large collection of module bases of H∗T (G/B) indexed by the parabolic
subgroups B ( P ( G. An immediate corollary of the isomorphism is that if BG/P is any
module basis for H∗T (G/P ) and BP/B is any module basis for H
∗
T (P/B) then the products
{bb′ : b ∈ BG/P , b
′ ∈ BP/B} form a module basis for H
∗
T (G/B).
Theorem 1.2. Fix two distinct parabolic subgroups P 6= Q with B ( P,Q ( G. Let
BP denote the product basis of H
∗
T (G/B) obtained from the equivariant Schubert bases for
H∗T (G/P ) and H
∗
T (P/B), and similarly for BQ. Then the bases BP and BQ are distinct.
Theorem 4.3 proves this result for connected G and Corollary 4.4 generalizes the theorem
to disconnected G. One way to state the core problem of Schubert calculus is: analyze
combinatorially and explicitly the cohomology ring of a generalized flag variety G/B in
terms of the basis of Schubert classes. Thus these parabolic bases allow us to optimize the
choice of basis to make particular computations in Schubert calculus as simple as possible.
As another application we show how these bases can be used to analyze a well-known
action of W on H∗T (G/B) called the Springer representation. In particular Theorem 4.7
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says that the character of the restricted action of WP on H
∗
T (G/B) is the scalar multiple
|WP | · χ where χ is the character of the WP–representation on H
∗
T (P/B).
In Section 3 we prove Theorem 1.1 in the equivariant setting. Our proofs use what many
call GKM theory, after Goresky-Kottwitz-MacPherson’s algebraic–combinatorial description
of equivariant cohomology rings [8]. The GKM presentation comes with an explicit formula
for the Schubert classes that is due to Billey [3, Theorem 4] and Anderson-Jantzen-Soergel
[1, Remark p. 298]. These tools permit an elegant combinatorial and linear-algebraic proof
of Theorem 1.1. The result then descends to ordinary cohomology (see Corollary 3.7).
We are grateful to J. Matthew Douglass for showing us his work on both equivariant and
ordinary cohomology isomorphism and inspiring this proof; to Alexander Yong for useful
discussions; and to the anonymous referee for very helpful comments.
2. Background
We denote by G a complex reductive linear algebraic group and fix a Borel subgroup B.
We denote the maximal torus in B by T and the Weyl group associated to G/B by W . Let
P be any parabolic subgroup containing B.
LetWP denote the subgroup ofW associated to P . This is also a Weyl group, specifically
the Weyl group of P/B. For elements w ∈ W the length ℓ(w) refers to the minimal number
of simple reflections required to write w as a word in the generators {si : i = 1, 2, . . . , n}
of W . Let W P denote the subset of minimal-length coset representatives of W/WP . The
following fact is so essential to our work that we state it explicitly here; many texts give
proofs, including Bjo¨rner-Brenti [4, Lemma 2.4.3].
Proposition 2.1. Every minimal-length word for each element v ∈ W P ends in a simple
reflection si 6∈ WP .
2.1. Restricting to fixed points. We use a presentation of torus-equivariant cohomology
that is often referred to as GKM theory, after Goresky, Kottwitz, and MacPherson [7],
though key ideas are due to many others [2, 11, 5] (see [7, Section 1.7] for a fuller history).
For suitable spaces X the inclusion map of fixed points XT →֒ X induces an injection on
cohomology H∗T (X) →֒ H
∗
T (X
T ). Straightforward algebraic conditions determine the image
of the injection explicitly [5, Lemma 2.3], though we do not use them in this manuscript.
Through this map H∗T (X) →֒ H
∗
T (X
T ) we think of equivariant classes p ∈ H∗T (X) as col-
lections of polynomials in
⊕
v∈XT C[t
∗] ∼= H∗T
(
XT
)
. We use functional notation to describe
the elements p ∈ H∗T (X) meaning that for each v ∈ X
T we have p(v) ∈ C[t∗].
GKM theory applies to varieties likeG/B, G/P , and P/B that have only even-dimensional
ordinary cohomology [7, Theorem 14.1(1)]. In fact each of G/B, G/P , and P/B is a
CW-complex whose cells are Schubert cells indexed by the elements of W , W P , and WP
respectively. The fixed point sets of G/B, G/P , and P/B are also naturally isomorphic to
W , W P , and WP .
As modules over C[t∗] the equivariant cohomology of G/B, G/P , and P/B each have a
basis of (equivariant) Schubert classes that are again indexed by the elements of W , W P ,
and WP respectively. The restrictions σw(u) of each Schubert class σw to each fixed point
u are given explicitly by what we call Billey’s formula (see Section 2.2). The formula is
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the same in all three cases G/B, G/P , and P/B. Thus the map that sends the Schubert
class σw ∈ H
∗
T (G/P ) to the corresponding Schubert class σw ∈ H
∗
T (G/B) is a module
isomorphism onto its image, and similarly for P/B. We identify the images of H∗T (G/P )
and H∗T (P/B) in H
∗
T (G/B) with the modules H
∗
T (G/P ) and H
∗
T (P/B) themselves, so
H∗T (G/P )
∼= spanC[t∗]〈σv : v ∈ W
P 〉 ⊆ H∗T (G/B)
and
H∗T (P/B)
∼= spanC[t∗]〈σw : w ∈ WP 〉 ⊆ H
∗
T (G/B).
For G/P this inclusion is only a homomorphism of modules and not a homo-
morphism of rings.
The map H∗T (G/P )⊗H
∗
T (P/B)→ H
∗
T (G/B) that we consider is the ordinary product of
classes inside H∗T (G/B).
2.2. Billey’s formula. This section describes an explicit combinatorial formula for evalu-
ating the polynomial σv(u) in C[t
∗]. Anderson, Jantzen, and Soergel originally discovered
this formula [1]; Billey independently found it as well [3, Theorem 4]. While proven origi-
nally for G/B it also holds for G/P [16, Theorem 7.1] and P/B [14, Corollary 11.3.14]. Fix
a reduced word for u = sb1sb2 · · · sbℓ(u) and define r(i, u) = sb1sb2 · · · sbi−1(αbi). Then
(1) σv(u) =
∑
reduced words
v=sbj1
sbj2
···sbjℓ(v)

ℓ(v)∏
i=1
r(ji, u)

 .
Lemma 2.2. The polynomial σv(u) has the following properties:
(1) The polynomial σv(u) does not depend on the choice of reduced word for u [3, Theo-
rem 4].
(2) The polynomial σv(u) is homogeneous of degree ℓ(v) [3, Corollary 5.2].
(3) The polynomial σv(u) 6= 0 if and only if v ≤ u[13, Proposition 4.24] .
(4) For any u we have σe(u) = 1.
Example 2.3. Let G/B have Weyl group W = A2 and let u = s1s2s1 and v = s1. The
word v is found as a subword of s1s2s1 in the two places s1s2s1 and s1s2s1.
σv(u) = r(1, s1s2s1) + r(3, s1s2s1) = α1 + s1s2(α1) = α1 + α2
3. Main Theorem
This section proves the main theorem of the paper. First in the equivariant setting, and
then for ordinary cohomology, we prove that the module map from H∗(G/P )⊗H∗(P/B) to
H∗(G/B) induced by p⊗ q 7→ pq is a bilinear isomorphism of modules. We show this first
in the equivariant case by proving that it takes a module basis for H∗T (G/P )⊗H
∗
T (P/B) to
a module basis for H∗T (G/B). The non-equivariant case follows from the equivariant case.
Theorem 3.1. The set of Schubert class products {σvσw : v ∈ W
P , w ∈ WP} is a linearly
independent set over C[t∗].
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In this section we will prove Theorem 3.1 by arranging these products in the matrix
A = (σv(v
′w′)σw(v
′w′))(v,w),(v′,w′)∈WP×WP .
Our notational convention is to index rows by pairs (v, w) ∈ W P ×WP and columns by
pairs (v′, w′) also in W P ×WP .
We begin by establishing an order on W P × WP . The elements of both W
P and WP
are partially ordered by length; fix a total order on W P (respectively WP ) consistent with
this partial order and extend this lexicographically to all ofW P ×WP . For instance all rows
and columns corresponding to pairs in (e,WP ) come before any pair in (si,WP ).
For the remainder of this section we will consider the matrix A to have rows and columns
ordered as above. The proof of Theorem 3.1 is given in Section 3.2.
3.1. Key lemmas. We begin with two lemmas. The first will prove that given the above or-
dering of its rows and columns, the matrix A = (σv(v
′w′)σw(v
′w′)) is block upper-triangular.
The second lemma will construct a matrix M · vN where M is an invertible matrix and vN
is known to have linearly independent rows and columns. The main theorem will then show
how A and M · vN are related.
Lemma 3.2. The matrix A = (σv(v
′w′)σw(v
′w′))(v,w),(v′,w′)∈WP×WP is block upper-triangular.
Proof. Choose v, v′ ∈ W P . Consider the entries of A whose rows are indexed by pairs in
(v,WP ) and whose columns are indexed by pairs in (v
′,WP ). By construction this is a
square |WP | × |WP | block. Its entries are (σv(v
′w′)σw(v
′w′)) where w,w′ range over all of
WP . As established in Proposition 2.1, the last letter in every reduced word for v
′ ∈ W P is
a simple reflection si 6∈ WP . Thus every reduced word for v ∈ W
P inside v′w is contained
in the prefix v′. Therefore σv(v
′w′) = σv(v
′). By Property 3 of Billey’s formula σv(v
′) is
non-zero if and only if v ≤ v′ in the Bruhat order. Therefore whenever ℓ(v) ≥ ℓ(v′) and
v 6= v′ the entire block is zero. 
Example 3.3. Consider the parabolic subgroup WP = 〈s2〉 in the type A2 Weyl group
〈s1, s2〉. The minimal coset representatives are W
P = {e, s1, s2s1}. Let σWP denote the
collection {σw : w ∈ WP}. Then the blocks of the matrix A are


eWP s1WP s2s1WP
σeσWP ∗ ∗ ∗
σs1σWP 0 ∗ ∗
σs2s1σWP 0 0 ∗

.
Example 3.4. This example treats pairs v, v′ ∈ W P with the same length. Let WP be the
parabolic subgroup 〈s3〉 ⊂ 〈s1, s2, s3〉. The elements of W
P with length two are s1s2, s2s1,
and s3s2. The restriction of the matrix A to the diagonal block where v and v
′ both have
length two has form:


s1s2WP s2s1WP s3s2WP
σs1s2σWP ∗ 0 0
σs2s1σWP 0 ∗ 0
σs3s2σWP 0 0 ∗


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In the next lemma we show that the rows of the diagonal blocks of the matrix A are
linearly independent. It is not immediately obvious that the matrices in this lemma are in
fact the diagonal blocks; that result is part of the main theorem.
Lemma 3.5 (Linear independence of diagonal blocks). Fix v ∈ W P . Assume that the
elements of WP are ordered consistently with the partial order on length. Let M be the
matrix defined by
Mwu =
{
σwu−1(v) if u is a suffix of w
0 otherwise
where w, u ∈ WP . Define the matrix N by Nu,w′ = σu(w
′) for u, w′ ∈ WP . Consider the
algebra isomorphism v : C[t∗]→ C[t∗] induced from the action α 7→ v(α). Denote the image
of N under this action of v by vN .
Then the rows of the matrix M · vN are linearly independent over C[t∗].
Note that v does not permute the rows or columns of N . For computational clarity, the
isomorphism α 7→ v(α) is equivalent to the map tα 7→ tv(α) if one passes to t.
Proof. If ℓ(u) > ℓ(w) then by construction Mwu = 0. If ℓ(u) = ℓ(w) then Mwu = 0 unless
w = u. Therefore M is an upper-triangular matrix. The entries on the diagonal have the
form Mww = σe(v) = 1. Since 1 is a unit in C[t
∗] the matrix M is invertible.
We defined N = (σu(w
′))u,w′∈WP to be the matrix of Schubert classes in H
∗
T (P/B). The
rows of N are the Schubert class basis for H∗T (P/B) so the rows and columns of the matrix
N are linearly independent. The function v acts on N by sending each α to v(α). This
operation is invertible and so preserves linear independence of the matrix rows. Thus the
new matrix vN also has linearly independent rows.
Since M is invertible over C[t∗] and vN has linearly independent rows over C[t∗] the rows
of the matrix product M · vN are also linearly independent over C[t∗]. 
3.2. Proof of Theorem 3.1. We now show that each of the diagonal blocks of A identified
in Lemma 3.2 is a scalar multiple of the matrix M · vN defined by Lemma 3.5. This proves
that the rows of matrix A are linearly independent and thus the collection of Schubert class
products {σvσw : v ∈ W
P , w ∈ WP} is linearly independent over C[t
∗].
Proof. Consider the matrix A = (σv(v
′w′)σw(v
′w′))(v,w),(v′,w′)∈WP×WP with rows and columns
ordered lexicographically subordinate to the length partial order on W P and WP described
above.
Partition the matrix A into blocks according to the pairs v, v′ ∈ W P . Lemma 3.2 proved
that A is block-upper-triangular with this partition. Now consider the blocks along the
diagonal, namely the blocks of the form
(σv(vw
′)σw(vw
′))w,w′∈WP = σv(v) · (σw(vw
′))w,w′∈WP
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for each v ∈ W P . Proposition 3 of Billey’s formula guarantees that σv(v) is non-zero so it
suffices to consider the matrix (σw(vw
′))w,w′∈WP . We will show that
(σw(vw
′))w,w′∈WP = M · vN
where M and vN are the matrices of Lemma 3.5. Multiplying matrices gives
M · vN =

 Mwu


u ranges over WP
w
ra
n
g
e
s
o
v
e
r
W
P 
 v(σu(w′))


w′ ranges over WP
u
ra
n
g
e
s
o
v
e
r
W
P
=

 ∑
u∈WP
Mwu · v(σu(w
′))


w′ ranges over WP
w
ra
n
g
e
s
o
v
e
r
W
P
We now show that for any w,w′ ∈ WP the polynomial σw(vw
′) can be decomposed as the
sum
∑
u∈WP
Mwu ·v(σu(w
′)) . Consider Billey’s formula for σw(vw
′) and group terms according
to which part of w is a subword of v and which part is a subword of w′. More precisely:
σw(vw
′) =
∑
u a suffix
of w
part of w found in v︷ ︸︸ ︷
σwu−1(v) · vσu(w
′)︸ ︷︷ ︸
part of w found in w′
By construction ofM this is
∑
u∈WP
Mwu ·v(σu(w
′)). Therefore the matrix (σw(vw
′))w,w′∈WP
is equal to M · vN as desired.
By Lemmas 3.2 and 3.5 the rows of the matrix A are linearly independent over C[t∗].
Thus the Schubert class products {σvσw : v ∈ W
P , w ∈ WP} are linearly independent over
C[t∗]. 
Using Theorem 3.1 we can prove Theorem 1.1 in the equivariant setting.
Theorem 3.6. The map p⊗ q 7→ pq induces a bilinear isomorphism of modules
H∗T (G/P )⊗H
∗
T (P/B)
∼= H∗T (G/B).
Proof. For any pair (v, w) ∈ W P × WP the polynomial degree of the homogeneous class
σvσw is ℓ(v) + ℓ(w) just like that of σvw. The map W
P ×WP → W given by (v, w) 7→ vw
is a bijection [4] and induces a bijection σvσw 7→ σvw which preserves polynomial degree.
Thus the set {σvσw : v ∈ W
P , w ∈ WP} contains the correct number of elements of each
polynomial degree to be a basis of H∗T (G/B).
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By Theorem 3.1 the set {σvσw : v ∈ W
P , w ∈ WP} is also linearly independent over
H∗T (pt). Thus it is a basis for H
∗
T (G/B). 
The equivariant isomorphism induces a similar isomorphism in ordinary cohomology, es-
sentially by Koszul duality. We confirm this below, re-deriving the Leray-Hirsch isomor-
phism. (Note that not all equivariant results immediately descend to ordinary cohomology;
see for instance Theorem 4.3.)
Corollary 3.7. The map p⊗ q 7→ pq induces a bilinear isomorphism of modules
H∗(G/P )⊗H∗(P/B) ∼= H∗(G/B).
Proof. Let M ⊆ C[t∗] be the augmentation ideal, namely M = 〈α1, α2, . . . , αn〉. Recall
that the ordinary cohomology is the quotient H∗(X) ∼=
H∗
T
(X)
MH∗
T
(X)
when X satisfies certain
conditions, for instance, if X has no odd-dimensional ordinary cohomology [7]. Consider
the two projections
H∗T (G/P )⊗C[t∗] H
∗
T (P/B)→
H∗T (G/P )⊗C[t∗] H
∗
T (P/B)
M
(
H∗T (G/P )⊗C[t∗] H
∗
T (P/B)
)
and
H∗T (G/P )⊗C[t∗] H
∗
T (P/B)→
H∗T (G/P )
MH∗T (G/P )
⊗C[t∗]
H∗T (P/B)
MH∗T (P/B)
.
If a ⊗ b ∈ H∗T (G/P )⊗C[t∗] H
∗
T (P/B) and m ∈ M then m(a ⊗ b) = (ma)⊗ b = a ⊗ (mb) so
the kernels of the two projections agree. It follows that we have an isomorphism
H∗T (G/P )⊗C[t∗] H
∗
T (P/B)
M
(
H∗T (G/P )⊗C[t∗] H
∗
T (P/B)
) ∼= H∗T (G/P )
MH∗T (G/P )
⊗C[t∗]
H∗T (P/B
MH∗T (P/B)
.
The map φ : H∗T (G/P )⊗C[t∗] H
∗
T (P/B)→ H
∗
T (G/B) is an isomorphism of C[t
∗]-modules so
it commutes with taking the quotient by the augmentation MH∗T (G/B). Combining these
results gives
H∗T (G/P )
MH∗T (G/P )
⊗C[t∗]
H∗T (P/B)
MH∗T (P/B)
∼=
H∗T (G/B
MH∗T (G/B)
or in other words H∗(G/P )⊗H∗(P/B) ∼= H∗(G/B). 
4. Applications
The parabolic basis BP = {σvσw : v ∈ W
P , w ∈ WP} is generally not the Schubert basis.
In fact we will show that, with the exception of P = G and P = B, each of the bases BP
is distinct not only from the Schubert basis but from any other parabolic basis as well. As
with different bases of symmetric functions, this is a useful computational tool. As another
application we compute the character of a particular Springer representation.
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4.1. The parabolic basis BP . We begin with an example illustrating that the basis BP is
not the Schubert basis.
Example 4.1. We again use the A2 example WP = 〈s2〉 and W
P = {e, s1, s2s1}. Four of
the classes in BP are also Schubert classes:
1
1
1
1
1
1
σeσe = σe
0
0
α1 + α2
α1 + α2
α2
α2
σeσs2 = σs2
0
α1
α1
α1 + α2
α1 + α2
0
σs1σe = σs1
0
0
0
α2(α1 + α2)
α2(α1 + α2)
0
σs2s1σe = σs2s1
The remaining two classes are not Schubert classes.
0
0
α1(α1 + α2)
(α1 + α2)
2
α2(α1 + α2)
0
σs1σs2
6=
0
0
α1(α1 + α2)
α1(α1 + α2)
0
0
σs1s2
0
0
α1α(α1 + α2)0
α2(α1 + α2)
2
(α2)
2(α1 + α2)
0
σs2s1σs2
6=
0
0
α1α(α1 + α2)0
α1α2(α1 + α2)
0
0
σs2s1s2
The class σs1σs2 is equal to σs1s2 + σs2s1 and the class σs2s1σs1 is equal to σs1s2s1 + α2σs2s1.
A Schubert class σw could appear in one of these parabolic bases even if the word w is
contained in neither the parabolic subgroup nor the set of minimal coset representatives. If
the class σw does appear in the basis, we know exactly which Schubert classes are multiplied
together to obtain it.
Lemma 4.2. Fix a parabolic P and suppose that v ∈ W P , w ∈ WP . If the product class
σvσw is equal to a single Schubert class σu then u = vw is the parabolic decomposition of u.
This lemma is a consequence of a result of Reiner, Woo, and Yong [15, Lemma 2.2]. We
give a different proof.
Proof. If σvσw = σu then ℓ(v) + ℓ(w) = ℓ(u) since both sides must have the same polyno-
mial degree. For any u′ 6≥ u at least one of σv(u
′), σw(u
′) must be zero since the product
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σv(u
′)σw(u
′) is zero. By construction ℓ(v) + ℓ(w) = ℓ(vw) and by Property 3 of Billey’s for-
mula σv(vw) and σw(vw) are both nonzero. Thus σu(vw) is nonzero, implying that vw ≥ u.
But vw has the same length as u so the two words must be equal. 
Both BG and BB are the classical Schubert basis. Since WG = W
B = W every class in
BG has the form σeσw = σw and every class in BB has the form σvσe = σv. However all
other parabolic bases are distinct. For the sake of clarity we prove the result first in the
case when G is connected and then for general reductive linear algebraic groups G.
Theorem 4.3. Assume that the Dynkin diagram for W is connected. With the exception
of P = G and Q = B, distinct parabolics P and Q have distinct bases BP and BQ for
H∗T (G/B).
Proof. Neither P nor Q is B so there is at least one simple reflection in each of WP and
WQ. We also assume that P 6= Q so at least one of WP and WQ contains a simple reflection
that the other does not. Without loss of generality assume that there is at least one simple
reflection in WP \ WQ. Consider all paths in the Dynkin diagram between simple roots
corresponding to reflections in WQ and simple roots corresponding to reflections in WP \
WQ. Choose a minimal-length such path and denote the endpoints by αi and αj where αi
corresponds to si ∈ WP \WQ and αj corresponds to sj ∈ WQ. Let vR be the word sjvsi
corresponding to that path. The path is minimal so the word v contains no reflections in
WP or WQ.
Since vR ∈ W is a word whose letters si1si2 ...sik are the simple reflections in order corre-
sponding to the vertices of a path in the Dynkin diagram, the letters sij and sij+1 do not
commute. Each reflection occurs at most once so no braid moves can be performed on vR.
Thus vR has no other factorization into simple reflections in W .
Consider the factorization of vR in each of W
PWP and W
QWQ. Since vR has a unique
minimal word this factorization simply splits vR into a prefix and a suffix, with the prefix
ending in the rightmost occurrence of sk 6∈ WP respectively WQ. In particular the reflection
si is not in WQ so vR ∈ W
Q. If v 6= e then similarly sjv ∈ W
P and si ∈ WP .
We will show that either the Schubert class corresponding to vR is in BQ or the Schubert
class corresponding to sisj is in BP . The two bases BP and BQ are equal only if σvR appears in
BP or σsisj appears in BQ respectively. Lemma 4.2 showed that the only way that σaσb ∈ BP
could equal σvR is if ab = vR and similarly for σsisj . We will then evaluate at particular
Weyl group elements to prove that the classes cannot be equal.
The cases we consider are:
Case 1. If sj 6∈ WP then σvR is in BQ and σsjvσsi ∈ BP .
Case 2. If sj ∈ WP then
a if vR = sjvsi for v 6= e then σvR is in BQ and σsjvσsi ∈ BP .
b if vR = sjsi then σsisj is in BP and σsiσsj ∈ BQ.
Case 1. To see that σvR 6= σsjvσsi we compare their values at sjvsisjv. We could
prove that sjvsisjv is reduced by an argument involving relations like the one with which
we proved vR has a unique reduced word; alternatively we could observe that sjvsisjv is
reduced because it is in Bjo¨rner-Brenti’s normal form [4, Proposition 3.4.2] (with roots
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ordered in the same order as the path from αi to αj). On the one hand
σvR(sjvsisjv) = σsjv(sjv)sjv(αi) = σvR(vR).
On the other hand
σsjv(sjvsisjv)·σsi(sjvsisjv) =
(
σsjv(sjv) + sjvsiσsjv(sjv) + other non-negative terms
)
·sjv(αi)
which is σvR(vR) + something positive. This proves the claim in this case.
Case 2a. In this case we evaluate the classes at sisjvsi which is reduced by the previous
argument. In BQ we have σvR(sisjvsi) = si(σvR(vR)) while in BP we have
σsjv(sisjvsi) · σsi(sisjvsi) = si(σsjv(vR)) · (αi + sisjv(αi)).
Again this equals si(σvR(vR)) + something positive. The claim holds in this case, too.
Case 2b. We look at the classes corresponding to sisj. The word sisj is contained in WP
and decomposes into si ∈ W
Q and sj ∈ WQ. Evaluating at the reduced word sjsisj gives
σsi(sjsisj) · σsj (sjsisj) = sj(αi) · (αj + sjsi(αj))
but σsisj (sjsisj) = sj(αi) · sjsi(αj).
These are unequal which proves the theorem. 
This result easily extends to the case of the general complex reductive linear algebraic
group.
Corollary 4.4. Suppose that G is not connected and denote the corresponding factorization
of W by W = W1 ×W2 × · · · ×Wk. Suppose that P and Q are parabolics. Then the bases
BP and BQ are different bases of H
∗
T (G/B) if and only if for some factor Wi
• WP ∩Wi differs from WQ ∩Wi and
• at least one of WP ∩Wi and WQ ∩Wi is a nonempty proper subset of Wi.
Proof. If W can be factored as W = W1 ×W2 × · · · ×Wk then the cohomology classes in
H∗T (G/B) are products p1×p2×· · ·×pk where pi is in the equivariant cohomology of the flag
variety Gi/Bi corresponding to Wi for each i ∈ {1, 2, . . . , k}. Two classes p1 × p2 × · · · × pk
and q1 × q2 × · · · × qk are equal if and only if pi = qi for each i. As long as Theorem 4.3
holds for one factor i the bases BP and BQ are distinct. This is precisely the content of the
two conditions.
Conversely suppose that for each Wi either WP ∩Wi = WQ ∩Wi or both are in the set
{Wi, {e}}. Let BPi be the basis of H
∗
T (Gi/Bi) corresponding to the parabolic with Weyl
group WP ∩Wi. Then BP = BP1 × BP2 × · · · × BPk and BQ = BQ1 × BQ2 × · · · × BQk . If
WP ∩Wi = WQ ∩Wi then BPi = BQi . If both are in {Wi, {e}} then both BPi and BQi are
the Schubert basis for H∗Ti(Gi/Bi). In all cases BP = BQ as desired. 
Remark 4.5. The proof of Theorem 4.3 does not immediately extend to ordinary cohomol-
ogy. Consider Example 4.1, which described WP = 〈s2〉 in type A2. The basis in that case
is
BP = {σe, σs1, σs2 , σs2s1, σs1s2 + σs2s1, σs1s2s1 + α2σs2s1}.
If WQ = 〈s2〉 then the basis BQ is the set of classes
BQ = {σe, σs1 , σs2, σs1s2 , σs1s2 + σs2s1 , σs1s2s1 + α1σs1s2}.
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The highest degree element in each basis differs in equivariant cohomology but both project
to σs1s2s1 in ordinary cohomology using the map in Corollary 3.7. In particular the local-
izations of two basis elements could differ in equivariant cohomology but agree in ordinary
cohomology, so the previous proof does not immediately apply to ordinary cohomology.
Nonetheless one basis contains σs1s2 while the other contains σs2s1. In other words BP
and BQ are distinct bases for H
∗(G/B) even though the previous proof does not hold. This
leads us to the following conjecture.
Conjecture 4.6. The bases BP and BQ are distinct for P,Q distinct parabolics not equal
to B in the ordinary cohomology. In other words Theorem 4.3 holds for H∗(G/B) as well
as H∗T (G/B).
4.2. Representations of WP . In this section we use the parabolic basis of H
∗
T (G/B) to
describe explicitly the character of an action of WP on H
∗
T (G/B). This group action is
in fact the restriction of a well-known Weyl group action on H∗T (G/B) called Springer’s
representation; Kostant and Kumar first studied the presentation we use here [13, see Section
4.17 and Proposition 4.24.g].
Kostant and Kumar showed that the Weyl group acts as a collection of algebra homo-
morphisms on the equivariant cohomology H∗T (G/B) according to the rule that if w ∈ W
and p ∈ H∗T (G/B) then the class w · p is given, in terms of its localizations, by:
(w · p)(v) = p(vw−1) for each v ∈ W.
We restrict this action to an arbitrary parabolic subgroup WP of W .
Theorem 4.7. Fix a subset P of simple roots in ∆. Let mP = |WP |. Let χP denote the
character of the restriction to WP of Kostant-Kumar’s action of W on H
∗
T (G/B). Then
χP = mPχ
where χ is the character of Kostant-Kumar’s action of WP on H
∗
T (P/B).
Proof. Consider the basis {σwσv : w ∈ W
P , v ∈ WP} from the previous section. Choose
any simple reflection si ∈ WP and consider the image si · (σw′σv′) of si acting on the basis
element σw′σv′ . Kostant-Kumar’s action is a map of algebras so
si · (σw′σv′) = (si · σw′)(si · σv′).
No reduced word for w ∈ W P ends in si. For each u ∈ W we conclude by Billey’s formula
that
σw′(usi) = σw′(u).
Hence si · σw′ = σw′ and so for all si, v
′ ∈ WP and all w
′ ∈ W P we have
si · (σw′σv′) = σw′(si · σv′).
It follows that for each v′′ ∈ WP we have v
′′·(σw′σv′) = σw′(v
′′·σv′). In particular χP = |WP |χ
since the coefficient of σw′σv′ in the expansion v
′′ · (σw′σv′) in terms of the basis {σwσv} is
the same as the coefficient of σv′ in the expansion of v
′′ · σv′ in terms of the basis {σv}. 
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