In [1] L.Birbrair and M.Denkowski showed that C 1 smooth point of a planar curve is reached by its medial axis if and only if the curve is superquadratic at that point. This paper contains another proof of this theorem generalized onto definable subsets of R n of arbitrary dimension.
Abstract
In [1] L.Birbrair and M.Denkowski showed that C 1 smooth point of a planar curve is reached by its medial axis if and only if the curve is superquadratic at that point. This paper contains another proof of this theorem generalized onto definable subsets of R n of arbitrary dimension.
Preliminaries
In this section we define basic objects which are of our interest and recall their properties proved in [1] .
Throughout the paper definable means definable in some polynoially bounded o-minimal structure expanding the field of reals R.
For a closed subset X of R n endowed with euclidean metric, we define the distance of a point a ∈ R n from X by d(a, X) := inf{d(a, x)| x ∈ X}, which allows us to define the set of closest points of X to a by m(a) := {x ∈ X| d(a, X) = a − x }. The main object discussed in this paper is the Medial axis of X, that is the set of points of R n admitting more than one closest point to the set X i.e. M X := {a ∈ R n | #m(a) > 1} There are also two sets closely related to the medial axis which are of special interest to us. Namely the normal set of x ∈ X:
and the univalued normal set of x ∈ X:
As was shown in [1] Proposition 2.1. For a definable set X ⊂ R n and x ∈ X
Where the limsup means the Kuratowski upper limit.
Superquadracity
Let us extend the notion of the superquadratic set introduced in [1] on definable subsets of R n of any dimension.
Definition 3.1 (Superquadracity). Let X be a definable set in R k x × R n−k y of dimension k with a tangent cone at the origin C 0 (X) = R k × {0}. We say that X is superquadratic at the origin iff the function g(ε) := max (x,y)∈X, x =ε y = aε α + o(ε α ) for some α ∈ (0, 2), a = 0.
It is worth saying explicite, that for a definable X the function g is also definable.
Proposition 3.2 (Superquadratic Projection). Let X be a definable set in R n of dimension k and let π i : R n → R k+1 be a natural projection onto first k and (k + i)th coordinate. Then X is superquadratic at 0 if and only if there exists i ∈ {1, . . . , n − k} such that π i (X) is superquadratic at 0.
Proof. Sufficiency of the condition is obvious, we'll prove its necessity.
Assume that X is superquadratic at the origin. We can write max (x,y)∈X, x =ε y = aε α +o(ε α ) for some α ∈ (0, 2), a = 0.
On the other hand
Note that every π i (X) is a definable set and max (x,y)∈X, x =ε |y i | = max (x,y i )∈π i (X), x =ε |y i |.
As was mentioned before each g i (ε) := max (x,y)∈X, x =ε |y i | is a definable function defined in a neighbourhood of 0, thus for a neighbourhood small enough there exists j such that g j ≥ g i . We can estimate max (x,y)∈X, x =ε
x =ε |y i | has to be of the formãεα + o(εα) for someα ∈ (0, 2),ã = 0. Which proves the superquadracity of π i (X).
Since rotations are norm preserving, we can easily derive following
. Then X is superquadratic at the origin iff there exists a (k + 1)-dimensional vector subspace V ⊂ R n containing C 0 (X), such that orthogonal projection of X on V is superquadratic.
Proposition 3.4 (Intersection With Balls). Let X be a definable set in R n of pure dimension k. Assume that C 0 (X) = R k × {0} and that X is superquadratic at 0, then there exists vector v ∈ C 0 (X) ⊥ of norm equal to 1 such that for all r > 0 the intersection B(rv, r) ∩ X is not empty.
Proof. If codimX = 1 then this is obvious.
Since C 0 (X) = R k × {0}, we know that for some neighbourhood of the origin k i=1 x 2 i > n i=k+1 x 2 i . Since the notion of superquadraticity is local, by shrinking X we can assume that the inequality holds for all x ∈ X Assume that codimX > 1 then there exists i ∈ {1, . . . , codimX} such that π i (X) is superquadratic at the origin. We will show that for v = e k+i -(k + i)th vector from the canonical basis of R n the assertion holds. Take r > 0, we need to show that there exists x ∈ B(rv, r) ∩ X.
Since π i (X) is superquadratic there existsṽ ∈ T 0 π i (X) ⊥ = {0} k × R such that for allr > 0 the intersection B(rṽ,r) ∩ X is not empty. Without loss of generality we can assumeṽ = (0, . . . , 0, 1). Taking r = 1 2 r we obtain B( 1 2 rṽ, 1 2 r) ∩ π i (X) not empty. In other words there exists (
Main Result
Theorem 4.1 (Main theorem). Let X be a definable set in R n such that 0 ∈ Sng 2 X ∩ Reg 1 X. Then 0 ∈ M X if X is superquadratic at the origin.
Proof. Denote by k := dim X, and rotate the coordinate system in such a manner that T 0 (X) = R k × {0} n−k . (warunek jest juz w definicji nadkwadratowosci)
By the Lemma 3.4 we know that there exists v ∈ N 0 X ∩ S n−1 such that for all r > 0, B(rv, r) ∩ X = ∅. That means N (0) ∩ R + v = {0}.
Since 0 ∈ Reg 1 X there exists a neighbourhood of the origin U such that for all U ∩ X ⊂ Reg 1 X.
Observe that due to dim T x X ⊥ +dim(T 0 (X)+Rv) > n for
Assume that 0 / ∈ M X then there exists ε > 0 such that B(0, 2ε) ∩ M X = ∅. Since M X = x∈X N (x)\N (x), for x ∈ B(0, ε) ∩ Reg 2 X the set N (x) has to contain a sphere of radius ε (of dimension n − k).
The set Reg 2 X is dense in X, thus we are able to choose a sequence x n ∈ Reg 2 X ∩ U with x n → 0 and all N (x n ) containing a sphere of radius ε.
Denote by s n the element of the intersection V (x n ) ∩ εS for which scalar product < s n , v > is greater than 0. By choosing a subsequence we can assume that s n → s ∈ εS. Clearly N (x n ) s n + x n → s + 0 so s ∈ lim sup X x→0 N (x). Moreover, by the choice of s n it is easy to observe that s ∈ T 0 X + Rv.
Proposition 2.2 from [1] gives us lim sup X x→0 N (x) ⊂ N (0), and that means s ∈ N (0)
The opposite implication remains true if X is a definable curve.
Theorem 4.2. Under the assumptions of previous Theorem, if X is a definable curve with a tangent cone at the origin equal to R × 0 and 0 ∈ M X ∩ X then X is superquadratic at the origin.
Proof. Since 0 ∈ Reg 1 X we can describe it as a graph of a function F : R x → (f 1 (x), . . . , f n−1 (x)) ∈ R n−1 . Divide F onto to parts, F + = F |(0, ε), F − = F |(−ε, 0) and denote respectively their components by f i,+ , f i,− . According to Proposition 3.2 none of the f i is superquadratic. It means that for any i we can write f i,
In this case we can extend every branch to a C 2 function through zero. It follows that both F + and F − admit C 2 extension through zero. Thus we can roll a ball of fixed radius around X at any point. This ends the proof.
The case of higher dimensional sets is not that simple. We have |y| < x 3 , x > 0 2x 2 |y| − x 5 , |y| ≥ x 3 , x > 0 0,
x < 0
As one can easily check, f is C 1 smooth, and its graph is not superquadratic at any point of R 3 . The part of the graph above y < |x 3 | is exactly a part of a cone C rotated in such a manner that the x-axis belongs to it. Since every point (x, 0) belongs to |y| < x 3 with some neighbourhood, there is a neighbourhood of point (x, 0, 0) in the graph that comes from the rotated cone C. Consequently for any x > 0 we have (x, 0, x) = N ((x, 0, 0))\N ((x, 0, 0)) ∈ M X . Taking any sequence x n → 0 we obtain 0 ∈ M X ∩ X.
