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Abstract
For n ≥ 3 and 0 < ǫ ≤ 1, let Ω ⊂ Rn be a bounded smooth domain and uǫ : Ω ⊂ R
n → R2
solve the Ginzburg-Landau equation under the weak anchoring boundary condition:{
−∆uǫ =
1
ǫ2
(1− |uǫ|
2)uǫ in Ω,
∂uǫ
∂ν
+ λǫ(uǫ − gǫ) = 0 on ∂Ω,
where the anchoring strength parameter λǫ = Kǫ
−α for some K > 0 and α ∈ [0, 1), and
gǫ ∈ C
2(∂Ω, S1). Motivated by the connection with the Landau-De Gennes model of nematic
liquid crystals under weak anchoring conditions, we study the asymptotic behavior of uǫ as
ǫ goes to zero under the condition that the total modified Ginzburg-Landau energy satisfies
Fǫ(uǫ,Ω) ≤M | log ǫ| for some M > 0.
1 Introduction
Given a bounded smooth domain Ω ⊂ Rn with n ≥ 2, the Ginzburg-Landau energy for a map
u : Ω→ R2 is defined by
Eǫ(u,Ω) =
∫
Ω
eǫ(u), with eǫ(u) ≡
1
2
|∇u|2 +
1
4ǫ2
(1− |u|2)2 and 0 < ǫ ≤ 1.
Since the pioneering work by Brezis-Bethuel-Helein [4, 5] in dimension n = 2, there have been
extensive studies on the asymptotic behavior of minimizers or critical points uǫ of the Ginzburg-
Landau energy Eǫ in Ω, under the Dirichlet boundary condition gǫ, as ǫ goes to zero. Note that
any such uǫ is a smooth solution of the Ginzburg-Landau equation under the Dirichlet boundary
condition: {
−∆uǫ =
1
ǫ2
(1− |uǫ|
2)uǫ in Ω,
uǫ = gǫ on ∂Ω.
(1.1)
Among other results, it was shown in [4, 5] that for energy minimizers when n = 2, if gǫ =
g ∈ C∞(∂Ω,S1) and deg(g) = d, then there exists a vortex set Σ∗ ⊂ Ω of exactly |d| points
and a smooth harmonic map u∗ ∈ C
∞(Ω \ Σ∗,S
1), with u∗ = g on ∂Ω, such that after taking a
subsequence, uǫ → u∗ in C
∞
loc(Ω\Σ∗,R
2)∩W 1,p(Ω,R2) for any 1 ≤ p < 2. (See also Struwe [33, 34].)
A similar result holds for general solutions uǫ of (1.1), with Σ∗ having finite but not necessarily
1
|d| points, provided Eǫ(uǫ,Ω) ≤ C| log ǫ|. When n ≥ 3, the asymptotic behavior of minimizing
solutions uǫ to (1.1) has been studied by Rivie`re [29] (n = 3), Lin-Rivie`re [22, 23], Sandier [30]
(n = 3), Alberti-Baldo-Orlandi [2] and Jerrard-Soner [20]. It was shown that the vortex set Σ∗ is
(n−2)-dimensional area minimizing, with ∂Σ∗ ⊂ ∂Ω, and uǫ → u∗ in C
∞
loc(Ω\Σ∗,R
2)∩W 1,p(Ω,R2)
for 1 ≤ p < n
n−1 . The asymptotic behavior of non-minimizing solutions to (1.1) has been studied
by Lin-Rivie`re [24] for n = 3 and Brezis-Bethuel-Orlandi [6, 7] for n ≥ 3, in which the vortex set
Σ∗ ⊂ Ω is shown to be a (n− 2)-rectifiable set. We would also like to mention the extensive studies
for the Ginburg-Landau equation with magnetic fields by Sandier-Serfaty [31].
The Ginzburg-Landau equation under the weak anchoring boundary condition arises, if we
impose the boundary behavior through the addition of a surface energy term into Eǫ:
Fǫ(u,Ω) =
∫
Ω
1
2
|∇u|2 +
1
4ǫ2
(1− |u|2)2 +
λǫ
2
∫
∂Ω
|u− gǫ|
2, (1.2)
where λǫ > 0 is called an anchoring strength parameter. It is readily seen that the Euler-Lagrange
equation for a critical point uǫ of Fǫ is{
−∆uǫ =
1
ǫ2
(1− |uǫ|
2)uǫ in Ω,
∂uǫ
∂ν
+ λǫ(uǫ − gǫ) = 0 on ∂Ω.
(1.3)
Here ν denotes the unit outward normal of ∂Ω.
This type of boundary value problem is closely related to interesting problems arising from
the study of bulk nematic liquid crystals with oil droplets or nano-particles included (see, for
example, Kleman-Lavrentovich [21]), where the boundary behavior at the interface between the
droplet and the bulk nematic liquid crystals is usually constrained by surface energies rather than
a prescribed Dirichlet data (called the strong anchoring condition). Recall that one of the most
universal models to describe nematic liquid crystals is the Landau-De Gennes model [14, 28], in
which De Gennes proposed to represent non-oriented direction fields of liquid crystals by symmetric
traceless n × n matrix-valued functions Q(x), called Q-tensors. Note that the two widely used
simplified models – the Oseen-Frank model [19] and the Ericksen model [16], which utilize unit
vector fields d : Ω → Sn−1 to describe nematic liquid crystals, can be embedded into the Landau-
De Gennes model via the identification Q(x) = s(d⊗ d− 1
n
In), s ∈ R, called the uniaxial Q-tensor.
Recall that a simplified version of the Landau-De Gennes functional, with weak anchoring boundary
conditions, takes the form [21, 28]:
ELdG(Q) =
∫
Ω
(1
2
|∇Q|2 +
1
L
fb(Q)
)
dx+W
∫
∂Ω
1
2
|Q−Q0|2 dHn−1,
where L > 0 is the elasticity constant, W > 0 is the relative anchoring strength constant, Q0 is
a prescribed Q-tensor function preferred by liquid crystal materials on ∂Ω, and the bulk potential
function
fb(Q) = −
a
2
tr(Q2)−
b
3
tr(Q3) +
c
4
tr2(Q2)− d,
which penalizes Q for not being uniaxial. In fact, if a, b, c > 0 and d is chosen so that min fb = 0,
then fb is minimal iff
Q = s+(d⊗ d−
1
n
In),
for some specific scalar parameter constant s+ = s+(a, b, c) > 0. Similar to the fact that the
Ginzburg-Landau energy Eǫ approximates the Dirichlet energy of harmonic maps to S
1, the Landau-
De Gennes functional is a relaxation of the Dirichlet energy of harmonic maps to the space of
2
uniaxial Q-tensor fields. For a planar sample (n = 2) where the director field lies in the same plane
of the sample, Majumdar [26] and Ball-Zarnescu [9, 10] showed equivalence between the Landau-
De Gennes model for 2 × 2 Q-tensor fields and the Ginzburg-Landau model for complex-valued
functions. In particular they showed that in dimension n = 2, any vortex of integer degree k in a
solution to the Ginzburg-Landau energy corresponds to a vortex of degree k2 in a solution to the
Q-tensor functionals. Such a vortex can also be viewed as the cross-section of a disclination line
singularity in dimension three. If the director field is not constrained to be planar, the issue that
is studied is the asymptotics of minimizers QL of the Landau-De Gennes functional ELdG among
functions valued in the space of 3 × 3 trace-free matrices, as L → 0. In [3] Bauman, Park, and
Phillips analyzed minimizers for this energy in dimension n = 2 among 3 × 3 trace-free Q-tensor
fields in which ~e3 is an eigenvector, which models thin films; they showed that for L sufficiently
small and appropriate Dirichlet data, all vortices of minimizers have degree 12 . The asymptotics of
minimizers QL of ELdG among 3×3 symmetric trace-free tensors as L→ 0 was investigated (under
Dirichlet boundary conditions) in dimension n = 2 by Golovaty-Montero [17], Canevari [11] and in
n = 3 by Majumdar-Zarnescu [27] and Canevari [12]. In these studies, defects of the “hedgehog”
type and some evidence of disclination line defects in certain settings were obtained.
In an interesting article [1], Alama-Bronsard-Galava˜o-Sosua studied in dimension n = 2 the
asymptotics of minimizers uǫ of the Ginzburg-Landau energy Fǫ with weak anchoring conditions,
when the anchoring strength parameter takes a prescribed rate λǫ = Kǫ
−α for some K > 0 and
α ∈ (0, 1). In particular, they demonstrated the effect of weak anchoring conditions by showing
that the set Σ∗ of |d|-vortex points all lie inside Ω when α ∈ (
1
2 , 1); they lie on ∂Ω when α ∈ (0,
1
2);
and there exists a theory of renormalized energy functions associated with the vortex points, similar
to that under the Dirichlet boundary condition by [4] .
In this paper, we are mainly interested in deriving asymptotics of general solutions uǫ to the
Ginzburg-Landau equation with the weak anchoring condition (1.3) for gǫ satisfying certain condi-
tions to be specified below, under the assumption that Fǫ(uǫ,Ω) ≤M | log ǫ| (e.g., the same energy
threshold as that of minimizers of Fǫ). The motivation for doing this is twofold: the first is to ex-
tend earlier results on solutions of Ginzburg-Landau equations with Dirichlet boundary conditions,
especially the works by [6, 7] and [1], to higher dimensional Ginzburg-Landau equations under weak
anchoring conditions; the second is to gain further insight on how to study the Landau-De Gennes
model under weak anchoring conditions in dimension three.
Before stating our main result, we would like to specify throughout this paper an assumption
on the weak anchoring data {gǫ} ⊂ C
2(∂Ω,S1), 0 < ǫ ≤ 1, called the
Condition (G): There exists C0 > 0 independent of ǫ such that
‖gǫ‖C2(∂Ω) ≤ C0. (1.4)
It follows from the condition (G) that there exists g∗ ∈ C
2(∂Ω,S1), with ‖g∗‖C2(∂Ω) ≤ C0, such
that, after taking a subsequence,
gǫ → g∗ in C
1(∂Ω,S1).
From now on, we always assume dimensions n ≥ 3. Our main result is stated as follows.
Theorem 1.1 For any gǫ ∈ C
2(∂Ω,S1) satisfying the condition (G) and λǫ = Kǫ
−α for some
K > 0 and α ∈ [0, 1), let uǫ ∈ C
∞(Ω,R2) be a solution of (1.3) for 0 < ǫ ≤ 1. Assume that there
exists M > 0 such that
Fǫ(uǫ,Ω) ≤M | log ǫ|, ∀ǫ ∈ (0, 1]. (1.5)
Then for all 1 ≤ p < n
n−1 there exists Cp > 0, depending on p,M,K,α,C0 and Ω, such that∥∥∇uǫ∥∥Lp(Ω) ≤ Cp, ∀ǫ ∈ (0, 1]. (1.6)
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Hence there exists a subsequence ǫi → 0 and a map u∗ ∈W
1,p(Ω,S1) for all 1 ≤ p < n
n−1 such that
the following statements hold:
(a) uǫi ⇀ u∗ in W
1,p(Ω,R2) for all 1 ≤ p < n
n−1 , and u∗ is a generalized harmonic map to S
1 in
the sense that div(∇u∗ × u∗) = 0 in D
′(Ω). Moreover,
(a1) u∗ = g∗ on ∂Ω in the trace sense when 0 < α < 1, and
(a2)
(
∂u∗
∂ν
−Kg∗
)
× u∗ = 0 on ∂Ω in the distribution sense (see (6.26) below) when α = 0.
(b) there exists a nonnegative Radon measure µ∗ in Ω such that
1
| log ǫi|
(
eǫi(uǫi) dx+
λǫi
2
|uǫi − gǫi |
2 dHn−1∂Ω
)
⇀ µ∗, as i→∞,
as convergence of Radon measures in Ω. Set Σ = supp(µ∗) ⊂ Ω. Then H
n−2(Σ) < ∞, u∗ ∈
C∞(Ω \ Σ,S1), and uǫi → u∗ in C
k
loc(Ω \ Σ,R
2) for any k ≥ 1; Σ is a (n − 2)-rectifiable set;
and µ∗ L Ω is a (n − 2)-dimensional stationary varifold. If, in addition, α = 0, then there exists
δ ∈ (0, 1) such that u∗ ∈ C
δ(Ω \ Σ,S1), and uǫi → u∗ in C
δ
loc(Ω \Σ,R
2).
Besides utilizing many previous techniques from [6, 7, 24] that establish the interior estimates,
such as the interior monotonicity formula ([7] Lemma II.2) and the interior η-compactness1 ([7]
Theorem 2), one of the crucial ingredients that we need in order to prove (1.6) of Theorem 1.1 is
to develop the η-compactness property near ∂Ω. More precisely, let BR(x) ⊂ R
n be the ball with
center x ∈ Rn and radius R > 0. Then
Theorem 1.2 There exist r0 = r0(Ω) > 0 and ǫ0 ∈ (0, 1) depending on η,Ω,K, α and C0 such
that for any η > 0, K > 0, and α ∈ [0, 1), if {gǫ} ⊂ C
2(∂Ω,S1) satisfies the condition (G) and if
uǫ ∈ C
2(Ω,R2) is a solution of (1.3) with λǫ = Kǫ
−α that satisfies, for any fixed x0 ∈ Ω,
Φǫ(uǫ, BR(x0) ∩ Ω) := R
2−n
( ∫
BR(x0)∩Ω
eǫ(uǫ) +
∫
∂Ω∩BR(x0)
λǫ
2
|uǫ − gǫ|
2
)
≤ η| log ǫ| (1.7)
for 0 < ǫ ≤ ǫ0 and ǫ
α ≤ R ≤ r0, then there exist L > 0 and θ ∈ (0, 1), depending on n,Ω, C0,K, α,
such that
|uǫ(x0)| ≥ 1− Lη
θ. (1.8)
In order to prove Theorem 1.2, we first establish the boundary monotonicity inequalities (2.20)
and (2.21) (see also (2.24) and (2.25)) for the quantity Φǫ(uǫ, Br(x0)∩Ω) with x0 ∈ ∂Ω. To do this,
we employ a Pohozaev argument in Br(x0)∩Ω by testing (1.3) against X ·∇(uǫ− g˜ǫ) with a certain
vector field X ∈ C2(Br(x0),R
n), satisfying X(x) ∈ Tx(∂Ω) for x ∈ ∂Ω ∩ Br(x0), and a suitable
extension g˜ǫ of gǫ. This involves some careful estimates on the error terms
∫
Br(x0)∩Ω
1−|uǫ|2
ǫ2
uǫX ·∇g˜ǫ,
to which we adopt an idea originated from [13] and [22], and
∫
Br(x0)∩Ω
(∇uǫ⊗∇g˜ǫ : ∇X+∇uǫ⊗X :
∇2g˜ǫ). With these boundary monotonicity inequalities, we then adopt the Hodge-decomposition
techniques developed by [7] Appendix into our setting of weak anchoring boundary conditions to
“clean out” any possible vortex near x0, under the η-smallness condition (1.7). To do so, we need
to overcome several new difficulties arising from the equation div(∇uǫ × uǫ) = 0 under the weak
anchoring boundary condition (1.3)2. Among these difficulties, we would like to mention that it is
rather nontrivial to show x 7→
∫
Br0 (x
∗
0)∩Ω
|x−y|2−n (1−|uǫ(y)|
2)2
ǫ2
dy is bounded in Br0(x
∗
0), independent
of ǫ, where x∗0 ∈ ∂Ω satisfies |x0−x
∗
0| = dist(x0, ∂Ω). We achieve this by employing both the interior
1also called η-ellipticity by [7]
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monotonicity inequality by [7] Lemma II.2 and the boundary monotonicity inequalities given by
Theorem 2.3 and Theorem 2.4 below. See Lemma 3.3 for the details.
We would like to point out that it is left open in Theorem 1.1 whether the Hausdorff dimension
of Σ ∩ ∂Ω is (n − 3) and u∗ is Ho¨lder continuous near ∂Ω \ Σ when 0 < α < 1. See Remark 6.3
below for more details.
Combining the boundary monotonocity formula (2.24) and the boundary η-compactness The-
orem (1.2) with the interior monotonicity formula and the interior η-compactness in [7] (Lemma
II.2 and Theorem 2), we can show the following global property, asserting the uniform bound of
potential energy over any approximate vortex set in Ω, which plays a crucial role in the proof of the
W 1,p-estimate for 1 ≤ p <
n
n− 1
. More precisely, if we define the closed subset Sǫβ ⊂ Ω, 0 < β <
1
2 ,
by
Sǫβ :=
{
x ∈ Ω :
∣∣uǫ(x)∣∣ ≤ 1− β},
then we have
Theorem 1.3 There exists Cβ > 0, depending on Ω, β, K,α, C0, and M , such that for any
gǫ ∈ C
2(∂Ω,S1) satisfying the condition (G), if uǫ ∈ C
2(Ω,R2) is a solution to (1.3) with λǫ = Kǫ
−α
for some K > 0 and α ∈ [0, 1) that satisfies (1.5) for some M > 0, then∫
Sǫ
β
(1− |uǫ|
2)2
ǫ2
≤ Cβ, ∀ǫ ∈ (0, 1]. (1.9)
Utilizing Theorem 1.3, we can extend the Hodge decomposition techniques developed by [7]
Appendix, with suitable nontrivial modifications due to the weak anchoring boundary condition,
to prove the global W 1,p-estimate that is a crucial part of Theorem 1.1. In contrast with [7], we
apply the Hodge decomposition directly to the weighted 1-form 1|duǫ|quǫ×duǫ for some q > 0, which
seems to simplify the whole argument substantially. More precisely, we have
Theorem 1.4 For any 0 < ǫ ≤ 1 and gǫ ∈ C
2(∂Ω,S1) satisfying the condition (G), if uǫ ∈
C2(Ω,R2) is a solution to (1.3), with λǫ = Kǫ
−α for some K > 0 and α ∈ [0, 1), that satisfies (1.5)
for some M > 0, then for any 1 ≤ p < n
n−1 , there exists Cp > 0, independent of ǫ, such that∫
Ω
|∇uǫ|
p ≤ Cp, ∀ǫ ∈ (0, 1]. (1.10)
The paper is organized as follows. In section 2, we will derive two different versions of boundary
monotonicity inequalities for (1.3). In section 3, we will prove the boundary η-compactness Theorem
1.2. In section 4, we will prove Theorem 1.3. In section 5, we will prove Theorem 1.4. Finally, in
section 6, we will prove Theorem 1.1.
2 Boundary monotonicity inequality
In this section, we derive the boundary monotonicity inequalities for (1.3) in dimensions n ≥ 3. For
x0 ∈ R
n and r > 0, let Br(x0) denote the ball in R
n with center x0 and radius r > 0. For x0 ∈ Ω,
set2
B+r (x0) = Br(x0) ∩ Ω, Sr(x0) = ∂Br(x0) ∩Ω, and Γr(x0) = ∂Ω ∩Br(x0).
2If r < dist(x0, ∂Ω), then B
+
r (x0) = Br(x0), Sr(x0) = ∂Br(x0), and Γr(x0) = ∅
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For ǫ > 0, gǫ ∈ C
∞(∂Ω,R2), and λǫ = Kǫ
−α with K > 0 and α ∈ (0, 1), the Ginzburg-Landau
equation with the weak anchoring boundary condition is given by{
∆uǫ +
1
ǫ2
(1− |uǫ|
2)uǫ = 0 in Ω,
∂uǫ
∂ν
+ λǫ(uǫ − gǫ) = 0 on ∂Ω.
(2.1)
Denote the Ginzburg-Landau energy density of uǫ by
eǫ(uǫ) :=
|∇uǫ|
2
2
+
(1− |uǫ|
2)2
4ǫ2
.
For x0 ∈ Ω and r > 0, the Ginzburg-Landau energy of uǫ on B
+
r (x0) is defined by
F+ǫ (uǫ;x0, r) :=
∫
B+r (x0)
eǫ(uǫ) dx+
∫
Γr(x0)
λǫ
2
|uǫ − gǫ|
2 dHn−1, (2.2)
so that
d
dr
F+ǫ (uǫ;x0, r) =
∫
Sr(x0)
eǫ(uǫ) dx+
∫
∂Γr(x0)
λǫ
2
|uǫ − gǫ|
2 dHn−2 (2.3)
for a.e. r > 0. Then we have
Lemma 2.1 Assume that the condition (G) holds. Then there exist 0 < r0 = r0(Ω) < 1 and
C1 = C1(Ω) > 0 such that if uǫ ∈ C
2
(
Ω,R2
)
is a solution of (2.1) then for any x0 ∈ ∂Ω and a.e.
0 < r ≤ r0, we have
−C1
[
rn−1 + rF+ǫ (uǫ;x0, r)
]
+
1
2
[
r
∫
Sr(x0)
|
∂uǫ
∂r
|2 +
∫
B+r (x0)
(1− |uǫ|
2)2
2ǫ2
+
∫
Γr(x0)
λǫ
2
|uǫ − gǫ|
2
]
≤ (2− n)F+ǫ (uǫ;x0, r) + r
d
dr
F+ǫ (uǫ;x0, r) (2.4)
≤ C1
[
rn−1 + rF+ǫ (uǫ;x0, r)
]
+ 2
[
r
∫
Sr(x0)
|
∂uǫ
∂r
|2 +
∫
B+r (x0)
(1− |uǫ|
2)2
2ǫ2
+
∫
Γr(x0)
λǫ
2
|uǫ − gǫ|
2
]
.
Proof. Since ∂Ω is smooth, there exist r0 = r0(Ω) > 0 and C0 = C0(Ω) > 0 such that for any
x0 ∈ ∂Ω, there exists X ∈ C
2(Br0(x0),R
n) satisfying
X ·ν = 0 on Tr0(x0), |X(x)− (x−x0)| ≤ C0|x−x0|
2, |DX(x)− In| ≤ C0|x−x0| in Br0(x0). (2.5)
It follows from the condition (G) that there exists an extension g˜ǫ : B
+
r0
(x0) → R
2 of gǫ :
Tr0(x0)→ S
1 such that
‖g˜ǫ‖C2(B+r0 (x0))
≤ 10C0. (2.6)
To simplify the notation, we denote u = uǫ, λ = λǫ, g = gǫ, and g˜ = g˜ǫ. For 0 < r ≤ r0, multiplying
(2.1)1 by X · ∇(u− g˜), integrating the resulting equation in B
+
r (x0), and applying integration by
6
parts, we obtain
0 =
∫
B+r (x0)
∇ · 〈X · ∇(u− g˜),∇u〉 − ∇u⊗∇(u− g˜) : ∇X
+
∫
B+r (x0)
X ⊗∇u : ∇2g˜ −
∫
B+r (x0)
X · ∇(eǫ(u))−
∫
B+r (x0)
1− |u|2
ǫ2
uX · ∇g˜
=
∫
Sr(x0)
(
〈
∂u
∂r
,X · ∇u〉 − eǫ(u)
X · (x− x0)
r
)
+
∫
B+r (x0)
[
eǫ(u)divX −∇u⊗∇u : ∇X
]
+
∫
Γr(x0)
〈
∂u
∂ν
,X · ∇(u− g˜)〉 −
∫
B+r (x0)
1− |u|2
ǫ2
uX · ∇g˜
+
∫
B+r (x0)
[
∇u⊗∇g˜ : ∇X +X ⊗∇u : ∇2g˜
]
−
∫
Sr(x0)
〈
∂u
∂r
,X · ∇g˜〉. (2.7)
From (2.5), we have that X(x) ∈ TxΓr(x0) for x ∈ Γr(x0). Hence, using (2.1)2, we can calculate∫
Γr(x0)
〈
∂u
∂ν
,X · ∇(u− g˜)〉 = −λ
∫
Γr(x0)
〈X · ∇(u− g˜), u− g˜〉
= −λ
∫
Γr(x0)
divΓr(x0)
( |u− g˜|2
2
X
)
+ λ
∫
Γr(x0)
|u− g˜|2
2
divΓr(x0)(X)
= −
∫
∂Γr(x0)
λ
2
|u− g|2X · ν∂Γr(x0)(x) +
∫
Γr(x0)
λ
2
|u− g|2divΓr(x0)(X). (2.8)
Note that it follows from (3.2) below that |u| ≤ 1 in B+r (x0). Now we proceed as follows.
The strategy to estimate
∫
B+r (x0)
1−|u|2
ǫ2
uX ·∇g˜ is similar to that of Lin-Rivie`re [22] and Chen-Lin
[13]. More precisely, let φ ∈ C∞([0, 1], [0, 1]) be such that φ(0) = 0, φ(t) = 1 for ǫ2 ≤ t ≤ 1, and
φ′(t) ≥ 0 for t ∈ [0, 1]. Multiplying equation (2.1)1 by φ(1 − |u|
2)u and integrating over B+r (x0),
we obtain ∫
B+r (x0)
(1− |u|2)|u|2
ǫ2
φ(1 − |u|2)
=
∫
B+r (x0)
∇u · ∇(φ(1− |u|2)u)−
∫
∂B+r (x0)
∂u
∂ν
φ(1 − |u|2)u
=
∫
B+r (x0)
|∇u|2φ(1− |u|2)− 2
∫
B+r (x0)
φ′(1− |u|2)|〈u,∇u〉|2
−
∫
Sr(x0)
∂u
∂r
φ(1− |u|2)u+ λ
∫
Tr(x0)
〈u, u− g〉φ(1 − |u|2)
≤
∫
B+r (x0)
|∇u|2 +
∫
Sr(x0)
|
∂u
∂r
|+ λ
∫
Tr(x0)
〈u, u− g〉φ(1 − |u|2). (2.9)
We claim that
λ
∫
Tr(x0)
〈u, u− g〉φ(1 − |u|2) ≤ C
∫
Tr(x0)
λ|u− g|2. (2.10)
In fact, since |g(x)| = 1 and |u(x)| ≤ 1 for any x ∈ Tr(x0), we have
|g|2 − u · g ≥ |g|2 − |u||g| = 1− |u| ≥ 0 on Tr(x0),
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and hence
〈u, u− g〉 = |u|2 − u · g ≤ |u|2 + |g|2 − 2u · g = |u− g|2 on Tr(x0).
Thus we obtain
λ
∫
Tr(x0)
〈u, u− g〉φ(1 − |u|2) ≤
∫
Tr(x0)
λ|u− g|2.
Substituting (2.10) into (2.9), we obtain∫
B+r (x0)
(1− |u|2)|u|2
ǫ2
φ(1− |u|2) ≤ C
(
F+ǫ (u;x0, r) +
∫
Sr(x0)
|
∂u
∂r
|
)
. (2.11)
Applying (2.11), (2.5) and (2.6), it is not hard to see that∣∣ ∫
B+r (x0)
1− |u|2
ǫ2
uX · ∇g˜
∣∣ ≤ Cr ∫
B+r (x0)
1− |u|2
ǫ2
≤ Cr
( ∫
B+r (x0)
(1− |u|2)2
ǫ2
+
∫
B+r (x0)
(1− |u|2)
ǫ2
|u|2
)
≤ Cr
( ∫
B+r (x0)
(1− |u|2)2
ǫ2
+ rn +
∫
B+r (x0)
(1− |u|2)
ǫ2
|u|2φ(1− |u|2)
)
≤ Cr
(
rn + F+ǫ (u;x0, r) +
∫
Sr(x0)
|
∂u
∂r
|
)
≤ Crn + CrF+ǫ (u;x0, r) +
1
8
r
∫
Sr(x0)
|
∂u
∂r
|2. (2.12)
With the help of (2.6), we can estimate the last two terms of the right hand side of (2.7) as follows.∣∣∣ ∫
B+r (x0)
[
∇u⊗∇g˜ : ∇X +X ⊗∇u : ∇2g˜
]∣∣∣ ≤ C ∫
B+r (x0)
|∇u|
≤ C
(
rn−1 + r
∫
B+r (x0)
|∇u|2
)
, (2.13)
and ∣∣− ∫
Sr(x0)
〈
∂u
∂r
,X · ∇g˜〉
∣∣ ≤ Cr ∫
Sr(x0)
|
∂u
∂r
|
≤
1
8
r
∫
Sr(x0)
|
∂u
∂r
|2 + Crn. (2.14)
From (2.5), we have that
|X(x)| ≤ Cr, |divX(x)− n| ≤ Cr, ∀x ∈ B+r (x0),
|X · ν∂Γr(x0) − r| ≤ Cr
2 on ∂Γr(x0),
|divΓr(x0)(X)− (n− 1)| ≤ Cr on Γr(x0).
Hence we can estimate∣∣ ∫
B+r (x0)
[
eǫ(u)divX −∇u⊗∇u : ∇X
]
− n
∫
B+r (x0)
eǫ(u) +
∫
B+r (x0)
|∇u|2
∣∣
≤ Cr
∫
B+r (x0)
eǫ(u), (2.15)
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∣∣ ∫
Sr(x0)
〈
∂u
∂ν
,X · ∇u〉 −
∫
Sr(x0)
eǫ(u)
X · (x− x0)
r
− r
∫
Sr(x0)
|
∂u
∂r
|2 + r
∫
Sr(x0)
eǫ(u)
∣∣
≤ Cr2
∫
Sr(x0)
eǫ(u), (2.16)
and ∣∣∣ ∫
Γr(x0)
〈
∂u
∂ν
,X · ∇(u− g˜)〉+ r
∫
∂Γr(x0)
λ
2
|u− g|2 − (n− 1)
∫
Γr(x0)
λ
2
|u− g|2
∣∣∣
≤ Cr
∫
Γr(x0)
λ
2
|u− g|2 + Cr2
∫
∂Γr(x0)
λ
2
|u− g|2. (2.17)
Putting (2.15), (2.16), (2.17) into (2.7), we obtain that∣∣∣(2− n)F+ǫ (u;x0, r) + r ddrF+ǫ (u;x0, r)− (
∫
B+r (x0)
(1− |u|2)2
2ǫ2
+
∫
Γr(x0)
λ
2
|u− g|2
)
−r
∫
Sr(x0)
|
∂u
∂r
|2
∣∣∣
≤ C
[
rF+ǫ (u;x0, r) + r
2 d
dr
F+ǫ (u;x0, r) + r
n−1
]
+
1
8
r
∫
Sr(x0)
|
∂u
∂r
|2. (2.18)
It follows from (2.18) that
2− n
1 +Cr
F+ǫ (u;x0, r) + r
d
dr
F+ǫ (u;x0, r)
≥
1
2
( ∫
B+r (x0)
(1− |u|2)2
2ǫ2
+
∫
Γr(x0)
λ
2
|u− g|2 +
∫
Sr(x0)
|
∂u
∂r
|2
)
− C
(
rF+ǫ (u;x0, r) + r
n−1
)
,
which implies the first inequality of (2.4), since there exists C1 > C such that
2−n
1+Cr ≤ 2− n+C1r.
Similarly, the second inequality of (2.4) can be obtained. ✷
Now we deduce a few consequences of (2.4), that will be used in later sections. The first one
provides control of the tangential energy of uǫ on Sr(x0) in terms of both the radial energy of uǫ
on Sr(x0) and the Ginzburg-Landau energy of uǫ in B
+
r (x0).
Proposition 2.2 Under the same assumptions as in Lemma 2.1, there exists C1 > 0 such that for
any x0 ∈ ∂Ω and 0 < r ≤ r0, we have
r
∫
Sr(x0)
∣∣∇Tuǫ∣∣2 ≤ C[r ∫
Sr(x0)
∣∣ ∂uǫ
∂|x− x0|
∣∣2 + ∫
B+r (x0)
eǫ(uǫ)
]
+ C1r
n−1. (2.19)
Here ∇Tuǫ denotes the tangential gradient of uǫ on Sr(x0).
Proof. Since |∇uǫ|
2 = |∇Tuǫ|
2 +
∣∣ ∂uǫ
∂|x− x0|
∣∣2 on Sr(x0), we have∫
Sr(x0)
eǫ(uǫ) ≥
1
2
∫
Sr(x0)
|∇uǫ|
2 =
1
2
∫
Sr(x0)
|∇Tuǫ|
2 +
1
2
∫
Sr(x0)
∣∣ ∂uǫ
∂|x− x0|
∣∣2.
Substituting this into the second inequality of (2.4), we can easily obtain (2.19). ✷
Integrating (2.4), we obtain two slightly different forms of boundary monotonicity inequalities
for u. The first one involves the renormalized Ginzburg-Landau energy of uǫ on B
+
r (x0) defined by
Φ+ǫ (uǫ;x0, r) := r
2−nF+ǫ (uǫ;x0, r).
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Theorem 2.3 Assume the condition (G) holds. Then there exist 0 < r0 = r0(Ω) < 1 and C2 =
C2(Ω) > 0 such that if uǫ ∈ C
2
(
Ω,R2
)
is a solution of (2.1), then for any x0 ∈ ∂Ω and 0 < r ≤
R ≤ r0, we have
e−C2RΦ+ǫ (uǫ;x0, R)− e
−C2rΦ+ǫ (uǫ;x0, r)
≤ 2
[ ∫ R
r
τ1−n
( ∫
B+τ (x0)
(1− |uǫ|
2)2
2ǫ2
+
∫
Γτ (x0)
λǫ
2
|uǫ − gǫ|
2
)
+
∫
B+
R
(x0)\B
+
r (x0)
|x− x0|
2−n
∣∣ ∂uǫ
∂|x− x0|
∣∣2]+ C2(R− r), (2.20)
and (
eC2RΦ+ǫ (uǫ;x0, R) + C2R
)
−
(
eC2rΦ+ǫ (uǫ;x0, r) + C2r
)
≥
1
2
[ ∫ R
r
τ1−n
( ∫
B+τ (x0)
(1− |uǫ|
2)2
2ǫ2
+
∫
Γτ (x0)
λǫ
2
|uǫ − gǫ|
2
)
+
∫
B+
R
(x0)\B
+
r (x0)
|x− x0|
2−n
∣∣ ∂uǫ
∂|x− x0|
∣∣2]. (2.21)
Proof. It follows directly from the first inequality of (2.4) that
d
dr
(
r2−nF+ǫ (uǫ;x0, r)
)
+ C1r
2−nF+ǫ (uǫ;x0, r) + C1
≥
1
2
r1−n
(
r
∫
Sr(x0)
∣∣ ∂uǫ
∂|x− x0|
∣∣2 + ∫
B+r (x0)
(1− |uǫ|
2)2
2ǫ2
+
∫
Γr(x0)
λǫ
2
|uǫ − gǫ|
2
)
.
Integrating this inequality over [r,R] yields (2.21). Similarly, it follows from the second inequality
of (2.4) that
d
dr
(
r2−nF+ǫ (uǫ;x0, r)
)
− C1r
2−nF+ǫ (uǫ;x0, r)
≤ 2r1−n
(
r
∫
Sr(x0)
∣∣ ∂uǫ
∂|x− x0|
∣∣2 + ∫
B+r (x0)
(1− |uǫ|
2)2
2ǫ2
+
∫
Γr(x0)
λǫ
2
|uǫ − gǫ|
2
)
+ C1
which, after integrating over [r,R], implies (2.20). ✷
To state the second form of the boundary monotonicity inequality, we define another form of a
modified Ginzburg-Landau energy density of uǫ by
êǫ(uǫ) :=
|∇uǫ|
2
2
+
n(1− |uǫ|
2)2
2(n− 2)ǫ2
,
so that the corresponding modified Ginzburg-Landau energy of uǫ in B
+
r (x0), for x0 ∈ Ω and r > 0,
is
F̂+ǫ (uǫ;x0, r) =
∫
B+r (x0)
êǫ(uǫ) +
∫
Γr(x0)
(n − 1)λǫ|uǫ − gǫ|
2
2(n − 2)
dHn−1,
and the corresponding redrenormalized energy is
Φ̂+ǫ (uǫ;x0, r) = r
2−nF̂+ǫ (uǫ;x0, r).
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Since
eǫ(uǫ) ≤ êǫ(uǫ) ≤
2n
n− 2
eǫ(uǫ), (2.22)
it is easy to see that
Φ+ǫ (uǫ;x0, r) ≤ Φ̂
+
ǫ (uǫ;x0, r) ≤
2n
n− 2
Φ+ǫ (uǫ;x0, r). (2.23)
Then we have
Theorem 2.4 Assume that the condition (G) holds. Then there exist 0 < r0 = r0(Ω) < 1 and
C3 = C3(Ω) > 0 such that if uǫ ∈ C
2
(
Ω,R2
)
is a solution of (2.1), then for any x0 ∈ ∂Ω and
0 < r ≤ R ≤ r0, we have
e−C3RΦ̂+ǫ (uǫ;x0, R)− e
−C3rΦ̂+ǫ (uǫ;x0, r)
≤ 2
[ ∫
B+
R
(x0)\B
+
r (x0)
|x− x0|
2−n
(
|
∂uǫ
∂|x− x0|
|2 +
(1− |uǫ|
2)2
2(n− 2)ǫ2
)
+
∫
ΓR(x0)\Γr(x0)
|x− x0|
2−nλǫ|uǫ − gǫ|
2
2(n − 2)
]
+C3(R− r), (2.24)
and
eC3RΦ̂+ǫ (uǫ;x0, R)− e
C3rΦ̂+ǫ (uǫ;x0, r) + C3(R − r)
≥
1
2
[ ∫
B+
R
(x0)\B
+
r (x0)
|x− x0|
2−n
(∣∣ ∂uǫ
∂|x− x0|
∣∣2 + (1− |uǫ|2)2
2(n− 2)ǫ2
)
+
∫
ΓR(x0)\Γr(x0)
|x− x0|
2−nλǫ|uǫ − gǫ|
2
2(n − 2)
]
. (2.25)
Proof. It is easy to see that the first inequality (2.4) implies that
r
[ ∫
Sr(x0)
êǫ(uǫ) +
∫
∂Γr(x0)
(n− 1)λǫ|uǫ − gǫ|
2
2(n − 2)
]
− C1r
n−1
≤ (n − 2 + C1r)
[ ∫
B+r (x0)
êǫ(uǫ) +
∫
Γr(x0)
(n− 1)λǫ|uǫ − gǫ|
2
2(n− 2)
]
+2
[
r
∫
Sr(x0)
[∣∣ ∂uǫ
∂|x− x0|
∣∣2 + (1− |uǫ|2)2
2(n − 2)ǫ2
]
+ r
∫
∂Γr(x0)
λǫ|uǫ − gǫ|
2
2(n − 2)
]
.
Thus we have that
d
dr
[
e−C3rr2−n
( ∫
B+r (x0)
êǫ(uǫ) +
∫
Γr(x0)
(n− 1)λǫ|uǫ − gǫ|
2
2(n− 2)
)]
− C3
≤ 2r2−n
[ ∫
Sr(x0)
(
|
∂uǫ
∂|x− x0|
|2 +
(1− |uǫ|
2)2
2(n − 2)ǫ2
)
+
∫
∂Γr(x0)
λǫ|uǫ − gǫ|
2
2(n− 2)
]
. (2.26)
Integrating (2.26) from r to R yields (2.24). Similarly, (2.25) can be derived by integrating the
second inequality of (2.4). ✷
We can draw an immediate consequence of Theorem 2.4 as follows.
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Corollary 2.5 Assume that the condition (G) holds. Then there exist 0 < r0 = r0(Ω) < 1 and
C4 = C4(Ω) > 0 such that if uǫ ∈ C
2
(
Ω,R2
)
is a solution of (2.1), then for any x0 ∈ ∂Ω and
0 < R ≤ r0, we have∫
B+
R
(x0)
|x− x0|
2−n
(∣∣ ∂uǫ
∂|x− x0|
∣∣2 + (1− |uǫ|2)2
2(n − 2)ǫ2
)
+
∫
ΓR(x0)
|x− x0|
2−nλǫ|uǫ − gǫ|
2
2(n − 2)
≤ eC4RΦ̂+ǫ (uǫ;x0, R) + C4R. (2.27)
Proof. It is easy to see that (2.27) follows from (2.25) by sending r → 0. ✷
Similar to [7] and [22], in order to prove Theorem 1.3 we also need the following bound on the
renormalized Ginzburg-Landau energy, namely:
Theorem 2.6 Under the same assumptions as Theorem 1.1, for any x0 ∈ Ω, we have
Φ+ǫ (uǫ;x0, r) = r
2−n
( ∫
B+r (x0)
eǫ(uǫ) +
∫
Γr(x0)
λǫ
2
|uǫ − gǫ|
2
)
≤ C| log ǫ|, ∀r > 0, (2.28)
where C > 0 is a constant that is independent of x0, r, and ǫ.
Proof. This follows directly from (1.5), (2.20), and the interior energy monotonicity inequality.
(See [7]) and [22] for uǫ.) ✷
3 The boundary η-compactness property
In this section, we will derive the boundary η-compactness property for solutions to (1.3) under
the weak anchoring boundary condition.
From now on, we assume that λ = λǫ ≡ Kǫ
−α for some K > 0 and α ∈ [0, 1). First we need to
establish the following crude estimate:
Lemma 3.1 For any gǫ ∈ C
2(∂Ω,S1), there exists C > 0 depending on K,α, Ω, and ‖gǫ‖C1(∂Ω)
such that if uǫ ∈ C
2(Ω,R2) is a solution of{
∆uǫ +
1
ǫ2
(1− |uǫ|
2)uǫ = 0 in Ω,
∂uǫ
∂ν
+ λǫ(uǫ − gǫ) = 0 on ∂Ω,
(3.1)
then
|uǫ(x)| ≤ 1, |∇uǫ(x)| ≤ Cǫ
−1, ∀ x ∈ Ω. (3.2)
Proof. Set Wǫ = |uǫ|
2 − 1 and W+ǫ = max
{
Wǫ, 0
}
. Then it is easy to check that
∆Wǫ =
2
ǫ2
(Wǫ + 1)Wǫ + 2|∇uǫ|
2 ≥
2
ǫ2
(Wǫ + 1)Wǫ, in Ω.
Multiplying this equation by W+ǫ and integrating over Ω, we obtain
2
ǫ2
∫
Ω
|uǫ|
2(W+ǫ )
2 ≤
∫
∂Ω
W+ǫ
∂Wǫ
∂ν
−
∫
Ω
|∇W+ǫ |
2.
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From (3.1)2, we have that for any x ∈ ∂Ω,
W+ǫ (x)
∂Wǫ
∂ν
(x) = −2λǫW
+
ǫ (x)uǫ(x) · (uǫ(x)− gǫ(x))
= −2λǫW
+
ǫ (x)(|uǫ(x)|
2 − uǫ(x) · gǫ(x))
≤ −2λǫW
+
ǫ (x)(|uǫ(x)|
2 − |uǫ(x)|) ≤ 0.
Thus we obtain
2
ǫ2
∫
Ω
|uǫ|
2(W+ǫ )
2 ≤ 0,
which implies that W+ǫ ≡ 0 and hence |uǫ(x)| ≤ 1 on Ω.
The gradient estimate of uǫ can be proved by a contradiction argument. Suppose it were
false. Then there exist ǫk → 0 and a sequence uk(= uǫk) ∈ C
2(Ω,R2) solving (3.1) such that
mk =
∥∥∇uk∥∥L∞(Ω) satisfies mkǫk → ∞. Let xk ∈ Ω be such that |∇uk(xk)| = mk. Define the
blow-up sequence
vk(x) = uk(xk +
x
mk
)
, for x ∈ Ωk = mk(Ω− {xk}).
Then {
∆vk +
1
(mkǫk)2
(1− |vk|
2)vk = 0 in Ωk,
∂vk
∂ν
+ λk
mk
(vk − gk) = 0 on ∂Ωk,
(3.3)
where gk(x) ≡ gǫk
(
xk +
x
mk
)
for x ∈ ∂Ωk and λk = λǫk . Moreover,
|∇vk(0)| = 1 =
∥∥∇vk‖L∞(Ωk), ∥∥vk∥∥L∞(Ωk) ≤ 1. (3.4)
Now we divide the proof into two cases.
(i) mkdist(xk, ∂Ω)→∞ and Ωk → R
n. It follows from (3.4) that
max
k
‖vk‖Cl(BR) ≤ C(R, l) < +∞
for any l ≥ 1 and 0 < R < +∞. Therefore we can assume that vk → v∞ in C
2
loc(R
n). It is clear
from (3.3) that v∞ satisfies
∆v∞ = 0 in R
n,
|∇v∞(0)| = 1 and ‖v∞‖L∞(Rn) ≤ 1.
This is impossible.
(ii) mkdist(xk, ∂Ω) → a for some 0 ≤ a < +∞, and Ωk → R
n
−a :=
{
x = (x′, xn) ∈ R
n : xn ≥ −a
}
.
Since λk
mk
=
Kǫ1−α
k
mkǫk
→ 0, it follows from (3.3) and (3.4) that
max
k
∥∥vk∥∥Cl(BR∩Ωk) ≤ C(R, l), ∀ l ≥ 1, R > 0.
Thus we may assume that vk → v∞ in C
2
loc(R
n
−a) so that v∞ solves
∆v∞ = 0 in R
n
−a;
∂v∞
∂ν
= 0 on ∂Rn−a,
and
|∇v∞(0)| = 1 and
∥∥vk∥∥L∞(Rn
−a)
≤ 1.
This is again impossible. The proof is now complete. ✷
We are ready to prove the following global η-compactness property for (3.1).
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Theorem 3.2 There exist ǫ0 > 0, depending on η, Ω, C0,K, α, and r0 = r0(Ω) > 0 such that for
any η > 0, K > 0, α ∈ [0, 1), if gǫ ∈ C
2(∂Ω,S1) satisfies the condition (G) and uǫ ∈ C
2(Ω,R2) is
a solution of (3.1), with λǫ = Kǫ
−α, then the following is true: if for a fixed x0 ∈ Ω
Φ+ǫ (uǫ;x0, r) ≤ η| log ǫ| (3.5)
holds for 0 < ǫ ≤ ǫ0 and ǫ
α ≤ r ≤ r0, then there exist two constants L > 0 and θ ∈ (0, 1), depending
on n,Ω, C0,K, α, such that
|uǫ(x0)| ≥ 1− Lη
θ. (3.6)
Proof. Throughout the proof, we assume that ǫ0 > 0 is chosen so that
max
{
r0(Ω), ǫ
α
0
}
≤ η| log ǫ0|. (3.7)
Since 0 ≤ α < 1, there exists α1 > 0 such that α+α1 < 1. Let x
∗
0 ∈ ∂Ω such that |x0 − x
∗
0| = d0 ≡
dist(x0, ∂Ω). We divide the proof into two cases.
(a) d0 ≥
1
2ǫ
α+α1 . If d0 ≤
r
3 , then we have that
Bd0(x0) ⊂ B
+
2d0
(x∗0) ⊂ B
+
2r
3
(x∗0) ⊂ B
+
r (x0).
Hence, by the boundary monotonicity inequality (2.20) in Theorem 2.3 and (3.7), we have that for
0 < ǫ ≤ ǫ0 and 0 < r ≤ r0(Ω),
Φǫ(uǫ;x0, d0) ≡ d
2−n
0
∫
Bd0 (x0)
eǫ(u) ≤ 2
n−2Φ+ǫ (uǫ;x
∗
0, 2d0)
≤ 2n−2eΛrΦ+ǫ (uǫ;x
∗
0,
2r
3
) + Cr
≤ CΦ+ǫ (uǫ;x0, r) + Cr0(Ω) ≤ Cη| log ǫ|. (3.8)
If d0 >
r
3 , then we have that B r3 (x0) ⊂ B
+
r (x0) and hence
Φǫ(uǫ;x0,
r
3
) ≤ 3n−2Φ+ǫ (uǫ;x0, r) ≤ Cη| log ǫ|. (3.9)
It is readily seen that (3.6) follows from (3.8), (3.9), and the interior η-compactness theorem by [7].
(b) d0 <
1
2ǫ
α+α1 . Since r ≥ ǫα, we have d0 ≤
r
2 so that B
+
r
2
(x∗0) ⊂ B
+
r (x0). Hence
Φ+ǫ (uǫ;x
∗
0,
r
2
) ≤ 2n−2Φ+ǫ (uǫ;x0, r) ≤ 2
n−2η| log ǫ|. (3.10)
The proof, in the case (b), is divided into the following steps. For simplicity, we will assume that
Ω = Rn+ throughout the presentation.
Step 1. Selection of good annuli. For δ ∈ (0, 116) to be chosen later, let k ∈ N be such that
ǫα+α1δ−(k+1) ≤ ǫα, ǫα+α1δ−(k+2) ≥ ǫα,
or, equivalently,
k + 2 ≈
[
α1
| log ǫ|
| log δ|
]
.
For j = 1, · · · , k, set
Ij =
[
ǫα+α1δ−j+1, ǫα+α1δ−j
]
,
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Cj = B
+
ǫα+α1δ−j
(x∗0) \B
+
ǫα+α1δ−j+1
(x∗0) and Dj = Γǫα+α1δ−j (x
∗
0) \ Γǫα+α1δ−j+1(x
∗
0).
To simplify the presentation, we write u and g for uǫ and gǫ respectively. For all 0 < ǫ ≤ ǫ0, it
follows from (2.21) and (2.25) that
k−1∑
j=1
∫
Ij
τ1−n
[ ∫
B+τ (x∗0)
(1− |u|2)2
2ǫ2
+
∫
Γτ (x∗0)
λǫ
2
|u− g|2
]
dτ
≤ eCǫ
α
Φ+ǫ (u;x
∗
0, ǫ
α) + Cǫα ≤ 2η| log ǫ|,
and
k−1∑
j=1
[ ∫
Cj
|x− x∗0|
2−n
(
|
∂u
∂ν
|2 +
(1− |u|2)2
2(n− 2)ǫ2
)
+
∫
Dj
|x− x∗0|
2−nλǫ|u− g|
2
2(n − 2)
]
≤ eCǫ
α
Φ̂+ǫ (u;x
∗
0, ǫ
α) + Cǫα ≤ 2η| log ǫ|.
Hence there exists 1 ≤ j0 ≤ k − 1 such that∫
Ij0
τ1−n
[ ∫
B+τ (x
∗
0)
(1− |u|2)2
2ǫ2
+
∫
Γτ (x∗0)
λǫ
2
|u− g|2
]
dτ ≤
2η| log ǫ|
k − 1
≤
8η
α1
| log δ|, (3.11)
and ∫
Cj0
|x− x∗0|
2−n
(
|
∂u
∂ν
|2 +
(1− |u|2)2
2(n− 2)ǫ2
)
+
∫
Dj0
|x− x∗0|
2−nλǫ|u− g|
2
2(n − 2)
≤
2η| log ǫ|
k − 1
≤
8η
α1
| log δ|. (3.12)
Set
r1 = r1(ǫ) := ǫ
α+α1δ−j0(≥ ǫα+α1).
Applying Fubini’s theorem to (3.11) and (3.12), we can find r2 ∈ [
r1
8 ,
r1
4 ] such that
r2−n2
[ ∫
B+r2 (x
∗
0)
(1− |u|2)2
2ǫ2
+
∫
Γr2 (x
∗
0)
λǫ
2
|u− g|2
]
≤
64η
α1
| log δ|, (3.13)
and
r3−n2
∫
Sr2 (x
∗
0)
(
|
∂u
∂|x− x∗0|
|2 +
(1− |u|2)2
2(n− 2)ǫ2
)
≤
64η
α1
| log δ|. (3.14)
Observe that by (2.24) and (3.12), we also have
Φ̂+ǫ (u;x
∗
0, r1) ≤ Φ̂
+
ǫ (u;x
∗
0, δr1) + C
∫
Cj0
|x− x∗0|
2−n
(
|
∂u
∂|x− x∗0|
|2 +
(1− |u|2)2
2(n− 2)ǫ2
)
+C
∫
Dj0
|x− x∗0|
2−nλǫ|u− g|
2
2(n − 2)
+ Cǫα
≤ Φ̂+ǫ (u;x
∗
0, δr1) +
64η
α1
| log δ| + Cǫα. (3.15)
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Step 2. Estimation of the tangential energy of u on Sr2(x
∗
0). Applying (2.19), with r = r2, and
(3.14), we have that
r3−n2
∫
Sr2(x
∗
0)
|∇Tu|
2 ≤ C
[
r3−n2
∫
Sr2 (x
∗
0)
∣∣ ∂u
∂|x− x∗0|
∣∣2 + r2−n2 ∫
B+r2 (x
∗
0)
eǫ(u)
]
+ Cǫα
≤
64η
α1
| log δ|+ Φ̂+ǫ (u;x
∗
0, r1) + Cǫ
α. (3.16)
Step 3. Estimation of
∫
B+
δr1
(x∗0)
eǫ(u). The crucial part is to estimate
∫
B+
δr1
(x∗0)
|∇u|2. Here we need
to make some nontrivial extensions of the ideas developed by [6, 7] on (3.1)1 under the Dirichlet
boundary condition to the weak anchoring condition (3.1)2. Recall that u solves
d∗(u× du) = 0 in B+r2(x
∗
0). (3.17)
Here d denotes the exterior differential and d∗ = (−1)n+1 ⋆ d⋆ denotes the co-exterior differential,
and ⋆ denotes the Hodge star operator. Consider the equation for ψ : B+r2(x
∗
0)→ R
3:
∆ψ = 0 in B+r2(x
∗
0)
∂ψ
∂ν
= u× ∂u
∂ν
on Sr2(x
∗
0)
∂ψ
∂ν
= −u× λǫ(u− g) on Γr2(x
∗
0).
(3.18)
By the weak anchoring condition (3.1)2, we have
∂ψ
∂ν
= u× ∂u
∂ν
on ∂B+r2(x
∗
0). Since (3.17) implies∫
∂B+r2 (x
∗
0)
u×
∂u
∂ν
= 0,
we conclude that there exists a solution ψ to the equation (3.18). From the standard elliptic theory,
we have
r2−n2
∫
B+r2 (x
∗
0)
|∇ψ|2 ≤ Cr3−n2
∫
∂B+r2 (x
∗
0)
∣∣∂ψ
∂ν
∣∣2
≤ C
[
r3−n2
∫
Sr2 (x
∗
0)
|
∂u
∂|x− x∗0|
|2 + r3−n2
∫
Γr2 (x
∗
0)
λ2ǫ |u− g|
2
]
. (3.19)
By using r2λǫ ≤ K, (3.13) and (3.14), this implies that
r2−n2
∫
B+r2 (x
∗
0)
|∇ψ|2 ≤ C
η
α1
| log δ|. (3.20)
Let χB+r2 (x
∗
0)
denote the characteristic function of B+r2(x
∗
0). Then it follows from the definition of ψ
that we can verify
d∗
[
χB+r2 (x
∗
0)
(u× du− dψ)
]
= (−1)n+1 ⋆ d ⋆
[
χB+r2 (x
∗
0)
(u× du− dψ)
]
= 0 in D′(Rn+). (3.21)
Note that (3.21) is equivalent to stating that ⋆
[
χB+r2 (x
∗
0)
(u× du− dψ)
]
is a closed (n− 1)-form on
R
n
+, i.e.,
d
(
⋆
[
χB+r2 (x
∗
0)
(u× du− dψ)
])
= 0 in D′(Rn+). (3.22)
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Hence, by the Hodge decomposition theorem (see [7] Proposition A.8), there exists a co-closed
(n− 2) form φ in H1(Rn+) ∩C
∞
(
R
n
+ \B
+
r2(x
∗
0)
)
such that
dφ = ⋆
[
χ
B+r2 (x
∗
0)
(u× du− dψ)
]
in Rn+,
d∗φ = 0 in Rn+,(
i∂Rn+
)∗
φ = 0 on ∂Rn+,
|φ(x)||x|n−1 ≤ C if |x| is large.
(3.23)
Here i∂Rn+ : ∂R
n
+ → R
n
+ denotes the inclusion map. Moreover, by (3.20) it holds that∥∥∇φ∥∥2
L2(Rn+)
≤ C
[∥∥∇u∥∥2
L2(B+r2 (x
∗
0))
+
∥∥∇ψ∥∥2
L2(B+r2 (x
∗
0))
]
≤ Crn−21
[
Φ̂+ǫ (u;x
∗
0, r1) +
η
α1
| log δ|
]
. (3.24)
For 0 < β < 12 to be chosen later, similar to [6, 7], let f ∈ C
∞
(
R+,R+) be such that
f(t) =

1
t
if t ≥ 1− β,
1 if t ≤ 1− 2β,
|f ′(t)| ≤ 4 if 1− 2β ≤ t ≤ 1− β.
(3.25)
Define f̂ : Rn+ →
[
1, 11−β
]
by
f̂(x) =
{
f(|u(x)|) if x ∈ B+r2(x
∗
0),
1 if x ∈ Rn+ \B
+
r2
(x∗0).
(3.26)
Since f̂2u× du = f̂u× d(f̂u) in B+r2(x
∗
0), we obtain that
(−1)n+1∆φ = ⋆
[
d
(
f̂2 ⋆ dφ
)
+ d
(
(1− f̂2) ⋆ dφ
)]
= ⋆d
(
χ
B
+
r2
(x∗0)
f̂2u× du
)
− ⋆d(χ
B
+
r2
(x∗0)
f̂2dψ) + ⋆d
(
(1− f̂2) ⋆ dφ
)
= ⋆
(
χ
B
+
r2
(x∗0)
d(f̂u)× d(f̂u)
)
+ ⋆
(
Hn−1
∣∣
Sr2 (x
∗
0)
f̂2u× du ∧ d|x− x∗0|
)
+ ⋆ d(χ
B
+
r2
(x∗0)
(1− f̂2)dψ
)
+ ⋆
(
Hn−1
∣∣
Sr2(x
∗
0)
d|x− x∗0| ∧ dψ
)
+ ⋆ d
(
(1− f̂2) ⋆ dφ
)
= ω1 + ω2 + ω3 + ω4 + ω5 in R
n
+. (3.27)
HereHn−1⌊E denotes (n−1)-dimensional Hausdorff measure restricted on a measurable set E ⊂ R
n
+.
As in [7] page 467, for 1 ≤ i ≤ 5, let φi ∈ H
1(Rn+,Λ
n−2(Rn+)) be the solution of
∆φi = ωi in R
n
+,(
i∂Rn+
)∗
φi =
(
i∂Rn+
)∗
(d∗φi) = 0 on ∂R
n
+,
|φi(x)| → 0 as |x| → +∞.
(3.28)
Set Ψ = φ−
∑5
i=1 φi. Since d
∗φ = 0 in Rn+, we have that
(
i∂Rn+
)∗
(d∗φ) = 0 on ∂Rn+. Hence
∆Ψ = 0 in Rn+,(
i∂Rn+
)∗
Ψ =
(
i∂Rn+
)∗
(d∗Ψ) = 0 on ∂Rn+,
|Ψ(x)| → 0 as |x| → +∞.
(3.29)
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Hence by [7] Appendix, we conclude that Ψ ≡ 0 in Rn+, or equivalently,
φ =
5∑
i=1
φi in R
n
+. (3.30)
It turns out that the estimation of the Dirichlet energies of φ1, φ2, φ3, and φ5 can be made, similar
to that of [6, 7], while the estimation of the Dirichlet energy of φ4 relies on the Rellich type
estimate of ψ, which is provided by Lemma 3.4 below. For completeness, we sketch the estimates
of φ1, φ2, φ3, φ4, φ5 as follows.
(i) Estimation of φ1. We point out that this is the most difficult term to estimate. Observe that
for x ∈ B+r1(x
∗
0), we have
∣∣d(f̂u)× d(f̂u)(x)∣∣

=
∣∣d( u
|u|
)× d(
u
|u|
)(x)
∣∣ = 0 if |u(x)| ≥ 1− β,
≤
C
ǫ2
≤
C(1− |u(x)|2)2
β2ǫ2
if |u(x)| < 1− β.
(3.31)
Thus, by (3.12), we have
∥∥ω1∥∥L1(Rn+) = ∥∥d(f̂u)× d(f̂u)∥∥L1(B+r2 (x∗0)) ≤ Cβ2
∫
B+r2 (x
∗
0)
(1− |u|2)2
ǫ2
. (3.32)
Now we need to estimate
∥∥φ1∥∥L∞(Rn+). Similar to [7], it follows from (3.31) that for x ∈ Rn+,
|φ1(x)| ≤ C
∫
Rn+
|ω1(y)|
|x− y|n−2
dy ≤
C
β2
∫
B+r2 (x
∗
0)
|x− y|2−n
(1− |u(y)|2)2
ǫ2
dy. (3.33)
Since φ1 is harmonic in R
n
+ \B
+
r2(x
∗
0) and |φ1(x)| → 0 as |x| → ∞, we have∥∥φ1∥∥L∞(Rn) = max
x∈B+r2 (x
∗
0)
|φ1(x)|. (3.34)
The following Lemma plays a crucial role in the estimation of ‖∇φ1‖L2(Rn+).
Lemma 3.3 Let φ1 be as above. There exists C > 0, independent of ǫ, such that∥∥φ1∥∥L∞(B+r2 (x∗0)) ≤ Cβ2 [Φ̂+ǫ (u;x∗0, r1) + ǫα]. (3.35)
Proof of Lemma 3.3: For any x = (x′, xn) ∈ B
+
r2
(x∗0) \ Γr2(x
∗
0), set x
∗ = (x′, 0) ∈ Γr2(x
∗
0). From
xn > 0, we have that
Bxn(x) ⊂ B
+
2xn
(x∗) ⊂ B+r1
2
(x∗) ⊂ B+r1(x
∗
0).
Hence by Theorem 2.4, we obtain
Φ̂ǫ(u;x, xn) ≡ x
2−n
n
∫
Bxn (x)
eǫ(u) ≤ 2
n−2Φ̂+ǫ (u;x
∗, 2xn)
≤ 2n−2eCr1
[
Φ̂+ǫ (u;x
∗,
r1
2
) + r1
]
≤ C
[
Φ̂+ǫ (u;x
∗
0, r1) + ǫ
α
]
. (3.36)
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This, combined with the interior monotonicity inequality in [7] Corollary II.1, gives∫
Bxn (x)
|x− y|2−n
(1− |u|2)2
ǫ2
dy ≤ CΦ̂ǫ(u;x, xn) ≤ C
[
Φ̂+ǫ (u;x
∗
0, r1) + ǫ
α
]
. (3.37)
Observe that for any y ∈ B+r2(x
∗
0) \Bxn(x), it follows from the triangle inequality and the condition
xn ≤ |x− y| that |x
∗ − y| ≤ 2|x− y|. Also observe that B+r2(x
∗
0) ⊂ B
+
2r2
(x∗) ⊂ B+r1
2
(x∗) ⊂ B+r1(x
∗
0),
so that by Theorem 2.4 we have
Φ̂+ǫ (u;x
∗, 2r2) ≤ C
[
Φ̂ǫ(u;x
∗,
r2
2
) + ǫα
]
≤ C
[
Φ̂ǫ(u;x
∗
0, r1) + ǫ
α
]
. (3.38)
Hence by (3.33), (3.37), (3.38), and (2.27), we obtain that
|φ1(x)| ≤
C
β2
[ ∫
Bxn(x)
|x− y|2−n
(1− |u(y)|2)2
ǫ2
dy +
∫
B+r2 (x
∗
0)\Bxn (x)
|x− y|2−n
(1− |u(y)|2)2
ǫ2
dy
]
≤
C
β2
[ ∫
Bxn(x)
|x− y|2−n
(1− |u(y)|2)2
ǫ2
dy +
∫
B+2r2
(x∗)
|x∗ − y|2−n
(1− |u(y)|2)2
ǫ2
dy
]
≤
C
β2
[
Φ̂+ǫ (u;x
∗
0, r1) + ǫ
α
]
.
This, after taking the supremum over x ∈ B+r2(x
∗
0), implies (3.35). Hence Lemma 3.3 is proved. ✷
It follows from (3.35) and (3.34) that
∥∥φ1∥∥L∞(Rn+) ≤ Cβ2 [Φ̂+ǫ (u;x∗0, r1) + ǫα]. (3.39)
Multiplying the equation for φ1 by φ1, integrating the resulting equation over R
n
+, and applying
(3.32) and (3.39), we obtain∫
Rn+
|∇φ1|
2 ≤
∥∥φ1∥∥L∞(Rn+)∥∥ω1∥∥L1(Rn+) ≤ Cβ4(
∫
B+r2 (x
∗
0)
(1− |u|2)2
ǫ2
)[
Φ̂+ǫ (u;x
∗
0, r1) + ǫ
α
]
. (3.40)
(ii) Estimation of φ2. From [6] Appendix and (3.16), we have that∫
Rn+
|∇φ2|
2 ≤ Cr2
∫
S+r2 (x
∗
0)
|ω2|
2 ≤ Cr2
∫
S+r2 (x
∗
0)
|∇Tu|
2
≤ C
[
rn−21 α
−1
1 η| log δ|+ ǫ
αrn−21 + r
n−2
1 Φ̂
+
ǫ (u;x
∗
0, r1)
]
. (3.41)
Since φ2 is harmonic in R
n
+ \ Sr2(x
∗
0) and satisfies(
i∂Rn+
)∗
φ2 =
(
i∂Rn+
)∗
(d∗φ2) = 0 on ∂R
n
+,
it follows from (3.41) and the Harnack inequality that∫
B+
δr1
(x∗0)
|∇φ2|
2 ≤ Cδn
∫
B+r2 (x
∗
0)
|∇φ2|
2
≤ C
[
δnrn−21 α
−1
1 η| log δ|+ ǫ
αδnrn−21 + δ
nrn−21 Φ̂
+
ǫ (u;x
∗
0, r1)
]
. (3.42)
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(iii) Estimation of φ3. Multiplying the equation for φ3 by φ3, integrating the resulting equation
over Rn+, and applying integration by parts and (3.20), we have∫
Rn+
|∇φ3|
2 ≤ C
∫
B+r2 (x
∗
0)
∣∣1− f̂2∣∣2|∇ψ|2 ≤ Cβ2 ∫
B+r2 (x
∗
0)
|∇ψ|2
≤ Cβ2rn−21
(
η| log δ| + ǫα
)
. (3.43)
(iv) Estimation of φ5. Multiplying the equation for φ5 by φ5, integrating the resulting equation
over Rn+, and applying integration by parts and (3.24), we obtain that∫
Rn+
|∇φ5|
2 ≤ C
∫
B+r2 (x
∗
0)
∣∣1− f̂2∣∣2|∇φ|2
≤ Cβ2
∫
B+r2 (x
∗
0)
|∇φ|2 ≤ Cβ2rn−21
[
Φ̂+ǫ (u;x
∗
0, r1) + η| log δ|+ ǫ
α
]
. (3.44)
(v) Estimation of φ4. Similar to (iii), we have∫
Rn+
|∇φ4|
2 ≤ Cr2
∫
Sr2(x
∗
0)
|ω4|
2 ≤ Cr2
∫
Sr2 (x
∗
0)
|∇Tψ|
2. (3.45)
Since φ4 is harmonic in R
n
+ \ Sr2(x
∗
0) and satisfies(
i∂Rn+
)∗
(φ4) =
(
i∂Rn+
)∗
(d∗φ4) = 0 on ∂R
n
+,
we have, by the mean value inequality and (3.45), that∫
B+
δr1
(x∗0)
|∇φ4|
2 ≤ Cδn
∫
B+r2 (x
∗
0)
|∇φ4|
2 ≤ Cδnr2
∫
Sr2(x
∗
0)
|∇Tψ|
2. (3.46)
Applying the boundary condition of (3.18) for ψ, (3.20), (3.14), and Lemma 3.4 below, we obtain∫
B+
δr1
(x∗0)
|∇φ4|
2 ≤ Cδnr2
∫
Sr2 (x
∗
0)
|∇Tψ|
2 ≤ Cδn
[
r2
∫
∂B+r2 (x
∗
0)
∣∣∂ψ
∂ν
∣∣2 + ∫
B+r2 (x
∗
0)
|∇ψ|2
]
≤ Cδnrn−21
(
η| log δ| + ǫα
)
+ Cδn
[
r2
∫
Sr2 (x
∗
0)
∣∣∂u
∂r
∣∣2 + r2 ∫
Γr2 (x
∗
0)
λ2ǫ |u− g|
2
]
≤ Cδnrn−21
(
η| log δ| + ǫα
)
. (3.47)
Substituting the estimates (3.40), (3.42), (3.43), (3.44), and (3.47) into (3.30) and applying (3.13)
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and (3.20), we obtain
(δr1)
2−n
∫
B+
δr1
(x∗0)
|u×∇u|2
≤ (δr1)
2−n
∫
B+
δr1
(x∗0)
(|∇φ|2 + |∇ψ|2)
≤ C
(
δ2 + β2δ2−n
)(
η| log δ| + ǫα
)
+ Cβ2δ2−n
[
Φ̂+ǫ (u;x
∗
0, r1) + η| log δ|+ ǫ
α
]
+Cδ2
[
η| log δ|+ ǫα + δΦ̂+ǫ (u;x
∗
0, r1)
]
+Cδ2−nβ−4
(
r2−n2
∫
B+r2 (x
∗
0)
(1− |u|2)2
ǫ2
)[
Φ̂+ǫ (u;x
∗
0, r1) + ǫ
α
]
≤ C
(
δ2 + β2δ2−n
)(
η| log δ| + ǫα
)
+C
[
δ3 + β2δ2−n + δ2−nβ−4η| log δ|
]
Φ̂+ǫ (u;x
∗
0, r1)
≤ C
[
δ3 + β2δ2−n + δ2−nβ−4η| log δ|
]
Φ̂+ǫ (u;x
∗
0, r1)
+C
(
δ2 + β2δ2−n
)(
η| log δ|+ ǫα
)
. (3.48)
Recall that
4|u|2|∇u|2 = 4|u×∇u|2 +
∣∣∇|u|2∣∣2. (3.49)
Now we need
(vi) Estimation of
∫
B+r2(x
∗
0)
∣∣∇|u|2∣∣2. Observe that |u|2 solves the equation
−∆(1− |u|2) +
2(1 − |u|2)
ǫ2
|u|2 = 2|∇u|2. (3.50)
Multiplying (3.50) by (1− |u|2) and integrating the resulting equation over B+r2(x
∗
0), we obtain∫
B+r2 (x
∗
0)
∣∣∇|u|2∣∣2 + ∫
B+r2 (x
∗
0)
2(1− |u|2)2
ǫ2
|u|2
= 2
∫
B+r2 (x
∗
0)
(1− |u|2)|∇u|2 +
∫
∂B+r2 (x
∗
0)
(1− |u|2)
∂|u|2
∂ν
. (3.51)
It is not hard to estimate∫
B+r2 (x
∗
0)
(1− |u|2)|∇u|2
=
{∫
{x∈B+r2 (x
∗
0):|u(x)|≥1−β
2}
+
∫
{x∈B+r2(x
∗
0):|u(x)|≤1−β
2}
}
(1− |u|2)|∇u|2
≤ Cβ2
∫
B+r2 (x
∗
0)
|∇u|2 + Cβ−2
∫
B+r2 (x
∗
0)
(1− |u|2)2
ǫ2
. (3.52)
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Since |u− g| ≥ 1− |u| and
∂u
∂ν
= −λǫ(u− g) on Γr2(x
∗
0), we can apply (3.13) and (3.14) to get∫
∂B+r2 (x
∗
0)
(1− |u|2)
∂|u|2
∂ν
= 2
∫
Sr2 (x
∗
0)
(1− |u|2)|u|
∣∣∂u
∂ν
∣∣+ 2∫
Γr2(x
∗
0)
(1− |u|2)|u|
∣∣∂u
∂ν
∣∣
≤ Cǫ
(∫
Sr2(x
∗
0)
(1− |u|2)2
ǫ2
) 1
2
(∫
Sr2 (x
∗
0)
∣∣∂u
∂ν
∣∣2) 12 + C ∫
Γr2 (x
∗
0)
λǫ|u− g|
2
≤ C(1 + ǫ)rn−22
(
η| log δ|+ ǫα
)
. (3.53)
Putting (3.52) and (3.53) into (3.51) and applying (3.13), we obtain
r2−n2
∫
B+r2 (x
∗
0)
∣∣∇|u|2∣∣2 ≤ Cβ2r2−n2 ∫
B+r2 (x
∗
0)
|∇u|2 +Cβ−2r2−n2
∫
B+r2 (x
∗
0)
(1− |u|2)2
ǫ2
+C
(
η| log δ|+ ǫα
)
≤ Cβ2Φ̂+ǫ (u;x
∗
0, r1) + Cβ
−2
(
η| log δ|+ ǫα
)
. (3.54)
From (3.49), we can combine (3.54) with (3.48) to obtain
(δr1)
2−n
∫
B+
δr1
(x∗0)
|u|2|∇u|2 ≤ C
[
δ3 + β2δ2−n + δ2−nβ−4η| log δ|
]
Φ̂+ǫ (u;x
∗
0, r1)
+ C
(
δ2 + β−2δ2−n
)(
η| log δ| + ǫα
)
. (3.55)
On the other hand, we can estimate
(δr1)
2−n
∫
B+
δr1
(x∗0)
(1− |u|2)|∇u|2
= (δr1)
2−n
{∫
B+
δr1
(x∗0)∩{|u|≤1−β
2}
+
∫
B+
δr1
(x∗0)∩{|u|≥1−β
2}
}
(1− |u|2)|∇u|2
≤ Cβ2(δr1)
2−n
∫
B+
δr1
(x∗0)
|∇u|2 + Cβ−2(δr1)
2−n
∫
B+
δr1
(x∗0)
(1− |u|2)2
ǫ2
≤ Cβ2(δr1)
2−n
∫
B+
δr1
(x∗0)
|∇u|2 + Cβ−2δ2−n
(
η| log δ| + ǫα
)
, (3.56)
where we have used (3.13) in the last step.
Adding (3.55) and (3.56), we obtain
(1−Cβ2)(δr1)
2−n
∫
B+
δr1
(x∗0)
|∇u|2 ≤ C
[
δ3 + β2δ2−n + δ2−nβ−4η| log δ|
]
Φ̂+ǫ (u;x
∗
0, r1)
+C
(
δ2 + β−2δ2−n
)(
η| log δ| + ǫα
)
. (3.57)
This, combined with (3.13) again, implies that
Φ̂+ǫ (u;x
∗
0, δr1) ≤ C
[
δ3 + β2δ2−n + δ2−nβ−4η| log δ|
]
Φ̂+ǫ (u;x
∗
0, r1)
+C
(
δ2 + β−2δ2−n
)(
η| log δ|+ ǫα
)
, (3.58)
provided Cβ2 ≤ 12 .
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Observe that by putting (3.58) into (3.15), we obtain[
1− C
(
δ3 + β2δ2−n + δ2−nβ−4η| log δ|
)]
Φ̂+ǫ (u;x
∗
0, r1)
≤ C
(
δ2 + α−11 + β
−2δ2−n
)
(η| log δ|+ ǫα
)
. (3.59)
Set η1 =
(
1
2C
) 3n
n+1 . For any 0 < η ≤ η1, we choose δ = η
1
3n , β = η
n+1
6n , ǫ2 ≡
(η| log η|
n
) 1
α , and set ǫ0 to
equal the smallest constant among (3.7) and min{ǫ1, ǫ2}, where ǫ1 =
(
η
2C
) 2
α . It is clear that (3.59)
yields that for any 0 < ǫ ≤ ǫ0,[
1−C
(
η
1
n + η
n+1
3n log(
1
η
)
)]
Φ̂+ǫ (u;x
∗
0, r1) ≤ Cη
n+1
3n log(
1
η
). (3.60)
Set η2 > 0 such that
C
(
η
1
n + η
n+1
3n log(
1
η
)
)
≤
1
2
, ∀0 < η ≤ η2.
Define η0 > 0 = min{η1, η2}. Then we have that for any 0 < η ≤ η0, it holds
Φ̂+ǫ (u;x
∗
0, r1) ≤ Cη
n+1
3n log(
1
η
), ∀0 < ǫ ≤ ǫ0. (3.61)
From (3.61), we claim that
Φ̂+ǫ (u;x0, ǫ) ≤ Cη
n+1
3n log(
1
η
), ∀0 < ǫ ≤ ǫ0. (3.62)
The proof of (3.62) can be divided into two cases:
(i) d0 = |x0 − x
∗
0| ≤ ǫ. Then we have that B
+
ǫ (x0) ⊂ B
+
2ǫ(x
∗
0) so that by Theorem 2.4 it holds
Φ̂+ǫ (u;x0, ǫ) ≤ 2
n−2Φ̂+ǫ (u;x
∗
0, 2ǫ) ≤ C
[
Φ̂+ǫ (u;x
∗
0, r1) + ǫ
α
]
≤ Cη
n+1
3n log(
1
η
).
This yields (3.62).
(ii) d0 = |x0 − x
∗
0| > ǫ. Since d0 ≤
1
2ǫ
α+α1 ≤ r12 , we can apply Theorem 2.4 and [7] Corollary II.1
to obtain
Φ̂ǫ(u;x0, ǫ) ≤ Φ̂ǫ(u;x0, d0) ≤ 2
n−2Φ̂+ǫ (u;x
∗
0, 2d0)
≤ C
[
Φ̂+ǫ (u;x
∗
0, r1) + ǫ
α
]
≤ Cη
n+1
3n log(
1
η
).
This also yields (3.62).
We may assume |u(x0)| < 1. It follows from Lemma 3.1 that |∇u(x)| ≤
C
ǫ
and hence
|u(x)− u(x0)| ≤
C
ǫ
|x− x0| ≤
1− |u(x0)|
2
,
provided |x− x0| ≤ r¯ :=
ǫ
2C
(1− |u(x0)|)(≤ ǫ).
It is clear that∫
B+ǫ (x0)
(1− |u(x)|2)2 ≥
∫
B+r¯ (x0)
(1− |u(x)|2)2 ≥
∫
B+r¯ (x0)
(1− |u(x)|)2
≥
(1− |u(x0)|
2
)2
|B+r¯ (x0)| ≥
1
C
ǫn(1− |u(x0)|)
n+2.
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Therefore we have
(1− |u(x0)|)
n+2 ≤ Cǫ2−n
∫
B+ǫ (x0)
(1− |u(x)|2)2
ǫ2
≤ CΦ̂+ǫ (u;x0, ǫ) ≤ Cη
n+1
3n log(
1
η
).
This implies that for any η ≤ η0, there exist L > 0 and 0 < θ < 1, independent of η, such that
1− |u(x0)| ≤ Lη
θ. (3.63)
On the other hand, (3.63) automatically holds for η ≥ η0 by choosing L = η
−1
0 > 0 and θ = 1.
Thus the proof is now complete. ✷
Now we show the estimate of L2-tangential energy of ψ on ∂B+r2(x
∗
0). Namely,
Lemma 3.4 There exists C = C(n) > 0 such that
r2
∫
∂B+r2 (x
∗
0)
∣∣∇Tψ∣∣2 ≤ C[r2 ∫
∂B+r2 (x
∗
0)
∣∣∂ψ
∂ν
∣∣2 + ∫
B+r2(x
∗
0)
|∇ψ|2
]
. (3.64)
Proof. Since B+r2(x
∗
0) is strictly star-shaped with respect to some interior point a0: there is a
constant c(n) > 0 such that
(x− a0) · ν(x) ≥ c(n)r2, ∀ x ∈ ∂B
+
r2
(x∗0). (3.65)
Multiplying the equation of (3.18) by (x−a0) ·∇ψ, integrating the resulting equation over B
+
r2
(x∗0),
and applying integration by parts, we obtain
0 =
∫
B+r2 (x
∗
0)
(x− a0) · ∇ψ∆ψ
=
∫
B+r2 (x
∗
0)
∇ ·
〈
(x− a0) · ∇ψ,∇ψ
〉
− |∇ψ|2 − (x− a0) · ∇
( |∇ψ|2
2
)
=
∫
∂B+r2 (x
∗
0)
〈
(x− a) · ∇ψ,
∂ψ
∂ν
〉
+
n− 2
2
∫
B+r2 (x
∗
0)
|∇ψ|2 −
∫
∂B+r2 (x
∗
0)
(x− a0) · ν(x)
|∇ψ|2
2
.
By Ho¨lder’s inequality we have∫
∂B+r2 (x
∗
0)
〈
(x− a0) · ∇ψ,
∂ψ
∂ν
〉
=
∫
∂B+r2 (x
∗
0)
(x− a0) · ν(x)
∣∣∂ψ
∂ν
∣∣2 + ∫
∂B+r2 (x
∗
0)
(x− a0) · T (x)
〈
∇Tψ,
∂ψ
∂ν
〉
≤ Cr2
∫
∂B+r2(x
∗
0)
∣∣∂ψ
∂ν
∣∣2 + c(n)r2
4
∫
∂B+r2 (x
∗
0)
|∇Tψ|
2.
Thus by (3.65) we obtain
c(n)r2
∫
∂B+r2 (x
∗
0)
|∇ψ|2
2
≤
∫
∂B+r2 (x
∗
0)
(x− a0) · ν(x)
|∇ψ|2
2
=
∫
∂B+r2(x
∗
0)
〈
(x− a0) · ∇ψ,
∂ψ
∂ν
〉
+
n− 2
2
∫
B+r2 (x
∗
0)
|∇ψ|2
≤
c(n)r1
4
∫
∂B+r2 (x
∗
0)
|∇Tψ|
2 + Cr2
∫
∂B+r2 (x
∗
0)
∣∣∂ψ
∂ν
∣∣2 + n− 2
2
∫
B+r2 (x
∗
0)
|∇ψ|2.
This clearly implies (3.64). ✷
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4 Estimate of the potential energy on approximate vortex sets
In this section, we will show that the potential energy over any approximate vortex set is uniformly
bounded for a solution to the equation (3.1).
For 0 < β < 12 , define the closed subset S
ǫ
β ⊂ Ω by
Sǫβ :=
{
x ∈ Ω :
∣∣uǫ(x)∣∣ ≤ 1− β}.
Then we have
Theorem 4.1 There exists Cβ > 0 depending on Ω, β, K,α, C0, and M such that if gǫ ∈
C2(∂Ω,S1) satisfies the condition (G) and uǫ ∈ C
2(Ω,R2) is a solution to (3.1), with λǫ = Kǫ
−α
for some K > 0 and α ∈ [0, 1), satisfying
Fǫ(uǫ,Ω) ≤M | log ǫ|,∀ǫ ∈ (0, 1]
for some M > 0, then ∫
Sǫ
β
(1− |uǫ|
2)2
ǫ2
≤ Cβ, ∀ǫ ∈ (0, 1]. (4.1)
Proof. It follows from both the interior monotonicity inequality (see [7] Lemma II.2) and the
boundary monotonicity inequality (2.21) that for any x ∈ Sǫβ, we can find rx ∈
(
ǫα, ǫ
α
2
)
such that
r2−nx
∫
Brx (x)∩Ω
(1− |uǫ|
2)2
ǫ2
≤ C
Fǫ(uǫ,Ω) + ǫ
α
2
| log ǫ|
≤ CM
| log ǫ|+ ǫ
α
2
| log ǫ|
≤ CM.
Applying the Besicovitch covering theorem (cf. [15] and [4]), there exists a countable family of
points Σ =
{
xi
}∞
i=1
⊂ Sǫβ such that
(i) Sǫβ ⊂
⋃∞
i=1Brxi (xi), and
(ii) there exists a positive integer N(n) such that
{
Brxi (xi)
}∞
i=1
can be decomposed into N(n)-
families Bk of disjoint balls for 1 ≤ k ≤ N(n).
It follows easily that ∫
Sǫ
β
(1− |uǫ|
2)2
ǫ2
≤ C
∞∑
i=1
rn−2xi . (4.2)
For any x ∈ Sǫβ, let η = η(x, ǫ) := r
2−n
x
F+ǫ (uǫ;x, rx)
| log ǫ|
. Let L > 0 and θ > 0 be the common constants
given by Theorem 3.2 and the interior η-compactness Theorem (cf. [7] Theorem 2).
Set η0 =
(
β
2L
) 1
θ > 0. Then we have
Claim 4.1. There exists ǫ0 > 0, depending on η0,Ω, C0,K, α, such that for any 0 < ǫ ≤ ǫ0 and
x ∈ Sǫβ, η(x, ǫ) > η0.
Suppose that this claim were false. Then for any ǫ0 > 0, there exists ǫ ∈ (0, ǫ0] and xǫ ∈ S
ǫ
β
such that
r2−nx F
+
ǫ (uǫ;xǫ, rx) ≤ η0| log ǫ|.
Let ǫ0 > 0 be the constant given by Theorem 3.2 that corresponds to η = η0. Then Theorem 3.2
implies that
|uǫ(xǫ)| ≥ 1− Lη
θ
0 = 1− L
[( β
2L
)
1
θ
]θ
= 1−
β
2
.
Hence xǫ 6∈ S
ǫ
β. This contradicts the choice of xǫ.
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It follows from Claim 4.1 that there exists ǫ0 > 0 such that for any 0 < ǫ ≤ ǫ0 and x ∈ S
ǫ
β, we
have
r2−nx F
+
ǫ (uǫ;x, rx) ≥
( β
2L
) 1
θ
∣∣ log ǫ∣∣.
For each family Bk, 1 ≤ k ≤ N(n), we have( β
2L
) 1
θ
∣∣ log ǫ∣∣ ∑
Brxi
(xi)∈Bk
rn−2xi ≤
∑
Brxi
(xi)∈Bk
F+ǫ (uǫ;xi, rxi)
=
∫
⋃
Brxi
(xi)∈Bk
Brxi
(xi)
eǫ(uǫ) +
∫(⋃
Brxi
(xi)∈Bk
Brxi
(xi)
)
∩∂Ω
λǫ|uǫ − g|
2
≤ Fǫ(uǫ,Ω) ≤M
∣∣ log ǫ∣∣.
Hence ∑
Brxi
(xi)∈Bk
rn−2xi ≤M
(2L
β
) 1
θ .
Taking the sum over 1 ≤ k ≤ N(n) yields
∞∑
i=1
rn−2xi ≤ C(n,L, θ)β
− 1
θ . (4.3)
Putting (4.2) and (4.3) together implies that (4.1) holds for all 0 < ǫ ≤ ǫ0. Since |uǫ| ≤ 1 in Ω, it
is easy to see that (4.1) automatically holds for ǫ ∈ [ǫ0, 1]. Hence (4.1) holds for all ǫ ∈ (0, 1]. This
completes the proof. ✷
5 Global W 1,p-estimate of uǫ
In this section, we will utilize the potential energy estimate, Theorem 4.1, to show the global W 1,p-
bound of any solution to (3.1) under the global energy bound (1.5). To handle the weak anchoring
boundary condition (3.1)2, we apply the Hodge decomposition to the quantity uǫ×
duǫ
|duǫ|q
for some
0 < q < 1, rather than uǫ × duǫ by [7] in their proof of Theorem 1 (7) for the Dirichlet boundary
condition. It turns out that our approach also works for the Dirichlet boundary condition as well.
Theorem 5.1 Assume that gǫ ∈ C
2(∂Ω,S1) satisfies the condition (G) and uǫ ∈ C
2(Ω,R2) is a
solution to (3.1), with λǫ = Kǫ
−α for some K > 0 and α ∈ [0, 1), satisfying
Fǫ(uǫ,Ω) ≤M | log ǫ|,∀ǫ ∈ (0, 1]
for some M > 0. Then for any 1 ≤ p < n
n−1 , there exists Cp > 0, independent of ǫ, such that∫
Ω
|∇uǫ|
p ≤ Cp, ∀ǫ ∈ (0, 1]. (5.1)
Proof. For any n−2
n−1 < q < 1, applying the Hodge decomposition theorem (cf. [7] Appendix) to the
1-form uǫ×
duǫ
|duǫ|q
in Ω, we conclude that there exist Fǫ ∈W
1, 2−q
1−q
0 (Ω) and Gǫ ∈W
1, 2−q
1−q (Ω,Λ1(Rn))
such that uǫ ×
duǫ
|duǫ|q
= dFǫ + d
∗Gǫ, dGǫ = 0 in Ω,
Fǫ = 0,
(
i∂Ω
)∗
Gǫ = 0 on ∂Ω,
(5.2)
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and ∥∥Fǫ∥∥
W
1,
2−q
1−q (Ω)
+
∥∥Gǫ∥∥
W
1,
2−q
1−q (Ω)
≤ C(q)
∥∥∇uǫ∥∥1−qL2−q(Ω). (5.3)
For 0 < β < 1, let f be given by (3.25). Then we have∫
Ω
f2(|uǫ|)
|uǫ × duǫ|
2
|duǫ|q
=
∫
Ω
〈
f2(|uǫ|)uǫ × duǫ, uǫ ×
duǫ
|duǫ|q
〉
=
∫
Ω
〈
f2(|uǫ|)uǫ × duǫ, dFǫ + d
∗Gǫ
〉
(5.4)
= I + II.
Since Fǫ = 0 on ∂Ω, and
d∗(uǫ × duǫ) = 0 in D
′(Ω),
it follows from integration by parts that∫
Ω
〈uǫ × duǫ, dFǫ〉 = 0.
Hence, by (5.3), we have
I =
∫
Ω
〈(
f2(|uǫ|)− 1
)
uǫ × duǫ, dFǫ
〉
≤ C
∥∥f2(|uǫ|)− 1∥∥L∞(Ω)∥∥uǫ × duǫ∥∥L2−q(Ω)∥∥Fǫ∥∥
W
1,
2−q
1−q (Ω)
≤ Cβ
∥∥uǫ × duǫ∥∥2−qL2−q(Ω). (5.5)
To estimate II, we first observe, as in the proof of the η-compactness Theorem 3.2, that
∣∣∣d[f2(|uǫ|)uǫ × duǫ]∣∣∣ ≤

0 if
∣∣uǫ(x)∣∣ ≥ 1− β
C
β2
(
1− |uǫ|
2
)2
ǫ2
if
∣∣uǫ(x)∣∣ ≤ 1− β
≤ Cχ{|uǫ(x)|≤1−β}
(
1− |uǫ|
2
)2
β2ǫ2
. (5.6)
Choose
n− 2
n− 1
< q < 1 so that n <
2− q
1− q
. Hence, from (5.3) and Sobolev’s embedding theorem, we
have that ∥∥Gǫ∥∥L∞(Ω) ≤ C∥∥Gǫ∥∥
W
1,
2−q
1−q (Ω)
≤ C
∥∥∇uǫ∥∥1−qL2−q(Ω). (5.7)
By integration by parts, (5.6) and (5.7) imply that
II =
∫
Ω
〈
d
[
f2(|uǫ|)uǫ × duǫ
]
, Gǫ
〉
≤
∥∥∥d[f2(|uǫ|)uǫ × duǫ]∥∥∥
L1(Ω)
∥∥Gǫ∥∥L∞(Ω)
≤
C
β2
[ ∫
{|uǫ(x)|≤1−β}
(
1− |uǫ|
2
)2
ǫ2
]∥∥Gǫ∥∥L∞(Ω)
≤
C
β2
[ ∫
{|uǫ(x)|≤1−β}
(
1− |uǫ|
2
)2
ǫ2
]∥∥∥∇uǫ∥∥∥1−q
L2−q(Ω)
≤ C(β)
∥∥∇uǫ∥∥1−qL2−q(Ω), (5.8)
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where we have used (4.1) in the last inequality.
Putting the estimates (5.5) and (5.8) into (5.4), we arrive at∫
Ω
f2(|uǫ|)
|uǫ × duǫ|
2
|duǫ|q
≤ Cβ
∥∥uǫ × duǫ∥∥2−qL2−q(Ω) + C(β)∥∥∇uǫ∥∥1−qL2−q(Ω). (5.9)
Since f ≥ 1, it follows that ∫
Ω
∣∣duǫ∣∣2−q ≤ ∫
Ω
f2(|uǫ|)
∣∣duǫ∣∣2−q,
and that by (3.49) it holds
4
∣∣uǫ∣∣2∣∣duǫ∣∣2 = 4∣∣uǫ × duǫ∣∣2 + ∣∣d|uǫ|2∣∣2 in Ω.
Moreover, by Kato’s inequality, we have
|duǫ| ≥ |d|uǫ|| in Ω.
Thus we obtain ∫
Ω
∣∣duǫ∣∣2−q
≤
∫
Ω
f2(|uǫ|)|uǫ|
2
∣∣duǫ∣∣2−q + ∫
Ω
f2(|uǫ|)
(
1− |uǫ|
2
)∣∣duǫ∣∣2−q
≤
∫
Ω
f2(|uǫ|)
|uǫ × duǫ|
2
|duǫ|q
+
∫
Ω
f2(|uǫ|)
∣∣d|uǫ|∣∣2−q
+
∫
Ω
f2(|uǫ|)
(
1− |uǫ|
2
)∣∣duǫ∣∣2−q
≤ Cβ
∥∥uǫ × duǫ∥∥2−qL2−q(Ω) + C(β)∥∥∇uǫ∥∥1−qL2−q(Ω)
+C
[ ∫
Ω
∣∣d|uǫ|∣∣2−q + ∫
Ω
f2(|uǫ|)
(
1− |uǫ|
2
)∣∣duǫ∣∣2−q]. (5.10)
Now we need to estimate the last two terms in the right hand side of (5.10). It is not hard to
estimate ∫
Ω
f2(|uǫ|)
(
1− |uǫ|
2
)∣∣duǫ∣∣2−q
≤
{∫
{|uǫ(x)|≤1−β}
+
∫
{|uǫ(x)|≥1−β}
}
(1− |uǫ|
2)|duǫ|
2−q
≤ Cβ
∫
Ω
|duǫ|
2−q + C
∫
{|uǫ(x)|≤1−β}
(1− |uǫ|
2)|duǫ|
2−q
≤ Cβ
∫
Ω
|duǫ|
2−q + C
∫
{|uǫ(x)|≤1−β}
(1− |uǫ|
2)
ǫ
|duǫ|
1−q
≤ Cβ
∫
Ω
|duǫ|
2−q + C
(∫
{|uǫ(x)|≤1−β}
(1− |uǫ|
2)2
ǫ2
) 1
2
( ∫
Ω
|duǫ|
2−2q
) 1
2
≤ Cβ
∫
Ω
|duǫ|
2−q + C
(∫
Ω
|duǫ|
2−2q
) 1
2
≤ Cβ
∫
Ω
|duǫ|
2−q + C
(∫
Ω
|duǫ|
2−q
) 1−q
2−q
, (5.11)
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where we have used |duǫ| ≤
C
ǫ
, Ho¨lder’s inequality, and (4.1) in the derivation above.
Utilizing the weak anchoring condition (3.1)2, we can adopt the argument by [7] Proposition
VI.4 to estimate
∫
Ω |d|uǫ||
2−q as follows. First recall that ρǫ := |uǫ| solves the equation (see, e.g.,
(3.50)):
−∆ρ2ǫ + 2|∇uǫ|
2 =
2
ǫ2
ρ2ǫ
(
1− ρ2ǫ
)
in Ω. (5.12)
Denote the set
Σǫ =
{
x ∈ Ω : ρǫ(x) ≥ 1− ǫ
α
}
.
Set
ρǫ = max
{
ρǫ, 1− ǫ
α
}
so that ρǫ = ρǫ on Σǫ and
0 ≤ 1− ρǫ ≤ ǫ
α in Ω.
Multiplying (5.12) by ρ2ǫ − 1 and integrating over Ω yields∫
Ω
∇ρ2ǫ∇ρ
2
ǫ + 2
∫
Ω
ρ2ǫ(1− ρ
2
ǫ )(1− ρ
2
ǫ)
ǫ2
= 2
∫
Ω
|∇uǫ|
2(1− ρ2ǫ) + 2
∫
∂Ω
∂ρ2ǫ
∂ν
(1− ρ2ǫ). (5.13)
From
∂uǫ
∂ν
= −λǫ(uǫ − gǫ) on ∂Ω, we see that
∣∣∂ρǫ
∂ν
∣∣ ≤ λǫ|uǫ − gǫ| on ∂Ω.
Hence (5.13) implies ∫
Σǫ
|∇ρ2ǫ |
2 ≤ 2ǫα
∫
Ω
|∇uǫ|
2 + 2ǫα
∫
∂Ω
λǫ|uǫ − gǫ|. (5.14)
Since λǫ = Kǫ
−α and
Eǫ(uǫ) +
∫
∂Ω
λǫ|uǫ − g|
2 ≤M0| log ǫ|,
we have ∫
Ω
|∇uǫ|
2 ≤M0| log ǫ|,
and ∫
∂Ω
λǫ|uǫ − g| ≤ Cλ
1
2
ǫ
( ∫
∂Ω
λǫ|uǫ − g|
2
) 1
2 ≤ Cǫ−
α
2
(
1 +M0| log ǫ|
)
.
Thus we obtain ∫
Σǫ
|∇ρ2ǫ |
2 ≤ Cǫ
α
2
(
1 +M0| log ǫ|
)
. (5.15)
On the other hand, since 1− ρ2ǫ ≥ ǫ
α in Ω \Σǫ and∫
Ω
(1− ρ2ǫ )
2 ≤M0ǫ
2| log ǫ|,
it follows that ∣∣Ω \ Σǫ∣∣ ≤M0ǫ2(1−α)| log ǫ|.
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Hence by Ho¨lder’s inequality we have∫
Ω\Σǫ
|∇ρ2ǫ |
2−q ≤
( ∫
Ω
|∇ρǫ|
2
) 2−q
2
∣∣Ω \ Σǫ∣∣ q2
≤ C| log ǫ|
2−q
2
(
ǫ2(1−α)| log ǫ|
) q
2
≤ Cǫ(1−α)q| log ǫ|. (5.16)
Combining (5.15) with (5.16), we see that there exists 0 < µ < (1−α)q, depending only on α,M0,
and q, such that for any 0 < ǫ < 1, ∫
Ω
|∇ρ2ǫ |
2−q ≤ Cǫµ. (5.17)
Substituting (5.11) and (5.17) into (5.10), we obtain∫
Ω
∣∣duǫ∣∣2−q ≤ Cǫµ + Cβ ∫
Ω
∣∣duǫ∣∣2−q + C(∫
Ω
|duǫ|
2−q
) 1−q
2−q
. (5.18)
This, combined with Young’s inequality, yields∫
Ω
∣∣duǫ∣∣2−q ≤ Cǫµ + (Cβ + 1
2
)
∫
Ω
∣∣duǫ∣∣2−q + C(q). (5.19)
Therefore, by choosing β in (0, 12) sufficiently small, we get∫
Ω
|∇uǫ|
2−q ≤ C(q).
This yields (5.1), since q > n−2
n−1 implies that p = 2− q ∈ (1,
n
n−1). The proof is complete. ✷
6 Proof of Theorem 1.1
In this section, we will use Theorem 3.2, Theorem 4.1, and Theorem 5.1 to give a proof of the main
Theorem 1.1.
With the help of Theorem 3.2, Theorem 4.1, and Theorem 5.1, we can argue, similar to that by
[7], to show all the conclusions of Theorem 1.1, except (a2) and the boundary regularity for α = 0.
For the latter, we need the following Lemmas.
Lemma 6.1 There exist ǫ0 > 0 and C4 > 0, depending only on Ω, C0, K, and M , and r0 =
r0(Ω) > 0 such that for any η > 0 and K > 0, if for all 0 < ǫ ≤ ǫ0, we have gǫ ∈ C
2(∂Ω,S1)
satisfies the condition (G), uǫ ∈ C
2(Ω,R2) is a solution to{
∆uǫ +
1
ǫ2
(1− |uǫ|
2)uǫ = 0 in Ω,
∂uǫ
∂ν
+K(uǫ − gǫ) = 0 on ∂Ω,
(6.1)
satisfying (1.5) with some M > 0, and for x0 ∈ ∂Ω,
Φ+ǫ (uǫ;x0, r0) ≤ η| log ǫ|, (6.2)
then
|uǫ| ≥
1
2
in B+r0
2
(x0), (6.3)
and
Φ+ǫ
(
uǫ;x0,
r0
4
)
≤ C4. (6.4)
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Proof. Similar to Theorem 3.2, (6.3) can be proved by combining the boundary η-compactness
Theorem 3.2 and the interior η-compactness Theorem in [7]. To prove (6.4), observe that by (6.3)
we can write
uǫ = ρǫe
iφǫ in B+r0
2
(x0),
where ρǫ = |uǫ| and φǫ is defined up to an integer multiple of 2π. For simplicity, we assume
1
|B+r0
2
(x0)|
∫
B+r0
2
(x0)
φǫ ∈ [0, 2π). (6.5)
Since uǫ ∈ C
∞(Ω), we have that ρǫ, φǫ ∈ C
∞(B+r0
2
(x0)). Applying Theorem 5.1, we have∫
B+r0
2
(x0)
(
|∇ρǫ|
p + |∇φǫ|
p
)
≤ Cp, ∀ 1 ≤ p <
n
n− 1
. (6.6)
Moreover, φǫ solves −div(ρ
2
ǫ∇φǫ) = 0 in B
+
r0
2
(x0),
∂φǫ
∂ν
+ K
ρǫ
Im(gǫe
−iφǫ) = 0 on Γ r0
2
(x0).
(6.7)
Since ρǫ ≥
1
2 in B
+
r0
2
(x0) and |
K
ρǫ
Im(gǫe
−iφǫ)| ≤ 2K on Γ r0
2
(x0), we can apply the standard elliptic
theory to obtain that ∥∥∇φǫ‖L2(B+3r0
8
(x0))
≤ C0. (6.8)
This can be achieved by the Moser iteration argument. In fact, let ξ ∈ C∞0 (Br0(x0)) be a cut-off
function of B r0
2
(x0) and (φǫ)x0,r0 be the average of φǫ over B
+
r0
(x0). For 1 < q <
n
n−1 , multiplying
(6.7) by ξ2
∣∣φǫ − (φǫ)x0,r0∣∣q−2(φǫ − (φǫ)x0,r0), integrating over B+r0(x0), and applying integration by
parts and Young’s inequality, we can obtain∫
B+r0 (x0)
∣∣∇(ξ|φǫ − (φǫ)x0,r0∣∣ q2 )∣∣2
≤ 4
∫
B+r0 (x0)
ρ2ǫ
∣∣∇(ξ|φǫ − (φǫ)x0,r0∣∣ q2 )∣∣2
≤ C
∫
B+r0 (x0)
ρ2ǫ |∇ξ|
2|φǫ − (φǫ)x0,r0 |
q +K
∫
Γr0 (x0)
ρǫξ
2|φǫ − (φǫ)x0,r0 |
q−1
≤ Cr−20
∫
B+r0 (x0)
|φǫ − (φǫ)x0,r0 |
q +K
∫
Γr0(x0)
|φǫ − (φǫ)x0,r0 |
q−1
≤ C(r0, q),
where we have used in the last step both (6.6) and the trace inequality∫
Γr0 (x0)
|φǫ − (φǫ)x0,r0 |
q−1 ≤ C(r0, q − 1)
∥∥φǫ∥∥W 1,q−1(B+r0 (x0)) ≤ Cq.
On the other hand, by Sobolev’s embedding theorem we have that(∫
B+r0 (x0)
ξ2
∗
|φǫ − (φǫ)x0,r0 |
2∗q
2
) 2
2∗
≤ C
∫
B+r0 (x0)
∣∣∇(ξ|φǫ − (φǫ)x0,r0∣∣ q2 )∣∣2,
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where 2∗ = 2n
n−2 is the Sobolev exponent. Therefore, we conclude that∫
B+r0
2
(x0)
∣∣φǫ − (φǫ)x0, r02 ∣∣ 2∗q2 ≤ C(r0, q).
Repeating the same argument, with q replaced by 2
∗q
2 , on B
+
r0
2
(x0) for finitely many times, we can
finally obtain that ∫
B+7r0
16
(x0)
∣∣φǫ − (φǫ)x0, r02 ∣∣2 ≤ C(r0, q).
Now we can test the equation (6.7) by ξ2(φǫ−(φǫ)x0, 7r016
), with ξ being a cut-off function of B 3r0
8
(x0),
to obtain (6.8).
As for ρǫ, we have −∆ρǫ + ρǫ|∇φǫ|
2 = 1
ǫ2
(1− ρ2ǫ)ρǫ in B
+
r0
2
(x0),
∂ρǫ
∂ν
+K
(
ρǫ − Re(gǫe
−iφǫ)
)
= 0 on Γ r0
2
(x0).
(6.9)
Let ξ be a cut-off function of B r0
4
(x0). Multiplying the equation (6.9) by (1− ρǫ)ξ and integrating
over B+r0
2
(x0), we obtain∫
B+r0
2
(x0)
[
|∇ρǫ|
2 +
ρǫ(1− ρǫ)
2
ǫ2
(1 + ρǫ)
]
ξ (6.10)
≤
∫
B+r0
2
(x0)
[
|∇φǫ|
2ξ + |∇ρǫ||∇ξ|
]
(1− ρǫ) +K
∫
Γ r0
2
(x0)
|ρǫ − Re(gǫe
−iφǫ)||1− ρǫ|ξ
≤ C0,
where we have used (6.8) and (6.6) in the last step. This yields∫
B+r0
4
(x0)
(
|∇ρǫ|
2 +
(1− ρ2ǫ)
2
ǫ2
)
≤ C0. (6.11)
Putting (6.8) and (6.11) together yields (6.4). This completes the proof. ✷
Lemma 6.2 Under the same assumptions as in Lemma 6.1, there exist β0 ∈ (0,
1
2) and C1 > 0,
depending on Ω,K,M, and ‖g‖C1(∂Ω), such that uǫ ∈ C
β0(B+r0
8
(x0)) and[
uǫ
]
Cβ0 (B+r0
16
(x0))
≤ C1. (6.12)
Proof. From Lemma 6.1, we have that
‖uǫ‖H1(B+r0
4
(x0))
≤ C(x0, r0) <∞,
and
Φ+ǫ (uǫ;x,
r0
8
) ≤ C(x0, r0), ∀ x ∈ B
+
r0
8
(x0).
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Therefore by Theorem 3.2 we have
|uǫ(x)| ≥ 1− Lη
θ
ǫ , ∀ x ∈ B
+
r0
8
(x0),
where
ηǫ ≡
C(x0, r0)
| log ǫ|
.
In particular, ρǫ → 1 uniformly in B
+
r0
8
(x0) as ǫ→ 0.
Now for x ∈ B+r0
8
(x0) and 0 < r ≤
r0
8 , let ψǫ ∈ H
1(B+r (x)) solve
∆ψǫ = 0 in B
+
r (x),
∂ψǫ
∂ν
+ K
ρǫ
Im(gǫe
−iφǫ) = 0 on Γr(x),
ψǫ = φǫ on Sr(x).
(6.13)
By the boundary regularity theorem on elliptic equations with oblique boundary conditions (see
Lieberman-Trudinger [18]), we have that ψǫ ∈ C
β(B+3r
4
(x)) for all β ∈ (0, 1), and
(δr)2−n
∫
B+
δr
(x)
|∇ψǫ|
2 ≤ Cδ2βr2−n
∫
B+r (x)
|∇ψǫ|
2, ∀ 0 < δ <
3
4
. (6.14)
Now multiplying both equation (6.7) and equation (6.13) by (φǫ − ψǫ), subtracting the resulting
equations and integrating over B+r (x), we obtain∫
B+r (x)
|∇(φǫ − ψǫ)|
2
=
∫
B+r (x)
(1− ρ2ǫ)∇φǫ · ∇(φǫ − ψǫ) +K
∫
Γr(x)
(1− ρ2ǫ)ρ
−1
ǫ Im(gǫe
−iφǫ)(φǫ − ψǫ)
≤ Lηθǫ
∫
B+r (x)
|∇φǫ|
2 + Cηθǫ r
n+2 +
1
2
∫
B+r (x)
|∇(φǫ − ψǫ)|
2,
where we have used the following inequality in the last step∫
Γr(x)
|φǫ − ψǫ| ≤ Cr
∫
B+r (x)
|∇(φǫ − ψǫ)| ≤ Cr
n+2
2
( ∫
B+r (x)
|∇(φǫ − ψǫ)|
2
) 1
2
≤ Cηθǫ r
n+2 +
1
2
∫
B+r (x)
|∇(φǫ − ψǫ)|
2.
Therefore we obtain ∫
B+r (x)
|∇(φǫ − ψǫ)|
2 ≤ Cηθǫ
∫
B+r (x)
|∇φǫ|
2 + Cηθǫ r
n+2. (6.15)
This, combined with (6.14), implies
(δr)2−n
∫
B+
δr
(x)
|∇φǫ|
2 ≤ C
(
δ2β + δ2−nηθǫ
)
r2−n
∫
B+r (x)
|∇φǫ|
2 + Cδ2−nηθǫ r
4. (6.16)
Returning to ρǫ, it is easy to see from (6.10) that∫
B+r
2
(x)
[
|∇ρǫ|
2 +
(1− ρ2ǫ)
2
ǫ2
]
≤ C(ηθǫ + ǫ
2)
∫
B+r (x)
|∇uǫ|
2 + Cηθǫ r
n−1. (6.17)
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Combining (6.16) with (6.17), and choosing sufficiently small δ and ǫ, we obtain that
(δr)2−n
∫
B+
δr
(x)
|∇uǫ|
2 ≤
1
2
r2−n
∫
B+r (x)
|∇uǫ|
2 + Cr (6.18)
holds for any x ∈ B+r0
8
(x0) and 0 ≤ r ≤
r0
8 . It is well-known that iterations of (6.18) yields that
there exists β0 ∈ (0,
1
2) such that
r2−n
∫
B+r (x)
|∇uǫ|
2 ≤ Cr2β0 , x ∈ B+r0
8
(x0), 0 ≤ r ≤
r0
8
.
Hence by Morrey’s decay lemma [15] we have that uǫ ∈ C
β0(B+r0
16
(x0)) satisfies (6.12). The proof is
complete. ✷
Proof of Theorem 1.1. It follows from Theorem 5.1 that for some ǫ0 ∈ (0, 1],∫
Ω
|∇uǫ|
p ≤ Cp, ∀ 1 ≤ p <
n
n− 1
(6.19)
holds for all 0 < ǫ ≤ ǫ0.
Define a sequence of Radon measures µǫ on Ω by
µǫ :=
1
| log ǫ|
(
eǫ(uǫ) dx+
λǫ
2
|uǫ − gǫ|
2 dHn−1∂Ω
)
,
where dHn−1∂Ω denotes the H
n−1-measure restricted on ∂Ω, Then (1.5) implies
µǫ(Ω) =
Fǫ(uǫ,Ω)
| log ǫ|
≤M. (6.20)
In view of (6.19) and (6.20), for any sequence ǫi → 0, we can extract a subsequence, still denoted
as ǫi, such that
uǫi ⇀ u∗ in W
1,p(Ω), ∀ 1 ≤ p <
n
n− 1
, (6.21)
for some map u∗ ∈W
1,p(Ω,S1) for all 1 ≤ p < n
n−1 , and
µǫi ⇀ µ∗ in (C(Ω))
∗, (6.22)
for a non-negative Radon measure µ∗ on Ω, as weak convergence of Radon measures on Ω.
Multiplying the equation (1.3) by ×uǫi , we see that
div(∇uǫi × uǫi) = 0 in Ω. (6.23)
Sending ǫi → 0, (6.23) and (6.21) yield
div(∇u∗ × u∗) = 0 in D
′(Ω). (6.24)
It follows from (1.5) that when 0 < α < 1, it holds∫
∂Ω
|uǫ − gǫ|
2 ≤
2
λǫi
M | log ǫi| ≤
2M
K
ǫαi | log ǫi| → 0, as ǫi → 0. (6.25)
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Since uǫ → u∗ in L
2(∂Ω), we then obtain that
∫
∂Ω
|u∗ − g∗|
2 = 0 so that u∗ = g∗ on ∂Ω.
When α = 0, since uǫi satisfies∫
Ω
∇uǫi × uǫi · ∇φ+K
∫
∂Ω
(uǫi − gǫi)× uǫiφ = 0, ∀φ ∈ C
∞(Ω),
we have, after taking i→∞, that∫
Ω
∇u∗ × u∗ · ∇φ−K
∫
∂Ω
g∗ × u∗φ = 0, ∀φ ∈ C
∞(Ω). (6.26)
This implies (6.24) and
(
∂u∗
∂ν
−Kg∗
)
× u∗ = 0 on ∂Ω in the distribution sense. Hence we establish
the part (a2).
It follows from the interior monotonicity inequality (see [7] Lemma II.2) and the boundary
monotonicity inequality (2.20) for uǫ that for any x ∈ Ω, r
2−nµ∗(Br(x) ∩ Ω) is monotonically
nondecreasing with respect to r > 0. Hence
Θn−2(µ∗, x) = lim
r→0
r2−nµ∗(Br(x) ∩Ω)
exists for all x ∈ Ω and is upper semicontinuous in Ω. Moreover, from the η-compactness Theorem
1.2,
Σ =
{
x ∈ Ω : Θn−2(µ∗, x) ≥ η
}
.
It is standard ([15]) that Σ is a closed set, with Hn−2(Σ) < ∞. Moreover, Σ is (n − 2)-rectifiable
and µ∗ L Ω is a stationary varifold in Ω. (See [7] Theorem IX.1.)
Also, for any x0 ∈ Ω \ Σ, there exist r0 > 0 and sufficiently large i0 such that Br0(x0) ⊂ Ω \ Σ
and
r2−n0
∫
Br0 (x0)
eǫi(uǫi) dx ≤ η| log ǫi|, ∀ i ≥ i0.
Thus by [7] Theorem VIII.2, uǫi → u∗ in C
k(B r0
2
(x0)) for all k ≥ 1. This implies that u∗ ∈
C∞(Ω \ Σ,S1) is a smooth harmonic map. Thus we prove (b1) for 0 < α < 1.
When α = 0, we have that for any x0 ∈ Ω \Σ, there exists r0 > 0 such that
r2−n0 Φ
+
ǫi
(uǫi ;x0, r0) ≤ η| log ǫi|, i ≥ i0.
We proceed as follows.
(1) dist(x0,Ω) ≤
r0
2 . Then by Lemma 6.1 and Lemma 6.2 there exist θ0 ∈ (0,
1
2) and C0 > 0 such
that for all i ≥ i0,
[uǫi ]Cθ0 (B+r0
2
(x0))
≤ C0.
Therefore uǫi → u∗ in C
θ0(B+r0
2
(x0)).
(2) dist(x0,Ω) >
r0
2 . Then
(
r0
2
)2−n
∫
B r0
2
(x0)
eǫi(uǫi) = (
r0
2
)2−nΦ+ǫi(uǫi ;x0,
r0
2
) ≤ r2−n0 Φ
+
ǫi
(uǫi ;x0, r0) ≤ η| log ǫi|, i ≥ i0.
Then uǫi → u∗ in C
k(B r0
4
(x0)) for all k ≥ 1, see [7] Theorem VIII.2. Combining (1) with (2), we
conclude that uǫi → u∗ in C
k
loc(Ω\Σ)∩C
θ0
loc(Ω\Σ) for any k ≥ 1, and u∗ ∈ C
∞(Ω\Σ)∩Cθ0(Ω\Σ).
This completes the proof of Theorem 1.1. ✷
We close this paper by raising a few questions pertaining to Theorem 1.1.
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Remark 6.3 (a) Assume 0 < α < 1. What is the boundary regularity of u∗ on ∂Ω \ Σ? Is u∗
Ho¨lder continuous up to ∂Ω \ Σ?
(b) Assume α = 0. Does u∗ have higher order regularity up to ∂Ω \Σ? In particular, is it true that
u∗ ∈ C
2(Ω \Σ,S1)?
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