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In   this  paper  we discuss   the problems arising  in  managing and  curating  the  data generated  by 
simulations of nanometre­scale CMOS (Complementary Metal–Oxide Semiconductor) transistors, 
circuits  and  systems  and  describe   the  software  and operational   techniques  we have  adopted   to 
address them. Such simulations pose a number of challenges including, inter alia, multi­TByte data 




of   wider   relevance,   both   within   the   CMOS   design   community   and  more   generally   in   other 
disciplines.
The 5th International Digital Curation Conference taking place in London, England over 2­4 December 2009 will 
address the theme  Moving to Multi­Scale Science: Managing Complexity and Diversity.    Please ensure you use 





























































































































































































































































Item                               Occurs                            Item                   Occurs   
owner 1 owner 1
jobCreationTime 1 location 1
jobStartTime 1 type 1
jobEndTime 1 jobRecord 1
parentJob 0­1
childJob 0­n
fileRecord 0­n
[Caption] Table 1. Core­data items for job and file records. The names of the items are 
self explanatory.
The DMS is designed for geographically dispersed users who are remote from the 
computer hosting it. It has a RESTful interface, that is, one which conforms to the 
REST9 (Representational State Transfer; see for example Fielding, 2000; Fielding & 
Taylor 2002) principles. In practice this approach means that every item in the system, 
that is every job or file, has an identifier; a unique name by which it may be referenced 
9See, for example, URL: http://www.xfront.com/REST­Web­Services.html
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and displayed. Similarly there are temporary identifiers for sets of search results and 
standard identifiers for lists of all the jobs and files and for the function to specify 
search criteria. The identifiers used are standard URIs, in order to facilitate access 
using the standard Web protocols, notably HTTP.
The DMS is written in Java and the RESTful interface is implemented using the 
RESTLET10 framework. The core­data and annotations constitute 'resources' within the 
REST framework and may be returned using a XML, HTML or JSON (JavaScript 
Object Notation) representation. The job and file details are stored in an SQL relational 
database which is accessed using the Hibernate11 object­relational persistence 
framework. Hiberate supports various back­end databases and we are variously using 
ORACLE12 and PostgresSQL13. The user interface is implemented using GWT14 
(Google Web Toolkit) and is accessed using a standard Web browser.
The project currently supports two primary DMS installations. One of these is for 
public NanoCMOS data and is deployed and hosted on the NGS. The other is hosted in 
Glasgow and is primarily used for more secure datasets. We are currently exploring 
installing further DMS instances at partner sites. Users select the DMS that they wish 
to use as part of the process for job creation and submission.
Progress and Plans
The NanoCMOS project is still in progress and development of the e­Science 
infrastructure continues. The basic system is in place, notably the harness for 
submitting jobs to super­computing clusters and the DMS.
When developing and wrapping applications in the stack (Figure 1) work 
necessarily started at the bottom and worked up, since the higher levels require data 
from the lower ones. To date two applications have been targeted and made available 
through the infrastructure: Geronimo, at the lower level of the stack, which simulates 
individual transistors and RandomSpice which makes multiple invocations of the 
SPICE circuit simulator to determine the range of properties of individual circuits by 
randomly selecting constituent transistors with a range of properties.
Future work will address applications higher up the stack. However, simulating 
individual transistors and circuits are autonomous operations that, once their input 
parameters are defined, can proceed from start to finish without further human 
intervention. Thus they are amenable to automation and remote submission to super­
computer clusters. Conversely, applications higher up the stack tend to be more 
interactive. Adapting them seems likely to involve significant challenges.
We will continue to enhance the DMS, in particular improving both the features 
10See URL: http://www.restlet.org/
11See URL: https://www.hibernate.org/ 
12See URL: http://www.oracle.com/
13See URL: http://www.postgresql.org/
14See URL: http://code.google.com/webtoolkit/
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for searching the database and the user interface. Also, further work is required on 
some of the security functions.
Effort to date has necessarily concentrated on developing the basic infrastructure. 
We also need to ensure that the simulations generated are properly curated. In this 
context the particulars of the NanoCMOS project are pertinent: though we have a large 
volume of complex scientific data we also have a small and specialised user 
community. Further, the simulations are not required indefinitely in their current 
format (the semiconductor industry evolves quite rapidly). Thus we are concerned with 
short­ and medium­term, rather than long­term, curation. It would be useful to assess 
our current curation practices and identify any areas for improvement, perhaps using 
some of the techniques adopted by the DCC15 (Digital Curation Centre), such as the 
DAF16 (Data Audit Framework) and DRAMBORA17 (Digital Repository Audit Method 
Based on Risk Assessment).
Discussion
We have developed an infrastructure for managing the data generated by 
simulations of nanometre­scale CMOS devices. Enhancements to this infrastructure 
continue. However, the following lessons, some of which seem likely to be of wider 
applicability, are already apparent.
1. The job submission harness uses less standard software than originally 
intended. We initially attempted to use such items, but many were either found 
to be unsuitable or they did not scale adequately when running thousands of 
computationally intensive jobs.
2. Configuring the OpenAFS installation proved more troublesome than 
expected, due to a combination of security configuration and networking 
issues, though it is now working satisfactorily. We chose AFS because it 
offered significant performance advantages over systems such as the SRB18 
(Storage Resource Broker).
3. The DMS initially had a fixed hierarchy comprising: experiments, tasks, 
jobs and files. However, this arrangement was found to be insufficiently 
flexible to accurately represent the work undertaken and was replaced with the 
flexible scheme described above.
4. The motivation for the REST architecture is that it captures or mimics the 
way that the Web protocols behave. Thus, applications designed with a 
RESTful interface present a clean and intuitive Web interface. Our experience 
confirms this supposition.
5. Some users are, understandably, reluctant to adopt the new way of 
15See URL: http://www.dcc.ac.uk/
16See URL: http://www.data­audit.eu/DAF_Methodology.pdf
17See URL: http://www.dcc.ac.uk/FAQs/self­auditing/ 
18See URL: http://www.sdsc.edu/srb/index.php/Main_Page 
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working. It is worth investing effort to ensure that the new infrastructure is 
straightforward to use. However, once users have adopted the new system they 
usually soon appreciate its power and flexibility.
6. Even in the relatively small NanoCMOS community users vary 
enormously in their level of computing expertise. Also different groups have 
noticeably different practices. Particularly towards the lower end of the 
complexity stack there was little demand for a GUI or Web portal for job 
submission. Users were perfectly happy submitting jobs from their Unix 
command line, provided that the procedure was straightforward and adequately 
documented.
7. Finally, users do not know a priori what metadata needs to be included in 
their annotations, nor what queries they will want to make on the metadata. The 
process is new to them. An iterative approach must be adopted, with the 
metadata stored and queries supported being adapted to the users' changing 
requirements as they develop.
The NanoCMOS infrastructure addresses the significant challenge of managing 
multi­TByte volumes of specialised, complex scientific data which require distributed 
access for users in multiple institutions in the presence of demanding security 
requirements. The data are accessed by a stack of specialised applications which 
simulate CMOS devices on a wide range of scales, from single transistors to systems 
with many millions of transistors. Finally, the DMS, in particular, contains little that is 
specific to NanoCMOS and we are actively pursuing applying it to manage other large, 
complex datasets.
Acknowledgements
The NanoCMOS project is funded by the UK Engineering and Physical Sciences 
Research Council (EPSRC). 
References
[report]Anjomshoaa, A., Brisard, F., Drescher, M., Fellows, D., Ly, A., McGough, S., 
Pulsipher, D. and Savva, A. (2005, November). Job Submission Description  
Language (JSDL), V1.0. (GFD­R.56). Open Grid Forum (http://www.ogf.org/). 
[thesis]Fielding, R. T. (2000). Architectural Styles and the Design of Network­based  
Software Architectures. Doctoral dissertation, University of California, Irvine.
[journalarticle]Fielding, Roy T.; Taylor, Richard N. (2002). Principled Design of the 
Modern Web Architecture. ACM Transactions on Internet Technology (TOIT). 
5th International Digital Curation Conference
December 2009
12   Data Management of nanometre­Scale CMOS Device Simulations
New York: Association for Computing Machinery, 2 (2): 115–150 
[journalarticle]Howard, J.H., Kazar, M.L., Nichols, S.G., Nichols, D.A., 
Satyanarayanan, M., Sidebotham, R.N., & West, M.J. (1988, February). Scale 
and Performance in a Distributed File System. ACM Transactions on  
Computer Systems. New York: Association for Computing Machinery, 6 (1): 
51­81. 
[report]Humphrey, M., Smith, C., Theimer, M. and Wasson, G. (2007, August), JSDL 
HPC Profile Application Extension, V1.0. (GFD.111). Open Grid Forum.
[report]Savva, A. (2008, August). JSDL SPMD Application Extension, V1.0. (GFD.
115). Open Grid Forum.
[proceedings]Sinnott, R.O., Asenov, A., Berry, D., Furber, S., Millar, C., Murray, A., 
Pickles, S. , Roy, S., Tyrell A. & Zwolinski. M. (2006, September). Meeting  
the Design Challenges of nanoCMOS Electronics: An Introduction to an  
EPSRC Pilot Project. UK e­Science All Hands Meeting, Nottingham UK. 
[proceedings]Sinnott, R.O., Asenov, A., Brown, A., Millar, C., Roy, G., Roy, S. 
Stewart, G. (2007, September) Grid Infrastructures for the Electronics Domain: 
Requirements and Early Prototypes from an EPSRC Pilot Project. UK e­
Science All Hands Meeting, Nottingham, UK (best paper award). 
[proceedings]Sinnott, R.O., Bayliss, C., Davenhall, C., Doherty, T., Harbulot, 
B.,Jones, M., Martin, D., Millar, C., Roy, G., Roy, S., Stewart, G., Watt,J. & 
Asenov. A. (2008, December). Integrating Security Solutions to Support 
nanoCMOS Electronics Research. IEEE International Symposium on Parallel 
and Distributed Processing Systems with Applications, Sydney, Australia.
[journalarticle]Reid, D., Sinnott, R.O., Millar, C., Roy, G., Roy, S., Stewart, Gordon, 
Stewart, Graeme & Asenov, A. (2009, July). Enabling Cutting­edge 
Semiconductor Simulation through Grid Technology. Journal of the  
Philosophical Transactions of the Royal Society A. London, 367:2573­2584. 
5th International Digital Curation Conference
December 2009
