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Abstract
Human Activity Recognition (HAR) is a field of study that seeks to identify the
movement or action of a person based on sensor data. In this work we will focus
on the recognition of human activities when using crutches. For this, a crutch was
instrumented through the interface of inertial sensors and a microcontroller. Data
was collected by using the instrumented crutch to perform four different activities
such as walking, walking upstairs, walking downstairs and standing. A Machine
Learning model was trained with the collected data and the results show that it
is possible to identify distinctive movement patterns for each activity with high
accuracy.
Resumen
El reconocimiento de actividades humanas (HAR, Human Activity Recognition) es
un a´rea de estudio que busca identificar el movimiento o accio´n de una persona en
base a datos de sensores. En este trabajo nos enfocaremos en el reconocimiento de
actividades humanas al utilizar muletas. Para esto, una muleta fue instrumentada
mediante la interfaz de unos sensores inerciales y un microcontrolador. Datos fueron
recopilados al utilizar la muleta instrumentada para realizar cuatro actividades dis-
tintas como caminar, subir escaleras, bajar escaleras, permanecer parado. Se entreno´
a un modelo de Machine Learning con los datos recopilados y los resultados muestran
que es posible identificar con alta exactitud patrones de movimiento caracter´ısticos
de cada actividad.
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Cap´ıtulo 1
Introduccio´n
El reconocimiento de actividades humanas (HAR, Human Activity Recognition) es
un a´rea de estudio que busca identificar el movimiento o accio´n de una persona en
base a datos de sensores. Existen principalmente dos tipos de HAR: los basados
en v´ıdeo y los basados en sensores. El HAR basado en v´ıdeo analiza ima´genes que
contienen movimientos humanos, mientras que el HAR basado en sensores se enfoca
en los datos de movimiento de sensores como acelero´metros, giroscopios, etc [23].
Dado el bajo costo y avance en la tecnolog´ıa de sensores, la mayor parte de la
investigacio´n en el campo se concentra en HAR basado en sensores. Las soluciones
basadas en sensores pueden dividirse en tres categor´ıas principales en funcio´n a su
ubicacio´n [7]:
• Fijados sobre el humano: el usuario lleva puesto los sensores mientras realiza
las actividades.
• Fijados sobre un objeto: el usuario interactu´a con el objeto mientras realiza
las actividades.
• Fijados en el ambiente: los sensores son dispuestos en el lugar donde se realiza
la actividad y no se requiere de interaccio´n con el usuario.
Recientemente, los algoritmos de aprendizaje profundo o Deep Learning han
logrado un rendimiento incomparable en muchas a´reas como reconocimiento visual
de objetos, procesamiento del lenguaje natural y razonamiento lo´gico, por lo que
tambie´n han sido ampliamente implementados para el reconocimiento de actividades
humanas basadas en sensores [23].
En este trabajo nos enfocaremos en el desarrollo de un sistema de adquisicio´n de
movimiento basado en sensores inerciales y el de un modelo de Deep Learning para
el reconocimiento de actividades humanas al utilizar muletas.
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Figura 1.1: Esquema conceptual del sistema iMuleta.
1.1 Motivacio´n
En los u´ltimos an˜os, se ha puesto mucha atencio´n en el desarrollo de exoesqueletos
robo´ticos. La principal funcio´n de estos exoesqueletos es la de brindar a su usuario
capacidades f´ısicas aumentadas. Personas paraple´jicas podr´ıan volver a caminar de
forma independiente utilizando un exoesqueleto robo´tico.
Un factor clave de esta tecnolog´ıa es la interaccio´n entre el humano y el exoesque-
leto. Para lograr una experiencia de uso transparente para el humano, el exoesqueleto
debe poder ser controlado de la forma mas natural posible. Para este fin, existen
tecnolog´ıas que permiten detectar la intencio´n del usuario a trave´s de la actividad
ele´ctrica producida por los mu´sculos esquele´ticos.
La deteccio´n de la intencio´n a trave´s de la actividad ele´ctrica de los mu´sculos
es utilizado en exoesqueletos como HAL (Hybrid Assistive Limb) [3]. El usuario
simplemente mueve sus extremidades como lo har´ıa normalmente y este me´todo
puede detectar fa´cilmente las sen˜ales neuronales y entender con e´xito la intencio´n
del usuario.
El me´todo de deteccio´n de intencio´n descrito anteriormente no es aplicable en
todos los casos. Los personas paraple´jicas no pueden mover la parte inferior del cuer-
po y las sen˜ales neuronales no pueden alcanzar las extremidades inferiores. Nuevos
enfoques para la deteccio´n de la intencio´n son necesarios para este tipo de usuario.
Cuando se trata de un usuario paraple´jico, el exoesqueleto debe ser usado en
conjunto con muletas, e´stas ayudan al usuario a mantener el equilibrio cuando esta´
parado o caminando. Por tanto, si relacionamos distintos patrones de movimiento de
la muleta con distintas acciones a ser llevadas a cabo por el exoesqueleto, las muletas
podr´ıan utilizarse como sistema de control del exoesqueleto, como por ejemplo para
dar un paso con el exoesqueleto una vez que la muleta se mueva hacia adelante.
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1.2 Objetivos
En este proyecto se buscan cumplir con los siguientes objetivos:
1.2.1 Objetivos Generales
• Desarrollar una muleta instrumentada para la monitorizacio´n de la marcha
humana.
• Entrenar un modelo de Deep Learning capaz de clasificar distintos patrones
de movimiento.
1.2.2 Objetivos Espec´ıficos
• Desarrollar un sistema de adquisicio´n de movimiento utilizando sensores de
bajo costo.
• Integrar el sistema de adquisicio´n a una muleta de forma no invasiva.
• Construir un dataset con las lecturas de los sensores mientras los usuarios
realizan actividades diarias.
1.3 Estado del Arte
1.3.1 Reconocimiento de actividades humanas basada en
sensores
Te´cnicas de Machine Learning han sido aplicadas a la tarea de reconocimiento de
actividades en muchos trabajos presentes en la literatura. Los primeros trabajos se
enfocaban en extraer manualmente las caracter´ısticas a ser utilizadas como entradas
para los modelos.
Un modelo bayesiano basado en la toma de decisiones para el reconocimiento de
19 actividades de la vida diaria fue propuesto en [1]. Las actividades fueron realiza-
das por ocho sujetos utilizando acelero´metros ubicados en cinco lugares diferentes
del cuerpo del sujeto. Caracter´ısticas como la media, la varianza, la asimetr´ıa y la
transformada discreta de Fourier se extrajeron utilizando una ventana deslizante de
5 segundos.
En [10] se recolecto´ datos de 29 usuarios mientras e´stos realizaban seis activi-
dades diferentes. Los usuarios ten´ıan un tele´fono inteligente en el bolsillo delantero
mientras realizaban las actividades y los datos del acelero´metro fueron utilizados
para extraer seis caracter´ısticas: la aceleracio´n media, desviacio´n esta´ndar, tiempo
entre picos, etc. Compararon tres modelos distintos al clasificar las caracter´ısticas:
a´rbol de decisio´n, regresio´n log´ıstica y redes neuronales. Los resultados muestran
que la red neuronal tuvo el mejor desempen˜o.
El principal problema con los trabajos mencionados anteriormente es la nece-
sidad de extraer caracter´ısticas manualmente. Estas caracter´ısticas disen˜adas por
los investigadores son dif´ıciles de generalizar, es decir, las caracter´ısticas adecuadas
para un dominio de aplicacio´n pueden no ser adecuadas para otro dominio.
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Para combatir este problema, en [19] se utilizo´ Deep Learning para la extraccio´n
automa´tica de caracter´ısticas. Un clasificador k-NN (k Nearest Neighbours) fue uti-
lizado con las caracter´ısticas extra´ıdas automa´ticamente as´ı tambie´n con unas carac-
ter´ısticas extra´ıdas manualmente. Los resultados mostraron que las caracter´ısticas
aprendidas automa´ticamente superaron a las caracter´ısticas extra´ıdas manualmente.
1.3.2 Muletas instrumentadas
En los u´ltimos an˜os han sido propuestos varios prototipos de muletas instrumenta-
das. La mayor´ıa de estos prototipos buscan mejorar el uso de las muletas a trave´s
de la monitorizacio´n del peso descargado sobre las extremidades inferiores y de los
a´ngulos de inclinacio´n. En [5] se desarrollo´ un basto´n capaz de monitorizar la car-
ga haciendo uso de un resorte compresible dispuesto en el interior del mismo. Este
resorte activa unos interruptores cuando se detecta mucha o poca fuerza, y se pro-
porciona retroalimentacio´n a trave´s de vibraciones y luces. En [4] la fuerza ejercida
se monitoreo´ meca´nicamente, y para medir la inclinacio´n de la muleta se agrego´ un
interruptor de inclinacio´n de mercurio.
Recientemente, prototipos totalmente inala´mbricos fueron propuestos. En [16]
se disen˜o un sistema de muletas capaz transmitir informacio´n a una computadora
en tiempo real, haciendo uso de un transmisor de radio. Como sensor de fuerza
se utilizo´ una resistencia sensible a la fuerza (FSR) y para medir movimiento un
acelero´metro. En [20] se desarrollo´ otro prototipo similar, con la diferencia que para
medir las fuerzas utilizaron galgas extensiome´tricas.
Mas relacionado con este trabajo se encuentra [18] donde adema´s del disen˜o
de una muleta instrumentada se implemento´ un modelo de Machine Learning para
reconocer los estados de la muleta. Este modelo reconoce los siguientes estados:
avanzando, giro a la izquierda, giro a la derecha y estacionario. A diferencia de
los otros prototipos, e´ste no contempla el uso de sensores de fuerza y en cambio
incorpora un sensor infrarrojo para detectar cuando la muleta esta en contacto con
el suelo.
1.4 Organizacio´n del Documento
Para el desarrollo de esta tesis se comienza introduciendo al lector con los conceptos
necesarios de Machine Learning. Luego, se describe el prototipo de muleta propuesta,
tanto el hardware y software del mismo. Posteriormente, se detallan los experimentos
y resultados obtenidos. Por u´ltimo, se dara´n las conclusiones y propuestas de trabajo
a futuro.
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Cap´ıtulo 2
Marco Teo´rico
2.1 Redes Neuronales Artificiales
Las ANNs (Artificial Neural Networks) son sistemas computacionales inspirados por
la estructura y funcionamiento de las redes neuronales del cerebro.
Estas redes se basan en una coleccio´n de unidades conectadas llamadas neuronas
artificiales o neuronas. Cada conexio´n entre neuronas transmite una sen˜al de una
neurona a otra. La neurona receptora procesa la sen˜al y sen˜ala a otras neuronas
conectadas a ella.
Las neuronas esta´n organizadas en capas:
• Capa de entrada.
• Capas ocultas.
• Capa de salida.
La estructura se muestra en la Figura 2.1. En general, para una ANN con N
capas ocultas hay ni neuronas en cada capa oculta, nin neuronas de entrada y nout
neuronas de salida, donde nin es igual al nu´mero de variables de entrada y nout al
nu´mero de variables de salida.
Figura 2.1: Estructura de ANN completamente conectada.
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La fuerza de las conexiones entre neuronas esta´ determinada por una matriz de
pesos. Cada neurona en la capa oculta Hi, recibe sen˜ales de todas las neuronas de
la capa anterior Hi−1 a trave´s de la matriz Wi y emite sen˜ales a todas las neuronas
de la siguiente capa Hi+1 a trave´s de la matriz Wi+1.
Entonces, para la j-e´sima neurona oi,j de la capa oculta Hi tenemos:
oi,j = φ(
ni∑
k=1
oi−1,k ∗W k,ji + bi,j)
Donde bi,j es un te´rmino de sesgo y φ() es una funcio´n de activacio´n. La funcio´n
de activacio´n realiza una transformacio´n no lineal a las entradas, lo que hace que el
modelo sea capaz de aprender tareas ma´s complejas.
Por u´ltimo, para la j-e´sima neurona oj de la capa de salida tenemos:
oj = φ(
nN∑
k=1
oN,k ∗W k,jo + bo,j)
2.2 Redes Neuronales Recurrentes
Las RNNs (Recurrent Neural Networks) fueron introducidas para poder trabajar
con datos secuenciales, como por ejemplo series temporales. La diferencia con otras
arquitecturas es que existen conexiones recurrentes entre neuronas. Lo que se busca
con esta arquitectura es retener informacio´n a lo largo de la dimensio´n temporal.
Figura 2.2: Ejemplo de una RNN.
Fuente [12]
La retencio´n de informacio´n se logra alimentando la activacio´n de la neurona en
el tiempo previo al tiempo actual. Para reducir el nu´mero de para´metros del modelo,
la matriz de peso es la misma a lo largo de diferentes pasos de tiempo. Como se ve
en la Figura 2.2 la matriz de peso W para cada st se utiliza en todos los pasos de
tiempo t.
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En la estructura presentada en la figura 2.2 la ecuacio´n recursiva de la neurona
st en el tiempo t se define como:
st = φ(Uxt +Wst−1 + bth)
donde φ() es la funcio´n de activacio´n y bh es un te´rmino de sesgo.
La salida de una capa recurrente puede ser una secuencia de valores o un solo
valor. Para el caso de una secuencia, la salida ot en el tiempo t es:
ot = V st + b
t
o
donde bo se trata de la matriz de sesgo para la salida. Cuando la salida de la capa
recurrente es un solo valor, se toma el valor de la capa en la u´ltima instancia de
tiempo.
2.3 Long short-term memory (LSTM)
Es una versio´n mejorada de una RNN. Fue disen˜ada para mitigar los problemas de
dependencia de informacio´n de largo plazo. Como se aprecia en las figuras de abajo,
la estructura de la LSTM es mucho ma´s compleja que la de una RNN cla´sica.
(a) RNN (b) LSTM
Figura 2.3: Comparacio´n de estructuras entre una RNN y una LSTM.
Fuente [22]
En la Figura 2.3b podemos ver una linea horizontal que atraviesa la cadena de
conexiones recurrentes, la cual es conocida como estado de celda. Al estado de celda
se lo puede ver como una cinta transportadora que transporta informacio´n a lo largo
del tiempo.
La informacio´n que fluye por el estado de celda es regulada a trave´s de tres
puertas conocidas como:
• Puerta de olvido: controla que informacio´n se descarta del estado de celda.
• Puerta de entrada: controla que informacio´n nueva se an˜ade al estado de celda.
• Puerta de salida: controla cual sera´ la salida de la red. Esta salida se basara´
en el estado de celda, pero sera´ una versio´n filtrada.
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(a) Puerta de olvido (b) Puerta de entrada (c) Puerta de salida
Figura 2.5: Puertas de una LSTM.
Fuente [22]
De la Figura 2.5a tenemos:
ft = σ(Wf ∗ [ht−1, xt] + bf )
Esta funcio´n produce un valor entre 0 y 1, donde el 0 representa olvidar comple-
tamente y el 1 representa retener toda la informacio´n.
Luego de la Figura 2.5b tenemos que:
it = σ(Wi ∗ [ht−1, xt] + bi)
C˜t = tanh(WC ∗ [ht−1, xt] + bC)
La funcio´n it decide que valores sera´n actualizados y la funcio´n C˜t determina
cua´l sera´ el valor actualizado.
Figura 2.7: Estado de celda de una LSTM.
Fuente [22]
Ahora se puede proceder a actualizar el estado de la celda Ct de la siguiente
manera:
Ct = ft ∗ Ct−1 + it ∗ C˜t
Por u´ltimo se genera la salida, de la Figura 2.5c tenemos:
ot = σ(Wo ∗ [ht−1, xt] + bo)
ht = ot ∗ tanh(Ct)
Con ot se determina que partes del estado de la celda van a formar parte de la
salida y luego al multiplicar con tanh(Ct) se establece la salida.
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2.4. SENSORES INERCIALES PARA LA ESTIMACIO´N DE POSICIO´N Y
ORIENTACIO´N
2.4 Sensores inerciales para la estimacio´n de po-
sicio´n y orientacio´n
Cuando se requiere conocer la orientacio´n y posicio´n de un dispositivo, t´ıpicamente
se emplean sensores inerciales. Al integrar las lecturas del giroscopio obtenemos la
orientacio´n del dispositivo. Luego, la orientacio´n se utiliza para remover la fuerza de
la gravedad de las lecturas del acelero´metro. Sobre este resultado se calcula la integral
para obtener velocidad y por u´ltimo, se vuelve a calcular la integral para obtener la
posicio´n del dispositivo. A este me´todo de estimacio´n de posicio´n y orientacio´n se
lo conoce generalmente como navegacio´n por estima o dead reckoning.
Figura 2.8: Ilustracio´n esquema´tica del dead reckoning.
En la pra´ctica, los sensores inerciales no son perfectos y sus mediciones sufren de
ruido. Esto se traduce en pequen˜os errores en la estimacio´n de posicio´n y orientacio´n,
los cuales, con el tiempo se acumulan y conducen a una diferencia cada vez mayor
entre el lugar donde el sistema cree que se encuentra y la ubicacio´n real.
Para ilustrar el problema que esto supone, se recopila datos de una IMU mientras
e´sta permanece estacionaria. Luego, integramos las medidas de los sensores para ob-
tener la posicio´n del dispositivo. Dado que la IMU se mantiene estacionaria durante
la recopilacio´n de datos, se espera que la posicio´n no var´ıe. Sin embargo, como se
muestra en la figura 2.9, la posicio´n deriva a medida que pasa el tiempo.
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Figura 2.9: Estimacio´n de la posicio´n de una IMU en estado estacionario basado en
la navegacio´n por estima.
Para mejorar las estimaciones, se puede hacer uso de filtros como el de Kal-
man [8]. Tambie´n se puede utilizar informacio´n de sensores complementarios como
magneto´metros para corregir perio´dicamente la estimacio´n de orientacio´n.
Informacio´n sobre posicio´n y orientacio´n podr´ıan ser de utilidad para el proble-
ma que busca resolver este trabajo, sin embargo, exploraremos me´todos que nos
permitan trabajar directamente sobre las lecturas en bruto de los sensores.
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Cap´ıtulo 3
Disen˜o del sistema
3.1 Requerimientos
Para cumplir con los objetivos propuestos en este trabajo, primero deben estable-
cerse los requerimientos del sistema a ser disen˜ado.
Hay que tener en cuenta que las muletas adema´s de ser dispositivos de apoyo
para la movilidad, son dispositivos porta´tiles que acompan˜an al usuario en su d´ıa
a d´ıa. Por tanto, es importante garantizar que la experiencia de uso de la muleta
instrumentada sea la ma´s parecida posible a la de una muleta convencional.
Las propiedades de flexibilidad, resistencia y distribucio´n del peso de la muleta
no deben ser modificadas significativamente. La ubicacio´n de la instrumentacio´n
an˜adida debe ser considerada de forma a que no se perturbe el uso normal de la
muleta.
Otro factor a tener en cuenta es el costo. Un elevado costo en la instrumenta-
cio´n se ver´ıa reflejado en un alto costo del producto final. Esto desmotivar´ıa a la
implementacio´n del sistema en productos comerciales para el mercado general.
Como la muleta es un dispositivo porta´til, la misma no puede depender de co-
nexiones ala´mbricas para su funcionamiento. Por lo cual, el sistema instrumentado
debe ser alimentado por una bater´ıa pequen˜a y ligera. Para conseguir una larga du-
racio´n de la bater´ıa los componentes que integren el sistema instrumentado deben
ser de bajo consumo.
Las variables a ser medidas son la velocidad angular y aceleracio´n de la muleta,
adema´s de la fuerza aplicada en el mango. Las mediciones deben transmitirse de
forma inala´mbrica a un dispositivo de almacenamiento para su posterior ana´lisis.
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Figura 3.1: Disen˜o del sistema en esquema de bloques.
Adaptado de [11]
3.2 Componentes
Para satisfacer los requerimientos establecidos, se deben determinar que componen-
tes utilizar. Se eligen componentes comerciales para minimizar el costo potencial.
En la tabla 3.1 se listan las elecciones de los mismos.
Funcionalidad Componente
Microcontrolador mbed NXP LPC1768
Sensor inercial LSM9DS1
Sensor de fuerza Galgas extensiome´tricas
Comunicacio´n Inala´mbrica Mo´dulo BLE CC41-A
Cuadro 3.1: Componentes del sistema instrumentado.
3.2.1 Microcontrolador
Es el componente principal del sistema, encargado de adquirir las mediciones de los
sensores y transmitirlas para el posterior procesado de las mismas. En particular
se trata de un mbed NXP LPC1768, el cual es capaz de trabajar tanto con sen˜ales
digitales como con sen˜ales analo´gicas y adema´s, tiene un disen˜o compacto.
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El microcontrolador se programa fa´cilmente a trave´s de un entorno de desarrollo
integrado (IDE) [13] disponible online y utilizando los lenguajes de programacio´n
C y C ++. El microcontrolador se comunica con una computadora a trave´s de una
interfaz serial USB.
Figura 3.2: Esquema de patillaje de un mbed NXP LPC1768.
Fuente [14].
3.2.2 Unidad de medicio´n inercial
Para medir las aceleraciones y velocidades angulares en los tres ejes se utiliza una
unidad de medicio´n inercial (IMU) LSM9DS1 de STMicroelectronics, la cual esta
compuesta por un acelero´metro tri-axial, un giroscopio tri-axial y un magneto´metro
tri-axial.
Se conecta con el microcontrolador a trave´s de un bus de comunicacio´n I2C,
y cada sensor en el LSM9DS1 admite una amplia gama de rangos: la escala del
acelero´metro se puede configurar en ± 2, 4, 8 o 16 g, el giroscopio admite ± 245,
500 y 2000 ◦/s, y el magneto´metro rangos de escala de ± 2, 4, 12 o 16 gauss.
La IMU esta´ integrada en una placa adaptadora, la cual es ideal para la creacio´n
ra´pida de prototipos. La placa se puede enchufar a un protoboard y proporciona el
pinout LSM9DS1 completo.
19
3.2. COMPONENTES CAPI´TULO 3. DISEN˜O DEL SISTEMA
(a) Ejes del magneto´metro, giroscopio y acelero´metro
respectivamente .
(b) Placa adaptadora Sparkfun.
Figura 3.3: Unidad de medicio´n inercial LSM9DS1.
Fuente [21]
3.2.3 Sensor de fuerza
La fuerza aplicada a la muleta se mide a trave´s de galgas extensiome´tricas dispuestas
en el interior del mango. Estos sensores convierten la tensio´n meca´nica en un cambio
de la resistencia ele´ctrica el cual puede ser medido.
Para medir la deformacio´n de la galga, e´sta debe estar conectada a un circuito
ele´ctrico capaz de medir los cambios en la resistencia correspondientes a la tensio´n.
Normalmente se emplean 4 galgas extensiome´tricas conectadas ele´ctricamente en lo
que se conoce como circuito de puente de Wheatstone.
Figura 3.5: Puente de Wheatstone.
Fuente [15]
El voltaje Vo esta´ definido con la siguiente ecuacio´n:
Vo = (
R3
R3 +R4
− R2
R2 +R1
) ∗ VEX
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De esta ecuacio´n se ve que cuando R1
R2
= R4
R3
, Vo es igual a cero, cualquier cambio
en la resistencia en cualquier brazo del puente da como resultado un voltaje de salida
distinto de cero. Por tanto, si se reemplaza a una resistencia con una galga exten-
siome´trica, cualquier cambio en la resistencia de la galga extensiome´trica produce
un voltaje de salida distinto de cero, de esta forma el voltaje se vuelve una funcio´n
de la tensio´n meca´nica [15].
3.2.4 Comunicacio´n inala´mbrica
Los datos son transmitidos utilizando un mo´dulo Bluetooth Low Energy (BLE)
CC41-A.
El mo´dulo nos permite conectar el microcontrolador a un smartphone o PC de
forma inala´mbrica, con la facilidad de operacio´n de un puerto serial a trave´s de los
pines RX y TX.
En comparacio´n con el Bluetooth cla´sico, Bluetooth Low Energy esta´ disen˜ado
para proporcionar un consumo de energ´ıa y un costo considerablemente reducido,
manteniendo un rango de comunicacio´n similar.
Figura 3.6: Mo´dulo Bluetooth.
Fuente [6]
3.2.5 Suministro de energ´ıa
El microcontrolador puede ser alimentado con una tensio´n entre 4.5V y 9V. El
suministro de energ´ıa para el sistema se obtiene de una bater´ıa recargable porta´til
con una capacidad de 2800 mAh y una tensio´n de 5 V.
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En la Figura 3.7 podemos ver la conexio´n de todos los componentes del sistema.
Figura 3.7: Conexio´n de los componentes.
3.3 Prototipo
Como se muestra en la Figura 3.8 el prototipo desarrollado esta compuesto de una
muleta de antebrazo al cual se le ha agregado el sistema de adquisicio´n de movimiento
y una bater´ıa, adema´s el mango fue modificado para incluir sensores de fuerza.
La modificacio´n del mango y la incorporacio´n de los sensores de fuerza a la misma
fue realizada por un grupo de alumnos de la Facultad de Informa´tica de Barcelona
como proyecto para la materia Proyecto de Ingenier´ıa de Computadores.
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Figura 3.8: Perspectiva del sistema completo.
3.4 Disen˜o de software
Para poder capturar y almacenar las mediciones de los sensores se requieren de dos
piezas de software. Un programa corriendo en el microcontrolador se encarga de la
captura y un programa corriendo en un smartphone Android se encarga del control
y almacenamiento.
3.4.1 Microcontrolador
El programa mbed esta compuesto por un bucle de control y un bucle temporizado
de tiempo real. El bucle de control se ejecuta cada 0.5 s y cuenta con una maquina
de estados que consta de 3 estados: inicializacio´n, espera y captura.
• En el estado de inicializacio´n se configuran los sensores de la IMU para que
este´n en la escala correcta. El rango de medida del giroscopio es ±245 ◦/s, el
del acelero´metro ±2 g y del magneto´metro ±4 gauss.
• En el estado de espera, el programa espera a que el usuario env´ıe el comando
para comenzar la captura. Una vez recibido el comando, se pasa al estado de
captura.
• En el estado de captura, el microcontrolador registra las medidas de los sen-
sores mediante el bucle de tiempo real y las env´ıa a trave´s de Bluetooth para
que sean almacenadas. Una vez el usuario env´ıe el comando para terminar la
captura, se vuelve al estado de espera.
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La frecuencia de ejecucio´n del bucle de tiempo real es de 30 Hz. En cada iteracio´n,
las medidas de los sensores se convierten a la magnitud f´ısica correspondiente y e´stas
son transmitidas al smartphone, siempre que el programa se encuentre en el estado
de captura.
Figura 3.9: Diagrama de flujo del programa de captura.
3.4.2 Android
Esta aplicacio´n se empareja con el microcontrolador para controlar los tiempos de
inicio y fin de captura, y se encarga del etiquetado de las grabaciones. Tiene dos
modos de funcionamiento:
• Modo de registro: a los datos le´ıdos se an˜ade el tiempo de recepcio´n en formato
UNIX (timestamp) y son almacenados en memoria de tele´fono en formato de
valores separados por comas (CSV) para el posterior ana´lisis. Cada fichero
CSV es etiquetado segu´n la actividad realizada.
• Modo de inferencia: los datos recibidos no son almacenados en memoria y
en cambio son utilizados por el modelo de Machine Learning para realizar
predicciones en tiempo real.
24
Cap´ıtulo 4
Experimentos y Resultados
4.1 Dataset
4.1.1 Recoleccio´n de datos
El dataset esta compuesto por las lecturas de los sensores de movimiento y fuerza re-
gistrados mientras los usuarios realizaban actividades diarias t´ıpicas. Las actividades
incluyen:
• Caminando.
• Subiendo escalera.
• Bajando escalera.
• Parado.
Se conto´ con la participacio´n de 3 voluntarios, donde cada participante contri-
buyo´ con la misma cantidad de tiempo de grabacio´n. Cada participante realizo cada
actividad por un total de 10 minutos, totalizando as´ı 120 minutos de grabacio´n.
Los datos fueron etiquetados utilizando la funcionalidad implementada en la
aplicacio´n Android desarrollada.
Figura 4.1: Voluntario realizando la actividad bajando escalera durante recoleccio´n
de datos.
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En la Figura 4.2 podemos ver de la estructura del dataset y las variables le´ıdas.
Donde gx, gy, gz son las mediciones del giroscopio en los ejes X,Y,Z respectivamente.
Luego ax, ay, az son las mediciones del acelero´metro en los ejes X,Y,Z. Adema´s
tenemos que mx, my, mz son las mediciones del magneto´metro en los ejes X,Y,Z. Por
u´ltimo force es la fuerza medida en el mango de la muleta y timestamp corresponde
al tiempo de captura.
Figura 4.2: Estructura del dataset.
4.1.2 Pre-procesado de los datos
Las secuencias de entrada fueron segmentadas a lo largo de la dimensio´n temporal
mediante un mecanismo de ventana deslizante. Mientras se realiza la segmentacio´n,
el taman˜o del paso es siempre la mitad del taman˜o de la ventana de tiempo, e´sta
relacio´n constante se basa en los experimentos realizados en [17]. En la seccio´n 4.4
se analiza cual es el valor mas apropiado para la longitud de la ventana de tiempo.
Figura 4.3: Mecanismo de ventana deslizante.
Adaptado de [17].
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En cua´nto a las etiquetas, como se tratan de variables catego´ricas, e´stas deben
ser convertidas a un formato con el cual el modelo pueda trabajar. Para lograr esto
se aplica la te´cnica conocida como One Hot Encoding. E´sta te´cnica transforma la
variable catego´rica de n valores posibles en un vector de n caracter´ısticas binarias,
con solo una activa a la vez.
Etiqueta Codificacio´n
Caminando [1, 0, 0, 0]
Subiendo escalera [0, 1, 0, 0]
Bajando escalera [0, 0, 1, 0]
Parado [0, 0, 0, 1]
Cuadro 4.1: Codificacio´n de etiquetas.
4.2 Modelo
Se entreno´ a un modelo con los datos recolectados utilizando la librer´ıa de Machine
Learning Tensorflow[2] y su API denominado Keras [9]. En la Figura 4.4 se ve la
arquitectura del modelo.
El modelo esta´ compuesto de una combinacio´n de capas recurrentes y capas
completamente conectadas. Entre la primera capa completamente conectada y la
recurrente se dispuso una capa Dropout.
Dropout es una te´cnica utilizada para evitar que un modelo se sobreajuste a los
datos. Funciona desactivando aleatoriamente un nu´mero determinado de neuronas
en cada actualizacio´n de la fase de entrenamiento, lo cual dificulta el aprendizaje al
modelo y por ende el modelo es obligado a generalizar mejor.
Figura 4.4: Arquitectura del modelo.
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En cua´nto al optimizador se utiliza Adam con sus valores predeterminados. Como
nuestro problema se trata de clasificacio´n multiclase la opcio´n natural para la funcio´n
de costo es la entrop´ıa cruzada catego´rica.
En la tabla 4.2 se indican la seleccio´n de hiper-para´metros utilizados.
Para´metros Valor
Taman˜o de ventana 48
Ritmo de aprendizaje 0.0001
Taman˜o de lote 64
Repeticiones 300
Tasa de Dropout 0.5
Cuadro 4.2: Hiper-para´metros del modelo.
4.3 Resultados
El dataset fue dividido en 2 partes: una para entrenamiento y otra para prueba. El
conjunto de datos para entrenamiento comprende el 67 % del total de los datos y el
resto de los datos comprende el conjunto para prueba.
Durante entrenamiento se reservo´ 10 % de los datos de entrenamiento para vali-
dacio´n del modelo.
La me´trica utilizada para evaluar el rendimiento del modelo es la exactitud.
Formalmente, la exactitud tiene la siguiente definicio´n:
Exactitud =
Nu´mero de predicciones correctas
Nu´mero total de predicciones
En la Figura 4.5 se puede ver el progreso de la exactitud durante la fase de
entrenamiento. Las exactitudes sobre el conjunto de entrenamiento y validacio´n
aumentan a un ritmo estable hasta establecerse alrededor del 97 % luego de las
primeras 50 repeticiones.
Figura 4.5: Exactitud durante entrenamiento.
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En la Figura 4.6 se ve como las pe´rdidas de entrenamiento y validacio´n decrecen
a la par hasta asentarse luego de las 50 repeticiones, por tanto, se puede decir que
no existe sobreajuste a los datos.
Figura 4.6: Pe´rdida durante entrenamiento.
Luego del entrenamiento, se evaluo´ al modelo sobre el conjunto de datos de
prueba. El modelo logro´ un 97.25 % de exactitud. Si nos fijamos en la Figura 4.7
podemos notar que el modelo logra casi la misma exactitud en todas las categor´ıas.
Adema´s, se ve los errores de clasificacio´n mas frecuentes:
• Predice la categor´ıa bajando escalera y en realidad se trata de la categor´ıa
subiendo escalera.
• Predice la categor´ıa parado y en realidad se trata de la categor´ıa caminando.
.
Figura 4.7: Matriz de confusio´n normalizada.
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4.4 Estudio del taman˜o de la ventana de tiempo
Para determinar el taman˜o de la ventana de tiempo ma´s apropiado, comparamos la
exactitud lograda por cuatro modelos entrenados con distintos valores de taman˜o
de ventana. Los modelos utilizan la arquitectura e hiper-para´metros descritos en la
seccio´n 4.2. En la tabla 4.3 vemos los valores de ventana adoptados.
Nombre
del modelo
Taman˜o
de ventana
(muestras)
Taman˜o
de ventana
(segundos)
VT 16 16 0.5
VT 32 32 1
VT 48 48 1.5
VT 64 64 2
Cuadro 4.3: Taman˜os de ventana.
En la figura 4.8 vemos la exactitud de validacio´n de los modelos durante entre-
namiento. Se nota que los modelos que logran mejor rendimiento son el VT 48 y el
VT 64, seguidos por el VT 32 y por u´ltimo el VT 16.
Figura 4.8: Comparacio´n de exactitud de validacio´n entre modelos.
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Todos los modelos logran una alta exactitud de prueba como se muestra en la
tabla 4.4. El modelo que logra mayor exactitud de prueba es el VT 48, por lo cual
determinamos que el taman˜o de la ventana de tiempo ma´s apropiado para nuestro
problema es de 1.5 segundos o 48 muestras por ventana.
Nombre del modelo Exactitud de prueba
VT 48 97.25 %
VT 64 96.81 %
VT 32 96.31 %
VT 16 92.52 %
Cuadro 4.4: Exactitud de prueba.
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Conclusiones
5.1 Conclusiones
Una muleta instrumentada fue desarrollada con e´xito mediante la interfaz de una
unidad de medicio´n inercial (IMU) y un microcontrolador. Datos son obtenidos al
medir la velocidad angular y aceleracio´n de la muleta, adema´s de la fuerza aplica-
da al mango. Las mediciones son transmitidas de forma inala´mbrica a un tele´fono
inteligente a trave´s de Bluetooth Low Energy.
La muleta instrumentada fue probada con tres sujetos sanos, a quienes se les
pidio´ utilizar el dispositivo mientras realizaban cuatro actividades distintas. Los
datos recolectados durante las pruebas fueron procesados de forma que constituyan
un conjunto de datos para el entrenamiento de algoritmos de Machine Learning.
Se entreno´ a un modelo de Machine Learning con el conjunto de datos y los resul-
tados muestran que es posible identificar con alta exactitud patrones de movimiento
caracter´ısticos de cada actividad.
Se demostro´ que el dispositivo tiene el potencial de representar una herramienta
no invasiva, barata y porta´til para el monitoreo de la marcha humana as´ı como para
el control de exoesqueletos robo´ticos.
5.2 Trabajo a futuro
Se deben realizar pruebas con pacientes reales que utilizan exoesqueletos como asis-
tencia para la movilidad. El objetivo de las pruebas sera´ obtener una evaluacio´n de
la potencialidad de la muleta para el control del exoesqueleto y retroalimentacio´n
de los usuarios.
Tambie´n se podr´ıa investigar como mejorar la exactitud lograda por el sistema
de reconocimiento de actividad. Esto puede conseguirse de distintas maneras:
• Probar distintos hiperpara´metros al entrenar el modelo.
• Aumentar el conjunto de datos de entrenamiento.
• Implementar arquitecturas ma´s complejas como DeepConvLSTM [17].
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