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Abstract. Several models of inflation employing a triplet of SU(2) vectors with spatially
orthogonal vacuum expectation values (VEVs) have been recently proposed. One (tensor)
combination t of the vector modes is amplified in some momentum range during inflation.
Due to the vector VEVs, this combination mixes with gravitational waves (GW) at the linear
level, resulting in a GW amplification that has been well studied in the literature. Scalar
perturbations in this class of models have been so far studied only at the linear level. We
perform a first step toward the nonlinear computation using as an example the original model
of Chromo-Natural Inflation. We compute the contribution to the scalar power spectrum
arising from the coupling of the combination t to the inflaton. This contribution is mostly
controlled by a single parameter of the model (namely, the ratio between the mass of the
fluctuations of the vector field and the Hubble rate), and, for a wide range of this parameter,
it can significantly affect the phenomenology obtained from the linear theory. This nonlinear
contribution is significantly blue, improving the comparison between the two-point function
and the Cosmic Microwave Background (CMB) data. This growth can be also relevant for
smaller scale phenomenology, such as large scale structure, CMB distortions, and primordial
black holes.
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1 Introduction
Axion, or natural, inflation is a class of models in which the flatness of the inflation potential
is protected by an approximate shift symmetry [1] (see [2] for a review). In the simplest
realizations, the inflaton has a trans-Planckian axion scale, which appears hard to reconcile
with quantum gravity and string theory [3]. Among several solutions proposed for this
problem [4–14], the works [15, 16] considered the possibility that a sub-Planckian inflaton
range can be due to the interactions of the inflaton with a gauge field.
Ref. [15] studied the case of a U(1) gauge field with vanishing vacuum expectation
value (vev). It was then realized that the χFF˜ interaction (where χ is the axion inflaton,
F the gauge field strength, and F˜ its dual), can lead to a very interesting phenomenology,
even if it is weak enough not to significantly affect the background inflaton evolution. The
motion of the inflaton amplifies one polarization of the gauge field. These modes in turn,
before being diluted away by the expansion of the universe, source distinctive scalar and
tensor primordial perturbations, through their nonlinear interactions δA+δA→ δχ with the
inflaton field and δA + δA → δg with the metric [17]. The phenomenological consequences
of these nonlinear interactions have been well studied in the literature, including CMB non-
Gaussianity [17, 18], growth of the scalar power spectrum at CMB scales [19], gravitational
waves that might be detectable by gravitational interferometers [20–24], parity violation in
the CMB [25] and in interferometers [26], primordial black holes [27–33], and large and parity
violating tensor bispectra [34]. Perturbativity limits on this coupling were studied in [35, 36].
These studies are limited to the regime of negligible backreaction of the gauge field on the
inflaton dynamics. Ref. [36] showed that perturbativity is respected in this regime.
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Figure 1. Diagramatic representation of the GW (left diagram) and scalar (right diagram) power
spectra sourced by the enhanced tensor mode tL. While in the non-Abelian models the GW are
sourced already at the linearized level, the scalar modes are sourced at the nonlinear level. The right
diagram is the interaction studied in this work.
Ref. [16] studied instead the case in which the inflaton field interacts with a SU(2) triplet
of vector fields having nonvanishing spatial vevs. The vevs are arranged to be orthogonal to
each other and of equal magnitude, so to lead to isotropic expansion. This model, dubbed
“Chromo-Natural Inflation” shares several analogies with the model of “Gauge-Flation” [37],
where a pseudo-scalar inflaton is absent and inflation is due to a
(
FF˜
)2
operator. (In fact,
Gauge-Flation can be viewed as a specific limit of Chromo-Natural Inflation, in which the
axion inflaton can be integrated out [38, 39].) The linear theory of cosmological perturbations
in Chromo-Natural Inflation was first studied in [40] in a low-energy effective description of
the model, and then in [41–43] in the full model. The main features emerged from these
linarized studies is that the model is unstable in a specific regime of parameters (mQ <
√
2,
where mQ is introduced in eq. (2.6)), while it is outside the allowed ns − r region in the
complementary regime (where ns is the spectral tilt, and r the tensor-to-scalar ratio).
1
Several works modified the original model of [16] so to be compatible with data, including
the presence of a second axion inflaton [45] or a dilaton [46], a different inflation potential
[47–49], realizations in which the axion field is not the inflaton [50, 51], and a spontaneous
breaking of the SU(2) symmetry [52].
The existing phenomenological studies of these models are based on linearized perturba-
tion theory, with the exception of [53–55] that studied the nonlinear interactions in the tensor
sector, and the resulting GW bispectrum. Based on the results of the U(1) models, one could
expect that nonlinearities can be of relevance also in the scalar sector. The computation in
the non-Abelian context is however significantly more involved than in its U(1) counterpart:
even disregarding scalar metric perturbations (which is shown to be a justified assumption
[41, 43] - see Section 3.2), Chromo-Natural Inflation has three scalar perturbations coupled
to each other at the linearized level; this set comprises of the inflation perturbation plus two
linear combinations of perturbations of the gauge fields. For this reason already the linearized
computation is significantly more involved in the non-Abelian vs. the Abelian case, and we
expect this to be true also at the nonlinear level.
With this in mind, in the present work we only perform a first step toward the full
nonlinear computation. Specifically, we consider one nonlinear interaction of the inflaton
perturbation; this mode is the dominant scalar perturbation in the super-horizon regime,
where it coincides (up to negligible corrections) with the adiabatic mode ζ ' −Hχ˙ δχ. In the
U(1) case, the motion of the inflaton significantly amplifies one gauge field polarization at
horizon crossing. In the present context, the background dynamics amplifies one polarization
1As a consequence, one should expect that also Gauge-Flation is incompatible with data, as confirmed by
the analysis of [44].
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of one (tensor) combination t. For definiteness, let us assume that the amplified polarization
is the left-handed one. 2 The mode tL plays an analogous role to the mode δAL in the Abelian
case. In the U(1) case, the amplification is exponentially sensitive to the parameter ξ ≡ λχ˙2fH
(where H is the Hubble rate), while in the present context the amplification is exponentially
sensitive to the parameter mQ defined in eq. (2.6).
3 In the present context, tL is coupled
to the GW at the linearized level, sourcing the GW mode hL through the left digram in
Figure 1. 4 The generation of this chiral GW background is probably the most distinctive
phenomenological feature obtained so far for this class of models [42, 48, 53, 54, 58, 59].
This linear coupling is absent in the U(1) case, where a chiral GW background is produced
by the δAL + δAL → δgL process [17, 25]. Both in the Abelian, and non-Abelian case,
the amplification of tL affects the scalar modes only at the nonlinear level. In this work we
compute the right diagram of figure 1, which is the direct counterpart of the δAL+δAL → δχ
process present in the U(1) case. Even if it is only one of the diagrams contributing to the
nonlinear scalar power spectrum, the fact that this interaction is much stronger than the
gravitational ones (see Section 4), that tL is the enhanced mode, and that δχ is mapped
into the observed scalar perturbation induces us to argue that its value can be representative
of the complete one. The results obtained in this work show that this contribution can be
sizable for a significant range of parameters, and it can significantly affect the phenomenology
of these models, due to its strong scale dependence. This serves as a motivation for a more
complete analysis, in which all the scalar perturbations are included.
The plan of this paper is the following. In Section 2 we review the model of Chromo-
Natural Inflation, and provide a novel analytic approximation for the background evolution.
In Section 3 we summarize the results obtained from the linearized study of the perturbations.
In Section 4 we present the computation of the second diagram in Figure 1, and discuss how
this can affect the phenomenology of the model. In Section 5 we present our conclusions,
with prospects for future work. The paper is concluded by three Appendices. In Appendix A
we provide the solutions of the scalar perturbations in the UV regime, as necessary to provide
their initial conditions; in Appendix B we present details of the diagrammatic computation;
in Appendix C we perform a semi-analytical study of the result, to understand its scaling
with the parameter mQ.
2 Chromo-Natural Inflation
In this section, we give a brief summary of the original model of Chromo-Natural Inflation
[16]. It is a model in which the slow evolution of the inflaton is due to its interactions with
an SU(2) vector field having a nonvanishing spatial vacuum expectation value (vev),
〈Aa0 (t)〉 = 0, 〈Aai (t)〉 = δai a (t) Q (t) . (2.1)
In this expression, a = {1, 2, 3} is the SU(2) index, while a (t) is the scale factor (we choose
the line element as ds2 = −dt2 + a2 (t) d~x2 = a2 (τ) [−dτ2 + d~x2]). The indices 0 and
i = {1, 2, 3} are time and space indices, respectively. The vev is chosen so to be compatible
with a homogeneous and isotropic expansion. The vector vev is parametrized as a (t)Q (t)
since, as we will see, Q is slowly evolving during inflation.
2Changing the sign of the λ
f
χFF˜ term, or of χ˙, switches the role of the two polarizations.
3We note from eq. (2.5) that mQ coincides with ξ in the large mQ regime.
4Refs. [56, 57] studied in a more general context the mixing, and the resulting oscillations, between GW
and gauge modes in a stationary gauge field background.
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The lagrangian of the model is
S =
∫
d4x
√−g
[
M2p
2
R − 1
4
F aµνF
a,µν − 1
2
(∂χ)2 − V (χ)− λ
8
√−g f χ 
µναβF aµνF
a
αβ
]
, (2.2)
where µναβ is totally anti-symmetric, and normalized to 0123 = 1, χ is the pseudo-scalar
inflaton, and F is the field strength of the SU(2) field, F aµν = ∂µA
a
ν − ∂ν Aaµ + g abcAbµAcν .
Assuming that the inflaton has a homogeneous and time dependent vev, one obtains
the background equations
3H2M2p =
1
2
χ˙2 + V (χ) +
3
2
[(
Q˙+HQ
)2
+ g2Q4
]
,
χ¨+ 3Hχ˙+ V ′(χ) +
3λ g
f
Q2
(
Q˙+HQ
)
= 0 ,
Q¨+ 3HQ˙+ (H˙ + 2H2)Q+ g Q2
(
2gQ− λχ˙
f
)
= 0 , (2.3)
where dot denotes a time derivative, and H is the Hubble rate. The slow roll solution
(neglecting χ¨, Q¨ and H˙) with strong “magnetic drag force” (3f2H2  g2λ2Q4 and λ2Q2 
2f2) gives
Q˙ ' −HQ− f V
′(χ)
3 g λQ2
, χ˙ ' f H
g λQ2
(
2g2Q3
H
−HQ− f V
′(χ)
gλQ2
)
. (2.4)
One can verify [16, 41] that the left hand side can be neglected in the first of these
relations, so that
Q '
(
−f V
′(χ)
3gλH
)1/3
⇒ χ˙ ' 2 f
λ
H
(
g Q
H
+
H
gQ
)
= 2
f
λ
H
(
mQ +
1
mQ
)
, (2.5)
where in the last expression we have introduced the dimensionless parameter
mQ ≡ g Q
H
. (2.6)
It is useful to obtain a relation between the value of χ and the number of e-folds in this
model. To do so, we follow [16] in choosing the simplest potential for the axion inflaton,
V (χ) = µ4 [1 + cos x˜] , x˜ ≡ χ
f
, (2.7)
and assume that the inflaton rolls in the region between the maximum at x = 0 and the
minimum x = pi. We integrate the relation dN = H dt = Hχ˙ dχ to obtain
N =
λ
√
y
2
∫ x˜end
x˜N
dx˜
F (x˜)
1 + y F 2 (x˜)
, F (x˜) ≡ (1 + cos x˜)
2/3
sin1/3 x˜
, (2.8)
where we have introduced the combination y ≡
(
λµ˜4
3g2
)2/3
, with µ˜ ≡ µMp . The quantity x˜end
is the (rescaled) value of the inflaton at the end of inflation. With very good approximation,
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inflation ends at the minimum of the potential, so we set x˜end = pi. The quantity x˜N is the
(rescaled) value of the inflaton at N e-folds before the end of inflation.
The relations presented so far were derived in [16] (see also [41]) where the reader
is referred to for more details. Here we point out that the relation (2.8) admits a simple
approximate solution in the regime that is phenomenologically relevant. Specifically, we can
linearize the function F next to the minimum of the potential, F ' pi−x˜
22/3
. This relation is
exact for x˜ = pi, and it approximates the exact one with 1% accuracy at x˜ = pi2 . Using this
approximate expression, the relation (2.8) gives
N ' λ
24/3
√
y
ln
[
1 +
y (pi − x˜N )2
24/3
]
' λ
√
y (pi − x˜N )2
28/3
⇒ x˜N ' pi − 2
4/3
√
N
y1/4
√
λ
, (2.9)
where we have further assumed that the argument in the square bracket is close to 1. The
requirement that this is true, and that x˜N is greater than
pi
2 (so that the linearized approxima-
tion for F is accurate), translate, respectively, into the bounds N  0.4λ√y and N < 0.4
√
y λ.
These bounds are compatible with N = 60 e-folds of inflation, provided that λ is sufficiently
large (it is known that λ  1 is required in this model to have a sufficiently long inflation
[16]).
Inserting the expression of the potential in the slow roll relation (2.5) for Q, and in
H '
√
V√
3Mp
, we obtain
mQ (N) ' 1√
y F (x˜N )
'
√
λ
24/3 y1/4
1√
N
' 0.098
(
λ g
µ˜2
)1/3 √60
N
. (2.10)
As we shall see, the quantity mQ is the key combination that controls the perturbations in
this model. This simple analytical result will allow us to gain a better understanding of how
our results scale with the parameters in the model. Moreover, as it is standard in inflation,
perturbations probe the background evolution at horizon crossing; therefore knowing how
mQ evolves with N will allow us to infer the scale dependence of the perturbations of the
model.
With the choice (2.7) of the potential, the model is characterized by the 4 parameters,
λ, f˜ ≡ fMp , g, and µ˜ ≡
µ
Mp
. A direct inspection of the equations of motion shows that the
last two parameters affect the background evolution (and so mQ) only through the ratio
g
µ˜2
. This degeneracy is broken only when we fix the scale of the potential µ through the
amplitude of the scalar perturbations. To verify the accuracy of (2.10), we performed several
background evolutions of the model, characterized by λ = 500 and g
µ˜2
= {20, 28, 40, 60};
then by λ = 1, 000 and g
µ˜2
= {10, 14, 20, 30}; then by λ = 2, 000 and g
µ˜2
= {5, 7, 10, 15}.
In all cases we fixed f˜ = 0.1. The numerical value obtained by mQ at N = 60 e-folds was
then compared with the final expression in eq. (2.10), with a slight change of the numerical
coefficient to better fit the data. We see from Figure 2 that the relation (2.10) is indeed
extremely accurate in all these cases. We have verified that the same holds true for f˜ = 0.01
(not shown here).
3 Linear theory of the perturbations
In this section we describe the linear perturbations in the model of Chromo-Natural Inflation.
Due to the presence of vector vevs, some perturbations of the gauge fields mix with tensor
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Figure 2. Value of mQ at N = 60 e-folds of inflation, for different choices of parameters described
in the main text. Points with different λ, but equal λg/µ˜2 give nearly overlapping results in the plot.
Also shown is the analytical result (2.10), with a ∼ 4% change of the numerical coefficient to better
fit the numerical results.
perturbations of the metric at the linearized level. Following the convention used in the
literature, we collectively denote these modes as “tensor perturbations”. These perturbations
further split in two subsets, that are characterized by opposite helicity, and that are decoupled
at the linearized level. The two subsets give different results, due to the parity-violating
nature of the model. Most interestingly, the tensor modes in the gauge field of one given
helicity manifest a tachyonic growth close to horizon crossing. This mode sources tensor
metric perturbations of that helicity. The production of an enhanced chiral GW background
is one of the most interesting phenomenological outcome of this class of models.
Also due to the vector vevs, some other perturbations of the gauge fields are coupled at
the linearized level with the perturbation of the inflaton and with the scalar perturbations of
the metric. These modes are collectively denoted as “scalar perturbations”. At the linearized
level, the scalar sector does not present an enhancement analogous to that of the tensor
perturbations, provided that the parameter mQ defined in eq. (2.6) satisfies mQ >
√
2 (in
the opposite regime, the scalar perturbations make the background solution considered in
the previous section unstable). In the next section we argue that this conclusion does not
necessarily hold when nonlinear interactions between the enhanced tensor mode and the
inflaton perturbation are taken into account.
This section is divided in three parts. In the first two parts we review, respectively,
the results for the tensor and scalar modes obtained in the literature. We then give a brief
summary of the phenomenology resulting by this linearized computations.
We use the convention
δ (t, ~x) =
∫
d3k
(2pi)3/2
ei
~k·~x δ
(
t, ~k
)
, (3.1)
for the Fourier transform of any perturbation δ.
3.1 Tensor sector
Tensor perturbations in this model were studied first in [41] and then, with a better accuracy,
in [42]. In the linearized computation described here, different perturbations are not coupled
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to each other. Therefore, without loss of generality, we can orient the momentum of the
modes along the z−axis. Doing so, the tensor perturbations of the model can be written as
δA1µ = a (τ) (0, t+ (τ, z) , t× (τ, z) , 0) , δA
2
µ = a (τ) (0, t× (τ, z) , −t+ (τ, z) , 0) ,
δg11 = −δg22 = a
2 (τ)√
2
h+ (τ, z) , δg12 = δg21 =
a2 (τ)√
2
h× (τ, z) , (3.2)
where τ is conformal time. Starting from these modes, we define the left handed (+) and
right handed (-) helicity variables
hˆ± ≡ aMp
2
h+ ∓ ih×√
2
≡ aMp
2
hL,R , tˆ
± ≡
√
2a
t+ ∓ it×√
2
≡
√
2a tL,R . (3.3)
These modes are canonically normalized (namely, their kinetic action in momentum space
is Skin =
1
2
∫
dτd3k
[
|tˆ+′ |2 + |hˆ+′ |2 + |tˆ−′ |2 + |hˆ−′ |2
]
). Moreover, the two subset of modes{
tˆ+, hˆ+
}
and
{
tˆ−, hˆ−
}
are decoupled from each other at the linearized level.
Disregarding their coupling with the metric perturbations (which can be verified to be a
good approximation a posteriori in the left handed helicity sector, which is the one of interest
for the present discussion) the two tensor modes of the gauge field satisfy [42]
d2
dx2
tˆ± +
(
1 +
m
x2
∓ mt
x
)
t± = 0 , x ≡ −kτ , (3.4)
where we have defined the two positive quantities
m ≡ 2 (1 +m2Q) ≡ 14 − β2 , mt ≡ 2
(
2mQ +
1
mQ
)
≡ −2iα . (3.5)
As we will see later, mQ = O (1) in the regime of phenomenological interest. Therefore
the left handed tˆ+ mode has a tachyonic mass for some finite time close to horizon crossing.
We therefore concentrate our discussion on this mode. The quantity mQ has a slow roll
variation in this expression, see eq. (2.10). As done in [42] we treat this as a constant. In
studying the spectral dependence, one can evaluate mQ at the scale at which any given mode
leaves the horizon (as it is customarily done in models of slow roll inflation). In this limit,
one obtains the analytic solution [42]
tˆ+ = AkMα, β (2ix) +BkWα,β (2ix) , (3.6)
where M and W are Whittaker functions, and where the two integration constants are
Ak =
1√
2k
Γ
(−α+ β + 12)
(2i)−αΓ(2β + 1)
, Bk = − 1√
2k
Γ
(−α+ β + 12)
Γ
(
α+ β + 12
) 2αiβ+1(−i)α−β . (3.7)
This choice gives
lim
x→∞AkMα,β (2ix) +BkWα,β (2ix) =
eix−α lnx√
2k
, (3.8)
which is the adiabatic vacuum solution (we note the presence of the slowly evolving factor
proportional to α, in addition to the standard adiabatic vacuum solution obtained in most
models of inflation; this is due to a ∝ tˆ tˆ′ term in the linearized action for the tensor modes).
– 7 –
The evolution of tˆ+ is further discussed in Appendix C.
Next, we consider the equation for the left-handed metric perturbation in the presence
of the tˆ+ mode. To leading order in slow roll, it reads
d2
dx2
hˆ+ +
[
1− 2
x2
]
hˆ+ = 2
Q
Mpx
tˆ+
′
+ 2mQ (mQ − x) Q
Mpx2
tˆ+ . (3.9)
Ref. [42] provided the approximate solution of this equation. The power in the positive
helicity GW mode is given by
PL =
k2
2pi2
∣∣∣∣ 2aMp hˆ+
∣∣∣∣2 ' H2pi2M2p
{
1 + 2 kB2k
Q2
M2p
[
piA
cos (βpi) (9− 40β2 + 16β4)
]2}
, (3.10)
where
A ≡ 1
Γ
(
1
2 − α− β
)
Γ
(
1
2 − α+ β
){ (i+mQ) (9− 40β2 + 16β4)Γ (−α)
−8i [2 + 16α− 8β2 +mQ (−9i+mQ + 8mQα− 4 (−i+mQ)β2)]Γ (1− α)}
− i
Γ (1− α)
{
9− 40β2 + 8m2Qα
(−1 + 8α+ 4β2)
+imQ
(−9 + 4β2) (−1 + 8α+ 4β2)+ 16 [α (−1 + 8α) + 4αβ2 + β4]} . (3.11)
The two contributions originate, respectively, from the homogeneous and the particular so-
lution of eq. (3.9). The two terms are statistically uncorrelated, and therefore their powers
add up without interference. For the right helicity mode the contribution from tˆ− can be
disregarded (as this mode does not experience tachyonic growth), and we have the standard
result
PR =
k2
2pi2
∣∣∣∣ 2aMp hˆ−
∣∣∣∣2 ' H2pi2M2p . (3.12)
3.2 Scalar sector
The linear scalar perturbations in this model were first computed in [41], where it was shown
that the scalar sector is stable provided that mQ >
√
2. This regime was previously studied
in [40] in an effective single field low-energy description (based on the gelaton mechanism).
The study of [41] is based on exact numerical computations, supplemented by analytical
WKB solutions in the sub-horizon regime. A further study of the scalar perturbations, with
a more extensive analysis of the phenomenology of the model, was then performed in [42, 43].
As proven in [41, 43], scalar metric perturbations can be disregarded to leading order in slow
roll (more accurately, we can work in spatially flat gauge, δgij,scalar = 0. In this gauge, the
scalar metric perturbations contain two non-dynamical modes. Integrating these modes out
provides negligible contributions to the equations of the dynamical modes [41, 43].)
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One is therefore left with the scalar perturbations in the inflaton field δχ (t, z), and in
the SU(2) multiplet,
δA1µ = (0, δφ (t, z)− Z (t, z) , χ3 (t, z) , 0) ,
δA2µ = (0, −χ3 (t, z) , δφ (t, z)− Z, 0) ,
δA3µ =
(
δA30 (t, z) , 0, 0, δφ+ 2Z (t, z)
)
, (3.13)
together with the gauge choice
χ3 = −ik 2Z + δφ
2gaQ
. (3.14)
We have adopted the scalar decomposition made in [43], with the momentum of the modes
oriented along the z−axis (as discussed in the previous subsection, we can do so without loss
of generality in a linearized computation). The mode δA30 is nondynamical, and its equation
of motion is a constraint equation that we can solve to express this mode as a function of
the remaining scalar perturbations. Using (3.14), this constraint equation gives
δA30 = −
4g (aQ)′ χ3 − ga2Q2 λf (−ik) δχ
k2 + 2g2a2Q2
. (3.15)
Once the two modes χ3 and δA
3
0 are eliminated through (3.14) and (3.15) we have a
system containing the three dynamical scalar perturbations δχ, δφ, and Z. In terms of the
canonical modes
Xˆ ≡ a δχ , Zˆ =
√
2 (Z − δφ) , ϕˆ ≡
√
2 +
x2
m2Q
(
δφ√
2
+
√
2Z
)
, (3.16)
the equations for the dynamical scalar perturbations read
Xˆ ′′ +
(
1− 2
x2
+
V ′′
H2x2
+
Λ2m2Q
2m2Q + x
2
)
Xˆ +
(
χ
′2
2M2p
+
m2QQ
2
x2M2p
+
Q2
x2M2p
)
Xˆ
+
ΛmQ
√
4 + 2x
2
m2Q
(
4m4Q + 3m
2
Qx
2 + x4
)
(
2m2Qx+ x
3
)2 ϕˆ− 2
√
2ΛmQ
x2
Zˆ − ΛmQ
x
√
1 + x
2
2m2Q
ϕˆ′ +
√
2ΛmQ
x
Zˆ ′ = 0 ,
ϕˆ′′ +
1− 2
2m2Q + x
2
+
2m2Q
x2
+
6m2Q(
2m2Q + x
2
)2
ϕ+ 2
√
2 + x
2
m2Q
x2
Zˆ +
ΛmQ
x
√
1 + x
2
2m2Q
Xˆ ′
+
ΛmQ
√
4 + 2x
2
m2Q
(
2m2Q +m
2
Qx
2 + x4
)
(
2m2Qx+ x
3
)2 Xˆ = 0 ,
Zˆ ′′ +
(
1− 2− 2m
2
Q
x2
)
Zˆ −
√
2ΛmQ
x2
(
Xˆ + xXˆ ′
)
+
2
√
2 + x
2
m2Q
x2
φˆ = 0 , (3.17)
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Figure 3. Evolution of the scalar perturbations (3.16) obtained from the linearized equations (3.17),
and with initial conditions (3.19). The parameters in the evolutions are f˜ = 0.1, λ = 1000, gµ˜2 = 20.
This gives Λ ' 340 and mQ ' 2.56 at N = 60 e-folds of inflation.
where Λ ≡ λfQ. Using eqs. (2.9) and (2.10), we can approximate
Λ ' 5.4 · 10
−4 λ2
f˜m2Q (N/60)
3/2
√
1− cos
(
240mQ (N/60)
λ
)
' 0.09λ
f˜mQ
√
N/60
, (3.18)
where the last expression holds for small argument in the cosine. Prime in the expressions
(3.17) denotes a derivative with respect to x ≡ −kτ . The last two equations agree with
equations (4.12) and (4.13) of [43]. The first equation has an additional term with respect
to (4.11) of [43], given by the last parenthesis in the first line. These terms are slow roll
suppressed with respect to those entering in the previous parenthesis, which is probably the
reason why they are not present in [43]. We ignore them in our numerical evolution.
As we show in Appendix A, these equations admit the adiabatic early time (large x)
vacuum solution [43]
Xˆin =
√
1 +m2Q√
2k
ei(x−xin)
(xin
x
)i√ 1+m2Q
2
Λ
,
ϕˆin = − 1√
2k
ei(x−xin)
(xin
x
)i√ 1+m2Q
2
Λ
,
Zˆin =
imQ√
2k
ei(x−xin)
(xin
x
)i√ 1+m2Q
2
Λ
, (3.19)
where an arbitrary and unphysical overall phase has been fixed by demanding that Xˆin is
real and positive at some given (rescaled) early time xin during the adiabatic regime.
The linear solutions of equations (3.17), with initial conditions according to (3.19) are
shown in Figure 3 for a given choice of parameters. We recall that time flows from right to
left in this plot (since x ≡ −kτ). We note that the adiabatic solution (with nearly constant
amplitudes) persists until x >∼ Λ. We also see that Xˆ scales as a ' 1x ouside the horizon,
resulting in a constant inflaton perturbation δχ in this regime.
3.3 Phenomenology from the linearized computation
As done in [41, 43] we assume that, after inflation, only the inflaton field provides a sizable
contribution to reheating (we note that the energy in the gauge field is much smaller than
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Figure 4. {ns,linear − rlinear} obtained for f˜ = 0.1 and for the choice of parameters indicated in the
figure. Similar values are obtained at fixed λg/µ˜2. The linear tensor-to-scalar ratio is obtained from
the linearized theory (disregarding the nonlinear contribution to the scalar perturbations discussed in
this work). All points are outside the Planck contours [60], also shown in the plot. All cases shown
assume N = 60 e-folds of inflation.
the inflaton energy during inflation). In this limit, we have the curvature perturbation (in
the spatially flat gauge that we are using)
ζ = −H δχ
χ˙
' λ
f
HτXˆ
2
mQ
1 +m2Q
. (3.20)
This results in the linear power spectrum
P
(0)
ζ ≡
k3
2pi2
|ζ|2 = 1 + cos x˜N
48pi2
λ2 µ˜4
f˜2
m2Q(
1 +m2Q
)2 ∣∣∣x √2kXˆ∣∣∣2 . (3.21)
Imposing that the power spectrum at the scales that leave the horizon at N = 60 is equal to
the measured value, Pζ ' 2.2 · 10−9 [60] provides the value of µ˜.
We can then compute the tensor-to-scalar ratio rlinear ≡ PL+PRPζ and the special tilt
ns,linear ≡ 1 + d lnPζd ln k ' 1 −
d lnPζ
dN . (In the last expression we evaluate k = aH at horizon
crossing, and we disregard the variation of H with respect to that of a.) For simplicity, we
evaluate them both at the same scale, corresponding to N = 60. The former is obtained by
dividing the GW power provided in eqs. (3.10) and (3.12) by the measured value of the scalar
power spectrum. The latter is obtained by two contributions. One in which we differentiate
(using the slow roll expressions) the background-dependent quantities entering in (3.21). One
in which we take the differential between the value of Xˆ obtain numerically at N = 60 and
at N = 59.
The results are shown in Figure 4, for f˜ = 0.1, and for the choice of parameters reported
in the Figure. As already remarked in the Introduction, the results from the linearized theory
are incompatible with observations [41–43].
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4 One nonlinear interaction
In this section we single out one specific nonlinear interaction, namely the one between the
enhanced tensor mode tL of the SU(2) multiplet, and the inflaton perturbation. This inter-
action originates from the terms ∝ F aF a and ∝ λf χF aF˜ a in the Lagrangian. As remarked in
the Introduction, we conjecture that these are the dominant nonlinear interaction since they
have a coupling proportional to 5 λf , which is much greater (since λ 1, and f Mp) than
the gravitational interactions, since the mode tL is also the origin of the GW enhancement,
and since the inflaton perturbation is eventually the one that is mapped into the observed
scalar perturbation.
The enhanced tensor mode tL also interacts with the two other dynamical modes Zˆ
and ϕˆ. It is hard to imagine that the inclusion of additional interactions would provide a
modification of the power spectrum that precisely cancel against the one found here, and it
is more reasonable to expect that additional interactions could lead to a further departure
from the linear theory considered in the previous section. In this light, our result might be
considered as a lower bound on the modification of the linear theory.
To extract the interaction of our interest, we decompose
χ = χ (t) + δχ , Aa0 ⊃ −
λ
f
ga2Q2
−∂2 + 2g2a2Q2∂aδχ ≡ ∂aχ˜ , A
a
i ⊃ δai a (t) Q (t) + tia , (4.1)
where tia is symmetric, transverse, and traceless.
Due to the fact that Aa0 contains a term proportional to δχ, and due to the non-abelian
nature of the gauge field, the vector kinetic term induces the following interactions
√−gL ⊃ −
√−g
4
F aµνF
µν,a ⊃ g abct′iatic ∂bχ˜+ O
(
δχ2 t
)
+ O
(
δχ2 t2
)
. (4.2)
The first term contributes to the one-loop diagram shown in Figure 1. The O
(
δχ2 t
)
term
gives rise to another one-loop diagram, with one δχ line and one t line as propagators. This
second diagram is suppressed with respect to the one shown in Figure 1 since it has one fewer
t propagator, and therefore it is proportional to two fewer powers of the mode function tL
(the sourced term studied in this work becomes significant precisely due to the exponential
enhancement of tL with mQ, see Figure 8). The third term gives rise to another one-loop
diagram with a single t propagator, with both ends attached to the same point on the δχ2
line. This diagram is also suppressed by two fewer powers of the mode function tL.
6
Other O
(
δχ t2
)
interactions are obtained from the φFF˜ term. We note that we can
rewrite this term as
− λ
8f
χµνρσF aµνF
a
ρσ =
λ
f
χ∂σJ
σ , Jσ = µνρσ
(
1
2
Aaµ∂νA
a
ρ +
g
6
abcA
a
µA
b
νA
c
ρ
)
. (4.3)
When we expand this term, and evaluate all the O
(
δχ t2
)
contributions, we find that the term
∝ δχ contained in Aa0 can be collected in a total derivative, and can therefore be disregarded.
Ignoring these terms, one finds
J0 ⊃ −1
2
ijktai∂jtak +
gaQ
2
tabtab , Ji ⊃ −1
2
ijktajt
′
ak , (4.4)
5For the F aF a term, the coefficient λ
f
is due to the dependence of δAa0 on χ, see eq. (4.1).
6 The second term can also be combined with a t3 interaction to give a tadpole diagram, made by one t
propagator with one end on the δχ2 line, and the other end on a t loop. This propagator has zero momentum,
and the sourced mode tL is not enhanced in this limit.
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and, combining the last two equations,
− λ
8f
χµνρσF aµνF
a
ρσ ⊃
λ
f
δχ
[g
2
(aQ tab tab)
′ − ijk t′ai ∂jtak
]
. (4.5)
The right hand sides of eqs. (4.2) and (4.5) contain all and only all the terms that are
linear in δχ and quadratic in tai. These terms define our interaction hamiltonian
Hint = −λ
f
∫
d3x
{
δχ
[g
2
(aQtabtab)
′ − ijkt′ai∂jtak
]
+
[
g2a2Q2
−∂2 + 2g2a2Q2 δχ
]
∂j
(
ijkt′iatak
)}
,
(4.6)
that we employ to compute the corrections to the inflaton correlation function through
δ
〈
δχ
(
τ, ~k1
)
δχ
(
τ, ~k2
)〉
= −
∫ τ
dτ1
∫ τ1
dτ2
×
〈[[
δχ(0)
(
τ, ~k1
)
δχ(0)
(
τ, ~k2
)
, H
(0)
int (τ1)
]
, H
(0)
int (τ2)
]〉
. (4.7)
The suffix (0) remarks that the mode functions entering at the right hand side are the
“unperturbed” ones, namely those obtained in the linear theory presented in the previous
section. For brevity, we will omit this suffix from now on. It is convenient to express the
unperturbed modes in terms of the dimensionless mode functions Xc and tc, defined through
δχ (τ, k) ≡
√
1 +m2Q√
2k
Xc (x)
a (τ)
=
√
1 +m2Q
2
H
k3/2
xXc (x) ,
tˆ+ (τ, k) ≡ tc (x)√
2k
, x ≡ −kτ . (4.8)
They correspond to the canonically normalized variables, times
√
2k. Therefore, their initial
amplitude is 1, and they are function of the dimensionless quantity x ≡ −kτ .
In Appendix B we show that
δ
〈
δχ
(
τ, ~k1
)
δχ
(
τ, ~k2
)〉′
=
λ2
f2
∫ τ
dτ1
∫ τ1
dτ2
∫
d3p1d
3p2
(2pi)3
(pˆ1 · pˆ2 − 1)4
16
δ(3)
(
~k1 − ~p1 − ~p2
)
T ,
(4.9)
where the prime on the left hand side denotes the correlator without the corresponding
δ
(
~k1 + ~k2
)
function, and where T is the real function
T ≡
H4
(
1 +m2Q
)2
x2
8k41q1q2
Re [Xc (x)X
∗
c (x2) (Xc (x1)X
∗
c (x)− c.c.)W (x1, x2, q1, q2)] .
(4.10)
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In this expression, we have defined
W (x1, x2, q1, q2) ≡
m2Q
x1 x2
tc (q2x1) t
∗
c (q2x2) tc (q1x1) t
∗
c (q1x2)
+2
[
mQ − x1 q1 + (q1 − q2)x1
m2Q
x21 + 2m
2
Q
]
q2 t
′
c (q2 x1) t
∗
c (q2 x2) tc (q1 x1)
×
{
−mQ
x2
t∗c (q1 x2) + q1
[
mQ − x2 q2 + (q2 − q1)x2
m2Q
x22 + 2m
2
Q
]
t
′∗
c (q1 x2)
}
+2
[
mQ − x2 q2 + (q2 − q1)x2
m2Q
x22 + 2m
2
Q
]
q1 tc (q2 x1) t
∗
c (q2 x2) t
′∗
c (q1 x2)
×
{
−mQ
x1
tc (q1 x1) + q1
[
mQ − x1 q2 + (q2 − q1)x1
m2Q
x21 + 2m
2
Q
]
t
′
c (q1 x1)
}
, (4.11)
where qi ≡ pik1 , xi ≡ −k1τi.
We are interested in the ratio between this nonlinear contribution to the power spectrum
and the linear term:
Rδχ ≡ δPχ (τ, k)
Pχ (τ, k)
=
δ
〈
δχ
(
τ, ~k1
)
δχ
(
τ, ~k2
)〉′
〈
δχ
(
τ, ~k1
)
δχ
(
τ, ~k2
)〉′ , (4.12)
Working out the expression (4.9) at the numerator (see Appendix B) gives
Rδχ =
λ2H2
256pi2f2
1 +m2Q
|Xc (x)|2
∫
x
dx1
∫
x1
dx2
∫ ∞
0
dq1
∫ 1+q1
|1−q1|
dq2
(
1− (q1 + q2)2
2q1q2
)4
×Re [Xc (x)X∗c (x2) (Xc (x1)X∗c (x)− c.c.)W (x1, x2, q1, q2)] . (4.13)
We note that this expression is manifestly dimensionless and real. Moreover, since Xc (x) ∝
a ∝ 1x outside the horizon, and since an equal number ofXc (x) are contained at the numerator
and at the denominator, this expression is also constant in time well outside the horizon (this
is the case provided that the integrand of the
∫
dx1 integration is not peaked in the IR. We
verified that this is the case; in practice, the nonlinear source vanishes when it is well super-
horizon). As we discuss below, this ratio is scale-dependent, due to the evolution of mQ
during inflation. 7
The first line is symmetric under the exchange q1 ↔ q2, so we symmetrize also the
second line. Moreover, we can disentangle the extrema of integration of the residual spatial
integration by defining the combinations
X ≡ q1 + q2√
2
, Y ≡ q1 − q2√
2
. (4.14)
7We compute the scalar perturbations δχ produced by the enhanced tˆ+ modes. Therefore, to consistently
describe this effect, we exclude from the integration domain the times for which the enhancement has yet
to take place (specifically, the values of x that are so large so that the term in parenthesis in eq. (3.4) is
still positive, and the bump visible in Figure 8 has yet to take place). This provides an upper bound on the
arguments qixj of the modes entering in W and, ultimately, on the x1 and x2 integrations. We verified that
changing the precise location of the upper bound impacts the final result at a negligible level, since most of
the support of the integral occurs at times for which the mode functions tˆ+ have been well enhanced by the
tachyonic growth, and not at the start of this growth.
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Figure 5. Ratio between the nonlinear correction to the power spectrum studied in this section and
the linear power spectrum (eq. (4.12)) as a function of mQ, for the same choice of parameters as
in Figure 4. The two panels differ for the choice of f˜ . Different choices of parameters that result
in the same mQ give nearly the same Rδχ. The results are well reproduced by the analytic relation
(4.16), shown as a dashed line in the figure. We stress that the portion of this figure with Rδχ >∼ 1 is
inconsistent, since the parameter µ˜ has been fixed by assuming that the linear perturbations dominate
at CMB scales.
In terms of these variables,
Rδχ =
λ2H2
256pi2f2
1 +m2Q
|Xc (x)|2
∫
x
dx1
∫
x1
dx2
∫ ∞
1√
2
dX
∫ 1√
2
0
dY
(
1− 2X 2
X 2 − Y2
)4
Re
{
Xc (x)X
∗
c (x2)
× [Xc (x1)X∗c (x)− c.c.]
[
W
(
x1, x2,
X + Y√
2
,
X − Y√
2
)
+W
(
x1, x2,
X − Y√
2
,
X + Y√
2
)]}
.
(4.15)
The result is shown in Figure 5 for different choices of parameters, and for x = 10−2 (the
ratio becomes constant at super-horizon scales). We note that Rδχ is mostly sensitive to the
value of mQ, and that different choices of parameters that result in the same mQ give nearly
the same Rδχ. In Appendix C we provide a semi-analytic study of the results presented in
the figure, obtaining
Rδχ ' 6.6 · 10−16m18Q e2pimQ , (4.16)
in the range 1.8 ≤ mQ ≤ 3 that we have studied in this work. We note that this relation,
and the results presented in Figure 5, are only valid if Rδχ < 1 at CMB scales, since we
assumed that the vacuum modes dominate the power spectrum in setting the value of µ˜ from
the power spectrum normalization.
The exponential dependence on mQ of eq. (4.16) is due to the fact that (i) the maximum
amplitude of the amplified tensor mode scales as epimQ/2 (see eq. (C.10) and Figure 8), and
that (ii) δPχ is proportional to four powers of the tensor mode (given that δχ is sourced
by two modes t). An analogous dependence is obtained in the U(1) case [17] (where the
parameter ξ plays an analogous role to mQ of this model). The m
18
Q dependence emerges
from a series of factors, including the fact that several combination of the parameters of the
model can be written in terms of mQ alone along the inflationary solution, and that the
central position and amplitude of the bump in the tensor mode, and the amplitude of the
scalar mode scale with mQ. We discuss this in details in Appendix C.
The approximate relation (4.16) reproduces very well the numerical results, as can be
seen from the figure.
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As we mentioned, our result is valid as long as Rδχ is significantly smaller than one
on CMB scales. Given the strong dependence on the result on mQ, a small change of mQ
is enough to change from the Rδχ <∼ 1 to the Rδχ  1 regime. Therefore, we simply set
Rδχ <∼ 1 , which implies mQ <∼ 2.7. Combining this with the result (2.10), we see that
Rδχ <∼ 1 ←→ mQ <∼ 2.7 ←→
λg
µ˜2
<∼ 2 · 104
(
N
60
)3/2
, (4.17)
where we recall that N is the number of e-folds before the end of inflation at which the modes
for which Rδχ is computed left the horizon.
We note from eq. (2.10) that mQ increases during inflation,
mQ (N) = mQ,CMB
√
NCMB
N
, (4.18)
so that the sourced perturbations have a blue spectrum, and can come to dominate over the
vacuum ones at small scales, even if they are subdominant at CMB scales. We discuss the
consequences of this scale dependence in the reminder of this section.
4.1 Scale dependence of the sourced perturbations, and phenomenological im-
plications
We conclude this section by commenting on the scale dependence of the total power spectrum.
Parametrizing the linear power spectrum in terms of amplitude PCMB, linear spectral tilt nsL,
and running of the linear spectral tilt αsL at the CMB scales, and using the relations (4.16)
and (4.18) for the nonlinear contribution to the power spectrum, we have
Pζ,tot (kN ) ' PCMB e(60−N)(ns,L−1)+
(60−N)2
2
αs,L [1 +Rδχ (N)] ,
Rδχ (N) ' 6.6 · 10−16
[
mQ,CMB
√
60
N
]18
e
2pimQ,CMB
√
60
N , (4.19)
where we recall that N is the number of e-folds before the end of inflation at which the mode
kN exited the horizon. In parametrizing the linear power spectrum, we have disregarded the
variation of H with respect to that of the scale factor, and we have assumed NCMB = 60.
The spectral tilt and running of the total power spectrum (4.19), evaluated at CMB
scales, are then given by
ns ' ns,L +
[
− R
′
δχ
1 +Rδχ
]
N=60
≡ ns,L + ns,NL ,
αs ' αs,L +
 R′′δχ
1 +Rδχ −
(
R′δχ
1 +Rδχ
)2
N=60
≡ αs,L + αs,NL . (4.20)
In the left panel of Figure 6 we show the scale dependence of Rδχ for three choices
of parameters for which the nonlinear contribution to the power spectrum that we have
computed is subdominant at CMB scales (N = 60). The horizontal axis denotes the number
of e-folds N at which one given mode leaves the horizon, and the vertical axis denotes the
value of Rδχ for that mode. In the right panel we show the contribution to the scalar spectral
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Figure 6. Left panel: scale dependence of the ratio between the nonlinear correction to the power
spectrum studied in this section and linear power spectrum (eq. (4.12)).The horizontal axis denotes
the number of e-folds before the end of inflation at which one given mode exits the horizon. The
three lines shown correspond to different choices of parameters, that result in three different values
of mQ at CMB scales. Notice that the range of scales shown by this figure is much greater than just
those measured in the CMB. Right panel: Effect of the growth for CMB experiments. Specifically, we
show the nonlinear contributions to the scalar spectral tilt and its running, evaluated at CMB scales
(N = 60).
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Figure 7. {ns − rlinear} obtained for the first three set of points already shown in Figure 4. As
compared to that figure, we now also show the effect of the nonlinear interaction studied in this
section. For the first two sets of points (indicated by circles and squares) the nonlinear contribution is
negligible, and the result is superimposed to the one of the linear theory. For the third set (indicated
by asterisks) the effect is significant, and it is indicated by the arrow; the point in smaller (respectively,
larger) size correspond to the results of the linear (respectively, linear plus nonlinear) computation.
tilt and running from this nonlinear term, evaluated at CMB scales (using the terms in square
bracket in eqs. (4.20)).
We see from Figure 4 that the parameter choices that result in an allowed value for the
tensor-to-scalar ratio r provide a too red spectrum (too small ns). On the other hand, we
see from Figure 6 that the nonlinear term is blue. It is natural to ask wether its addition
can reconcile the model with the data. The nonlinear contributions to ns and to r =
PGW
Pζ,rmtot
dramatically increase with mQ, so this effect switches from negligible to very relevant within
a small variation of mQ. We show this in Figure 7. The first two sets of points shown
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with circles and squares are characterized, respectively, by mQ ' 1.99 and mQ ' 2.25. For
these values the nonlinear contributions are negligible, and the results shown in the figure
practically coincide with those from the linear theory already shown in Figure 4. The third
set of points shown with asterisks is instead characterized by mQ ' 2.56. For this value,
the nonlinear contribution to the spectral tilt is significant, ns,NL ' 0.035. This causes the
change indicated by the arrow in the figure. This improves the agreement with the data,
giving rise to a small portion of parameters that would be within the 2σ Planck contours. For
such value of mQ, the nonlinear contribution to the power spectrum that we have computed
amounts to about 14% of the linear power. Based on the results from the U(1) models, we
expect that the nonlinear contribution is highly non-Gaussian [17]. Therefore, such a large
ratio might be excluded from the stringent limits on non-Gaussianity. This computation is
beyond the scope of this work.
Proceeding to smaller scales than CMB, the large growth of the nonlinear contribution
shown in the left panel of Figure 6 can have an impact on Large Scale Structure, CMB µ−
and y− distortions, and primordial black holes (in analogy with the growth of the sourced
signal obtained in the U(1) case, where the effects have been studied in several works). Such
considerations should be discussed in the context of models that are in better agreement with
the CMB than the original Chromo-Natural Inflation model studied in this work.
5 Conclusions
In this work we have performed the first step toward the computation of nonlinear effects
involving scalar perturbations in models where the inflaton is coupled to a non-Abelian
vector field carrying a nonvanishing spatial vev. As a prototype, we focused our attention on
the original model of Chromo-Natural Inflation. However, we expect that this computation
could be extended with minor modifications also to the more recent implementations of this
mechanism, constructed to improve the agreement with the CMB data. For simplicity, we
restricted our computations to the interaction between the tensor mode tL, that is amplified
at horizon crossing, and the scalar perturbation δχ (the perturbation of the inflaton), that
coincides with the adiabatic scalar perturbation at large-scales. A full computation requires
the inclusion of also the two other scalar modes of the model (that originate from linear
combinations of the SU(2) fields); generically, we do not expect that different nonlinear
diagrams will cancel against each other, so we argue that our result should be considered as
a lower-bound estimate for the full nonlinear correction.
The most important property of the nonlinear correction that we computed is its strong
scale-dependence. The sourcing mode tL is exponentially sensitive to the parameter mQ
(defined in eq. (2.6)), which coincides, in the large mQ regime, with the parameter ξ ≡
λχ˙
2fH that characterizes the nonlinear effects in the U(1) case. This parameter grows during
inflation, so that the nonlinear contribution strongly grows at smaller scales, see Figure
6. For the specific case of Chromo-Natural Inflation, this growth can by beneficial for the
comparison against the CMB data. From the linearized studies, the model is ruled out by the
CMB comparison, since the scalar spectrum is too red in the range of parameters that produce
a sufficiently small amount of GW. Including the blue contribution that we have computed
can bring the predictions of the model inside the Planck 2σ contour, for a narrow choice of
parameters. In this regime, the nonlinear correction amounts to O (10%) of the linear term.
Based on the results from the U(1) models, we expect the nonlinear contribution to be highly
non-Gaussian. An order 10% completely non-Gaussian contribution (which is likely peaked
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at equilateral configurations, as in the Abelian case [17]) is probably incompatible with the
CMB data, so that this study is in order before claiming a better overall agreement with the
CMB.
Moreover, the strong scale dependence of the nonlinear term results in a large running
of the spectral tilt. The largest value of mQ considered in the points shown in Figure 7,
results in a contribution to the spectral tilt from the nonlinear term of ns,NL ' 0.035, and to
the running of αs,NL ' 0.0095. In generic models of slow-roll inflation the running appears
only at second order in slow roll, and it is therefore expected to be of O
(
(ns − 1)2
)
. In
the U(1) case, CMB limits from the grow of the power spectrum provide a comparable, or
possibly even stronger constraint than that from CMB non-Gaussianity [19, 60]. Going to
progressively smaller scales, this growth can have implications for Large Scale Structure,
CMB µ− and y− distortions, and primordial black holes.
For any given model, studying the limits from the scalar sector is crucial for a consistent
discussion of the GW phenomenology. This has been well established in the U(1) mechanisms,
where the limits from the scalar sector generically prevent the sourced GW to be observed
at CMB scale [61, 62], with the exception of only very few special constructions [63, 64].
Once a more complete analysis of the nonlinearities in the scalar sector has been obtained,
such limits should also be studied for the various modifications of Chromo-Natural Inflation
emerged in the recent literature.
To summarize, we have performed a first step in the computation of nonlinear scalar
perturbations in models where an axion inflaton is coupled to a non-Abelian multiplet of
gauge fields with nonvanishing spatial vev. We computed the variation of the power spectrum
of Chromo-Natural Inflation resulting from the coupling of the inflaton to the enhanced
tensor mode tL. Following analogous studies performed in the U(1) case, this result can be
extended in a number of directions by: performing a full analysis, that includes all scalar
perturbations; studying different models in this class; extending this computation to the
three-point function; finally, considering the various phenomenological implications of this
signal (which is typically exponentially sensitive to the growing inflaton speed). We hope to
come back to some of these points in future works.
Note added: As the computations presented in this work were completed, and the
present manuscript was being written, ref. [65] appeared on the archive. This work computes
the scalar-tensor-tensor bispectrum arising at tree level from the coupling tL tL δχ, where δχ
is an axion field different from the inflaton.
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A Initial conditions for the linear scalar perturbations
In this Appendix we derived the early time adiabatic linearized scalar solution (3.19). In the
UV (x→∞) regime, the system (3.17) reduces to
Xˆ ′′ + Xˆ +
√
2Λ
x ϕˆ+
√
2ΛmQ
x Zˆ
′ ' 0 ,
ϕˆ′′ + ϕˆ+
√
2Λ
x Xˆ ' 0 ,
Zˆ ′′ + Zˆ −
√
2ΛmQ
x Xˆ
′ ' 0 .
(A.1)
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We note that a term ∝ Zˆ has not been included in the second equation (although having the
same 1x parametric dependence as another mass term that we have retained), since it is not
enhanced by the large parameter Λ 1.
To solve (A.1), we look for (WKB) solutions of the type
Xˆ = A (x) eiκ(x) , ϕˆ = B (x) eiκ(x) , zˆ = C (x) eiκ(x) , (A.2)
and we neglect κ′′, A′, B′, C ′ (to be justified below). This gives
A+
√
2Λ
x
B +
i
√
2mQΛκ
′(x)
x
C − κ′(x)2A = 0 ,
B +
√
2Λ
x
A− κ′(x)2B = 0 ,
C − i
√
2mQΛκ
′(x)
x
A− κ′(x)2C = 0 . (A.3)
We rewrite this as a matrix equation for the
AB
C
 vector. Imposing that the determi-
nant of the matrix vanishes gives
κ′ = 1 , κ′ =
1 +
m2QΛ
2
x2
±
Λ
√
2
(
m2Q + 1
)
+
m4QΛ
2
x2
x

1/2
. (A.4)
Following [43], we disregard the first solution, as it enforces A = 0 (no inflaton perturbation).
We also disregard the fast oscillating mode (the one with the plus sign in the curly bracket)
as it matches to a decaying mode with amplitude ∝ √x.
For the slow oscillating mode, the equations (A.3) are solved by
B =
√
2Λ
x (κ′2 − 1) A = −A
 1√
1 +m2Q
+
m2QΛ√
2
(
1 +m2Q
)
x
+ O
(
1
x2
) ,
C = − i
√
2Λκ′
x (κ′2 − 1) A = iA
 mQ√
1 +m2Q
− mQΛ√
2
(
1 +m2Q
)
x
+ O
(
1
x2
) . (A.5)
We also Taylor expand κ′ = 1 − Λ
√
1+m2Q√
2x
+ O
(
1
x2
)
, and integrate it from a reference
early time xin to x, to obtain
κ = x− xin +
√
1 +m2Q
2
Λ ln
(xin
x
)
. (A.6)
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(One can then verify that the terms we have suppressed in (A.3) are of O
(
1
x2
)
, which is the
same order that we have disregarded in writing (A.1).) Altogether, we find
Xˆ = A ei(x−xin)
(xin
x
)i√ 1+m2Q
2
Λ
,
ϕˆ = − A√
1 +m2Q
ei(x−xin)
(xin
x
)i√ 1+m2Q
2
Λ
,
zˆ =
iAmQ√
1 +m2Q
ei(x−xin)
(xin
x
)i√ 1+m2Q
2
Λ
, (A.7)
in agreement with [43].
We then note that the the system (A.1) could have been derived by an early time
effective action, in which the mode ϕˆ has standard canonical conjugate momentum, Πϕˆ = ϕˆ
′.
This is not the case for the other two modes. This leads us to impose that this mode has the
standard adiabatic normalization, and therefore A =
√
1+m2Q√
2k
. This leads to the early time
adiabatic solution (3.19) reported in the main text.
B Evaluation of δ 〈δχ2〉 through the in-in formalism
In this Appendix we present the derivation of eq. (4.9), starting from eqs. (4.6) and (4.7).
We decompose the inflaton and the tensor perturbations as
δχˆ
(
τ, ~k
)
= δχ (τ, k) aχ
(
~k
)
+ δχ∗k (τ, k) a
†
χ
(
−~k
)
,
tˆab
(
τ, ~k
)
=
∑
λ=±
Π∗ab,λ
(
kˆ
) [
tˆλ (τ, k) aλ
(
~k
)
+ tˆλ∗ (τ, k) a†λ
(
−~k
)]
≡
∑
λ=±
Π∗ab,λ
(
kˆ
)
ˆˆtλ
(
t, ~k
)
.
(B.1)
The operators at the left hand side are the Fourier transform (3.1) of the fields entering at
the right hand side of (4.7). The annihilation / creation operators satisfy the nonvanishing
relations
[
aχ
(
~k
)
, a†χ
(
~k′
)]
= δ(3)
(
~k − ~k′
)
and
[
aλ
(
~k
)
, a†λ′
(
~k′
)]
= δ(3)
(
~k − ~k′
)
δλλ′ . The
mode function of the inflaton is related to the canonical variable Xˆ defined in eq. (3.16) by
δχ = Xˆa . The sum in the second line is over the left (λ = +) and right (λ = −) handed
helicities. The transverse, traceless, and symmetric tensor operators can be written as
Πab,λ
∗
(
kˆ
)
≡ a,λ
(
kˆ
)
b,λ
(
kˆ
)
, (B.2)
where the vector circular polarization operators satisfy ~k·~λ
(
kˆ
)
= 0, ~k×~λ
(
kˆ
)
= −iλk~λ
(
kˆ
)
,
~λ
(
−kˆ
)
= ~ ∗λ
(
kˆ
)
, ~ ∗λ
(
kˆ
)
·~λ′
(
kˆ
)
= δλλ′ , in addition to ~+
(
kˆ
)
·~+
(
kˆ
)
= ~−
(
kˆ
)
·~−
(
kˆ
)
=
0. Thanks to these properties, the mode functions tˆ± are canonically normalized, and coin-
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cide with those introduced in eq. (3.3). 8 In the following, we only consider the enhanced tˆ+
mode, and therefore keep only the term λ = + in eq. (B.1).
Keeping all this into account, the interaction Hamiltonian can be rewritten as
Hint (τ) = − λ
2f
∫
d3p1d
3p2
(2pi)3/2
[~+ (pˆ1) · ~+ (pˆ2)]2
{[
g aQ− p2 + (p2 − p1) g
2a2Q2
|~p1 + ~p2|2 + 2g2a2Q2
]
∂τ ′ +[
g aQ− p1 + (p1 − p2) g
2a2Q2
|~p1 + ~p2|2 + 2g2a2Q2
]
∂τ ′′ + g [aQ]
′
}
δχˆ (τ, −~p1 − ~p2) ˆˆt
+ (
τ ′, ~p1
) ˆˆt+ (τ ′′, ~p2)
∣∣∣∣∣
τ ′=τ ′′=τ
.(B.3)
From this Hamiltonian, the correction (4.7) to the inflaton 2−point function acquires
the form
δ
〈
δχ
(
τ, ~k1
)
δχ
(
τ, ~k2
)〉
=
λ2
4f2
∫ τ
dτ1
∫ τ1
dτ2
×
∫
d3p1d
3p2
(2pi)3/2
[~+ (pˆ1) · ~+ (pˆ2)]2
{[
g aQ (τ1)− p2 + (p2 − p1) g
2a2Q2
|~p1 + ~p2|2 + 2g2a2Q2
]
∂τ ′1
+
[
g aQ (τ1)− p1 + (p1 − p2) g
2a2Q2
|~p1 + ~p2|2 + 2g2a2Q2
]
∂τ ′′1 + g ∂τ1 [aQ (τ1)]
}
×
∫
d3p3d
3p4
(2pi)3/2
[~+ (pˆ3) · ~+ (pˆ4)]2
{[
g aQ (τ2)− p3 + (p3 − p4) g
2a2Q2
|~p3 + ~p4|2 + 2g2a2Q2
]
∂τ ′2
+
[
g aQ (τ2)− p4 + (p4 − p3) g
2a2Q2
|~p3 + ~p4|2 + 2g2a2Q2
]
∂τ ′′2 + g ∂τ2 [aQ (τ2)]
}
×
{
[Cχ (τ1, τ ; k1)− c.c.] δ(3)
(
~k1 − ~p1 − ~p2
)
δ(3)
(
~k2 − ~p3 − ~p4
)[
Cχ (τ, τ2; k2)
×
(
C+
(
τ ′1, τ
′′
2 ; p1
) C+ (τ ′′1 , τ ′2 ; p2) δ(3) (~p1 + ~p4) δ(3) (~p2 + ~p3)
+C+
(
τ ′1, τ
′
2 ; p1
) C+ (τ ′′1 , τ ′′2 ; p2) δ(3) (~p1 + ~p3) δ(3) (~p2 + ~p4)
)
− c.c.
]
+
(
~k1 ↔ ~k2
)} ∣∣∣∣∣
τ ′1=τ
′′
1 =τ1 , τ
′
2=τ
′′
2 =τ2
, (B.4)
where we defined〈
δχ(0)
(
τ, ~k
)
δχ(0)
(
τ ′, ~k′
)〉
= δχ (τ, k) δχ∗
(
τ ′, k
)
δ(3)
(
~k + ~k′
)
≡ Cχ
(
τ, τ ′; k
)
δ(3)
(
~k + ~k′
)
,
(B.5)
and analogously for C+ in terms of the mode functions tˆ+.
Using the fact that the third and fourth lines of (B.4) are invariant under the simulta-
neous ~p3 ↔ ~p4 and τ ′2 ↔ τ ′′2 , the fifth and sixth line give the same contribution to the result.
8The simplest way to see this is to note that, for a wave-vector oriented in the third direction, ~k =
(0, 0, k), the operators ~± =
(
1√
2
, ± i√
2
, 0
)
satisfy all the properties we just wrote. This then enforces
Π∗±
(
kˆ
)
= 1
2
 1 ±i 0±i −1 0
0 0 0
, and the mode functions obtained from (B.1) coincide with those written in (3.2).
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The
∫
d3p3d
3p4 integrations then produce
δ
〈
δχ
(
τ, ~k1
)
δχ
(
τ, ~k2
)〉
=
λ2
2f2
δ(3)
(
~k1 + ~k2
)∫ τ
dτ1
∫ τ1
dτ2
∫
d3p1d
3p2
(2pi)3
|~+ (pˆ1) · ~+ (pˆ2)|4[
δ(3)
(
~k1 − ~p1 − ~p2
)
+ δ(3)
(
~k2 − ~p1 − ~p2
)]
T ,(B.6)
where
T ≡ 2 Re
[
{Cχ (τ1, τ ; k1)− c.c.} Cχ (τ, τ2; k1)
×
{
g2 ∂τ1 [aQ (τ1)] ∂τ2 [aQ (τ2)] C+ (τ1, τ2; p2) C+ (τ1, τ2; p1)
+2
[
g aQ (τ1)− p1 + (p1 − p2) g
2a2Q2(τ1)
|~p1 + ~p2|2 + 2g2a2Q2 (τ1)
]
∂τ1C+ (τ1, τ2; p2)
×
{[
g aQ (τ2)− p2 + (p2 − p1) g
2a2Q2(τ2)
|~p1 + ~p2|2 + 2g2a2Q2 (τ2)
]
∂τ2 C+ (τ1, τ2; p1) + ∂τ2 [g aQ (τ2)] C+ (τ1, τ2; p1)
}
+2
[
g aQ (τ2)− p2 + (p2 − p1) g
2a2Q2(τ2)
|~p1 + ~p2|2 + 2g2a2Q2 (τ2)
]
C+ (τ1, τ2; p2)
×
{[
g aQ (τ1)− p2 + (p2 − p1) g
2a2Q2(τ1)
|~p1 + ~p2|2 + 2g2a2Q2 (τ1)
]
∂τ1 ∂τ2C+ (τ1, τ2; p1) + ∂τ1 [g aQ (τ1)] ∂τ2C+ (τ1, τ2; p1)
}}]
,
(B.7)
and where the symmetry ~p1 ↔ ~p2 has been exploited to write the last four lines in a more
compact way. In terms of the rescaled variables defined in eq. (4.8), recalling that gaQ (τ) =
−mQτ , and disregarding the slow roll variation of mQ, T acquires the form (4.10) written in
the main text.
We then use the identity |~L (pˆ1)·~L (pˆ2) |2 = (pˆ1·pˆ2−1)
2
4 and note that the two δ−functions
in the second line of (B.6) produce the same result. This gives
δ
〈
δχ
(
τ, ~k1
)
δχ
(
τ, ~k2
)〉′
=
λ2
f2
∫ τ
dτ1
∫ τ1
dτ2
∫
d3p1d
3p2
(2pi)3
(pˆ1 · pˆ2 − 1)4
16
δ(3)
(
~k1 − ~p1 − ~p2
)
T
=
λ2
f2
∫ τ
dτ1
∫ τ1
dτ2
1
64pi2k1
∫ ∞
0
dp1 p1
∫ k1+p1
|k1−p1|
dp2 p2
(
k21 − (p1 + p2)2
2p1p2
)4
T . (B.8)
To write the second line of this expression, we exploited the δ−function, to have a three-
dimensional integral over d3p1. We then chose polar coordinates, with ~k1 oriented along the
z−axis. The ∫ dφ integration is then trivial, and the ∫ dθ interaction can be traded for an
integration over p2.
Dividing by the linear power spectrum we then obtain the ratio reported in eq. (4.13)
of the main text.
C Semi-Analytic Approximation to Numerical Result
We devote this appendix to understanding the numerical results shown in section 4 via semi-
analytical methods. Schematically, the integral (4.13) that we want to evaluate has the
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form
Rδχ = Nˆ
∫
dq1 dq2 dx1 dx2 P(q1, q2) ·
Re
{
(Xc(x)X
∗
c (x1)−X∗c (x)Xc(x1)) · (Xc(x)X∗c (x2))
|X(x)|2 × (Wsym(x1, x2, q1, q2))
}
,
(C.1)
where q2 ≡ |kˆ − ~q1| , Wsym ≡ W(x1,x2,q1,q2)+W(x1,x2,q1,q2)2 , where
P (q1, q2) ≡
(
q21 + q
2
2 + 2q1q2 − 1
2q1q2
)4
, (C.2)
is the prefactor resulting from polarization vectors, and
Nˆ ≡
λ2H2
(
1 +m2Q
)
256pi2f2
, (C.3)
is the constant factor in front of the integral.
At first, we observe that since the first factor inside the curly bracket is purely imaginary
and the denominator is purely real, the final contribution to the integral will come from two
options: imaginary part of the axion mode function product and real part ofWsym or real part
of the axion mode function product and the imaginary part of Wsym. Through a numerical
evaluation, we verified that the first option dominates over second one. Then the final result
acquires the form
Rδχ = Nˆ
∫
dq1 dq2 dx1 dx2 P(q1, q2) ·{
(Xc(x)X
∗
c (x1)−X∗c (x)Xc(x1)) · (Xc(x)X∗c (x2)−X∗c (x)Xc(x2)) /2
|X(x)|2 × Re [Wsym(x1, x2, q1, q2)]
}
.
(C.4)
We further observe thatWsym leads to a symmetric and separable structure between x1
and x2; therefore the domain of the
∫
dx1dx2 integration can be made rectangular
9. Keeping
this into account, we see that the integral can be recast in the form
Rδχ = Nˆ
∫
dq1 dq2P(q1, q2)
∣∣∣∣ ∫ dx1G(x, x1)S(q1, q2, x1)∣∣∣∣2 , (C.5)
where
G(x, x1) =
Im [X(x)X∗(x1)]
|X(x)| , (C.6)
and
S(q1, q2, x1) ≡ S1(q1, q2, x1) + S2(q1, q2, x1) (C.7)
9Specifically, we can write
∫ b
a
dx1
∫ b
x1
dx2f(x1, x2) =
1
2
∫ b
a
dx1
∫ b
a
dx2f(x1, x2) since the integrand f is sym-
metric.
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Figure 8. The solid lines show the exact evolution of the mode functions t+ (eq. (3.6)) for different
values of mQ (we note that time flows from right to left in the figure, since x is proportional to −τ).
The dashed lines show the approximate relation (C.10) for the maximum amplitude. The argument
of the mode function has been rescaled in a way proportional to mQ, so that the peak appears at the
same horizontal position for all the cases shown in the figure.
With S1 and S2 defined as
S1(q1, q2, x1) ≡ 1
x1
[
q1x1(−mQ + q2x1) tc(q2x1) t′c(q1x1)
+tc(q1x1)
(
mQ tc(q2x1) + q2x1(−mQ + q1x1) t′c(q2x1)
) ]
.
S2(q1, q2, x1) ≡
m2Q(q1 − q2)x1 [q1 tc(q2x1)t′c(q1x1)− q2 tc(q1x1)t′c(q2x1)]
2m2Q + x
2
1
(C.8)
The source has been separated into two parts labeled as S1 and S2 because the time integral
in (C.5) can be done analytically if we disregard the contribution of S2. We have confirmed
with the numerical results presented in the main text that the S2 term can give corrections
up to O(10% − 40%) in the range of mQ that we have studied, with an increasing relative
contribution at the largest values of mQ, for which the ratio Rδχ is greater than one. This
observation is supported by figure (5) where the dashed line was calculated using only S1
whereas the data points were produced numerical using the full expression. For this reason
we include only S1 in the present semi-analytical estimate.
As suggested by the notation, the formal result (C.5) is the one that is obtained solving
the equation of motion for δχ in the presence of the source ∝ t via the Green function method.
We verified that the maximum contribution to the integral above is coming from the
bump of the tensor mode function tc that takes place around horizon crossing (more specifi-
cally, when the quantity in parenthesis in eq. (3.4) is negative). The behavior of tc is shown
in the solid curves of Figure 8. For the purpose of our computation, we can approximate the
bump as
tc (x) = Tmax · exp
− log2
(
x
µ
)
2σ2
 , µ ≡ 4
9
mQ ,
1
2σ2
≡ mQ , (C.9)
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The parameter µ was chosen so that the approximated functions peak for x =
mQ
2.25 . This
is demonstrated in figure 8. The value of σ2 was chosen so to match the width obtained from
the numerical evolution. Comparing with the numerical solutions shown in Figure 8, we see
that the maximum value of the mode function can be well approximated by
|Tmax | ' 8
3
√
mQ exp
(pi
2
mQ
)
. (C.10)
We checked the accuracy of (C.9) numerically; namely, we verified that the integral that
producesRδχ with the approximated form (C.9) for the mode functions accurately reproduces
the integral obtained with the exact tc. Using (C.9), the function S1(q1, q2, x1) becomes
S1(q1, q2, x1) =
T 2maxmQ
x1
e
−mQ
(
log
(
9q1x1
4mQ
)2
+log
(
9q2x1
4mQ
)2)
×
(
1 + 2 (mQ − q2x1) log
(
9q1x1
4mQ
)
+ 2 (mQ − q1x1) log
(
9q2x1
4mQ
))
.(C.11)
Studying the numerical solutions for the scalar mode function X, we then find that the
combination Im(X(x)X
∗(x1))√
|X(x)|2 is well approximated by
Im (X(x)X∗(x1))√|X(x)|2
∣∣∣∣
x→0
' 1
Λ
(
0.22− 0.34
mQ
)
x21 . (C.12)
Using the approximations (C.12) and (C.9) one can calculate the integral over x1 in the
expression (C.5) analytically:
Rδχ ' Nˆ |Tmax|
4
Λ2
(
0.22− 0.34
mQ
)2 ∫
dq1 dq2 P(q1, q2)
[
16
729 q31
e
−mQ log
(
q1
q2
)2
m
5/2
Q
√
2pi
×
{
27
2
q1 e
(1+mQ log(
q1
q2
))
2
2mQ + e
(3+2mQ log(
q1
q2
))
2
8mQ
(
−3 (q1 + q2) + 2mQ (q1 − q2) log
(
q1
q2
))}]2
. (C.13)
The integrand entering in this expression is shown in Figure 9. We see that this ex-
pression is peaked at qi = O (1), namely when the momenta pi of the sourcing modes t are
comparable to the momentum of the mode function δχ (recall that qi ≡ pik ). This is analo-
gous to what happens in the Abelian case where the inflaton perturbations are sourced by
the vector modes amplified by a χFF˜ coupling [17].
The results of the double integral above are calculated for varying mQ ranging from 1.8
to 3 and the result is fitted as
Rδχ ' Nˆ |Tmax|
4
Λ2
(
0.22− 0.34
mQ
)2 (
11.3 + 1.48 ·m5Q
)
. (C.14)
Next, we use the fact that mQ =
gQ
H and that Λ =
λQ
f to rewrite Nˆ in terms of mQ and Λ:
Nˆ =
λ2H2
(
1 +m2Q
)
256pi2f2
=
g2Λ2
(
1 +m2Q
)
256pi2m2Q
, (C.15)
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Figure 9. 3 dimensional plot of the integrand of (C.13), for a specific choice of parameters leading
to mQ = 3.
so that the explicit dependence of Rδχ on Λ drops out. We then insert the explicit expression
(C.10) for |Tmax|, so to obtain
Rδχ ' 1
256pi2
g2(1 +m2Q)
m2Q
(
0.22− 0.34
mQ
)2(8
3
√
mQ e
pi
2
mQ
)4 (
11.3 + 1.48 ·m5Q
)
.
(C.16)
We now show that the value of g can be related to mQ along the inflationary trajectory.
We verified that the super-horizon evolution of the mode function of the inflaton perturbation
is well fitted by
|x
√
2kXˆ| ' 1 +m
2
Q
Λ
(
−12.5
mQ
+
255
m2Q
− 897
m3Q
+
1050
m4Q
)
. (C.17)
Using the slow roll relations (2.5) and H ' Mp√
3
µ˜2
√
1 + cos x˜, we can write
P
(0)
ζ ≡
k3
2pi2
|ζ|2 = 1 + cos x˜N
48pi2
λ2 µ˜4
f˜2
m2Q(
1 +m2Q
)2 ∣∣∣x √2kXˆ∣∣∣2 . (C.18)
We insert the expression (C.17) for the last factor, with x˜ given by eq. (2.9). We then use
the first approximate equality in (3.18) for Λ. Finally we set P
(0)
ζ = 2.2 · 10−9 according to
the observed value [60]. This gives
µ˜ ' 7.42 · 10−4
√
λ
(
1 +m2Q
)1/4
m
3/2
Q
(
−12.5
mQ
+
255
m2Q
− 897
m3Q
+
1050
m4Q
)−1/2
. (C.19)
After substituting this relation in (2.10), and setting N = 60, we obtain
g(mQ) '
5.8 · 10−4
√
1 +m2Q
−12.5
mQ
+ 255
m2Q
− 897
m3Q
+ 1050
m4Q
. (C.20)
– 27 –
We insert the relation (C.20) in eq. (C.16), and we fit the expression Rδχ/e2pimQ with a
monomial Dmγq in the 1.8 ≤ mQ ≤ 3 range. We obtain
Rδχ ' 6.6 · 10−16m18Q e2pimQ . (C.21)
This expression agrees well with the result of the numerical integration, as seen in Figure
5.
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