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We consider an antiferromagnetic insulator that is in contact with a metal. Spin accumulation
in the metal can induce spin-transfer torques on the staggered field and on the magnetization in
the antiferromagnet. These torques relate to spin pumping: the emission of spin currents into
the metal by a precessing antiferromagnet. We investigate how the various components of the
spin-transfer torque are affected by spin-independent disorder and spin-flip scattering in the metal.
Spin-conserving disorder reduces the coupling between the spins in the antiferromagnet and the
itinerant spins in the metal in a manner similar to Ohm’s law. Spin-flip scattering leads to spin-
memory loss with a reduced spin-transfer torque. We discuss the concept of a staggered spin current
and argue that it is not a conserved quantity. Away from the interface, the staggered spin current
varies around a zero mean in an irregular manner. A network model explains the rapid decay of the
staggered spin current.
I. INTRODUCTION
Charge currents cannot flow through antiferromagnetic
insulators (AFIs). However, recent experiments have
demonstrated that typical AFIs such as NiO and CoO
are good spin conductors.1–5 One of the origins of these
features is that spin pumping and spin transfer are as
efficient across AFI-normal metal (NM) interfaces as in
ferromagnet-NM systems.6 This potent spin transfer can
empower low-dissipation high-frequency spin circuits in
AFIs.7 In insulators, lossy itinerant charge carriers do
not contribute to dissipation.
These developments in insulators increase the potential
applicability of antiferromagnetic spintronics. Antiferro-
magnets have no stray fields,8,9 and this feature might en-
able denser antiferromagnetic elements in future devices.
However, the notable advantage of antiferromagnets com-
pared to ferromagnets is that they can operate at speeds
that are a hundred times faster7,10,11. By using antifer-
romagnets, we can envision circuits that function in the
largely unexplored spintronics THz regime. For instance,
one can envision THz spin-torque oscillators.7,12–14 Fur-
thermore, achieving such rapid spin dynamics is possible
even in the absence of external magnetic fields.
Many of the phenomena that occur in ferromagnets
also occur in antiferromagnets.15–17 In antiferromagnetic
metals and junctions involving antiferromagnets, there
is a significant anisotropic magnetoresistance.8,18–21 This
magnetoresistance enables the detection of the staggered
field.18 There are also strong spin-orbit torques that can
function to reorient the staggered field,21–23 as demon-
strated in recent seminal experiments.24,25
In AFIs, spin waves can also reorient the staggered
field.11,26,27 In addition to spin-wave transport, spin su-
perfluidity is also possible.28,29 Spin superfluidity is anal-
ogous to superfluidity in helium-4 and could offer a low-
dissipation route to spin transport.30–33
In many of the phenomena that involve electrical con-
trol of spin transport in AFIs, spin transfer and spin
pumping across AFI-metal interfaces are essential.34–37
Seminal papers have computed this interface spin cou-
pling in the ideal case of no disorder and no spin-flip scat-
tering within the metal6,29. The purpose of the present
paper is to elucidate in further detail how the torques
on the staggered field and on the magnetization occur
and how these torques are influenced by various types of
disorder.
To this end, we first reformulate the previous theo-
ries in a quantum language. We compute the rate of
change of the spins at the A and B sublattices. In three-
dimensional systems, where the number of involved spins
is large, we evaluate the quantum mechanical rates of
change in the classical limits of large spins and recover
the previous results. Subsequently, we consider how the
coupling between the spins in the AFI and the itinerant
spins in the NM are affected by spin-conserving disorder
and spin-flip-inducing disorder.
The remainder of our manuscript is organized as fol-
lows. In section (II), we present our model for the elec-
trons in the NM, the spins in the AFI, and the coupling
between the two sub-systems. In section (III), we present
our numerical results of the spin-transfer torques (STTs)
on the AFI and the spin currents in the NM. Finally, we
discuss and summarize our findings in section (IV).
II. SPIN TRANSFER AND SPIN PUMPING
Dynamic antiferromagnets can pump spins into adja-
cent conductors even when they are insulating. Antifer-
romagnets are also affected by STTs arising from spin
accumulations in neighboring metals. We will investi-
gate how spin-conserving impurity scattering and spin-
flip scattering influence these processes. Using a dynamic
gauge transformation, we will relate spin pumping to spin
transfer, similar to the Larmor theorem for ferromagnets.
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2A. Spin-transfer torques
The AFI is located next to a NM (see Fig. 1). A tight-
binding model describes the itinerant electrons. At the
interface, we assume that the AFI spins are exchange
coupled to the itinerant spins in the metal. We assume
that the spin dynamics in the AFI is spatially homoge-
neous. The spins behave as macrospins, albeit on two
different sublattices. Excluding the spins in the bulk of
the AFI, the Hamiltonian that involves the electron de-
grees of freedom is
Hˆ = HˆNM + HˆAF,N , (1)
where HˆNM describes the NM and HˆAF,N characterizes
the coupling between the itinerant spins and the localized
AFI spins.
The Hamiltonian for the itinerant electrons in the NM
reads as
HˆNM = −t˜
∑
〈r,r′〉
cˆ†r cˆr′ + 6t˜
∑
r
cˆ†r cˆr +
∑
r
cˆ†rVr cˆr , (2)
where cˆ†r =
(
cˆ†r↑ , cˆ
†
r↓
)
is in terms of the creation (anni-
hilation) operator cˆ†rs (cˆrs) of an electron at site r with
spin projection s =↑ or s =↓ along the spin-quantization
axis zˆ. In Eq. (2), the sum (〈r, r′〉) is over nearest neigh-
bors and t˜ is the hopping energy. The onsite potential
consists of a spatially constant contribution, 6t˜, and a
random potential, Vr, that models disorder. We will
specify the statistical properties of the random potential
below. We set the lattice constant as a = 1. Operators
and unit vectors are denoted by a hat (ˆ).
µS
reservoir
NMAFI
n
FIG. 1. An antiferromagnetic insulator (AFI) is in contact
with a normal metal (NM). The NM is connected to a reser-
voir with a spin accumulation, µS.
Even in antiferromagnets where the spins precess
rapidly at THz frequencies, the spin dynamics are slower
than the electron dynamics. The STT on the AFI can
therefore be computed as a scattering problem that keeps
the localized spins static. We assume that the NM cou-
ples to a large reservoir where there may be spin and
charge accumulations. The out-of-equilibrium distribu-
tion of the incoming electrons is therefore assumed to be
known in the reservoirs. The out-of-equilibrium spin and
charge densities are governed by the time-independent
scattering matrix S. In our geometry, there is only one
lead. The scattering matrix thus only includes reflection
matrices.
Our focus is on the spin information transferred be-
tween the AFI and the NM. In the NM, the itinerant
spin density operator at position r is
sˆr =
~
2
cˆ†rσcˆr , (3)
in terms of the 2× 2 spin-space vector of Pauli matrices,
σ = (σx, σy, σz). We separate the longitudinal, x, and
transverse, r⊥ = (y, z), coordinates, r → (x, r⊥). Fur-
thermore, we use a discrete index to label the lattice po-
sition along the xˆ-direction such that x → 0, 1, . . .. For
instance, sˆ1,r⊥ denotes the electron spins in the trans-
verse layer x = a. The interface exchange coupling be-
tween the itinerant electron spins at the interface to the
adjacent localized AFI spins is (see Fig. 2)
HˆAF,N = J
∑
r⊥
Sˆ0,r⊥ · sˆ1,r⊥ , (4)
where J is the interface exchange coupling. Sˆ0,r⊥ is the
operator associated with the localized spin in the AFI
next to the NM.
xˆ
yˆ
zˆ
x = 0 x = 1
FIG. 2. Sections of the AFI and the NM around their inter-
face. In the AFI (x ≤ 0), the localized spins residing on the
red (blue) nodes are at sublattice A (B). The localized spins
at the interface (x = 0) are exchange coupled to adjacent
itinerant electron spins (x = 1), as indicated by semi-long
dashes. In the NM (x ≥ 1), we use a different convention for
the sublattices. In the NM, the brown (black) sites reside on
sublattice A (B). The solid black lines illustrate the itinerant
electron hopping.
The spin current in the longitudinal (xˆ) direction is
jˆ±xˆr =
it˜
2
(
cˆ†r±δxσcˆr − cˆ†rσcˆr±δx
)
. (5)
In Eq. (5), the superscript +(−) classifies spin currents
to the right (left) when electrons hop from x to x + a
(x to x − a). δx = axˆ equals one lattice constant in the
xˆ-direction. Similarly, we define the spin currents in the
two transverse directions: jˆ±yˆr and jˆ
±zˆ
r . Correspondingly,
the hoppings are δy and δz in the yˆ- and zˆ-directions,
respectively.
We consider a bipartite AFI. A localized spin on sub-
lattice A has six nearest-neighbor spins on sublattice B
and vice versa. The lattice is cubic with lattice constant
32a for sublattice A. Sublattice B is displaced by axˆ with
respect to sublattice A.
For convenience, we use a different set of sublattices in
the NM, but we also label these sublattices as sublattices
A and B. This notation describes the (staggered) spin
currents in the most transparent way. In our coordinate
system, sublattice A is spanned by the vectors {rA} =
{(a, 0, 0), (0, a, a), (0, a,−a)}. Sublattice B is displaced
by ayˆ with respect to sublattice A, as shown in Fig. 2.
The volume of a unit cell in sublattice A or B is then
2a3.
We separate the currents into terms that are associated
with the rate of change of the spin at the A and B sub-
lattices. The spin current in the longitudinal direction
associated with lattice sites A in layer x is
Iˆs,Ax =
{∑
r⊥∈A jˆ
+xˆ
x,r⊥ x = a ,∑
r⊥∈A
1
2
(
jˆ+xˆx,r⊥ − jˆ−xˆx,r⊥
)
x > a .
(6)
We define a similar relation for the spin current in
the longitudinal direction associated with lattice sites
B, Iˆs,Bx . The total longitudinal spin current at layer
x is the total spin current carried at both sublattices,
Iˆsx = Iˆ
s,A
x + Iˆ
s,B
x .
xˆ
yˆ
zˆ
x = 0 x = 1
x = 2
x− 1 x
x+ 1
(a)
(b)
FIG. 3. (a) The spin current Is1 at the interface (x = 1), indi-
cated by black arrows, determines the torque on the magneti-
zation τM. (b) The spin current Isx in the NM bulk (x > 1)
is the average of the spin current between the layers at x− 1
and x and between the layers at x and x+ 1.
The NM has finite lengths Nya and Nza in the trans-
verse directions yˆ and zˆ, whereNy andNz are the number
of lattice sites, respectively. In the transverse direction
yˆ, the spin currents (between the sublattices) are
Iˆ∆yˆx,r⊥ =

jˆ+yˆr y = 1 ,
jˆ+yˆr − jˆ−yˆr 1 < y < Ny ,
−jˆ−yˆr y = Ny .
(7)
A similar expression is obtained for the spin current in
the transverse direction zˆ, Iˆ∆zˆx,r⊥ , by substituting y → z.
xˆ
yˆ
zˆ
x = 0 x = 1
x = 2
x− 1 x
x+ 1
(a)
(b)
FIG. 4. (a) The staggered spin current Iss1 at the AFI-NM
interface (x = 1), which is shown by black arrows. The torque
τN on the Neel order parameter is determined by Iss1 . (b)
The staggered spin current Issx at layer x > 1 includes spin
currents between lattices A and B within the layer at x (the
interlayer staggered transverse current IABx ) and longitudinal
staggered spin currents between the layers at x−1 and x and
between the layers at x and x + 1. Note the factor of 2 in
front of IABx in the definition of the staggered spin current
Issx .
A staggered spin current involves the transfer of spin
angular momentum between the two sublattices within
each transverse layer. We define the interlayer staggered
transverse current operator as
IˆABx =
∑
r⊥∈A
(
Iˆ∆yˆx,r⊥ + Iˆ
∆z
x,r⊥
)
−
∑
r⊥∈B
(
Iˆ∆yˆx,r⊥ + Iˆ
∆z
x,r⊥
)
,
(8)
as illustrated in Fig. 4. The staggered spin current at
layer x is then
Iˆssx = Iˆ
s,A
x − Iˆ
s,B
x + 2Iˆ
AB
x , (9)
which consists of a longitudinal part and a transverse
part.
We are interested in the average torque per spin in
the AFI. The total number of localized spins is NAF =
N⊥N‖, where N⊥ is the number of spins in one transverse
layer and N‖ is the number of transverse layers in the
longitudinal direction. The total volume of the AFI is
then NAFa
3. We define the total spin of the AFI as
SM =
∑
r
〈Sˆr〉 , (10)
where the brackets denote the expectation value.
4The difference between the total spin on sublattices A
and B is
SN =
∑
r∈A
〈Sˆr〉 −
∑
r∈B
〈Sˆr〉 . (11)
The total spin SM and the spin difference SN are re-
lated to the total magnetization and the Neel order pa-
rameter in the AFI, respectively. We define the cor-
responding torques per spin τM = ∂tSM/NAF and
τN = ∂tSN /NAF.
In the steady state, the itinerant spins do not vary in
time, 〈∂tsˆr〉 = 0. The rate of change of the localized spins
can thus be expressed in terms of steady-state spin cur-
rents in the NM via the spin continuity equations (Eqs.
(A1) and (A5)). The torques on the AFI are
τM =− 1
NAF
Is1 , (12a)
τN =− 1
NAF
Iss1 , (12b)
in terms of the expectation values of the spin current and
the staggered spin current at the interface (layer x = 1).
B. Umklapp scattering
In the lead, scattering states coupled to out-of-
equilibrium reservoirs determine the torques on the AFI.
Energy is conserved and the transport is elastic. The
scattering states are labeled by the incoming (transverse)
mode n, energy E, and spin α:
ψnEα(r) =
1√
hvn
ξαϕn(r⊥)e
−ik‖nx
+
N⊥∑
m=1
∑
β=↑,↓
1√
hvm
rβαmnξβϕm(r⊥)e
ik‖mx , (13)
where ~vn = ∂E/∂k‖n is the group velocity of the prop-
agating wave and h = 2pi~ is Planck’s constant. ξα is a
spinor, ξ†↑ = ( 1 0 ), and ξ
†
↓ = ( 0 1 ). The transverse
wavefunction ϕn(r⊥) is an eigenfunction of the transverse
part of HˆNM with eigenenergy ε
⊥
n ∈ [−4t˜, 4t˜]. The lon-
gitudinal wavenumber is positive, k
‖
n > 0; thus, e∓ik
‖
nx
propagates to the left (-) or to the right (+). The scat-
tering state has a total energy of
E = ε⊥n + 2t˜
(
3− cos k‖na
)
. (14)
The total number of transverse modes is N⊥. A mode
is propagating if its energy E lies within its band, i.e., if
ε⊥n+4t˜ < E < ε
⊥
n+8t˜. The number of propagating modes
is then Np < N⊥. We will consider a NM at half-filling
such that the Fermi energy is EF = 6t˜. The reflection
amplitudes rβαmn describe reflection from incoming mode
n to outgoing mode m and from spin α to β.
When there is no spin-flip scattering, the reflection ma-
trix in Eq. (13) simplifies to
rβαmn = δαβ
1
2
(r↑mn + r
↓
mn) +
1
2
(r↑mn − r↓mn)n · σβα , (15)
in terms of reflection coefficients for spin up (down), r↑mn
(r↓mn), along the direction of the Neel order parameter.
The scattering states constitute a current-normalized
and complete set of states. Therefore, the reflection ma-
trix is unitary, and particle current is conserved. The
electron field operator (inside the lead) is expressed in
terms of the scattering states as
cˆr(t) =
N⊥∑
n=1
∑
α=↑,↓
∫ ∞
ε⊥n
dEψnEα(r)cˆnα(E)e
−iEt/~ , (16)
where we define the operator cˆnα(E) (cˆ
†
nα(E)), which an-
nihilates (creates) the scattering state ψnEα originating
from the reservoir.38
The distribution function in the reservoir determines
the expectation values of the operators. We allow for a
small spin accumulation in the reservoir. Then,〈
cˆ†nα(E)cˆmβ(E
′)
〉
= δnmδ(E − E′)fβα(E) . (17)
The distribution function is
fαβ(E) = δαβfFD(E − µ) + σαβ · fS(E) , (18)
in terms of the Fermi-Dirac function fFD(E − µ) with
chemical potential µ and temperature T . The func-
tion fS(E) describes the spin accumulation µS =∫
dETrs{σ(σ · fS(E))} by taking the trace in spin
space.39
It is illustrative to first consider the ideal case of
no disorder and no spin-flip scattering, as considered
previously6,29. For simplicity, we also assume periodic
boundary conditions in the transverse directions. There
are N lattice sites in both transverse directions (yˆ and zˆ).
The orthonormal transverse wavefunctions are ϕn(r⊥)→
ϕny (y)ϕnz (z), where
ϕny (y) =
1√
N
e2piiyny/Na , (19)
with discrete values ny = 1, 2, ..., N and similarly for the
wave function ϕnz (z) that is characterized by nz. The
resulting scattering matrix consists of normal scattering
1
2
(r↑mymz,nynz + r
↓
mymz,nynz ) = Anynzδmynyδmznz , (20)
and spin-dependent umklapp scattering
1
2
(r↑mymz,nynz − r↓mymz,nynz ) = Bnynzδmyn¯yδmzn¯z , (21)
with coefficients Anynz and Bnynz defined in the Ap-
pendix in Eqs. (D1a) and (D1b). Umklapp scattering
changes the incoming transverse modes from (ny, nz)
5to (n¯y, n¯z) with four possible combinations: (n¯y, n¯z) =
(ny ± N2 , nz ± N2 ) or (n¯y, n¯z) = (ny ± N2 , nz ∓ N2 ). When
the incoming mode ny is in the range from 1 to
N
2 , then
n¯y = ny +
N
2 , and when ny is in the range from
N
2 + 1 to
N , then n¯y = ny − N2 . There are similar considerations
for nz.
A finite magnetization may induce spin precession of
the conduction electrons. To separate the different con-
tributions to the torques in a transparent manner, we
focus on AFIs with a vanishingly small magnetization.
In clean systems, we compute that the torques on an
AFI with volume VAF = NAFa3 are
τM =
1
NAF
1
4pi
g⊥mn× (µS × n) , (22a)
τN =
1
NAF
1
4pi
g⊥n(µS × n) , (22b)
in terms of the dimensionless spin-mixing conductances
g⊥m =
8λ2N⊥
(1 + λ2)2
∑
nynz
sin2 k‖nynza , (23a)
g⊥n =
4λN⊥
(1 + λ2)2
∑
nynz
(− sin k‖nynza) cos 2k‖nynza , (23b)
where the longitudinal wavenumber k
‖
nynz is evaluated
at the Fermi energy EF. The summations are over the
fraction of the Brillouin zone (BZ) where the modes are
propagating. λ = JS/t˜ parametrizes the exchange cou-
pling at the interface, where S is the localized spin. The
torque |τM| obtains its maximum for λ = ±1, whereas
|τN | has the highest value at λ = ± 1√3 . Without the
λ-dependent fractions in Eqs. (23a) and (23b), the BZ
summations of the trigonometric functions in g⊥m and g
⊥
n
yield values on the order of unity (numerical values of
≈ 4.57862 and ≈ 3.163, respectively).
Note that there is an important difference in the defini-
tions of the spin-mixing conductances g⊥m and g
⊥
n for the
AFI (Eq. (23)) compared to the usual expression for the
spin-mixing conductance39 g↑↓ = Np −
∑
mn r
↑
mn(r
↓
mn)
∗
for ferromagnets. For the AFI discussed above, we find
in the clean limit that g↑↓ =
∑
nynz
2|Bnynz |2 in terms
of the amplitude for umklapp scattering Bnynz from the
scattering matrix (Eqs. (21) and (D1b)). The spin-
mixing conductance g⊥m can be expressed in terms of g
↑↓
as the real part: g⊥m = Re
{
g↑↓
}
. The spin-mixing con-
ductance g⊥n is not related to g
↑↓ in a simple way. Instead,
g⊥n has to be calculated directly from the wavefunctions
at the interface. Consequently, we find that g⊥n arises
from an expression that is a combination of normal and
umklapp scattering coefficients, Anynz and Bnynz , which
is then reduced to Eq. (23b).
C. Spin pumping from an antiferromagnetic
insulator
We now consider the dynamic situation where the lo-
calized spins in the AFI rotate uniformly. Similar to how
precessing spins in an FM pump a spin current into an
adjacent metal, we show that a dynamical AFI pumps
both a spin current and a staggered spin current.
To demonstrate this property, we perform a time-
dependent gauge transformation. The spin axes rotate
and transform the time-dependent Hamiltonian H(t) in
the lab frame to a static Hamiltonian H˜ with an effec-
tive magnetic field in the rotating frame. The same gauge
transformation relates the spin currents in the lab frame
to the spin currents in the rotating frame. Static scat-
tering states determine the latter spin currents.
In the classical limit of many AF spins, the coupling
between the AFI and the metal is
HˆAF,N(t) = J
~
2
∑
r⊥
S0,r⊥(t) · cˆ†1,r⊥σcˆ1,r⊥ , (24)
where the dynamic spins S0,r⊥(t) = ±Sn(t) are parallel
or anti-parallel to the direction of the Neel order param-
eter n(t).
The gauge transformation rotates the spin space. In
the rotating frame, the field operator is
ˆ˜cr = U(t)cˆr , (25)
where U(t) is a time-dependent, unitary 2 × 2 matrix,
U† = U−1. The evolution of ˆ˜cr(t) is governed by the
Hamiltonian
H˜ = UHU† − i~U ∂U
†
∂t
, (26)
which adds the gauge potential Veff = −i~U∂tU†, as
shown in App. C. The time-dependent problem with the
Hamiltonian H(t) is transformed into a static problem
by finding a unitary matrix U(t) that makes the terms
U(n(t) · σ)U† and Veff both independent of time.
A time-dependent gauge transformation can describe
spin pumping, both in a ferromagnet40,41 and in an an-
tiferromagnet, when the spins precess around a static
precession axis or if the precession axis changes slowly
compared to the precession frequency. We now illus-
trate this property by considering a Neel order param-
eter n(t) = xˆ cosω0t sin θ0 + yˆ sinω0t sin θ0 + zˆ cos θ0 that
rotates around the zˆ-axis. The spins precess with angu-
lar frequency ω0 and a constant polar angle θ0, as shown
in Fig 5. The spin-rotation matrix that yields a static
Hamiltonian in the rotating frame is then
U(t) = eiσyθ0/2eiσzω0t/2 . (27)
U(t) diagonalizes U(n(t) · σ)U† = σz. The resulting
gauge potential is
Veff =
~ω0
2
(sin θ0σx − cos θ0σz) . (28)
6µS = 0
(a) Lab frame:
n(t)
µ˜S
(b) Rotating frame:
n = zˆ
ω0
θ0
θ0
xˆ
yˆ
zˆ
FIG. 5. (a) Laboratory frame of reference, where the AFI
spins precess around the zˆ-axis with frequency ω0. The Neel
vector n(t) is at an angle θ0 with respect to the zˆ-axis. There
is no spin accumulation in the lab frame. (b) In the rotating
spin frame, the Neel vector points in the zˆ-direction. The
gauge potential Veff induces a finite spin accumulation µ˜S in
the NM, including the reservoir.
A Zeeman-like gauge potential in the NM reservoir splits
the population of spins and is equivalent to a spin accu-
mulation
µ˜S = ~ω0(sin θ0xˆ− cos θ0zˆ) . (29)
We now consider the spin currents in the rotating frame.
Here, the static AFI spins point along zˆ. In linear re-
sponse, we can calculate the spin currents by disregard-
ing the gauge-transformation-induced magnetic field in
the scattering region while retaining a spin accumulation
in the form of µ˜S in the reservoir. Only the component
µ˜S · xˆ = ~ω0 sin θ0 results in the non-zero spin current
I˜s1 = (1/4pi)g⊥r ~ω0 sin θ0(−xˆ) and the staggered spin cur-
rent I˜ss1 = (1/4pi)g⊥i ~ω0 sin θ0yˆ. Spin currents in the ro-
tating frame (denoted with a tilde) are defined similar to
Eq. (5) with cˆr → ˆ˜cr. When transforming back to the
lab frame, we use that
~ω0 sin θ0U†(−σx)U = ~(n× n˙) · σ , (30)
and ~ω0 sin θ0U†σyU = ~n˙·σ, such that the spin currents
in the lab frame are
Is1 =
1
4pi
g⊥rn× n˙ , (31a)
Iss1 =
1
4pi
g⊥i n˙ . (31b)
The expressions for the pumped spin currents in Eqs.
(31a) and (31b) are consistent with the results obtained
from a time-dependent scattering-matrix approach6 in
the limit of a vanishing magnetization, m→ 0.
In other words, the spin current Is1 and the staggered
spin current Iss1 pumped from a precessing Neel order
parameter can be calculated by considering a static prob-
lem, where the Neel order parameter points along the zˆ-
axis with a spin accumulation ~ω0 sin θ0σxxˆ in the reser-
voir.
D. Decay of a staggered current
The staggered spin current Iss1 has a finite value at the
AFI-NM interface, which induces a torque on the Neel
order parameter. However, in the NM, the staggered
spin current Issx is expected to decay rapidly away from
the interface because it is not conserved inside the NM.
We now illustrate in a heuristic manner how this can be
understood from a network circuit model.
V0
−V0
V1
−V0 V0
0Vl
−V1
−Vl
Layer 2, 3, ..., l − 1Layer 1
0
0
0
(a)
(b)
I0,1
I0,1
I1,1
I1,2
I1,2
I2,2
I2,3
I2,3
FIG. 6. (a) A section of the network circuit model. There
are l transverse layers with associated potentials Vi for i =
1, .., l. Black (red) nodes in layer i have potential Vi (−Vi).
To the left, layer 1 is connected to nodes where the potential
is staggered: V0 or −V0. To the right, layer l is connected
to nodes with zero potential. Dotted lines indicate where
layers 2, 3, ..., l − 1 are located. The connections between the
nodes have the same conductance, shown by solid lines. (b)
The leftmost section of the network circuit. The currents and
their directions in the circuit are indicated by the arrows. The
current between a node in layer i − 1 and a node in layer i
is Ii−1,i. For the current between two nodes within the same
layer i we label the current as Ii,i.
We consider a network circuit with l transverse layers
of nodes, as shown in Fig. 6. The network is cubic to
resemble the tight-binding model. The nodes are con-
nected to adjacent nodes via identical conductances. As
a boundary condition, layer 1 is connected to a layer of
nodes where the potentials are V0 or −V0 in a staggered
configuration. For simplicity, we use periodic boundary
7conditions in the two transverse directions. Then, the
potentials at the nodes within one transverse layer have
the same absolute value but opposite (staggered) signs
because of symmetry, in the same way as the leftmost
layer in Fig. 6. We associate a potential V1, V2, ..., Vl to
each layer 1, 2, ..., l, respectively. Layer l is connected to
layer l − 1 on one side and to a layer of nodes with zero
potential on the other side. We define currents Ii−1,i be-
tween adjacent nodes in layer i−1 and layer i. Similarly,
there are currents Ii,i between adjacent nodes within the
same layer i. The directions of these currents are indi-
cated in Fig. 6. From current conservation at each node,
we can calculate all potentials and currents in the circuit.
Kirchoff’s law determines the potentials Vi for layer i
from l linear equations,
1 −110 0 0 ... 0−1
10 1
−1
10 0 ... 0
0 −110 1
−1
10 ... 0
...
...
0 ... −110 1
−1
10
0 ... 0 −110 1


V1
V2
V3
...
Vl−1
Vl
 =

V0
0
0
...
0
0
 ,
(32)
which consists of a uniform, tridiagonal l × l matrix.
The analytical solution of Eq. (32) for a large integer l
is cumbersome. Instead, we present the resulting currents
Ii−1,i between nodes in layers i− 1 and i when l = 10 in
Fig. 7. We have verified that the results are similar for a
range of different l.
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FIG. 7. Logarithmic plot of the current Ii−1,i between ad-
jacent nodes in layer i − 1 and layer i. There are l = 10
transverse layers in the middle of the circuit. The currents
are normalized by the current I0,1, which is the current be-
tween the nodes with potentials V0 and V1.
The currents Ii,i+1 between layers i and i + 1 are re-
duced by a factor on the order of 10−1 compared to the
currents Ii−1,i. Similarly, the currents Ii,i between nodes
in the same layer i are reduced compared to the currents
Ii−1,i−1 in the preceding layer i−1. Based on this result,
the classical analogue of a staggered current, in the form
of Eq. (9), decays within few transverse layers.
III. NUMERICAL RESULTS
We will now consider the effects of spin-conserving and
magnetic disorder on the torques. Disorder is modeled
using a static random potential Vr. The elastic poten-
tial consists of spin-conserving and magnetic-impurity-
induced spin-flip scattering parts:
Vr = V
c
r 1ˆ + V
m
r · σ . (33)
We will consider the effects of spin-conserving and spin-
flip scatterings separately.
The values of V cr are random in a uniform distribu-
tion within the energy range between −η and η. In
the case of spin-flip scattering, the magnetic impuri-
ties V mr = V
m
r
(√
1− ζ2 cosφ,
√
1− ζ2 sinφ, ζ
)
, where
the parameters are uniformly distributed within V mr ∈[
0, ηm
]
, ζ ∈ [ − 1, 1] and φ ∈ [0, 2pi). In this way, the
direction of the magnetic impurities V mr is uniformly dis-
tributed on the unit sphere. The disorder then has zero
mean, 〈V cr 〉 = 〈V mr 〉 = 0, while the variances
〈
(V cr )
2
〉
and
〈
(V mr )
2
〉
are given by η2 and η2m, respectively. The
presence of magnetic disorder modifies the spin continu-
ity equations (Eq. (A5)) by introducing additional spin-
orbit-like terms cˆ†r (σ × V mr ) cˆr, which we also include in
our considerations.
We utilize the python package KWANT42 to solve the
scattering problem with disorder. In this way, we obtain
the wavefunction at all lattice sites. Based on this wave-
function, we compute the spin currents and the torques.
The i’th component of the torques on the total spin and
the spin difference depends on the spin accumulation in
the NM:
τ iM =A
M
ij µ
j
S , (34a)
τ iN =A
N
ij µ
j
S , (34b)
where summation over repeated indices is implied. The
real-valued second-rank tensors AMij and A
N
ij are
AMij =
1
NAF
t˜
4i
∑
r⊥
∑
n∈prop
∑
α1α2ss′
σss
′
i σ
α2α1
j
×
[
ψ†nEFα1(x = 2, r⊥, s)ψnEFα2(x = 1, r⊥, s
′)
− ψ†nEFα1(x = 1, r⊥, s)ψnEFα2(x = 2, r⊥, s′)
]
,
(35)
8and
ANij =
1
NAF
t˜
4i
(
∑
r⊥∈A
−
∑
r⊥∈B
)
∑
n∈prop
∑
α1α2ss′
σss
′
i σ
α2α1
j
×
[
ψ†nEFα1(x = 2, r⊥, s)ψnEFα2(x = 1, r⊥, s
′)−
ψ†nEFα1(x = 1, r⊥, s)ψnEFα2(x = 2, r⊥, s
′)
+ 2×
(
ψ†nEFα1(x = 1, r⊥ + δ, s)ψnEFα2(x = 1, r⊥, s
′)
− ψ†nEFα1(x = 1, r⊥, s)ψnEFα2(x = 1, r⊥ + δ, s′)
)]
,
(36)
where the sum is over all propagating modes at the Fermi
energy, and we sum terms with δ = ayˆ and δ = azˆ. For
finite systems of length Na in the transverse directions,
the end point of the transverse sums with transverse hop-
pings is N − 1.
The dominant components of the STTs τN and τM
follow from µS ×n and n× (µS ×n), respectively, even
for disordered configurations.
We show how the relevant STTs are affected by spin-
conserving disorder (ηm = 0) in Fig. 8. In these cases, the
AFI has an order parameter n = zˆ, which is transverse
to the direction of transport. In the adjacent metal reser-
voir, a transverse spin accumulation µS = µSyˆ induces
the STTs. The exchange coupling was set to JS/t˜ = 1.
There are 40 × 40 sites in the two transverse directions.
Here, the concentration of the impurities in the NM is
constant at 0.125. The STTs are compared to the elec-
trical conductances G of a two-terminal system with the
same system parameters as the (one-terminal) systems
considered for the STTs, as shown in Fig. 8. G0 is the
Sharvin conductance. We normalize the STTs by the
torques τxN ,0 and τ
y
M,0, which are the torques calculated
for systems without disorder. All the values presented
in Fig. 8 are calculated by averaging over 15 impurity
configurations, and the standard deviations are shown as
error bars.
In Figs. 8(a) and 8(b), we consider different lengths
L of the disordered region while keeping the impurity-
associated parameter η = t˜ fixed. In Fig. 8(a), we find
that spin-conserving disorder enhances the torque τxN on
n compared to the torque without disorder, and the ef-
fect is most prominent for disorder close to the interface
(L/a less than 62). As the length of the conductor in-
creases, the torque τxN /τ
x
N ,0 decreases with a slope similar
to the reduction in the conductances G/G0. As shown
in Fig. 8(b), the normalized values of τyM follow the con-
ductances very closely as the length of the conductor is
changed.
In Figs. 8(c) and 8(d), we fix the length L/a = 40
of the metal and show the torques and conductances for
different impurity-associated energies η. The torque on
n is enhanced (Fig. 8(c)) for η ∼ t˜, whereas it decreases
for larger η. For the torque on the magnetization, the
mean values τyM/τ
y
M,0 follow the conductance G/G0 (Fig.
8(d)). The standard deviations are large in Figs. 8(c)
and 8(d), which indicates that the specific disorder con-
figurations become important when the strength of the
impurities may be large.
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FIG. 8. STTs (blue diamonds) for AFI-NM systems with
spin-conserving disorder (ηm = 0). The Neel order parameter
points in n = zˆ, and the torques are induced by a spin accu-
mulation µS = µSyˆ. There are 40× 40 sites in the transverse
directions, and the concentration of the impurities is fixed at
0.125. In (a) and (b), we vary the length L of the NM while
keeping the disorder-associated potential energy at η = t˜. In
(c) and (d), we vary the disorder strength η for a system with
length L/a = 40. The red squares show the electrical conduc-
tance of a two-terminal system with the same parameters as
in the STT cases. The torques are normalized with respect to
their corresponding torques, τxN ,0 and τ
y
M,0, when η = 0, i.e.,
without disorder. G0 is the Sharvin conductance. All values
are averaged over 15 impurity configurations. The error bars
show the standard deviation in the average torques.
We now consider the STTs on the AFI when all the
impurities are magnetic (η = 0), as shown in Fig. 9.
Many of the system parameters are the same as the ones
considered in the previous paragraphs: Neel order pa-
rameter n = zˆ, spin accumulation µS = µSyˆ, exchange
parameter JS/t˜ = 1, transverse lengths of 40 sites each
and an impurity concentration of 0.125. In Figs. 9(a)
and 9(b), we vary the conductor length L when ηm = t˜.
The torques τxN (Fig. 9(a)) and τ
y
M (Fig. 9(b)) consid-
erably decrease as the length of the conductor increases.
Spin loss reduces both the spin current and the staggered
spin current, resulting in smaller torques on m and n,
respectively. In Figs. 9(c) and 9(d), we change the pa-
rameter ηm for a disordered region with length L/a = 40.
The mean values of the torques τxN (Fig. 9(c)) and τ
y
M
(Fig. 9(d)) quickly decrease to zero as the parameter ηm
increases.
We have also considered the torques on n and m for
different scattering region sizes and impurity-associated
energies when the Neel order parameter points parallel
to the transport direction (n = xˆ) and the spin accumu-
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FIG. 9. STTs (blue diamonds) for AFI-NM systems subject
to magnetic impurities (η = 0). The static magnetic impuri-
ties point in arbitrary directions, with a concentration of 0.125
in the NM. A spin accumulation µS = µSyˆ induces STTs on
n = zˆ and m. The transverse size is 40× 40 lattice sites. In
(a) and (b), the conductor length L is varied for a fixed value
ηm = t˜. In (c) and (d), the length of the disordered region
is L/a = 40, while the parameter ηm varies. The values are
normalized with respect to the STTs τxN ,0 and τ
y
M,0 obtained
for the systems without disorder. The error bars show the
standard deviation of the mean values of the STTs, which are
averaged over 15 configurations of the impurities.
lation is transverse (along yˆ). The torques −τzN and τyM
(when n = xˆ and µS = µSyˆ) show very similar results
compared to the torques τxN and τ
y
M (when n = zˆ and
µS = µSyˆ), respectively. The STTs are therefore similar
for a Neel order parameter that is parallel (xˆ) or trans-
verse (zˆ) to the transport direction. This result is rea-
sonable because we average over impurity configurations
where the impurity spins point in arbitrary directions.
We also investigated how the spin current Isx and the
staggered spin current Issx (Eq. (9)) vary in the transport
direction inside the NM. In the presence of magnetic im-
purities and/or spin-orbit coupling, the spin is not con-
served microscopically. The spin current can then be
defined in several ways. Our definition (Eq. (5)) only
includes electron hoppings. As expected, we find that
spin-flip-inducing impurities in the NM reduce the spin
current (toward the interface) with position x. The spin
current Isx is unaffected by spin-conserving disorder in
the NM.
In the network circuit model, a staggered current van-
ishes within few lattice constants, as shown in Fig. 7
from section II D. However, in the coherent and finite-size
regime, the staggered spin current Issx = Is,Ax − Is,Bx +
2IABx inside the NM bulk exhibits a slightly different be-
havior. In Fig. 10, the staggered spin current Issx obtains
irregular values around 0, on the order of plus/minus
Issx=1, which is the value measured at the interface. At
x = 2, there is also a peak in Issx , which is generally
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FIG. 10. The staggered spin current Iss,xˆx as a function of po-
sition x inside the NM from the left (near the interface) to the
right (in the NM bulk). The length of the NM is L = 30a, and
there are 40 sites in the two transverse directions. The posi-
tion x/a = 1 is directly at the AFI-NM interface. We separate
three cases: (a) no disorder, (b) only spin-conserving disor-
der (η = t˜, ηm = 0) and (c) only magnetic disorder (η = 0,
ηm = t˜). The staggered spin currents are normalized to their
value at the interface, Iss,xˆx=1. In (b) and (c), the concentrations
of the impurities are 0.125. A spin accumulation µS = µSyˆ in
the reservoir is assumed.
much larger than the staggered spin current directly at
the interface, x = 1, even with or without disorder. The
system considered in Fig. 10 has length L/a = 30, n = zˆ,
µS = µSyˆ and 40 sites in the two transverse directions.
Here, we separated three cases where there is no disorder
(Fig. 10(a)), spin-conserving disorder (Fig. 10(b)) and
magnetic disorder (Fig. 10(c)). Even for the cases with-
out disorder, there are non-zero irregular and fluctuating
values for the staggered spin current.
IV. CONCLUSIONS
The microscopic spin currents at the AFI-metal inter-
face determine the STTs. The torques on the magnetiza-
tion m and the Neel order parameter n are proportional
to the spin current Is1 and the staggered spin current Iss1 ,
respectively. In a reciprocal way, a precessing AF Neel
order parameter pumps both a spin current and a stag-
gered spin current. In a manner similar to spin pumping
in ferromagnets, one can calculate the AF-pumped spin
currents by transforming to a rotating spin frame of ref-
erence.
The STTs on the AFI are affected by spin-conserving
and/or spin-flip-inducing disorder in the NM. These ef-
fects are particularly prominent when the disorder is very
close to the AFI-NM interface. Spin-conserving disorder
reduces the torques on n and m, in a manner similar
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to Ohm’s law. Magnetic impurities result in spin loss
and reduced torques. However, for intermediate-strength
non-magnetic impurities close to the interface, we find
that the torque on the Neel order parameter is enhanced
compared with the corresponding torque without impu-
rities.
For a finite tight-binding system, the staggered spin
current Issx rapidly becomes small and irregular away
from the AFI-NM interface, both with or without dis-
order. The staggered spin current is not a conserved
quantity, even when the spin is conserved. This behavior
is well captured by a classical circuit model, where the
staggered current quickly decays away from an interface
with staggered potentials.
The research leading to these results has received fund-
ing from the European Research Council via Advanced
Grant number 669442 ”Insulatronics” as well as the Re-
search Council of Norway via Grant no. 239926 and
through its Centres of Excellence ”QuSpin”.
Appendix A: Rate of change of the spins
The rate of change of an operator Oˆ(t) =
eiHˆt/~Oˆe−iHˆt/~ is calculated via its commutator with
the Hamiltonian, i.e., ~∂tOˆ(t) = i
[
Hˆ, Oˆ(t)]. We use
that the localized spins in the magnetic insulator obey[Sˆ(j)r , Sˆ(j′)r′ ] = δr′,ri~jj′j′′ Sˆ(j′′)r , where summation over
spatial directions, j = x, y or z for j, j′, j′′, is implied
(jj′j′′ is the Levi-Civita tensor). Then, the rate of
change of the localized AFI spins at the interface is
∂Sˆ0,r⊥(t)
∂t
=J sˆ1,r⊥(t)× Sˆ0,r⊥(t) , (A1)
in terms of the itinerant spins sˆ1,r⊥ at the interface (in
the layer at x = 1).
To find spin continuity equations for the itinerant
spins, we write the kinetic part Hˆhop of the Hamiltonian
in Eq. (2), with the notation r = (x, y, z), as
Hˆhop =− t˜
∞∑
x=1
Ny∑
y=1
Nz∑
z=1
(
cˆ†r+δx cˆr + cˆ
†
r+δy
cˆr(1− δy,Ny )
+ cˆ†r+δz cˆr(1− δz,Nz ) + h.c.
)
, (A2)
where h.c. is the Hermitian conjugate. Expressions for
the spin currents are found by commuting Hˆhop with the
itinerant spin density. The electron operators obey the
commutator
[
cˆ†r1s1 cˆr2s2 , cˆ
†
rscˆrs′
]
= cˆ†r1s1 cˆrs′δr2,rδs2,s −
cˆ†rscˆr2s2δr1,rδs1,s′ , when writing the spin indices (s and
so on) explicitly. As an example, the rate of change of
spin density in the xˆ-direction follows from
∞∑
x′=1
Ny∑
y′=1
Nz∑
z′=1
[
cˆ†r′+δx cˆr′ + cˆ
†
r′ cˆr′+δx , cˆ
†
rσcˆr
]
=cˆ†r+δxσcˆr − cˆ†rσcˆr+δx
+ (1− δ1,x)
(
cˆ†r−δxσcˆr − cˆ†rσcˆr−δx
)
, (A3)
which via the spin continuity equation (Eq. (A5)) yields
our definition of the spin current in Eq. (5). Similarly,
we find jˆ±yˆr and jˆ
±zˆ
r .
We also use that [σj , σj′ ] = 2iεjj′j′′σj′′ to calculate
i
~
[
HˆAF,N,
~
2
cˆ†rσcˆr
]
=δ1,xJSˆ0,r⊥ × sˆ1,r⊥ , (A4)
which relates the rate of change of the localized AFI spins
to the itinerant spins in the NM (Eqs. (A1) and (A4)).
In total, the spin continuity equation is
0 =
∂sˆr
∂t
+ jˆ+xˆr + (1− δ1,x)jˆ−xˆr + (1− δNy,y)jˆ+yˆr
+ (1− δ1,y)jˆ−yˆr + (1− δNz,z)jˆ+zˆr + (1− δ1,z)jˆ−zˆr
+ cˆ†r (σ × V mr ) cˆr + δ1,xJ sˆ1,r⊥ × Sˆ0,r⊥ , (A5)
where the terms cˆ†r (σ × V mr ) cˆr arise from magnetic im-
purities.
Appendix B: Expectation values
To calculate the STTs, we evaluate spin currents be-
tween lattice sites, similar to the expression in Eq. (5),
in all three spatial directions. In general, we need to cal-
culate the expectation value of the quantity J(r, δ) =〈
t˜
2i
(
cˆ†r+δσcˆr − cˆ†rσcˆr+δ
)〉
, where δ = {±xˆ,±yˆ,±zˆ}.
The amplitude at a node inside the scattering region de-
pends on the scattering states incoming from the NM
reservoir. In this way, the expectation value of quantities
inside the scattering region can be found via the dis-
tribution function in the reservoir fαβ(E). For a static
scattering problem, the field operator inside the scatter-
ing region can be expanded in wavefunctions similar to
Eq. (16). For the disordered cases, we find all ψnEα(r)
inside the scattering region by using the python pack-
age KWANT42, which solves the scattering problem by
matching of the wave functions.
In linear response, one can write the part of the distri-
bution function (from Eq. (18)) that describes the spin
accumulation as
fS(E) =
µS
2|µS| (fFD(E − µ↑)− fFD(E − µ↓)) , (B1)
by defining chemical potentials µ↑ (µ↓) for spin up
(down) along the direction of the spin accumulation
|µS| = µ↑ − µ↓. By Taylor expansion of the FD dis-
tributions to first order around the equilibrium chemical
potential and by using −∂fFD/∂E|µ=EF ≈ δ(E −EF) in
the low-temperature regime, then fS(E) ≈ (1/2)µSδ(E−
EF), which we use in the following.
We now write the spin projections s explicitly with the
notation ψnEα(r, s) and use Eqs. (16), (17) and (18) to
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express the quantity J(r, δ) as
J(r, δ) =
t˜
2i
N⊥∑
n=1
∑
α1α2ss′
∫ ∞
ε⊥n
dE σss′fα2α1(E)(
ψ†nEα1(r + δ, s)ψnEα2(r, s
′)
− ψ†nEα1(r, s)ψnEα2(r + δ, s′)
)
, (B2)
which we separate in two terms: J(r, δ) ≡ J1(r, δ) +
J2(r, δ). The term J1(r, δ) is independent of the spin ac-
cumulation and can be evaluated in the low-temperature
limit by approximating fFD(E − µ) ≈ Θ(EF − E) as a
Heaviside step function:
J1(r, δ) =
t˜
2i
N⊥∑
n=1
∑
αss′
∫ EF
ε⊥n
dE
(
ψ†nEα(r + δ, s)ψnEα(r, s
′)
− ψ†nEα(r, s)ψnEα(r + δ, s′)
)
σss
′
. (B3)
The spin-accumulation-induced term J2(r, δ) is calcu-
lated with the distribution from Eq. (B1) in linear re-
sponse, which yields
J2(r, δ) =
t˜
4i
∑
n∈prop
∑
α1α2ss′
σss
′
(σα2α1 · µS)
×
(
ψ†nEFα1(r + δ, s)ψnEFα2(r, s
′)
− ψ†nEFα1(r, s)ψnEFα2(r + δ, s′)
)
, (B4)
where the sum is over the modes that are propagating
at the Fermi energy. The torques on the total spin and
the spin difference in the AFI are then found by sum-
ming currents in the form of J(r, δ) in terms of the total
spin current and staggered spin current at the interface,
respectively. From Eqs. (12a) and (12b),
τM =
1
NAF
∑
r⊥
J(x = 1, r⊥, δ = xˆ) , (B5a)
τN =
1
NAF
(
∑
r⊥∈A
−
∑
r⊥∈B
)
(
J(x = 1, r⊥, δ = xˆ)
+ 2 (J(x = 1, r⊥, δ = yˆ) + J(x = 1, r⊥, δ = zˆ))
)
,
(B5b)
where the transverse sums with transverse hoppings stop
at N−1 for finite lengths Na in the transverse directions.
The response coefficients AMij and A
N
ij in Eqs. (34a) and
(34b) then follow by evaluating J2(r, δ) in Eqs. (B5a)
and (B5b).
We have numerically verified for some relevant cases
that the contributions from J1(r, δ) to the torques vanish
when the disorder is spin conserving. However, for some
special configurations with magnetic impurities, there
may be small but non-zero torques, even in equilibrium
(µS = 0). Such equilibrium torques represent an addi-
tional anisotropy in the magnetic system.
Appendix C: Gauge transformation
The gauge transformation in Sec. II C is explained in
detail in the following. When the AFI spins precess,
the evolution of the electron operators cˆr(t) are gov-
erned by the Hamiltonian Hˆ(t) = HˆNM + HˆAF,N(t),
where these two terms are given by Eqs. (2) and (24),
respectively. To find the spin currents pumped at the
AFI-NM interface, we consider that there are no mag-
netic impurities in HˆNM. The classical AFI spin vec-
tors at the interface, S0,r⊥(t) = ±Sn(t), with length S,
are parametrized by the Neel order parameter n(t) =
(sin θ0 cosω0t, sin θ0 sinω0t, cos θ0) in terms of precession
frequency ω0 and the angle θ0 with respect to the zˆ-
axis. The sign + (-) of S0,r⊥(t) is determined by which
sublattice A (B) the spins reside on. In the frame where
the spin quantization axis rotates together with n(t), the
evolution of ˆ˜cr(t) = U(t)cˆr(t) is described by the Hamil-
tonian ˆ˜H. We denote Hamiltonians in the first quanti-
zation without a hat (ˆ), i.e., Hˆ =
∑
rr′ cˆ
†
rHr,r′ cˆr′ , and
similarly, ˆ˜H =
∑
rr′
ˆ˜c†rH˜r,r′ ˆ˜cr′ .
In a Lagrangian approach, the time evolution of the
operators cˆr(t) is described by the Lagrangian
L = i~
∑
r
cˆ†r(t)∂tcˆr(t)−
∑
rr′
cˆ†r(t)Hr,r′ cˆr(t) , (C1)
and the Euler-Lagrange equation
d
dt
∂L
∂(∂tcˆ
†
r)
=
∂L
∂cˆ†r
. (C2)
The evolution of the operators ˆ˜cr(t) is described in a
similar way by changing cˆr → ˆ˜cr in Eq. (C2). We use
the unitarity of U(t) and insert cˆr(t) = U
†(t)ˆ˜cr(t) and
its Hermitian conjugate into the Lagrangian in Eq. (C1),
which yields
L =i~
∑
r
ˆ˜c†r(t)UU
†∂tˆ˜cr(t) + i~
∑
r
ˆ˜c†r(t)U
∂U†
∂t
ˆ˜cr(t)
−
∑
rr′
cˆ†r(t)UHr,r′U
†cˆr′(t)
=i~
∑
r
ˆ˜c†r(t)∂tˆ˜cr(t)−
∑
rr′
ˆ˜c†r(t)H˜r,r′ ˆ˜cr′(t) , (C3)
in terms of
H˜r,r′ = UHr,r′U
† − i~U ∂U
†
∂t
δrr′ . (C4)
The Hamiltonian H˜ then includes the gauge potential
−i~U ∂U†∂t , which is present at all sites.
Appendix D: Umklapp scattering
To calculate the torques in Eq. (22), we used peri-
odic boundary conditions in the two transverse direc-
tions. Then, the longitudinal momentum k
‖
nynz (E) of
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the propagating states is determined via the energy dis-
persion cos k
‖
nynza = 3−E/(2t˜)− cos( 2pinyN )− cos( 2pinzN ).
We solve the scattering problem via wavefunction
matching with the ansatz that the scattering coeffi-
cients include both normal and umklapp scattering:
1
2 (r
↑
mymz,nynz + r
↓
mymz,nynz ) = Anynzδmy,nyδmz,nz and
1
2 (r
↑
mymz,nynz − r↓mymz,nynz ) = Bnynzδmy,n¯yδmz,n¯z . In
terms of the parameter λ = JS/t˜, the normal and um-
klapp scattering reflection coefficients are
Anynz (E) =
−1 + λ2ei(k
‖
n¯yn¯z
−k‖nynz )a
1− λ2ei(k‖n¯yn¯z+k‖nynz )a
, (D1a)
Bnynz (E) =λ
√
vn¯yn¯z
vnynz
2i sin k
‖
nynza
1− λ2ei(k‖n¯yn¯z+k‖nynz )a
, (D1b)
respectively, with quantum numbers n¯y and n¯z as defined
in the main text.
The wavefunction within the scattering region is
ψnynzEα(x = 1, r⊥, s) =
1√
hvnynz
(−2i) sin k‖nynza
1− λ2ei(k‖n¯yn¯z+k‖nynz )a
×
[
δα,sϕnynz (r⊥)
− λ(n · σsα)ϕn¯yn¯z (r⊥)
]
. (D2)
These solutions are such that in the limits JS/t˜→ 0 and
JS/t˜ → ±∞, the scattering problem is reduced to hard
wall scattering at x = 1 and x = 2, respectively. Ex-
pressions for the spin currents are found by evaluating
Anynz (E) and Bnynz (E) at the Fermi energy EF = 6t˜
(half-filling). In this case, the umklapp-scattered longi-
tudinal momentum is k
‖
n¯yn¯z (EF) = pi/a− k‖nynz (EF) and
vn¯yn¯z (EF) = vnynz (EF). The staggered spin current is
calculated by using the wavefunctions in Eq. (D2) di-
rectly. The spin current can be calculated either from
the wavefunctions at the interface or as the real part of
g↑↓ = Np−
∑
mn r
↑
mn(r
↓
mn)
∗, where the transverse quan-
tum labels are n→ (ny, nz) such that
∑
n →
∑
nynz
and
similarly for m.
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