In essentially the same way, we prove that if AI > 0 and EM is the set of all x in (P having orthogonal increments, having E[x(t) This complex variable formulation of Fej6r's result allows a generalization which includes the case of power series and which is as follows:
In essentially the same way, we prove that if AI > 0 and EM is the set of all x in (P having orthogonal increments, having E[x(t)2] < o for all t, and satisfying E [(x(t) -x(s))2l < MIt -sl for all real s and t, then for all f in L,(R) the mapping x. f*x is continuous in topology 3 on (PM.
Other somewhat related topologies have been studied by Yu. V. Prokhorov,2 A. V. Skorokhod, 3 and A. N. Kolmogorov.4 * Research supported in part by Army Research Office grant ARO-G-63. 1 Levy, Paul, Bull. d&s Sciences Math. (2), 84, 47-64 (1960) .
2 Prokhorov, Yu. V., Theory of Probability and its Applications (S.I.A.M. translation), 1, 157-214 (1956) .
3 Skorokhod, A. V., Theory of Probability and its Applications (S.I.A.M. translation), 1, 261-290 (1956); 2, 138-71(1957 However, it is very easy to show that there always exists an extremal function 1f(z) which is real. Our main result concerning Problem 1 is the following duality theorem: THEOREM 1. Given the set N of Problem 1, we also consider its complement N* $2, 3, 4, . . } -N. Besides the class F of Problem 1, which may be described by 
The explicit determination of di is sometimes possible by means of the following construction theorem: THEOREM 2. Ifwe have a realf C F and a real q C F* such thatf'(0) = di and g'(0) = b6 satisfy the relation (3), then these f and g are extremal functions in F and F*, respectively, i.e. the relations (2) hold.
Let us give a fevr illustrations and applications:
1. N = Q, N* = $2, 3, 4, . . . }. Here, evidently f(z) = z/2, and g(z) = z/(1 -z) = z+ z2 + . . .,hence di = 1/2, 61 = 1 and we see that (3) holds. The proof of Theorem 2 is based on an idea previously used by the author for related problems3 although the method seems more effective in the present setting. It uses the Carath6odory-Toeplitz-Herglotz description of the coefficient sequence of functions of positive part as a positive definite sequence on the one hand and as trigonometric moments on the other. Theorem 1 is #rst established by a variational argument for the case when the set N is finite, the general case being obtained by a passage to the limit. A detailed paper will appear elsewhere.
Added in proof: On the occasion of a recent lecture on the subject at Yeshiva University, Professor Bernard Epstein pointed out that Theorem 2 is an immediate corollary of Theorem 1, a fact which had escaped my attention.
* Research supported by a grant from the National Science Foundation. 1 Fej6r, L., J.fiir Math., 146, 53-82 (1915) . 2 Carath6odory, C., Gesammelte Mathematische Schriften III, Theorems 1 and 2, pp. 114-115.
3 Schoenberg, 1. J., Amsterdam Academy, Series A, 61, 28-37 (1958 Throughout this note, the term "algebra" is used for algebra over a field 4) of characteristic $2, not necessarily associative or of finite dimensionality. Let Z be such an algebra with an identity 1 and an involution d d. We can form the matrix algebra Z,) of n X n matrices with entries in Z and the usual matrix compositions of addition, multiplication by elements of 4), and matrix multiplication. Let D(ZnyY) be the set of y-hermitian matrices, that is, the matrices A1TEn such that A* -= A. This is a subspace of tZn over 4), and it is closed under the Jordan product A-B = 1/2(AB + BA).
In this conditions that & = ,D(Z, -y) be Jordan is that Z is associative if n > 4 and that Z is alternative with self-adjoint elements in the nucleus if n = 3. The condition for n > 4 is clearly sufficient for p to be Jordan since any associative algebra W defines a Jordan algebra ?+ with the multiplication a b = 1/2(ab + ba). The conditions given for n = 3 have been proved sufficient by Dallas Sasser in his Yale dissertation (1957, unpublished) .
