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Abstract
The general method of Reshetikhin and Turaev is followed to develop topological invariants
of closed, connected, orientable 3-manifolds from a new class of algebras called pseudo-
modular Hopf algebras. Pseudo-modular Hopf algebras are a class of Z2-graded ribbon
Hopf algebras that generalise the concept of a modular Hopf algebra.
The quantum superalgebra Uq(osp(1|2n)) over C is considered with q a primitive N th
root of unity for all integers N ≥ 3. For such a q, a certain left ideal I of Uq(osp(1|2n)) is
also a two-sided Hopf ideal, and the quotient algebra U
(N)
q (osp(1|2n)) = Uq(osp(1|2n))/I
is a Z2-graded ribbon Hopf algebra.
For all n and all N ≥ 3, a finite collection of finite dimensional representations of
U
(N)
q (osp(1|2n)) is defined. Each such representation of U (N)q (osp(1|2n)) is labelled by an
integral dominant weight belonging to the truncated dominant Weyl chamber. Properties of
these representations are considered: the quantum superdimension of each representation
is calculated, each representation is shown to be self-dual, and more importantly, the
decomposition of the tensor product of an arbitrary number of such representations is
obtained for even N .
It is proved that the quotient algebra U
(N)
q (osp(1|2n)), together with the set of finite
dimensional representations discussed above, form a pseudo-modular Hopf algebra when
N ≥ 6 is twice an odd number.
Using this pseudo-modular Hopf algebra, we construct a topological invariant of 3-
manifolds. This invariant is shown to be different to the topological invariants of 3-
manifolds arising from quantum so(2n+ 1) at roots of unity.
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x Abstract
Chapter 1
Introduction
A striking development in mathematics in recent decades has been use of ideas in mathe-
matical physics to study the topology of low dimensional manifolds. In 1983, Donaldson
used self-dual Yang-Mills theory to study 4-manifolds, leading to the development of new
topological invariants of 4-manifolds [Do83, Do87, Do90]. In 1988, Witten introduced the
concept of a topological quantum field theory (TQFT) [Wi88], which provided a unifying
principle for Donaldson’s 4-manifold invariants and Floer’s invariants of oriented integral
homology 3-spheres [Fl88]. In 1989, Witten showed a connection between the Jones poly-
nomial of links and quantum Chern-Simons theory that “gave a (formal) 3-dimensional
interpretation of the Jones polynomial” [Wi89, O02]. The quantum Chern-Simons theory
has also been a rich source of topological invariants of 3-manifolds. Its study has led to
much progress in the area of knot theory and 3-manifold theory. In particular, the influen-
tial work of Reshetikhin and Turaev [RT91] gave a mathematically rigorous construction
of the 3-manifold invariants using quantum algebras.
This provides the first of the two general subject areas encompassing the work presented
in this thesis: the study of topological invariants of 3-manifolds. The other general subject
area is quite distinct from the first and can be easily studied without reference to the first.
The genesis of this thesis is in some very interesting work by Reshetikhin amongst others
who showed unexpected connections between this second area and the area of topological
invariants of links and 3-manifolds, and it is this connection that has essentially led to the
theme of our research. This second general subject area is the study of quantum algebras
and quantum superalgebras and their representations.
Each of these two subject areas is very interesting and offers many unanswered ques-
tions, some of which we discuss below. In this thesis we obtain some new results in both
of these areas and then weave them together yielding further results.
In this thesis, we firstly study the quantum superalgebra Uq(osp(1|2n)) and its repre-
sentations at roots of unity in Chapters 3 and 4 and then use the results obtained to study
topological invariants of 3-manifolds in Chapter 5.
Quantum algebras have been the subject of much research since Drinfel’d [Dr86] and
Jimbo [Ji85, Ji86] introduced quantum groups to the mathematical world in approximately
1985. Quantum superalgebras were introduced in [BGZ90, Y94] and other papers. Quan-
1
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tum algebras and quantum superalgebras related to classical Lie algebras and simple basic
Lie superalgebras, respectively, are q-deformations of the universal enveloping algebras of
the relevant Lie algebra or Lie superalgebra. The representation theory of quantum alge-
bras and quantum superalgebras has attracted a lot of attention, not only for the intrinsic
interest in the representations of these new algebras, but also for the possibility that it could
solve already existing problems, and in addition, potential applications. The potential for
applications was quite strong as the quantum groups introduced by Drinfel’d admitted an
element satisfying the Yang-Baxter equation, an important equation in statistical mechan-
ics. The existence and explication of these elements, called universal R-matrices, has been
one of the goals in the study of quantum algebras and quantum superalgebras.
The representation theories of quantum algebras and quantum superalgebras are at
present not completely known, but aspects of them are somewhat known. In some ways
the known representation theory depends dramatically on the nature of q: if q is non-
zero and not a root of unity, the representation theory of quantum algebras and quantum
superalgebras is much better known than if q is a root of unity. In one sense, this may
arise from the fact that the centres of the quantum algebras and quantum superalgebras
are much larger when q is a root of unity.
The representation theory of quantum algebras at roots of unity has attracted much
research (eg [An92, AJS94, AP95]). However, the representation theory of quantum su-
peralgebras at roots of unity is not nearly as well known. For example, the representation
theory of Uq(osp(1|2n)) at roots of unity was barely studied before. The first part of this
thesis studies the structure and representations of Uq(osp(1|2n)) at roots of unity.
In particular, we fix q = exp (2πi/N) where N ≥ 3 is an integer. In this case, the
quantum superalgebra Uq(osp(1|2n)) has a much larger centre than that at generic q. A
two-sided ideal I is generated by certain central elements, which is also a Hopf ideal.
The quotient quantum superalgebra U
(N)
q (osp(1|2n)) = Uq(osp(1|2n))/I is again a Z2-
graded Hopf algebra, and, importantly, admits a universal R-matrix. It transpires that
U
(N)
q (osp(1|2n)) is a Z2-graded ribbon Hopf algebra.
We construct a set of U
(N)
q (osp(1|2n))-modules, each of which is characterised by an
element from a truncated Weyl chamber Λ+N . We prove that each of these modules is self-
dual, and, more importantly, their tensor products decompose in a very nice way. It is the
tensor product decomposition theorems which we need for the cosntruction of 3-manifold
invariants.
The second major theme in this thesis is the construction of topological invariants of
closed, connected, orientable 3-manifolds. We review the construction of the topological
invariants from modular Hopf algebras introduced by Reshetikhin and Turaev [RT91], and
show that topological invariants, similar to those introduced in [RT91], can be constructed
from a more general class of algebras which we call pseudo-modular Hopf algebras. The
conditions for an algebra to be modular are quite prescriptive, and we define pseudo-
modular Hopf algebras to be much more general, so that topological invariants can be
constructed following our work for as many ribbon Hopf algebras as possible.
After these two independent strands of study, we tie them together by showing that
3the quotient quantum superalgebra U
(N)
q (osp(1|2n)), when q = exp (2πi/N) and N ≥ 6
satisfies N ≡ 2 (mod 4), together with a set of finite dimensional representations, is a
pseudo-modular Hopf algebra, and thus yields topological invariants of closed, connected,
orientable 3-manifolds.
We now turn to a discussion of 3-manifold invariants, proper.
Despite the relative age of the programme of studying 3-manifolds (it being initiated
in the 1880s [Gor99]), there are still many avenues of research, as evidenced by the recent
claim of the proof of the Poincare´ Conjecture [M04]. In addition, it is still unknown
whether the problem of classifying 3-manifolds into homeomorphism equivalence classes,
one of the major goals of the research programme, is solvable [O02]. This contrasts with
what is known for simply connected n-manifolds for all integers n ≥ 2 except n = 3. Here
the classification problem has been solved one way or the other: it has been solved for
n = 2 and n ≥ 5, and is known to be algorithmically unsolvable for n = 4, as “the set
of fundamental groups of 4-manifolds is sufficiently large to be algorithmically unsolvable
as a word problem in group theory” [O02]. The discovery of new topological invariants of
3-manifolds should shed light on the classification problem; this is the general goal towards
which part of the work presented in this thesis is directed.
While it is not known whether the classification problem for 3-manifolds is solvable,
Lins has discussed a potential conjecture for completely classifying connected 3-manifolds
[Lin95]. This potential conjecture uses a combinatorial algorithm for classifying 3-manifolds
using the so-called 3-gems, or 3-dimensional graph-encoded manifolds [KL94, Lin95]. Using
3-gems, Kauffman and Lins calculated topological invariants for a large number of 3-
manifolds [KL94] and while the algorithm works on the elements of a proper subset of
all connected 3-manifolds where the calculations are computationally tractable, it is not
known whether the algorithm works in general.
Even if one does not have a complete topological invariant of connected 3-manifolds, a
collection of topological invariants may altogether be a complete topological invariant. In
any event, different topological invariants may have different properties, so it is useful to
have as many topological invariants as possible when studying individual 3-manifolds and
the classification problem.
This provides the raison d’etre for part of this thesis: we will construct a topologi-
cal invariant of closed, connected, orientable 3-manifolds. Our invariants are one of the
class of quantum invariants [O02], which are a large collection of topological invariants
of knots and 3-manifolds that have been discovered since Jones discovered a new polyno-
mial of links in 1985 [Jo85] (for examples of quantum invariants of tangles and knots see
[FYHLMO85, BLM86, Ho86, LM87, T88, PT87, DA90, Re90, RT90, Kau91, Zh91, ZGB91,
LG92, Zh92a, Gou93, GTB93, T94, GLZ96, ZL96, DeW99]). The Jones polynomial was the
first link invariant discovered since Alexander discovered, in 1928, the Alexander-Conway
polynomial [Al28] (see also [C70]). The topological invariants of 3-manifolds generated by
TQFTs are also quantum invariants.
The topological invariants of 3-manifolds we construct in this thesis were inspired by
the construction of Reshetikhin and Turaev in 1991 [RT91]. Their construction was for-
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mulated using a modular Hopf algebra, which is a ribbon Hopf algebra together with a
finite collection of finite dimensional irreducible representations with non-zero quantum
dimension, satisfying certain criteria including a subtle tensor product rule. These criteria
encapsulate the necessary conditions for the construction of the 3-manifold invariants fol-
lowing [RT91], although, as we shall discuss below, it is possible to construct 3-manifold
invariants using ribbon Hopf algebras satisfying less restrictive criteria than those satisfied
by modular Hopf algebras.
The essential method for constructing the topological invariants presented in [RT91]
is as follows. One uses a result of Lickorish [Lic62] to present each closed, connected,
orientable 3-manifold ML as the result of performing surgery on the 3-sphere S
3 along a
framed link L ⊂ S3. From the work of Kirby [Kirb78] and Fenn and Rourke [FR79], two
such 3-manifolds, ML1 and ML2 , are homeomorphic if and only if the links L1 and L2 are
equivalent with respect to the so-called Kirby moves, which are a set of equivalence rela-
tions on planar projections of a link. This enables one to turn the study of homeomorphism
classes of closed, connected, orientable 3-manifolds into the study of equivalence classes of
framed links in S3 where the equivalence is generated by the Kirby moves. Then, upon
taking any isotopy invariant of framed links that is invariant under the Kirby moves, one
obtains a topological invariant of closed, connected, orientable 3-manifolds. Reshetikhin
and Turaev put this scheme into effect in [RT91] by using an isotopy invariant of framed
links they had constructed in 1990 from quantum algebras [RT90]. Interestingly, the iso-
topy invariant that they used from [RT90] can be seen as a generalisation of the Jones
polynomial. By taking a linear sum of isotopy invariants of framed links that remained
unchanged if the Kirby moves were applied to the framed link, Reshetikhin and Turaev
obtained a topological invariant of closed, connected, orientable 3-manifolds.
Since Reshetikhin and Turaev’s work in 1991, many topological invariants of 3-manifolds
have been constructed from a variety of different viewpoints, for example, they have been
constructed following the general idea of [RT91] by taking linear sums of invariants of
framed links that are unchanged under the Kirby moves (eg see [Lic91a, Lic91b, Wa91,
BHMV92, Lic92, TW93, Zh95]), by taking averages over all possible cablings of invariants
of framed links [We93], by taking a state-sum over an arbitrary triangulation of the 3-
manifold using quantum 6j-symbols [TV92] and by using a Heegard decomposition of a
3-manifold [Ko92].
The topological invariants of 3-manifolds constructed since 1991 have been much stud-
ied: in particular the invariants of Reshetikhin and Turaev have been greatly studied due
to the comparative ease of their calculation (eg see [KM90, Lic93, Ke97]). In addition
to their status of new topological invariants, this study yielded applications to classical
3-manifold topology – for example the Reshetikhin-Turaev invariants were used to develop
obstructions to embedding one 3-manifold in another [FKB01].
The construction of 3-manifold invariants in [RT91] is general, in that it provides a
way to construct the invariants from any modular Hopf algebra. It was shown in [RT91]
that a quotient of Uq(sl2) at 4k
th primitive roots of unity was modular. This naturally led
researchers to ask whether other quantum algebras were also modular. But the modularity
criteria involves representation-theoretic conditions, and the relevant representation theory
5of quotients of other quantum algebras at primitive roots of unity was not known.
However, Turaev and Wenzl managed to somewhat circumvent this problem in 1993
by constructing topological invariants of closed, connected, orientable 3-manifolds from
quasimodular Hopf algebras , which are more general than modular Hopf algebras [TW93].
The essential difference between modular and quasimodular Hopf algebras is that the
condition that the modules be irreducible is relaxed for quasimodular Hopf algebras. The
quantum algebras related to the families of complex Lie algebras An, Bn, Cn and Dn are
quasimodular at even primitive roots of unity, and the authors constructed 3-manifold
invariants using these algebras [TW93].
In 1994 Turaev reformulated modular Hopf algebras using the language of categories,
and showed that modular categories, which are tensor categories with additional structures,
could be used to construct 3-manifold invariants [T94]. Informally, the key features of a
modular category are a finite set of objects satisfying a certain tensor product property
and the invertibility of a certain matrix commonly called the S-matrix. This was followed
by the study of pre-modular categories by Bruguie`res [Br00a, Br00b], which are a class of
categories more general than modular categories, in which the S-matrix is not necessarily
invertible. Invariants of links and tangles and sometimes 3-manifolds can be constructed
using a pre-modular category [BB01]. Although we have not explored the possibility, it
appears plausible that the pseudo-modular Hopf algebras we define in this thesis may yield
examples of pre-modular categories.
In 1995, the construction of Reshetikhin-Turaev 3-manifold invariants was extended
to modular Hopf algebras derived from Z2-graded ribbon Hopf algebras by Zhang [Zh95],
and the first such topological invariants were constructed from quotients of the quantum
superalgebras Uq(osp(1|2)) [Zh94], and Uq(gl(2|1)) [Zh95] at odd roots of unity. This
construction slightly differed from that of [RT91], in that it was not shown that the algebras
were modular, but the author found a way to avoid this requirement by using known
features of the representation theory of these algebras.
In contrast to the construction of topological invariants of 3-manifolds using quotients of
quantum algebras at roots of unity and their representations, the construction of topological
invariants of 3-manifolds using quotients of quantum superalgebras at roots of unity and
their representations, has, unfortunately, been quite limited, this limitation having arisen
from the limited knowledge of the representation theory of quantum superalgebras and
their quotients at roots of unity. This was the motivation for our earlier-mentioned study
of representations of a quotient of Uq(osp(1|2n)) at roots of unity in this thesis.
As mentioned previously, we then show that topological invariants of closed, connected,
orientable 3-manifolds can be constructed from a class of Z2-graded ribbon Hopf algebras
(together with a finite set of their representations) satisfying more general conditions than
those satisfied by a modular or quasimodular Hopf algebras. We call these algebras pseudo-
modular Hopf algebras . The key difference between a pseudo-modular and a modular Hopf
algebra is that the S-matrix of a pseudo-modular Hopf algebra is not necessarily invertible,
while it is invertible for modular Hopf algebras.
After defining pseudo-modular Hopf algebras and showing that 3-manifold invariants
can be constructed from pseudo-modular Hopf algebras, we show that the quotient algebra
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U
(N)
q (osp(1|2n)), where q = exp (2πi/N) and N ≥ 6 satisfies N ≡ 2 (mod 4), together
with a set of its representations, is pseudo-modular and thus yields 3-manifold invariants.
A preliminary announcement of the work presented in this thesis was given in [Bl03].
1.1 Summary of new results
We now briefly summarise the new results of each chapter, and refer to the body of the
thesis for the precise statement of each result mentioned here.
Chapter 3
Let UC[[h]](osp(1|2n)) denote the Drinfel’d version of the quantum superalgebra over the
ring C[[h]], for an indeterminate h. Write the universal R-matrix of UC[[h]](osp(1|2n)) as
R = K˜R˜ (eg see [KT91]), where R˜ is an infinite sum of root vectors in UC[[h]](osp(1|2n)).
One of the problems in dealing with Jimbo’s quantum superalgebra Uq(osp(1|2n)) over C
is that Uq(osp(1|2n)) is not complete and thus does not admit a universal R-matrix.
In Section 3.3 we define R-matrices for finite dimensional representations of Uq(osp(1|2n))
at generic q, as is done in quantum algebras over C [CP94, KS97]. We do this by defining
a completion U
+
q (osp(1|2n)) of Uq(osp(1|2n)) which contains the factor R˜ of the universal
R-matrix. There is the problem of dealing with the factor K˜ of the universal R-matrix of
UC[[h]](osp(1|2n)), as it is not clear which element of U+q (osp(1|2n)), if any, corresponds to
K˜. We define an element, Eµ ∈ Uq(osp(1|2n)) for each integral dominant weight µ such that
Eµ has the same action on Vµ ⊗ Vλ, for any integral dominant λ, as would K˜ if it existed.
Then EµR˜ is an ‘R-matrix’ for Vµ ⊗ Vλ in that it is an R-matrix for representations.
In Section 3.4 we define some useful elements of U
+
q (osp(1|2n)). These elements act
in finite dimensional irreducible representations of Uq(osp(1|2n)) in a similar way as the
elements u and v of a Z2-graded ribbon Hopf algebra. Let Vλ be the finite dimensional
irreducible Uq(osp(1|2n))-module with integral dominant highest weight λ. For each inte-
gral dominant λ, define the elements uλ, vλ ∈ U+q (osp(1|2n)). Even though vλ does not
necessarily commute with each element of Uq(osp(1|2n)), it acts on Vλ as multiplication by
the scalar q−(λ+2ρ,λ).
In Section 3.5 we state and prove the spectral decomposition of the element
RˇV,V ∈ EndUq(osp(1|2n))(V ⊗ V )
defined by RˇV,V (x ⊗ y) = P ◦ RV,V (x ⊗ y), where P is the graded permutation operator
and RV,V is the R-matrix for the tensor product of Uq(osp(1|2n))-representations V ⊗ V .
In Section 3.6 we show that there exists a representation of the Birman-Wenzl-Murakami
algebra BW f(−q2n, q) in EndUq(osp(1|2n))(V ⊗f).
In Section 3.8 we use the elements vλ of U
+
q (osp(1|2n)) to define a set of mutually
orthogonal idempotents in EndUq(osp(1|2n))(V
⊗f) that project down from V ⊗f (which is
completely reducible) onto its irreducible Uq(osp(1|2n))-submodules.
7In Section 3.9 we define matrix units in EndUq(osp(1|2n))(V
⊗f) which we obtain from the
projections in Section 3.8 and the matrix units in a semisimple quotient of BW f(−q2n, q).
The intertwiner matrix units in EndUq(osp(1|2n))(V
⊗f) are Uq(osp(1|2n))-linear maps be-
tween isomorphic irreducible Uq(osp(1|2n))-submodules of V ⊗f .
Chapter 4
In this chapter we define the quotient algebra U
(N)
q (osp(1|2n)) and its relevant representa-
tions. The new results in this chapter are as follows. Fix q = exp (2πi/N) where N ≥ 3
is an integer. In Theorem 4.1.1 we prove that a certain left ideal I ⊂ Uq(osp(1|2n)) is a
two-sided Hopf ideal, thus
U (N)q (osp(1|2n)) = Uq(osp(1|2n))/I,
is a Z2-graded Hopf algebra. This quotient algebra has apeared in the literature but only
for the case n = 1 where N ≥ 3 is odd [Zh94]. The proof of Theorem 4.1.1 involves many
intricate and involved calculations and we leave these calculations to Appendix D.
In Proposition 4.1.1 we state the universal R-matrix of U
(N)
q (osp(1|2n)), which was
originally given in [Zh92a]. In Theorem 4.1.3 we prove that U
(N)
q (osp(1|2n)) is a Z2-graded
ribbon Hopf algebra.
We then construct representations of U
(N)
q (osp(1|2n)) that we will use in constructing
the topological invariant. Lemma 4.1.1 discusses the fundamental irreducible U
(N)
q (osp(1|2n))-
module V ; all the U
(N)
q (osp(1|2n))-modules that we later define are submodules of tensor
powers of V . In Subsection 4.2.1 we introduce the set Λ+N of integral weights in the trun-
cated fundamental Weyl alcove. In Subsection 4.2.2 we define a U
(N)
q (osp(1|2n))-module
Vλ associated with each integral dominant λ ∈ Λ+N . In Lemma 4.2.6 we give the quantum
superdimension of each of these U
(N)
q (osp(1|2n))-modules. The quantum superdimension
of Vλ has the same expression as does the quantum superdimension of the irreducible
Uq(osp(1|2n))-module with highest weight λ but we specialise q to the appropriate root of
unity. We do not know whether the U
(N)
q (osp(1|2n))-modules defined in Subsection 4.2.2
are irreducible or even indecomposable, but we conjecture that they are all irreducible.
In Proposition 4.2.1 we prove that each U
(N)
q (osp(1|2n))-module defined in Subsection
4.2.2 is self-dual.
In Section 4.3 we prove tensor product theorems for the U
(N)
q (osp(1|2n))-modules de-
fined in Subsection 4.2.2 at even N . The proofs are based on the proofs of similar tensor
product theorems for representations of quantum algebras at even roots of unity [TW93,
Thm. 5.2.2]. The new tensor product theorems are reminiscent of similar tensor prod-
uct theorems for modular and quasimodular Hopf algebras, and are perhaps analogues of
them.
Chapter 5
In this chapter we construct a topological invariant of closed, connected, orientable 3-
manifolds. In Subsection 5.4.2 we define pseudo-modular Hopf algebras which generalise
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modular Hopf algebras. In Section 5.5 we prove that a topological invariant of closed,
connected, orientable 3-manifolds can be constructed from a pseudo-modular Hopf algebra
and its representations.
The essential differences between a pseudo-modular Hopf algebra and a modular Hopf
algebra are three-fold: (i) the irreducibility conditions on the modules are relaxed for
a pseudo-modular Hopf algebra, (ii) the condition that a certain matrix equation has a
unique set of solutions is relaxed to a condition that the matrix equation has at least one
set of solutions, and (iii) a certain sum must be non-zero. In modular Hopf algebras the
result corresponding to (iii) is automatically true, which is a consequence of the fact that
the matrix equation has a unique set of solutions (see [TW93]). The condition in (ii) for
modular Hopf algebras that the matrix equation has a unique set of solutions boils down to
a condition that the S-matrix be invertible, and the importance of this is that the solutions
to the matrix equation are exactly the weights in the linear sum of isotopy invariants of
framed links giving rise to the 3-manifold invariant. For pseudo-modular Hopf algebras
we merely require that there exists at least one set of (non-zero) solutions to the matrix
equation.
Theorem 5.6.2 contains the core result of this thesis: we prove that U
(N)
q (osp(1|2n)),
together with a set of its representations
{
Vλ
∣∣ λ ∈ Λ+N} (here Λ+N ⊂ Λ+N), and a collection
of other data, is a pseudo-modular Hopf algebra when N ≥ 6 satisfies N ≡ 2 (mod 4).
Furthermore, in Theorem 5.8.1 we prove that U
(N)
q (osp(1|2n)) is not a pseudo-modular
Hopf algebra when N ≥ 4 satisfies N ≡ 0 (mod 4), and that 3-manifold invariants cannot
be constructed from U
(N)
q (osp(1|2n)) when N ≡ 0 (mod 4).
A relevant question to ask is whether our topological invariants are complete or even
new invariants. These are very difficult questions to answer, and it is more tractable to
ask whether our topological invariants are the same as existing invariants. The set Λ+N for
U
(N)
q (osp(1|2n)) when N ≥ 6 satisfies N ≡ 2 (mod 4) is identical to the corresponding set
for U
(N/2)
q (so(2n+1)), and in Section 5.7 we compare the topological invariants constructed
using U
(N)
q (osp(1|2n)) to the invariants constructed using U (N/2)q (so(2n+1)). We show that
the invariants from these algebras are not the same.
Appendices A–D
In Appendix B we prove two generalisations of the q-binomial theorem that we use in
Appendix D. In Appendix D we prove that the left ideal I ⊂ Uq(osp(1|2n)) at roots of
unity is a two-sided Hopf ideal.
Chapter 2
Notation and background
In this chapter we introduce some notation that we use in this thesis and we also give
relevent background material.
The plan of this chapter is as follows. In Section 2.1 we introduce some of the notations
and conventions that we use in this thesis. In Section 2.2 we introduce the elementary
algebraic structures that we will refer to and often use in this thesis. In Section 2.3
we define Z2-graded quasitriangular Hopf algebras, which are a class of Z2-graded Hopf
algebras admitting a certain element called the universal R-matrix. These algebras are
intrinsically mathematically interesting and are also important in physics (eg in statistical
mechanics [KS82]), as the universal R-matrix furnishes a solution to the Yang-Baxter
equation in each representation of the algebra.
We then define Z2-graded ribbon Hopf algebras. This last class of algebras is useful in
constructing knot invariants (eg see [O02]) and is very important in our construction of
topological invariants of 3-manifolds in Chapter 5.
2.1 Notation
In this section we introduce the notation and conventions that we will use in this thesis:
Z the set of integers,
Z+ the set of non-negative integers,
ZN = Z/NZ,
N the set of positive integers,
C the field of complex numbers,
R the field of real numbers.
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For each N ∈ Z, set
N ′ =
{
N, if N is odd,
N/2, if N is even,
N =

2N, if N is odd,
N, if N ≡ 0 (mod 4),
N/2, if N ≡ 2 (mod 4).
For each q = ρeiθ ∈ C where 0 ≤ θ < 2π and ρ > 0, set q1/2 = +√ρeiθ/2.
For each q ∈ C not equal to 0 or 1, define
[n]q =
1− qn
1− q , [n]
q! = [n]q[n− 1]q · · · [1]q, n ∈ N, [0]q! = 1,
and the Gaussian binomial [
n
i
]q
=
[n]q!
[i]q! [n− i]q! , i ≤ n. (2.1)
We also define
(n)q =
1− (−q)n
1 + q
, (n)q! = (n)q(n− 1)q · · · (1)q, n ∈ N, (0)q! = 1,
and the pseudo-Gaussian binomial(
n
i
)
q
=
(n)q!
(i)q!(n− i)q! , i ≤ n. (2.2)
Note that (n)q = [n]
−q but we introduce the two notations as this is convenient when q is
a root of unity. We also define
[n]q = q
(1−n)/2(n)q =
q−n/2 − (−1)nqn/2
q−1/2 + q1/2
, n ∈ N,
and [n]q! = [n]q[n− 1]q · · · [1]q, [0]q! = 1 and
[
n
i
]
q
=
[n]q!
[i]q![n− i]q! , i ≤ n.
For each non-empty set A, we define the delta function δ : A× A→ C by
δx,y =
{
1, if x = y,
0, if x 6= y, for all x, y ∈ A.
2.2 Background algebraic structures
In this section we introduce the background algebraic structures that we refer to and often
use in this thesis [Sc79, GZB93]. Throughout this section we denote the two elements of
Z2 by 0 and 1.
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Definition 2.2.1. Let V be a vector space over C. A Z2-gradation of the vector space V
is a family (Vγ)γ∈Z2 of subspaces of V such that
V =
⊕
γ∈Z2
Vγ.
The vector space V is said to be Z2-graded if it is equipped with a Z2-gradation.
An element of V is called homogeneous of degree γ, γ ∈ Z2, if it is an element of Vγ. The
elements of V0 (resp. V1) are called even (resp. odd). We define a mapping [·] : Vγ → {0, 1}
for each γ ∈ Z2 by setting [y] = γ for each y ∈ Vγ.
Each element y ∈ V has a unique decomposition of the form
y =
∑
γ∈Z2
yγ, yγ ∈ Vγ.
The element yγ is called the homogeneous component of y of degree γ.
A subspace U of V is called Z2-graded if it contains the homogeneous components of
all of its elements, that is, if
U =
⊕
γ∈Z2
Uγ, Uγ = (U ∩ Vγ).
Definition 2.2.2. Let V =
⊕
γ∈Z2
Vγ and W =
⊕
δ∈Z2
Wδ be two Z2-graded vector spaces
over C. A C-linear mapping
ψ : V → W,
is said to be homogeneous of degree γ ∈ Z2, if
ψ(Vα) ⊆ Wα+γ, for all α ∈ Z2.
The mapping ψ is called a homomorphism of the Z2-graded vector space V into the
Z2-graded vector space W if ψ is homogeneous of degree 0.
Let V =
⊕
γ∈Z2
Vγ and W =
⊕
δ∈Z2
Wδ be two Z2-graded vector spaces over C. The
vector space HomC(V,W ) of C-linear maps from V to W admits a Z2-gradation
HomC(V,W ) =
⊕
α∈Z2
HomC(V,W )α,
where HomC(V,W )α =
{
ψ ∈ HomC(V,W )| ψ is homogeneous of degree α ∈ Z2
}
. We
denote EndC(V ) = HomC(V, V ).
If W = C is regarded as a Z2-graded vector space with zero odd subspace, HomC(V,C)
is called the dual space of V and is denoted by V ∗, which is clearly Z2-graded.
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Definition 2.2.3. Let V be a Z2-graded vector space over C. Define the map γ ∈ EndC(V )
by
γ(v) = (−1)[v](v),
for all homogeneous v ∈ V . We define the supertrace by
str : EndC(V )→ C, str(x) = tr(γx),
where tr : EndC(V )→ C is the standard trace functional.
We write V ⊗W to denote V ⊗C W where each of V and W are vector spaces over C,
unless otherwise specified.
Remark 2.2.1. Let V and W be two Z2-graded vector spaces over C, then V ⊗W has a
natural Z2-gradation defined by
(V ⊗W )γ =
⊕
(α+β)≡γ (mod 2)
Vα ⊗Wβ, γ ∈ Z2.
Let V and W be two Z2-graded vector spaces over C. The graded permutation operator
P : V ⊗W →W ⊗ V is defined for all homogeneous v ∈ V and w ∈ W by
P (v ⊗ w) = (−1)[v][w]w ⊗ v,
and extended to all inhomogeneous elements by linearity.
Definition 2.2.4. An associative Z2-graded algebra A over C is a Z2-graded vector space
equipped with graded vector space homomorphismsm : A⊗A→ A and u : C→ A satisfying
the following properties:
m ◦ (m⊗ id) = m ◦ (id⊗m), (2.3)
where id : A→ A is the identity homomorphism and we regard both sides of (2.3) as maps
A⊗ A⊗ A→ A, and
m ◦ (u⊗ id) = m ◦ (id⊗ u), (2.4)
where A→ C⊗A and A→ A⊗C are the natural maps and we regard both sides of (2.4) as
maps A→ A. The maps m and u are called the multiplication and unit of A, respectively.
A Z2-graded algebra A is called commutative if
m ◦ (v ⊗ w) = m ◦ P (v ⊗ w), ∀v, w ∈ A.
In this thesis we assume that all Z2-graded algebras are associative algebras.
Definition 2.2.5. Let A be a Z2-graded algebra with unit and let V be a left A-module.
The A-module V is said to be Z2-graded if the underlying vector space is Z2-graded and if
AαVβ ⊆ Vα+β, Aα ∈ A, for all α, β ∈ Z2.
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Right Z2-graded A-modules are similarly defined. In this thesis we assume that all
modules are finite dimensional left modules unless otherwise stated.
A homomorphism of Z2-graded A-modules is by definition a homomorphism of the A-
modules as well as of the underlying Z2-graded vector spaces. Each such homomorphism
is A-linear and homogeneous of degree 0. Let V = V0 ⊕ V1 be a Z2-graded A-module. If
V ′ = V ′0 ⊕ V ′1 is a Z2-graded A-module with V ′0 = V1 and V ′1 = V0, then we regard V and
V ′ as not being isomorphic as A-modules.
Note that if A and B are two Z2-graded algebras, then A ⊗ B is a Z2-graded algebra
with the multiplication
mA⊗B = (mA ⊗mB) ◦ (id⊗ P ⊗ id),
and the unit
uA⊗B = uA ⊗ uB.
Let V (resp. W ) be a Z2-graded A-module (resp. B-module), then V ⊗W has a unique
structure as a Z2-graded (A⊗ B)-module given by
(a⊗ b)(v ⊗ w) = (−1)[b][v]av ⊗ bw, a ∈ A, b ∈ B, v ∈ V, w ∈ W.
Definition 2.2.6. A Z2-graded co-algebra C is a Z2-graded vector space V together with
Z2-graded vector space homomorphisms ∆ : C → C ⊗C and ǫ : C → C, where ∆ satisfies
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆, (2.5)
with id : C → C being the identity homomorphism (we regard both sides of (2.5) as maps
C → C ⊗ C ⊗ C) and ǫ and ∆ satisfy
(ǫ⊗ id) ◦∆ = id = (id⊗ ǫ) ◦∆, (2.6)
where we regard each side in (2.6) as a map C → C. The maps ∆ and ǫ are called the
co-multiplication and co-unit of C, respectively. We refer to Eq. (2.5) by saying that the
co-multiplication ∆ : C → C ⊗ C is co-associative.
For a co-multiplication ∆ : C → C ⊗ C we define the opposite co-multiplication ∆′ :
C → C ⊗ C by ∆′ = P ◦ ∆. A Z2-graded co-algebra C is called co-commutative if
∆(x) = ∆′(x) for all x ∈ C. A C-linear subspace I of a Z2-graded co-algebra C is called a
two-sided co-ideal if
∆(x) ⊆ I ⊗A + A⊗ I, and ǫ(x) = 0, ∀x ∈ I. (2.7)
We inductively define the nth co-multiplication ∆(n) : C⊗n → C⊗(n+1) by
∆(n) = (∆⊗ id⊗(n−1)) ◦∆(n−1),
where we fix ∆(1) = ∆. Similarly, we inductively define the nth opposite co-multiplication
∆′(n) : C⊗n → C⊗(n+1) by
∆′(n) = (∆′ ⊗ id⊗(n−1)) ◦∆′(n−1),
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where we fix ∆′(1) = ∆′.
We may use Sweedler’s Sigma notation in writing down the co-multiplication of an
element of a Z2-graded co-algebra C [Sw69]. In this notation we write
∆(x) =
∑
(x)
x(1) ⊗ x(2), ∆(2)(x) =
∑
(x)
x(1) ⊗ x(2) ⊗ x(3),
∆(n)(x) =
∑
(x)
x(1) ⊗ x(2) ⊗ · · · ⊗ x(n+1), n ≥ 2, ∀x ∈ C.
A consequence of the co-associativity of the co-multiplication is that
∆(n)(x) = (id⊗m ⊗∆⊗ id⊗(n−m−1)) ◦∆(n−1)(x), for each m = 0, 1, . . . , n− 1,
for each x ∈ C.
Observe that if A and B are Z2-graded co-algebras with co-multiplications ∆A, ∆B, and
co-units ǫA, ǫB, respectively, then A⊗B is a Z2-graded co-algebra with the co-multiplication
∆A⊗B = (id⊗ P ⊗ id) ◦ (∆A ⊗∆B),
and the co-unit
ǫA⊗B = ǫA ⊗ ǫB.
Definition 2.2.7. Let A and B be Z2-graded co-algebras over C. A homomorphism f :
A → B of the co-algebras is defined to be a homomorphism of the underlying Z2-graded
vector spaces satisfying
(f ⊗ f) ◦∆A = ∆B ◦ f, (2.8)
and
ǫB ◦ f = ǫA, (2.9)
where both sides of (2.8) are maps A→ B ⊗B, and both sides of (2.9) are maps A→ C.
Definition 2.2.8. Let A be a Z2-graded algebra with multiplication m and unit u, and also
a Z2-graded co-algebra with co-multiplication ∆ and co-unit ǫ. Then A is called a Z2-graded
bi-algebra if one of the following equivalent conditions is satisfied:
(i) ∆ and ǫ are Z2-graded algebra homomorphisms,
(ii) m and u are Z2-graded co-algebra homomorphisms.
If, furthermore, there exists a Z2-graded vector space homomorphism S : A→ A satisfying
m ◦ (id⊗ S) ◦∆ = u ◦ ǫ = m ◦ (S ⊗ id) ◦∆, (2.10)
then A is called a Z2-graded Hopf algebra. Such a Z2-graded vector space homomorphism
is called the antipode of A.
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The antipode S of A has the following properties:
(i) S ◦m = m ◦ P ◦ (S ⊗ S),
(ii) S ◦ u = u,
(iii) ǫ ◦ S = ǫ,
(iv) P ◦ (S ⊗ S) ◦∆ = ∆ ◦ S,
(v) if H is commutative or co-commutative, S2 = id.
Definition 2.2.9. Let A be a Z2-graded Hopf algebra over C with antipode S. Given the
A-module V , we define the dual A-module V ∗ as follows. Let V ∗ = HomC(V,C) and let
〈·, ·〉 : V ∗ × V → C denote the dual space pairing. We define the action of A on V ∗ by
〈av∗, w〉 = (−1)[a][v∗]〈v∗, S(a)w〉, for all a ∈ A, v∗ ∈ V ∗, w ∈ V.
2.3 Z2-graded quasitriangular Hopf algebras
Definition 2.3.1. We call a Z2-graded Hopf algebra A a Z2-graded quasitriangular Hopf
algebra if there exists an invertible even element R ∈ A⊗ A satisfying the equations
R∆(x) = ∆′(x)R, ∀x ∈ A, (2.11)
(∆⊗ id)R = R13R23, (2.12)
(id⊗∆)R = R13R12, (2.13)
where id is the identity map on A. Write R =
∑
t αt ⊗ βt, then R12 =
∑
t αt ⊗ βt ⊗ 1,
R13 =
∑
t αt ⊗ 1 ⊗ βt and R23 =
∑
t 1 ⊗ αt ⊗ βt. The element R is called the universal
R-matrix of A.
Lemma 2.3.1. Let A be a Z2-graded quasitriangular Hopf algebra with universal R-matrix
R ∈ A⊗ A. The universal R-matrix satisfies the following equations
R12R13R23 = R23R13R12, (2.14)
(S ⊗ S)R = R, (S ⊗ 1)R = R−1, (1⊗ S)R−1 = R, (2.15)
(ǫ⊗ id)R = (id⊗ ǫ)R = 1. (2.16)
Equation (2.14) is called the graded Quantum Yang-Baxter equation.
Proof. The proofs are standard (eg see [KS97]), for instance the proof of Eq. (2.14) is
R12R13R23 = R12
(
(∆⊗ id)R) = ((∆′ ⊗ id)R)R12 = R23R13R12.
The proofs of the other equations similarly follow those of the corresponding equations for
ungraded quasitriangular Hopf algebras [KS97].
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Let A be a Z2-graded quasitriangular Hopf algebra over C with universal R-matrix R.
Let V and W be finite dimensional A-modules and let πV , πW be the representations of A
afforded by V and W , respectively. Fix RVW = (πV ⊗ πW )R and let RˇVW ∈ HomC(V ⊗
W,W ⊗ V ) be the map defined by
RˇVW (v ⊗ w) = P ◦
(
RVW (v ⊗ w)
)
, for all v ∈ V, w ∈ W.
The actions of RVW and RˇVW on v ⊗ w ∈ V ⊗W are respectively
RVW (v ⊗ w) =
∑
t
πV (αt)v ⊗ πW (βt)w(−1)[βt][v],
RˇVW (v ⊗ w) =
∑
t
πW (βt)w ⊗ πV (αt)v(−1)[αt]+[w]([v]+[αt]).
Lemma 2.3.2. Let A be a Z2-graded quasitriangular Hopf algebra with universal R-matrix
R. Let V be a finite dimensional A-module and let π be the representation of A afforded
by V . For each integer t ≥ 2, define
Rˇi = id
⊗(i−1) ⊗ RˇV V ⊗ id⊗(t−(i+1)) ∈ EndC(V ⊗t),
Pi,i+1 = id
⊗(i−1) ⊗ P ⊗ id⊗(t−(i+1)) ∈ EndC(V ⊗t),
for each 1 ≤ i ≤ t− 1, where id = idV , then
(i) Rˇi is an element of the centraliser algebra Lt = EndA(V ⊗t), for each 1 ≤ i ≤ t− 1,
(ii) RˇiRˇj = RˇjRˇi, for all |i− j| > 1,
(iii) RˇiRˇi+1Rˇi = Rˇi+1RˇiRˇi+1, for all 1 ≤ i ≤ t− 2.
Proof. (i) The proof is standard. For an arbitrary x ∈ A, we have
RˇV V
(
(π ⊗ π)∆(x)) = P ((π ⊗ π)R∆(x))
= P
(
(π ⊗ π)∆′(x)R)
=
(
(π ⊗ π)∆(x))(P (π ⊗ π)R)
=
(
(π ⊗ π)∆(x))RˇV V .
(ii) This is obvious.
(iii) We consider the case i = 1, the other cases are similar. We write Rij to mean
(πV ⊗ πV ⊗ πV )Rij . Now
Rˇ1Rˇ2Rˇ1 = P12R12P23R23P12R12
= P12P23R13R23P12R12
= P12P23P12R23R13R12,
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where we have used the easily verified results: R12P23 = P23R13 and R13R23P12 =
P12R23R13. A similar calculation shows that
Rˇ2Rˇ1Rˇ2 = P23P12P23R12R13R23,
The equality P12P23P12 = P23P12P23 then yields what we seek to prove.
From [LR97] we obtain the following lemma.
Lemma 2.3.3. Let A be a Z2-graded quasitriangular Hopf algebra with universal R-matrix
R =
∑
t at ⊗ bt, and let RT =
∑
t bt ⊗ at(−1)[at][bt]. Let V and W be finite dimensional
irreducible A-modules and let πV , πW be the representations of A afforded by V and W ,
respectively. Then
(i) (πV ⊗ πW )
(
RTR
) ∈ EndA(V ⊗W ), and
(ii) for each integer t ≥ 3, the element(
π⊗tV ⊗ πV
)
(∆(t−1) ⊗ id)(RTR) = RˇtRˇt−1 · · · Rˇ1Rˇ1 · · · Rˇt−1Rˇt ∈ EndC(V ⊗(t+1)),
is an element of EndA(V
⊗(t+1)).
Proof. (i) Let x ∈ A be arbitrary. Applying P to the equation R∆(x) = ∆′(x)R gives
RT∆′(x) = ∆(x)RT . Hence ∆(x)RTR = RT∆′(x)R = RTR∆(x).
(ii) We introduce some notation we will use later on. For each integer t ≥ 3, let i, j ∈ N
satisfy 1 ≤ i < j ≤ t, and fix
Rij =
∑
t
id⊗(i−1) ⊗ at ⊗ id(j−1−i) ⊗ bt ⊗ id(t−j) ∈ A⊗t,
Rji =
∑
t
id⊗(i−1) ⊗ bt ⊗ id(j−1−i) ⊗ at ⊗ id(t−j)(−1)[at][bt] ∈ A⊗t.
We inductively prove that (∆(t−2)⊗id)R12 = R1tR2t · · ·R(t−1)t for each t ≥ 3. The induction
hypothesis is true for t = 3 from (2.12) and assume that it is true for some t ≥ 3, then
(∆(t−1) ⊗ id)R = (∆⊗ id⊗(t−1))(∆(t−2) ⊗ id)R
= (∆⊗ id⊗(t−1))R1tR2t · · ·R(t−1)t
= R1(t+1)R2(t+1) · · ·Rt(t+1).
In a similar way, we can prove that
(∆(t−1) ⊗ id)RT = R(t+1)tR(t+1)(t−1) · · ·R(t+1)1.
Let P˜ = P12P23 · · ·Pt(t+1). Then the above formulae lead to
P˜
(
π⊗(t+1)(∆(t−1) ⊗ id)R) = Rˇ1Rˇ2 · · · Rˇt,
π⊗(t+1)
(
(∆(t−1) ⊗ id)RT )P˜−1 = RˇtRˇt−1 · · · Rˇ1.
Combining these equations together completes the proof.
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Lemma 2.3.4. Let A be a Z2-graded quasitriangular Hopf algebra with universal R-matrix
R =
∑
t at ⊗ bt, and let u ∈ A be defined by u = m ◦ P ◦ (id⊗ S)R, that is
u =
∑
t
(−1)[at]S(bt)at.
Then u is invertible, and
ǫ(u) = 1, ∆(u) = (u⊗ u) (RTR)−1 .
Furthermore,
S2(x) = uxu−1, for all x ∈ A.
Proof. The proofs are standard: we follow the proofs of the corresponding equations for
ungraded quasitriangular Hopf algebras [Dr90, KS97]. From Lemma 2.3.5, S2(x)u = ux
for all x ∈ A. Let u˜ =∑s S−1(ds)cs(−1)[ds] where R−1 =∑s cs ⊗ ds; we will show that u˜
is a two-sided inverse of u. Firstly
uu˜ =
∑
s
uS−1(ds)cs(−1)[ds]
=
∑
s
S(ds)ucs(−1)[ds]
=
∑
s,t
S(btds)atcs(−1)[ds]+[bt]+[ds][bt].
Applying the map m ◦ P ◦ (1⊗ S) to RR−1 =∑s,t atcs ⊗ btds(−1)[bt][cs] gives∑
s,t
S(btds)atcs(−1)[bt]+[ds]+[at][ds] = 1.
Hence uu˜ = 1.
In exactly the same way we can also show that u˜ is a left inverse of u, thus u˜ is a
two-sided inverse of u and we write u˜ = u−1. We now show that ǫ(u) = 1: firstly
ǫ(u) =
∑
t
ǫ
(
S(bt)
)
ǫ(at)(−1)[at][bt] =
∑
t
ǫ(bt)ǫ(at) =
∑
t
ǫ(at)ǫ(bt),
as ǫ ◦ S = ǫ and ǫ(x) = 0 if [x] = 1. Applying ǫ to the equation (ǫ⊗ id)R = 1 gives
ǫ(u) =
∑
t
ǫ(at)ǫ(bt) = 1.
The proof of the equation ∆(u) = (u ⊗ u) (RTR)−1 is given explicitly in [ZG91] and
will not be repeated.
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Lemma 2.3.5. Let A be a Z2-graded quasitriangular Hopf algebra with universal R-matrix
R =
∑
t at ⊗ bt, then S2(x)u = ux for all x ∈ A.
Proof. The proof is well known. But as this is important to us later, we give a proof here.
For each x ∈ A, ∑
(x)
R∆(x(1))⊗ x(2) =
∑
(x)
∆′(x(1))R⊗ x(2),
which we rewrite explicitly as∑
t,(x)
atx(1) ⊗ btx(2) ⊗ x(3)(−1)[bt][x(1)]
=
∑
t,(x)
x(2)at ⊗ x(1)bt ⊗ x(3)(−1)[x(1)][x(2)]+[x(1)][at].
Using this we obtain∑
t,(x)
x(3) ⊗ btx(2) ⊗ atx(1)(−1)[x(3)]([x(1)]+[x(2)])+([at]+[x(1)])([bt]+[x(2)])+[bt][x(1)]
=
∑
t,(x)
x(3) ⊗ x(1)bt ⊗ x(2)at(−1)[x(3)]([x(1)]+[x(2)])+([at]+[x(2)])([bt]+[x(1)])
×(−1)[x(1)][x(2)]+[at][x(1)]. (2.17)
Note thatR is even, thus ([at] + [bt]) ≡ 0 (mod 2) for all t. In addition,
(
[x(1)] + [x(2)] + [x(3)]
) ≡
[x] (mod 2). Using these facts we can simplify the sign factors in the equation considerably.
Applying the map (id⊗m) ◦ (id⊗ S ⊗ id) to both sides of (2.17) gives∑
(x)
x(3) ⊗ S(x(2))ux(1)(−1)[x(3)]([x]+[x(3)])+[x(1)][x(2)]
=
∑
t,(x)
x(3) ⊗ S(bt)S(x(1))x(2)at(−1)([at]+[x(3)])([x]+[x(3)])+[at]
=
∑
t,(x)
x(2) ⊗ S(bt)atǫ(x(1))(−1)([at]+[x(2)])([x]+[x(2)])+[at]
= x⊗ u. (2.18)
Applying the map m ◦ (S2 ⊗ id) to (2.18) gives
S2(x)u =
∑
(x)
S(x(2)S(x(3)))ux(1)(−1)[x(1)]([x(3)]+[x(2)])
=
∑
(x)
S(x(2)S(x(3)))ux(1)(−1)[x(1)]([x]+[x(1)])
= ux.
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We can readily prove the following lemma using induction.
Lemma 2.3.6. Let A be a Z2-graded quasitriangular Hopf algebra with universal R-matrix
R and the element u = m ◦ P ◦ (id⊗ S)R, then
∆(i)(u) = u⊗(i+1)
(
(RTR)−1 ⊗ id⊗(i−1)) i−1∏
j=1
(
(∆(j) ⊗ id⊗(i−j)) (RTR)−1 ), for all i ≥ 1,
where we fix the product to be equal to 1⊗ 1 if i = 1.
Definition 2.3.2. A Z2-graded quasitriangular Hopf algebra A is called a Z2-graded ribbon
Hopf algebra if it is equipped with an invertible central even element v ∈ A satisfying
v2 = uS(u), S(v) = v, ǫ(v) = 1, (2.19)
∆(v) = (v ⊗ v) (RTR)−1 . (2.20)
Definition 2.3.3. Let A be a Z2-graded ribbon Hopf algebra over C. Let V be an A-
module, π the representation of A afforded by V , and f an element of EndC(V ). The
quantum supertrace of f is defined to be
strq(f) = str
(
π(v−1u) ◦ f) .
The quantum superdimension of V is defined to be the quantum supertrace of the identity
endomorphism on V :
sdimq(V ) = str
(
π(v−1u)
)
.
Chapter 3
Quantum osp(1|2n) at generic q
In this chapter we introduce the quantum superalgebra Uq(osp(1|2n)) over C and discuss
its finite dimensional irreducible representations. We define R-matrices for representa-
tions of Uq(osp(1|2n)), and construct projections from tensor powers of the fundamen-
tal irreducible Uq(osp(1|2n))-module V onto irreducible Uq(osp(1|2n))-submodules of V ⊗t.
By using matrix units in the Birman-Wenzl-Murakami algebra BW t(−q2n, q), we con-
struct Uq(osp(1|2n))-linear maps between isomorphic irreducible Uq(osp(1|2n))-submodules
of V ⊗t.
The structure of this chapter is as follows. In Section 3.1 we introduce the quan-
tum superalgebra Uq(osp(1|2n)). In Section 3.2 we discuss finite dimensional irreducible
Uq(osp(1|2n))-modules, including the fundamental irreducible module V , and show that
V ⊗t is completely reducible. In Section 3.3 we introduce R-matrices for representations
of Uq(osp(1|2n)). In Section 3.4 we investigate the properties of two useful elements of a
completion U
+
q (osp(1|2n)) of Uq(osp(1|2n)). In Section 3.5 we determine the spectral de-
composition of RˇV,V . In Section 3.6 we show that there is a representation of BW t(−q2n, q)
in an algebra generated by the RˇV,V -matrices acting on the ith and (i+ 1)st tensor powers
of V ⊗t for i = 1, . . . , t−1. In Section 3.7 we recall Bratteli diagrams and path algebras. In
Section 3.8 we construct projections from V ⊗t onto irreducible Uq(osp(1|2n))-submodules
of V ⊗t. In Section 3.9 we construct matrix units in EndUq(osp(1|2n))(V
⊗t) from matrix
units in BW t(−q2n, q) and prove that the algebra EndUq(osp(1|2n))(V ⊗t) is generated by the
RˇV,V -matrices.
3.1 The quantum superalgebra Uq(osp(1|2n))
In this section we introduce the algebra that is at the core of this thesis: the quantum
superalgebra Uq(osp(1|2n)) [Zh92a, KT91, Y94].
Let us begin by describing the root system of osp(1|2n). Let H∗ be a vector space over
C with a basis {ǫi| 1 ≤ i ≤ n} and let
(·, ·) : H∗ ×H∗ → C, (3.1)
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be a non-degenerate bilinear form defined by (ǫi, ǫj) = δi,j.
The set of simple roots of osp(1|2n) is {αi| 1 ≤ i ≤ n} where
αi =
{
ǫi − ǫi+1, i = 1, . . . , n− 1,
ǫn, i = n,
which forms another basis of H∗.
Let Φ+ denote the set of the positive roots of osp(1|2n), we have
Φ+ = {ǫi ± ǫj , ǫk, 2ǫk| 1 ≤ i < j ≤ n, 1 ≤ k ≤ n} .
We further define the subsets Φ+0 ,Φ
+
1 ⊂ Φ+ and Φ+0 ⊂ Φ+0 by
Φ+0 = {ǫi ± ǫj , 2ǫk| 1 ≤ i < j ≤ n, 1 ≤ k ≤ n}, Φ+1 = {ǫk| 1 ≤ k ≤ n},
Φ
+
0 = {α ∈ Φ+0 | α/2 /∈ Φ+1 }.
We call Φ+0 (resp. Φ
+
1 ) the set of positive even roots (resp. positive odd roots). The set of
negative roots of osp(1|2n) is Φ− = −Φ+, and Φ = Φ+ ∪ Φ− is the set of all the roots.
We denote by 2ρ ∈ H∗ the graded sum of the positive roots of osp(1|2n):
2ρ =
∑
α∈Φ+0
α−
∑
β∈Φ+1
β.
Explicitly, 2ρ =
∑n
i=1(2n − 2i + 1)ǫi. The element 2ρ satisfies (2ρ, αi) = (αi, αi) for each
1 ≤ i ≤ n, and will play an important role in this thesis.
Let A = (aij)
n
i,j=1 be the Cartan matrix of osp(1|2n). The components of A are defined
by aij = 2 (αi, αj) / (αi, αi), and we have explicitly
A =

2 −1 0 · · · 0 0
−1 2 −1 · · · 0 0
0 −1 2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 2 −1
0 0 0 · · · −2 2

.
The Lie superalgebra g = osp(1|2n) over C can be defined in terms of a Serre presen-
tation with generators {Ei, Fi, Hi| 1 ≤ i ≤ n} subject to the relations
[Ei, Fj] = δijHi, [Hi, Hj ] = 0, ∀i, j,
[Hi, Ej ] = (αi, αj)Ej , [Hi, Fj] = −(αi, αj)Fj, ∀i, j,
(ad Ei)
1−aijEj = 0, (ad Fi)
1−aijFj = 0, i 6= j, (3.2)
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where [·, ·] represents the Z2-graded Lie bracket and (ad a)b = [a, b]. The Z2-grading of
the generators is
[Ei] = [Fi] = [Hj] = 0, [En] = [Fn] = 1, 1 ≤ i ≤ n− 1, 1 ≤ j ≤ n.
The universal enveloping algebra U(g) of g is a unital associative Z2-graded algebra,
which may be considered as being generated by {Ei, Fi, Hi| 1 ≤ i ≤ n} subject to relations
that are formally the same as (3.2) but with the bracket [·, ·] interpreted as a Z2-graded
commutator [·, ·] : U(g)× U(g)→ U(g) defined by
[X, Y ] = XY − (−1)[X][Y ]Y X. (3.3)
If each of two elements X, Y ∈ U(g) has a grading, then the grading of XY ∈ U(g) is
defined by
[XY ] =
(
[X ] + [Y ]
)
mod 2.
The graded commutator [X, Y ] of any two homogeneous elements of U(g) is defined by
(3.3) and is extended to inhomogeneous elements of U(g) by linearity. Note that U(g) ⊗
U(g) has a natural Z2-graded associative algebra structure, with the grading defined for
homogeneous X, Y ∈ U(g) by
[X ⊗ Y ] = ([X ] + [Y ]) mod 2.
The universal enveloping algebra U(g) has the structures of a Z2-graded Hopf algebra.
The co-multiplication ∆, co-unit ǫ and antipode S are defined on each generator X ∈ g →֒
U(g) by
∆(X) = X ⊗ 1 + 1⊗X, ǫ(X) = 0, ǫ(1) = 1, S(X) = −X.
The quantum superalgebra Uq(g) is some “q-deformation” of U(g). We describe its
Jimbo version here.
Definition 3.1.1. The quantum superalgebra Uq(g) over C, in the sense of Jimbo, is an
associative Z2-graded unital algebra generated by the elements {ei, fi, Ki, K−1i | 1 ≤ i ≤ n}
subject to the relations
[ei, fj ] = δij
Ki −K−1i
q − q−1 ,
KiejK
−1
i = q
(αi,αj)ej , KifjK
−1
i = q
−(αi,αj)fj ,[
K±1i , K
±1
j
]
=
[
K±1i , K
∓1
j
]
= 0, K±1i K
∓1
i = 1,
(adqei)
1−aijej = 0, (adqfi)
1−aijfj = 0, ∀i, j, (3.4)
where 0 6= q ∈ C and q2 6= 1, and the adjoint actions are defined by
(adqei)X = eiX − (−1)[ei][X]KiXK−1i ei,
(adqfi)X = fiX − (−1)[fi][X]K−1i XKifi,
for all X ∈ Uq(g). In (3.4), the bracket [·, ·] is as defined in Eq. (3.3).
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As is well known, there exists a Z2-graded Hopf algebra structure on Uq(g) with the
co-multiplication ∆, the co-unit ǫ, and the antipode S defined on each generator by
∆(ei) = ei ⊗Ki + 1⊗ ei, ∆(fi) = fi ⊗ 1 +K−1i ⊗ fi, ∆
(
K±1i
)
= K±1i ⊗K±1i .
ǫ(ei) = ǫ(fi) = 0, ǫ
(
K±1i
)
= ǫ(1) = 1.
S(ei) = −eiK−1i , S(fi) = −Kifi, S(K±1i ) = K∓1i .
There are a number of subalgebras of Uq(g) which will be quite useful. We define
Uq(b+) to be the subalgebra of Uq(g) generated by
{
ei, K
±1
i | 1 ≤ i ≤ n
}
, and Uq(b−) to be
the subalgebra of Uq(g) generated by
{
fi, K
±1
i | 1 ≤ i ≤ n
}
.
We note that the action of S−1 on each generator of Uq(g) is
S−1(ei) = −K−1i ei, S−1(fi) = −fiKi, S−1(K±1i ) = K∓1i .
Finally, for each β =
∑n
i=1miαi where mi ∈ Z, we define Kβ =
∏n
i=1 (Ki)
mi .
The quantum superalgebra Uh(g), in the sense of Drinfel’d, is a Z2-graded algebra
over the ring C[[h]] for an indeterminate h, completed with respect to the h-adic topology
[KT91]. The Z2-graded algebra Uh(g) is generated by {Ei, Fi, Hi| 1 ≤ i ≤ n} subject to
the relations
[Ei, Fj ] = δij
ehHi − e−hHi
eh − e−h , [Hi, Hj] = 0,
[Hi, Ej ] = (αi, αj)Ej, [Hi, Fj ] = −(αi, αj)Fj ,
(adqEi)
1−aijEj = 0, (adqFi)
1−aijFj = 0, ∀i, j,
where the adjoint functions are defined by
(adqEi)X = EiX − (−1)[Ei][X]ehHiXe−hHiEi,
(adqFi)X = FiX − (−1)[Fi][X]e−hHiXehHiFi,
where we fix q = eh.
There is a Z2-graded Hopf algebra structure on Uh(g) with the co-multiplication ∆ :
Uh(g)→ Uh(g)⊗ Uh(g), the co-unit ǫ, and the antipode S defined on each generator by
∆(Ei) = Ei ⊗ ehHi + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 + e−hHi ⊗ Fi, ∆(Hi) = Hi ⊗ 1 + 1⊗Hi.
ǫ(Ei) = ǫ(Fi) = ǫ(Hi) = 0, ǫ(1) = 1,
S(Ei) = −Eie−hHi, S(Fi) = −ehHiFi, S(Hi) = −Hi.
The quantum superalgebra Uh(g) admits a universal R-matrix [KT91] and is a Z2-
graded ribbon Hopf algebra [ZG91].
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3.2 Finite dimensional irreducible Uq(osp(1|2n))-modules
Throughout this section we assume that q is non-zero and not a root of unity. In this case
the representation theory of Uq(g) is completely understood [Zh92b, Zo98].
For a Z2-graded algebra A, we will write Vλ in this thesis to denote an A-module labelled
by λ ∈ I, for some index set I, and we write πλ to denote the representation of A afforded
by Vλ.
We say that an element λ ∈ H∗ is integral if
li =
2(λ, αi)
(αi, αi)
∈ Z, ∀i < n, ln = (λ, αn)
(αn, αn)
∈ Z,
where (·, ·) : H∗×H∗ → C is the bilinear form in (3.1). Let P denote the set of all integral
elements of H∗. We say that an element λ ∈ P is integral dominant if li ∈ Z+ for all i. We
denote the set of all integral dominant elements of H∗ by P+.
We call a Uq(g)-module V a highest weight module if there is a non-zero vector v ∈ V
satisfying
(i) eiv = 0, 1 ≤ i ≤ n,
(ii) Kiv = ωiv, ωi ∈ C, 1 ≤ i ≤ n,
(iii) V ⊆ Uq(b−)v.
The vector v is called a highest weight vector of V . Similarly, we call a Uq(g)-module V a
lowest weight module if there is a non-zero vector w ∈ V satisfying
(i) fiw = 0, 1 ≤ i ≤ n,
(ii) Kiw = ω
′
iw, ω
′
i ∈ C, 1 ≤ i ≤ n,
(iii) V ⊆ Uq(b+)w.
In this case w is called a lowest weight vector .
Let V be a Uq(g)-module on which all the Ki act semisimply. For each sequence
β = (β1, β2, . . . , βn) where βj ∈ C for each j, define
Vβ = {x ∈ V | Kix = βix, 1 ≤ i ≤ n} .
If Vβ 6= 0, we say that β is a weight of V , and that Vβ is a weight space of V . The nonzero
elements of Vβ are called weight vectors.
Zou investigated the representation theory of the quantum superalgebra Uq(g) over the
quotient field C(v) for an indeterminate v [Zo98], which is related to q via q = v2. Zou’s
results can be adapted to our setting where we take q to be a transcendental number. Let√
q be any square root of the complex number q. Call a Uq(g)-module V integrable if V is
a direct sum of its weight spaces and if ei and fi act as locally nilpotent endomorphisms
of V for each i = 1, . . . , n.
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Let V (ω) be a highest weight Uq(g)-module with highest weight vector v where Kiv =
ωiv, ωi ∈ C, for each i = 1, . . . , n. The Uq(g)-module V (ω) has a unique maximal proper
Uq(g)-submodule M(ω), and the quotient
V (ω) = V (ω)/M(ω)
is an irreducible Uq(g)-module with highest weight ω = (ω1, ω2, . . . , ωn). Theorem 3.1 of
[Zo98] can be stated in our setting as follows.
Theorem 3.2.1. The irreducible highest weight Uq(g)-module V (ω), with ω = (ω1, ω2, . . . , ωn),
is integrable if and only if
ωi = ζiq
mi , 1 ≤ i ≤ n− 1,
where mi ∈ Z+, ζ2i = 1, and
ωn =
{ ±qm, if m ∈ Z+,
±√−1 qm, if m ∈ Z+ + 12 .
Note that every finite dimensional integrable Uq(g)-module is semisimple [Zo98, Sec. 5].
If ω = (qm1 , qm2 , . . . , qmn) with mi ∈ Z+ for each i, there exists an irreducible U(g)-
module V (ω)g with highest weight λ ∈ P+ satisfying (λ, αi) = mi for each i, and V (ω) and
V (ω)g have the same weight space decomposition [Zh92b]. In this thesis, we are mostly
interested in these irreducible Uq(g)-modules, and for λ ∈ P+ we let Vλ denote V (ω) and
call λ the highest weight of Vλ.
The following lemma is from [Zh92b, Thms. 2.2, 3.3–3.5].
Lemma 3.2.1. Let Vµ and Vν be finite dimensional irreducible Uq(g)-modules with highest
weights µ and ν respectively, where µ, ν ∈ P+. Then Vµ ⊗ Vν can be decomposed into a
direct sum of irreducible Uq(g)-modules Vλ with highest weights λ ∈ P+.
Throughout this thesis we always take the grading of the highest weight vector of
the finite dimensional irreducible Uq(g)-module Vλ with integral dominant highest weight
λ =
∑n
i=1 λiǫi ∈ P+ to be
{
even, if (
∑n
i=1 λi) mod 2 = 0,
odd, if (
∑n
i=1 λi) mod 2 = 1.
In the next lemma adapted from [LZ99] we consider the fundamental Uq(g)-module V
which will play a very important role in this thesis. This lemma is proved by elementary
calculations.
Lemma 3.2.2. There exists a (2n+1)-dimensional irreducible Uq(osp(1|2n))-module V =
Vǫ1 with highest weight ǫ1. This module admits a basis {vi| − n ≤ i ≤ n} with v1 being the
highest weight vector. The actions of the generators of Uq(osp(1|2n)) on the basis elements
are
fivi = vi+1, fnvn = v0, fnv0 = v−n, fiv−i−1 = v−i,
eivi+1 = vi, env0 = vn, env−n = −v0, eiv−i = v−i−1,
K±1j vk = q
±(αj ,ǫk)vk,
where 1 ≤ i < n, 1 ≤ j ≤ n, −n ≤ k ≤ n, ǫ0 = 0, and ǫ−i = −ǫi. All remaining actions
are zero.
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Note that the highest weight vector v1 of the fundamental irreducible Uq(osp(1|2n))-
module V always has an odd grading in this thesis.
Proposition 3.2.1. There exists a Uq(g)-invariant, non-degenerate bilinear form 〈〈 , 〉〉 :
V × V → C. Thus the dual Uq(g)-module of V is isomorphic to V .
Proof. Let {vi| − n ≤ i ≤ n} be the basis of V given in Lemma 3.2.2. Now define a
non-degenerate C-bilinear form
〈〈 , 〉〉 : V × V → C,
by
〈〈v1, v−1〉〉 = 1,
〈〈vi, v−i〉〉 = −q−1〈〈vi−1, v−(i−1)〉〉, 2 ≤ i ≤ n,
〈〈v0, v0〉〉 = q−1〈〈vn, v−n〉〉,
〈〈v−n, vn〉〉 = −〈〈v0, v0〉〉,
〈〈v−j, vj〉〉 = −q−1〈〈v−(j+1), vj+1〉〉, 1 ≤ j ≤ n− 1,
〈〈vk, vl〉〉 = 0, if k + l 6= 0.
A direct calculation shows that
〈〈xvi, vj〉〉 = (−1)[x][vi]〈〈vi, S(x)vj〉〉, ∀x ∈ Uq(g), vi, vj ∈ V,
thus proving the Uq(g)-invariance of the bilinear form. This form identifies V with its dual
module.
Let us discuss in more detail the dual module of V . Recall the definition of the dual
Uq(g)-module V
∗ to V . Let {v∗i | −n ≤ i ≤ n} be a basis of V ∗ such that 〈v∗i , vj〉 = δij and
[v∗i ] = [vi] where 〈 , 〉 : V ∗ × V → C is the dual space pairing. Now define a homogeneous
bijection T ∈ HomC(V, V ∗) of degree 0 by
T : vi 7→ (−1)i−1q−(i−1)v∗−i, v0 7→ (−1)n−1q−nv∗0, v−i 7→ (−1)iq−(2n−i)v∗i , 1 ≤ i ≤ n.
(3.5)
A direct calculation shows that this map is an element of HomUq(g)(V, V
∗) and that it
satisfies
〈T (vi), vj〉 = 〈〈vi, vj〉〉, for all vi, vj ∈ V.
3.3 R-matrices for representations of Uq(osp(1|2n))
Drinfel’d’s quantum superalgebra Uh(g) has a universal R-matrix [KT91]. We will show
that there does not exist an element of Uq(g) over C that corresponds to the universal
R-matrix of Uh(g) in an obvious way. However, there is a completion U
+
q (g) of Uq(g) such
that one of the multiplicative factors of the universal R-matrix of Uh(g) maps to an element
R˜ of U
+
q (g). Although R˜ is not an element of Uq(g), only a finite number of terms of R˜
act as non-zero endomorphisms on each tensor product of finite dimensional irreducible
Uq(g)-modules, and thus the action of R˜ on these tensor products is well-defined.
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3.3.1 The universal R-matrix of Uh(osp(1|2n))
The Drinfel’d quantum algebras admit universal R-matrices [LS90, KR90], and the ex-
plicit expressions of these universal R-matrices employ infinite sums of root vectors in the
quantum algebra corresponding to the positive roots of the associated Lie algebra [CP94].
The simple root vectors in the quantum algebra are just the generators ei and fi,
and the non-simple root vectors are obtained by applying Lusztig’s automorphisms to the
generators [Lu90, CP94]. The non-simple root vectors are not uniquely defined in general
[DeCK90, CP94]. Different choices for the decomposition of the longest element of the
Weyl group of the associated Lie algebra into a product of reflections generated by the
simple roots may lead to non-simple root vectors that may not even be proportional to
each other, and a priori there is no canonical choice for the decomposition of the longest
element of the Weyl group into a product of such reflections [CP94].
Khoroshkin and Tolstoy wrote down the universal R-matrix of Uh(osp(1|2n)) [KT91]
using a different method. They employed infinite sums of root vectors in Uh(g), but these
root vectors were defined in a different way to how the root vectors in quantum algebras
were defined. Khoroshkin and Tolstoy’s procedure is general for quantum superalgebras
and we write it down for Uh(g) here.
In Uh(g), root vectors are only defined for the elements of the reduced root system φ of
g. The reduced root system φ of g is the set of all positive roots of g except those roots α
for which α/2 is also a positive root, and the reduced root system of g = osp(1|2n) is just
φ = Φ
+
0 ∪ Φ+1 .
A total ordering of φ called a normal ordering is then introduced, and the root vectors
of Uh(g) are recursively defined using the normal ordering of φ and a map involving the q-
bracket that we introduce below. We denote a normal ordering of φ by N (φ). A difference
between the root vectors in quantum algebras and the root vectors in Uq(g) is that the
latter are defined by a map that is not necessarily an algebra automorphism. The way the
universal R-matrix of Uh(g) is formally written down depends on N (φ).
A normal ordering of a reduced root system of g is defined as follows [KT91, Def. 3.1].
Definition 3.3.1. A normal ordering N (φ) of φ = Φ+0 ∪ Φ+1 is a total order ≺ of the set
φ such that if α ≺ β and α + β ∈ φ, then α ≺ α + β ≺ β.
In general, there is more than one normal ordering of φ [KT91]. For example, the
reduced root system of osp(1|4) is φ = {ǫ1, ǫ2, ǫ1 ± ǫ2} and there are two different normal
orderings of φ:
α1 ≺ α1 + α2 ≺ α1 + 2α2 ≺ α2,
α2 ≺ α1 + 2α2 ≺ α1 + α2 ≺ α1,
where we write the elements of φ as sums of the simple roots.
We now write down the universal R-matrix of Uh(osp(1|2n)) [KT91], which we adapt
slightly to take account of the different co-multiplication used in this thesis. Writing
q = eh ∈ C[[h]], let us firstly define expq (x) =
∞∑
k=0
xk
[k]q!
.
R-matrices for representations of Uq(osp(1|2n)) 29
We now construct the root vectors in Uh(osp(1|2n)). The easiest root vectors are the
simple root vectors: we fix Eαi = Ei, Fαi = Fi and Hαi = Hi for each simple root αi. Now
we recursively construct the non-simple root vectors. Let α, β, γ ∈ φ be roots such that
γ = α + β and α ≺ β, and in addition let no other roots α′, β ′ ∈ φ exist which satisfy
(i) α′ + β ′ = γ, (ii) α ≺ α′ ≺ β and (iii) α ≺ β ′ ≺ β. Then, if all of the root vectors
Eα, Eβ, Fα, Fβ ∈ Uh(g) have already been defined, we define
Eγ = [Eα, Eβ ]q , Fγ = [Fβ, Fα]q−1 ,
where the q-bracket [·, ·]q is defined by
[Xα, Xβ]q = XαXβ − (−1)[Xα][Xβ]q(α,β)XβXα,
where X stands for E or F .
For each γ ∈ φ, set
Rγ = expqγ
(
(−1)[γ](aγ)−1(q − q−1)Eγ ⊗ Fγ
) ∈ Uh(g)⊗ Uh(g), (3.6)
where qγ = (−1)[γ]q−(γ,γ) and aγ ∈ C[[h]] is defined by
EγFγ − (−1)[Eγ ]FγEγ =
aγ
(
qHγ − q−Hγ)
q − q−1 .
It is important to observe that aγ is a rational function of q. Now we can write down the
universal R-matrix of Uh(g) [KT91, Thm. 8.1].
Theorem 3.3.1. Define Hi =
∑n
j=iHj ∈ Uh(g) for each i = 1, . . . , n, then
R = exp
(
h
n∑
i=1
Hi ⊗Hi
)∏
γ∈φ
Rγ , (3.7)
is the universal R-matrix of Uh(g), where the product is ordered with respect to the same
normal orderingN (φ) used to define the root vectors in Uh(g) so that
∏
γ∈φRγ = Rγ1Rγ2 · · ·Rγk
where γ1 ≺ γ2 ≺ · · · ≺ γk in N (φ).
3.3.2 R-matrices for representations of Uq(osp(1|2n))
It is unknown whether Jimbo’s quantum algebras over C have universal R-matrices. How-
ever, there exist R-matrices for representations of these quantum algebras. Let πλ and πµ
be finite dimensional irreducible representations of the quantum algebra A, then there is
an invertible element Rλ,µ ∈ EndC(Vλ ⊗ Vµ) satisfying
Rλ,µ · (πλ ⊗ πµ)
(
∆(x)
)
= (πλ ⊗ πµ)
(
∆′(x)
) · Rλ,µ ∀x ∈ A, (3.8)
which we note is just Eq. (2.11) in πλ ⊗ πµ. We follow a similar scheme for Uq(osp(1|2n)).
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For each pair of finite dimensional irreducible Uq(g)-modules, we will construct an
element Rλ,µ ∈ EndC(Vλ ⊗ Vµ) satisfying (3.8) for all x ∈ Uq(g). We do this following the
method laid out in [CP94, KS97] for quantum algebras.
We firstly define a completion U
+
q (g) of Uq(g) following [KS97, Subsec. 6.3.3]. Let
Uq(n+) (resp. Uq(n−)) be the subalgebra of Uq(g) generated by the elements {ei| 1 ≤
i ≤ n} (resp. {fi| 1 ≤ i ≤ n}). We say that a non-zero element x ∈ Uq(g) has degree
λ =
∑n
i=1miαi, mi ∈ Z, if KixK−1i = q(λ,αi)x for all i = 1, 2, . . . , n. We define U
±
q (g) by
U
±
q (g) =
∏
β∈Q+
Uq(b±)U
∓β
q (n∓),
where U∓βq (n∓) is defined by
U±βq (n±) = {x ∈ Uq(n±)| KixK−1i = q±(αi,β)x}, i = 1, 2, . . . , n,
and Q+ is defined by Q+ = {
∑n
i=1 niαi| ni ∈ Z+}.
The elements of U
±
q (g) are sequences x = (xβ)β∈Q+ where xβ ∈ Uq(b±)U∓βq (n∓). Let us
write this sequence formally as an infinite sum x =
∑
β xβ. The results of [KS97, Subsec.
6.1.5]) imply that Uq(g) can be expressed as a direct sum
Uq(g) =
⊕
β∈Q+
Uq(b+)U
−β
q (n−),
and thus Uq(g) can be considered as the subspace of U
+
q (g) formed by the sums x =
∑
β xβ
for which all but finitely many terms vanish.
The multiplication in Uq(g) extends to a multiplication in U
±
q (g). Let β, γ ∈ Q+, let
xβ ∈ U−βq (n−), and let yγ ∈ Uq(b+) have degree γ. From the commutation relations of
Uq(g), we have
xβyγ ∈
⊕
δ
Uq(b+)U
−δ
q (n−),
where the direct sum ranges over all δ ∈ Q+ satisfying |β| − |γ| ≤ |δ| ≤ |β|, where
|β| = ∑ni=1mi for β = ∑ni=1miαi. Thus U+q (g) is an algebra, and similarly U−q (g) and
U
±
q (g)⊗ · · ·⊗U
±
q (g) are algebras. The algebras U
±
q (g) and U
±
q (g)⊗ · · ·⊗U
±
q (g) (with m
factors) contain Uq(g) and Uq(g)⊗· · ·⊗Uq(g) (with m factors), respectively, as subalgebras.
We now construct an element in U
+
q (g) corresponding to the element
∏
γ∈φRγ in
(3.7). Given a normal ordering N (φ) for a reduced root system φ, we construct root
vectors Eγ , Fγ ∈ Uq(g) following the same procedure as in Uh(g) by setting Eαi = ei and
Fαi = fi and thinking of q a complex number. Then Rγ is well-defined as an element of
U
+
q (g)⊗U+q (g), and to simplify Rγ we normalise the root vectors:
eγ = Eγ , fγ = Fγ/aγ.
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This is well-defined as aγ 6= 0 [KT91, Eqs. (8.3)–(8.4)]. Simplifying the expression for Rγ ,
we have
Rγ =

∞∑
k=0
(q − q−1)k (eγ ⊗ fγ)k
[k]q
−2
!
, if [eγ ] = 0,
∞∑
k=0
(q−1 − q)k (eγ ⊗ fγ)k
[k]−q
−1
!
, if [eγ ] = 1.
Define R˜ ∈ U+q (g)⊗U+q (g) by R˜ =
∏
γ∈φRγ where the product is ordered using the
same normal order N (φ) that we used to define the root vectors in Uq(g) and such that∏
γ∈φRγ = Rγ1Rγ2 · · ·Rγk where N (φ) = γ1 ≺ γ2 ≺ · · · ≺ γk. Clearly R˜ is invertible as∏
γ∈φRγ ∈ Uh(g)⊗ Uh(g) is invertible and q is not a root of unity.
Lemma 3.3.1. Define an automorphism Ψ of Uq(g)⊗ Uq(g) by
Ψ(K±1i ⊗ 1) = K±1i ⊗ 1, Ψ(1⊗K±1i ) = 1⊗K±1i ,
Ψ(ei ⊗ 1) = ei ⊗K−1i , Ψ(1⊗ ei) = K−1i ⊗ ei,
Ψ(fi ⊗ 1) = fi ⊗Ki, Ψ(1⊗ fi) = Ki ⊗ fi.
The automorphism Ψ satisfies the following relations:
(i) R˜∆(x) = Ψ
(
∆′(x)
) · R˜, for all x ∈ Uq(g),
(ii) (∆⊗ id)R˜ = Ψ23(R˜13) · R˜23,
(iii) (id⊗∆)R˜ = Ψ12(R˜13) · R˜12,
where Ψ12 = Ψ⊗ id and Ψ23 = id⊗Ψ.
Proof. We prove (i) for each generator of Uq(g). We firstly wish to prove the following
equations:
R˜(ei ⊗Ki + 1⊗ ei) = (ei ⊗K−1i + 1⊗ ei)R˜, (3.9)
R˜(fi ⊗ 1 +K−1i ⊗ fi) = (fi ⊗ 1 +Ki ⊗ fi)R˜, (3.10)
R˜(K±1i ⊗K±1i ) = (K±1i ⊗K±1i )R˜. (3.11)
Now Eq. (3.11) is true by inspection and Eqs. (3.9)–(3.10) follow from the corresponding
results in Uh(g) [KT91, Prop. 6.2]. The proof of (i) then follows from the definition of Ψ
and the proofs of (ii) and (iii) follow similarly from [KT91].
We now examine the usual approach used to create R-matrices for representations of
a quantum algebra A. For each tensor product W1 ⊗W2 of finite dimensional integrable
A-modules, an invertible element EW1,W2 ∈ EndC(W1 ⊗W2) is constructed implementing
the automorphism Ψ, in the sense that EW1,W2 satisfies
E−1W1,W2 · (πW1 ⊗ πW2)(x) · EW1,W2 = (πW1 ⊗ πW2)Ψ(x), for all x ∈ A⊗ A.
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This EW1,W2 is defined by fixing its action to be
EW1,W2(wλ ⊗ wµ) = q(λ,µ)(wλ ⊗ wµ),
on all weight vectors wλ ∈ W1, wµ ∈ W2 with weights λ and µ, respectively [CP94, Prop.
10.1.19].
We could have used the same method to construct R-matrices for representations of
Uq(osp(1|2n)) but we have found a more useful approach. Note that in the above we need
to know the weight space decompositions of both W1 and W2 before defining EW1,W2, but
if we have this information we can use it in a more interesting way: instead of defining an
element of EndC(W1 ⊗W2) we can define an element EW1,W2 ∈ Uq(g) with the property
that (πW1 ⊗ πW2)EW1,W2 = EW1,W2. We define this EW1,W2 for each tensor product of finite
dimensional irreducible Uq(g)-modules following a related idea in [Zh92a].
For each i = 1, . . . , n, set
Ji = KiKi+1 · · ·Kn.
The action of Ji on a weight vector wξ with weight ξ =
∑n
j=1 ξjǫj ∈ H∗ of a Uq(g)-module
is
Jiwξ = q
ξiwξ.
Consider the weight space decomposition of a finite dimensional irreducible Uq(g)-
module Vµ with integral dominant highest weight µ. The weight of the weight vector
wξ ∈ Vµ is ξ =
∑n
i=1 ξiǫi ∈
⊕n
i=1 Zǫi. Now define
Eµ =
n∏
a=1
s∑
b=p
(Ja)
b ⊗ Pa[b], Pa[b] =
s∏
c=p
c 6=b
Ja − qc
qb − qc , c ∈ Z, (3.12)
where p and s are any integers satisfying p ≤ s and the following condition:
• Jiwξ = qξiwξ for some ξi satisfying p ≤ ξi ≤ s, for each weight vector wξ ∈ Vµ.
Once we have any such p and s, we can use any p′ and s′ satisfying p′ ≤ p and s′ ≥ s in
(3.12) instead of p and s, respectively.
The element Eµ is well-defined and invertible in Uq(g)⊗Uq(g), and for all weight vectors
vλ′ ∈ Vλ and vµ′ ∈ Vµ we have
Eµ(vλ′ ⊗ vµ′) = q(λ′,µ′) (vλ′ ⊗ vµ′), (3.13)
where the weights of vλ′ and vµ′ are λ
′ and µ′, respectively. The element Eµ is not a
universal element in that it does not satisfy (3.13) for all representations of Uq(g). It
would be very useful if one could construct such a universal element in Uq(g).
From this we obtain R-matrices for tensor products of finite dimensional irreducible
Uq(g)-modules in the following sense. Let Vλ and Vµ be irreducible Uq(g)-modules with
integral dominant highest weights λ and µ, respectively. Then we have the following
important theorem.
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Theorem 3.3.2. Define Rλ,µ = EµR˜ ∈ U+q (g)⊗U+q (g) and Rλ,µ = (πλ ⊗ πµ)Rλ,µ, then
Rλ,µ · (πλ ⊗ πµ)
(
∆(x)
)
= (πλ ⊗ πµ)
(
∆′(x)
) · Rλ,µ, ∀x ∈ Uq(g). (3.14)
Proof. This is similar to the proof of the corresponding theorem in quantum algebras
[CP94, Prop. 10.1.19], and we follow that proof. By direct calculation we can readily show
that
(πλ ⊗ πµ)Ψ
(
∆(x)
)
= (πλ ⊗ πµ)
(
E−1µ ·∆(x) · Eµ
)
, ∀x ∈ Uq(g),
then by using R˜∆(x) = Ψ
(
∆′(x)
) · R˜ from Lemma 3.3.1 we have
(πλ ⊗ πµ)
(
Rλ,µ∆(x)
)
= (πλ ⊗ πµ)
(
∆′(x)Rλ,µ
)
, (3.15)
which is precisely Eq. (3.14).
A similar calculation shows that
(πλ ⊗ πµ)
(
RTµ,λ∆
′(x)
)
= (πλ ⊗ πµ)
(
∆(x)RTµ,λ
)
, ∀x ∈ Uq(g).
We now determine some useful results involving Rλ,µ.
Proposition 3.3.1. The element Rλ,µ has the following properties:
(ǫ⊗ id)Rλ,µ = (id⊗ ǫ)Rλ,µ = 1, (3.16)
(πλ ⊗ πµ)
(
(S ⊗ id)Rλ,µ
)
= (πλ ⊗ πµ)R−1λ,µ, (πλ ⊗ πµ)
(
(id⊗ S)R−1λ,µ
)
= Rλ,µ, (3.17)
(πλ ⊗ πµ)
(
(S ⊗ S)Rλ,µ
)
= (πλ ⊗ πµ)Rλ,µ. (3.18)
Proof. Eq. (3.16) is proved by inspection. The proofs of (3.17)–(3.18) are straightforward
and almost identical to the proofs of the corresponding equations in Z2-graded quasitrian-
gular Hopf algebras.
Let vλ and vν be weight vectors of Uq(g)-modules with weights λ, ν ∈
⊕n
i=1 Zǫi, re-
spectively and let vµ′ ∈ Vµ be a weight vector with weight µ′, then it can be easily shown
that [
(∆⊗ 1)Eµ
]
(vλ ⊗ vν ⊗ vµ′) = q(µ′,λ+ν)(vλ ⊗ vν ⊗ vµ′),[
(1⊗∆)Eµ
]
(vλ ⊗ vν ⊗ vµ′) = q(λ,ν+µ′)(vλ ⊗ vν ⊗ vµ′),
where in (1⊗∆)Eµ we change the limits p and s if necessary.
We now consider analogues in Uq(g) of the equations (∆⊗1)R = R13R23 and (1⊗∆)R =
R13R12 of a Z2-graded quasitriangular Hopf algebra. By definition, we have (∆⊗ 1)Rλ,µ =
34 Chapter 3. Quantum osp(1|2n) at generic q[
(∆⊗1)Eµ
] ·Ψ23(R˜13) · R˜23. Let Vλ and Vν be finite dimensional irreducible Uq(g)-modules,
then from the properties of Eµ we have
(πλ ⊗ πν ⊗ πµ)
[
(∆⊗ 1)Rλ,µ
]
= (πλ ⊗ πν ⊗ πµ)
[
(∆⊗ 1)Eµ · (E23µ )−1R˜13E23µ R˜23
]
= (πλ ⊗ πν ⊗ πµ)
[
E13µ R˜13E
23
µ R˜23
]
, (3.19)
where writing Eµ =
∑
t αt ⊗ βt we have E13µ =
∑
t αt ⊗ id⊗ βt and E23µ =
∑
t id⊗ αt ⊗ βt.
Note that (3.19) uses the result
(πλ ⊗ πν ⊗ πµ)
[
(∆⊗ 1)Eµ · (E23µ )−1
]
= (πλ ⊗ πν ⊗ πµ)E13µ ,
rather than an equality in Uq(g)
⊗3. Similarly, we have
(1⊗∆)Rλ,µ = [(1⊗∆)Eµ] ·Ψ12(R˜13) · R˜12,
and
(πλ ⊗ πν ⊗ πµ)
[
(1⊗∆)Rλ,µ
]
= (πλ ⊗ πν ⊗ πµ)
[
E13µ R˜13E
12
ν R˜12
]
. (3.20)
Together with Theorem 3.3.2, this shows that Rλ,µ satisfies the defining relations (2.11)–
(2.13) of the universal R-matrix of a Z2-graded quasitriangular Hopf algebra in each
triple tensor product of finite dimensional irreducible Uq(g) representations, if one care-
fully chooses the limits in the definition of Eµ (which can always be done). Furthermore,
Eqs. (3.15) and (3.19)–(3.20) imply that
(πλ ⊗ πλ ⊗ πλ)R12R13R23 = (πλ ⊗ πλ ⊗ πλ)R23R13R12, (3.21)
where we have fixed R = Rλ,λ.
For later use we note the following easily proved results. Define an automorphism
Ψm : Uq(g)
⊗m → Uq(g)⊗m generalising the automorphism Ψ : Uq(g)⊗Uq(g)→ Uq(g)⊗Uq(g)
in Lemma 3.3.1 by
Ψm(1
⊗j ⊗K±1i ⊗ 1⊗(m−j−1)) = 1⊗j ⊗K±1i ⊗ 1⊗(m−j−1),
Ψm(1
⊗j ⊗ ei ⊗ 1⊗(m−j−1)) = (K−1i )⊗j ⊗ ei ⊗ (K−1i )⊗(m−j−1),
Ψm(1
⊗j ⊗ fi ⊗ 1⊗(m−j−1)) = (Ki)⊗j ⊗ fi ⊗ (Ki)⊗(m−j−1),
for each 1 ≤ i ≤ n and all 0 ≤ j ≤ m− 1. Then(
∆⊗ id⊗t)Ψ2,3,...,t+1(R˜1(t+1)) = Ψ2,3,...,t+2(R˜1(t+2)) ·Ψ3,4,...,t+2(R˜2(t+2)), (3.22)(
id⊗t ⊗∆)Ψ1,2,...,t(R˜1(t+1)) = Ψ1,2,...,t+1(R˜1(t+2)) ·Ψ1,2,...,t(R˜1(t+1)), (3.23)
where Ψk,...,m = id
⊗(k−1) ⊗Ψm−k+1, k ≥ 2, in (3.22) and Ψ1,...,m = Ψm ⊗ id in (3.23). Then
it may be easily shown that(
π⊗t ⊗ π) (∆(t−1) ⊗ id)R = (π⊗t ⊗ π)R1(t+1)R2(t+1) · · ·Rt(t+1),(
π ⊗ π⊗t) (id⊗∆(t−1))R = (π ⊗ π⊗t)R1(t+1)R1t · · ·R12,
where we fix R = RV,V .
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3.4 Useful elements of U
+
q (g)
Define a set of elements {uλ ∈ U+q (g)| λ ∈ P+} by uλ =
∑
t S(bλt)aλt(−1)[aλt ] upon writing
Rλ,λ =
∑
t aλt ⊗ bλt .
Lemma 3.4.1. The element uλ has the following properties:
(i) ǫ(uλ) = 1,
(ii) πλ
(
S2(x)uλ
)
= πλ (uλx), ∀x ∈ Uq(g).
(iii) πλ
(
uλu˜λ
)
= πλ(1) = πλ
(
u˜λuλ
)
, where u˜λ is defined by u˜λ =
∑
s S
−1(dλs)cλs(−1)[cλs ],
where R−1λ,λ =
∑
s cλs ⊗ dλs,
(iv) (πλ ⊗ πλ)
(
∆(uλ)
)
= (πλ ⊗ πλ)
[
(uλ ⊗ uλ)
(
RTλ,λRλ,λ
)−1]
,
where πλ is the representation of Uq(g) afforded by the finite dimensional irreducible Uq(g)-
module Vλ.
Proof. Part (i) is proved is by inspection. To prove part (ii), u ∈ Uh(g) can be written
as u =
∑
t
ctS(Ft)q
−(
∑n
i=1H
2
i )Et(−1)[Et], where the universal R-matrix is written as R =
q
∑n
i=1Hi⊗Hi
∑
t ctEt ⊗ Ft. In U
+
q (g),
uλ =
∞∑
t=0
ctS(Ft)
(
n∏
a=1
s∑
b=p
Pa[b](Ja)
−b
)
Et(−1)[Ft].
The proof follows by noting that
∏n
a=1
∑s
b=p Pa[b](Ja)
−b ‘implements’ the action of q−(
∑t
i=1H
2
i )
in the Uq(g) representation πλ. Part (iii) is proved by formally undertaking the proof of
uu˜ = 1 in Lemma 2.3.4 for Z2-graded quasitriangular Hopf algebras but using the expres-
sion for Rλ,λ instead of R and also using (ii) above.
The proof of part (iv) is similar to the proof of ∆(u) = (u⊗ u) (RTR)−1 in Z2-graded
quasitriangular Hopf algebras, but much of the calculation is done in the representations
of Uq(g) afforded by tensor products of finite dimensional irreducible Uq(g)-modules. Al-
though the proof can be understood by following [ZG91, Lem. 1], we give it here for
completeness. Firstly (πλ ⊗ πλ)RTλ,λRλ,λ ∈ EndUq(g)(Vλ ⊗ Vλ), thus
(πλ ⊗ πλ)
[
RTλ,λRλ,λ∆(uλ)
]
= (πλ ⊗ πλ)
∑
t
(S ⊗ S)∆′(bt) · RTλ,λRλ,λ ·∆(at)(−1)[at].
Introduce the operation
(x1 ⊗ x2) ◦ (a1 ⊗ a2 ⊗ a3 ⊗ a4)
= S(a3)x1a1 ⊗ S(a4)x2a2(−1)[x2][a1]+([a3]+[a4])([x1]+[x2]+[a1]+[a2])+[a4]([x1]+[a1]),
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where x1, x2, ai, i = 1, 2, 3, 4, are homogeneous elements of Uq(g). Straightforward calcula-
tions show that
(x1 ⊗ x2) ◦ (bc) = [(x1 ⊗ x2) ◦ b] ◦ c, ∀b, c ∈ Uq(g)⊗4,
and that
∆(uλ)R
T
λ,λRλ,λ = R
21
λ,λ ◦
[
R12λ,λ(∆⊗∆′)Rλ,λ
]
.
By using Eqs. (3.19)–(3.21) we obtain
(πλ ⊗ πλ)
[
∆(uλ)R
T
λ,λRλ,λ
]
= (πλ ⊗ πλ)
(
R21λ,λ ◦
[
R12λ,λR
13
λ,λR
23
λ,λR
14
λ,λR
24
λ,λ
])
,
= (πλ ⊗ πλ)
(
R21λ,λ ◦
[
R23λ,λR
13
λ,λR
12
λ,λR
14
λ,λR
24
λ,λ
])
.
Straightforward calculations then show that
(πλ ⊗ πλ)
(
R21λ,λ ◦R23λ,λ
)
= (πλ ⊗ πλ)(1⊗ 1), (1⊗ 1) ◦R13λ,λ = uλ ⊗ 1, and
(πλ ⊗ πλ)
[
(uλ ⊗ 1) ◦ (R12λ,λR14λ,λ)
]
= (πλ ⊗ πλ)(uλ ⊗ 1),
and thus it follows that
(πλ ⊗ πλ)
[
∆(uλ)R
T
λ,λRλ,λ
]
= (πλ ⊗ πλ)
[
(u⊗ 1) ◦R24λ,λ
]
= (πλ ⊗ πλ)(uλ ⊗ uλ),
completing the proof.
Define a set of elements {vλ ∈ U+q (g)| λ ∈ P+} by
vλ = uλK
−1
2ρ . (3.24)
Lemma 3.4.2. The element vλ has the following properties:
ǫ(vλ) = 1, πλ(vλx) = πλ(xvλ), ∀x ∈ Uq(g),
(πλ ⊗ πλ)∆(vλ) = (πλ ⊗ πλ)
[
(vλ ⊗ vλ)
(
RTλ,λRλ,λ
)−1]
. (3.25)
Proof. The proofs of ǫ(vλ) = 1 and (3.25) follow from the definition of vλ. To prove
the remaining relation, note that S2(ei) = KieiK
−1
i = K2ρeiK
−1
2ρ , S
2(fi) = KifiK
−1
i =
K2ρfiK
−1
2ρ , and S
2(K±1i ) = K2ρK
±1
i K
−1
2ρ . As S
2 is a homomorphism we have S2(x) =
K2ρxK
−1
2ρ for all x ∈ Uq(g) and then
πλ
(
vλxv
−1
λ
)
= πλ
(
uλK
−1
2ρ xK2ρu
−1
λ
)
= πλ
(
uλS
−2(x)u−1λ
)
= πλ
(
S2(S−2(x))
)
= πλ(x),
completing the proof.
Let Vλ be an irreducible Uq(g)-module with integral dominant highest weight λ.
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Lemma 3.4.3. The element vλ acts on each vector in Vλ as the multiplication by the scalar
q−(λ+2ρ,λ).
Proof. Note that vλ is even and that πλ(vλ) ∈ EndUq(g)(Vλ). Write Rλ,λ = EλR˜ and
R˜ =
∑∞
t=0 at ⊗ bt where at ∈ Uq(b+), bt ∈ Uq(b−) and a0 = b0 = 1. Then
πλ(vλ) = πλ
(
∞∑
t=0
S(bt)EatK
−1
2ρ (−1)[at]
)
,
where E is an even element of Uq(g) satisfying Ewξ = q
−(ξ,ξ)wξ for each weight vector
wξ ∈ Vλ of weight ξ ∈
⊕n
i=1 Zǫi. Let wλ be a non-zero highest weight vector of Vλ, then
atwλ = 0 for all t > 0, which yields
vλ · wλ = EK−12ρ wλ = q−(λ+2ρ,λ)wλ.
As Vλ is irreducible and πλ(vλ) ∈ EndUq(g)(Vλ) (and πλ(vλ) is a homogeneous map of
degree zero), vλ acts on each weight vector w in Vλ as the multiplication by the claimed
scalar from Schur’s lemma.
We may denote q−(λ+2ρ,λ) by χλ(vλ). Note that it may be true that vµ acts on each
weight vector w in Vλ as the multiplication by the salar q
−(λ+2ρ,λ) even if µ 6= λ, and in
this case we also write χλ(vµ) to denote q
−(λ+2ρ,λ).
Following [Zh95], we define the quantum superdimension of the finite dimensional Uq(g)-
module W to be
sdimq(W ) = str
(
πW (K2ρ)
)
.
We now prove the following lemma originally given in [Zh92b, p. 323].
Lemma 3.4.4. Let Vλ be a finite dimensional irreducible Uq(g)-module with integral dom-
inant highest weight λ. The quantum superdimension of Vλ is
sdimq(Vλ) = (−1)[λ]q−(λ,2ρ)
∏
α∈Φ
+
0
(
q2(λ+ρ,α) − 1
q2(ρ,α) − 1
) ∏
β∈Φ+1
(
q2(λ+ρ,β) + 1
q2(ρ,β) + 1
)
, (3.26)
where [λ] is the grading of the highest weight vector of Vλ.
Proof. We follow the usual proof for the formula for the quantum dimension of a finite
dimensional irreducible module over a quantum algebra. We have not seen the proof of
Eq. (3.26) in the literature and so write it down explicitly here.
The weight space decomposition of the Uq(g)-module Vλ is the same as for a U(g)-
module with highest weight λ, so we can use Kac’s supercharacter formula (see Appendix
C) to calculate str
(
πλ(K2ρ)
)
. Fix eh ∈ C by eh = q and define in the notations of Appendix
C a homomorphism f : H∗ × E ′ → C[[h]] by fη(eν) = eh(η,ν), η, ν ∈ H∗.
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By definition, schλ =
∑
µ(−1)[µ]m(µ)eµ, where the sum is over all weight spaces of Vλ,
where [µ] is the grading of the vectors in the weight space µ, and m(µ) is the multiplicity
of the weight space µ. Applying f2ρ to schλ gives
f2ρ(schλ) =
∑
µ
(−1)[µ]m(µ)eh(2ρ,µ),
which is just sdimq(Vλ).
Applying f2ρ to schλ, and using the variant of Weyl’s denominator formula in Appendix
C, gives ∏
α∈Φ
+
0
(eh(α,ρ) − e−h(α,ρ))
∏
β∈Φ+1
(eh(β,ρ) + e−h(β,ρ))
∑
µ
(−1)[µ]m(µ)eh(2ρ,µ)
= (−1)[λ]
∑
σ∈W
ǫ′(σ)eh(2ρ,σ(λ+ρ)),
= (−1)[λ]f2λ+2ρ
∑
σ∈W
ǫ′(σ)eσ(ρ). (3.27)
Rewriting the right hand side of (3.27) as
(−1)[λ]
∏
α∈Φ
+
0
(eh(α,λ+ρ) − e−h(α,λ+ρ))
∏
β∈Φ+1
(eh(β,λ+ρ) + e−h(β,λ+ρ)),
yields the desired result.
The quantum superdimension of the fundamental Uq(osp(1|2n))-module V is
sdimq(V ) = 1− q
2n − q−2n
q − q−1 , (3.28)
where the grading of the highest weight vector of V is odd.
3.5 Spectral decomposition of RˇV,V
Let Vλ and Vµ be finite dimensional irreducible Uq(g)-modules with integral dominant
highest weights λ and µ, respectively. Let Rλ,µ be as in Theorem 3.3.2 and define RˇVλ,Vµ ∈
HomC(Vλ ⊗ Vµ, Vµ ⊗ Vλ) by
RˇVλ,Vµ(vλ ⊗ vµ) = P ◦
(
Rλ,µ(vλ ⊗ vµ)
)
, (3.29)
where vλ ∈ Vλ and vµ ∈ Vµ are weight vectors and P is the graded permutation operator.
Lemma 3.5.1. Let Vλ be an irreducible Uq(g)-module with integral dominant highest weight
λ, then
RˇVλ,Vλ ∈ EndUq(g)(Vλ ⊗ Vλ).
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Proof. We follow Lemma 2.3.2 (i) to prove that
RˇVλ,Vλ · (πλ ⊗ πλ)
(
∆(x)
)
= (πλ ⊗ πλ)
(
∆(x)
) · RˇVλ,Vλ,
then the result follows.
For n = 1, V ⊗ V decomposes into a direct sum of irreducible Uq(g)-modules (see
[Zh92b]):
V ⊗ V = V2ǫ1 ⊕ Vǫ1 ⊕ V0, (3.30)
and for n ≥ 2, we have
V ⊗ V = V2ǫ1 ⊕ Vǫ1+ǫ2 ⊕ V0. (3.31)
Lemma 3.5.2. Let n ≥ 2 and let {P [µ] ∈ EndUq(g)(V ⊗ V )| µ = 2ǫ1, ǫ1 + ǫ2, 0} be a
set of even Uq(g)-linear maps: P [µ] : V ⊗ V → V ⊗ V , where the image of P [µ] is Vµ
and the maps satisfy
(
P [µ]
)2
= P [µ] and P [µ]P [ν] = δµνP [µ]. Then there is a spectral
decomposition of RˇV,V :
RˇV,V = −qP [2ǫ1] + q−1P [ǫ1 + ǫ2] + q−2nP [0].
Proof. As RˇV,V ∈ EndUq(g)(V ⊗ V ), we can write
RˇV,V = β2ǫ1P [2ǫ1] + βǫ1+ǫ2P [ǫ1 + ǫ2] + β0P [0],
for some set of constants {βµ ∈ C| µ = 2ǫ1, ǫ1+ ǫ2, 0}, where βµ is the scalar action of RˇV,V
on the irreducible Uq(g)-submodule Vµ ⊂ V ⊗ V . We explicitly calculate each βµ using
RV,V .
Let {vi| − n ≤ i ≤ n} be the basis of weight vectors of V given in Lemma 3.2.2.
The highest weight vector of V2ǫ1 is w2ǫ1 = v1 ⊗ v1, the highest weight vector of Vǫ1+ǫ2 is
wǫ1+ǫ2 = v1⊗v2−q−1v2⊗v1 and the highest weight vector of the trivial module V0 ⊂ V ⊗V
is
w0 =
n∑
i=−n
civi ⊗ v−i,
where {ci ∈ C| − n ≤ i ≤ n} is a set of non-zero constants inductively defined by
cn = −c0, c−n = q−1c0,
cn−1 = −qcn, c−(n−1) = −q−1c−n,
ci = −qci+1, c−i = −q−1c−(i+1),
where i = 1, 2, . . . , n− 2 and we fix c0 6= 0.
To study the action of RˇV,V on the highest weight vectors w2ǫ1, wǫ1+ǫ2 and w0, we note
that the weight space decomposition of V gives rise to the following results:
π(fǫi)
3 = π(eǫi)
3 = 0, for all i = 1, . . . , n, (3.32)
π(fγ)
2 = π(eγ)
2 = 0, for all γ ∈ φ where γ 6= ǫi. (3.33)
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Using (3.32) and (3.33), we have
(π ⊗ π)R˜ = (π ⊗ π)
∏
γ∈φ
Rγ (3.34)
where the product is ordered according to the same normal ordering N (φ) used to con-
struct the root vectors so that given N (φ) = γ1 ≺ γ2 ≺ · · · ≺ γk, we fix
∏
γ∈φRγ =
Rγ1Rγ2 · · ·Rγk , where
Rγ =

2∑
k=0
(q−1 − q)k(eγ ⊗ fγ)k
[k]−q−1 !
, if γ = ǫi,
1∑
k=0
(q − q−1)k(eγ ⊗ fγ)k
[k]q−2 !
, if γ 6= ǫi.
=
 1⊗ 1 + (q−1 − q)(eγ ⊗ fγ) +
(q−1 − q)2(eγ ⊗ fγ)2
(1− q−1) , if γ = ǫi,
1⊗ 1 + (q − q−1)(eγ ⊗ fγ), if γ 6= ǫi.
Using this, we have RˇV,V (w2ǫ1) = −qw2ǫ1 and RˇV,V (wǫ1+ǫ2) = q−1wǫ1+ǫ2. Calculating β0 is
more difficult: note that
RˇV,V
c−1v−1 ⊗ v1 + n∑
i=−n
i 6=−1
civi ⊗ v−i
 = −q−1c−1v1 ⊗ v−1 + n∑
j=−n
j 6=−1
c′jv−j ⊗ vj ,
for some set of non-zero constants
{
c′j ∈ C| − n ≤ j ≤ n, j 6= −1
}
. Recall that RˇV,V (w0) =
β0w0, so we obtain β0 by comparing −q−1c−1 and c1. Now c−1 = (−1)n−1q−nc0 and
c1 = (−1)nqn−1c0, thus β0 = q−2n.
Lemma 3.5.3. Let n = 1 and let {P [µ] ∈ EndUq(g)(V ⊗V )| µ = 2ǫ1, ǫ1, 0} be a set of even
Uq(g)-linear maps: P [µ] : V ⊗ V → V ⊗ V , where the image of P [µ] is Vµ and the maps
satisfy
(
P [µ]
)2
= P [µ] and P [µ]P [ν] = δµνP [µ]. Then there is a spectral decomposition of
RˇV,V :
RˇV,V = −qP [2ǫ1] + q−1P [ǫ1] + q−2P [0].
Proof. The proof is almost identical to the proof of Lemma 3.5.2 with just the following
minor difference. The decomposition of V ⊗ V is given in (3.30) and the highest weight
vector of Vǫ1 is wǫ1 = v1⊗v0+ q−1v0⊗v1. To complete the proof we note that RˇV,V (wǫ1) =
q−1wǫ1.
From this we can write down the following important result:
Corollary 3.5.1. For each n ≥ 1, RˇV,V satisfies
(RˇV,V + q)(RˇV,V − q−1)(RˇV,V − q−2n) = 0. (3.35)
Note that the expression for (π ⊗ π)R˜ in (3.34) readily allows the use of (π ⊗ π)RV,V
and RˇV,V in calculations.
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3.6 A representation of the Birman-Wenzl-Murakami
algebra
In this section we will define a map from the Birman-Wenzl-Murakami algebra BW f(r, q)
[BW89, We90] to a subalgebra Cf of the centraliser algebra of V ⊗f . This will allow us to
map matrix units in BW f (r, q) (see [RW92]) to matrix units of Cf .
Before defining the map from BW f(r, q) to Cf , we need to obtain some preliminary
results.
Definition 3.6.1. Define Ct to be the algebra over C generated by the elements{
Rˇ±1i ∈ EndUq(g)(V ⊗t)| 1 ≤ i ≤ t− 1
}
, where
Rˇi = id
⊗(i−1) ⊗ RˇV,V ⊗ id⊗(t−(i+1)) ∈ EndUq(g)(V ⊗t). (3.36)
Let us investigate Ct. Let {vi| − n ≤ i ≤ n} be the basis of weight vectors of V given
in Lemma 3.2.2 and let {v∗i | − n ≤ i ≤ n} be a basis of V ∗ such that 〈v∗i , vj〉 = δij and
[v∗i ] = [vi]; we have
avi =
∑
j
〈v∗j , avi〉vj , av∗i =
∑
j
〈av∗i , vj〉v∗j , ∀a ∈ Uq(g).
Define eˇ ∈ EndC(V ⊗ V ∗) by
eˇ(x⊗ y∗) = (−1)[y∗][x]〈y∗, v−1u x〉
n∑
i=−n
vi ⊗ v∗i ,
where v and u are the elements vǫ1 , uǫ1 ∈ U+q (g) respectively.
Lemma 3.6.1. The map eˇ satisfies
(i) (eˇ)2 = sdimq(V )eˇ,
(ii) aeˇ = ǫ(a)eˇ, ∀a ∈ Uq(g),
(iii) eˇa = ǫ(a)eˇ, ∀a ∈ Uq(g),
(iv) eˇ2Rˇ1eˇ2 = q
2neˇ2, where
eˇ2 = idV ⊗ eˇ : V ⊗ V ⊗ V ∗ → V ⊗ V ⊗ V ∗,
Rˇ1 = RˇV,V ⊗ idV ∗ : V ⊗ V ⊗ V ∗ → V ⊗ V ⊗ V ∗.
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Proof. (i)
(eˇ)2(x⊗ y∗) = (−1)[y∗][x]〈y∗, v−1ux〉
∑
i
(−1)[vi]〈v∗i , v−1u vi〉
∑
j
vj ⊗ v∗j
= sdimq(V )(−1)[y∗][x]〈y∗, v−1u x〉
∑
j
vj ⊗ v∗j = sdimq(V )eˇ(x⊗ y∗).
(ii) By definition, aeˇ = aV⊗V ∗ ◦ eˇ; we calculate that
aeˇ(x⊗ y∗) = (−1)[y∗][x]〈y∗, v−1ux〉
∑
(a),i,j,k
〈v∗j , a(1)vi〉〈v∗i , S(a(2))vk〉vj ⊗ v∗k
= (−1)[y∗][x]〈y∗, v−1ux〉
∑
(a),j,k
〈v∗j , a(1)S(a(2))vk〉vj ⊗ v∗k
= ǫ(a)(−1)[y∗][x]〈y∗, v−1ux〉
∑
k
vk ⊗ v∗k = ǫ(a)eˇ(x⊗ y∗).
Similar calculations prove (iii) and (iv) (see [LR97] for the corresponding calculations
in ungraded quasitriangular Hopf algebras).
Define eˆ ∈ EndC(V ∗ ⊗ V ) by
eˆ(x∗ ⊗ y) = 〈x∗, y〉
n∑
i=−n
(−1)[vi]v∗i ⊗ vu−1 vi,
where v and u are set to be vǫ1 and uǫ1, respectively.
Lemma 3.6.2. The map eˆ satisfies
(i) (eˆ)2 = sdimq(V )eˆ,
(ii) aeˆ = ǫ(a)eˆ, ∀a ∈ Uq(g),
(iii) eˆa = ǫ(a)eˆ, ∀a ∈ Uq(g),
(iv) eˆ2Rˇ
−1
1 eˆ2 = q
−2neˆ2 where
eˆ2 = idV ∗ ⊗ eˆ : V ∗ ⊗ V ∗ ⊗ V → V ∗ ⊗ V ∗ ⊗ V.
Proof. The proofs of (i)–(iv) are similar to the proofs of parts (i)–(iv) of Lemma 3.6.1.
Remark 3.6.1. The maps eˇ and eˆ are Uq(g)-invariant maps onto one-dimensional Uq(g)-
submodules in V ⊗ V ∗ and V ∗ ⊗ V , respectively.
A representation of the Birman-Wenzl-Murakami algebra 43
Recall that V ⊗V has the decomposition into irreducible Uq(g)-modules given in (3.30)–
(3.31) and that there exists an even Uq(g)-invariant map P [0] : V ⊗V → V ⊗V , the image
of which is V0 ⊂ V ⊗ V , defined in Lemmas 3.5.2–3.5.3. Recall that V ∗ ∼= V and define
E = (id⊗ T−1) ◦ eˇ ◦ (id⊗ T ) = (T−1 ⊗ id) ◦ eˆ ◦ (T ⊗ id) = sdimq(V )P [0],
where T is the isomorphism T : V → V ∗ given in Eq. (3.5). Furthermore, define the
elements
Ei = id
⊗(i−1) ⊗ E ⊗ id⊗(t−(i+1)) ∈ EndUq(g)(V ⊗t), i = 1, . . . , t− 1.
Lemma 3.6.3. The elements Rˇi, Ei ∈ EndUq(g)(V ⊗t) satisfy the relations
(i) RˇiRˇi+1Rˇi = Rˇi+1RˇiRˇi+1, 1 ≤ i ≤ t− 2,
(ii) RˇiRˇj = RˇjRˇi, |i− j| > 1,
(iii) (Rˇi + q)(Rˇi − q−1)(Rˇi − q−2n) = 0, 1 ≤ i ≤ t− 1,
(iv) −Rˇi + Rˇ−1i = (q − q−1)(1− Ei),
(v) EiRˇ
±1
i−1Ei = q
±2nEi,
(vi) EiRˇ
±1
i = Rˇ
±1
i Ei = q
∓2nEi, 1 ≤ i ≤ t− 1.
Proof. The proofs of (i) and (ii) follow from Lemma 2.3.2 and the proof of (iii) follows from
Corollary 3.5.1. The proof of (v) follows from Lemmas 3.6.1–3.6.2. The proofs of (iv) and
(vi) follow from the definition of Ei, Eq. (3.28) and the fact that Rˇ1 acts on V0 ⊂ V ⊗ V
as a scalar multiple of the identity: Rˇ1w = q
−2nw for all w ∈ V0.
We recall the definition of the Birman-Wenzl-Murakami algebraBW f (r, q) from [RW92].
Let r and q be non-zero complex parameters and let f ≥ 2 be an integer. The Birman-
Wenzl-Murakami algebra BW f (r, q) is the algebra over C generated by the invertible
elements {gi| 1 ≤ i ≤ f − 1} subject to the relations
gigj = gjgi, |i− j| > 1,
gigi+1gi = gi+1gigi+1, 1 ≤ i ≤ f − 2,
eigi = r
−1ei, 1 ≤ i ≤ f − 1,
eig
±1
i−1ei = r
±1ei, 1 ≤ i ≤ f − 1,
where ei is defined by
(q − q−1)(1− ei) = gi − g−1i , 1 ≤ i ≤ f − 1.
It can be shown that each gi also satisfies
(gi − r−1)(gi + q−1)(gi − q) = 0.
From Lemma 3.6.3 we have the following result:
Lemma 3.6.4. Let q ∈ C be non-zero and not a root of unity. Then there is an algebra
homomorphism Υ : BW f (−q2n, q)→ Cf ⊆ EndUq(g)(V ⊗f ) defined by
Υ : gi 7→ −Rˇi.
44 Chapter 3. Quantum osp(1|2n) at generic q
3.7 Bratteli diagrams and path algebras
3.7.1 Bratteli diagrams
To proceed further with the study of BW f(r, q) we now need the notions of Bratelli
diagrams and Path algebras related to Bratelli diagrams , both of which we take from [LR97].
(The reader is also referred to [GHJ89, Chap. 2]).
A Bratteli diagram is an undirected graph that encodes information about a sequence
C = A0 ⊂ A1 ⊂ A2 ⊂ · · · of inclusions of finite dimensional semisimple algebras [RW92].
In a graph-theoretic sense, the properties of a Bratteli diagram are that
(i) the vertices are elements of certain sets A˜t, t ∈ Z+, and
(ii) if we let n(a, b) ∈ Z+ denote the number of edges between the vertices a and b, then
n(a, b) = 0 for any vertices a ∈ A˜i and b ∈ A˜j where |i− j| 6= 1.
Assume that A˜0 consists of a unique vertex we denote by ∅. We call the elements of A˜t
shapes and say that A˜t is the set of shapes on the t
th level of the Bratteli diagram. If
λ ∈ A˜t is connected to µ ∈ A˜t+1 in the Bratteli diagram we write λ ≤ µ.
A multiplicity free Bratteli diagram is a Bratteli diagram in which any two vertices are
connected by no more than one edge. All Bratteli diagrams considered in this thesis are
multiplicity free.
Let A be a Bratteli diagram and let λ ∈ A˜r and µ ∈ A˜t for some 0 ≤ r < t. We define
a path from λ to µ to be a sequence of shapes
P = (sr, sr+1, . . . , st),
where λ = sr ≤ sr+1 ≤ · · · ≤ st−1 ≤ st = µ and each si is a shape on the ith level of A.
Given a path T = (λ, . . . , µ) from λ to µ and a path S = (µ, . . . , ν) from µ to ν we
define the concatenation of T and S to be the path from λ to ν defined by
T ◦ S = (λ, . . . , µ, . . . , ν).
We define a tableau T of shape λ to be a path from ∅ ∈ A˜0 to λ and we write shp(T ) = λ.
We say that the length of T is t if there are t + 1 shapes in the tableau.
3.7.2 Path algebras related to Bratteli diagrams
We now define the concept of a Path algebra for a Bratteli diagram A. For each t ∈ Z+,
let T t be the set of tableaux of length t in A and let Ωt ⊂ T t×T t be the set of pairs (S, T )
of tableaux where shp(S) = shp(T ), that is S and T both end in the same shape. Let us
also define an algebra At over C generated by
{EST | (S, T ) ∈ Ωt},
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where the algebra multiplication is defined by
ESTEPQ = δTPESQ.
Note that A0 ∼= C. Each element a ∈ At can be written in the form
a =
∑
(S,T )∈Ωt
aSTEST , aST ∈ C.
We refer to the collection of algebras At, t ∈ Z+, as the tower of path algebras corresponding
to the Bratteli diagram A.
Each of the algebras At is isomorphic to a direct sum of matrix algebras. The irreducible
representations of At are indexed by the elements of A˜t, that is, the set of shapes on the
tth level of A. Let T λ denote the set of tableaux of shape λ, then the cardinality dλ of
T λ ∩ T t is equal to the dimension of the irreducible At-module indexed by λ ∈ A˜t. We
record this in the formula
At ∼=
⊕
λ∈A˜t
Mdλ(C),
where Md(C) denotes the algebra of d× d matrices with complex entries.
We now define some useful sets. Let T µλ be the set of paths in A from the shape λ to
the shape µ and let T tr be the set of paths starting on the rth level of A and going down to
the tth level. Furthermore, let T tλ be the set of paths in A from the shape λ to any shape
on the tth level of A.
We also define Ωµλ ⊂ T µλ × T µλ to be the set of pairs (S, T ) of paths S, T ∈ T µλ and
Ωtr ⊂ T tr × T tr to be the set of pairs (S, T ) of paths where in both situations we have
shp(S) = shp(T ).
We define the inclusion of path algebras Ar ⊆ At for 0 ≤ r < t as follows: for each pair
(P,Q) ∈ Ωr we fix EPQ ∈ At by
EPQ =
∑
T∈T tλ∩T
t
r
EP◦T,Q◦T , where λ = shp(P ) = shp(Q).
In particular, we have As ⊆ As+1 for each s ∈ Z+.
Let λ ∈ A˜t and let Vλ be an irreducible representation of At indexed by λ. The
restriction of Vλ to the subalgebra At−1 ⊆ At decomposes into irreducible representations
of At−1 according to
Vλ ↓AtAt−1∼=
⊕
µ∈λ−
Vµ, where λ− = {ν ∈ A˜t−1| ν ≤ λ}.
This decomposition is multiplicity free as the Bratteli diagram A is multiplicity free.
For each r ∈ Z+ satisfying r < t, the centraliser of Ar contained in At is defined by
L(Ar ⊆ At) = {a ∈ At| ab = ba, ∀b ∈ Ar}.
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Let now (S, T ) be a pair of paths each starting on the rth level of A at the shape λ and
ending on the tth level of A at the shape µ. For each such pair we define EST ∈ At by
EST =
∑
P∈T λ∩T r
EP◦S,P◦T ,
which we can think of as the sum of all ‘paths’ ending in (S, T ). We then have the following
lemma, stated in [LR97, Prop. (1.4)] and proved in [GHJ89, Sect. 2.3].
Lemma 3.7.1. A basis of L(Ar ⊆ At) is given by the elements
{EST | (S, T ) ∈ Ωµλ ∩ Ωtr, λ ∈ A˜r, µ ∈ A˜t}.
From Lemma 3.7.1 we have the following corollary, which is proved in [LR97, Cor. (1.5)−
(1.6)].
Corollary 3.7.1. Let the collection of algebras At, t ∈ Z+, be a tower of path algebras
corresponding to a Bratteli diagram A and suppose that gi ∈ Ai+1, i ∈ N, are elements
such that
(i) for each t, the elements {gi| 1 ≤ i ≤ t− 1} generate At, and
(ii) gigj = gjgi for all i, j satisfying |i− j| > 1,
then
gt−1 =
∑
(P,Q)∈Ωtt−2
(gt−1)PQEPQ, (gt−1)PQ ∈ C.
Furthermore, if the elements g1, g2, . . . , gt−1 satisfy the relation gigi+1gi = gi+1gigi+1 for all
1 ≤ i ≤ t− 2, then the element
Dt = gt−1gt−2 · · · g1g1 · · · gt−2gt−1 ∈ At
can be expressed as
Dt =
∑
S∈T tt−1
DSSESS, DSS ∈ C.
3.7.3 Centraliser algebras
Let U be a Z2-graded Hopf algebra over C. Let V be a finite dimensional U -module
with the property that V ⊗t is completely reducible for each t ∈ Z+. We will now define
the concepts of a Bratteli diagram for tensor powers of V and the Bratteli diagram for
V ⊗t. Furthermore, we aim to show that the centraliser Lt of U in EndC(V ⊗t) defined by
Lt = EndU(V ⊗t) is isomorphic to the path algebra At of the Bratteli diagram for V ⊗t.
In this subsection we regard all modules as being graded. By convention V ⊗0 ∼= C and
thus L0 = C. If V is an irreducible U -module then L1 ∼= C by Schur’s lemma. For all
0 ≤ r < t we define the inclusion Lr ⊆ Lt by a 7→ a⊗ id⊗(t−r) for all a ∈ Lr. Now Lt acts
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on V ⊗t in the obvious way. Since U and Lt commute, V ⊗t has a natural Lt ⊗ U -module
structure.
Let {Λλ| λ ∈ I} be the set of non-isomorphic finite dimensional irreducible U -modules.
Then by the double centraliser theorem there exists a finite subset L˜t of I such that
V ⊗t ∼=
⊕
λ∈L˜t
Lλ ⊗ Λλ,
where each Lλ is an irreducible Lt-module such that Lλ 6∼= Lµ if λ 6= µ.
We now assume that V is an irreducible U -module and we consider the Bratteli diagram
for tensor powers of V . Let λ ∈ L˜t for some t. Then we have the decomposition
Λλ ⊗ V =
⊕
µ∈L˜t+1
(Λµ)
⊕nλ(µ) , nλ(µ) ∈ Z+, (3.37)
of Λλ ⊗ V into a direct sum of irreducible U -modules. The non-negative integer nλ(µ) is
the multiplicity of Λµ in the decomposition. We say that the decomposition of Λλ ⊗ V is
multiplicity free if nλ(µ) ≤ 1 for all µ ∈ L˜t+1.
The branching rule for inclusion Lt ⊆ Lt+1 describes the decomposition of the Lt+1-
module Lν into Lt-modules
Lν =
⊕
λ∈L˜t
(Lλ)⊕nλ(ν), nλ(ν) ∈ Z+. (3.38)
Note that the positive integers nλ(ν) appearing in (3.37) and (3.38) are the same [LR97].
The Bratteli diagram for tensor powers of V is defined as follows: for each t ∈ Z+ fix
the vertices on the tth level of the Bratteli diagram to be the elements of L˜t. Then a vertex
λ ∈ L˜t is connected to a vertex µ ∈ L˜t+1 by nλ(µ) edges.
For a fixed t, the Bratteli diagram for V ⊗t is an undirected graph with vertices given
by the elements of
⋃t
i=0 L˜i, and the edges are such that a vertex λ ∈ L˜i is connected to a
vertex µ ∈ L˜i+1 by nλ(µ) edges for each 0 ≤ i ≤ t− 1.
Let V be a finite dimensional irreducible U -module with the property that for every
irreducible U -module W , the decomposition of the tensor product W ⊗ V is multiplicity
free. In this case, we say that tensoring by V is multiplicity free. We will show that the
centraliser algebra Lt = EndU(V ⊗t) is isomorphic to the path algebra At associated with
the Bratteli diagram for V ⊗t.
We construct an algebra isomorphism At → Lt inductively. Assume that there is an
identification of Lt with the path algebra At for some t ≥ 0, so that
V ⊗t =
⊕
λ∈L˜t
( ⊕
T∈T λ∩T t
ETTV
⊗t
)
is a decomposition of V ⊗t into irreducible U -modules Λλ where the U -submodule ETTV
⊗t
is isomorphic to Λλ when shp(T ) = λ. The map ETT is a U -invariant map from V
⊗t onto
a U -submodule isomorphic to Λλ.
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Let T = (∅, s1, s2, . . . , λ) ∈ T λ be a tableau of length t and let ETTV ⊗t ∼= Λλ for some
λ ∈ L˜t. As tensoring by V is multiplicity free, the decomposition
(ETTV
⊗t)⊗ V =
⊕
ν∈L˜t+1
λ≤ν
VT◦ν , (3.39)
is multiplicity free and thus unique, where T ◦ ν is the tableau
T ◦ ν = (∅, s1, s2, . . . , λ, ν), λ ≤ ν,
and VT◦ν ∼= Λν .
The next step is to identify ET◦ν,T◦ν with the unique U -invariant projection operator
mapping (ETTV
⊗t) ⊗ V onto VT◦ν . This way we identify each element ESS of the path
algebra At+1, where S ∈ T t+1, with an element of Lt+1. Thus we have the decomposition
V ⊗(t+1) =
⊕
ν∈L˜t+1
( ⊕
S∈T ν∩T t+1
ESSV
⊗(t+1)
)
,
of V ⊗(t+1) into irreducible U -modules ESSV
⊗(t+1) = VS ∼= Λν , where ν ∈ L˜t+1 and S ∈
T ν ∩ T t+1.
We now identify the other elements in the basis {EPQ ∈ At+1| (P,Q) ∈ Ωt+1} with
elements of Lt+1. For each pair of paths (P,Q) ∈ Ωt+1 we choose non-zero elements
EPQ ∈ EPPLt+1EQQ, EQP ∈ EQQLt+1EPP ,
normalised in such a way that EPQEQP = EPP and EQPEPQ = EQQ. Thus there is an
algebra isomorphism At+1 → Lt+1.
We then have the following theorem.
Theorem 3.7.1. Let V be a finite dimensional irreducible U-module such that V ⊗t is
completely reducible for each t ∈ Z+ and such that tensoring by V is multiplicity free.
Then for any t ∈ Z+, the centraliser algebra Lt = EndU(V ⊗t) is isomorphic to the path
algebra At corresponding to the Bratteli diagram for V
⊗t.
3.8 Projections from V ⊗t onto irreducible Uq(g)-modules
In this section we define projections from V ⊗t onto irreducible Uq(g)-modules Vλ ⊂ V ⊗t,
λ ∈ P+, using elements of Ct. No substantially new results appear in this section, however,
we are not aware of this specific formulation of the projections in the literature. In addition,
this work provides a model for the definition of the U
(N)
q (g)-modules in Chapter 4.
Let Vµ be a finite dimensional irreducible Uq(g)-module with highest weight µ ∈ P+.
Since each weight space of V is one-dimensional, Vµ ⊗ V is multiplicity free.
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Definition 3.8.1. We define P+µ ⊂ P+ to be the set such that for each λ ∈ P+µ , Vλ appears
in Vµ ⊗ V as an irreducible submodule.
Now each λ ∈ P+µ can only have one of the following three forms: µ, µ + ǫi, µ − ǫi for
some i. Thus
P+µ ⊆ P0µ = {µ, µ± ǫi ∈ P+| 1 ≤ i ≤ n}.
Definition 3.8.2. Let Vµ be an irreducible Uq(g)-module with highest weight µ ∈ P+, then
Vµ ⊗ V =
⊕
λ∈P+µ
Vλ. Let
{
pµ[λ] ∈ EndUq(g)(Vµ ⊗ V )| λ ∈ P+µ
}
be a set of even maps
pµ[λ] : Vµ ⊗ V → Vµ ⊗ V
such that
(i) the image of pµ[λ] is Vλ,
(ii)
(
pµ[λ]
)2
= pµ[λ],
(iii) pµ[λ] · pµ[ν] = δλνpµ[λ].
We call each such pµ[λ] a projection.
Recall that for each integral dominant λ, there exists an element vλ ∈ U+q (g) defined
in Eq. (3.24) that acts on each vector in the finite dimensional irreducible Uq(g)-module
Vλ as the multiplication by the scalar q
−(λ+2ρ,λ).
For each µ ∈ P+ and each λ ∈ P+µ , define pµ[λ] ∈ EndUq(g)(Vµ ⊗ V ) by
pµ[λ] = (πµ ⊗ π)
∏
ν∈P+µ
ν 6=λ
∆(vξ)− q−(ν+2ρ,ν)
q−(λ+2ρ,λ) − q−(ν+2ρ,ν)
 , (3.40)
where vξ is the element vλ ∈ P+ with λ = ξ, for some integral dominant ξ which is
chosen so that vξ acts as the multiplication by the scalar q
−(ν+2ρ,ν) on each vector in the
irreducible Uq(g)-module Vν , for each ν ∈ P+µ . For each integral dominant µ there al-
ways exists at least one such ξ. To see this, all we need is some Eξ given by Eq. (3.12):
Eξ =
n∏
a=1
s∑
b=p
(Ja)
b ⊗ Pa[b], such that the element E =
n∏
a=1
s∑
b=p
Pa[b](Ja)
−b acts as the multi-
plication by the scalar q−(ζ,ζ) on each weight vector wζ ∈ Vν ⊆ Vµ ⊗ V , where wζ has the
weight ζ , and this is true for each ν ∈ P+µ .
The element E has this action whenever s is sufficiently large enough and the absolute
value of the negative integer p is sufficiently large enough, and so all we need do is to
choose some ξ for which this is true.
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To do this, for each ν ∈ P+µ let Iν be the set of distinct weights of the weight vectors
of Vν , then (ζν , ǫi) ∈ Z for each weight ζν ∈ Iν and each i = 1, . . . , n. Let
m = max
{|(ζν, ǫi)| ∈ Z+∣∣ ζν ∈ Iν , ν ∈ P+µ , i = 1, . . . , n},
then fixing ξ =
∑n
i=1mǫi yields elements Eξ and E with the desired properties.
Note that (πµ ⊗ π)∆(vξ) in (3.40) is diagonalisable as Vµ ⊗ V is completely reducible
and ∆(vξ) acts on each irreducible Uq(g)-submodule Vν ⊂ Vµ ⊗ V as the multiplication by
the scalar q−(ν+2ρ,ν).
Lemma 3.8.1. The maps pµ[λ] are well-defined and satisfy
(i)
(
pµ[λ]
)2
= pµ[λ],
(ii) pµ[λ] · pµ[ν] = δλνpµ[λ],
(iii)
∑
λ∈P+µ
pµ[λ] = idVµ⊗V .
Proof. If α and β are the highest weights of irreducible Uq(g)-submodules in Vµ⊗ V , then
(α + 2ρ, α) = (β + 2ρ, β) implies that α = β. Then pµ[λ] is well defined as tensoring by
V is multiplicity free and q is not a root of unity. The proof of (i) follows from the result(
pµ[λ]
)2
(Vµ ⊗ V ) = pµ[λ](Vλ) = Vλ. For (ii) the case λ = ν reduces to (i), and for λ 6= ν
we have
pµ[λ] · pµ[ν] = (πµ ⊗ π)
 ∏
λ′∈P+µ
λ′ 6=λ
∆(vξ)− q−(λ′+2ρ,λ′)
q−(λ+2ρ,λ) − q−(λ′+2ρ,λ′)
∏
ν′∈P+µ
ν′ 6=ν
∆(vξ)− q−(ν′+2ρ,ν′)
q−(ν+2ρ,ν) − q−(ν′+2ρ,ν′)
 = 0.
(iii)
∑
λ∈P+µ
pµ[λ] (Vµ ⊗ V ) =
⊕
λ∈P+µ
Vλ = Vµ ⊗ V .
Note that (πµ ⊗ π)
∏
λ∈P+µ
(
∆(vξ)− q−(λ+2ρ,λ)
)
= 0.
We introduce some notation. Let T t be the set of tableaux of length t derived from the
Bratteli diagram for V ⊗t. Let
it = (0, s1, s2, . . . , st) ∈ T t.
We write λti = i
t where λ = st.
Let it ∈ T t and sj , sj+1 ∈ it. Define a map
pt−(j+1)sj [sj+1] :
(
Vsj ⊗ V
)⊗ V ⊗(t−(j+1)) → Vsj+1 ⊗ V ⊗(t−(j+1))
by
pt−(j+1)sj [sj+1] = psj [sj+1]⊗ id⊗(t−(j+1)).
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Lemma 3.8.2. The map p
t−(j+1)
sj [sj+1] satisfies
(i)
(
p
t−(j+1)
sj [sj+1]
)2
= p
t−(j+1)
sj [sj+1],
(ii) p
t−(j+1)
sj [sj+1] · pt−(j+1)sj [rj+1] = δsj+1,rj+1pt−(j+1)sj [sj+1],
(iii)
∑
sj+1∈P
+
sj
pt−(j+1)sj [sj+1] = idVsj⊗V ⊗(t−j).
Proof. The proofs of parts (i) and (ii) follow from Lemma 3.8.1 (i) and (ii), respectively.
The proof of (iii) follows from Lemma 3.8.1 (iii): explicitly, we have∑
sj+1∈P
+
sj
pt−(j+1)sj [sj+1] ·
(
Vsj ⊗ V
)⊗ V ⊗(t−(j+1)) = Vsj ⊗ V ⊗ V ⊗t−(j+1).
Definition 3.8.3. Let p˜ti[λ] ∈ EndUq(g)(V ⊗t) be a map p˜ti[λ] : V ⊗t → Vλ ⊂ V ⊗t defined by
p˜ti[λ] = p
0
st−1[λ]p
1
st−2[st−1] · · · pt−2ǫ1 [s2],
where λti ∈ T t. We say that p˜ti[λ] projects from V ⊗t onto Vλ by the path λti ∈ T t and we
call p˜ti[λ] a path projection of length t.
Lemma 3.8.3. The map p˜ti[λ] satisfies
(i)
(
p˜ti[λ]
)2
= p˜ti[λ],
(ii) p˜ti[λ] · p˜tj[λ] =
{
0, if it 6= jt,
p˜ti[λ], if i
t = jt,
(iii) p˜ti[λ] · p˜tj[µ] = 0 if λ 6= µ.
Furthermore, the map Pt =
∑
it∈T t
p˜ti[λ] is the identity on V
⊗t.
Proof.
(i) This follows from Lemma 3.8.2 (i).
(ii) For it = jt the case reduces to (i), let it 6= jt where
it = (0, s1, s2, . . . , sk−1, sk, rk+1, . . . , rt−2, rt−1, λ),
jt = (0, s1, s2, . . . , sk−1, sk, sk+1, . . . , st−2, st−1, λ).
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Now it, jt ∈ T t and rk+1 6= sk+1 for some 2 ≤ k + 1 ≤ t, then
p˜ti[λ] · p˜tj [λ] = p0rt−1[λ]p1rt−2 [rt−1] · · · pt−k−1sk [rk+1]pt−ksk−1[sk]pt−k+1sk−2 [sk−1] · · · pt−2s1 [s2]
×p0st−1[λ]p1st−2 [st−1] · · · pt−k−1sk [sk+1]pt−ksk−1[sk]pt−k+1sk−2 [sk−1] · · · pt−2s1 [s2]
= p0rt−1[λ]p
0
st−1
[λ]p1rt−2 [rt−1]p
1
st−2
[st−1] · · ·pt−k−1sk [rk+1]pt−k−1sk [sk+1]
×pt−ksk−1 [sk]pt−ksk−1 [sk]pt−k+1sk−2 [sk−1]pt−k+1sk−2 [sk−1] · · ·pt−2s1 [s2]pt−2s1 [s2]
= 0,
as pt−k−1sk [rk+1] · pt−k−1sk [sk+1] = 0.
(iii) Assume that
it = (0, s1, s2, . . . , sk−1, sk, rk+1, . . . , rt−2, rt−1, λ),
jt = (0, s1, s2, . . . , sk−1, sk, sk+1, . . . , st−2, st−1, µ),
where rk+1 6= sk+1 for some 2 ≤ k + 1 ≤ t. The calculations are similar to those of
(ii) and we have p˜ti[λ] · p˜tj [µ] = 0.
The last claim follows inductively from the result in Lemma 3.8.1 that
∑
λ∈P+µ
pµ[λ] = idVµ⊗V .
Recall that Ct is the algebra over C generated by the elements{
Rˇ±1i ∈ EndUq(g)(V ⊗t)| 1 ≤ i ≤ t− 1
}
.
Proposition 3.8.1. For each path λti ∈ T t, p˜ti[λ] ∈ Ct.
Proof. We prove the proposition inductively. Firstly, for some appropriately chosen integral
dominant weight ξ,
(π ⊗ π)∆(vξ) = (π ⊗ π)
[
(vξ ⊗ vξ)
(
RTξ,ξRξ,ξ
)−1]
= q−2(ǫ1+2ρ,ǫ1)Rˇ−2 ∈ C2.
Now assume that p˜
(t−1)
i [µ] ∈ C(t−1) where p˜(t−1)i [µ] is a path projection p˜(t−1)i [µ] : V ⊗(t−1) →
Vµ and Vµ is an irreducible Uq(g)-submodule of V
⊗(t−1). We will show that (πµ ⊗ π)∆(vζ)
is an element of Ct for some appropriately chosen ζ . Let ζ be an integral dominant weight
such that the element vζ ∈ U+q (g) acts as the multiplication by the scalar q−(λ+2ρ,λ) on each
vector in the irreducible Uq(g)-submodule Vλ ⊂ Vµ ⊗ V for each λ ∈ P+µ . Now
(πµ ⊗ π)∆(vζ) = (πµ ⊗ π)
[
(vζ ⊗ vζ)
(
RTζ,ζRζ,ζ
)−1]
= q−(µ+2ρ,µ)−(ǫ1+2ρ,ǫ1)(p˜
(t−1)
i [µ]⊗ id)
(
π⊗(t−1) ⊗ π) (∆(t−2) ⊗ id) (RTζ,ζRζ,ζ)−1
= q−(µ+2ρ,µ)−(ǫ1+2ρ,ǫ1)(p˜
(t−1)
i [µ]⊗ id)Rˇ−1t−1Rˇ−1t−2 · · · Rˇ−11 Rˇ−11 · · · Rˇ−1t−2Rˇ−1t−1,
where we have used the identity (fixing R = Rζ,ζ):(
π⊗(t−1) ⊗ π) (∆(t−2) ⊗ id)R = (π⊗(t−1) ⊗ π)R1tR2t · · ·R(t−1)t,
which arises from (3.22).
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3.9 Matrix units for Ct
It is clear that the Bratteli diagram for V ⊗t is multiplicity free, as tensoring by the funda-
mental Uq(g)-module V is multiplicity free. It follows then from Theorem 3.7.1 that the
centraliser algebra Lt = EndUq(g)(V ⊗t) is isomorphic to the path algebra At obtained from
the Bratteli diagram for V ⊗t. Clearly, we have the inclusion Ct ⊆ Lt. The aim of this
section is to show that Ct and Lt are in fact equal:
Theorem 3.9.1. The centraliser algebra Lt = EndUq(g)
(
V ⊗t
)
is generated by the elements{
Rˇ±1i ∈ EndUq(g)
(
V ⊗t
)∣∣ i = 1, 2, . . . , t− 1}.
To prove this theorem we firstly partition the matrix units in At into two groups: the
projectors {ESS ∈ At| (S, S) ∈ Ωt} and the intertwiners {EST ∈ At| (S, T ) ∈ Ωt, S 6= T}
and we use an invertible homomorphism to map matrix units in At to matrix units in Ct.
Recall that V ⊗t is completely reducible. Each matrix unit in Ct corresponding to a
projector in At projects down from V
⊗t onto an irreducible Uq(g)-submodule Vλ ⊂ V ⊗t.
Each matrix unit in Ct corresponding to an intertwiner in At maps between isomorphic
irreducible Uq(g)-submodules of V
⊗t.
Recall that the homomorphism Υ : gi 7→ −Rˇi, given in Lemma 3.6.4, yields a represen-
tation of BW t(−q2n, q) in Ct. In Subsection 3.9.1 we will write down the matrix units in a
semisimple quotient of BW t(−q2n, q) that map via Υ onto the projectors and intertwiners
in Ct. We will do this for the intertwiners, but we choose to define the projectors more
straightforwardly using our previous work.
The projections ESS that project down from V
⊗t onto irreducible Uq(g)-submodules
Vshp(S) ⊂ V ⊗t that we defined in Section 3.8, are elements of Ct, and they satisfy the
equations satisfied by the projector matrix units: (ESS)
2 = ESS and
∑
S∈T t ESS = idV ⊗t .
We fix the projectors in Ct as follows: we map the projector ESS ∈ At to p˜ti[λ] ∈ Ct, where
λti = S ∈ T t is a path of length t: ESS ↔ p˜ti[λ].
All we need to do now is to construct the matrix units in Ct corresponding to the
intertwiners in At. We denote the matrix unit in Ct corresponding to EMP ∈ At by the
same label EMP . This should not cause confusion: the precise meaning of EMP in any
given situation will be clear.
3.9.1 Matrix units in BW t(−q2n, q)
In this subsection, we say that an algebra B is semisimple if it is isomorphic to a direct sum
of matrix algebras, ie B ∼= ⊕i∈I Mbi(C), where Mbi(C) is the algebra of bi × bi matrices
with complex entries. The algebra BW t(−q2n, q) is not semisimple at generic q [We90,
Cor. 5.6] but Ram and Wenzl have constructed matrix units for the semisimple Birman-
Wenzl-Murakami algebra BW t defined over C(r, q) (the field of rational functions in r and
q) for indeterminates r and q [RW92]. By replacing the indeterminates r and q with the
complex numbers −q2n and q, respectively, we obtain matrix units in a semisimple quotient
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of BW t(−q2n, q). By then applying the map Υ to these matrix units, we obtain matrix
units in Ct.
Before doing this, let us introduce Young diagrams and discuss a relation between cer-
tain Young diagrams and the integral dominant highest weights of irreducible Uq(osp(1|2n))-
modules. For each non-negative integer m, there exists a Young diagram for each partition
of m. Let m = m1 +m2 + · · · +ml be a partition of m, where mi −mi+1 ∈ Z+ for each
i = 1, 2, . . . , l − 1 and ml ∈ Z+. The Young diagram representing this partition is a col-
lection of m boxes arranged in l left-aligned rows where the ith row from the top contains
exactly mi boxes. If m ≥ 1, let ci, i = 1, 2, . . . , m1, be the number of boxes in the ith col-
umn from the left in the Young diagram, then ci − ci+1 ∈ Z+ for each i = 1, 2, . . . , m1 − 1
and cm1 ∈ {1, 2, . . . , l}.
Recall that an integral dominant highest weight λ of an irreducible Uq(osp(1|2n))-
module Vλ is of the form λ =
∑n
i=1 λiǫi ∈ P+ where λi−λi+1 ∈ Z+ for each i = 1, 2, . . . , n−1
and λn ∈ Z+. We can use a Young diagram to label the highest weight of Vλ: this Young
diagram consists of
∑n
i=1 λi boxes arranged in n left-aligned rows, where the i
th row contains
exactly λi boxes. Let µ be a Young diagram containing no more than n rows of boxes and
let µi be the number of boxes in the i
th row from the top for each i = 1, 2, . . . , n. We
can use µ to label an integral dominant highest weight of an irreducible representation of
Uq(osp(1|2n)): the integral dominant highest weight that µ represents is
∑n
i=1 µiǫi ∈ P+.
The algebra BW t
The Birman-Wenzl-Murakami algebra BW t, with r and q indeterminates, is equipped with
a functional tr : BW t → C(r, q) which satisfies, amongst other relations [We90, Lem. 3.4
(d)],
tr(aχb) = tr(χ)tr(ab), ∀a, b ∈ BW t−1, χ ∈ {gt−1, et−1}, (3.41)
where we regard each element of BW t−1 as an element of BW t under the obvious inclusion.
The algebra BW t is semisimple [We90, Thm. 3.5]. To discuss its structure, we introduce
the Young lattice.
The Young lattice is the following infinite graph [We90, Sec. 1]. The vertices of the
Young lattice are the Young diagrams; the vertices are grouped into levels so that each
Young diagram with exactly t boxes labels a vertex on the tth level of the Young lattice.
The edges of the Young lattice are completely determined as follows: a vertex λ on the tth
level is connected to a vertex µ on the (t+1)st level by one edge if and only if λ and µ differ
by exactly one box. We show the Young lattice up to the 4th level in Figure 3.1, where
the circle represents the Young diagram with no boxes. We say that the level containing
the Young diagram with no boxes is the 0th level. Note that the Young lattice is (apart
from the 0th level) identical to the Bratteli diagram for the sequence of inclusions of group
algebras of the symmetric group: CS1 ⊂ CS2 ⊂ CS3 ⊂ · · · .
Let Γt be the set of vertices on the t
th level of the Young lattice, that is, Γt is the set of
Young diagrams containing t − 2k ≥ 0 boxes, where k ranges over all of Z+. Then BW t
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Figure 3.1: The Young lattice up to the 4th level
is isomorphic to a direct sum of matrix algebras [We90, Thm. 3.5]:
BW t ∼=
⊕
µ∈Γt
Mbµ(C).
Ram and Wenzl defined matrix units for BW t [RW92]. We will write down these matrix
units below.
To label the matrix units of BW t we need to discuss the Bratteli diagram of BW t,
which is the following graph. The vertices of the Bratteli diagram of BW t are divided into
levels; for each s = 0, 1, . . . , t, the elements of Γs are the vertices on the s
th level of the
Bratteli diagram of BW t. The edges are as follows: a vertex µ on the s
th level is connected
to a vertex λ on the (s+ 1)st level if and only if µ and λ differ by exactly one box.
We say that R is a path of length t in the Bratteli diagram of BW t if R is a sequence
of t+ 1 Young diagrams: R = ([0], [1], r2, . . . , rt) where rs ∈ Γs for each s = 0, 1, . . . , t and
where ri is connected to ri+1 for each 0 ≤ i ≤ t − 1. We say that shp(R) = rt. Let ωt
be the set of pairs (R, S) of paths of length t in the Bratteli diagram of BW t satisfying
rt = st.
Ram and Wenzl defined a set of matrix units {eST ∈ BW t| (S, T ) ∈ ωt} in [RW92].
This set is a basis of BW t and the matrix units satisfy
eQReST = δRSeQT .
We obtain the matrix units in BW t(−q2n, q)/Jt(−q2n, q) by taking a certain proper subset
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of the matrix units in BW t and replacing the indeterminates r and q with the complex
numbers −q2n and q, respectively.
Let us fix some notation that we will use in the rest of this chapter and in Chapter 4.
Given a sequence T of t + 1 elements
T = (0, s1, s2, . . . , st−1, st),
we fix T ′ to be the following sequence of t elements:
T ′ = (0, s1, s2, . . . , st−1).
If T is a path of length t, then T ′ is the path of length t− 1 obtained by removing the last
vertex and edge of T .
Before defining the matrix units of BW t we define some ‘pre-matrix units’. Let T be
a path of length t in the Bratteli diagram for BW t such that shp(T ) has t boxes. We can
identify T with a standard tableau containing the numbers 1, 2, . . . , t in a canonical way.
We do this by placing the number 1 in the top left hand box of shp(T ) and we then fill
each box of shp(T ) with increasing numbers according to the path T [TW93, Sec. 4.2].
For each path T of length t in the Bratteli diagram for BW t, we define the number
d(T, i), for each i = 1, 2, . . . , t− 1, by
d(T, i) = c(i+ 1)− c(i)− r(i+ 1) + r(i), (3.42)
where c(j) and r(j) denote the column and row, respectively, of the box containing the
number j in the standard tableau corresponding to T . For each d ∈ Z\{0}, we define
bd(q) =
qd(1− q)
1− qd .
Let T be a path of length t in the Bratteli diagram for BW t. Firstly fix o[1] = 1 ∈ BW t.
Let R be a path of length t− 1 defined by R = T ′ and inductively define
oT =
∏
S
oRgt−1oR − bd(S,t−1)(q2)oR
bd(T,t−1)(q2)− bd(S,t−1)(q2) ∈ BW t,
where the product is over all paths S of length t where shp(S) contains t boxes such that
S 6= T and S ′ = R. We write oTT = oT .
Let M and P be paths of length t in the Bratteli diagram for BW t where (M,P ) ∈ ωt
and shp(M) = shp(P ) has exactly t boxes and shp(M ′) = shp(P ′), then we define
oMP = oM ′P ′oPP .
LetM and P be paths of length t where (M,P ) ∈ ωt and shp(M) = shp(P ) has exactly
t boxes and shp(M ′) 6= shp(P ′), then the pre-matrix unit oMP is defined more intricately.
Choose paths M and P of length t that satisfy shp(M) = shp(M), shp(P ) = shp(P ) and
the following three conditions:
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(i) M
′′
= P
′′
,
(ii) shp(M
′
) = shp(M ′),
(iii) shp(P
′
) = shp(P ′).
It may appear that these conditions cannot always be satisfied. However, paths M and P
can always be obtained satisfying these conditions from the following construction [RW92].
By considering M and P as standard tableaux, we obtain the desired paths M and P
by ensuring the following is true. Firstly, fix t to be in the same box in M (resp. P ) that
t is in M (resp. P ). Then, fix (t− 1) to be in the same box in M (resp. P ) that t is in P
(resp. M). Lastly, for each i = 1, 2, . . . , t− 2, fix i to be in the same box in M that it is
in P .
We then define
oMP =
1− q2d√
(1− q2(d+1))(1− q2(d−1))oM ′M
′gt−1oP ′P ′oPP ,
where d = d(M, t− 1) is as given in (3.42).
This completes the definition of the ‘pre-matrix units’; now we define the matrix units
for BW t.
Assume that the matrix units are known for BW t−1. Let M and P be paths of length
t in the Bratteli diagram for BW t where shp(M) = λ = shp(P ) and λ contains strictly
fewer than t boxes, then we define
eMP =
Qλ(r, q)√
Qµ(r, q)Qµ˜(r, q)
eM ′Set−1eTP ′,
where S and T are paths of length t− 1 satisfying
(i) shp(S) = shp(M ′) = µ, and
(ii) shp(T ) = shp(P ′) = µ˜, and
(iii) S ′ = T ′, and
(iv) shp(S ′) = λ = shp(T ′).
It may appear that these conditions cannot always be satisfied. However, there always
exists a pair of paths S and T of length t− 1 satisfying these conditions for the following
reasons. Firstly, by examining the relevant Bratteli diagrams, it is clear that there are no
intertwiner matrix units in BW 1 and BW 2. Now for each t ≥ 3, a shape λ that has at
most t−2 boxes and which labels a vertex on the tth level of the Bratteli diagram for BW t
also labels a vertex on the (t−2)nd level of the Bratteli diagram. Hence there always exists
at least one path of length t − 2 in the Bratteli diagram for BW t ending at the vertex
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shp(M) on the (t − 2)nd level, as shp(M) contains no more than t − 2 boxes (this shows
that (iii) and (iv) might be satisfied).
In the Bratteli diagram for BW t, two vertices λ and µ are connected by an edge only
if their shapes differ by exactly one box. Now the vertices shp(M ′) and shp(P ′) on the
(t − 1)st level are connected to the vertex shp(M) on the tth level by one edge each, and
they are also connected to the vertex shp(M) on the (t − 2)nd level by one edge each. It
follows, then, that by fixing S and T to be paths of length t − 1 that coincide on the
first t− 2 levels of the Bratteli diagram and that pass through the vertex shp(M) on the
(t − 2)nd level, and also fixing shp(S) = shp(M ′) and shp(T ) = shp(P ′) (which is always
possible), we obtain the desired paths S and T .
Let M and P be paths of length t in the Bratteli diagram for BW t, where (M,P ) ∈ ωt,
and where shp(M) contains t boxes. Then we define
eMP = (1− zt)oMP ,
where zt =
∑
P ePP with the summation going over all paths P of length t such that shp(P )
contains fewer than t boxes.
The following fact is important [We90, Lem. 4.2]: let M be a path of length t in the
Bratteli diagram for BW t where shp(M) = λ, then
tr(eMM) = Qλ(r, q)/x
t, (3.43)
where x =
r − r−1
q − q−1 + 1 and Qλ(r, q) is the polynomial given in (3.45).
It is interesting to note that the quantum superdimension of the fundamental irreducible
Uq(osp(1|2n))-module V is (−q2n + q−2n)/(q − q−1) + 1, which is just the polynomial x
introduced in the preceding paragraph with the indeterminates q and r replaced with the
complex numbers q and −q2n, respectively.
The algebra BW t(r, q)
The algebra BW t(r, q), with r, q ∈ C, is equipped with a functional tr : BW t(r, q) → C
which satisfies, amongst other relations [We90, Lem. 3.4 (d)],
tr(aχb) = tr(χ)tr(ab), ∀a, b ∈ BW t−1(r, q), χ ∈ {gt−1, et−1}, (3.44)
where we regard each element of BW t−1(r, q) as an element of BW t(r, q) under the obvious
inclusion.
Define the annihilator ideal Jt(r, q) ⊂ BW t(r, q) with respect to tr by
Jt(r, q) = {b ∈ BW t(r, q)| tr(ab) = 0, ∀a ∈ BW t(r, q)} .
If q is not a root of unity and r 6= ±qk for any k ∈ Z, Jt(r, q) = 0 and BW t(r, q) is
semisimple [We90, Cor. 5.6]. If r = ±qk for some k ∈ Z, then Jt(±qk, q) 6= 0 and
the quotient BW t(±qk, q)/Jt(±qk, q) is semisimple [We90, Cor. 5.6]. Let us now fix
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k = 2n and r = −q2n; recall that the homomorphism Υ : gi 7→ −Rˇi yields a representa-
tion of BW t(−q2n, q) in Ct. The next task is to determine the structure of the quotient
BW t(−q2n, q)/Jt(−q2n, q). We do this in the following work.
We now introduce a subgraph Γ(−q2n, q) of the Young lattice that we will use to
describe the structure of BW t(−q2n, q)/Jt(−q2n, q). We inductively obtain the vertices of
Γ(−q2n, q) as follows. Firstly fix the Young diagram with no boxes to belong to Γ(−q2n, q).
The inductive step is that if the Young diagram µ belongs to Γ(−q2n, q), the Young diagram
λ then also belongs to Γ(−q2n, q) if λ differs from µ by exactly one box and if Qλ(−q2n, q) 6=
0, where Qλ(r, q) is given in (3.45).
We now give the polynomial Qλ(r, q). Given a Young diagram λ, let (i, j) denote the
box in the ith row and the jth column of λ, and let λi (resp. λ
′
j) denote the number of
boxes in the ith row (resp. jth column) of λ. We introduce some notation: we may denote
the Young diagram λ by λ = [λ1, λ2, . . . , λk] where the i
th row contains λi boxes for each
i = 1, 2, . . . , k, and the lth row contains no boxes for each l > k. The polynomial Qλ(r, q)
is
Qλ(r, q) =
∏
(j,j)∈λ
rqλj−λ
′
j − r−1q−λj+λ′j + qλj+λ′j−2j+1 − q−λj−λ′j+2j−1
qh(j,j) − q−h(j,j)
×
∏
(i,j)∈λ,i 6=j
rqd(i,j) − r−1q−d(i,j)
qh(i,j) − q−h(i,j) , (3.45)
where the hooklength h(i, j) is defined by h(i, j) = λi − i+ λ′j − j + 1, and where
d(i, j) =
{
λi + λj − i− j + 1, if i ≤ j,
−λ′i − λ′j + i+ j − 1, if i > j.
More intuitively, the hooklength h(i, j) is the number of boxes below the (i, j) box in the
jth column plus the number of boxes to the right of the (i, j) box in the ith row, plus one.
Now h(i, j) ≥ 1 for all (i, j) ∈ λ, so Qλ(−q2n, q) is well-defined for all λ. Also, for each
(j, j) ∈ λ we have
−q2n+λj−λ′j + q−2n−λj+λ′j + qλj+λ′j−2j+1 − q−λj−λ′j+2j−1
= (q−n+λ
′
j−j+1/2 − qn−λ′j+j−1/2)(qn+λj−j+1/2 + q−n−λj+j−1/2),
so Qλ(−q2n, q) = 0 if and only if one (or both) of the following conditions is satisfied:
(a) q4n+2d(i,j) = 1 for some (i, j) ∈ λ where i 6= j,
(b) q2n−2λ
′
j+2j−1 = 1 or q2n+2λj−2j+1 = −1 for some j.
Now q is non-zero and not a root of unity, so (b) is never satisfied for any λ, and (a) is only
satisfied if d(i, j) = −2n. We now determine the circumstances for which d(i, j) = −2n.
If i > j, we can see that min(d(i, j)) = d(2, 1) = −λ′1 − λ′2 + 2 from the constraints on
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the lengths of the columns of a Young diagram and it follows that Qλ(−q2n, q) = 0 if
λ′1 + λ
′
2 = 2n+ 2. Let us call a Young diagram λ allowable if λ
′
1 + λ
′
2 ≤ 2n + 1.
Across all the allowable Young diagrams, let us calculate min(d(i, j)) where i < j. If
the first column of the allowable diagram λ contains 2n+ 1 boxes, ie λ′1 = 2n+ 1, then all
the other columns must contain no boxes from the definition of an allowable diagram. For
such a λ, there does not exist any box (i, j) in the ith row and the jth column with i < j
and so there is nothing more to consider in this case. Now if the first column of λ contains
strictly fewer than 2n + 1 boxes, ie λ′1 ≤ 2n, then the following relations hold: i ≤ 2n,
λi − j ≥ 0 and λj ≥ 0. Then d(i, j) = λi + λj − i − j + 1 ≥ −2n + 1, which means that
d(i, j) 6= −2n for all i < j.
It follows that Qλ(−q2n, q) = 0 if λ′1 + λ′2 = 2n + 2 and that Qλ(−q2n, q) 6= 0 for all
allowable Young diagrams λ. Consequently, the vertices of Γ(−q2n, q) are all the allowable
Young diagrams, that is, all the Young diagrams λ satisfying λ′1 + λ
′
2 ≤ 2n + 1.
Now Jt(−q2n, q) 6= 0 and BW t(−q2n, q) is not semisimple. However, the quotient
BW t(−q2n, q)/Jt(−q2n, q) is semisimple:
BW t(−q2n, q)/Jt(−q2n, q) ∼=
⊕
λ∈Γ(−q2n,q)t
Mbλ(C),
where Γ(−q2n, q)t is the set of Young diagrams belonging to Γ(−q2n, q) with t − 2k ≥ 0
boxes, where k ranges over all of Z+ [We90, Cor. 5.6].
We can obtain matrix units for BW t(−q2n, q)/Jt(−q2n, q) from the matrix units of
BW t. We replace the indeterminates r and q in some of the latter matrix units with the
complex numbers −q2n and q, respectively, to obtain matrix units for BW t(−q2n, q)/Jt(−q2n, q).
To label the matrix units for BW t(−q2n, q)/Jt(−q2n, q), we use the Bratteli diagram
for BW t(−q2n, q)/Jt(−q2n, q), which we define in the same way as we defined the Bratteli
diagram for BW t but we replace Γs with the Γ(−q2n, q)s detailed in the next paragraph,
for each s = 0, 1, . . . , t.
Recall that the sets Γ(−q2n, q)s are given as follows. The graph Γ(−q2n, q) is a subgraph
of the Young lattice and the vertices of Γ(−q2n, q) are all the allowable Young diagrams,
that is, all the Young diagrams λ satisfying λ′1+λ
′
2 ≤ 2n+1. Then, for each s = 0, 1, . . . , t,
Γ(−q2n, q)s is the set of Young diagrams belonging to Γ(−q2n, q) that contain exactly
s− 2k ≥ 0 boxes, where k ranges over all of Z+.
We say that T = (0, s1, s2, . . . , st) is a path of length t in the Bratteli diagram for
BW t(−q2n, q)/Jt(−q2n, q) if si ∈ Γ(−q2n, q)i for each i and if sj is joined to sj+1 for each
j = 0, . . . , t− 1.
Let ω(−q2n, q)t be the set of pairs (R, S) of paths of length t in the Bratteli diagram
for BW t(−q2n, q)/Jt(−q2n, q) where rt = st, that is shp(R) = shp(S). The matrix units
{eRS ∈ BW t| (R, S) ∈ ω(−q2n, q)t}
are all well-defined and non-zero if the indeterminates r and q are replaced with the complex
numbers −q2n and q, respectively. Henceforth we write eRS to mean the matrix unit
eRS(−q2n, q) ∈ BW t(−q2n, q)/Jt(−q2n, q). It is very important to note that tr(eSS) 6= 0
for all (S, S) ∈ ω(−q2n, q)t and that eRS /∈ Jt(−q2n, q) for all (R, S) ∈ ω(−q2n, q)t.
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Matrix units in BW t(−q2n, q)/Jt(−q2n, q) and Ct
We now relate the idempotent matrix units in BW t(−q2n, q)/Jt(−q2n, q) to the projec-
tors in Ct we defined at the start of this section. Let B˜W t(−q2n, q) be the semisimple
subalgebra of BW t(−q2n, q) spanned by the matrix units in BW t(−q2n, q)/Jt(−q2n, q),
ie {eRS| (R, S) ∈ ω(−q2n, q)t}.
Firstly, we will show that BW t(−q2n, q) = B˜W t(−q2n, q) ⊕ Jt(−q2n, q). Any f ∈
B˜W t(−q2n, q) can be written as
f =
∑
(S,T )∈ω(−q2n,q)t
fST eST , fST ∈ C,
where fST 6= 0 for at least one pair (S, T ) of paths. Fix (A,B) to be such a pair, then
tr(eBAf) = tr(fABeBAeAB) = fABtr(eBB) 6= 0,
as tr(eBB) 6= 0. Thus any non-zero f belonging to B˜W t(−q2n, q) does not belong to
Jt(−q2n, q), yielding
BW t(−q2n, q) = B˜W t(−q2n, q)⊕Jt(−q2n, q).
Then we can write a = a˜ + aj for each a ∈ BW t(−q2n, q), where a˜ ∈ B˜W t(−q2n, q) and
aj ∈ Jt(−q2n, q).
Now define
Pt =
∑
(S,S)∈ω(−q2n,q)t
eSS ∈ B˜W t(−q2n, q),
then PtaPt = a˜, which can be seen by regarding BW t(−q2n, q) as a matrix algebra.
Let us now turn our attention to Ct. Define Jt ⊂ Ct to be the annihilator ideal of Ct
with respect to the quantum supertrace:
Jt = {b ∈ Ct| strq(ab) = 0, ∀a ∈ Ct}.
Now define a map ψ : Ct → C by
ψ(X) = strq(X)/
(
sdimq(V )
)t
,
then ψ(X) = 0 if and only if strq(X) = 0, and furthermore,
ψ
(
Υ(a)
)
= tr(a), ∀a ∈ BW t(−q2n, q), (3.46)
from Lemma 3.9.1. Thus we can regard Jt as the annihilator ideal of Ct with respect to ψ.
Now we will use Eq. (3.46) to show that
Υ
(
Jt(−q2n, q)
)
= Jt. (3.47)
62 Chapter 3. Quantum osp(1|2n) at generic q
We firstly show that Υ
(
Jt(−q2n, q)
) ⊆ Jt. Let b be an arbitrary element of Jt(−q2n, q),
then tr(ab) = 0 for all a ∈ BW t(−q2n, q), and the surjectivity of Υ, in addition to the fact
that ψ
(
Υ(ab)
)
= tr(ab), means that Υ(a) ∈ Jt.
Now let B be an arbitrary element of Jt, then there is some b belonging to BW t(−q2n, q)
satisfying B = Υ(b), and furthermore, b ∈ Jt(−q2n, q) as tr(ab) = ψ
(
Υ(a)Υ(b)
)
= 0 for
all a ∈ BW t(−q2n, q). Then Υ
(
Jt(−q2n, q)
) ⊇ Jt, proving Eq. (3.47).
The surjectivity of Υ implies that
Ct = Υ
(
B˜W t(−q2n, q)
)
+ Jt,
and we will show that this sum is direct. To see this, assume that there exists some non-
zero element F of Ct belonging to Υ
(
B˜W t(−q2n, q)
)
and also to Jt, then strq(XF ) = 0 for
all X ∈ Ct. However, F is the image of a linear combination of matrix units:
F =
∑
(S,T )∈ω(−q2n,q)t
fSTΥ(eST ), fST ∈ C,
where fST 6= 0 for at least one pair (S, T ). Assume that (A,B) is such a pair, then by
similar reasoning as previously, strq(Υ(eBA)F ) 6= 0 which contradicts the assumption that
F ∈ Jt. Thus Υ
(
B˜W t(−q2n, q)
) ∩ Jt = 0, and
Ct = Υ
(
B˜W t(−q2n, q)
)⊕ Jt. (3.48)
It is clear that the image of each matrix unit eST ∈ B˜W t(−q2n, q) in Ct under the map Υ
is again a matrix unit. Each matrix unit eSS ∈ B˜W t(−q2n, q) is an idempotent, thus each
Υ(eSS) is an idempotent that is also Uq(g)-linear. Now
(
Υ(eSS)
)
V ⊗t 6= 0 as strq
(
Υ(eSS)
)
=
(sdimq(V ))
ttr(eSS) 6= 0, and as V ⊗t is completely reducible, Υ(eSS) projects down from V ⊗t
onto a direct sum of irreducible Uq(g)-submodules of V
⊗t. The matrix units {eSS| (S, S) ∈
ω(−q2n, q)t} are all orthogonal, thus all the Υ(eSS) are orthogonal.
Let S be a path of length t in the Bratteli diagram for B˜W t(−q2n, q); let λ = shp(S).
If λ, as a Young diagram, contains no more than n rows of boxes, then we can interpret
Υ(eSS) as the projection from V
⊗t onto an irreducible Uq(g)-submodule Vλ ⊆ V ⊗t, where
we use the Young diagram λ to label the integral dominant highest weight of Vλ as discussed
in the third paragraph of Subsection 3.9.1. If λ, as a Young diagram, has more than n
rows of boxes (that is, λ′1 > n), then we must consider Υ(eSS) more carefully. In this case,
λ does not have an immediate interpretation as the highest weight of a finite dimensional
irreducible representation of Uq(g). However, there is a completely standard way of dealing
with this problem. Each such λ satisfies λ′1+ λ
′
2 ≤ 2n+1 and we can regard λ as labelling
an irreducible representation of the Lie group SO(2n+1) as follows. Let λ˜ be the following
diagram: fix λ˜′1 = 2n+1−λ′1 and λ˜′j = λ′j for all j ≥ 2, then λ˜ is a Young diagram (see the
next paragraph), and the characters associated with the SO(2n+1) representations labelled
by λ and λ˜ are the same [CK87, Sec. 2]. Furthermore, the OSp(1|2n) supercharacters of
the representations labelled by λ and λ˜ are the same up to a factor of ±1 [Fa86, CK87].
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If R and S are paths of length t in the Bratteli diagram for B˜W t(−q2n, q) satisfying
shp(R) = λ and shp(S) = λ˜, then Υ(eRR) and Υ(eSS) project down from V
⊗t onto
isomorphic irreducible Uq(g)-submodules of V
⊗t.
We now show that the λ˜ mentioned above is in fact a Young diagram. Write λ′1 = λ
′
2+k
where k ≥ 1, then λ˜′1 = 2n+ 1− (λ′2 + k). Now λ˜ is a Young diagram if λ˜′1 ≥ λ˜′2 (which is
just 2n+ 1− k ≥ 2λ′2) and this is true as λ′1 + λ′2 = 2λ′2 + k ≤ 2n+ 1.
Let λ be a Young diagram with more than n rows of boxes satisfying λ′1 + λ
′
2 ≤ 2n+ 1
and let λ˜ be the Young diagram given by λ˜′1 = 2n + 1 − λ′1 and λ˜′j = λ′j for all j ≥ 2. We
now show that there do not exist idempotent matrix units eRR and eSS in B˜W t(−q2n, q)
where shp(R) = λ and shp(S) = λ˜. We show this important result using an easy even/odd
number argument. If the number of boxes in λ is even (resp. odd), then the number of
boxes in λ˜ is odd (resp. even), as
λ˜′1 mod 2 = (2n+ 1− λ′1) mod 2 = (λ′1 + 1) mod 2 and λ˜′j = λ′j, j ≥ 2.
Now let r be an even (resp. odd) number satisfying 0 ≤ r ≤ t, then the vertices on the rth
level of the Bratteli diagram for B˜W t(−q2n, q) are all the Young diagrams in Γ(−q2n, q)
with k boxes where k ≤ r is an even (resp. odd) number. Let |λ| denote the number
of boxes in the Young diagram λ, then |λ| mod 2 = (|λ˜| + 1) mod 2, and consequently
it is not possible that λ and λ˜ are vertices on the same level of the Bratteli diagram for
B˜W t(−q2n, q).
As it is not possible that both λ and λ˜ are vertices on the tth level of Bratteli diagram for
B˜W t(−q2n, q), at most only one of eRR and eSS exists in B˜W t(−q2n, q) where shp(R) = λ
and shp(S) = λ˜, and thus no more than one of Υ(eRR) and Υ(eSS) exists for any t.
Let S be a path of length t in the Bratteli diagram for B˜W t(−q2n, q) and let R be a
path of length t in the Bratteli diagram for V ⊗t. We can directly compare the orthogonal
idempotents Υ(eSS) with the orthogonal projectors ERR ∈ Ct by examining the paths S
and R. It can be seen from the definitions of the idempotents eSS and the map Υ that the
idempotents Υ(eSS) act on V
⊗t from the left-most tensor powers as follows. If R is a path
of length 2, then Υ(eRR) as an element of Ct is Υ(eRR)⊗ id⊗(t−2). If S is a path of length
i where 2 ≤ i ≤ t, then Υ(eSS) as an element of Ct is Υ(eSS)⊗ id⊗(t−i).
Now let R be a path of length t in the Bratteli diagram for B˜W t(−q2n, q). Let S be
the same path of length t as R except that if a Young diagram λ on the path R has more
than n rows of boxes, we take the transformed Young diagram λ˜ to be in S instead of
λ. Then S is a path of length t in the Bratteli diagram for V ⊗t. Recall that the integral
dominant highest weights of the irreducible Uq(g)-submodules of V
⊗k, where k ≤ t, are
the vertices on the kth level of the Bratteli diagram for V ⊗t. Then Υ(eRR) ∈ Ct and
ESS ∈ Ct project onto the same irreducible Uq(g)-submodule of V ⊗t, and we also have
Qshp(R)(−q2n, q) = sdimq(Vshp(S)) from (3.43) and (3.46).
Let ESS ∈ Ct be a projector with the property that (ESSV ⊗t)∩ (Υ(eRR)V ⊗t) = 0 for all
idempotent matrix units eRR ∈ B˜W t(−q2n, q). We will show that no such projector exists.
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Suppose that such a projector does exist, that ESS is a projector that is orthogonal to
Υ(eRR) for each idempotent matrix unit eRR ∈ B˜W t(−q2n, q). Then ESS is orthogonal to
Υ(eRT ) for each matrix unit eRT ∈ B˜W t(−q2n, q) where R 6= T and (R, T ) ∈ ω(−q2n, q)t,
as
ESSΥ(eRT ) = ESSΥ(eRReRT eTT ) = 0 = Υ(eRReRT eTT )ESS = Υ(eRT )ESS,
as Υ is a homomorphism.
As ESS is orthogonal to Υ(eRT ) for each matrix unit eRT ∈ B˜W t(−q2n, q), (R, T ) ∈
ω(−q2n, q)t, it is true that ESS ∈ Jt. To see this, assume the contrary, then
ESS = E˜SS + Ej , (3.49)
where E˜SS ∈ Υ
(
B˜W t(−q2n, q)
)
and Ej ∈ Jt (we can write any element of Ct as a sum of
elements of Υ
(
B˜W t(−q2n, q) and Jt from (3.48)). Then
E˜SS =
∑
(R,T )∈ω(−q2n,q)t
cRTΥ(eRT ), cRT ∈ C, (3.50)
where cRT 6= 0 for at least one pair (R, T ) ∈ ω(−q2n, q)t. Assume that (A,B) ∈ ω(−q2n, q)t
is such a pair so that cAB 6= 0, then
strq
(
Υ(eBA)E˜SS
)
= strq
(∑
T
cATΥ(eBT )
)
= cABstrq (Υ(eBB)) 6= 0, (3.51)
as cAB 6= 0 and strq(Υ(eBB)) 6= 0.
We will show that (3.51) is not true. Recall that ESS satisfies
Υ(eBA)ESS = Υ(eBA)(E˜SS + Ej) = 0, (3.52)
and note that
(
Υ(eBA)E˜SS
) ∈ Υ(B˜W t(−q2n, q) and (Υ(eBA)Ej) ∈ Jt. This last fact
means that Υ(eBA)E˜SS 6= −Υ(eBA)Ej if Υ(eBA)E˜SS 6= 0 and Υ(eBA)Ej 6= 0, and by
re-examining (3.52) it is then clear that Υ(eBA)E˜SS = Υ(eBA)Ej = 0.
An implication of the result Υ(eBA)E˜SS = 0 is that strq
(
Υ(eBA)E˜SS
)
= 0, however,
this contradicts Eq. (3.51). This then implies that the assumption in (3.50) that cRT 6= 0
for at least one pair (R, T ) ∈ ω(−q2n, q)t is false, thus we have E˜SS = 0.
It then follows that it must be true that ESS = Ej ∈ Jt from (3.49). However, this
is not true as strq(ESS) = sdimq(ESSV
⊗t) 6= 0. Thus, our original assumption that there
exists a projector ESS ∈ Ct with the property that (ESSV ⊗t) ∩ (Υ(eRR)V ⊗t) = 0 for all
idempotent matrix units eRR ∈ B˜W t(−q2n, q) is not true.
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3.9.2 Matrix units in Ct
We have not yet proved that Lt = Ct. We will complete the proof in this subsection by
defining a complete set of intertwiners in Ct, which we will obtain by applying the map Υ
to the intertwiner matrix units in B˜W t(−q2n, q).
There is a one-to-one map between paths in the Bratteli diagram for B˜W t(−q2n, q) and
paths in the Bratteli diagram for V ⊗t. Recall that each Young diagram on the kth level of
the Bratteli diagram for B˜W t(−q2n, q) contains an even (resp. odd) number of boxes if k
is an even (resp. odd) number. Each vertex λ on the kth level of the Bratteli diagram for
B˜W t(−q2n, q) appears on the kth level of the Bratteli diagram for V ⊗t unless λ has more
than n rows of boxes, in which case the Young diagram λ˜ appears instead, where λ˜ is the
Young diagram defined in the second paragraph after Eq. (3.48).
Given a path T˜ of length t in the Bratteli diagram for V ⊗t, we can write down the
corresponding path T of length t in the Bratteli diagram for B˜W t(−q2n, q) as follows.
Write T˜ = (0, s1, s2, . . . , st) where si is a Young diagram on the i
th level of the Bratteli
diagram for V ⊗t. If i is an even (resp. odd) number and si contains an even (resp.
odd) number of boxes, then si is also a vertex on the i
th level of the Bratteli diagram for
B˜W t(−q2n, q). If, however, i is an even (resp. odd) number and si contains an odd (resp.
even) number of boxes, then si = λ˜ is the vertex that is obtained by taking a vertex λ on
the ith level of the Bratteli diagram for B˜W t(−q2n, q) and defining λ˜ by λ˜′1 = 2n+ 1− λ′1
and λ˜′j = λ
′
j for j ≥ 2. Using this, we can define a path T of length t in the Bratteli
diagram for B˜W t(−q2n, q) corresponding to the path T˜ of length t in the Bratteli diagram
for V ⊗t.
It is easy to define the intertwiners in Ct between the isomorphic irreducible Uq(g)-
submodules of V ⊗t obtained by using the projectors ERR ∈ Ct, where R is a path of length
t in the Bratteli diagram for V ⊗t. All we need do is to check that the images in Ct of the
intertwiner matrix units are well-defined and non-zero.
We construct the intertwiners in Ct recursively. To do this, assume that all the matrix
units in Ct−1 have already been defined, and that they are non-zero. Note that the decom-
position of V ⊗V into irreducible Uq(g)-submodules is multiplicity free, so no intertwiners
exist in C2.
In the remainder of the subsection, let M˜ and P˜ be a pair of paths of length t in the
Bratteli diagram for V ⊗t where shp(M˜) = shp(P˜ ) and M˜ 6= P˜ . Let M and P be the
corresponding paths in the Bratteli diagram for B˜W t(−q2n, q). The intertwiner EM˜P˜ ∈ Ct
is precisely EM˜P˜ = Υ(eMP ).
Let us firstly deal with the situation that shp(M) = shp(P ) = λ where λ contains
strictly fewer than t boxes. Referring back to Subsection 3.9.1 we see that
EM˜P˜ = Υ(eMP ) =
Qλ(−q2n, q)√
Qµ(−q2n, q)Qµ˜(−q2n, q)
EM˜ ′S˜Υ(et−1)ET˜ P˜ ′, et−1 ∈ BW t(−q2n, q),
where S and T are paths of length t − 1 in the Bratteli diagram for B˜W t(−q2n, q) such
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that
(i) shp(S) = shp(M ′) = µ, and
(ii) shp(T ) = shp(P ′) = µ˜, and
(iii) S ′ = T ′, and
(iv) shp(S ′) = λ = shp(T ′).
(Recall that such paths always exist.) Note that Qµ(−q2n, q) 6= 0 and Qµ˜(−q2n, q) 6= 0; if
it were true that Qµ(−q2n, q) = 0 then µ would not be a vertex in the Bratteli diagram
for B˜W t(−q2n, q). Similar remarks hold for µ˜ and λ. Thus EM˜P˜ is well-defined. (We will
later show that EM˜P˜ is non-zero.)
Now let us deal with the situation that shp(M) = shp(P ) = λ where λ contains exactly
t boxes and shp(M ′) = shp(P ′). Referring back to Subsection 3.9.1, we see that
EM˜P˜ = Υ(eMP ) = Υ((1− zt)oMP ),
where oMP = oM ′P ′oPP and zt =
∑
S eSS with the summation going over all paths S of
length t such that shp(S) contains fewer than t boxes. It is not difficult to see that each
such Υ(eSS) is some projection ES˜S˜ ∈ Ct.
Now let us deal with the situation that shp(M) = shp(P ) = λ where λ contains
exactly t boxes and shp(M ′) 6= shp(P ′). Choose paths M and P of length t such that
shp(M) = shp(M) and shp(P ) = shp(P ) and
(i) M
′′
= P
′′
, and
(ii) shp(M
′
) = shp(M ′), and
(iii) shp(P
′
) = shp(P ′).
Such paths can always be chosen. Then
EM˜P˜ = Υ(eMP ) = Υ((1− zt)oMP ),
where
oMP =
1− q2d√
(1− q2(d+1))(1− q2(d−1))oM ′M
′gt−1oP ′P ′oPP , gt−1 ∈ BW t(−q2n, q), (3.53)
where d = d(M, t − 1) is the integer defined by (3.42). The integer |d(M, i)| + 1 is the
number of boxes in the hook going through the boxes containing the numbers i and (i+1)
[TW93].
We now prove that the coefficient on the right hand side of (3.53) is well-defined and
non-zero. It is not difficult to see that the coefficient is well-defined if |d| 6= 1, and we now
show that this is always true. As |d|+1 is the length of the hook going through the boxes
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containing the numbers (t− 1) and t, it is always true that |d|+ 1 ≥ 2 as each such hook
contains at least two boxes. Now the only situation in which it could possibly be true that
|d| = 1 is when the boxes containing the numbers (t−1) and t are immediately horizontally
or vertically adjacent. However this cannot occur for the following reason: from the above
construction, the number t is in the same box in M as the number (t − 1) is in P , and
the number t is in the same box in P that the number (t − 1) is in M . It follows that if
the numbers (t − 1) and t are immediately horizontally or vertically adjacent in M , each
must be in the corresponding ‘swapped’ box in P , and then at least one of M or P cannot
be a standard tableau. This contradicts the assumption that both M and P are standard
tableaux, thus |d| 6= 1 and the coefficient in (3.53) is well-defined.
It remains for us to show that the coefficient in (3.53) is non-zero. This follows imme-
diately from the fact that |d| 6= 0. Note that we have not yet proved that the matrix units
are all non-zero.
Let us write EMP to denote EM˜P˜ . We note that the matrix unit EMP ∈ Ct, where
M 6= P , is an intertwiner between the isomorphic irreducible Uq(g)-modules EPP (V ⊗t)
and EMM(V
⊗t):
EMP : EPP (V
⊗t)→ EMM(V ⊗t),
and that the whole collection of matrix units satisfy
EQREST = δRSEQT .
To show that each intertwiner EMP is non-zero, it suffices to note that each projector EPP
is non-zero and that EPP = EPMEMP .
We then have the complete sets of projectors and intertwiners in Ct. This means
that Lt = Ct, and also that Jt = 0. To see this last claim, note that the matrix units
{EST | (S, T ) ∈ Ωt} are a basis for Ct. Let X be an arbitrary element of Ct, then
X =
∑
(S,T )∈Ωt
xSTEST , xST ∈ C,
where xST 6= 0 for at least one pair (S, T ). Let (A,B) be such a pair, then
strq(EBAX) = strq(xABEBAEAB) = xABstrq(EBB) 6= 0,
thus X /∈ Jt. As X is arbitrary, Jt = 0.
Note that we obtained Ct = Lt by using the fact that λ and λ˜ do not appear on the
same level of the Bratteli diagram for B˜W t(−q2n, q). If λ and λ˜ did appear on the same
level, we could only conclude from our work that there is a proper inclusion of Ct in Lt
rather than an equality. Of course, in that event, there may actually be an equality, but a
different method would have to be used to obtain all the intertwiners.
We now present the two lemmas used in this section.
Lemma 3.9.1. Let ψ : Ct → C be a map defined by
ψ(X) = strq(X)/
(
sdim(V )
)t
,
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and let tr be the trace functional on BW t(−q2n, q) mentioned in (3.44). Then
ψ
(
Υ(a)
)
= tr(a), ∀a ∈ BW t(−q2n, q).
Proof. Any functional φ on BW ∞(−q2n, q) satisfying Eq. (3.44) for all t ∈ N is identical
to tr [We90, Lem. 3.4 (d)], and we will show that ψ ◦Υ has this property.
To show that ψ ◦Υ satisfies Eq. (3.44), it suffices to show that for each t ∈ N, we have
−ψ(Υ(a)Rˇt−1Υ(b)) = −ψ(Rˇt−1)ψ(Υ(ab)), ∀a, b ∈ BW t−1(−q2n, q), (3.54)
as the element et−1 ∈ BW t(−q2n, q) can be written as a function of the gt−1’s. We will
show that Eq. (3.54) is true using Lemma 3.9.2, which we give after this proof.
The left hand side of Eq. (3.54) is
−str⊗tq
(
ARˇt−1B
)
/
(
sdimq(V )
)t
, (3.55)
where we write str⊗tq to mean that we take the quantum supertrace over all t tensor factors,
and we also write A = Υ(a) and B = Υ(b). Now we can regard each X ∈ Ct−1 as an element
of Ct under the mapping X 7→ X⊗ id, then by applying the identity to the first t−1 tensor
powers of (3.55) and taking the quantum supertrace over the tth tensor power of (3.55), we
obtain, using Lemma 3.9.2 and applying some simple but tedious calculations,
−str⊗tq
(
ARˇt−1B
)
/
(
sdimq(V )
)t
=
−χV (v∓1)
sdimq(V )
str
⊗(t−1)
q
(
AB
)(
sdimq(V )
)t−1 . (3.56)
Now
ψ
(
Rˇt−1
)
= χV (v
∓1)/sdimq(V ),
and the right hand side of Eq. (3.56) equals the right hand side of Eq. (3.54). Now Eq.
(3.54) is true for all a and b belonging to BW t−1(−q2n, q), and it remains to show that
ψ ◦ Υ is a functional on BW ∞(−q2n, q) satisfying Eq. (3.44) for all natural numbers t.
This follows from the fact that ψ(A ⊗ id) = ψ(A) for all A ∈ Ct, thus we can regard ψ as
well-defined in the inductive limit C2 ⊂ C3 ⊂ C4 ⊂ · · · . This completes the proof.
The following lemma, which we used in the proof of Lemma 3.9.1, appears in [LG92,
Lem. 2] and is proved in [Zh92a, Lem. 3.1].
Lemma 3.9.2. Let V be the fundamental irreducible Uq(osp(1|2n))-module with highest
weight ǫ1 and let π be the representation of Uq(osp(1|2n)) afforded by V . Let RˇV,V ∈
EndUq(osp(1|2n))(V ⊗ V ) be as given in Eq. (3.29). Then
(id⊗ str)[(id⊗ π)(id⊗K2ρ)]Rˇ±1V,V = q±(ǫ1,ǫ1+2ρ)id = χV (v∓1)id.
Chapter 4
Quantum osp(1|2n) at roots of unity
In this chapter we define a Z2-graded ribbon Hopf algebra U
(N)
q (osp(1|2n)) that is a certain
quotient of Uq(osp(1|2n)) where q = exp (2πi/N) for some integer N ≥ 3, and we also study
aspects of its representation theory. We define certain representations of U
(N)
q (osp(1|2n)),
show that each of these representations is self-dual, and most importantly, prove tensor
product decomposition theorems for these representations at even N . The results in this
chapter are almost entirely new.
The structure of this chapter is as follows. In Section 4.1 we define the quotient algebra
U
(N)
q (osp(1|2n)) and prove that it is a Z2-graded ribbon Hopf algebra. In Section 4.2 we
define a finite number of finite dimensional U
(N)
q (osp(1|2n))-modules and prove that the
dual U
(N)
q (osp(1|2n))-module to each of these modules is isomorphic to the original module.
In Section 4.3 we prove tensor product theorems for these modules at even N . In Section 4.4
we present the technical proof that the projections defining the U
(N)
q (osp(1|2n))-modules
are all well-defined.
In this chapter we use g to denote osp(1|2n), and fix q = exp (2πi/N) where N ≥ 3 is
an integer.
4.1 The Z2-graded ribbon Hopf algebra U
(N)
q (osp(1|2n))
In this section we introduce a quotient algebra of Uq(g) and prove that it is a Z2-graded
ribbon Hopf algebra.
We firstly generalise the q-bracket from Chapter 3 to arbitrary elements of Uq(g). Each
element in Uq(g) is a linear combination of products of K
±1
i , ei, fi, i = 1, 2, . . . , n, and
every product X of the generators satisfies
KiXK
−1
i = q
(wt(X),αi)X, i = 1, 2, . . . , n, (4.1)
for some integral element wt(X) ∈ H∗. Needless to say, (wt(X), αi) ∈ Z for all i. Then
the q-bracket is a bilinear map [·, ·]q : Uq(g)× Uq(g)→ Uq(g) defined by
[X, Y ]q = XY − (−1)[X][Y ]q(wt(X),wt(Y ))Y X.
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If both X and Y satisfy (4.1) for some wt(X) and wt(Y ), the meaning of [X, Y ]q is clear.
The definition is generalised to arbitrary elements by linearity.
4.1.1 Definition of U
(N)
q (osp(1|2n))
We now define root vectors in Uq(g) using a particular normal ordering of the elements of
φ, the set of positive roots of the reduced root system of g. Recall that φ = {ǫi, ǫj± ǫk| 1 ≤
i ≤ n, 1 ≤ j < k ≤ n}. We use the following notation to help in writing elements of φ in
terms of the simple roots:
αi + · · ·+ αj =
j∑
k=i
αk,
αi + · · ·+ 2αj =
j−1∑
k=i
αk + 2αj,
αi + · · ·+ 2αj + · · ·+ 2αn =
j−1∑
k=i
αk +
n∑
m=j
2αm.
Then
ǫi = αi + · · ·+ αn, i = 1, . . . , n,
ǫi − ǫj = αi + · · ·+ αj−1, 1 ≤ i < j ≤ n,
ǫi + ǫj = αi + · · ·+ αj−1 + 2αj + · · ·+ 2αn, 1 ≤ i < j ≤ n.
We fix the normal order N (φ) that we use in this chapter to be:
α1 ≺ α1 + α2 ≺ α1 + α2 + α3 ≺ . . . ≺ α1 + α2 + · · ·+ αk ≺ . . . ≺ α1 + · · ·+ αn ≺
α1 + · · ·+ 2αn ≺ α1 + · · ·+ 2αn−1 + 2αn ≺ . . . ≺ α1 + · · ·+ 2αk + · · ·+ 2αn ≺
α1 + 2α2 + · · ·+ 2αn ≺
α2 ≺ α2 + α3 ≺ α2 + α3 + α4 ≺ . . . ≺ α2 + α3 + · · ·+ αk ≺ . . . ≺ α2 + · · ·+ αn ≺
α2 + · · ·+ 2αn ≺ α2 + · · ·+ 2αn−1 + 2αn ≺ . . . ≺ α2 + · · ·+ 2αk + · · ·+ 2αn ≺
α2 + 2α3 + · · ·+ 2αn ≺
...
αj ≺ αj + αj+1 ≺ . . . ≺ αj + αj+1 + · · ·+ αk ≺ . . . ≺ αj + · · ·+ αn ≺
αj + · · ·+ 2αn ≺ αj + · · ·+ 2αn−1 + 2αn ≺ . . . ≺ αj + · · ·+ 2αk + · · ·+ 2αn ≺
αj + 2αj+1 + · · ·+ 2αn ≺
...
αn−1 ≺ αn−1 + αn ≺ αn−1 + 2αn ≺ αn.
We also define a second normal order N (φ), which we call the opposite normal order to
N (φ), by y ≺ x whenever x ≺ y in N (φ).
Using N (φ), we recursively define the root vectors eµ, fµ ∈ Uq(g) for each µ ∈ φ as
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follows: firstly fix eαi = ei and fαi = fi for each i = 1, . . . , n, then recursively define
eαi+αi+1 = [ei, ei+1]q, i = 1, . . . , n− 1,
eαi+···+αj = [eαi+···+αj−1 , ej ]q, j = i+ 1, . . . , n,
eαi+···+2αn = [eαi+···+αn , en]q,
eαi+···+2αj+···+2αn = [eαi+···+2αj+1+···+2αn , ej]q, j = i+ 1, . . . , n− 1,
fαi+αi+1 = [fi+1, fi]q−1 , i = 1, . . . , n− 1,
fαi+···+αj = [fj , fαi+···+αj−1 ]q−1, j = i+ 1, . . . , n,
fαi+···+2αn = [fn, fαi+···+αn ]q−1,
fαi+···+2αj+···+2αn = [fj , fαi+···+2αj+1+···+2αn ]q−1 , j = i+ 1, . . . , n− 1.
Using N (φ), we define a further set of elements eµ, fµ ∈ Uq(g) for each µ ∈ φ. Firstly
fix ei = ei and f i = fi for each i = 1, . . . , n, then eµ and fµ are recursively defined by
eαi+αi+1 = [ei+1, ei]q, i = 1, . . . , n− 1,
eαi+···+αj = [ej, eαi+···+αj−1 ]q, j = i+ 1, . . . , n,
eαi+···+2αn = [en, eαi+···+αn ]q,
eαi+···+2αj+···+2αn = [ej, eαi+···+2αj+1+···+2αn ]q, j = i+ 1, . . . , n− 1,
fαi+αi+1 = [fi, fi+1]q−1 , i = 1, . . . , n− 1,
fαi+···+αj =
[
fαi+···+αj−1 , fj
]
q−1
, j = i+ 1, . . . , n,
fαi+···+2αn =
[
fαi+···+αn, fn
]
q−1
,
fαi+···+2αj+···+2αn =
[
fαi+···+2αj+1+···+2αn , fj
]
q−1
, j = i+ 1, . . . , n− 1.
With these elements of Uq(g) we define the quotient algebra U
(N)
q (g) in Theorem 4.1.2
below. Recall that we fix
N ′ =
{
N, if N is odd,
N/2, if N is even,
and N =

2N, if N is odd,
N, if N ≡ 0 (mod 4),
N/2, if N ≡ 2 (mod 4).
Theorem 4.1.1. The left ideal I ⊂ Uq(g) generated by the elements of the set I below is
a two-sided Hopf ideal of Uq(g):
I =
{
(eγ)
N ′ , (eβ)
N , (eγ)
N ′ , (eβ)
N , (fγ)
N ′ , (fβ)
N , (fγ)
N ′, (fβ)
N , (Ji)
±N − 1| 1 ≤ i ≤ n
}
,
(4.2)
where Ji = KiKi+1 · · ·Kn for each i = 1, 2, . . . , n, and γ (resp. β) ranges over all the even
(resp. odd) elements of φ = {ǫi, ǫj ± ǫk| 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}.
Proof. The proof of this result is technical and very lengthy. Thus we relegate it to Ap-
pendix D.
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It immediately follows from this theorem that
Theorem 4.1.2. The quotient algebra U
(N)
q (g) defined by
U (N)q (g) = Uq(g)/I,
is a Z2-graded Hopf algebra.
We denote the image of x ∈ Uq(g) in U (N)q (g) under the canonical homomorphism by x.
The algebra U
(N)
q (g) has appeared in the literature, but only for the case n = 1 and then
only for N ≥ 3 an odd integer [Zh94]. The representation theory of U (N)q (g) is unknown
except in this case, and in this case it is only partially known [Zh94, AB97].
We now introduce a very important representation of U
(N)
q (g) that we will extensively
use in this thesis: the representation afforded by the fundamental irreducible U
(N)
q (g)-
module V . As a matter of notation, we will henceforth write V gen to denote the funda-
mental irreducible module over Uq(g) where q 6= 0 is not a root of unity.
Lemma 4.1.1. There exists a (2n+1)-dimensional irreducible U
(N)
q (osp(1|2n))-module V
with highest weight ǫ1 ∈ P+. Let a basis of V be {vi| − n ≤ i ≤ n} where each vi is
a weight vector of weight ǫi, where we fix ǫ−i = −ǫi and ǫ0 = 0. Let v1 be the highest
weight vector of V . The action of an element x ∈ U (N)q (osp(1|2n)) on the weight vector vi
is identical to the action of the pre-image of x in Uq(osp(1|2n)) on the weight vector vi of
the fundamental Uq(osp(1|2n))-module V in Lemma 3.2.2 if we fix q = exp (2πi/N).
Proof. Besides what is contained in the proof of Lemma 3.2.2, the only additional matter
that we need to prove is that elements of I all act by zero and this is easily seen to be
true.
We always take the grading of the highest weight vector v1 ∈ V to be odd.
4.1.2 The universal R-matrix of U
(N)
q (osp(1|2n))
As the ideal I ⊂ Uq(g) is a two-sided Hopf ideal, we can immediately write down the
universal R-matrix of U
(N)
q (g) following [Zh92a]:
Proposition 4.1.1. The universal R-matrix of U
(N)
q (g) is
R =
(
n∏
a=1
N−1∑
b=0
(Ja)
b ⊗ Pa[b]
)
·
∏
γ∈φ
Rγ ,
where
Pa[b] =
N−1∏
c=0
c 6=b
Ja − qc
qb − qc ,
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and where the product
∏
γ∈φRγ is ordered in accordance with the normal order N (φ) used
to define the root vectors, so that
∏
γ∈φRγ = Rγ1Rγ2 · · ·Rγk where N (φ) = γ1 ≺ γ2 ≺ · · · ≺
γk. Here, Rγ is
Rγ =

N ′−1∑
k=0
(q − q−1)k(eγ ⊗ fγ)k
[k]q−2 !
, if [eγ ] = 0,
N−1∑
k=0
(q−1 − q)k(eγ ⊗ fγ)k
[k]−q−1 !
, if [eγ ] = 1.
Note that
∏
γ∈φRγ is well-defined and each Rγ can be thought of as a truncation of the
infinite sum of the corresponding factor of R˜ in the universal R-matrix of Uh(g) so that it
is well-defined for q at a root of unity.
Universal R-matrices have been written down for quotients of other quantum algebras
and quantum superalgebras at roots of unity. This was first done for Uq(sl2) at 4k
th roots
of unity where k ∈ N [RT91], then for the quantum algebras connected with the classical
series of Lie algebras at odd roots of unity [ZC96] (also implied in [Kiri96]) and then for
the quantum algebras connected with the exceptional Lie algebras G2, F4, E8 at odd roots
of unity [Zh97]. Amongst quantum superalgebras, universal R-matrices have been written
down for quotients of Uq(osp(1|2)) [Zh94] and Uq(gl(2|1)) both at odd roots of unity [Zh95].
An immediate consequence of Proposition 4.1.1 is the
Corollary 4.1.1. The quotient algebra U
(N)
q (g) is a Z2-graded quasitriangular Hopf alge-
bra.
Write the universal R-matrix of U
(N)
q (g) as R =
∑
t at ⊗ bt, then the element u =∑
t S(bt)at(−1)[at] satisfies
ǫ(u) = 1, ∆(u) = (u⊗ u) (RTR)−1 , S2(x) = uxu−1, ∀x ∈ U (N)q (g).
Furthermore, we have the following important theorem.
Theorem 4.1.3. The quotient algebra U
(N)
q (g) is a Z2-graded ribbon Hopf algebra.
Proof. Define the even element
v = uK−12ρ ∈ U (N)q (g).
It suffices to prove that v is central in U
(N)
q (g) and that it satisfies the following relations:
ǫ(v) = 1, v2 = S(u)u, S(v) = v, (4.3)
∆(v) = (v ⊗ v) (RTR)−1 . (4.4)
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We firstly prove that v is central in U
(N)
q (g). The proof is standard but we repeat it
here as the elements u and v are crucial for later applications. Firstly, the homomorphism
S2 satisfies S2(x) = K2ρxK
−1
2ρ for all x ∈ U (N)q (g) (see Lemma 3.4.2). As v is invertible,
vxv−1 = uK−12ρ xK2ρu
−1 = uS−2(x)u−1 = S2(S−2(x)) = x, ∀x ∈ U (N)q (g),
proving that v is central in U
(N)
q (g). The proofs of Eq. (4.4) and the first equation in (4.3)
follow from the properties of u, and the proof of the third equation in (4.3) is similar to the
proof of the corresponding equation in quantum algebras [Dr90, Prop. 5.1]. The second
equation in (4.3) follows from the third.
Definition 4.1.1. Define RˇV,V ∈ EndC(V ⊗ V ) by RˇV,V (vi ⊗ vj) = P ◦ (π ⊗ π)R(vi ⊗ vj)
for all vi, vj ∈ V ; RˇV,V is an element of EndU (N)q (g)(V ⊗ V ). Define Ct to be the subalgebra
of End
U
(N)
q (g)
(V ⊗t) generated by the elements{
Rˇ±1i ∈ EndU (N)q (g)(V
⊗t)
∣∣ 1 ≤ i ≤ t− 1} ,
where
Rˇi = id
⊗(i−1) ⊗ RˇV,V ⊗ id⊗(t−(i+1)). (4.5)
Remark 4.1.1. Note that if we take the explicit expression of Rˇi in (3.36) and set q to
the appropriate root of unity, we obtain the Rˇi defined here.
4.2 U
(N)
q (osp(1|2n))-modules
In this section we define certain U
(N)
q (g)-modules for each N ≥ 3, we calculate their
quantum superdimensions, and we also show that each of these modules is self-dual, that
is, each of these modules is isomorphic to its dual U
(N)
q (g)-module.
4.2.1 The truncated Weyl alcoves
In this subsection we define the truncated Weyl alcoves Λ+N ⊆ Λ+N , which are proper subsets
of X =
⊕n
i=1 Zǫi ⊂ H∗ that we will extensively use in the definition of the U (N)q (g)-modules
in Subsection 4.2.2. In the usual definition, many non-integral elements of H∗ belong to
the truncated Weyl alcoves. However, we only ever use the term in this thesis to refer
to the relevant integral elements given below. The truncated Weyl alcoves are defined in
terms of inequalities connected with the formula for the quantum superdimension of finite
dimensional irreducible Uq(g)-modules for q 6= 0 not a root of unity (see Eq. (3.26)). In
this subsection, (·, ·) : H∗ × H∗ → C is the non-degenerate, bilinear form given by (3.1)
and n is the rank of U
(N)
q (g).
In this work it proves convenient to introduce the following notation: we write P+N to
denote Λ+N ∩ P+.
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Definition 4.2.1. We define Λ+N ⊂ X as follows:
(i) for N ≡ 0, 1, 3 (mod 4),
Λ+N =
{
λ ∈ X
∣∣∣∣ 0 ≤ 2(λ+ ρ, α)(α, α) ≤ N ′, ∀α ∈ Φ+0
}
,
(ii) for N ≡ 2 (mod 4),
Λ+N =
{
λ ∈ X
∣∣∣∣ 0 ≤ 2(λ+ ρ, α)(α, α) ≤ N ′, ∀α ∈ Φ+0 ∪ Φ+1
}
.
Definition 4.2.2. We define Λ+N ⊆ Λ+N as follows:
(i) for N ≡ 0, 1, 3 (mod 4),
Λ+N =
{
λ ∈ X
∣∣∣∣ 0 < 2(λ+ ρ, α)(α, α) < N ′, ∀α ∈ Φ+0
}
, (4.6)
(ii) for N ≡ 2 (mod 4),
Λ+N =
{
λ ∈ X
∣∣∣∣ 0 < 2(λ+ ρ, α)(α, α) < N ′, ∀α ∈ Φ+0 ∪ Φ+1
}
. (4.7)
Lemma 4.2.1. For each λ ∈ X let λi = (λ, ǫi) for each i = 1, . . . , n. There is an
alternative description of Λ+N and P
+
N = Λ
+
N ∩ P+:
(i) Λ+N =

{λ ∈ P+| λ1 + λ2 < N ′ − 2n+ 2} , when N ≡ 0, 1, 3 (mod 4), for n ≥ 2,
{λ ∈ P+| λ1 < N ′} , when N ≡ 0, 1, 3 (mod 4), for n = 1,
{λ ∈ P+| λ1 < N/4− n+ 1/2} , when N ≡ 2 (mod 4).
(ii) P+N =

{λ ∈ P+| λ1 + λ2 ≤ N ′ − 2n+ 2} , when N ≡ 0, 1, 3 (mod 4), for n ≥ 2,
{λ ∈ P+| λ1 ≤ N ′} , when N ≡ 0, 1, 3 (mod 4), for n = 1,
{λ ∈ P+| λ1 ≤ N/4− n + 1/2} , when N ≡ 2 (mod 4).
Proof. We will only prove (i). The proof of (ii) is similar and will be omitted. We will
assume throughout this proof that λ ∈ Λ+N . Set N ≡ 0, 1, 3 (mod 4). We will firstly show
that λ must be an element of P+ if it is an element of Λ+N . Fixing α = 2ǫn in (4.6) shows
that λ satisfies
0 <
2(λ+ ρ, 2ǫn)
(2ǫn, 2ǫn)
< N ′,
which is just 0 < λn + 1/2 < N
′; note that λn ≥ 0 as λ ∈ X . This completes the proof
for n = 1 for N ≡ 0, 1, 3 (mod 4). For n ≥ 2 we use the following arguments. Fixing
α = ǫi − ǫi+1 for i = 1, . . . , n− 1 in (4.6) shows that λ satisfies
0 <
2(λ+ ρ, ǫi − ǫi+1)
(ǫi − ǫi+1, ǫi − ǫi+1) < N
′,
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which tells us that λi − λi+1 ≥ 0 for each i. Then λ must be an element of P+ as λ ∈ X
and λn ≥ 0. Fixing α = ǫ1 + ǫ2 in (4.6) shows that
0 <
2(λ+ ρ, ǫ1 + ǫ2)
(ǫ1 + ǫ2, ǫ1 + ǫ2)
< N ′, (4.8)
and so 0 ≤ λ1 + λ2 < N ′ − 2n+ 2 as λ ∈ P+. Fix α = ǫi ± ǫj for i < j where α 6= ǫ1 + ǫ2,
then
2(λ+ ρ, α)
(α, α)
<
2(λ+ ρ, ǫ1 + ǫ2)
(ǫ1 + ǫ2, ǫ1 + ǫ2)
, for each α 6= ǫ1 + ǫ2.
Finally, note that
2(λ+ ρ, 2ǫi)
(2ǫi, 2ǫi)
= (λ+ ρ, ǫi) <
2(λ+ ρ, ǫ1 + ǫ2)
(ǫ1 + ǫ2, ǫ1 + ǫ2)
.
From this, any λ ∈ P+ satisfying (4.8) also belongs to Λ+N , and so
Λ+N =
{
λ ∈ P+| λ1 + λ2 < N ′ − 2n + 2
}
, when N ≡ 0, 1, 3 (mod 4).
Let us consider the case that N ≡ 2 (mod 4); again, fix λ ∈ Λ+N . As above, we can
show that λ ∈ P+. Fixing α = ǫ1 in (4.7) shows that λ satisfies
0 <
2(λ+ ρ, ǫ1)
(ǫ1, ǫ1)
< N ′, (4.9)
which means that 0 ≤ λ1 < N/4− n+ 1/2 as λ ∈ P+. It is also true that
2(λ+ ρ, α)
(α, α)
<
2(λ+ ρ, ǫ1)
(ǫ1, ǫ1)
, ∀α = ǫi ± ǫj , ǫk i < j, k ≥ 2.
From this, any λ ∈ P+ satisfying (4.9) also belongs to Λ+N , and so
Λ+N =
{
λ ∈ P+| λ1 < N/4− n + 1/2
}
, for N ≡ 2 (mod 4),
which completes the proof of part (i).
4.2.2 U
(N)
q (osp(1|2n))-modules
We now define the U
(N)
q (g)-modules of interest in our work, and in doing so we use the
truncated Weyl alcoves.
We have already defined the fundamental irreducible U
(N)
q (g)-module V for all n ≥ 1
and all N ≥ 3. In this subsection we define a further set of U (N)q (g)-modules Vλ for all
λ ∈ P+N when N ≥ 4 is even. For technical reasons, we only define the U (N)q (g)-modules
for λ an element of a proper subset of P+N when N ≥ 3 is odd.
We define each of these new U
(N)
q (g)-modules Vλ by using a projection operator V
⊗t →
Vλ. This projection operator is an element of EndU (N)q (g)(V
⊗t) that we obtain by setting q
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to the appropriate root of unity in the projection (V gen)⊗t → V genλ we defined in Section
3.8. Here, V gen and V genλ are finite dimensional irreducible Uq(g)-modules where q 6= 0 is
not a root of unity, and the highest weight of V genλ is λ ∈ P+. It is crucially important
that these projections are well defined and we deal with this problem in Section 4.4.
The projections are all well-defined for even N , but for odd N they are only well-defined
if λ belongs to a proper subset of P+N ; this is the reason we only define these modules for
λ an element of a proper subset of P+N when N is odd. We have not been able to resolve
this ill-definedness problem, but we conjecture that well-defined projections do exist for all
λ ∈ P+N at odd N .
Recall that the Bratteli diagram for (V gen)⊗t defined in Chapter 3 encodes the decom-
position of (V gen)⊗t into irreducible Uq(g)-submodules for q 6= 0 not a root of unity. Recall
further that the elements on the jth level of the Bratteli diagram for (V gen)⊗t, for each
j ≤ t, are called shapes, and that a sequence of (t+ 1) elements:
λti = (0, ǫ1, s2, . . . , st−1, λ),
is called a tableau of length t if sj is a shape on the j
th level of the Bratteli diagram for each
j. We let T t denote the set of all tableaux of length t derived from the Bratteli diagram
for (V gen)⊗t.
We now define two proper subsets of T t that we will use in creating the projections
from V ⊗t onto U
(N)
q (g)-submodules of V ⊗t.
Definition 4.2.3. Define the two proper subsets T˜ t and T̂ t of T t by
T˜ t = {it = (s0, s1, . . . , st) ∈ T t| sj ∈ Λ+N for all 0 ≤ j ≤ t} ,
T̂ t =
{
it = (s0, s1, . . . , st) ∈ T t
∣∣ sj ∈ Λ+N for each 0 ≤ j ≤ t− 1, and st ∈ P+N} .
• The set T˜ t is the set of all tableaux of length t where each shape in each tableau is
an element of Λ+N .
• The set T̂ t is the set of all tableaux of length t where the first t shapes in each tableau
are elements of Λ+N and the last shape in each tableau is an element of P
+
N .
• Note that T˜ t is a proper subset of T̂ t. Also, it is convenient to write λti to mean it if
shp(it) = λ.
Let λti = (0, ǫ1, s2, . . . , st−1, λ) ∈ T̂ t be a tableau and let p˜ti[λ]gen ∈ EndUq(g) (V gen)⊗t be
a path projection at generic q:
p˜ti[λ]
gen : (V gen)⊗t → V genλ ⊂ (V gen)⊗t , (4.10)
then p˜ti[λ]
gen can be written as the ratio z1/z2 where z1 is an ordered polynomial in the ele-
ments
{
Rˇ±1i ∈ EndUq(g) (V gen)⊗t | i = 1, . . . , t− 1
}
with coefficients in
{±q−(µ+2ρ,µ)| µ ∈ P+},
and z2 is a non-zero product of elements of the form
{
q−(µ+2ρ,µ) − q−(ν+2ρ,ν)| µ, ν ∈ P+}.
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Definition 4.2.4. For each tableau λti = (0, ǫ1, s2, . . . , st−1, λ) ∈ T̂ t, we define the path
projection
p˜ti[λ] ∈ EndU (N)q (g)
(
V ⊗t
)
, (4.11)
to be an identical expression in the Rˇ±1i and the ±q−(µ+2ρ,µ) as in the definition of p˜ti[λ]gen
in (4.10) except that we fix q = exp (2πi/N) and we also fix Rˇ±1i ∈ EndU (N)q (g) (V ⊗t).
Explicitly, the projection p˜ti[λ] from (4.11) is p˜
t
i[λ] = p
0
st−1[λ]p
1
st−2[st−1] · · ·pt−2ǫ1 [s2], where
pjst−(j+1)[st−j] = π
⊗t

∏
ν∈P+st−(j+1)
ν 6=st−j
∆(t−1−j)(v)− q−(ν+2ρ,ν)
q−(st−j+2ρ,st−j) − q−(ν+2ρ,ν) ⊗ id
⊗j
 , j = 0, 1, . . . , t− 2,
where π is the representation of U
(N)
q (g) afforded by the fundamental irreducible module
V .
Lemma 4.2.2. For each tableau λti = (0, ǫ1, s2, . . . , st−1, λ) ∈ T̂ t, the path projection
p˜ti[λ] ∈ EndU (N)q (g) (V ⊗t) is well-defined if either one of the two following conditions is met:
(a) N ≥ 4 is even, or
(b) N ≥ 3 is odd and
(i) λ1 ≤ (N − 1)/2− n+ 1, or
(ii) the components of st−1 = λ ∈ Λ+N satisfy λ1 = (N − 1)/2− n + 1 and λ2 = λ1,
and λ is given by λ = λ+ ǫ1.
The proof of this lemma is easy but very lengthy. To avoid interrupting the flow of
thought we relegate the proof to Section 4.4 at the very end of this chapter. Here we
wish to make the following remarks. Part (a) of the lemma means that at even N ≥ 4,
all projections that project down by a path in T̂ t onto a U (N)q (g)-module labelled by an
element of P+N are well-defined. Part (b) means that at odd N ≥ 3, only certain of the path
projections are well defined. The significance of (b) is that we cannot prove tensor product
theorems of the form of Theorem 4.3.3 for U
(N)
q (g)-modules at odd N . As mentioned
previously, we conjecture that at odd N there exist well-defined projections onto each
module labelled by an element of P+N .
In the proof of Lemma 4.2.3 we use an argument that we will repeatedly use throughout
this thesis, and here we wish to make some relevant comments. The idea in this argument is
to take an element pgen belonging to EndC(V
gen)⊗t at generic q 6= 0, and to then specialise
q to a root of unity yielding the element p ∈ EndC(V ⊗t). It is essential that pgen is
well-defined upon specialising q to the desired root of unity.
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Let us write C[[q, q−1]] to mean the ring of power series in q and q−1 with coefficients
in C. Let V be a vector subspace of V ⊗t over C[[q, q−1]] with a basis{
vi1 ⊗ vi2 ⊗ · · · ⊗ vit | i1, i2, . . . , it = −n, . . . , n
}
,
where each vi is a weight vector of the fundamental Uq(g)-module V
gen. In order that pgen is
well-defined when q is specialised to the root of unity, we only ever apply the specialisation
argument to
(i) those pgen that we know are well-defined if q is specialised, or
(ii) those pgen belonging to EndC[[q,q−1]](V ).
In the proof of Lemma 4.2.3 (amongst other lemmas and propositions in this thesis),
we claim that certain elements in End
U
(N)
q (g)
(V ⊗t) can be obtained by taking correspond-
ing elements in EndUq(g)(V
gen)⊗t and specialising q to the appropriate root of unity. In
particular, we claim this for π⊗t(∆(t−1)(v)) (where v ∈ U (N)q (g)) and for the well-defined
projections p˜ti[λ] of Ct from Lemma 4.2.2.
To see this, firstly note that the matrices Rˇ±1i of EndU (N)q (g)(V
⊗t) and (Rˇgeni )
±1 of
EndUq(g)(V
gen)⊗t are exactly the same relative to the basis{
vi1 ⊗ vi2 ⊗ · · · ⊗ vit | i1, i2, . . . , it = −n, . . . , n
}
of both V ⊗t and (V gen)⊗t if we consider q to be an indeterminate (see Remark 4.1.1). The
same is true for π⊗t
(
∆(k)(v)⊗ id⊗(t−k−1)) for each k = 0, 1, . . . , t − 1 as it is a product in
the Rˇ±1i with coefficients in C[[q, q
−1]] in both cases.
Now the projections p˜ti[λ] of Ct in Lemma 4.2.2 are polynomials in products of the
π⊗t
(
∆(k)(v) ⊗ id⊗(t−k−1)) with coefficients in C(q), but we know from Lemma 4.2.2 that
they are all well-defined if q is specialised to the appropriate root of unity.
We will use specialisation arguments to prove various claims throughout this thesis.
In each of these proofs we will rely on the comments here and we will show that any
coefficients in C(q) appearing in the calculations are well-defined if q is specialised to the
appropriate root of unity.
Lemma 4.2.3. Let λti = (0, ǫ1, s2, . . . , st−1, λ) ∈ T̂ t be a tableau of length t and p˜ti[λ] ∈ Ct
be a well-defined projection referred to in Lemma 4.2.2, then
(i)
(
p˜ti[λ]
)2
= p˜ti[λ],
(ii) p˜ti[λ] · p˜tj[λ] =
{
0, if it 6= jt,
p˜ti[λ], if i
t = jt,
(iii) p˜ti[λ] · p˜tj[µ] = 0 if λ 6= µ.
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Proof. To prove this lemma we consider similar equations in EndUq(g)(V
gen)⊗t where q 6= 0
is not a root of unity, and we apply a specialisation argument.
Consider the elements p˜ti[λ]
gen ∈ EndUq(g) (V gen)⊗t that project down from (V gen)⊗t
onto irreducible Uq(g)-submodules with highest weights in P+. For each such p˜ti[λ]gen, we
can define a matrix valued function Mq (p˜
t
i[λ]
gen) of a complex parameter q, for all q 6= 0
that are not roots of unity, such that
Mq
(
p˜ti[λ]
gen
) ∣∣∣
q=q
= p˜ti[λ]
gen ∈ EndUq(g) (V gen)⊗t ,
for each q 6= 0 that is not a root of unity. Each component of the matrix Mq (p˜ti[λ]gen) is
a continuous function in q and has no poles for all non-zero q that are not roots of unity.
Furthermore,
lim
q→q
[
Mq
(
p˜ti[λ]
gen
) ]
= Mq
(
p˜ti[λ]
gen
) ∣∣∣
q=q
,
where in taking the limit we take the limit of each component of Mq (p˜
t
i[λ]
gen).
Let λti = (0, ǫ1, s2, . . . , st−1, λ) ∈ T̂ t be a tableau of length t where the path projection
p˜ti[λ] ∈ EndU (N)q (g) (V ⊗t) is well-defined from Lemma 4.2.2. Then we can extend the domain
in q of Mq (p˜
t
i[λ]
gen) to include q = exp (2πi/N) by defining
Me2πi/N
(
p˜ti[λ]
gen
)
= p˜ti[λ] ∈ EndU (N)q (g) (V )
⊗t .
No component ofMe2πi/N (p˜
t
i[λ]
gen) has a pole, and furthermore, p˜ti[λ] =Me2πi/N (p˜
t
i[λ]
gen) =
limq→e2πi/N
[
Mq (p˜
t
i[λ]
gen)
]
.
Now consider the equations in EndUq(g) (V
gen)⊗t given in Lemma 3.8.3 (i)–(iii) corre-
sponding to parts (i)–(iii) of this lemma. For each non-zero q that is not a root of unity,
the equations in Lemma 3.8.3 (i)–(iii) are true. As each component of Mq (p˜
t
i[λ]
gen) is a
continuous function of q and has no poles for all q, the product of two such matrix valued
functions is again a matrix valued function where each component of the product is a con-
tinuous function in q with no poles for all q. It follows then that each equation in Lemma
3.8.3 (i)–(iii) can be obtained by taking the limit q → q ∈ C of the products of the matrix
valued functions Mq (p˜
t
i[λ]
gen).
The proof of Eqs. (i)–(iii) of this lemma is then given by taking the limit q → e2πi/N
of the corresponding equations in EndUq(g) (V
gen)⊗t.
We now define the specific collection of new U
(N)
q (g)-modules of interest.
Definition 4.2.5. Let λti = (0, ǫ1, s2, . . . , st−1, λ) ∈ T̂ t be a tableau and let p˜ti[λ] ∈ Ct be
a well-defined projection referred to in Lemma 4.2.2. We define the finite dimensional
U
(N)
q (g)-module Vλ depending on the tableau λ
t
i by
Vλ = p˜
t
i[λ]
(
V ⊗t
)
. (4.12)
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We conjecture that each of the U
(N)
q (g)-modules defined in (4.12) is an irreducible
U
(N)
q (g)-module. We now investigate properties of these U
(N)
q (g)-modules. Note that P+µ ⊆
Λ+N for each µ ∈ Λ+N , and we write P+µ ∩ Λ+N below to make clear that each λ ∈ P+µ is also
an element of Λ+N .
Lemma 4.2.4. Let it = (0, ǫ1, s2, . . . , st−1, µ) ∈ T˜ t be a tableau of length t and let Vµ be a
U
(N)
q (g)-module defined by Vµ = p˜
t
i[µ]
(
V ⊗t
)
as given in Definition 4.2.5. Then there is a
decomposition of Vµ ⊗ V into a direct sum of U (N)q (g)-submodules:
Vµ ⊗ V =
⊕
λ∈P+µ ∩Λ
+
N
Vλ, (4.13)
where each Vλ is a U
(N)
q (g)-submodule defined by Vλ = p˜
(t+1)
j [λ]
(
V ⊗(t+1)
)
, where p˜
(t+1)
j [λ] ∈
End
U
(N)
q (g)
(V ⊗(t+1)) is a path projection of length t+1, and j(t+1) = (0, ǫ1, s2, . . . , st−1, µ, λ) ∈
T̂ (t+1) is a tableau of length t + 1.
Proof. Firstly, note that P+µ ⊆ Λ+N for each µ ∈ Λ+N . Lemma 4.2.3 (ii) implies the only
vector belonging to any pair of distinct summands on the right hand side of Eq. (4.13) is
the zero vector. As j(t+1) ∈ T̂ (t+1), the path projection p˜(t+1)j [λ] ∈ EndU (N)q (g)(V ⊗(t+1)) is
well-defined for each λ ∈ P+µ ∩Λ+N from Lemma 4.2.2. To complete the proof we need only
show that the inclusion
⋃
λ∈P+µ ∩Λ
+
N
Vλ ⊆ Vµ ⊗ V is actually an equality, and this follows from
the equation ∑
λ∈P+µ ∩Λ
+
N
p˜
(t+1)
j [λ] = idVµ⊗V ,
which can be shown to be true by applying an argument similar to the one we used in the
proof of Lemma 4.2.3 to the corresponding matrix equations at generic q.
We can prove the following lemma by also applying a similar idea to the one we used
in the proof of Lemma 4.2.3 to the corresponding matrix equations at generic q.
Lemma 4.2.5. Let λti ∈ T̂ t be a tableau of length t and let Vλ be a U (N)q (g)-module defined
by Vλ = p˜
t
i[λ]
(
V ⊗t
)
. Then
v · w = q−(λ+2ρ,λ)w, ∀w ∈ Vλ,
where v = uK−12ρ ∈ U (N)q (g).
Lemma 4.2.6. Let λ ∈ P+N and let Vλ be the U (N)q (g)-module given in Definition 4.2.5,
then
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(i) the quantum superdimension of Vλ is
sdimq(Vλ) = (−1)[λ]q−(λ,2ρ)
∏
α∈Φ
+
0
(
q2(λ+ρ,α) − 1
q2(ρ,α) − 1
) ∏
β∈Φ+1
(
q2(λ+ρ,β) + 1
q2(ρ,β) + 1
)
, (4.14)
where [λ] is the grading of the highest weight vector of the irreducible Uq(g)-module
V genλ with highest weight λ ∈ P+ where q 6= 0 is not a root of unity,
(ii) sdimq(Vλ) 6= 0 if λ ∈ Λ+N ,
(iii) sdimq(Vλ) = 0 if λ ∈ P+N\Λ+N .
Proof. (i) The quantum superdimension of Vλ ⊆ V ⊗t is
sdimq(Vλ) = str
(
p˜ti[λ] · π⊗t
(
∆(t−1)(K2ρ)
))
,
and by using the idea in the proof of Lemma 4.2.3, one can show that this gives the
right hand side of (4.14) provided that it is well-defined. This is indeed the case for
all λ ∈ P+N as the denominator of the right hand side of (4.14) is non-zero. This is
very easy to see, but nevertheless we present the detailed proof.
Set N ≡ 0, 1, 3 (mod 4). For each α ∈ Φ+0 we have 2(ρ, α) ∈ 2Z and 0 < 2(ρ, α) <
2N ′, which implies that q2(ρ,α) 6= 1. Now if N is odd, q2(ρ,β) 6= −1 for all β ∈ Φ+1 .
If N ≡ 0 (mod 4) then q2(ρ,β) = −1 for some β ∈ Φ+1 if and only if 2(ρ, β) ≡ N/2
(mod N). However, it is not possible that 2(ρ, β) ≡ N/2 (mod N), as 2(ρ, β) is odd
and both of N and N/2 are even, thus q2(ρ,β) 6= −1 for all β ∈ Φ+1 . Now if N ≡ 2
(mod 4) then 0 < 2(ρ, α) < N for all α ∈ Φ+0 , and 0 < 2(ρ, β) < N/2 for all β ∈ Φ+1 .
It follows that the right hand side of (4.14) is well defined.
(ii) If λ ∈ Λ+N , none of the factors in the numerator of the right hand side of Eq. (4.14)
is zero. The proof of this fact is easy thus omitted.
(iii) Consider λ ∈ P+N\Λ+N . From the definitions of Λ+N and Λ+N , we obtain
2(λ+ ρ, α) = 2N ′, for some α ∈ Φ+0 , if N ≡ 0, 1, 3 (mod 4),
2(λ+ ρ, ǫ1) = N/2, if N ≡ 2 (mod 4).
Thus the right hand side of Eq. (4.14) is zero.
Proposition 4.2.1. Let λ ∈ P+N and let Vλ be the U (N)q (g)-module given in Definition
4.2.5, then Vλ
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Proof. It suffices to show that there is a non-degenerate, U
(N)
q (g)-invariant, bilinear form
(·, ·) : Vλ × Vλ → C; and we do this inductively.
Firstly, we will show that there exists such a form on Vν×Vν for any U (N)q (g)-summand
Vν on the right hand side of the decomposition
V ⊗ V = V2ǫ1 ⊕ Vǫ1+ǫ2 ⊕ V0, (4.15)
where we write ǫ1+ ǫ2 to mean ǫ1 if n = 1. Let 〈〈 , 〉〉 : V ×V → C be the non-degenerate
bilinear form from Proposition 3.2.1, the U
(N)
q (g)-invariance of which is given by
〈〈a · x, y〉〉 = (−1)[a][x]〈〈x, S(a)y〉〉, ∀a ∈ U (N)q (g), x, y ∈ V.
Now define a new bilinear form 〈〈 , 〉〉 : (V ⊗ V )× (V ⊗ V )→ C by
〈〈x1 ⊗ y1, x2 ⊗ y2〉〉 = (−1)[y1][x2]〈〈x1, x2〉〉〈〈y1, y2〉〉, x1, x2, y1, y2 ∈ V,
which is evidently non-degenerate. Elementary calculations show that this form satisfies〈〈
a · (x1 ⊗ y1), x2 ⊗ y2
〉〉
= (−1)[a]([x1]+[y1])〈〈x1 ⊗ y1,∆′(S(a))(x2 ⊗ y2)〉〉, ∀a ∈ U (N)q (g),
but this is not our desired U
(N)
q (g)-invariance. To deal with this, we introduce a new
bilinear form that is non-degenerate and has the desired U
(N)
q (g)-invariance. Define the
new bilinear form 〈〈 , 〉〉new : (V ⊗ V )× (V ⊗ V )→ C by〈〈
x1 ⊗ y1, x2 ⊗ y2
〉〉new
=
〈〈
x1 ⊗ y1, R · (x2 ⊗ y2)
〉〉
, x1, x2, y1, y2 ∈ V,
where R is the universal R-matrix of U
(N)
q (g). This new form is non-degenerate as R is
invertible and 〈〈 , 〉〉 is non-degenerate. We now claim that 〈〈 , 〉〉new is U (N)q (g)-invariant.
To see this, note that for each a ∈ U (N)q (g) we have
〈〈a · (x1 ⊗ y1), x2 ⊗ y2〉〉new
= 〈〈a · (x1 ⊗ y1), R · (x2 ⊗ y2)〉〉
=
∑
(a),t
〈〈a(1)x1 ⊗ a(2)y1, αtx2 ⊗ βty2〉〉(−1)[a2][x1]+[βt][x2]
=
∑
(a),t
〈〈a(1)x1, αtx2〉〉〈〈a(2)y1, βty2〉〉(−1)([a(2)]+[y1])([αt]+[x2])+[a(2)][x1]+[βt][x2], (4.16)
where we write the universal R-matrix as R =
∑
t αt⊗ βt. Using the U (N)q (g)-invariance of
〈〈 , 〉〉 : V × V → C, we can rewrite (4.16) as
〈〈x1 ⊗ y1, ((S ⊗ S)∆(a))R · (x2 ⊗ y2)〉〉(−1)[a]([y1]+[x1])
= 〈〈x1 ⊗ y1,∆′(S(a))R · (x2 ⊗ y2)〉〉(−1)[a]([y1]+[x1])
= 〈〈x1 ⊗ y1, R ·∆(S(a))(x2 ⊗ y2)〉〉(−1)[a]([y1]+[x1])
= 〈〈x1 ⊗ y1,∆(S(a))(x2 ⊗ y2)〉〉new(−1)[a]([y1]+[x1])
= 〈〈x1 ⊗ y1, S(a) · (x2 ⊗ y2)〉〉new(−1)[a]([y1]+[x1]),
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thus 〈〈 , 〉〉new : V ⊗2 × V ⊗2 → C is U (N)q (g)-invariant. We now show that 〈〈 , 〉〉new is
non-degenerate on each of the U
(N)
q (g)-summands of V ⊗V on the right hand side of (4.15).
Let λ, ν ∈ P+ǫ1 ∩Λ+N be non-equal and let x ∈ Vλ and y ∈ Vν be arbitrary non-zero vectors.
The fact that the projections from V ⊗V onto its summands are well-defined comes about
from the fact that χλ(v) 6= χν(v) for all these λ and ν satisfying λ 6= ν. Furthermore, we
have χλ(v) 6= 0 6= χν(v), and it follows that
χλ(v)〈〈x, y〉〉 = 〈〈v · x, y〉〉 = 〈〈x, v · y〉〉 = χν(v)〈〈x, y〉〉, if and only if 〈〈x, y〉〉 = 0,
where we have used the fact that S(v) = v. The non-degeneracy of 〈〈 , 〉〉new : V ⊗2×V ⊗2 →
C then implies that 〈〈 , 〉〉new is non-degenerate on Vν × Vν for each summand Vν on the
right hand side of (4.15).
We have shown that 〈〈 , 〉〉new : V ⊗2 × V ⊗2 → C is U (N)q (g)-invariant, thus the form
〈〈 , 〉〉new : Vν ⊗ Vν → C is non-degenerate, U (N)q (g)-invariant, and bilinear as desired.
Now we do the inductive step, using an almost identical argument. Let Vµ, µ ∈ Λ+N ,
be a U
(N)
q (g)-module from Definition 4.2.5 and let Vµ be equipped with a non-degenerate,
U
(N)
q (g)-invariant, bilinear form 〈〈 , 〉〉µ : Vµ × Vµ → C, where the U (N)q (g)-invariance is
〈〈a · x, y〉〉µ = (−1)[a][x]〈〈x, S(a)y〉〉µ, ∀a ∈ U (N)q (g), x, y ∈ Vµ.
Now let Vλ, λ ∈ P+µ ∩ Λ+N , be the U (N)q (g)-module defined in Definition 4.2.5 by Vλ =
p˜
(t+1)
j [λ](Vµ ⊗ V ). Define a bilinear form
〈〈 , 〉〉 : (Vµ ⊗ V )× (Vµ ⊗ V )→ C, by (4.17)
〈〈x1 ⊗ y1, x2 ⊗ y2〉〉 = (−1)[y1][x2]〈〈x1, x2〉〉µ〈〈y1, y2〉〉, x1, x2 ∈ Vµ, y1, y2 ∈ V.
As 〈〈 , 〉〉µ : Vµ × Vµ → C is non-degenerate, so is the form in (4.17). Now define a new
bilinear form 〈〈 , 〉〉new : (Vµ ⊗ V )× (Vµ ⊗ V )→ C by
〈〈x1 ⊗ y1, x2 ⊗ y2〉〉new = 〈〈x1 ⊗ y1, R · (x2 ⊗ y2)〉〉,
where R is the universal R-matrix, then by an almost identical argument as before, 〈〈 , 〉〉new
is also non-degenerate, and furthermore, is U
(N)
q (g)-invariant:〈〈
a·(x1⊗y1), x2⊗y2
〉〉new
= (−1)[a]([x1]+[y1])〈〈x1⊗y1,∆(S(a))(x2⊗y2)〉〉new, ∀a ∈ U (N)q (g).
Recall that Vµ ⊗ V decomposes into the following direct sum of U (N)q (g)-modules:
Vµ ⊗ V =
⊕
λ∈P+µ ∩Λ
+
N
Vλ. (4.18)
Using almost exactly the same argument as previously, we can show that 〈〈 , 〉〉new is non-
degenerate on each of the summands on the right hand side of (4.18). Now the fact that
〈〈 , 〉〉new : (Vµ⊗V )×(Vµ⊗V )→ C is U (N)q (g)-invariant implies that 〈〈 , 〉〉new : Vλ×Vλ → C
is also U
(N)
q (g)-invariant, thus we have our non-degenerate, U
(N)
q (g)-invariant, bilinear form
〈〈 , 〉〉new : Vλ × Vλ → C as desired.
One easily completes the proof of the proposition using induction.
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4.3 Tensor products of U
(N)
q (osp(1|2n))-modules
In this section we prove some of the most important results of this chapter. We present
certain tensor product theorems for the U
(N)
q (g)-modules Vλ, where λ ∈ Λ+N , in the following
cases:
(i) n = 1 and N ≥ 6 satisfies N ≡ 2 (mod 4), and
(ii) n ≥ 2 and N ≥ 4 is even.
We then give the detailed proofs of these tensor product theorems. Note that we do not
consider the case that n = 1 and N ≥ 4 satisfies N ≡ 0 (mod 4). We leave this case for
future study, but conjecture that the results in this case are similar to the results for the
cases that we do consider.
In obtaining this result we use many of the techniques of Sections 4 and 5 of [TW93],
in which a corresponding result was obtained for modules of quantum algebras associated
with the A,B,C and D families of Lie algebras at even roots of unity.
4.3.1 Technical Lemmas
Recall that Ct is the subalgebra over C of EndU (N)q (g)(V ⊗t) generated by
Rˇi = id
⊗(i−1) ⊗ RˇV,V ⊗ id⊗(t−(i+1)), 1 ≤ i ≤ t− 1.
Also recall that
• T t is the set of all tableaux of length t derived from the Bratteli diagram for (V gen)⊗t,
• T˜ t is the proper subset of T t consisting of all those sequences λti = (0, ǫ1, s2, . . . , st) ∈
T t where si ∈ Λ+N for each 1 ≤ i ≤ t,
• T̂ t is a further proper subset of T t consisting of all those sequences λti = (0, ǫ1, s2, . . . , st) ∈
T t where si ∈ Λ+N for each 1 ≤ i ≤ t− 1 and st ∈ P
+
N .
We now define some matrix units in Ct that will play a key role in the proof of the
tensor product theorems for certain U
(N)
q (g)-modules later in this section. In constructing
these matrix units in Ct, it is convenient to define the set
Ω˜t =
{
(S, T ) ∈ Ωt| S, T ∈ T˜ t, shp(S) = shp(T )
}
of pairs of paths in T˜ t that end at the same shape.
Now for each (S, T ) ∈ Ω˜t we define a matrix unit EST ∈ Ct using precisely the same
method we used to define the matrix unit EST ∈ EndUq(g)(V gen)⊗t in Subsection 3.9.2,
except that here we fix q = exp (2πi/N) and also fix Rˇi to be the appropriate element
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of End
U
(N)
q (g)
(V ⊗t). Note that we only define a matrix unit EST in Ct here for each pair
(S, T ) ∈ Ω˜t.
We need to show that these matrix units in Ct are all well-defined and non-zero. Firstly,
each of the projectors
{
ESS ∈ Ct| (S, S) ∈ Ω˜t
}
is defined by ESS = p˜
t
i[λ] ∈ Ct where
S = λti ∈ T˜ t, and these are well-defined and non-zero by construction. It takes more work
to prove the corresponding result for the intertwiners
{
EST ∈ Ct| (S, T ) ∈ Ω˜t, S 6= T
}
, and
we will do this inductively.
Assume firstly that the matrix units
{
EST ∈ Cr| (S, T ) ∈ Ω˜r
}
, are all well-defined and
non-zero for some positive integer r ≥ 1. We will show that the intertwiners{
EMP ∈ Cr+1| (M,P ) ∈ Ω˜r+1,M 6= P
}
are also all well-defined and non-zero. To do this, we firstly recall from Subsection 3.9.2
that each path S˜ of length t in the Bratteli diagram for (V gen)⊗t corresponds to a path S of
length t in the Bratteli diagram for B˜W t(−q2n, q) and that this is a one-to-one relationship.
In the following discussion concerning intertwiner matrix units, in discussing a path S˜ of
length t in T˜ t, we always use this instead to refer to the corresponding path S of length
t in the Bratteli diagram for B˜W t(−q2n, q). The reason we do this is that although the
intertwiner matrix units are defined using paths in the Bratteli diagram for B˜W t(−q2n, q),
it is easier to discuss paths in T˜ t.
We now define the intertwiners EMP ∈ Cr+1; let us partition them into two sets:
(a) the intertwiners EMP for which |shp(M)| = |shp(P )| = r + 1,
(b) the intertwiners for which |shp(M)| = |shp(P )| < r + 1.
We will show that the intertwiners in each set are well-defined and non-zero. Firstly
consider (a): let the paths M and P satisfy |shp(M)| = |shp(P )| = r + 1 and shp(M ′) 6=
shp(P ′), then the intertwiner EMP ∈ Cr+1 is well-defined if the coefficient
1− q2d√
(1− q2d+2)(1− q2d−2) , (4.19)
is well-defined, where d = d(M, r) is an integer defined in Subsection 3.9 and M is a
particular path in T˜ r+1 also defined in Subsection 3.9 such that shp(M) = shp(M). The
number |d(M, r)|+1 is the length of a hook going through the boxes containing the numbers
r and r + 1 in the standard tableau obtained from M in the canonical way.
The question of whether the coefficient (4.19) is well-defined and non-zero evidently
depends on the values that d can take, and we will show that (4.19) is indeed well-defined
and non-zero. As |d|+1 is the length of a hook in the standard tableau obtained from M ,
we can calculate the values that d can take by considering all possible hooks of shp(M).
Clearly, the minimum length of a hook is 2, ie |d|+ 1 ≥ 2. We now break the problem
down into a number of sub-cases:
Tensor products of U
(N)
q (osp(1|2n))-modules 87
(i) n ≥ 2 and N ≡ 0 (mod 4).
Here λ ∈ Λ+N if and only if λ is an element of P+ satisfying 0 ≤ λ1+λ2 ≤ N/2−2n+1.
We want to find the greatest possible length of a hook over all allowable Young
diagrams that also satisfy 0 ≤ λ1 + λ2 ≤ N/2− 2n + 1. Recall from Chapter 3 that
a Young diagram µ is said to be allowable if µ′1 + µ
′
2 ≤ 2n + 1. By considering the
geometry of the relevant Young diagrams we can see that the greatest such length
appears in a hook in any allowable Young diagram λ satisfying λ1 = N/2 − 2n and
λ′1 = 2n. Now the greatest possible length of any hook in any such Young diagram
is 2n+N/2− 2n− 1, thus d satisfies 2 ≤ |d|+ 1 ≤ N/2− 1.
(ii) n ≥ 2 and N ≡ 2 (mod 4).
Here λ ∈ Λ+N if and only if λ is an element of P+ satisfying 0 ≤ λ1 ≤ N/4− n− 1/2.
We want to find the greatest possible length of a hook over all allowable Young
diagrams that also satisfy 0 ≤ λ1 ≤ N/4− n− 1/2. By considering the geometry of
the relevant Young diagrams we can easily see that the greatest such length appears
in a hook in any allowable Young diagram λ satisfying λ1 = N/4 − n − 1/2 and
λ′1 = 2n. Now the greatest possible length of a hook in any such Young diagram is
2n+N/4− n− 3/2, thus d satisfies 2 ≤ |d|+ 1 ≤ N/4 + n− 3/2.
(iii) n = 1 and N is even.
Intertwiner matrix units EMP ∈ Cr+1 do not exist in this sub-case. Each element of
Λ+N belongs to Z+ǫ1 and after examining the geometry of the relevant Young diagrams,
the Bratteli diagram shows us that the pathM isM = (0, ǫ1, 2ǫ1, . . . , (r+1)ǫ1) ∈ T˜ r+1
as this is the only path in T˜ r+1 that ends on a shape with r+1 boxes. As this is the
only such path, there is no P and no intertwiner EMP .
This allows us to analyse the cofficient (4.19) of EMP . Firstly, (4.19) is well-defined if
q2d±2 6= 1. By examining the values of d from (i)–(ii) above, it is not difficult to see that
q2d+2 6= 1 and q2d−2 6= 1 unless |d| = 1. However, in Subsection 3.9 we showed that |d| ≥ 2,
thus q2d±2 6= 1.
We now show that (4.19) is non-zero: to do this it suffices to show that q2d 6= 1. In
sub-case (i) above we have
2 ≤ |2d| ≤ N − 4,
and in (ii) we have
2 ≤ |2d| ≤ N − 8,
thus it is indeed true that q2d 6= 1 and therefore (4.19) is non-zero. Note that we have not
proved that the intertwiner EMP itself is non-zero, but we will show this momentarily.
Now we consider the remaining intertwiners in case (b): the intertwiners EMP where
|shp(M)| = |shp(P )| < r + 1. The coefficient of EMP is
sdimq(Vshp(M))√
sdimq(Vshp(M ′))sdimq(Vshp(P ′))
, (4.20)
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which is well-defined and non-zero as M,P ∈ T˜ r+1, each vertex on the paths M and P is
an element of Λ+N and sdimq(Vλ) 6= 0 for all λ ∈ Λ+N .
Now we need to prove that EMP ∈ Cr+1 is non-zero at the appropriate root of unity.
We showed that the coefficient of EMP is non-zero at roots of unity in our work above.
Now recall that EMPEPM = EMM at all generic q, then by using arguments similar to
those we used in the proof of Lemma 4.2.3, we can show that EMP is non-zero when q is
specialised to the appropriate root of unity, as EPM has no poles at these roots of unity.
Furthermore, strq(EPMEMP ) = strq(EPP ) 6= 0, so EMP 6= 0. Thus the intertwiner EMP is
well-defined and non-zero at roots of unity. This completes the proof that the intertwiners
in
{
EMP ∈ Cr+1 | (M,P ) ∈ Ω˜r+1
}
are all well-defined and non-zero.
We have shown that all the
{
EST ∈ Ct| (S, T ) ∈ Ω˜t
}
are well-defined and non-zero when
q = exp (2πi/N). Now we wish to show that
Lemma 4.3.1. Each projector ESS ∈ Ct, S ∈ T˜ t, is a minimal idempotent in Ct, ie, ESS
cannot be written as a sum of orthogonal idempotents ESS(1) and ESS(2) in Ct where both
ESS(1) and ESS(2) are non-zero.
We will show this by drawing on work of Wenzl [We90]. Before proving Lemma 4.3.1,
we define the annihilator ideal Jt ⊂ Ct with respect to the quantum supertrace, which we
will use in the proof of Lemma 4.3.1 and in the proof of the tensor product theorems later
in this chapter.
Definition 4.3.1. Define the ideal Jt ⊂ Ct by Jt = {y ∈ Ct| strq(xy) = 0, ∀x ∈ Ct}.
Note that for any y ∈ Jt, strq(xy) = (−1)[x][y]strq(yx) = 0 for all x ∈ Ct, thus Jt is a
two-sided ideal.
Recall from Lemma 3.6.4 that for qˆ 6= 0 not a root of unity, the algebra homomorphism
Υ : gi 7→ −Rˇgeni , i = 1, . . . , t− 1,
furnishes a representation of the Birman-Wenzl-Murakami algebra BW t(−qˆ2n, qˆ) in Cgent .
In a similar way, we can show that for q = exp (2πi/N) where N ≥ 3 is an integer, the
algebra homomorphism
Υ : gi 7→ −Rˇi, i = 1, . . . , t− 1,
furnishes a representation of BW t(−q2n, q) in Ct.
We now prove Lemma 4.3.1.
Proof. In this proof we shall say that an algebra B is semisimple if it is isomorphic to a
direct sum of matrix algebras: B ∼= ⊕i∈I Mbi(C), where Mbi(C) is the algebra of bi × bi
matrices with complex entries [We90, Sec. 1].
As q = exp (2πi/N), −q is a root of unity and [We90, Thm. 4.4] states that there is an
isomorphism
BW t
(− q2n, q)/Jt(− q2n, q) ∼= BW t((−q)2n,−q)/Jt((−q)2n,−q), (4.21)
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where right hand side of Eq. (4.21) is semisimple [We90, Thm. 4.4 (d), Thm. 6.4], thus
BW t
(− q2n, q)/Jt(− q2n, q) ∼= ⊕
i∈Γ(−q2n,q)t
Mbi(C),
where Γ(−q2n, q)t is the set of Young diagrams containing t− 2k ≥ 0 boxes where k ∈ Z+
appearing in a certain graph Γ(−q2n, q) [We90, Thm. 4.4 (d)]. We obtain the graph
Γ(−q2n, q) by following [We90, Thm. 4.4]. To obtain Γ(−q2n, q), we firstly define a sub-
graph Γ˜(−q2n, q) of the Young lattice [We90, p. 407]. Firstly, let the Young diagram with
no boxes belong to Γ˜(−q2n, q), then a Young diagram λ belongs to Γ˜(−q2n, q) if
(a) Qλ(−q2n, q) 6= 0, and
(b) there is at least one subdiagram of λ with |λ| − 1 boxes that belongs to Γ˜(−q2n, q).
From Γ˜(−q2n, q), we obtain the graph Γ(−q2n, q) using [We90, Thm. 4.4], the relevant
parts of which we now quote. In this theorem, the concept of an N/2 regular diagram is
used. We say that a Young diagram λ is N/2 regular if its largest hook has fewer than
N/2 boxes, ie λ1 + λ
′
1 − 1 < N/2 [We90, Eq. (2.5)].
Before stating the relevant parts of [We90, Thm. 4.4], we again stress the important
fact that BW t(−q2n, q)/Jt(−q2n, q) is semisimple for all t ∈ N.
Theorem 4.3.1. Theorem 4.4 of [We90]. Let q2 be a primitive (N/2)th root of unity, then
(b) Assume that Γ˜(−q2n, q), as defined above, does not contain a hook diagram with
N/2 − 1 boxes. Then Γ(−q2n, q) = Γ˜(−q2n, q) with edges inherited from the Young
lattice and it only contains N/2 regular diagrams.
(c) If Γ˜(−q2n, q) contains only one hook diagram µ with N/2 − 1 boxes with, say, µ =
[N/2 − 2n, 12n−1] and it does not contain its successor [N/2 − 2n, 2, 12n−2], then
Γ(−q2n, q) consists of all N/2 regular diagrams in Γ˜(−q2n, q) and, if Qλ(−q2n, q) 6= 0,
also the diagram λ = [N/2−2n+1, 12n−1]. The edges of Γ(−q2n, q) are exactly those
inherited from the Young lattice.
(d) These graphs completely determine the direct sum of matrix rings that is isomorphic
to BW t(−q2n, q)/Jt(−q2n, q).
The first step is to construct Γ˜(−q2n, q). Fix the Young diagram with no boxes to
belong to Γ˜(−q2n, q). For convenience, we again state Qλ(−q2n, q) from (3.45):
Qλ(−q2n, q) =
∏
(j,j)∈λ
−q2n+λj−λ′j + q−2n−λj+λ′j + qλj+λ′j−2j+1 − q−λj−λ′j+2j−1
qh(j,j) − q−h(j,j)
×
∏
(i,j)∈λ,i 6=j
−q2n+d(i,j) + q−2n−d(i,j)
qh(i,j) − q−h(i,j) , (4.22)
where we recall the meanings of d(i, j) and h(i, j) from Eq. (3.45). As discussed after Eq.
(3.45), Qλ(−q2n, q) = 0 if and only if one (or both) of the following conditions is satisfied:
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(a) q4n+2d(i,j) = 1 for some (i, j) ∈ λ where i 6= j,
(b) q2n−2λ
′
j+2j−1 = 1 or q2n+2λj−2j+1 = −1 for some j.
Fix q = exp (2πi/N) where N ≥ 4 is an even number. Note the overarching result
that Qλ(−q2n, q) = 0 if λ′1 + λ′2 ≥ 2n + 2 [We90, p. 422]. We firstly determine when
the numerator of Qλ(−q2n, q) vanishes. Let us determine for which λ the first equation in
condition (b) above is true. Here q2n−2λ
′
j+2j−1 = 1 if and only if λ′j = rN/2+n+j−1/2 for
some r ∈ Z, but this is not possible as λ′j must be an integer. Similarly in relation to the
second equation in condition (b) we have q2n+2λj−2j+1 6= 1 for N ≡ 0 (mod 4). However,
for N ≡ 2 (mod 4) we have q2n+2λj−2j+1 = −1 if
λj = N/4 + rN/2− n + j − 1/2, for any r ∈ Z, (4.23)
where we note that the right hand side of (4.23) must be an integer. Recall that we have
fixed N to satisfy the inequality N/4 ≥ n+1/2 so that Λ+N 6= ∅, then N/4−n+j−1/2 ≥ j.
Also, we have −N/4− n+ j − 1/2 ≤ −2n+ j − 1 ≤ 0, so the least non-negative value on
the right hand side of (4.23) is obtained by fixing r = 0. Now max {λj} = λ1, and so the
numerator of Qλ(−q2n, q) is zero if
λ1 = N/4− n + 1/2. (4.24)
We claim that Qλ(−q2n, q) 6= 0 for N ≡ 2 (mod 4) if λ satisfies
λ1 ≤ N/4− n− 1/2. (4.25)
It may be observed that (4.23) is never satisfied by any λ satisfying (4.25). Furthermore,
any λ satisfying (4.25) and λ′1 + λ
′
2 ≤ 2n + 1 also satisfies the hook length condition that
h(1, 1) ≤ N/2− 1 as
max (h(1, 1)) =
{
2n+ 1 ≤ N/2− 2, if λ1 = 1,
N/4 + n− 3/2 ≤ N/2− 4, if λ1 > 1.
The statement for λ1 = 1 comes about from the condition in (4.24) that 1 ≤ N/4−n−1/2.
The statement for λ1 > 1 comes about from the condition in (4.24) that n − 3/2 ≤
N/4− λ1 − 2 ≤ N/4 − 4.
Now we will show that for N ≡ 2 (mod 4), condition (a) mentioned just after Eq.
(4.22) is never satisfied by any Young diagram λ satisfying (4.25) and λ′1 + λ
′
2 ≤ 2n + 1.
Fix N ≡ 2 (mod 4). Condition (a) is true if and only if d(i, j) = rN/2−2n for some r ∈ Z
where i 6= j. Recall that
d(i, j) =
{
λi + λj − i− j + 1, if i ≤ j,
−λ′i − λ′j + i+ j − 1, if i > j,
then for all i 6= j,
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• max (d(i, j)) = d(1, 2) = λ1 + λ2 − 2, and
• min (d(i, j)) = d(2, 1) = −λ′1 − λ′2 + 2.
It follows that q4n+2d(i,j) = 1 for some i 6= j if and only if
λi + λj = rN/2− 2n + i+ j − 1, if i < j, (4.26)
λ′i + λ
′
j = rN/2 + 2n+ i+ j − 1, if i > j, (4.27)
for some r ∈ Z.
Let us consider the case where i < j. From the previous condition in (4.25) that
λ1 ≤ N/4− n− 1/2, we have
0 ≤ λi + λj ≤ N/2− 2n− 1, ∀i < j. (4.28)
Note that for these i and j, we have i ≤ n and j ≤ N/4 − n − 1/2. The right hand
side of (4.26) with r = −1 is −N/2 − 2n + i + j − 1 ≤ −N/4 − 2n − 3/2 < 0, and
thus λi + λj > −N/2 − 2n + i + j − 1. The right hand side of (4.26) with r = 1 is
N/2−2n+ i+ j−1 ≥ N/2−2n+2, but we always have λi+λj < N/2−2n+2 from (4.28)
and so λi + λj < N/2− 2n+ i+ j − 1. Eq. (4.26) with r = 0 is λi + λj − i− j + 1 = −2n,
and as at generic q, this is not true. (Recall the argument from generic q: we have i ≤ 2n,
λi − j ≥ 0 and λj ≥ 0, thus λi + λj − i − j + 1 ≥ −2n + 1.) It follows that (4.26) is not
true at these roots of unity.
Let us consider the case where i > j with N again fixed as N ≡ 2 (mod 4). We have
already imposed the condition λ′1 + λ
′
2 ≤ 2n + 1, so λ′i + λ′j ≤ 2n for all (i, j) 6= (2, 1). As
λ′1+λ
′
2 ≤ 2n+1, a necessary condition on the integer r for λ′1+λ′2 = rN/2+2n+2 to be true
is that r ≤ −1. Setting r = −2 into this equation gives λ′1+λ′2 = −N +2n+2, however, it
is true that −N+2n+2 ≤ −2n as N satisfies N ≥ 4n+2, and thus λ′1+λ′2 > −N+2n+2.
Fixing then r = −1, the equation is λ′1+ λ′2 = −N/2+ 2n+2, and from the conditions on
N we have λ′1 + λ
′
2 = −N/2 + 2n + 2 ≤ 1. Now −N/2 + 2n + 2 is odd so this condition
is λ′1 + λ
′
2 = −N/2 + 2n + 2 = 1 which is precisely the Young diagram [1]. But this
Young diagram has already been ruled out for N/2 = 2n + 1 as we have the condition
λ1 ≤ N/4− n− 1/2 = 0. Thus (4.27) is not true for (i, j) = (2, 1) at these roots of unity.
Now consider (4.27) for i > j where (i, j) 6= (2, 1): recall that 0 ≤ λ′i + λ′j ≤ 2n. Here
2n + 2 ≥ i + j ≥ 4, so rN/2 + 2n + i + j − 1 ≥ rN/2 + 2n + 3, and then a necessary
condition on r for Eq. (4.27) to be true is that r ≤ −1. For r ≤ −2 we have
rN/2 + 2n+ i+ j − 1 ≤ −N + 2n+ i+ j − 1 ≤ −N + 4n+ 1 ≤ −1,
and so a necessary condition on r for Eq. (4.27) to be true is that r = −1.
We now show that (4.27) is not true with r = −1 for all i > j where (i, j) 6= (2, 1)
by considering all the possible relevant Young diagrams. Consider the Young diagram [1k]
where k ∈ {3, 4, . . . , 2n + 1}. Here (i, j) = (i, 1) where i ∈ {3, 4, . . . , k} and λ′i = 0 and
λ′1 = k. Eq. (4.27) is true here only if
λ′1 − i = −N/2 + 2n. (4.29)
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However, λ′1− i ≥ 0 and N/2 ≥ 2n+3, thus the left hand of (4.29) is non-negative and the
right hand side is strictly negative, thus (4.29) is not true. Consider now a Young diagram
λ with more than one column of boxes. Fix i ≥ n+1, then j = 1 (note that i ≤ 2n). Then
(4.27) is true here only if
λ′i + λ
′
1 − i = −N/2 + 2n. (4.30)
Now the left hand side of (4.30) is non-negative as λ′i ≥ 0 and λ′1−i ≥ 0, but N/2 ≥ 2n+3,
so the right hand side is strictly negative, thus (4.30) is not true. Consider again a Young
diagram λ with more than one column of boxes. Fix i ≤ n, then j ≤ i − 1, and (4.27) is
true only if
λ′i + λ
′
j − i = −N/2 + 2n + j − 1. (4.31)
Now λ′i ≥ 0 and λ′j − i ≥ 0 so the left hand side of (4.31) is non-negative. Note that
−N/2 + 2n+ j − 1 ≤ −N/4 + n− 3/2 ≤ −3,
as j ≤ N/4−n−1/2 and N/2 ≥ 2n+3, so the right hand side of (4.31) is strictly negative,
thus (4.31) is not true.
It follows from these calculations that for N ≡ 2 (mod 4), Qλ(−q2n, q) 6= 0 for all the
Young diagrams λ satisfying
λ1 ≤ N/4− n− 1/2, and λ′1 + λ′2 ≤ 2n+ 1. (4.32)
We can then write down the Young diagrams that comprise the vertices of Γ˜(−q2n, q)
at these roots of unity; these are all the Young diagrams λ satisfying (4.32). Note that
Γ˜(−q2n, q) contains no hook diagrams with exactly N/2− 1 boxes.
Now we determine the vertices of Γ˜(−q2n, q) when N satisfies N ≡ 0 (mod 4); fix such
an N . As previously mentioned, neither of the equations in condition (b) is true at these
roots of unity; we now determine whether the equation in condition (a) is true at these
roots of unity. This condition can be expressed as the two equations (4.26)–(4.27). Recall
the overarching result that Qλ(−q2n, q) = 0 if λ′1 + λ′2 ≥ 2n + 2. Let us consider Eqs.
(4.26)–(4.27) for i < j.
Firstly, fix (i, j) = (1, 2), then Eq. (4.26) is
λ1 + λ2 = rN/2− 2n+ 2, (4.33)
for some r ∈ Z. Now (4.33) can only be true for Young diagrams containing at least one
box if r ≥ 1, and we have Qλ(−q2n, q) = 0 if λ1 + λ2 = N/2− 2n+ 2. We claim that Eqs.
(4.26)–(4.27) are not true for all Young diagrams λ satisfying
λ1 + λ2 ≤ N/2− 2n+ 1, and λ′1 + λ′2 ≤ 2n+ 1. (4.34)
The proof of this claim is very similar to the proof of the corresponding result for N ≡ 2
(mod 4) for all Young diagrams satisfying (4.32), thus we omit it.
Then for N ≡ 0 (mod 4), the vertices of the graph Γ˜(−q2n, q) are all the Young dia-
grams λ satisfying (4.34). We need to check that all such λ also satisfy the hook length
condition. However this is easy to do and we omit the proof.
Tensor products of U
(N)
q (osp(1|2n))-modules 93
Now we wish to determine the number of vertices of Γ˜(−q2n, q) for N ≡ 0 (mod 4)
that are hook diagrams with exactly N/2 − 1 boxes. As N ≥ 4, we are examining the
Young diagrams with at least one box. For all of these Young diagrams, λ1 ≥ 1 and thus
N/2 ≥ 2n.
Consider the case that N/2 = 2n. Here λ1 + λ2 ≤ 1 which means that the only non-
empty Young diagram in Γ˜(−q2n, q) is [1]. This is a hook diagram, but it contains exactly
N/2− 1 boxes only if N = 4 and n = 1.
Consider the case that N/2 = 2n + 2. Here λ1 + λ2 ≤ 3, and the hook diagrams in
Γ˜(−q2n, q) with exactly N/2− 1 boxes are
• [3], [2, 1] and [13], if n = 1,
• [12n+1] and [2, 12n−1], if n ≥ 2.
Consider the case that N/2 ≥ 2n + 4. The hook diagrams in Γ˜(−q2n, q) with exactly
N/2− 1 boxes are
• [N/2− 1] and [N/2− 2, 1], if n = 1,
• [N/2− 2n, 12n−1], if n ≥ 2.
We can now work out the vertices belonging to the graph Γ(−q2n, q) using Theorem
4.3.1. For N ≡ 2 (mod 4), Γ˜(−q2n, q) contains no hook diagrams with exactly N/2 − 1
boxes, and so the vertices of Γ(−q2n, q) are all the Young diagrams satisfying
λ1 ≤ N/4− n− 1/2, and λ′1 + λ′2 ≤ 2n+ 1.
Now for N ≡ 0 (mod 4), we have the following cases. For N/2 = 2n, the Young
diagram [1] is a hook diagram with N/2 − 1 boxes if N = 4 and n = 1. However, in this
case Q[2](−q2n, q) = 0 and so the hook diagram [2] is not a vertex in the graph Γ(−q2n, q).
Then, for N/2 = 2n and N/2 = 2n + 2, and also N/2 ≥ 2n + 4 where n = 1, the vertices
of Γ(−q2n, q) are all the Young diagrams satisfying
λ1 + λ2 ≤ N/2− 2n+ 1, and λ′1 + λ′2 ≤ 2n+ 1.
For N/2 ≥ 2n + 4 where n ≥ 2, Γ˜(−q2n, q) contains one hook diagram with N/2 − 1
boxes: [N/2 − 2n, 12n−1] and it does not contain its successor [N/2 − 2n, 2, 12n−2]. In
addition, the OSp(1|2n) supercharacters of [N/2−2n+1, 12n−1] and [N/2−2n+1] are the
same up to a sign, so Q[N/2−2n+1,12n−1](−q2n, q) 6= 0. The vertices of Γ(−q2n, q) are then all
the Young diagrams λ in the set
{λ| λ1 + λ2 ≤ N/2− 2n+ 1, λ′1 + λ′2 ≤ 2n+ 1} ∪ {[N/2− 2n+ 1, 12n−1]}.
Now we can write down the Bratteli diagram for BW t(−q2n, q) as we did at generic
q, and then write down the matrix units in BW t(−q2n, q)/Jt(−q2n, q). For each s =
0, 1, . . . , t, let Γ(−q2n, q)s be the set of Young diagrams belonging to Γ(−q2n, q) with
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s− 2k ≥ 0 boxes, where k ranges over all of Z+. We say that R is a path of length t if R
is a sequence of t + 1 Young diagrams: R = ([0], [1], r2, . . . , rt) where rs ∈ Γ(−q2n, q)s for
each s and rj is connected to rj+1 for each j = 0, 1, . . . , t− 1. Let ω(−q2n, q)t be the set of
pairs (R, S) of paths of length t such that rt = st.
We obtain a complete set of matrix units for BW t(−q2n, q)/Jt(−q2n, q) by taking all
the matrix units eRS ∈ BW t where (R, S) ∈ ω(−q2n, q)t and fixing q = exp (2πi/N) and
r = −q2n. These are all well-defined and non-zero.
Let us define B˜W t(−q2n, q) to be the semisimple subalgebra of BW t(−q2n, q) spanned
by the matrix units {eST ∈ BW t(−q2n, q)| (S, T ) ∈ ω(−q2n, q)t}. Note that Υ(eST ) =
EST ∈ Ct for each (S, T ) ∈ ω(−q2n, q)t, where we recall that Υ is the algebra homomorphism
Υ : gi 7→ −Rˇi.
Now define a map ψ : Ct → C by
ψ(X) = strq(X)/
(
sdimq(V )
)t
,
then
ψ
(
Υ(a)
)
= tr(a), for all a ∈ BW t(−q2n, q), (4.35)
which we can prove in the same way that we proved Lemma 3.9.1. Note here that Lemma
3.9.2 holds true if we write U
(N)
q (g) instead of Uq(g) and fix RˇV,V ∈ EndU (N)q (g)(V ⊗V ) to be
as given in Definition 4.1.1. Furthermore, note that ψ(X) = 0 if and only if strq(X) = 0,
thus we can regard Jt as the annihilator ideal of Ct with respect to ψ.
Note that B˜W t(−q2n, q) ∩ Jt(−q2n, q) = 0 for the following reasons. Any element
f ∈ B˜W t(−q2n, q) is a linear combination of the matrix units:
f =
∑
(S,T )∈ω(−q2n,q)t
fST eST , fST ∈ C,
where fST 6= 0 for at least one pair (S, T ). Fix (A,B) to be such a pair, then Eq. (4.35)
implies that
tr(eBAf) = strq
(
fABEBAEAB
)
/
(
sdimq(V )
)t
= strq
(
fABEBB
)
/
(
sdimq(V )
)t 6= 0,
as strq(EBB) 6= 0 for all (B,B) ∈ ω(−q2n, q)t. Thus any non-zero f belonging to B˜W t(−q2n, q)
does not belong to Jt(−q2n, q), giving the direct sum decomposition
BW t(−q2n, q) = B˜W t(−q2n, q)⊕Jt(−q2n, q). (4.36)
Then for all a ∈ BW t(−q2n, q), we have a = a˜ + aj , where a˜ ∈ B˜W t(−q2n, q) and
aj ∈ Jt(−q2n, q).
Let us define
Pt =
∑
(T,T )∈ω(−q2n,q)t
eTT ∈ BW t(−q2n, q),
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then we have PtaPt = a˜ for all a ∈ BW t(−q2n, q), which can be seen by regarding
BW t(−q2n, q) as a matrix algebra.
Using Eq. (4.35), we can prove that
Υ
(
Jt(−q2n, q)
)
= Jt, (4.37)
in the same way that we proved Eq. (3.47). The surjectivity of Υ implies that
Ct = Υ
(
B˜W t(−q2n, q)
)
+ Jt,
and we will show that this sum is direct. To see this, assume that there exists some non-
zero element F of Ct belonging to Υ
(
B˜W t(−q2n, q)
)
and also to Jt, then strq(XF ) = 0
for all X ∈ Ct. However, F is the image of a linear combination of matrix units: F =∑
(S,T )∈ω(−q2n,q)t
fSTΥ(eST ), where fST ∈ C and fST is non-zero for at least one pair (S, T ).
Assume that (A,B) is such a pair, then by similar reasoning as previously, strq(Υ(eBA)F ) 6=
0 contradicting the assumption that F ∈ Jt. Thus Υ
(
B˜W t(−q2n, q)
) ∩ Jt = 0, and we
have
Ct = Υ
(
B˜W t(−q2n, q)
)⊕ Jt.
We note the important fact that each element of Υ
(
B˜W t(−q2n, q)
)
is a linear com-
bination of the matrix units {EST ∈ Ct| (S, T ) ∈ Ω˜t} we defined previously. Note that
the two sets ω(−q2n, q)t and Ω˜t are identical if we apply the map λ 7→ λ˜ to the Young
diagrams in the relevant paths if appropriate, where λ˜′1 = 2n + 1 − λ1 and λ˜′j = λ′j for
j ≥ 2. As EBB = Υ(eBB) for each (B,B) ∈ Ω˜t (where we think of the vertices on each
path appropriately), this completes the proof.
After showing that the projectors in Ct are minimal idempotents, we move back to the
main track of our argument and define Pt, which will be an extremely useful element of Ct.
Lemma 4.3.2. For each t ∈ N, define
Pt =
∑
T∈T˜ t
ETT ∈ Ct,
then Pt satisfies
(i) (Pt)
2 = Pt,
(ii) strq(Pt) = sdimq (V
⊗t),
(iii) strq(1− Pt) = 0.
Note that Pt(V
⊗t) =
∑
T∈T˜ t ETT (V
⊗t) ∼=⊕T∈T˜ t Vshp(T ).
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Proof. The proof of (i) follows from the fact that the set of projections
{
ETT ∈ Ct| T ∈ T˜ t
}
is a set of mutually orthogonal idempotents. We now inductively show that strq(Pt) =
sdimq (V
⊗t).
Firstly P1 = idV and strq(P1) = sdimq(V ). Secondly V ⊗V = V2ǫ1 ⊕Vǫ1+ǫ2⊕V0, where
each of 2ǫ1, ǫ1 + ǫ2, 0 are elements of P+N ; obviously sdimq(V ⊗ V ) =
∑
µ∈P+ǫ1
sdimq(Vµ)
where P+ǫ1 = {2ǫ1, ǫ1+ǫ2, 0}. (Note that for n = 1 we write ǫ1+ǫ2 to mean ǫ1.) Now if each
element of P+ǫ1 is an element of Λ+N , then P2 = idV⊗V and strq(P2) = sdimq(V ⊗2). Now
any element of P+ǫ1 that is not in Λ+N is an element of P
+
N\Λ+N ; denote any such element by
µ, then sdimq(Vµ) = 0. Now
P2 =
∑
λ∈P+ǫ1∩Λ
+
N
p˜2i [λ],
and if there is at least one element of P+ǫ1 that is not in Λ+N , then P2 6= idV⊗V . Let Sǫ1 be
the subset of {2ǫ1, ǫ1 + ǫ2, 0} consisting of those elements not in Λ+N , then strq
(
p˜2i [λ]
)
= 0
for each λ ∈ Sǫ1 . As
V ⊗ V = V2ǫ1 ⊕ Vǫ1+ǫ2 ⊕ V0 =
P2 + ∑
λ∈Sǫ1
p˜2i [λ]
V ⊗ V,
we have
strq(P2) = strq
P2 + ∑
λ∈Sǫ1
p˜2i [λ]
 = sdimq(V ⊗ V ).
Now we do the inductive step. Assume that strq(Pj) = sdimq(V
⊗j) for some j ≥ 2,
and let Vµ ⊆ V ⊗j , µ ∈ Λ+N , be a U (N)q (g)-module defined by Vµ = ESS
(
V ⊗j
)
where S ∈ T˜ j
and ESS is a path projection of length j. As S ∈ T˜ j , we have sdimq(Vµ) 6= 0.
Let us define a useful set:
Sµ =
{
λ ∈ P+µ ∩ Λ+N
∣∣ λ /∈ Λ+N} . (4.38)
Recall from Lemma 4.2.4 the following result: Vµ ⊗ V =
⊕
λ∈P+µ ∩Λ
+
N
Vλ where we have the
important facts that sdimq(Vλ) 6= 0 if λ ∈ Λ+N and sdimq(Vλ) = 0 if λ ∈ P
+
N\Λ+N . Then
sdimq(Vµ ⊗ V ) =
∑
λ∈P+µ ∩Λ
+
N
strq
(
ES◦λ,S◦λ
)
=
∑
ξ∈P+µ ∩Λ
+
N
strq
(
ES◦ξ,S◦ξ
)
+
∑
ζ∈Sµ
strq
(
ES◦ζ,S◦ζ
)
=
∑
ξ∈P+µ ∩Λ
+
N
strq
(
ES◦ξ,S◦ξ
)
,
as sdimq(Vζ) = 0 for all ζ ∈ Sµ.
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Now this result is true for all U
(N)
q (g)-modules Vµ′ ⊆ V ⊗j defined by Vµ′ = ERR
(
V ⊗j
)
where R ∈ T˜ j and ERR is a path projection of length j, that is
sdimq
(
ERRV
⊗j ⊗ V ) = ∑
ξ∈P+
shp(R)
∩Λ+N
strq
(
ER◦ξ,R◦ξ
)
. (4.39)
Summing over all distinct R ∈ T˜ j on both sides of Eq. (4.39) gives
sdimq
(
PjV
⊗j ⊗ V ) = strq(Pj+1), (4.40)
as
Pj+1 =
∑
Q∈T˜ (j+1)
EQQ =
∑
R∈T˜ j
 ∑
ξ∈P+
shp(R)
∩Λ+N
ER◦ξ,R◦ξ
 ,
and the left hand side of Eq. (4.40) is sdimq
(
V ⊗(j+1)
)
by assumption. This completes the
induction and the proof of (ii), and the proof of (iii) then follows.
We now consider a proposition that will be extremely useful in proving the tensor
product theorems in this chapter:
Proposition 4.3.1.
(i) (1− Pt) generates Jt as a two-sided ideal in Ct,
(ii) the mapping Ct → PtCtPt defined by a 7→ PtaPt is an algebra homomorphism.
We now present two technical lemmas that we will use, in addition to Lemma 3.9.2, in
the proof of Proposition 4.3.1.
Lemma 4.3.3. Each element in Ct can be written as a linear combination of elements
(a⊗ id) and (a⊗ id)Rˇ±1t−1(b⊗ id) where a, b ∈ Ct−1.
Proof. From [BW89, Lem. 3.1], each element of the Birman-Wenzl-Murakami algebra
BW t(z, q) can be written as a linear combination of elements aγb where γ ∈ {gt−1, et−1, 1}
and a, b are elements of BW t−1(z, q). We complete the proof by applying the algebra
homomorphism Υ : BW t(−q2n, q)→ Ct to the appropriate equations in BW t(−q2n, q).
Lemma 4.3.4. Let B ∈ T̂ t\T˜ t and EBB = p˜ti[λ], where p˜ti[λ] : V ⊗t → Vλ is a well-defined
projection. Then EBB ∈ Jt.
Proof. Let B ∈ T̂ t\T˜ t, then shp(B) = λ ∈ P+N\Λ+N and sdimq(Vλ) = 0, which implies that
strq(EBB) = 0. Now let f ∈ Ct be arbitrary, then
strq(fEBB) = strq(EBBfEBB) = βstrq(EBB) = 0,
for some complex constant β.
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We now prove Proposition 4.3.1.
Proof. We prove (i). We will firstly show that PtCtPt ∩ Jt = 0. Assume that this is not
true, that is there exists some f ∈ Ct such that PtfPt 6= 0 and PtfPt ∈ Jt, then
PtfPt =
∑
S,T∈T˜ t
ESSfETT =
∑
(S,T )∈Ω˜t
fSTEST , fST ∈ C.
The fact that PtfPt 6= 0 implies that fST 6= 0 for at least one pair (S, T ) ∈ Ω˜t. Fix (S, T )
to be such a pair, then
strq
(
ETSPtfPtETT
)
= strq
ETS ∑
(A,B)∈Ω˜t
fABEABETT

= strq
∑
B∈T˜ t
fSBETBETT

= strq(ETT )fST
6= 0,
as strq(ETT ) 6= 0 for all T ∈ T˜ t. However, the fact that PtfPt ∈ Jt implies that
strq
(
ETSPtfPtETT
)
= strq
(
ETTETSPtfPt
)
= 0,
which is a contradiction, thus there does not exist any such f ∈ Ct and thus PtCtPt∩Jt = 0.
We define the inclusion a ∈ Ct →֒ Ct+1 by a 7→ a⊗ id, and we can regard each element of
Jt as an element of Jt+1 under this inclusion. From Lemma 4.3.3 each element in Ct+1 can
be written as a linear combination of elements (a⊗id) and (a⊗id)Rˇ±1t (b⊗id) where a, b ∈ Ct
and Rˇ±1t = id
⊗(t−1)⊗RˇV,V ∈ Ct+1. Let x ∈ Jt, then we claim that strq
(
aRˇ±1t bx
)
= 0 for all
a, b ∈ Ct, which we now prove using Lemma 3.9.2, which we recall is still valid for U (N)q (g)
as discussed after Eq. (4.35):
str⊗(t+1)q
(
aRˇ±1t bx
)
= str⊗tq (id
⊗t ⊗ strq)
(
bxaRˇ±1t
)
= χV (v
∓1)str⊗tq (bxa) = χV (v
∓1)str⊗tq (abx) = 0,
where str⊗tq means that we take the quantum supertrace over V
⊗t.
Let T ∈ T˜ t. Under the inclusion Ct →֒ Ct+1 discussed above we have
ETT 7→
∑
P∈P+
shp(T )
ET◦P,T◦P ,
which corresponds to the decomposition of Vµ⊗V into a direct sum of U (N)q (g)-submodules
in Eq. (4.13) where µ = shp(T ) and Vµ = ETT
(
V ⊗t
)
:(
ETTV
⊗t
)⊗ V = Vµ ⊗ V = ⊕
P∈P+µ ∩Λ
+
N
VP =
∑
P∈P+µ ∩Λ
+
N
ET◦P,T◦P
(
V ⊗(t+1)
)
. (4.41)
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Using the set Sµ defined by (4.38), we can rewrite (4.41) as
Vµ ⊗ V =
 ⊕
P∈P+µ ∩Λ
+
N
VP
⊕
⊕
Q∈Sµ
VQ

=
∑
P∈P+µ ∩Λ
+
N
ET◦P,T◦PV
⊗(t+1) +
∑
Q∈Sµ
ET◦Q,T◦QV
⊗(t+1),
where the quantum superdimension of the module ET◦Q,T◦Q
(
V ⊗(t+1)
)
is zero for Q ∈ Sµ
as Q ∈ P+N\Λ+N and T ◦Q is a path belonging to T̂ t+1\T˜ t+1. It is very important to note
that ET◦Q,T◦Q belongs to Jt+1 from Lemma 4.3.4, and that
∑
Q∈Sµ
ET◦Q,T◦Q also belongs
to Jt+1.
We will now show that there is some integer r ≥ 2 such that (1− Ps) belongs to Js for
each integer s ≥ r. To prove this we firstly note that ǫ1 ∈ Λ+N and that P1 = idV /∈ J1.
Now Λ+N is a proper subset of Λ
+
N and of P+N , thus there is some integer m ≥ 2 such that
T̂ m contains at least one path that is not in T˜ m. Let us fix r ≥ 2 to be the smallest integer
such that T̂ r contains at least one path that is not in T˜ r, then
P(r−1) = idV ⊗(r−1), and Pr 6= idV ⊗r .
Note that Pi = idV ⊗i for all integers i = 1, 2, . . . , r − 1.
Recall the definition (4.38) of Sshp(T ) for a path T of length r− 1. Under the inclusion
Cr−1 →֒ Cr we have
P(r−1) 7→
∑
T∈T˜ (r−1)
 ∑
P∈P+
shp(T )
∩Λ+N
ET◦P,T◦P +
∑
Q∈Sshp(T )
ET◦Q,T◦Q
 ,
=
∑
T∈T˜ r
ETT +
∑
T∈T˜ (r−1)
 ∑
Q∈Sshp(T )
ET◦Q,T◦Q

= Pr +
∑
T∈T˜ (r−1)
 ∑
Q∈Sshp(T )
ET◦Q,T◦Q
 . (4.42)
As P(r−1) = idV ⊗(r−1) and we have P(r−1) 7→ P(r−1) ⊗ id under the inclusion Cr−1 →֒ Cr,
(4.42) equals idV ⊗r . We reiterate once more that Pr 6= idV ⊗r .
As P(r−1) ⊗ id = idV ⊗r , rewriting (4.42) gives us
(1− Pr) =
∑
T∈T˜ (r−1)
 ∑
Q∈Sshp(T )
ET◦Q,T◦Q
 ,
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and the two summations on the right hand side of this expression can be rewritten as a
single sum: ∑
T∈T˜ (r−1)
 ∑
Q∈Sshp(T )
ET◦Q,T◦Q
 = ∑
D∈T̂ r\T˜ r
EDD,
and therefore
(1− Pr) =
∑
D∈T̂ r\T˜ r
EDD,
where each EDD is an element of Jr from Lemma 4.3.4.
Now for each integer s ≥ r we can similarly show that
Ps − P(s+1) =
∑
Q∈T̂ s+1\T˜ s+1
EQQ ∈ J(s+1),
and by expressing (1− P(s+1)) as the sum:
(1− P(s+1)) = (1− Pr) + (Pr − P(r+1)) + · · ·+ (Ps − P(s+1)),
we have (1−P(s+1)) ∈ J(s+1) as (1−Pr) and (Pi−P(i+1)) belong to J(i+1) for all i = r, . . . , s
under the inclusion Ci →֒ C(i+1). This proves that (1− Pj) ∈ Jj for all j ∈ N.
Note that
Ct =
(
Pt + (1− Pt)
)Ct(Pt + (1− Pt))
= PtCtPt + (1− Pt)CtPt + PtCt(1− Pt) + (1− Pt)Ct(1− Pt). (4.43)
Now (1− Pt) is in Jt, and each of (1− Pt)xPt, Ptx(1− Pt) and (1− Pt)x(1− Pt) are in Jt
for each x ∈ Ct, thus(
(1− Pt)CtPt + PtCt(1− Pt) + (1− Pt)Ct(1− Pt)
) ⊆ Jt.
We previously proved that PtCtPt ∩ Jt = 0, thus any element x ∈ Ct belonging to Jt must
also belong to
(
(1−Pt)CtPt+PtCt(1−Pt)+(1−Pt)Ct(1−Pt)
)
from (4.43). We thus obtain
Ct = PtCtPt ⊕ Jt.
We wish to show that (1− Pt) generates Jt as a two-sided ideal. To do this we will prove
two assertions:
(a) x(1− Pt)y belongs to Jt for all x, y ∈ Ct, and
(b) each element of Jt belongs to Ct(1− Pt)Ct.
The proof of (a) follows easily from the fact that (1 − Pt) ∈ Jt and the properties of the
quantum supertrace, but the proof of (b) is more involved. Let z be an arbitrary element
of Jt, then
z = PtzPt + (1− Pt)zPt + Ptz(1− Pt) + (1− Pt)z(1 − Pt).
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As PtzPt ∈ Jt, but PtCtPt ∩ Jt = 0, we have PtzPt = 0. Then
z = (1− Pt)zPt + Ptz(1− Pt) + (1− Pt)z(1 − Pt) = z(1 − Pt) + (1− Pt)zPt,
which belongs to Ct(1−Pt)Ct, proving (b). This completes the proof that (1−Pt) generates
Jt as a two-sided ideal.
We now prove part (ii) of Proposition 4.3.1. Let a, b ∈ Ct be arbitrary, then
PtabPt = Pta
(
Pt + (1− Pt)
)
bPt = PtaPtbPt = (PtaPt)(PtbPt),
as Pta(1− Pt)bPt ∈ Jt and PtCtPt ∩ Jt = 0.
4.3.2 The Tensor Product Theorems
We now prove the tensor product theorems.
Theorem 4.3.2. Let n ≥ 2 and N ≥ 4 be even, or let n = 1 and N ≥ 6 satisfy N ≡ 2
(mod 4). Furthermore, let N be sufficiently large enough so that ǫ1 ∈ Λ+N . Then for each
t ∈ Z+, there is a decomposition of V ⊗t into a direct sum of U (N)q (g)-submodules
V ⊗t = V ⊕ Z, (4.44)
where V is of the form
V =
⊕
λ∈Λ+N
(Vλ)
⊕nt(λ) ,
with nt(λ) ∈ Z+ being the (possibly zero) number of copies of the U (N)q (g)-submodule Vλ in
V. Here Z is a possibly vanishing U (N)q (g)-submodule with the property that strq(f) = 0
for all f ∈ Ct satisfying f(V ⊗t) ⊆ Z.
Proof. Let Pt be as given in Lemma 4.3.2 and fix V = PtV ⊗t and Z = (1 − Pt)V ⊗t. As
Pt and (1 − Pt) are orthogonal idempotents, the sum on the right hand side of (4.44) is
direct. To prove that Z has the claimed property, let f ∈ Ct satisfy f(V ⊗t) ⊆ Z. Then
f =
(
Pt + (1 − Pt)
)
f . Now Ptf(V
⊗t) ⊆ PtZ = Pt(1 − Pt)V ⊗t = 0, thus Ptf = 0 and
f = (1 − Pt)f . Then strq(f) = strq
(
(1 − Pt)f
)
= 0 as (1 − Pt) ∈ Jt, completing the
proof.
Lemma 4.3.5. Assume that the given conditions on n and N are the same as in Theorem
4.3.2. Let V ⊗t = Vt ⊕ Zt be the decomposition of V ⊗t into U (N)q (g)-submodules for each
t ∈ N given in Eq. (4.44). Then Zt ⊗ V ⊆ Zt+1.
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Proof. This is similar to the proof of [TW93, Thm. 5.5.2]. From the definition of Pt and
the inclusion Pt →֒ Pt ⊗ id ∈ Ct+1 we have
Pt ⊗ id =
∑
S∈T˜ t
ESS ⊗ id =
∑
S∈T˜ t
 ∑
µ∈Λ+
N
shp(S)≤µ
ES◦µ,S◦µ
 (4.45)
= P(t+1) +
∑
T∈T̂ t+1\T˜ t+1
ETT . (4.46)
To be certain that (4.45) is true, note that ESS is a path projection of length t projecting
down from V ⊗t onto a U
(N)
q (g)-submodule Vν where ν = shp(S) ∈ Λ+N , and recall from
(4.13) that
Vν ⊗ V =
⊕
µ∈P+ν ∩Λ
+
N
Vµ.
Then (4.45) follows from the fact that P+ν ∩ Λ+N is the set of all elements ξ of Λ+N where
ν ≤ ξ, that is, P+ν ∩Λ+N is the set of all the ξ connected to ν in the relevant Bratelli diagram
where ξ is on the level of the Bratteli diagram immediately below the level containing ν.
To see that (4.46) is correct, note that each vertex ν ∈ Λ+N on the tth level of the Bratteli
diagram is connected to vertices on the (t+ 1)st level of the Bratteli diagram where all of
these latter vertices are elements of P+N .
Note that the image of
∑
T∈T̂ t+1\T˜ t+1
ETT is contained in Zt+1. Hence
Zt ⊗ V =
(1− Pt+1)− ∑
T∈T̂ t+1\T˜ t+1
ETT
V ⊗(t+1) ⊆ Zt+1.
Theorem 4.3.3. Assume that the given conditions on n and N are the same as in Theorem
4.3.2. Let s ∈ N and λi ∈ Λ+N for each 1 ≤ i ≤ s. Let Vλi be a U (N)q (g)-module defined in
Definition 4.2.5:
p˜tiji[λi] : V
⊗ti → Vλi, i = 1, . . . , s.
Then there is a decomposition of Vλ1 ⊗ · · ·⊗Vλs into a direct sum of U (N)q (g)-submodules:
Vλ1 ⊗ · · · ⊗ Vλs = V ⊕ Z, (4.47)
where V is a direct sum of q-admissible submodules and Z is a possibly vanishing submodule
with the property that strq(f) = 0 for all f ∈ Ct satisfying f
(
Vλ1 ⊗ · · · ⊗ Vλs
) ⊆ Z.
Tensor products of U
(N)
q (osp(1|2n))-modules 103
Proof. We can write the left hand side of (4.47) as
Vλ1 ⊗ · · · ⊗ Vλs = e
(
V ⊗t1 ⊗ · · · ⊗ V ⊗ts) ⊆ V ⊗t,
where t =
∑s
i=1 ti, and
e = p˜t1j1[λ1]⊗ · · · ⊗ p˜tsjs[λs] ∈ Ct.
Then e2 = e, and we can use Proposition 4.3.1 (ii) to prove that(
PtePt
)2
= PtePtePt = PtePt. (4.48)
In the same way, we can show that ePtePte is an idempotent, and thus so is e− ePtePte.
Clearly these two idempotents are orthogonal to each other. The method we use to prove
the theorem is to show that ePtePte
(
V ⊗t
)
is isomorphic to PtePt(V
⊗t), which is a direct
sum of q-admissible modules, and that (e− ePtePte)V ⊗t satisfies the given properties of Z
in (4.47).
Firstly, we will show that (e−ePtePte) ∈ Jt. Clearly, (1−Pt)(e−ePtePte)(1−Pt) ∈ Jt,
and
(1− Pt)(e− ePtePte)(1− Pt)
= (e− ePtePte)(1− Pt)− (Pte− PtePte)(1− Pt)
= (e− ePtePte)− (ePt − ePtePt) + (PtePte− Pte)(1− Pt).
Now Pt(ePt − ePtePt) = 0 as Pt and PtePt are idempotents, and so we can write
(1− Pt)(e− ePtePte)(1− Pt)
= (e− ePtePte) + (PtePte− Pte)(1− Pt)− (1− Pt)(ePt − ePtePt),
which implies that
(e− ePtePte) ∈ Jt,
as both (PtePte − Pte)(1 − Pt) and (1 − Pt)(ePt − ePtePt) are elements of Jt. Clearly
strq(f) = 0 for all f ∈ Ct satisfying f
(
Vλ1 ⊗ · · · ⊗ Vλs
) ⊆ (e− ePtePte)V ⊗t.
Fix A = ePtePte and B = PtePt, then A and B are U
(N)
q (g)-linear idempotents satisfy-
ing
ABA = A, and BAB = B. (4.49)
Write
VA = A
(
V ⊗t
)
, and VB = B
(
V ⊗t
)
,
then VA ∼= VB. While this is easy to show, we prove it here for clarity. Clearly A
(
VB
) ⊆ VA,
so BA
(
VB
) ⊆ B(VA), and we can rewrite this using (4.49) as VB ⊆ B(VA). In addition,
B
(
VA
) ⊆ VB, so AB(VA) ⊆ A(VB), and we can rewrite this using (4.49) as VA ⊆ A(VB).
Then
A
(
VB
)
= VA and B
(
VA
)
= VB.
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The idempotents A and B are U
(N)
q (g)-linear intertwiners between VA and VB, so VA ∼= VB.
Now VB = PtePt
(
V ⊗t
)
is a direct sum of q-admissible modules, so VA = ePtePte
(
V ⊗t
)
is also a direct sum of q-admissible modules. Fixing V = ePtePte
(
V ⊗t
)
and Z = (e −
ePtePte)V
⊗t completes the proof.
We say that a U
(N)
q (g)-moduleWµ is q-admissible ifWµ = pµ(V
⊗t) for some idempotent
pµ ∈ Ct and if Wµ is isomorphic to a U (N)q (g)-module Vλ = ETT
(
V ⊗t
)
for some λ ∈ Λ+N .
Here ETT ∈ EndU (N)q (g)(V ⊗t) is the path projection associated with the path T ∈ T˜ t of
length t with shp(T ) = λ. Each q-admissible U
(N)
q (g)-module has non-vanishing quantum
superdimension.
We finish off this section by making the following conjecture.
Conjecture 4.3.1. Assume that the given conditions on n and N are the same as in
Theorem 4.3.2. Let s ∈ N and λi ∈ Λ+N for each 1 ≤ i ≤ s. Let Vλi be a U (N)q (g)-module
defined in Definition 4.2.5:
p˜tiji[λi] : V
⊗ti → Vλi, i = 1, . . . , s.
Let Vλ1⊗· · ·⊗Vλs ⊆ V ⊗t where t =
∑s
i=1 ti, then given any decomposition of Vλ1⊗· · ·⊗Vλs
into a direct sum of U
(N)
q (g)-submodules:
Vλ1 ⊗ · · · ⊗ Vλs = V˜ ⊕ Z˜, (4.50)
where V˜ is a direct sum of q-admissible submodules and Z˜ is a possibly vanishing submodule
with the property that strq(f) = 0 for all f ∈ Ct satisfying f(Vλ1 ⊗ · · · ⊗ Vλs) ⊆ Z˜, then
V˜ ∼= V and Z˜ ∼= Z where Vλ1 ⊗ · · · ⊗ Vλs = V ⊕ Z is the decomposition of Vλ1 ⊗ · · · ⊗ Vλs
into U
(N)
q (g)-submodules given in Eq. (4.47).
4.4 The well-definedness of the projection operators
In this section we present the detailed proof of Lemma 4.2.2. Let λti = (0, ǫ1, s2, s3, . . . , st−1, λ) ∈
T̂ t. The projection p˜ti[λ] : V ⊗t → Vλ is well defined if for each sj ∈ λti,∏
µ∈P+sj
µ6=sj+1
(
χsj+1(v)− χµ(v)
) 6= 0. (4.51)
We now write λ instead of sj . From Def. 3.8.1, P+λ ⊆ P0λ =
{
λ, λ± ǫj ∈ P+| 1 ≤ j ≤ n
}
.
Clearly the following equation ∏
µ∈P0
λ
µ6=sj+1
(
χsj+1(v)− χµ(v)
) 6= 0, (4.52)
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implies (4.51). Note that (4.52) is true if and only if(
(sj+1 + 2ρ, sj+1)− (µ+ 2ρ, µ)
) 6≡ 0 (mod N), (4.53)
for all sj+1, µ ∈ P0λ where µ 6= sj+1. Let us write ξ instead of sj+1 for convenience.
In order to show that (4.53) is true, we will find the largest and smallest elements of
S =
{∣∣(µ+ 2ρ, µ)− (ξ + 2ρ, ξ)∣∣ ∈ R ∣∣∣ µ, ξ ∈ P0λ, µ 6= ξ}.
To help with this we note the following inequalities for each λ ∈ P+ and each i =
1, 2, . . . , n− 1:
(λ+ 2ρ, λ) ≤ (λ+ ǫi+1 + 2ρ, λ+ ǫi+1) ≤ (λ+ ǫi + 2ρ, λ+ ǫi),
(λ− ǫi + 2ρ, λ− ǫi) ≤ (λ− ǫi+1 + 2ρ, λ− ǫi+1) ≤ (λ+ 2ρ, λ).
From these inequalities, the largest element of S is
(λ+ ǫ1 + 2ρ, λ+ ǫ1)− (λ− ǫ1 + 2ρ, λ− ǫ1) = 4λ1 + 4n− 2,
and the second largest element of S is
(λ+ ǫ1 + 2ρ, λ+ ǫ1)− (λ− ǫ2 + 2ρ, λ− ǫ2) = (2λ+ 2ρ, ǫ1 + ǫ2) = 2λ1 + 2λ2 + 4n− 4.
We now determine the smallest element of S. For each λ ∈ P+ and i = 1, 2, . . . , n− 1,
we have
2 ≤ (λ+ ǫi + 2ρ, λ+ ǫi)− (λ+ ǫi+1 + 2ρ, λ+ ǫi+1),
2 ≤ (λ− ǫi+1 + 2ρ, λ− ǫi+1)− (λ− ǫi + 2ρ, λ− ǫi),
and
2 ≤ (λ+ ǫn + 2ρ, λ+ ǫn)− (λ+ 2ρ, λ),
2 ≤ 2λn ≤ (λ+ 2ρ, λ)− (λ− ǫn + 2ρ, λ− ǫn),
as λ− ǫn is an integral dominant weight.
Lemma 4.4.1. The projections from Lemma 4.2.2 (a) are well defined when N ≡ 0
(mod 4).
Proof. The projections are well-defined if for each λ ∈ Λ+N we have∣∣(µ+ 2ρ, µ)− (ξ + 2ρ, ξ)∣∣ 6≡ 0 (mod N), (4.54)
for all µ, ξ ∈ P0λ where µ 6= ξ. As before, the smallest value of the left hand side of (4.54)
is 2 and the largest is 4λ1+4n−2. From the definition of Λ+N , the components of λ satisfy
0 ≤ λ1 + λ2 ≤ N/2− 2n+ 1, thus
0 ≤ 4λ1 + 4n− 2 ≤ 2N − 4n+ 2,
and 2N − 4n+ 2 < 2N . As λ1 ∈ Z+, we have 4λ1+ 4n− 2 ∈ 4Z+ + 2, then it follows that
4λ1 + 4n− 2 6= N as N ≡ 0 (mod 4).
To complete the proof, we note that the second largest value of the left hand side of
(4.54) is 2λ1 + 2λ2 + 4n− 4. Now from the inequality λ1 + λ2 ≤ N/2 − 2n + 1 we obtain
2λ1 + 2λ2 + 4n− 4 ≤ N − 2, completing the proof.
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Lemma 4.4.2. The projections from Lemma 4.2.2 (a) are well defined for N ≡ 2 (mod 4).
Proof. For λ ∈ Λ+N , we have 0 ≤ λ1 ≤ N/4 − n − 1/2. As previously, the projections are
well-defined if (4.54) is true. The smallest value of the left hand side of (4.54) is 2 and the
largest value is 4λ1 + 4n− 2. Thus
6 ≤ 4λ1 + 4n− 2 ≤ N − 4,
and the projections are well-defined.
Lemma 4.4.3. For each odd N ≥ 3, the projection p˜ti[λ] is well-defined for each λti ∈ T̂ t if
(i) λ1 ≤ (N − 1)/2− n + 1, or if
(ii) the components of st−1 = λ ∈ Λ+N satisfy λ1 = (N − 1)/2 − n + 1 and λ2 = λ1, and
λ is such that λ = λ+ ǫ1.
Proof. As previously, the projection is well-defined if (4.54) is true for all pairs (µ, ξ) ∈
P0λ×P0λ where µ 6= ξ, for each λ ∈ Λ+N . We will show that this is true only when parts (i) or
(ii) of the lemma are satisfied. As before, the smallest value of the left hand side of (4.54)
is 2, the largest value is 4λ1 + 4n− 2, and the second largest value is 2λ1 + 2λ2 + 4n− 4.
Consider the largest value. Let λ ∈ Λ+N , then 0 ≤ λ1 + λ2 ≤ N − 2n+ 1, thus
0 ≤ 4λ1 + 4n− 2 < 4N.
Note that 4λ1 + 4n− 2 6= N and that 4λ1 + 4n− 2 6= 3N as the left hand sides of each of
these is even. However, we may have 4λ1+4n− 2 = 2N and it transpires that this results
in part (i) of the lemma.
Let us consider the second largest value of the left hand side of (4.54). From the
relations 0 ≤ λ1 + λ2 ≤ N − 2n− 1 we have
4 ≤ 2λ1 + 2λ2 + 4n− 4 ≤ 2N − 2.
Thus if we can show that the left hand side of (4.54) is always even, the only possible case
in which (4.54) is not satisfied is when 4λ1+4n− 2 = 2N . We will now show that the left
hand side of (4.54) is always even. To do this, we consider all the possible cases below, in
which we let i, j ∈ {1, 2, . . . , n}.
(i) Set µ = λ+ǫi and ξ = λ. Then (λ+ǫi+2ρ, λ+ǫi)−(λ+2ρ, λ) = (2λ+2ρ, ǫi)+1 ∈ 2Z+.
(ii) Set µ = λ and ξ = λ−ǫi. Then (λ+2ρ, λ)−(λ−ǫi+2ρ, λ−ǫi) = (2λ+2ρ, ǫi)−1 ∈ 2Z+.
(iii) Set µ = λ+ǫi and ξ = λ−ǫj where i 6= j. Then (λ+ǫi+2ρ, λ+ǫi)−(λ−ǫj+2ρ, λ−ǫj) =
(2λ+ 2ρ, ǫi + ǫj) ∈ 2Z+.
(iv) Set µ = λ−ǫi and ξ = λ−ǫj where i 6= j. Then (λ−ǫi+2ρ, λ−ǫi)−(λ−ǫj+2ρ, λ−ǫj) =
(2λ+ 2ρ, ǫj − ǫi) ∈ 2Z.
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(v) Set µ = λ+ǫi and ξ = λ+ǫj where i 6= j. Then (λ+ǫi+2ρ, λ+ǫi)−(λ+ǫj+2ρ, λ+ǫj) =
(2λ+ 2ρ, ǫi − ǫj) ∈ 2Z.
(vi) Set µ = λ + ǫi and ξ = λ − ǫi. Then (λ + ǫi + 2ρ, λ + ǫi) − (λ − ǫi + 2ρ, λ − ǫi) =
(2λ+ 2ρ, 2ǫi) ∈ 2Z+ and
(2λ+ 2ρ, 2ǫi) = 2(2λi + 2n− 2i+ 1) <
{
4N, when i = 1,
2N, when i ≥ 2.
The only possible case in which (4.54) is not satisfied is when µ = λ+ ǫ1 and ξ = λ− ǫ1,
and here it may be possible that (ξ+2ρ, ξ)− (µ+2ρ, µ) = 2N . We will show that for each
odd N ≥ 3 there always exists at least one element λ of Λ+N with the property that
(λ+ ǫi + 2ρ, λ+ ǫi)− (λ− ǫi + 2ρ, λ− ǫi) = 2N. (4.55)
If (4.55) is satisfied, the notionally existing projection P [λ+ ǫ1] ∈ EndU (N)q (g)(Vλ⊗ V ) that
would act if it was well-defined as
P [λ+ ǫ1] : Vλ ⊗ V → Vλ+ǫ1 ⊂ Vλ ⊗ V,
is only well-defined if λ− ǫ1 /∈ P+λ ∩ Λ+N . Additionally, if (4.55) is satisfied, the notionally
existing projection P [λ− ǫ1] ∈ EndU (N)q (g)(Vλ ⊗ V ) that would act if it was well-defined as
P [λ− ǫ1] : Vλ ⊗ V → Vλ−ǫ1 ⊂ Vλ ⊗ V,
is only well-defined if λ+ ǫ1 /∈ P+λ ∩ Λ+N .
If λ − ǫ1 and λ + ǫ1 are elements of P0λ for any given λ ∈ Λ+N , then they are elements
of P+λ ∩ Λ+N . By inspection, both λ − ǫ1 and λ + ǫ1 are elements of P0λ if and only if the
components of λ satisfy
λ2 ≤ λ1 − 1, and (λ1 + 1) + λ2 ≤ N − 2n+ 2.
The first condition implies that both λ− ǫ1 and λ+ ǫ1 are elements of P+λ and the second
condition is necessary so that λ+ ǫ1 is an element of Λ
+
N .
Let us determine the conditions on the components of λ so that (4.55) is true. This
equation states that 4λ1+4n− 2 = 2N which we rewrite as λ1 = N/2−n+1/2. Consider
an integral dominant weight λ where λ1 = N/2 − n + 1/2 and λ2 ≤ λ1 − 1. Then
λ1+λ2 ≤ N−2n and λ is in Λ+N . This means that for each Λ+N there is at least one λ ∈ Λ+N
where the notional projections P [λ + ǫ1] and P [λ − ǫ1] are not well-defined . In general
there are many such elements of Λ+N for which this is true. This proves (i).
We now prove (ii). Consider an element λ ∈ Λ+N where λ1 = N/2−n+1/2 and λ2 = λ1.
Then λ− ǫ1 /∈ P0λ and (λ1+1)+λ2 = N −2n+2, thus we have λ+ ǫ1 ∈ Λ+N\Λ+N . Then the
projection P
[
λ + ǫ1
]
: Vλ ⊗ V → Vλ+ǫ1 is well-defined as λ − ǫ1 /∈ P0λ, proving (ii). Note
that sdimq(Vλ+ǫ1) = 0.
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Chapter 5
Topological invariants of 3-manifolds
from U
(N)
q (osp(1|2n))
The structure of this chapter is as follows. In Section 5.1 we introduce knots and links and
the equivalence relations of ambient and regular isotopy generated by the Reidemeister
moves on planar projections of links. We describe how each closed, connected, orientable
3-manifold ML can be obtained by performing surgery on the 3-sphere S
3 along a link
L ⊂ S3, and we describe the equivalence relations, called the Kirby moves , on two links L
and L′ embedded in S3 such that the 3-manifolds they give rise to upon performing surgery
are homeomorphic.
In Section 5.2 we introduce directed ribbon tangles and the category of coloured di-
rected ribbon tangles following Reshetikhin [Re90] and Reshetikhin and Turaev [RT90],
as a precursor to constructing isotopy invariants of coloured directed ribbon tangles, and
thereby regular isotopy invariants of links later in this chapter.
In Section 5.3 we state the Reshetikhin-Turaev functor F , a covariant functor from the
category of coloured directed ribbon tangles to the category of finite dimensional represen-
tations of a Z2-graded ribbon Hopf algebra. This definition follows directly from [Zh95] and
is a generalisation of the covariant functor from the category of coloured directed ribbon
tangles to the category of finite dimensional representations of an ungraded ribbon Hopf
algebra [Re90, RT90, RT91]. The functor yields isotopy invariants of coloured directed
ribbon tangles and thereby regular isotopy invariants of links.
Sections 5.4–5.8 contain the new results in this chapter.
In Section 5.4 we generalise the definition of a modular Hopf algebra to the Z2-graded
case. Drawing on this generalisation, we define a new algebra that we call a pseudo-
modular Hopf algebra. Pseudo-modular Hopf algebras are Z2-graded ribbon Hopf algebras
together with a finite set of finite dimensional representations satisfying slightly weaker
conditions than those satisfied by modular Hopf algebras. We define these algebras as there
exist quotients of quantum algebras and quantum superalgebras that are not modular, or
are not known to be modular, from which topological invariants of 3-manifolds can be
constructed. Later in this chapter we construct topological invariants of 3-manifolds from
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pseudo-modular Hopf algebras.
In Section 5.5 we prove that topological invariants of closed, connected, orientable
3-manifolds can be constructed using pseudo-modular Hopf algebras.
In Section 5.6 we prove that the Z2-graded ribbon Hopf algebra U
(N)
q (osp(1|2n)), where
N ≥ 6 satisfies N ≡ 2 (mod 4), together with a set of non-isomorphic finite dimen-
sional U
(N)
q (osp(1|2n))-modules
{
Vλ| λ ∈ Λ+N
}
defined in Chapter 4, is a pseudo-modular
Hopf algebra. We also prove that 3-manifold invariants cannot be constructed from
U
(N)
q (osp(1|2n)) when N ≥ 4 satisfies N ≡ 0 (mod 4).
In Section 5.7 we compare the 3-manifold invariants arising from U
(N)
q (osp(1|2n)) when
N ≥ 6 satisfies N ≡ 2 (mod 4), with the invariants arising from other ribbon Hopf al-
gebras. This is difficult to do, and for tractability we only compare our invariants with
those arising from U
(N/2)
q (so(2n+1)) at the same N . We do this as the quantised universal
enveloping algebras of osp(1|2n) and so(2n+ 1) are known to be related at generic q. We
show that the 3-manifold invariants arising from U
(N)
q (osp(1|2n)) and U (N/2)q (so(2n + 1))
are not the same.
In Section 5.8 we give some side results.
5.1 Knots and links
We take the following definitions from [Ro90, CP94, Lic97].
Definition 5.1.1. A link L =
⋃m
i=1 Li of m components embedded in S
3 is a subset of S3
consisting of m disjoint smooth 1-dimensional submanifolds of S3. A knot is a link with
one component.
This definition of a link ensures that we do not deal with wild links in this thesis.
Definition 5.1.2. An oriented link L is a link with an orientation assigned to each con-
nected component of L.
Definition 5.1.3. Two oriented links L, L′ ⊂ S3 are said to be equivalent if there exists
an orientation preserving diffeomorphism f of S3 such that f(L) = L′ and such that f
takes the orientation of L into that of L′.
Let S3 denote the 3-sphere, then S3 = R3 ∪ {∞}. Let a link L ⊂ S3 be embedded in
S3 such that
(i) L ∩ {∞} = ∅, and
(ii) given the standard projection p : R3 → R2, p(L) has only transversal crossings where
in some sufficiently small neighbourhood of each crossing there are projections of at
most two branches of L.
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Here we define a branch of L to be a closed proper subset of a single connected component
of L. We define the planar projection of a link L ⊂ R3 ⊂ S3 to be p(L) together with
information at each crossing in p(L) specifying which of the branches is the overcrossing
branch. The overcrossing branch is represented by an unbroken line and the undercrossing
branch is represented by a broken line, the line being broken at the crossing [CP94].
We detail the Reidemeister moves in Figure 5.1 [Kau91]. Let L ⊂ S3 be a link such
that L ∩ {∞} = ∅. Each of the Reidemeister moves replaces a configuration of arcs and
crossings in the intersection of p(L) with a 2-disc D2, with another collection of arcs and
crossings, such that the complement of p(L) is left unchanged [Lic97]. Each Reidemeister
move is an equivalence relation: two links L, L′ ⊂ S3 are said to be ambient isotopic if
their planar projections are elements of the equivalence class of planar projections of links
generated by the Reidemeister I, II and III moves. Two links L, L′ ⊂ S3 are said to be
regularly isotopic if their planar projections are elements of the equivalence class generated
by the Reidemeister II and III moves.
I II
III
Figure 5.1: The Reidemeister I, II and III moves
We associate a linking number +1 or −1 with each crossing of any pair of components
of an oriented link as given in Figure 5.2.
Definition 5.1.4. Let Li and Lj be connected components of an oriented link L. The
linking number lk(Li, Lj) of Li and Lj is half of the sum of the linking numbers associated
with each crossing of Li and Lj in a planar projection of L.
Definition 5.1.5. Let L ⊂ S3 be an unoriented link. The writhing number w(Li) of
a connected component Li of L is the sum of the linking numbers associated with each
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+1 −1
Figure 5.2: Linking numbers
crossing of Li with itself in a planar projection of L, where L is assigned an arbitrary
orientation.
The writhing number of a connected component of a link is independent of the orien-
tation of the link, thus the writhing number of a connected component of an unoriented
link is well-defined using the above definition [Kau91].
Definition 5.1.6. A framed link L ⊂ S3 is a link L together with an assignment of integers,
each connected component of L being assigned an integer which we call the framing number
of that component.
Let L =
⋃m
i=1 Li ⊂ S3 be a framed unoriented link with m connected components
where the framing number of the connected component Li is ni. We can equip Li with a
normal vector field as follows: let Ui ⊂ S3 be a small tubular neighbourhood of Li such
that Ui ∩ Uj = ∅ if i 6= j. Let Ki ⊂ Ui be a connected link such that we can equip Li with
a normal vector field where the tips of the vectors trace out Ki and such that if we assign
an orientation to Li and a parallel orientation to Ki, the linking number of Li and Ki is ni
[Kau91]. For each such normal vector field there exists an integer ni, and for each integer
ni there exists such a normal vector field.
A natural normal vector field to use gives the so-called blackboard framing . Set the
normal vector field to Li to lie in the planar projection of L. Then the tips of the vectors
sweep out a link Ki parallel to Li [Kau91] and the linking number of Li and Ki is w(Li).
The normal vector field of a framed link can always be presented in the blackboard framing.
The blackboard framing allows us to define a convenient notion of ‘equivalence’ of
framed links. We say that two framed links are equivalent if the links are regularly isotopic
when presented in the blackboard framing.
An important element in the study of 3-manifolds is the notion of surgery [Kau91, p.
252]:
Definition 5.1.7. Performing surgery on a 3-manifold M3 along a link L ⊂M3.
Let M3 be a 3-manifold and L ⊂ M3 an unoriented link with one component and
framing number nL. Let α : S
1 ×D2 →M3 be an embedding and α(S1 × 0) an embedding
of L. A longitude of α(S1×D2) is α(S1×1) ⊂ α(∂(S1×D2)) where ∂(S1×D2) denotes the
boundary of S1×D2. Let L′ ⊂ α(∂(S1 ×D2)) be a closed twisted longitude of α(S1×D2)
such that lk(L, L′) = nL where we now fix L and L
′ to have the same orientation.
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We perform surgery on M3 along L by gluing D2× S1 to M3− Int(α(S1×D2)) along
the boundary of S1×S1 ⊂M3−Int(α(S1×D2)) so that the meridianm = S1×1 ⊂ D2×S1
matches the closed twisted longitude L′. We conduct surgery on links with more than one
component by performing surgery on each component simultaneously.
The following theorem [Lic62] (see also [Lic97]) establishes a connection between closed,
connected, orientable 3-manifolds and links embedded in S3 that underpins our approach
to developing topological invariants of such 3-manifolds.
Theorem 5.1.1. Any closed, connected, orientable 3-manifold ML can be obtained by
performing surgery on S3 along a framed link L ⊂ S3.
We refer to [Ro90, Chap. 9] and [Kau91, Part I, Chap. 16] for detailed discussion
concerning, and examples of, surgery on S3 along framed links.
Let L, L′ ⊂ S3 be two regularly isotopic links with the same framing. Let ML (resp.
ML′) be the closed, connected, orientable 3-manifold obtained by performing surgery on S
3
along L (resp. L′), then there exists an orientation preserving homeomorphismML →ML′ .
A question which immediately arises is whether there are any other relations between
framed links such that the 3-manifolds they give rise to upon performing surgery are
related by an orientation-preserving homeomorphism. Kirby answered that question by
finding a complete collection of such relations between framed links and proving that closed,
connected, orientable 3-manifolds ML and ML′ are related by an orientation-preserving
homeomorphism if and only if the framed links L and L′ are related by a certain set of
transformations [Kirb78].
Fenn and Rourke subsequently proved a similar result but with the advantage that
their transformations were local transformations, that is, their transformations occur on
some subset of the planar projection of a link [FR79]. These transformations are called
the Kirby moves and are detailed in Figures 5.3–5.5. Let L, L′ ⊂ S3 be two links that
are regularly isotopic outside of their intersections with a 3-disc D3. Each Kirby move in
Figures 5.3–5.5 relates the intersection of a 2-disc D2 with p(L) and p(L′), respectively.
We say that L and L′ are equivalent under the Kirby moves if the intersection of p(L)
with D2 is regularly isotopic to one diagram of a move, and the intersection of p(L′) with
D2 is regularly isotopic to the other diagram of the move. The relation equivalent under
the Kirby moves is an equivalence relation. The reader is referred to [Kau91, Part I, Chap.
16] and [KL94, Chap. 12] for examples of links equivalent under the Kirby moves.
The κ
(0)
+ and κ
(0)
− moves are called the special Kirby (+) move, and the special Kirby (-)
move, respectively. The κ+ and κ− moves are called the Kirby (+) move, and the Kirby
(-) move, respectively.
We now explain the origin of the Kirby moves [Kau91, KL94, Lic97]. Let L ⊂ S3 be
a framed link and L′ ⊂ S3 an unknot with framing number ±1 such that L ∪ L′ is a split
link, that is, that L∪L′ is the disjoint union of links L, L′ such that L and L′ are mutually
unlinked. Surgery on S3 along L′ gives rise to a 3-manifold homeomorphic to S3 [KL94].
Let ML be a closed, connected, orientable 3-manifold obtained by performing surgery on
S3 along the framed link L ⊂ S3. Let ML#S3 denote the connected sum of ML and S3
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κ
(0)
+ κ
(0)
−
nothing nothing
Figure 5.3: The Kirby κ
(0)
+ and κ
(0)
− moves
κ+
Figure 5.4: The Kirby κ+ move
and let ∼= denote an orientation-preserving homeomorphism. Then ML#S3 ∼= ML, and
the relations ML∪L′ ∼= ML#ML′ ∼= ML imply the existence of the κ(0)+ and κ(0)− moves.
The κ+ and κ− moves arise from an application of the band connected sum move as
detailed in the following theorem [Kau91].
Theorem 5.1.2. Let K,K ′ ⊂ S3 be two links related by a band connected sum move and let
MK ,MK ′ be the closed, connected, orientable 3-manifolds obtained by performing surgery
on S3 along K and K ′, respectively. Then MK ∼= MK ′.
We now explain the band connected sum move. Let Li and Lj be two disjoint connected
components of a link L ⊂ S3. The action of the band connected sum move on Li is to
replace Li with the band connected sum Li#bLj, which we define as follows. Let b be
the image of a smooth embedding e : [0, 1] × [0, 1] → S3 where e([0, 1] × {0}) is glued
smoothly to Li and e
(
[0, 1]×{1}) is glued smoothly to Lj such that the linking number of
e
({0, 1}× [0, 1]) is zero, and furthermore, we require that the only part of b that intersects
Li (resp. Lj) is e
(
[0, 1]× {0}) (resp. e([0, 1]× {1})). We define
Li#bLj =
(
Li ∪ b ∪ Lj
)\e((0, 1)× [0, 1]).
We now detail an example of the band connected sum move to be concrete. Let Li and
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κ−
Figure 5.5: The Kirby κ− move
Lj be components of a split link in Figure 5.6, then Li#bLj is the left most component in
Figure 5.7.
LjLi
Figure 5.6: Link components Li and Lj
The band connected sum move gives rise to the κ+ move. In Figure 5.8 we show
this in the situation that the left hand side of the κ+ move has one component. The
multicomponent case is similar. In Figure 5.8,
b←→ indicates the band connected sum move,
k←→ indicates the κ(0)+ move and the remaining move is regular isotopy. The generation of
the κ− move is similar.
The existence of the band connected sum move suggests that there may be a large num-
ber of moves on links that give rise to homeomorphic 3-manifolds. However, a convenient
result is that the Kirby moves are a sufficient generating set of such moves [FR79, Thm.
p. 1]:
Theorem 5.1.3. Orientation preserving homeomorphism classes of closed, connected, ori-
entable 3-manifolds correspond bijectively to equivalence classes of framed links in S3 where
the equivalence is generated by the Kirby moves.
It transpires that the four Kirby moves are not a minimal generating set of the Kirby
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Lj
Li#bLj
Figure 5.7: The links Li#bLj and Lj
b
k
Figure 5.8: The derivation of the κ+ move
calculus: the κ
(0)
± moves in addition to either of the κ+ or κ− moves generates the entire
Kirby calculus [Kau91].
We will use all of these facts to create topological invariants of closed, connected,
orientable 3-manifolds later in this thesis. Let ML be a closed, connected, orientable 3-
manifold obtained by performing surgery on S3 along a framed link L ⊂ S3. We will create
a topological invariant of ML by taking such sums of regular isotopy invariants of L as are
unchanged after applying each of the Kirby moves to L. A convenient way to study regular
isotopy invariants of links is to consider isotopy invariants of ribbon tangles .
5.2 Tangles and ribbon tangles
We now examine tangles, directed ribbon tangles and coloured directed ribbon tangles
before constructing isotopy invariants of directed ribbon tangles. The work in this section
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is well known: it first appeared in [Re90] and then in [RT90, RT91] and it often appears
and is referenced in the literature. We state it here to be complete.
5.2.1 The category of directed ribbon tangles
The basic element in this work is the ribbon. A ribbon is defined to be a square [0, 1]× [0, 1]
smoothly embedded in R3 [RT91], and the images of the segments [0, 1]×{0} and [0, 1]×{1}
under the embeddings are the bases of the ribbon. We call the image of {1/2} × [0, 1] the
core of the ribbon.
We call the image of a cylinder S1 × [0, 1] smoothly embedded in R3 an annulus , and
the image of S1 × {1/2} the core of the annulus.
We define the writhe of a ribbon to be the linking number of the image of {0} × [0, 1]
and the image of {1}× [0, 1] where we assign the edges of the ribbon parallel orientations.
Ribbons and annuli are orientable surfaces in R3 and an orientation of a ribbon or
annulus is equivalent to a choice of one side of the ribbon or annulus.
We say that a ribbon or annulus is directed if its core is oriented, and we orient the
core of a ribbon by labelling one of the bases of the ribbon the initial base and the other
base the final base. Each ribbon and annulus can be directed in two ways and oriented in
two ways.
For k, l ∈ Z+ we define a (k, l)-ribbon tangle Γ to be the union of a finite number of
disjoint oriented ribbons and annuli embedded in R2 × [0, 1] such that Γ satisfies:
Γ ∩ (R2 × {1}) = {[i− 1/4, i+ 1/4]× {0} × {1} | i = 1, 2, . . . , k},
Γ ∩ (R2 × {0}) = {[j − 1/4, j + 1/4]× {0} × {0} | j = 1, 2, . . . , l},
and such that the same side of each ribbon faces the reader at Γ∩ (R2×{1}) and Γ∩ (R2×
{0}).
We define the (k, l)-tangle associated with a particular (k, l)-ribbon tangle Γ to be the
union of the cores of all the components of Γ. This corresponds to our intuitive notion of
a (k, l)-tangle.
So far we have not imposed any directions on the (ribbon) tangles. In Reshetikhin and
Turaev’s isotopy invariants of ribbons, one uses oriented and directed ribbon tangles, and
so we now define a directed (k, l)-ribbon tangle.
We define a directed (k, l)-ribbon tangle Γ to be a (k, l)-ribbon tangle where all the
ribbons and annuli of Γ are directed. We can intuitively think of this by drawing an arrow
on each ribbon and annulus parallel to the core of the ribbon or annulus.
For each directed (k, l)-ribbon tangle Γ there are two sequences which specify the di-
rections of the ribbons of Γ:
ǫ∗(Γ) = (ǫ1, ǫ2, . . . , ǫk),
ǫ∗(Γ) = (ǫ1, ǫ2, . . . , ǫl).
Here each ǫi, ǫi is either −1 or +1. Intuitively, ǫi = +1 (resp. ǫi = −1) if the arrow on the
ith ribbon from the left at the top of the ribbon tangle is pointing down (resp. up), and
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ǫi = +1 (resp. ǫi = −1) if the arrow on the ith ribbon from the left at the bottom of the
ribbon tangle is pointing down (resp. up). Technically, we set ǫi = +1 if
[i− 1/4, i+ 1/4]× {0} × {1}
is an initial base and ǫi = −1 if it is a final base. Similarly, we set ǫj = +1 if
[j − 1/4, j + 1/4]× {0} × {0}
is a final base and ǫj = −1 if it is an initial base.
We depict directed ribbon tangles as the disjoint union of ribbons and annuli, the
directions of the ribbons and annuli denoted by arrows drawn on them. On ribbons we
point the arrows in the direction of the final base. An example of this is in Figure 5.9.
Figure 5.9: An example of directed ribbons and annuli
Two directed (k, l)-ribbon tangles Γ, Γ′ are said to be isotopic if there exists a smooth
isotopy
ht : R
2 × [0, 1]→ R2 × [0, 1], t ∈ [0, 1],
of the identity h0 = id such that each ht is a diffeomorphism of the strip R
2 × [0, 1] fixing
its boundary R2 × {0, 1} and h1 transforms Γ into Γ′ preserving the decomposition into
ribbons and annuli, the directions of cores and the orientations of the ribbons and annuli
[RT91]. Isotopy is an equivalence relation.
In referring to a particular directed (k, l)-ribbon tangle Γ we are referring to any element
of the equivalence class of directed (k, l)-ribbon tangles containing Γ where the equivalence
is generated by isotopy.
If Γ is a directed (k,m)-ribbon tangle and Γ′ is a directed (m,n)-ribbon tangle then we
can vertically compose them to produce a new directed (k, n)-ribbon tangle Γ ◦ Γ′ if the
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directions of Γ and Γ′ are compatible. By ‘compatible’ we mean that ǫ∗(Γ) = ǫ
∗(Γ′), or
more intuitively, the ‘up, down’ sequence of arrows at the bottom of Γ is the same as the
‘up, down’ sequence of arrows at the top of Γ′.
We technically define Γ ◦Γ′ to be the directed (k, n)-ribbon tangle obtained as follows.
Take the union Γ ∪ (Γ′ + t) where t is the vector t = (0, 0,−1) ∈ R3 such that the bases
of the ribbons are smoothly glued together. Then Γ ◦ Γ′ is the image of Γ ∪ (Γ′ + t)
under the map (x, y, z) 7→ (x, y, (z + 1)/2), for all (x, y, z) ∈ R2 × [−1, 1], so that we have
Γ ◦ Γ′ ⊂ R2 × [0, 1]. Then Γ ◦ Γ′ is a directed (k, n)-ribbon tangle with two sequences
encoding the directions of the ribbons:
ǫ∗(Γ ◦ Γ′) = ǫ∗(Γ),
ǫ∗(Γ ◦ Γ′) = ǫ∗(Γ′),
as expected. We heuristically depict Γ ◦ Γ′ in Figure 5.10.
Γ
Γ′
Γ ◦ Γ′ =
Figure 5.10: The vertical composition Γ ◦ Γ′
Let Γ be a directed (k, l)-ribbon tangle and Γ′ a directed (m,n)-ribbon tangle, then the
horizontal composition Γ⊗ Γ′ is always defined. This Γ⊗ Γ′ is a directed (k +m, l + n)-
ribbon tangle Γ⊗ Γ′ depicted by placing Γ′ immediately to the right of Γ such that Γ and
Γ′ are mutually unlinked. We heuristically depict Γ⊗ Γ′ in Figure 5.11.
Γ Γ′Γ⊗ Γ′ =
Figure 5.11: The horizontal composition Γ⊗ Γ′
Now let Γ1, Γ
′
1, Γ2 and Γ
′
2 be directed ribbon tangles where Γ1 ◦ Γ′1 and Γ2 ◦ Γ′2 exist,
then
(Γ1 ◦ Γ′1)⊗ (Γ2 ◦ Γ′2) = (Γ1 ⊗ Γ2) ◦ (Γ′1 ⊗ Γ′2).
Note that (Γ1 ⊗ Γ2) ◦ (Γ′1 ⊗ Γ′2) may exist even if Γ1 ◦ Γ′1 and Γ2 ◦ Γ′2 do not.
We now introduce the category of directed ribbon tangles drib [RT91, CP94]. The
objects of drib are finite sequences:
ǫ = (ǫ1, ǫ2, . . . , ǫk),
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where ǫi ∈ {−1,+1} for each i = 1, 2, . . . , k. We can think of an object ǫ of drib as being
ǫ∗(Γ) or ǫ∗(Γ) for some directed ribbon tangle Γ. Isotopy equivalence classes of directed
ribbon tangles are the morphisms of drib.
If Γ and Γ′ are two directed ribbon tangles where Γ◦Γ′ exists, and f : ǫ∗(Γ)→ ǫ∗(Γ) and
f ′ : ǫ∗(Γ′)→ ǫ∗(Γ′) are two morphisms of drib, then we define f ◦f ′ : ǫ∗(Γ◦Γ′)→ ǫ∗(Γ◦Γ′)
to be Γ ◦ Γ′.
Let
ǫa = (ǫa1 , ǫa2 , . . . , ǫak), ǫb = (ǫb1 , ǫb2 , . . . , ǫbl),
be two objects of drib. The tensor product of ǫa and ǫb is an object ǫa ⊗ ǫb:
ǫa ⊗ ǫb = (ǫa1 , ǫa2 , . . . , ǫak , ǫb1 , ǫb2 , . . . , ǫbl).
Now let f : ǫa → ǫ′a and g : ǫb → ǫ′b be two morphisms of drib that are the directed
ribbon tangles Γ and Γ′, respectively. The tensor product of f and g is a morphism f ⊗ g:
f ⊗ g : ǫa ⊗ ǫb → ǫ′a ⊗ ǫ′b,
which is just the directed ribbon tangle Γ⊗ Γ′.
Let f , f ′, g and g′ be morphisms where f ◦ f ′ and g ◦ g′ exist, then
(f ◦ f ′)⊗ (g ◦ g′) = (f ⊗ g) ◦ (f ′ ⊗ g′).
Note that (f ⊗ g) ◦ (f ′ ⊗ g′) may exist even if each of f ◦ f ′ and g ◦ g′ do not exist.
A directed ribbon tangle can be expressed as some combination of vertical and hori-
zontal compositions of the directed ribbon tangles in Figure 5.12 [RT91]. For convenience
we call the directed ribbon tangles in Figure 5.12 the directed ribbon tangle atoms .
5.2.2 Coloured directed ribbon tangles
We now introduce coloured directed ribbon tangles , which we can intuitively think of as
directed ribbon tangles where each component of the ribbon tangle has been ‘coloured’
with an element of some set.
Let S = {s1, s2, . . . , st} be a non-empty finite set and let Γ be a directed (k, l)-ribbon
tangle with m disjoint directed ribbons:
Γ =
m⋃
i=1
Γi.
We say that Γi is coloured with sai ∈ S if we associate sai with Γi. Let each ribbon Γi
be coloured with sai , then we say that Γ is coloured with (sa1 , sa2 , . . . , sam) ∈ S×m. We
denote any involution ∗ of S by ∗(sai) = (sai)∗.
Two coloured directed (k, l)-ribbon tangles Γ,Γ′ are said to be isotopic if they are
isotopic as directed (k, l)-ribbon tangles and if the isotopy takes the colouring of Γ into the
colouring of Γ′ [RT91].
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Ω+
X−
Ω−
U−U+
I−I+ X+
Figure 5.12: The directed ribbon tangle atoms
To each coloured directed (k, l)-ribbon tangle Γ we associate two sequences encoding
the colourings and directions of its ribbons:
(X∗, ǫ∗)Γ =
(
(i1, ǫ1), (i2, ǫ2), . . . , (ik, ǫk)
)
,
(X∗, ǫ∗)Γ =
(
(i1, ǫ1), (i2, ǫ2), . . . , (il, ǫl)
)
,
where ij , ij ∈ S and ǫj , ǫj ∈ {−1,+1} for each j. Intuitively, the sequences ǫ∗(Γ) =
(ǫ1, ǫ2, . . . , ǫk) and ǫ∗(Γ) = (ǫ1, ǫ2, . . . , ǫl) are just the corresponding sequences if we think
of Γ as uncoloured. The sequences
X∗(Γ) = (i1, i2, . . . , ik), X∗(Γ) = (i1, i2, . . . , il),
encode the colourings of the ribbons, such that ij (resp. ij) is the element of S that colours
the component of Γ with non-empty intersection with [j − 1/4, j + 1/4]× {0}× {1} (resp.
[j − 1/4, j + 1/4]× {0} × {0}).
The vertical composition Γ ◦ Γ′ of a coloured directed (k,m)-ribbon tangle Γ and a
coloured directed (m,n)-ribbon tangle Γ′ exists if the directions and colourings of Γ and
Γ′ are compatible, that is if (X∗, ǫ∗)Γ = (X
∗, ǫ∗)Γ′ . We technically define Γ ◦ Γ′ to be the
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coloured directed (k, n)-ribbon tangle with the underlying directed ribbon tangle to be
the vertical composition of Γ and Γ′ and with two sequences encoding the colouring and
directions of the ribbons:
(X∗, ǫ∗)Γ◦Γ′ = (X
∗, ǫ∗)Γ, (X∗, ǫ∗)Γ◦Γ′ = (X∗, ǫ∗)Γ′ .
The horizontal composition Γ ⊗ Γ′ of a coloured directed (k, l)-ribbon tangle Γ and
a coloured directed (m,n)-ribbon tangle Γ′ is always defined to be the coloured directed
(k+m, l+n)-ribbon tangle depicted by placing Γ′ immediately to the right of Γ such that
Γ and Γ′ are mutually unlinked.
Let Γ1, Γ
′
1, Γ2 and Γ
′
2 be coloured directed ribbon tangles where Γ1 ◦ Γ′1 and Γ2 ◦ Γ′2
exist, then
(Γ1 ◦ Γ′1)⊗ (Γ2 ◦ Γ′2) = (Γ1 ⊗ Γ2) ◦ (Γ′1 ⊗ Γ′2).
Note that (Γ1 ⊗ Γ2) ◦ (Γ′1 ⊗ Γ′2) may exist even if Γ1 ◦ Γ′1 and Γ2 ◦ Γ′2 do not.
Any coloured directed (k, l)-ribbon tangle, where the ribbon tangle is coloured with
elements of a set S, can be written down as some combination of vertical and horizon-
tal compositions of the directed ribbon tangle atoms, where each ribbon tangle atom is
coloured with an element of S [RT91]. We denote a colouring of the directed ribbon tangle
atoms as follows:
(i) I±i means that I
± is coloured with i,
(ii) X+i,j means that X
+ is coloured so that the ribbon passing from the top right hand
corner to the bottom left corner is coloured with i and the other ribbon is coloured
with j,
(iii) X−i,j means that X
− is coloured in the same way that X+i,j is,
(iv) Wi means that W is coloured with i, where W is any one of Ω
+, Ω−, U+ and U−.
We now introduce the category of coloured directed ribbon tangles cdrib(S) for a finite
non-empty set S [Re90, RT91, CP94]. The objects of cdrib(S) are sequences of pairs
(X, ǫ) =
(
(i1, ǫ1), (i2, ǫ2), . . . , (ik, ǫk)
)
,
where ij ∈ S and ǫi ∈ {−1,+1} for each i = 1, 2, . . . , k. Each object (X, ǫ) of cdrib(S)
can be thought of as (X∗, ǫ∗)Γ or (X∗, ǫ∗)Γ for some coloured directed ribbon tangle Γ. The
morphisms of cdrib(S) are equivalence classes of coloured directed ribbon tangles coloured
with elements of S.
Lemma 5.2.1. All morphisms in cdrib(S) can be expressed as vertical and horizontal
compositions of the coloured directed ribbon tangles I+i , I
−
i , X
+
i,j, X
−
i,j, Ω
+
i , Ω
−
i , U
+
i and
U−i , where i, j ∈ S.
Proof. This follows from [Re90, Prop. 1.4].
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Let Γ and Γ′ be two coloured directed ribbon tangles where Γ ◦ Γ′ exists. Let f :
(X∗, ǫ∗)Γ → (X∗, ǫ∗)Γ and f ′ : (X∗, ǫ∗)Γ′ → (X∗, ǫ∗)Γ′ be two morphisms. We define the
morphism f ◦ f ′ : (X∗, ǫ∗)Γ◦Γ′ → (X∗, ǫ∗)Γ◦Γ′ to be the coloured directed ribbon tangle
Γ ◦ Γ′.
Let (Xa, ǫa) and (Xb, ǫb) be two objects of cdrib(S):
(Xa, ǫa) =
(
(ia1 , ǫa1), (ia2 , ǫa2), . . . , (iak , ǫak)
)
,
(Xb, ǫb) =
(
(ib1 , ǫb1), (ib2, ǫb2), . . . , (ibm , ǫbm)
)
.
The tensor product of (Xa, ǫa) and (Xb, ǫb) is an object (Xa, ǫa)⊗ (Xb, ǫb):
(Xa, ǫa)⊗ (Xb, ǫb) =
(
(ia1 , ǫa1), (ia2 , ǫa2), . . . , (iak , ǫak), (ib1 , ǫb1), (ib2 , ǫb2), . . . , (ibm , ǫbm)
)
.
Let f and g be morphisms of cdrib(S):
f : (Xa, ǫa)Γ → (X ′a, ǫ′a)Γ, g : (Xb, ǫb)Γ′ → (X ′b, ǫ′b)Γ′.
The tensor product of f and g is a morphism f ⊗ g which is the coloured directed ribbon
tangle Γ⊗ Γ′:
f ⊗ g : (Xa, ǫa)Γ ⊗ (Xb, ǫb)Γ′ → (X ′a, ǫ′a)Γ ⊗ (X ′b, ǫ′b)Γ′.
Note that if f , f ′, g and g′ are morphisms of cdrib(S) where f ◦ f ′ and g ◦ g′ exist, then
(f ◦ f ′)⊗ (g ◦ g′) = (f ⊗ g) ◦ (f ′ ⊗ g′).
Closing a coloured directed ribbon tangle
Let Γ be a coloured directed (k, k)-ribbon tangle with (X∗, ǫ∗)Γ = (X
∗, ǫ∗)Γ. For each j ∈
{1, 2, . . . , k} let rj be a ribbon that is the image of a smooth embedding e : [0, 1]× [0, 1]→
R3 given as follows. The ribbon rj has disjoint intersection with Γ: call e
(
[0, 1] × {0})
the beginning of the ribbon and e
(
[0, 1] × {1}) the end of the ribbon. Smoothly glue
the beginning of rj to Γ at [j − 1/4, j + 1/4] × {0} × {1} and the end of rj to Γ at
[j − 1/4, j + 1/4]×{0} × {0} in such a way that rj is unlinked with each component of Γ,
and also so that the linking number of the two edges e
({0} × [0, 1]) and e({1} × [0, 1]) of
rj is zero if they are given parallel orientations.
Now orient and direct rj to be consistent with the orientation and direction of the
components of Γ to which it is glued, and colour rj with ij ∈ S. After attaching, orienting,
directing and colouring the k ribbons we obtain from Γ a coloured directed (0, 0)-ribbon
tangle Γˆ heuristically depicted in Figure 5.13 (here T is a coloured directed (k, k)-ribbon
tangle). Sometimes we refer to Γˆ as the closure of Γ.
5.2.3 Representing framed links as (0, 0)-ribbon tangles
Let L =
⋃m
i=1 Li ⊂ S3 be a framed link with m connected components and let the framing
number of the component Li be ni for each i = 1, 2, . . . , m. We can associate L with a
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ΓˆΓ
TT
Figure 5.13: A coloured directed ribbon tangle Γ and its closure Γˆ
(0, 0)-ribbon tangle Γ(L) in a natural way. Recall that each ribbon tangle is a subset of R3
and that S3 = R3 ∪ {∞}. Any link L ⊂ S3 can be deformed so that L ⊂ R3 and ambient
isotopic links in S3 give rise to ambient isotopic links in R3 [T94]. In the remainder of this
subsection we consider L as a subset of R3.
We obtain the (0, 0)-ribbon tangle Γ(L) for each framed link L ⊂ S3 as follows. For
each connected component Li of L fix Ui ⊂ R3 to be a small tubular neighbourhood of Li
such that Ui ∩Uj = ∅ if i 6= j. Let Ki ⊂ ∂(Ui) be a parallel of Li such that lk(Li, Ki) = ni,
then we can equip Li with a normal vector field so that the tips of the vectors sweep out
Ki.
The links Li and Ki are the boundary of a (0, 0)-ribbon tangle where each element of
the normal vector field to Li coincides with some proper subset of the (0, 0)-ribbon tangle.
Repeating this for each connected component of L defines a (0, 0)-ribbon tangle for L.
5.3 The Reshetikhin-Turaev functor F
The Reshetikhin-Turaev functor F is a covariant functor from the category of coloured
directed ribbon tangles to the category of finite dimensional representations of a Z2-graded
ribbon Hopf algebra. The functor provides the machinery allowing us to construct isotopy
invariants of ribbon tangles and thereby regular isotopy invariants of links. The functor
was first defined for ungraded ribbon Hopf algebras and their representations [Re90, RT90,
RT91] and extended to Z2-graded ribbon Hopf algebras and their representations [Zh95].
Let A be a Z2-graded ribbon Hopf algebra over C. Recall from Section 2.3 that A
admits an invertible even element, called the universal R-matrix,
R =
∑
t
at ⊗ bt ∈ A⊗ A, (5.1)
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satisfying Eqs. (2.11)–(2.13). As usual we set
u =
∑
t
S(bt)at(−1)[at]. (5.2)
Recall that there exists an invertible even central element
v ∈ A, (5.3)
with the following properties:
ǫ(v) = 1, v2 = uS(u), S(v) = v, ∆(v) = (v ⊗ v)(RTR)−1,
where RT =
∑
t bt ⊗ at(−1)[at].
Let Rep(A) be the category of finite dimensional Z2-graded left A-modules. The objects
of Rep(A) are Z2-graded left A-modules over C. The morphisms of Rep(A) are A-linear
homomorphisms of degree 0. Let {Vi| i ∈ I} be a set of objects of Rep(A) for some index
set I such that for each i ∈ I, the dual A-module of Vi, which we denote by (Vi)∗, is
isomorphic to Vj for some j ∈ I. Now let
η =
(
(i1, ǫ1), (i2, ǫ2), . . . , (ik, ǫk)
)
,
be an object of cdrib(I), then for each such object η we define the A-module
Vη = V
ǫ1
i1
⊗ V ǫ2i2 ⊗ · · · ⊗ V ǫkik ,
where we fix V +1i = Vi and V
−1
i = (Vi)
∗. If η = ∅ then we set V∅ = V0 ∼= C, which is the
one-dimensional A-module.
We now present the theorem defining the covariant functor F [Re90, RT90, RT91,
Zh95]. This theorem is a generalisation of a theorem defining F as a covariant functor
from the category of coloured directed ribbon tangles to the category of finite dimensional
representations of an ungraded ribbon Hopf algebra [Re90, RT90, RT91]. The proof of
Theorem 5.3.1 is similar to the proof of the theorem it generalises.
Theorem 5.3.1. Let H = cdrib(I). Let A be a Z2-graded ribbon Hopf algebra over C
with universal R-matrix R ∈ A⊗A stated in (5.1), the element u ∈ A stated in (5.2), and
the even central element v ∈ A stated in (5.3).
Let {Vi| i ∈ I} be a set of objects of Rep(A) such that for each i ∈ I, (Vi)∗ is isomorphic
to Vj for some j ∈ I. There exists a covariant functor F : H → Rep(A) with the following
properties:
(i) F transforms any object η of H into the object Vη of Rep(A),
(ii) For any two coloured directed ribbon tangles Γ,Γ′,
F (Γ⊗ Γ′) = F (Γ)⊗ F (Γ′),
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(iii) F is defined by
F (I+i ) = idi : Vi → Vi; F (I+i )(x) = x,
F (I−i ) = idi∗ : (Vi)
∗ → (Vi)∗ ; F (I−i )(x∗) = x∗,
F (X+i,j) = P ◦R : Vi ⊗ Vj → Vj ⊗ Vi;
F (X+i,j)(x⊗ y) =
∑
t bty ⊗ atx (−1)[x][y]+[at]([bt]+[y]),
F (X−i,j) = R
−1 ◦ P : Vi ⊗ Vj → Vj ⊗ Vi;
F (X−i,j)(x⊗ y) =
∑
t S(at)y ⊗ btx (−1)[y]([x]+[bt]),
F (Ω+i ) : (Vi)
∗ ⊗ Vi → C; F (Ω+i )(x∗ ⊗ y) = 〈x∗, y〉,
F (Ω−i ) : Vi ⊗ (Vi)∗ → C; F (Ω−i )(x⊗ y∗) = (−1)[x][y∗]〈y∗, (v−1u) x〉,
F (U+i ) : C→ Vi ⊗ (Vi)∗ ; F (U+i )(c) = c
∑
r vr ⊗ v∗r ,
F (U−i ) : C→ (Vi)∗ ⊗ Vi; F (U−i )(c) = c
∑
r(−1)[vr ]v∗r ⊗ (vu−1) vr,
where {vr} and {v∗r} are dual bases of Vi and (Vi)∗, respectively, such that 〈v∗r , vs〉 =
δrs and [vr] = [v
∗
r ].
Needless to say, if Γ and Γ′ are coloured directed ribbon tangles where Γ ◦ Γ′ exists,
then we have
F (Γ ◦ Γ′) = F (Γ) ◦ F (Γ′).
Let L be an oriented (k, l)-tangle with m connected components (note that k, l and
m ≥ 1 can all be different non-negative integers). Given such an oriented (k, l)-tangle
L, fix Γ to be the associated coloured directed (k, l)-ribbon tangle with m connected
components, where there are two associated sequences of pairs that encode the directions
and colourings of all the ribbons of Γ as given in Subsection 5.2.2:(
X∗, ǫ∗
)
Γ
=
(
(µ1, ǫ1), (µ2, ǫ2), . . . , (µk, ǫk)
)
,(
X∗, ǫ∗
)
Γ
=
(
(ν1, ǫ1), (ν2, ǫ2), . . . , (νl, ǫl)
)
,
where µi, νj ∈ I. The sequence
(
X∗, ǫ∗
)
Γ
uniquely specifies the colourings and directions
of the ribbon tangles intersecting the top of the ribbon tangle diagram. In particular, the
ith ribbon tangle from the left at the top of the ribbon tangle diagram is coloured with
µi ∈ I and is directed downwards (resp. upwards) if ǫi = +1 (resp. ǫi = −1).
Similarly, the sequence
(
X∗, ǫ∗
)
Γ
uniquely specifies the colourings and directions of the
ribbon tangles intersecting the bottom of the ribbon tangle diagram: the jth ribbon tangle
from the left at the bottom of the ribbon tangle diagram is coloured with νj ∈ I and is
directed downwards (resp. upwards) if ǫj = +1 (resp. ǫj = −1).
For such a Γ, F (Γ) is a map
F (Γ) : V ǫ
1
µ1 ⊗ V ǫ
2
µ2 ⊗ · · · ⊗ V ǫ
k
µk −→ V ǫ1ν1 ⊗ V ǫ2ν2 ⊗ · · · ⊗ V ǫlνl . (5.4)
As the functor F maps morphisms of H to A-linear homomorphisms of degree 0, the
map (5.4) must commute with the action of A, that is
F (Γ)
(
πǫ
1
µ1 ⊗ πǫ
2
µ2 ⊗ · · · ⊗ πǫ
k
µk
(
∆(k−1)(a)
) )
=
(
πǫ1ν1 ⊗ πǫ2ν2 ⊗ · · · ⊗ πǫlνl
(
∆(l−1)(a)
))
F (Γ),
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for all a ∈ A, where π+1i (resp. π−1i ) denotes the representation of A afforded by the
A-module Vi (resp. the dual A-module (Vi)
∗).
To illuminate this fact, we give a direct proof of it. Each coloured directed ribbon
tangle Γ can be expressed as some combination of horizontal and vertical compositions of
the coloured directed ribbon tangle atoms in Figure 5.12, thus the homomorphism F (Γ)
of A-modules can be expressed as some appropriate combination of tensor products and
compositions of the homomorphisms of A-modules obtained by applying the functor F to
the coloured directed ribbon tangle atoms in Figure 5.12. To prove the theorem it suffices
to prove it for each case in which Γ is a coloured directed ribbon tangle atom.
The theorem is trivially true for F (I+i ) and F (I
−
i ), and it may be shown to be true for
F (X+i,j) and F (X
−
i,j) by simple calculations using R∆(x) = ∆
′(x)R, ∀x ∈ A. Now
F (Ω+i )a(x
∗ ⊗ y) = F (Ω+i )
∑
(a)
a(1)x
∗ ⊗ a(2)y(−1)[x∗][a(2)]
=
∑
(a)
〈x∗, S(a(1))a(2)y〉(−1)[x∗][a]
= ǫ(a)F (Ω+i )(x
∗ ⊗ y),
where we have used the fact that ǫ(a) = 0 if [a] = 1. Also,
aF (U+i )(c) = c
∑
(a),r
a(1)vr ⊗ a(2)v∗r (−1)[vr][a(2)]
= c
∑
(a),r,i
a(1)vr ⊗ 〈a(2)v∗r , vi〉v∗i (−1)[vr ][a(2)]
= c
∑
(a),r,i
a(1)〈v∗r , S(a(2))vi〉vr ⊗ v∗i
= c
∑
(a),i
a(1)S(a(2))vi ⊗ v∗i
= F (U+i )(c)ǫ(a).
The proofs for F (Ω−i ) and F (U
−
i ) are similar.
Corollary 5.3.1. Let Γ(L, λ) be a coloured directed (1, 1)-ribbon tangle with m components
where the ribbon joining R2 × {0} and R2 × {1} is coloured with λi ∈ I and directed
downwards at its bases. Then the map F
(
Γ(L, λ)
)
: Vλi → Vλi is an element of EndA(Vλi).
Remark 5.3.1. Let Γ(L, λ) be a coloured directed (0, 0)-ribbon tangle associated with the
framed oriented link L. Then from the definition of the functor F , the map F
(
Γ(L, λ)
)
:
C → C is an invariant of isotopy of Γ(L) and thus an invariant of regular isotopy of L
[Re90].
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5.3.1 Calculations using the functor F
We now do some calculations using the functor F . These results will be needed in the later
sections.
Let A be a Z2-graded ribbon Hopf algebra and {Vi| i ∈ I} a set of non-isomorphic
irreducible A-modules such that for each i ∈ I, (Vi)∗ ∼= Vj for some j ∈ I. Consider the
two framed oriented links L, L′ ⊂ S3 in Figure 5.14, the planar projections of which are
equivalent with respect to the Kirby move κ+. Here T is an arbitrary oriented (m,m)-tangle
represented by the rectangle, the orientation of which is compatible with the orientations
of L\T and L′\T . Let the directed ribbon tangles associated with L and L′ be coloured as
T
P
L L′
T
P
Figure 5.14: Two links L, L′ related by the Kirby κ+ move
follows: let Γ(Li) (resp. Γ(L
′
i)) denote the directed (1, 1)-ribbon tangle derived from the
ith tangle of L\T (resp. L′\T ) intersecting the line P from the left. Colour both Γ(Li) and
Γ(L′i) with λi ∈ I, and colour the unique component of Γ(L′\T ) isotopic to an unknotted
annulus with µ ∈ I. We denote these coloured directed (m,m)-ribbon tangles, respectively,
by
Γ
(
L\T, (λ1, λ2, . . . , λm)
)
, Γ
(
L′\T, (λ1, λ2, . . . , λm, µ)
)
.
Lemma 5.3.1. Assume that v acts on Vµ as the multiplication by a scalar. Fix m = 1,
then
F
(
Γ(L\T, λ)) = v : Vλ → Vλ, (5.5)
F
(
Γ(L′\T, (λ, µ))) = χµ(v−1)Cµ : Vλ → Vλ, (5.6)
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where
Cµ = (id⊗ str)
[
(id⊗ πµ)(id⊗ v−1u)RTR
]
, (5.7)
is a central element of A, and χµ(v
−1) is the eigenvalue of v−1 in the A-representation πµ.
Lemma 5.3.2. For each m ≥ 2, the map
F
(
Γ(L\T, (λ1, . . . , λm))
)
: Vλ1 ⊗ · · · ⊗ Vλm → Vλ1 ⊗ · · · ⊗ Vλm ,
acts as
∆(m−1)(v) : Vλ1 ⊗ · · · ⊗ Vλm → Vλ1 ⊗ · · · ⊗ Vλm .
Proof. Assume that Lemma 5.3.1 is true (we will prove it below), then Figure 5.15 proves
the lemma for m = 2. Now assume that the inductive hypothesis is true for some m ≥ 2,
then the proof follows for (m+ 1) by using Figure 5.16 and the representation of ∆(m)(v)
in tensor product representations of A.
r
Figure 5.15: Regularly isotopic (2, 2)-tangles
Remark 5.3.2. The results of Eq. (5.5) in Lemma 5.3.1 and Lemma 5.3.2 still hold true
if the modules are not irreducible.
We now prove Lemma 5.3.1.
Proof. We consider the first claim. Theorem 5.3.1 implies that F
(
Γ(L\T, λ)) : Vλ → Vλ is
given by
F
(
Γ(L\T, λ)) = idλ ◦ (idλ ⊗ Ω−λ ) ◦ (X−λ,λ ⊗ idλ) ◦ (idλ ⊗ U+λ ) ◦ idλ.
Let x be a basis vector of Vλ and let {vr}, {v∗r} be dual bases of Vλ, (Vλ)∗, respectively,
such that 〈v∗r , vs〉 = δrs and [v∗r ] = [vr], where 〈·, ·〉 : (Vλ)∗ × Vλ → C is the dual space
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r
1 component
(m+ 1) components
m components
Figure 5.16: Regularly isotopic (m+ 1, m+ 1)-tangles
pairing. We calculate the action of F
(
Γ(L\T, λ)) on x to be
x
(idλ⊗U
+
λ )7−→
∑
r
x⊗ vr ⊗ v∗r
(X−λ,λ⊗idλ)7−→
∑
t,r
S(at)vr ⊗ btx⊗ v∗r(−1)[x][vr]+[bt][vr ]
(idλ⊗Ω
−
λ )7−→
∑
t,r
〈v∗r , v−1ubtx〉S(at)vr
= v−1S(u)ux = vx,
as v2 = S(u)u.
We now consider the second claim. We will calculate the action of F
(
Γ(L′\T, (λ, µ)))
on a basis vector x ∈ Vλ where the annulus is coloured with µ. Consider the regularly
isotopic oriented (1, 1)-tangles in Figure 5.17, where
r←→ indicates regular isotopy. As
L′ and M ′ are regularly isotopic, F
(
Γ(L′, ν)
)
= F
(
Γ(M ′, ν)
)
, and we will now calculate
F
(
Γ(M ′, ν)
)
. Consider the coloured directed (1, 1)-ribbon tangle Γ(M ′′, (λ, µ)) in Figure
5.18: note that Γ(M ′′, (λ, µ)) is identical to Γ(M ′, (λ, µ)) ‘modulo’ a twist. The map
F
(
Γ(M ′′, (λ, µ))
)
: Vλ → Vλ is
F
(
Γ(M ′′, (λ, µ))
)
= idλ ◦ (idλ ⊗ Ω−µ ) ◦ (X+µ,λ ⊗ idµ∗) ◦ (X+λ,µ ⊗ idµ∗) ◦ (idλ ⊗ U+µ ) ◦ idλ.
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M ′L
′
rr r r
Figure 5.17: Regularly isotopic oriented (1, 1)-tangles
λ
µ
Figure 5.18: The coloured directed (1, 1)-ribbon tangle Γ(M ′′, (λ, µ))
Let x be a basis vector of Vλ, then we calculate F
(
Γ(L, (λ, µ))
)
(x) to be
x
(idλ⊗U
+
µ )7−→
∑
r
x⊗ vr ⊗ v∗r
(X+λ,µ⊗idµ∗)7−→
∑
t,r
btvr ⊗ atx⊗ v∗r(−1)[x][vr]+[at](1+[vr ])
(X+µ,λ⊗idµ∗)7−→
∑
s,t,r
bsatx⊗ asbtvr ⊗ v∗r(−1)[bs]+[x]([as]+[bt])+[at][as]
(idλ⊗Ω
−
µ )7−→
∑
s,t,r
〈v∗r , (v−1u)asbtvr〉bsatx(−1)[bs]+[x]([bt]+[as])+[at][as]+[v
∗
r ]([as]+[bt]+[vr])
= (id⊗ str) [(id⊗ πµ)(id⊗ v−1u)RTR] x = Cµ(x).
Note that Cµ is a central element of A [ZG91, Prop. 3] and χ0(Cµ) = sdimq(Vµ).
Adding a twist with framing number +1 into the annulus coloured with µ gives precisely
Γ(L′\T, (λ, µ)). Lemma 5.3.3 (ii) below implies that F (Γ(L′\T, (λ, µ))) = χ(Vµ)∗(v−1)F (Γ(L, (λ, µ))),
where χ(Vµ)∗(v
−1) is the scalar action of v−1 on (Vµ)
∗. As v is even and S(v) = v, we have
χ(Vµ)∗(v
−1) = χµ(v
−1).
Lemma 5.3.3.
(i) Let Γ(L, λ) be the coloured directed (1, 1)-ribbon tangle in Figure 5.19, then F
(
Γ(L, λ)
)
=
v−1 : Vλ → Vλ.
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(ii) Let Γ(L′, λ) be the coloured directed (1, 1)-ribbon tangle obtained by reversing the
direction of Γ(L, λ), then F
(
Γ(L′, λ)
)
= v−1 : (Vλ)
∗ → (Vλ)∗.
λ
Figure 5.19: The coloured directed (1, 1)-ribbon tangle Γ(L, λ)
Proof. We prove (i). The map F
(
Γ(L, λ)
)
: Vλ → Vλ is
F
(
Γ(L, λ)
)
= idλ ◦ (idλ ⊗ Ω−λ ) ◦ (X+λ,λ ⊗ idλ∗) ◦ (idλ ⊗ U+λ ) ◦ idλ.
Let x be a basis vector of Vλ, then we calculate F
(
Γ(L, λ)
)
(x) as follows:
x
(idλ⊗U
+
λ )7−→
∑
r
x⊗ vr ⊗ v∗r
(X+λ,λ⊗idλ∗)7−→
∑
t,r
btvr ⊗ atx⊗ v∗r(−1)[at]+[vr]([at]+[x])
(idλ⊗Ω
−
λ )7−→
∑
t,r
〈v∗r , v−1u atx〉btvr(−1)[at]
=
∑
t
v−1btuat x(−1)[at]
=
∑
t
v−1btS
2(at)u x(−1)[at] = v−1x.
L′ L′′
Figure 5.20: Two regularly isotopic oriented (1, 1)-tangles
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We now prove (ii). Consider the two regularly isotopic oriented (1, 1)-tangles L′ and L′′
in Figure 5.20. As these tangles are regularly isotopic, we can rewrite the map F
(
Γ(L′, λ)
)
:
(Vλ)
∗ → (Vλ)∗ as
F
(
Γ(L′, λ)
)
= F
(
Γ(L′′, λ)
)
= idλ∗ ◦ (idλ∗ ⊗ Ω−λ ) ◦ (idλ∗ ⊗ Ω+λ ⊗ idλ ⊗ idλ∗) ◦ (idλ∗ ⊗ idλ∗ ⊗X+λ,λ ⊗ idλ∗)
◦(idλ∗ ⊗ U−λ ⊗ idλ ⊗ idλ∗) ◦ (U−λ ⊗ idλ∗) ◦ idλ∗ . (5.8)
Let x be a basis vector of (Vλ)
∗, then the action of the right hand side of (5.8) on x is
x
U−λ ⊗idλ∗7−→
∑
r
v∗r ⊗ (vu−1)vr ⊗ x(−1)[vr ]
idλ∗⊗U
−
λ ⊗idλ⊗idλ∗7−→
∑
r,p
v∗r ⊗ v∗p ⊗ (vu−1)vp ⊗ (vu−1)vr ⊗ x(−1)[vr ]+[vp]
idλ∗⊗idλ∗⊗X
+
λ,λ⊗idλ∗7−→
∑
r,p,t
v∗r ⊗ v∗p ⊗ btvu−1vr ⊗ atvu−1vp ⊗ x(−1)[vr ]+[vp]+[at](1+[vr])+[vp][vr]
idλ∗⊗Ω
+
λ⊗idλ⊗idλ∗7−→
∑
r,p,t
〈uv−1S−1(bt)v∗p, vr〉v∗r ⊗ atvu−1vp ⊗ x(−1)[vp][bt]+[vp]+[at]+[vr ](1+[at]+[vp])
=
∑
p,t
uv−1S−1(bt)v
∗
p ⊗ atvu−1vp ⊗ x(−1)[vp]+[at]+[vp][bt] (5.9)
idλ∗⊗Ω
−
λ7−→
∑
p,t
〈x, v−1uatvu−1vp〉uv−1S−1(bt)v∗p(−1)[x]([at]+[vp])+[vp]+[at]+[vp][bt]
=
∑
p,t
〈S(at)x, vp〉uv−1S−1(bt)v∗p(−1)[vp](1+[x]+[bt])+[at]
=
∑
t
uv−1S−1(bt)S(at)x(−1)[at] = v−1x.
Note that (5.9) is obtained by using the fact that 〈uv−1S−1(bt)v∗p, vr〉 vanishes unless [vr] ≡
([vp] + [bt]) (mod 2), allowing us to simplify the sign factors.
Proposition 5.3.1. Let Γ(L, λ) be the coloured directed (1, 1)-ribbon tangle in Figure 5.21
such that the map F
(
Γ(L, λ)
)
: Vλ → Vλ acts on Vλ as the multiplication by the scalar ζ.
Now let Γˆ(L, λ) be the closure of Γ(L, λ) in Figure 5.22, then F
(
Γˆ(L, λ)
)
: C→ C acts as
the multiplication by ζsdimq(Vλ).
Proof. Explicitly, we have
F
(
Γˆ(L, λ)
)
= Ω−λ ◦ (ζ idλ ⊗ idλ∗) ◦ U+λ : C→ C, (5.10)
134 Chapter 5. Topological invariants of 3-manifolds
T
λ
λ
Γ(L, µ)
Figure 5.21: A coloured directed (1, 1)-ribbon tangle Γ(L, λ)
T
λ
Γˆ(L, µ)
Figure 5.22: The closure Γˆ(L, λ) of the ribbon tangle Γ(L, λ)
and for any c ∈ C,
c
U+λ7−→ c
∑
r
vr ⊗ v∗r
ζidλ⊗idλ∗7−→ c ζ
∑
r
vr ⊗ v∗r
Ω−λ7−→ c ζ
∑
r
〈v∗r , (v−1u)vr〉(−1)[vr] = c ζsdimq(Vλ).
5.4 Pseudo-modular Hopf algebras
5.4.1 Modular Hopf algebras
We now introduce the notion of modular Hopf algebras that play a central role in the
construction of topological invariants of 3-manifolds in [RT91]. We extend the definition
to the Z2-graded case in the obvious way.
Definition 5.4.1. Let A be a Z2-graded ribbon Hopf algebra over C with universal R-
matrix R ∈ A⊗ A stated in (5.1), the element u ∈ A stated in (5.2), and the even central
element v ∈ A stated in (5.3).
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Let I be a finite index set with an involution ∗ : I → I denoted by ∗(i) = i∗, and let
there exist a distinguished element 0 ∈ I satisfying ∗(0) = 0∗ = 0. Let {Vi| i ∈ I} be a
set of A-modules, where V0 is the one-dimensional A-module, and let there exist a set of
A-linear isomorphisms {
ωi : (Vi)
∗ → Vi∗| i ∈ I
}
,
where ω0 = id and (Vi)
∗ is the dual A-module to Vi.
The Z2-graded ribbon Hopf algebra A is called a Z2-graded modular Hopf algebra if the
following axioms are satisfied:
(i) The A-modules {Vi| i ∈ I} are irreducible, finite-dimensional, mutually non-isomorphic
and each Vi has non-vanishing quantum superdimension.
(ii) For each i ∈ I, let {xj}, {x∗j} and {x∗∗j } be bases of Vi, (Vi)∗ and ((Vi)∗)∗, respectively,
such that 〈〈x∗∗j , x∗k〉〉 = 〈x∗k, xj〉 = δj,k and [x∗∗j ] = [x∗j ] = [xj ], where 〈〈·, ·〉〉 : ((Vi)∗)∗×
(Vi)
∗ → C is the dual space pairing. Then the map
(ωi)
∗ ◦ (ωi∗)−1 : Vi → ((Vi)∗)∗,
is given by xj 7→ (−1)[xj ]uv−1x∗∗j , ∀j.
(iii) For any t ∈ N and any sequence θ = (i1, i2, . . . , it) ∈ I×t,
Vi1 ⊗ Vi2 ⊗ · · · ⊗ Vit =
(⊕
i∈I
(Vi)
⊕nθ(i)
)
⊕ Zθ,
where nθ(i) ∈ Z+ is the number of copies of the A-module Vi in the direct sum and
Zθ is a possibly vanishing A-module that satisfies axiom (iv).
(iv) For each θ = (i1, i2, . . . , it), t ≥ 2, and all A-linear homomorphisms φ : Zθ → Zθ,
strq(φ) = 0.
(v) Let f = (fλµ)λ,µ∈I be the matrix with complex entries given by
fλµ = (str⊗ str)
[
(πλ ⊗ πµ)(v−1u⊗ v−1u)RTR
]
.
The matrix f is invertible and there exists a unique set {di ∈ C| i ∈ I} of constants
satisfying the relations
χλ(v)sdimq(Vλ) =
∑
µ∈I
dµχµ(v
−1)fλµ, for all λ ∈ I. (5.11)
Here πµ is the irreducible A-representation furnished by Vµ, and χµ(v) denotes the
eigenvalue of v in πµ.
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Using results of Subsection 5.3.1, we have
fλµ = sdimq(Vλ)χλ(Cµ),
where Cµ is the central element of A defined by Eq. (5.7).
An additional axiom was included in the original definition of modular Hopf algebras
[RT91]. This axiom stated that the scalar
z =
∑
λ∈I
dλχλ(v)sdimq(Vλ) (5.12)
should not vanish. However, this automatically follows from the other axioms [Wa91, Lem
8.20],[TW93, Sec. 1]. The proof for the Z2-graded case is exactly the same, thus we omit
it here. However, note that the proof of Lemma 5.6.5 for pseudo-modular Hopf algebras
bears much similarity to it.
Lemma 5.4.1. For a Z2-graded modular Hopf algebra A, the complex constant z defined
by
z =
∑
λ∈I
dλχλ(v)sdimq(Vλ), (5.13)
is non-zero.
Another consequence of the axioms of a modular Hopf algebra is that dµ∗ = dµ for all
µ ∈ I. See [RT91, Sec. 5.2] for a detailed proof.
Finally, we note for interest that Turaev and Wenzl defined a slightly more general class
of ribbon Hopf algebras that can be used in constructing 3-manifold invariants. They de-
fined quasimodular Hopf algebras [TW93, Sec. 2.1] so as to construct 3-manifold invariants
from the quantum algebras Uq(g) associated with the A,B,C and D families of Lie alge-
bras at even roots of unity without knowing whether the relevant modules were irreducible
[TW93]. The essential difference between quasimodular and modular Hopf algebras is that
this irreducibility condition is relaxed for quasimodular Hopf algebras.
5.4.2 Pseudo-modular Hopf algebras
We now introduce the notion of pseudo-modular Hopf algebras that play a central role in
this chapter. A pseudo-modular Hopf algebra is a Z2-graded ribbon Hopf algebra together
with a collection of finite dimensional representations satisfying slightly weaker conditions
than those satisfied by modular Hopf algebras. We will prove in Section 5.5 that one can
construct topological invariants of closed, connected, orientable 3-manifolds from pseudo-
modular Hopf algebras.
The essential difference between a pseudo-modular Hopf algebra and a modular Hopf
algebra is that relations (5.11) do not necessarily have a unique set of solutions in pseudo-
modular Hopf algebras, thus the set of constants {dν ∈ C| ν ∈ I} is not necessarily unique.
Consequently, one must independently prove that the z in (5.12) is nonvanishing. Examples
of algebras for which the constants {dν| ν ∈ I} are not unique are U (N)q (osp(1|2)) at odd
roots of unity [Zh94] and U
(N)
q (gl2) also at odd roots of unity [Zh95].
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Definition 5.4.2. Let A be a Z2-graded ribbon Hopf algebra over C with universal R-
matrix R ∈ A⊗ A stated in (5.1), the element u ∈ A stated in (5.2), and the even central
element v ∈ A stated in (5.3).
Let I be a finite index set with an involution ∗ : I → I denoted by ∗(i) = i∗, and let
there exist a distinguished element 0 ∈ I satisfying ∗(0) = 0∗ = 0. Let {Vi| i ∈ I} be a
set of A-modules, where V0 is the one-dimensional A-module, and let there exist a set of
A-linear isomorphisms {
ωi : (Vi)
∗ → Vi∗| i ∈ I
}
,
where ω0 = id and (Vi)
∗ is the dual A-module to Vi.
The Z2-graded ribbon Hopf algebra A is said to be a pseudo-modular Hopf algebra if the
following axioms are satisfied:
(I) The A-modules {Vi| i ∈ I} are finite dimensional, mutually non-isomorphic and
sdimq(Vi) 6= 0 for all i ∈ I.
(II) Let Γ(L, λ) be a coloured directed (1, 1)-ribbon tangle with m components, and let the
ends of Γ(L, λ) be directed downwards and lie in a component coloured with i ∈ I.
Then the corresponding map F
(
Γ(L, λ)
)
: Vi → Vi acts by multiplication by a complex
scalar. Furthermore, the even central element v ∈ A acts on each A-module Vi, i ∈ I,
as a complex scalar.
(III) For each i ∈ I, let {xj}, {x∗j} and {x∗∗j } be bases of Vi, (Vi)∗ and ((Vi)∗)∗, respectively,
such that 〈〈x∗∗j , x∗k〉〉 = 〈x∗k, xj〉 = δj,k and [x∗∗j ] = [x∗j ] = [xj ], where 〈〈·, ·〉〉 : ((Vi)∗)∗×
(Vi)
∗ → C is the dual space pairing. Then the map
(ωi)
∗ ◦ (ωi∗)−1 : Vi → ((Vi)∗)∗,
is given by xj 7→ (−1)[xj ]uv−1x∗∗j , ∀j.
(IV) For any t ∈ N and any sequence θ = (i1, i2, . . . , it) ∈ I×t,
Vi1 ⊗ Vi2 ⊗ · · · ⊗ Vit =
(⊕
i∈I
(Vi)
⊕nθ(i)
)
⊕ Zθ,
where nθ(i) ∈ Z+ is the number of copies of the A-module Vi in the direct sum and
Zθ is a possibly vanishing A-module such that strq(a) = 0 for any A-linear map
a ∈ EndA(Vi1 ⊗ Vi2 ⊗ · · · ⊗ Vit) obtained by applying the functor F to a directed
oriented (m,m)-ribbon tangle, where the module map a ∈ EndA(Vi1 ⊗ Vi2 ⊗ · · ·⊗ Vit)
also satisfies a(Vi1 ⊗ Vi2 ⊗ · · · ⊗ Vit) ⊆ Zθ.
(V) Let f = (fλν)λ,ν∈I be a matrix with complex elements given by
fλν = (str⊗ str)
[
(πλ ⊗ πν)(v−1u⊗ v−1u)RTR
]
.
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Then there exists at least one set {dν ∈ C| ν ∈ I} of constants satisfying the relations
χλ(v)sdimq(Vλ) =
∑
ν∈I
dνχν(v
−1)fλν , for all λ ∈ I, (5.14)
where dν∗ = dν for all ν ∈ I. Here πν is the A-representation furnished by Vν, and
χν(v) = πν(v).
(VI) The scalar z =
∑
λ∈I
dλχλ(v)sdimq(Vλ) is non-zero.
5.5 Reshetikhin-Turaev invariant arising from pseudo-
modular Hopf algebras
We will construct a topological invariant of a closed, connected, orientable 3-manifold
from each pseudo-modular Hopf algebra following the general approach of Reshetikhin and
Turaev [RT91] and Turaev and Wenzl [TW93]. The main result of this section is Theorem
5.5.1.
Let us fix a pseudo-modular Hopf algebra as defined in Definition 5.4.2. Let L ⊂ S3
be a framed oriented link with m connected components. Let λ = (λ1, λ2, . . . , λm), λi ∈ I,
and fix C(L, I) to be the set of all different λ. Define
∑
(L) =
∑
λ∈C(L,I)
m∏
i=1
dλiF
(
Γ(L, λ)
)
, (5.15)
where {dν | ν ∈ I} is a set of constants satisfying Eq. (5.14). Note that
∑
(L) is a regular
isotopy invariant of L as each F
(
Γ(L, λ)
)
is a regular isotopy invariant of L.
We now prove that
∑
(L) =
∑
(L′) if L and L′ are two links that are equivalent with
respect to the κ+ move. This
∑
(L) is a core part of Reshetikhin and Turaev’s 3-manifold
invariants.
Consider the two framed oriented links L, L′ ⊂ S3 presented in the blackboard framing
in Figure 5.23. The planar projections of L and L′ are equivalent with respect to the
Kirby move κ+. In this figure, T is an arbitrary oriented (m,m)-tangle represented by
the rectangle, where the orientation of T is compatible with the orientations of L\T and
L′\T . We colour the directed ribbon tangles Γ(L) and Γ(L′) associated with L and L′,
respectively, as follows. Firstly, let Γ(Li) (resp. Γ(L
′
i)) denote the directed (1, 1)-ribbon
tangle obtained from the ith tangle of L\T (resp. L′\T ) intersecting the line P from the
left in both diagrams. Each of Γ(Li) and Γ(L
′
i) is coloured with λi ∈ I. Lastly, colour the
unique component of Γ(L′\T ) isotopic to an unknotted annulus with ξ ∈ I. We denote
the resulting coloured directed (m,m)-ribbon tangles as
Γ
(
L\T, (λ1, λ2, . . . , λm)
)
, Γ
(
L′\T, (λ1, λ2, . . . , λm, ξ)
)
,
respectively. We have the following result.
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T
P
L L′
T
P
Figure 5.23: Two links L, L′ that are equivalent with respect to the Kirby κ+ move
Proposition 5.5.1. For each m ≥ 1,
F
(
Γ(L\T, (λ1, . . . , λm))
)
= ∆(m−1)(v) : Vλ1 ⊗ · · · ⊗ Vλm → Vλ1 ⊗ · · · ⊗ Vλm ,
and
F
(
Γ(L′\T, (λ1, . . . , λm, ξ))
)
= χξ(v
−1)∆(m−1)(Cξ) : Vλ1 ⊗ · · · ⊗ Vλm → Vλ1 ⊗ · · · ⊗ Vλm ,
where Cξ is defined by (5.7).
Proof. The first claim follows from Remark 5.3.2. For m = 1, the second claim follows
from Eq. (5.6), which is still true as v−1 acts as a scalar in the A-representation πξ, and
for m ≥ 2 by induction.
Proposition 5.5.2. Consider the two framed, oriented links L, L′ in Figure 5.23 where
m ≥ 1 and T is an arbitrary oriented (m,m)-tangle the orientation of which is compatible
with that of L\T and L′\T , then ∑
(L) =
∑
(L′). (5.16)
Proof. By definition,∑
(L′) =
∑
λ∈C(L,I)
∑
ξ∈I
m∏
i=1
dλistr
[(
πλ1(v
−1u)⊗ πλ2(v−1u) · · · ⊗ πλm(v−1u)
)
(5.17)
×F (Γ(L′\T, (λ1, λ2, . . . , λm, ξ))) ◦ F (Γ(T, (λ1, λ2, . . . , λm)))],
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where in writing str we mean that we take the supertrace over Vλ1 ⊗ Vλ2 ⊗ · · · ⊗ Vλm .
Let θ = (λ1, λ2, . . . , λm) ∈ I×m. From Axiom (IV) of a pseudo-modular Hopf algebra,
Vλ1 ⊗ Vλ2 ⊗ · · · ⊗ Vλm =
(⊕
ξ∈I (Vξ)
⊕nθ(ξ)
)
⊕ Zθ for some non-negative constants nθ(ξ),
which allows us to rewrite (5.17) as
∑
λ∈C(L,I)
m∏
i=1
dλi
(∑
ξ∈I
nθ(ξ)strVξ + strZθ
)
×
[(
v−1u
) ◦(∑
ζ∈I
dζχζ(v
−1)fξζ/sdimq(Vξ)
)
◦ F (Γ(T, (λ1, λ2, . . . , λm)))
]
,(5.18)
where in writing strVξ we mean that we take the supertrace over the submodule Vξ ⊆
Vλ1 ⊗Vλ2 ⊗· · ·⊗Vλm , and strZθ has a similar meaning. Axiom (V) allows us to rewrite the
right hand side of (5.18) as
∑
λ∈C(L,I)
m∏
i=1
dλi
(∑
ξ∈I
nθ(ξ)strVξ + strZθ
)[(
v−1u
) ◦ (χξ(v))F (Γ(T, (λ1, λ2, . . . , λm)))],
which is equal to
∑
(L). In the derivation of this equality, we used Eq. (5.14) and Axiom
(II). Note that
∑
(L′) =
∑
(L) relies on the equality of the quantum supertraces of certain
A-linear maps, not on an equality of the A-linear maps themselves.
Remark 5.5.1. The proof of Proposition 5.5.2 is similar to the proof of the corresponding
theorem for modular Hopf algebras. See [RT91, Par. 7.2] for details.
Proposition 5.5.3. Let Γ(L, (λ1, . . . , λm)) be a coloured, directed (0, 0)-ribbon tangle, with
its ith component coloured by λi. Let Γ
′(L, (λ1, . . . , λm)) be the coloured, directed (0, 0)-
ribbon tangle obtained by changing the direction of the ith component of Γ(L(λ1, . . . , λm)).
Then
F
(
Γ′(L, (λ1, . . . , λi−1, λi, λi+1, . . . , λm))
)
= F
(
Γ(L, (λ1, . . . , λi−1, (λi)
∗, λi+1, . . . , λm))
)
.
Proof. The proof is almost identical to the proof of [RT91, Lem. 5.1], thus omitted.
We can now define the topological invariant. Let L =
⋃m
i=1 Li ⊂ S3 be an unoriented
framed link with m connected components, and letML be the closed, connected, orientable
3-manifold obtained by performing surgery on S3 along L. We introduce some notation by
writing AL = (aij)
m
i,j=1 to mean the linking matrix of L, defined by
(i) aii = w(Li), the writhing number of Li, for each i,
(ii) aij = lk(Li, Lj), if i 6= j.
Note that AL is real and symmetric. We define σ(AL) to be the number of non-positive
eigenvalues of AL. Following [RT91] we introduce the topological invariant F(ML).
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Theorem 5.5.1. Let L be a framed link. Then
F(ML) = z−σ(AL)
∑
(L)
is a topological invariant of ML, where in calculating
∑
(L) we assign an arbitrary orien-
tation to L.
Proof. Observe that
∑
(L) does not depend on the orientation chosen for L. Let L have
m components and assign an orientation to each component of L. Then
∑
(L) =
∑
λ∈C(L,I)
m∏
j=1
dλjF
(
Γ(L, (λ1, . . . , λm))
)
.
Now let L′ be the link obtained by reversing the orientation of the ith component of L. By
using Proposition 5.5.3 we have
∑
(L′) =
∑ m∏
j=1
dλjF
(
Γ(L, (λ1, . . . , λi−1, (λi)
∗, λi+1, . . . , λm))
)
, (5.19)
where the right hand side of (5.19) is a m-fold summation over all λj ∈ I, j 6= i, and
(λi)
∗ ∈ I. Since dλi = d(λi)∗ , we can rewrite
∑
(L′) as
∑
(L′) =
∑ m∏
j=1
j 6=i
dλjd(λi)∗F
(
Γ(L, (λ1, . . . , λi−1, (λi)
∗, λi+1, . . . , λm))
)
. (5.20)
On the right hand side, we sum all the λk’s independently over I. Hence the right hand
side of (5.20) is equal to
∑
(L), that is∑
(L′) =
∑
(L′).
We now need to show that F(ML) = F(ML) if the links L and L are equivalent with
respect to any of the Kirby moves. Each Kirby move can be expressed as some composition
of the κ
(0)
+ , κ
(0)
− and κ+ Kirby moves [RT91, Thm. 6.3]; we will show that F(ML) = F(ML)
if L and L are equivalent with respect to any of these moves.
We firstly show that F(ML) = F(ML′) if the two links L and L′ are equivalent with
respect to the κ
(0)
+ move. Let O+1 denote the unknot with framing +1 given in Figure 5.24
and let L′ = L ∪ O+1 be a split link.
It immediately follows from the definition (Eq. (5.15)) that
∑
(L′) =
∑
(L)
∑
(O+1), and∑
(O+1) =
∑
λ∈I
dλχλ(v
−1)sdimq(Vλ) = 1,
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O+1 O−1
Figure 5.24: The unknots O+1 and O−1
where we have used the relation f0λ = sdimq(Vλ)/sdimq(V0) = sdimq(Vλ). As L
′ is a split
link, AL′ is the (m + 1) × (m + 1) matrix AL′ =
(
(1) ⊕ AL
)
=

1 0 · · · 0
0
... AL
0
, thus
σ(AL′) = σ(AL) and F(ML) = F(ML′).
We now show that F(ML) = F(ML˜) if the two links L and L˜ are equivalent with
respect to the κ
(0)
− move. Let O−1 denote the unknot with framing −1 given in Figure 5.24
and let L˜ = L ∪O−1 be a split link, then∑
(L˜) =
∑
(L)
∑
(O−1) =
∑
(L)
∑
λ∈I
dλχλ(v)sdimq(Vλ) = z
∑
(L).
Now AL˜ is an (m+1)×(m+1) matrix given by AL˜ =
(
(−1)⊕AL
)
=

−1 0 · · · 0
0
... AL
0
,
thus σ(AL˜) = σ(AL) + 1 and F(ML) = F(ML˜).
It remains to show that F(ML) = F(ML′) if the two links L and L′ are equivalent with
respect to the κ+ move. Let L and L
′ be the two framed oriented links presented in the
blackboard framing in Figure 5.23. The planar projections of L and L′ are equivalent with
respect to the κ+ move. In Figure 5.23, T is an arbitrary oriented (m,m)-tangle represented
by a rectangle, the orientation of which is compatible with the orientations of L\T and
L′\T . From Proposition 5.5.2, ∑(L′) =∑(L). We now show that σ(AL′) = σ(AL): AL is
an m×m matrix and AL′ is an (m+ 1)× (m+ 1) matrix both of which we give below. In
these matrices, AT is the m×m linking matrix of T . We have
AL =

−1 −1 −1 · · · −1
−1 −1 −1 · · · −1
−1 −1 −1 · · · −1
...
...
...
. . .
...
−1 −1 −1 · · · −1
+ AT ,
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and
AL′ =

1 1 1 · · · 1
1 0 0 · · · 0
1 0 0 · · · 0
...
...
...
. . .
...
1 0 0 · · · 0
+
(
(0)⊕AT
)
,
where
(
(0)⊕ AT
)
=

0 0 · · · 0
0
... AT
0
 is an (m+ 1)× (m+ 1)-matrix. Let
X =

1 0 0 · · · 0
−1 0 0 · · · 0
−1 0 0 · · · 0
...
...
...
. . .
...
−1 0 0 · · · 0
 +
(
(0)⊕ Im
)
,
then
XAL′X
T =
(
(1)⊕ AL
)
=

1 0 · · · 0
0
... AL
0
 ,
where XT is the transpose of X and Im is the m ×m identity matrix. Now the matrices
AL′ and
(
(1) ⊕ AL
)
are real and symmetric. As X is invertible, AL′ and
(
(1) ⊕ AL
)
are
congruent. Congruent real symmetric matrices have the same numbers of positive, zero and
negative eigenvalues [Fi66, Thms. 8.7, 8.9], thus σ(AL′) = σ(AL) and F(ML) = F(ML′).
It follows that F(ML) = F(ML) if the two links L and L are equivalent with respect
to any of the Kirby moves, and thus F(ML) is indeed a topological invariant of ML.
Note from our definition that F(ML) is normalised to 1 on S3.
Explicitly calculating F(ML) for a particular closed, connected, orientable 3-manifold
ML is quite a difficult problem in general, and this is true for all the Reshetikhin-Turaev
topological invariants. While topological invariants have been calculated for various classes
of 3-manifolds (eg for the Lens spaces from quotients of the quantum algebras arising from
the A,B,C, and D series of Lie algebras [ZC96] and the G2, F4, E8 Lie algebras [Zh97] at
odd roots of unity), we are only aware of one other collection of invariants that have been
explicitly calculated for a substantial number of 3-manifolds [KL94, Chap. 14]. These
invariants were constructed from U
(N)
q (sl2) where N ≡ 0 (mod 4).
5.6 Invariants of 3-manifolds from U
(N)
q (osp(1|2n))
The following theorem is one of the main results of this thesis.
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Theorem 5.6.1. Set q = exp (2πi/N), where N ≥ 6 satisfies N ≡ 2 (mod 4). For the
Z2-graded ribbon Hopf algebra U
(N)
q (g) = U
(N)
q (osp(1|2n)), fix the set of non-isomorphic
U
(N)
q (g)-modules
{
Vλ| λ ∈ Λ+N
}
defined in Definition 4.2.5 by:
Vλ = p˜
t
i[λ]
(
V ⊗t
)
, (5.21)
where t ∈ N is given in Definition 4.2.5 and p˜ti[λ] ∈ EndU (N)q (g)(V ⊗t) is defined in Eq.
(4.11). Fix an involution ∗ : Λ+N → Λ+N by ∗ = idΛ+N and define a set of constants
{dλ ∈ C| λ ∈ Λ+N} by
dλ = d0sdimq(Vλ), (5.22)
where d0 = ΩQ(0) and
Ω =
2ntnqn
3−n/2[
(1 + i)
√
N
]n , t = eπi/2N , (5.23)
Q(0) =
∏
α∈Φ
+
0
(
q(α,ρ) − q−(α,ρ)) ∏
β∈Φ+1
(
q(β,ρ) + q−(β,ρ)
)
. (5.24)
Let z = (−i)nq2n3−nt2n. Let L ⊂ S3 be a framed unoriented link with m connected com-
ponents and let ML be the closed, connected, orientable 3-manifold obtained by performing
surgery on S3 along L. Let AL be the linking matrix of L and let σ(AL) denote the number
of non-positive eigenvalues of AL. Then
F(ML) = z−σ(AL)
∑
λ∈C(L,Λ+N )
m∏
i=1
dλiF
(
Γ(L, λ)
)
,
is a topological invariant of ML.
Proof. This is an immediate consequence of Theorems 5.5.1 and 5.6.2.
Theorem 5.6.2. Let N ≥ 6 satisfy N ≡ 2 (mod 4), then U (N)q (osp(1|2n)) and the follow-
ing data give rise to a pseudo-modular Hopf algebra:
(i) the set {Vλ| λ ∈ Λ+N} of non-isomorphic U (N)q (osp(1|2n))-modules given in (5.21),
(ii) an involution ∗ : Λ+N → Λ+N defined by ∗ = id,
(iii) an isomorphism ω : V ∗ → V where we fix ω−1 to be the bijective homogeneous map
of degree 0, T ∈ End
U
(N)
q (g)
(V, V ∗), defined in Eq. (3.5),
(iv) a set of constants {dλ ∈ C| λ ∈ Λ+N} defined by Eq. (5.22).
Remark 5.6.1. Unfortunately U
(N)
q (g) does not have a pseudo-modular Hopf algebra struc-
ture when N ≡ 0 (mod 4). See Theorem 5.8.1 for details.
We now prove that all the six axioms of pseudo-modular Hopf algebras are satisfied by
U
(N)
q (osp(1|2n)) when N ≥ 6 satisfies N ≡ 2 (mod 4).
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5.6.1 Proof of Axioms (I)–(IV)
In the proof of this theorem we let N ≥ 6 satisfy N ≡ 2 (mod 4).
(i) The proof that Axiom (I) is satisfied is contained in Chapter 4.
(ii) To prove that Axiom (II) is satisfied, we consider all of the U
(N)
q (g)-modules Vλ,
λ ∈ Λ+N , given in the data above, as being defined by Vλ = p˜ti[λ](V ⊗t) for some t.
For each such module, there exists an irreducible Uq(g)-module V
gen
λ with integral
dominant highest weight λ, for all non-zero q that are not roots of unity, defined
by V genλ = p˜
t
i[λ]
gen(V gen)⊗t, where p˜ti[λ]
gen is an element of the algebra Cgent over C
generated by
{Rˇi ∈ EndUq(g)(V gen)⊗t| i = 1, . . . , t− 1}.
Recall from the proof of Lemma 4.2.3 that we obtain the matrix p˜ti[λ] by fixing q to the
appropriate root of unity in the matrix p˜ti[λ]
gen. We wish to show that the even central
element v ∈ U (N)q (g) acts as a scalar on the U (N)q (g)-module Vλ. To do this, recall from
Lemma 3.4.3 that there exists an invertible even element vλ ∈ U+q (g) that acts as the
scalar q−(λ+2ρ,λ) (here q is generic) on the finite dimensional irreducible Uq(g)-module
V genλ . Furthermore, ∆
(t−1)(vλ) acts as the same scalar on the finite dimensional
irreducible Uq(g)-module V
gen
λ ⊆ V ⊗t defined by p˜ti[λ]gen : (V gen)⊗t → V genλ .
Consider the matrix π⊗t
(
∆(t−1)(v)
)
where v ∈ U (N)q (g). We can obtain this by
specialising q to the appropriate root of unity in (πgen)⊗t
(
∆(t−1)(vλ)
)
, where vλ ∈
U
+
q (g). Thus π
⊗t
(
∆(t−1)(v)
)
also acts as a scalar on Vλ, and this scalar is precisely
q−(λ+2ρ,λ) where q = exp (2πi/N).
Now let Γ(L, λ) be a coloured directed (1, 1)-ribbon tangle with m components, and
let the ends of Γ(L, λ) be directed downwards and lie in a component coloured with
i ∈ I. We want to show that the map F (Γ(L, λ)) : Vi → Vi acts as the multiplication
by a scalar. Needless to say, F
(
Γ(L, λ)
)
can be expressed in terms of the universal
R-matrix of U
(N)
q (g).
We embed Vi in the U
(N)
q (g)-module V ⊗t. As p˜ti[λ] belongs to Ct, under the embedding
F
(
Γ(L, λ)
)
becomes an element of Ct.
To determine the action of F
(
Γ(L, λ)
)
on Vi ⊆ V ⊗t, we take the element f gen ∈ Cgent
that corresponds to F
(
Γ(L, λ)
)
at all generic q. Note that we obtain F
(
Γ(L, λ)
)
by
specialising q to exp (2πi/N) in f gen. At all generic q, f gen acts as the multiplication
by a scalar on the irreducible Uq(g)-module V
gen
i ⊆ (V gen)⊗t. We then just take the
limit of f gen as q goes to exp (2πi/N).
(iii) To prove that Axiom (III) is satisfied, firstly note that Vλ ∼= p˜ti[λ]
(
V ⊗t
)
for some t
for each λ ∈ Λ+N . Also note that λ∗ = λ for each λ ∈ Λ+N . Thus we need only show
that Axiom (III) is satisfied for the map ω∗ ◦ ω−1 : V → (V ∗)∗, where ω : V ∗ → V
and ω∗ : V ∗ → (V ∗)∗ are isomorphisms. Note that we fix λ∗ = λ as (Vλ)∗ ∼= Vλ for
each λ ∈ Λ+N , which is proved in Chapter 4.
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Let {vi| − n ≤ i ≤ n} be the basis of V given in Lemma 4.1.1 and let {v∗i } and {v∗∗i }
be bases of V ∗ and (V ∗)∗, respectively, such that 〈〈v∗∗i , v∗j 〉〉 = 〈v∗j , vi〉 = δi,j and
[v∗∗i ] = [v
∗
i ] = [vi] for each i, where 〈〈·, ·〉〉 : (V ∗)∗×V ∗ → C is the dual space pairing.
We want to show that the map ω∗ ◦ ω−1 : V → (V ∗)∗ has the following action:
(ω∗ ◦ ω−1)(vi) = (−1)[vi]uv−1v∗∗i , −n ≤ i ≤ n. (5.25)
For U
(N)
q (g), uv−1 = K2ρ, with K2ρ a product of Ki’s satisfying K2ρeiK
−1
2ρ = q
(2ρ,αi)ei,
∀i, where 2ρ =∑ni=1(2n− 2i+ 1)ǫi. The isomorphism ω−1 : V → V ∗ is precisely the
bijective map T ∈ End
U
(N)
q (g)
(V, V ∗) defined in Eq. (3.5). The map ω∗ : V ∗ → (V ∗)∗
is given by
v∗i 7→ (−1)i−1qi−1v∗∗−i, v∗0 7→ (−1)n−1qnv∗∗0 ,
v∗−i 7→ (−1)iq2n−iv∗∗i , 1 ≤ i ≤ n.
Thus
(ω∗◦ω−1) : vi 7→ −q2n−2i+1v∗∗i , v0 7→ v∗∗0 , v−i 7→ −q−(2n−2i+1)v∗∗−i, 1 ≤ i ≤ n,
which shows that (5.25) is true for all i.
(iv) Axiom (IV) directly follows from the tensor product theorems: Theorems 4.3.2 and
4.3.3.
5.6.2 Proof of Axiom (V)
We now find a set of constants {dλ ∈ C| λ ∈ Λ+N} satisfying the relations (5.14). To do
this, we need first to compute the fµλ for all µ, λ ∈ Λ+N .
Recall Lemma 5.3.1. Because of part (ii) in Subsection 5.6.1, v−1 acts on Vλ as the
multiplication by the scalar χλ(v
−1) = q(λ+2ρ,λ) and Cλ also acts on Vµ as the multiplication
by a scalar which we denote by χµ(Cλ). It immediately follows that
fµλ = χµ(Cλ)sdimq(Vµ), ∀µ, λ ∈ Λ+N .
Using calculations similar to those in Subsection 5.3.1 and [ZG91, Lem. 2], we obtain
χµ(Cλ) = str
(
πλ(K2µ+2ρ)
)
,
where πλ is the representation of U
(N)
q (g) furnished by the module Vλ. Here K2µ+2ρ is a
product of Ki’s such that K2µ+2ρeiK
−1
2µ+2ρ = q
2(µ+ρ,αi)ei, ∀i.
Now Vλ can always be embedded in V
⊗t as a direct summand. Let p˜ti[λ] be the projection
operator mapping V ⊗t onto Vλ. Then
χµ(Cλ) = strV ⊗t
(
K2µ+2ρ · p˜ti[λ]
)
.
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As we have argued repeatedly, the right hand side can be obtained by first evaluating the
corresponding quantity at generic q, then specialising q to a root of unity. This way we ob-
tain, with the help of the supercharacter formula for irreducible osp(1|2n)-representations,
χµ(Cλ) = (−1)[λ]
∑
σ∈W ǫ
′(σ)q(2µ+2ρ,σ(λ+ρ))∑
σ∈W ǫ
′(σ)q(2µ+2ρ,σ(ρ))
, λ, µ ∈ Λ+N , (5.26)
where W is the Weyl group of osp(1|2n). See Appendix D for further information. It is
important to observe that for all µ ∈ Λ+N , the denominator of the above formula is always
non-zero.
For convenience, let us introduce some notation. Recall that X =
⊕n
i=1 Zǫi ⊂ H∗. Let
S : X ×X → C and Q : X → C be two mappings defined by
(λ, µ) 7→ Sλ,µ = (−1)[λ]
∑
σ∈W
ǫ′(σ)q2(λ+ρ,σ(µ+ρ)), (5.27)
µ 7→ Q(µ) =
∑
σ∈W
ǫ′(σ)q2(µ+ρ,σ(ρ)). (5.28)
Then we have the following result.
Lemma 5.6.1. Sλ,µ has the following properties:
(i) Sµ,λ = (−1)[λ]+[µ]Sλ,µ,
(ii) Sλ,w(µ+ρ)−ρ = ǫ
′(w)Sλ,µ, w ∈ W.
Proof. (i) Sµ,λ = (−1)[µ]
∑
σ∈W
ǫ′(σ)q2(µ+ρ,σ(λ+ρ)) = (−1)[λ]+[µ]Sλ,µ.
(ii) Sλ,w(µ+ρ)−ρ = (−1)[λ]
∑
σ∈W
ǫ′(σ)q2(σ(λ+ρ),w(µ+ρ)) = (−1)[λ]ǫ′(w)
∑
σ∈W
ǫ′(σ)q2(σ(λ+ρ),µ+ρ).
Restricting the domain of S to Λ+N × Λ+N and the domain of Q to Λ+N gives mappings
with non-empty image. We can rewrite (5.14) as
χµ(v) =
∑
λ∈Λ+N
dλχλ(v
−1) (Sλ,µ/Q(µ)) , ∀µ ∈ Λ+N . (5.29)
The invertibility of the matrix
(
Sλ,µ/Q(µ)
)
λ,µ∈Λ+N
is unknown. However, U
(N)
q (g) may still
satisfy Axiom (V) of a pseudo-modular Hopf algebra. This is the advantage of working
with pseudo-modular Hopf algebras.
We shall now work towards proving Theorem 5.6.2. Fix N ≡ 2 (mod 4) where N ≥ 6,
and also define S ′λ,µ = (−1)[λ]Sλ,µ. We will solve the following set of linear equations for
the constants {d′λ ∈ C| λ ∈ Λ+N} where d′λ = (−1)[λ]dλ:
Q(µ)χµ(v) =
∑
λ∈Λ+N
d′λχλ(v
−1)S ′λ,µ, ∀µ ∈ Λ+N . (5.30)
148 Chapter 5. Topological invariants of 3-manifolds
Note that Q(µ) 6= 0 for all µ ∈ Λ+N and the set (5.30) of equations is identical to the set
(5.29) of equations.
Define XN = X/NX and let p : X → XN be the canonical projection defined by
p(ν) =
n∑
i=1
νiǫi +NX, ν =
n∑
i=1
νiǫi ∈ X.
We distinguish between elements of X and XN by writing λ ∈ X and λ = p(λ) ∈ XN .
Note that q(λ,λ+2ρ) makes sense for all λ ∈ X . Furthermore, if p(λ) = p(µ), then q(λ,λ+2ρ) =
q(µ,µ+2ρ), thus we can regard q(λ,λ+2ρ) as a function XN → C defined by p(λ) 7→ q(λ,λ+2ρ),
where to evaluate q(λ,λ+2ρ) we take any representative λ ∈ X of λ and calculate q(λ,λ+2ρ).
Similarly we can regard S ′λ,µ as a function XN ×XN → C.
We will encounter expressions of the form σ(λ), where σ ∈ W, in our calculations. To
be completely clear, we note that in writing σ(λ) we actually mean p
(
σ(λ)
)
, where λ ∈ X
is any representative of λ in XN .
Following [ZC96], we introduce the auxiliary equations:
Q(µ)χµ(v) =
∑
λ∈XN
xλχλ(v
−1)S ′
λ,µ
, (5.31)
where µ varies over all elements of p(Λ+N) and we choose µ to be the representative of p(µ)
in Λ+N . Note that the sum in the right hand side of (5.31) is over all distinct elements of
XN .
We would like to solve (5.31) for the xλ. Let us try the following solution: xλ ≡ cq−(λ,2ρ),
where c ∈ C is some nonzero constant yet to be determined. Substituting this into (5.31)
gives
Q(µ)q−(µ,µ+2ρ) =
∑
λ∈XN
cq(λ,λ)
∑
σ∈W
ǫ′(σ)q2(λ+ρ,σ(µ+ρ)). (5.32)
We now aim to obtain an expression for c independent of µ. To help do this, we apply
the following mapping to each term on the right hand side of (5.32) for each fixed pair
(µ, σ) ∈ p(Λ+N)×W:
λ 7→ σ(λ)− σ(µ) ∈ XN .
Lemma 5.6.2. Let (µ, σ) ∈ Λ+N ×W be a fixed pair. Then for any λ, λ′ ∈ X,
p
(
σ(λ)− σ(µ)) = p(σ(λ′)− σ(µ)) if and only if p(λ) = p(λ′). (5.33)
Proof. Write λ = (λ1, λ2, . . . , λn) and λ
′ = (λ′1, λ
′
2, . . . , λ
′
n). Fix σ ∈ W and assume that
p(λ) = p(λ′), then
λi ≡ λ′i (mod N), for each i = 1, 2, . . . , n,
and
(
σ(λ)
)
i
≡ (σ(λ′))
i
(mod N) for all i = 1, 2, . . . , n. It follows that
(
σ(λ) − σ(µ))
i
≡(
σ(λ′)− σ(µ))
i
(mod N) for all i = 1, 2, . . . , n, and that
p
(
σ(λ)− σ(µ)) = p(σ(λ′)− σ(µ)).
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Now let us assume that p
(
σ(λ)− σ(µ)) = p(σ(λ′)− σ(µ)), then clearly(
σ(λ)− σ(µ))
i
≡ (σ(λ′)− σ(µ))
i
(mod N), i = 1, 2, . . . , n,
and (
σ(λ)
)
i
≡ (σ(λ′))
i
(mod N), i = 1, 2, . . . , n. (5.34)
From Eq. (5.34) we obtain
λi ≡ λ′i (mod N), i = 1, 2, . . . , n,
and thus p(λ) = p(λ′) as desired.
It follows from Lemma 5.6.2 that for each fixed pair (µ, σ) ∈ p(Λ+N)×W, the following
component of the right hand side of (5.32) is invariant under the mapping λ 7→ σ(λ) −
σ(µ) ∈ XN :
cǫ′(σ)
∑
λ∈XN
q(λ,λ)q2(λ+ρ,σ(µ+ρ)). (5.35)
Applying this mapping to (5.35) gives us
cǫ′(σ)
∑
λ∈XN
q(σ(λ)−σ(µ),σ(λ)−σ(µ))q2(σ(λ)−σ(µ)+ρ,σ(µ+ρ))
= cǫ′(σ)
∑
λ∈XN
q(λ,λ)−2(λ,µ)+(µ,µ)q2(λ,µ+ρ)−2(µ,µ+ρ)q2(ρ,σ(µ+ρ))
= cǫ′(σ)
∑
λ∈XN
q(λ,λ+2ρ)−(µ,µ+2ρ)q2(ρ,σ(µ+ρ)),
which allows us to rewrite (5.31) as
q−(µ,µ+2ρ)
∑
σ∈W
ǫ′(σ)q2(ρ,σ(µ+ρ)) = c
∑
λ∈XN
q(λ,λ+2ρ)q−(µ,µ+2ρ)
∑
σ∈W
ǫ′(σ)q2(ρ,σ(µ+ρ)),
for each µ ∈ p(Λ+N). As Q(µ) 6= 0 for each µ ∈ p(Λ+N), we easily obtain the following
expression for c−1:
c−1 =
∑
λ∈XN
q(λ,λ+2ρ), (5.36)
which satisfies |c−1| = (2N)n/2, as is shown presently. We can rewrite the sum in (5.36) as
∑
λ∈XN
q(λ,λ+2ρ) =
n−1∏
k=0
G+(N, 2k + 1) =
[
(1 + i)
√
N
]n
tn
(
n−1∏
k=0
1
qk(k+1)
)
, t = exp (πi/2N),
(5.37)
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where G+(N,m) is a Gaussian sum defined in Appendix A. In proving (5.37), we used
Lemma A.2.3 and the fact that t(2k+1)
2
= tqk(k+1). By inspection, the modulus of the far
right hand side of (5.37) is (2N)n/2, and we obtain the well defined expression:
xλ =
q−(λ,2ρ)tn
(∏n−1
k=0 q
k(k+1)
)[
(1 + i)
√
N
]n . (5.38)
Now consider the right hand side of (5.31):∑
λ∈XN
xλq
(λ,λ+2ρ)S ′
λ,µ
. (5.39)
Recall that we use N ′ to mean N/2. We will rewrite (5.39) as a sum over all the elements
of XN ′ = X/N
′X and then we will use certain results in [ZC96] to express (5.39) as a sum
over all the elements of Λ+N . We now consider some useful calculations. Let λ
′
= λ+N ′ǫi
for some i ∈ {1, 2, . . . , n}, then
q(λ
′
,λ
′
+2ρ) = q(λ+N
′ǫi,λ+N ′ǫi+2ρ) = q(λ,λ+2ρ)+N
′(2λi+2n−2i+1+N ′).
As N ≡ 2 (mod 4), this equation leads to
q(λ
′
,λ
′
+2ρ) = q(λ,λ+2ρ). (5.40)
Thus
x
λ
′ =
q−(λ+N
′ǫi,2ρ)tn
(∏n−1
k=0 q
k(k+1)
)[
(1 + i)
√
N
]n = −q−(λ,2ρ)tn (∏n−1k=0 qk(k+1))[
(1 + i)
√
N
]n = −xλ, (5.41)
and furthermore
S ′
λ
′
,µ
=
∑
σ∈W
ǫ′(σ)q2(λ+N
′ǫi+ρ,σ(µ+ρ))
=
∑
σ∈W
ǫ′(σ)q2(λ+ρ,σ(µ+ρ))+N
′(ǫi,σ(2µ+2ρ)) = −S ′
λ,µ
. (5.42)
Using Eqs. (5.41)–(5.42), we obtain
x
λ
′q(λ
′
,λ
′
+2ρ)S ′
λ
′
,µ
= xλq
(λ,λ+2ρ)S ′
λ,µ
. (5.43)
Note that |XN | = 2n|XN ′|, then (5.40) and (5.43) allow us to rewrite (5.39) as∑
λ∈XN
xλq
(λ,λ+2ρ)S ′
λ,µ
= 2n
∑
λ∈XN′
xλq
(λ,λ+2ρ)S ′
λ,µ
. (5.44)
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We now aim to write the summation in the right hand side of (5.44) in terms of a
summation over the elements of Λ+N , and in doing this we will follow the general approach
of [ZC96], which studied a similar problem for ordinary quantum groups at odd roots of
unity. In particular, we consider the analogous problem for U
(N)
q (so(2n+1)). Consider the
affine Weyl group WgM of a classical Lie algebra g, where M ≥ 3 is an integer, generated
by the maps Sα,kM : X → X , α ∈ Φ+g , k ∈ Z, where Φ+g is the set of positive roots of g,
and where the action of Sα,kM on µ ∈ H∗ is defined by
Sα,kM : µ 7→ σα(µ+ ρ)− ρ+ kMα.
We derive the following from [Jan87, Sec. 6.2].
Remark 5.6.2. Set M ≥ 3 to be odd, then the affine Weyl group WgM of a classical Lie
algebra g acts on the chambers, that is the open connected components of
X −
⋃
α∈Φ+g
⋃
n∈Z
{
µ ∈ X
∣∣∣ 2(µ+ ρ, α)
(α, α)
= nM
}
,
transitively, with a fundamental domain{
µ ∈ X
∣∣∣ 0 ≤ 2(µ+ ρ, α)
(α, α)
≤M, ∀α ∈ Φ+
g
}
. (5.45)
Proposition 5.6.1. Set N ≡ 2 (mod 4), N ≥ 6. The truncated Weyl alcove Λ+N ⊂ X
given in Definition 4.2.1:
Λ+N =
{
λ ∈ X
∣∣∣ 0 ≤ 2(λ+ ρ, α)
(α, α)
≤ N/2, ∀α ∈ Φ+0 ∪ Φ+1
}
, (5.46)
is identical to the fundamental domain of X under the action of the affine Weyl group
Wso(2n+1)N/2 stated in (5.45).
Proof. The set of positive roots Φ+ of so(2n + 1) is identical to the subset Φ
+
0 ∪ Φ+1 of
positive roots of osp(1|2n), and the expression for 2ρ in so(2n+ 1) is given by
2ρ =
∑
i<j
[
(ǫi − ǫj) + (ǫi + ǫj)
]
+
n∑
k=1
ǫk =
n∑
i=1
(2n− 2i+ 1)ǫi,
which is identical to the expression for 2ρ in osp(1|2n). The result follows.
Let β ∈ H∗ be arbitrary and let {sα| α ∈ Φ+} be a subset of elements of the Weyl
group of osp(1|2n). Now sǫi(β) = s2ǫi(β) for each i = 1, . . . , n, and we identify s2ǫi with
sǫi, thus every element of W can be expressed as some ordered product of the elements
of
{
sα ∈ W| α ∈ Φ+0 ∪ Φ+1
}
. As Φ+so(2n+1) = Φ
+
0 ∪ Φ+1 , the Weyl groups of osp(1|2n) and
so(2n+ 1) are identical.
152 Chapter 5. Topological invariants of 3-manifolds
We define the action of Sα,kM ∈ WgM on an element of XM by
Sα,kM(µ+MX) = Sα,kM(µ) +MX.
This coincides with the action of the Weyl group Wg on XM defined by
σ(µ+MX) = σ(µ) +MX, ∀σ ∈ Wg, µ ∈ X,
and we can deduce from this that the image of Λ+N under the canonical projection pN/2 :
X → XN/2 furnishes a fundamental domain for X under the action of the Weyl group W
[ZC96].
There is the following important result [ZC96]: for any λ, µ ∈ pN/2(Λ+N) ⊂ XN/2 and
any σ, w ∈ Wso(2n+1),
σ(λ+ ρ)− ρ = w(µ+ ρ)− ρ iff λ = µ and σ = w. (5.47)
This result also holds for any σ, w ∈ Wosp(1|2n) as Wosp(1|2n) =Wso(2n+1).
In order to rewrite the right hand side of (5.44) in terms of a summation over the ele-
ments of Λ+N we will show that S
′
λ,µ = 0 if λ ∈ Λ+N\Λ+N or if µ ∈ Λ+N\Λ+N . The corresponding
result is easily proved for U
(N/2)
q (so(2n + 1)) [ZC96] but for U
(N)
q (osp(1|2n)) the proof is
more intricate, principally due to the different properties of ǫ(σ) and ǫ′(σ) where σ is an
element of Wosp(1|2n). Recall that N ≡ 2 (mod 4) and that Λ+N is defined by
Λ+N =
{
µ ∈ X
∣∣∣ 0 < 2(µ+ ρ, α)
(α, α)
< N ′, ∀α ∈ Φ+0 ∪ Φ+1
}
,
which is similar to the definition of Λ+N in (5.46).
The following two important properties of S ′λ,µ are easily proved: for each λ, µ ∈ X ,
(i) S ′λ,µ = S
′
µ,λ,
(ii) S ′sα(λ+ρ)−ρ,µ = ǫ
′(sα)S
′
λ,µ for any sα ∈ W.
Lemma 5.6.3. If λ ∈ Λ+N\Λ+N or µ ∈ Λ+N\Λ+N , S ′λ,µ = 0.
Proof. Define hpα = {µ ∈ X| (µ, α) = 0} for each α ∈ Φ+0 ∪ Φ+1 ; hpα is the subset of X
invariant under the action of sα ∈ W. For an element λ ∈ Λ+N\Λ+N , the definitions of
Λ+N and Λ
+
N imply that
2(λ+ρ,α)
(α,α)
= kN/2 for some k ∈ Z+ and some α ∈ Φ+0 ∪ Φ+1 . For
α = ǫi± ǫj , where 1 ≤ i < j ≤ n, we have (λ+ ρ, α) = kN/2, thus (λ+ ρ−kNα/4, α) = 0,
and λ + ρ − kNα/4 ∈ hpα. Consequently, sα(λ + ρ − kNα/4) = λ + ρ − kNα/4, and
sα(λ+ ρ)− ρ+ kNα/2 = λ, and it follows that
S ′λ,µ = S
′
sα(λ+ρ)−ρ+kN ′α,µ = S
′
sα(λ+ρ)−ρ,µ = ǫ
′(sα)S
′
λ,µ,
which vanishes identically as ǫ′(sα) = −1 for each α = ǫi ± ǫj ∈ Φ+0 .
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Now let λ ∈ Λ+N\Λ+N and let α = ǫi, where 1 ≤ i ≤ n, then 2(λ+ρ,α)(α,α) = kN/2 for some
k ∈ Z. Consequently, we have 2(λ+ρ, α) = kN/2 which implies that (λ+ρ−kNα/4, α) = 0,
and also that λ+ ρ− kNα/4 ∈ hpα. It follows that sα(λ+ ρ− kNα/4) = λ+ ρ− kNα/4,
and that
sα(λ+ ρ)− ρ+ kNα/2 = λ.
Consequently, we have
S ′λ,µ = S
′
sα(λ+ρ)−ρ+kN ′α,µ = ǫ
′(sα)S
′
λ+kN ′α,µ = (−1)kǫ′(sα)S ′λ,µ = (−1)kS ′λ,µ, (5.48)
where we have used the result ǫ′(sα) = 1 as α ∈ Φ+1 , and we have also used the following
calculations:
S ′λ+kN ′α,µ =
∑
σ∈W
ǫ′(σ)q2(λ+kN
′α+ρ,σ(µ+ρ))
=
∑
σ∈W
ǫ′(σ)q2(λ+ρ,σ(µ+ρ))q(kN
′α,σ(2µ+2ρ)) =
{
S ′λ,µ, if k is even,
−S ′λ,µ, if k is odd.
Here the last equality arises from the following calculation:
q(kN
′α,σ(2µ+2ρ)) =
{
+1 if k is even,
−1 if k is odd.
If k is odd, S ′λ,µ vanishes identically by (5.48), and this completes the proof of the assertion
that S ′λ,µ = 0 if λ ∈ Λ+N\Λ+N . To show that k is indeed odd we note that the equation
(λ + ρ, α) = kN/4 implies that λi + n − i + 1/2 = kN/4, and thus we have k /∈ 2Z as
λ ∈ X . It follows then that sα(λ+ ρ)− ρ+ kNα/2 = λ for some odd k, and thus
S ′λ,µ = −S ′λ,µ = 0.
To complete the proof, we note that S ′λ,µ = S
′
µ,λ, and thus S
′
λ,µ = 0 if µ ∈ Λ+N\Λ+N .
Corollary 5.6.1. If λ or µ belongs to pN/2
(
Λ+N\Λ+N
) ⊂ XN/2, then S ′λ,µ = 0.
Lemma 5.6.4. The set {dλ ∈ C| λ ∈ Λ+N} of constants defined by
dλ = d0sdimq(Vλ), d0 = ΩQ(0), (5.49)
with
Ω =
2ntnqn
3−n/2[
(1 + i)
√
N
]n , (5.50)
Q(0) =
∏
α∈Φ
+
0
(
q(ρ,α) − q−(ρ,α)) ∏
β∈Φ+1
(
q(ρ,β) + q−(ρ,β)
)
, (5.51)
satisfies the relations (5.14).
154 Chapter 5. Topological invariants of 3-manifolds
Proof. Using (5.47) and Corollary 5.6.1, we can rewrite the right hand side of (5.44) as
2n
∑
λ∈XN′
xλq
(λ,λ+2ρ)S ′
λ,µ
= 2n
∑
λ∈Λ+N
∑
σ∈W
xσ(λ+ρ)−ρq
(σ(λ+ρ)−ρ,σ(λ+ρ)+ρ)S ′σ(λ+ρ)−ρ,µ
= 2n
∑
λ∈Λ+N
∑
σ∈W
xσ(λ+ρ)−ρq
(λ,λ+2ρ)ǫ′(σ)S ′λ,µ,
and we consequently obtain from Eqs. (5.31) and (5.30) the following equation for d′ν :∑
ν∈Λ+N
d′νq
(ν,ν+2ρ)S ′ν,µ = 2
n
∑
λ∈Λ+N
∑
σ∈W
ǫ′(σ)xσ(λ+ρ)−ρq
(λ,λ+2ρ)S ′λ,µ, ∀µ ∈ Λ+N . (5.52)
Eq. (5.52) is obviously satisfied by
d′λ = 2
n
∑
σ∈W
ǫ′(σ)xσ(λ+ρ)−ρ,
and we now evaluate d′λ:
d′λ = 2
n
∑
σ∈W
ǫ′(σ)q−(σ(λ+ρ)−ρ,2ρ)/
∑
ν∈XN
q(ν,ν+2ρ)
= 2nq(2ρ,ρ)ǫ′(w0)
∑
σ∈W
ǫ′(σ)q−(w0σ(λ+ρ),2ρ)/
∑
ν∈XN
q(ν,ν+2ρ)
= 2nq(2ρ,ρ)
∑
σ∈W
ǫ′(σ)q(σ(λ+ρ),2ρ)/
∑
ν∈XN
q(ν,ν+2ρ),
where w0 = sǫ1sǫ2 · · · sǫn is the longest element of W; note that ǫ′(w0) = 1. Therefore,
d′λ = (−1)[λ]
2nq(2ρ,ρ)sdimq(Vλ)Q(0)∑
ν∈XN
q(ν,ν+2ρ)
,
dλ =
2nq(2ρ,ρ)sdimq(Vλ)Q(0)∑
ν∈XN
q(ν,ν+2ρ)
.
(Recall that dλ = (−1)[λ]d′λ.) Evaluating the Gaussian sums gives
dλ =
2nq(2ρ,ρ)sdimq(Vλ)Q(0)t
n
(∏n−1
k=0 q
k(k+1)
)[
(1 + i)
√
N
]n , (5.53)
which is non-zero for each λ ∈ Λ+N . Writing
dλ = d0sdimq(Vλ), d0 = ΩQ(0), λ ∈ Λ+N ,
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we then have
Ω =
2nq(2ρ,ρ)tn
(∏n−1
k=0 q
k(k+1)
)[
(1 + i)
√
N
]n
=
2nq(4n
3−n)/6tnq(n
3−n)/3[
(1 + i)
√
N
]n
=
2ntnqn
3−n/2[
(1 + i)
√
N
]n .
In this calculation we used the result (2ρ, 2ρ) = (4n3 − n)/3.
The constants dλ are proportional to sdimq(Vλ) with constant of proportionality d0 6= 0
for each λ ∈ Λ+N . A similar phenomenon occurs for all other Reshetikhin-Turaev 3-manifold
invariants constructed from quotients of quantum algebras and quantum superalgebras at
even and odd roots of unity [RT91, TW93, Zh94, Zh95, ZC96, Zh97].
5.6.3 Proof of Axiom (VI)
We now show that z is as claimed.
Lemma 5.6.5. Set z =
∑
(L) =
∑
λ∈Λ+N
dλq
−(λ,λ+2ρ)sdimq(Vλ). Then
z = (−i)nq2n3−nt2n, (5.54)
which clearly satisfies |z| = 1.
Proof. We calculate as follows:
z =
∑
λ∈Λ+N
dλq
−(λ,λ+2ρ)sdimq(Vλ)
= ΩQ(0)
∑
λ∈Λ+N
q−(λ,λ+2ρ)
(
sdimq(Vλ)
)2
=
Ω
Q(0)
∑
λ∈Λ+N
q−(λ,λ+2ρ)
(
Q(λ)
)2
, (5.55)
where we have used (5.49) and the relation
(
sdimq(Vλ)
)2
=
(
Sλ,0/Q(0)
)2
=
(
Q(λ)/Q(0)
)2
.
Let us examine q−(λ,λ+2ρ) and
(
Q(λ)
)2
under the action of the map λ 7→ σ(λ+ ρ)− ρ,
where σ ∈ W. It is not difficult to show that for each σ ∈ W we have
q−(σ(λ+ρ)−ρ,σ(λ+ρ)−ρ+2ρ) = q−(λ,λ+2ρ), and
(
Q(σ(λ+ ρ)− ρ))2 = (Q(λ))2.
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Now Eq. (5.40) states that
q−(λ+N
′ǫi,λ+N
′ǫi+2ρ) = q−(λ,λ+2ρ).
Furthermore, by using the fact that q(N
′ǫi,σ(2ρ)) = −1 for each i ∈ {1, 2, . . . , n}, we obtain(
Q(λ +N ′ǫi)
)2
=
(
Q(λ)
)2
.
Now pN/2
(
Λ+N
)
is a fundamental domain for X under the action of the affine Weyl group
WN ′ and Q(λ) = 0 if λ ∈ Λ+N\Λ+N . The calculations in the previous paragraph imply that
we can write the sum in (5.55) as a sum over the elements of XN ′, which considerably
simplifies the calculations:∑
λ∈Λ+N
q−(λ,λ+2ρ)
(
Q(λ)
)2
=
1
|W|
∑
λ∈XN′
q−(λ,λ+2ρ)
(
Q(λ)
)2
, (5.56)
where we note that |W| = 2nn! [Hu72, p. 66, Table 1]. By using Eqs. (5.40) and (5.42)
we can further rewrite the sum on the right hand side of (5.56):
1
|W|
∑
λ∈XN′
q−(λ,λ+2ρ)
(
Q(λ)
)2
=
1
2n|W|
∑
λ∈XN
q−(λ,λ+2ρ)
(
Q(λ)
)2
, (5.57)
which we will now evaluate. We firstly rewrite the right hand side of (5.57):
1
2n|W|
∑
λ∈XN
q−(λ,λ+2ρ)
(
Q(λ)
)2
=
1
2n|W|
∑
λ∈XN
q−(λ,λ+2ρ)
∑
σ,w∈W
ǫ′(σ)ǫ′(w)q2(λ+ρ,σ(ρ)+w(ρ))
=
1
2n|W|
∑
σ,w∈W
ǫ′(σ)ǫ′(w)q2(ρ,σ(ρ)+w(ρ))
∑
λ∈XN
q−(λ,λ+2ρ)q(2λ,σ(ρ)+w(ρ)). (5.58)
We wish to disentangle the summation indices in the exponents of q in (5.58) so that
we can factorise the summations into a sum over the elements of W ×W and a sum over
the elements of XN , both of which we can calculate relatively easily. To do this, for each
pair (σ, w) ∈ W ×W in (5.58) and each λ ∈ XN we apply the following map:
λ 7→ λ+ σ(ρ) + w(ρ) ∈ XN . (5.59)
Now
p
(
λ+ σ(ρ) + w(ρ)
)
= p
(
µ+ σ(ρ) + w(ρ)
)
iff p(λ) = p(µ), ∀λ, µ ∈ X,
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thus the summation in (5.58) is unchanged under the mapping (5.59). Applying this map
to the right hand side of (5.58) and equating the result with the left hand side of (5.56)
gives ∑
λ∈Λ+N
q−(λ,λ+2ρ)(Q(λ))2 =
q(2ρ,ρ)
2n|W|
∑
σ,w∈W
ǫ′(σ)ǫ′(w)q2(σ(ρ),w(ρ))
∑
λ∈XN
q−(λ+2ρ,λ). (5.60)
It is not difficult to evaluate the right hand side of (5.60): note that∑
σ,w∈W
ǫ′(σ)ǫ′(w)q2(σ(ρ),w(ρ)) = |W|Q(0).
This can be seen in the following way: firstly fix σ1 ∈ W, then∑
w∈W
ǫ′(w)q2(σ1(ρ),w(ρ)) =
∑
w∈W
ǫ′(σ1)ǫ
′(w)q2(ρ,w(ρ)) = ǫ′(σ1)Q(0),
thus ∑
σ∈W
ǫ′(σ)
∑
w∈W
ǫ′(w)q2(σ(ρ),w(ρ)) =
∑
σ,w∈W
ǫ′(w)q2(ρ,w(ρ)) =
∑
σ∈W
Q(0) = |W|Q(0).
Additionally, Lemma A.2.5 implies that
∑
λ∈XN
q−(λ+2ρ,λ) =
n−1∏
k=0
G−(N, 2k + 1) = t
n
[
(1− i)
√
N
]n(n−1∏
k=0
qk(k+1)
)
,
where t = exp (πi/2N). By combining these results we obtain
z =
Ω
Q(0)
∑
λ∈Λ+N
q−(λ,λ+2ρ)
(
Q(λ)
)2
=
Ω|W|Q(0)q(2ρ,ρ)tn
[
(1− i)√N
]n (∏n−1
k=0 q
k(k+1)
)
2n|W|Q(0)
=
Ωq(2ρ,ρ)tn
[
(1− i)√N
]n (∏n−1
k=0 q
k(k+1)
)
2n
=
q(2ρ,2ρ)t2n
[
(1− i)√N
]n (∏n−1
k=0 q
k(k+1)
)2[
(1 + i)
√
N
]n
= (−i)nq2n3−nt2n,
and |z| = 1.
This completes the proof of Theorem 5.6.2.
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5.7 Comparing the invariants from U
(N)
q (osp(1|2n)) and
U
(N/2)
q (so(2n + 1))
Our construction of 3-manifold invariants from U
(N)
q (osp(1|2n)) immediately gives rise to
three important questions:
1. Are our topological invariants of 3-manifolds obtained from U
(N)
q (osp(1|2n)) new
invariants?
2. Are the 3-manifold invariants obtained from U
(N)
q (osp(1|2n)) complete invariants,
that is, do they distinguish non-homeomorphic 3-manifolds as well as telling us when
two 3-manifolds are homeomorphic?
3. If the invariants are not complete, are they better than other invariants in distin-
guishing non-homeomorphic 3-manifolds?
These are difficult questions to answer. The first requires a comparison between our
invariants and all other existing invariants, a positive answer to the second would solve the
classification problem for closed, connected, orientable 3-manifolds and the third requires
a theoretical investigation of the properties of the various invariants, or the calculation of
various invariants for numerous 3-manifolds and directly comparing their performance in
distinguishing non-homeomorphic 3-manifolds with the performance of our invariant. We
do not know of any theorems that would allow such a theoretical investigation, and the
numerical work needed to compare the performance of the various invariants is itself a
non-trivial exercise, similar to that done to compare how well polynomial link invariants
distinguish links that are not ambient isotopic (eg see [DeW99, Ch. 7]).
A fact touching on question 2 is that the Reshetikhin-Turaev method for constructing
3-manifold invariants does not ensure completeness : it does not necessarily distinguish
non-homeomorphic 3-manifolds. For example, the topological invariants derived from
U
(N)
q (sl2), where N ≥ 4 satisfies N ≡ 0 (mod 4), do not distinguish all non-homeomorphic
3-manifolds [KB93, Lic93, KL94].
Given the difficulty of answering these questions, we consider a more tractable problem.
We will compare our invariants with the invariants derived from one quantum group at
odd roots of unity, and ask the following question: are the invariants from U
(N)
q (osp(1|2n))
the same as those from U
(N/2)
q (so(2n + 1)) when N ≥ 6 satisfies N ≡ 2 (mod 4)? By the
same, we mean that given a closed, connected, orientable 3-manifold ML, we have
F(ML)U (N)q (osp(1|2n)) = F(ML)U (N/2)q (so(2n+1)). (5.61)
It is interesting to ask this question as the sets of integral weights in the truncated Weyl
chambers Λ+N of U
(N)
q (osp(1|2n)) and U (N/2)q (so(2n+ 1)) are the same, thus in calculating
the topological invariant for any given 3-manifoldML we sum over the same module labels.
The reader may ask the obvious question why we are not comparing the invariants from
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quantum osp(1|2n) and quantum so(2n + 1) at the same roots of unity. The reason is
that the sets of integral weights in the truncated Weyl alcoves of quantum osp(1|2n) and
quantum so(2n+ 1) are different when N ≡ 2 (mod 4).
Our topological invariant has an S3 normalisation:
F(S3)
U
(N)
q (osp(1|2n))
= 1 = F(S3)
U
(N/2)
q (so(2n+1))
,
and therefore we choose a 3-manifold other than S3 on which to compare the two families of
invariants. For calculational ease we will determine the invariants associated with S2×S1,
and we recall that we can obtain S2 × S1 by performing surgery on an oriented unlink
L ⊂ S3 with zero framing. We now calculate F(S2 × S1): the linking matrix of L is
AL = (0), thus σ(AL) = 1 and
F(S2 × S1) = z−1
∑
(L) = z−1
∑
λ∈Λ+N
dλsdimq(Vλ),
where in calculating F(S3)
U
(N/2)
q (so(2n+1))
we take the quantum dimension of the irreducible
U
(N/2)
q (so(2n+1))-module Vλ with highest weight λ instead of the quantum superdimension.
We firstly calculate F(S2× S1)
U
(N)
q (osp(1|2n))
. Let N ≥ 6 satisfy N ≡ 2 (mod 4) and let
q = exp (2πi/N), then∑
(L) =
∑
λ∈Λ+N
dλsdimq(Vλ) = ΩQ(0)
∑
λ∈Λ+N
(
sdimq(Vλ)
)2
=
Ω
Q(0)
∑
λ∈Λ+N
(
Q(λ)
)2
=
Ω
Q(0)|W|
∑
λ∈XN′
(
Q(λ)
)2
=
Ω
2nQ(0)|W|
∑
λ∈XN
(
Q(λ)
)2
.
(5.62)
Using the expressions for
∑
λ∈XN
(
Q(λ)
)2
(Lemma 5.7.1) and for Ω and z (Eqs. (5.50) and
(5.54)):
Ω =
2nqn
3−n/2tn[
(1 + i)
√
N
]n , z = (−i)nq2n3−nt2n, t = exp (πi/2N),
we have
F(S2 × S1)
U
(N)
q (osp(1|2n))
= z−1
(N/2)n/2 e−nπi/4qn
3−n/4
Q(0)
=
(−i)−n (N/2)n/2 e−nπi/4q−3(ρ,ρ)∏
α∈Φ
+
0
(q(α,ρ) − q−(α,ρ))∏β∈Φ+1 (q(β,ρ) + q−(β,ρ)) .
We now calculate F(S2 × S1)
U
(N/2)
q (so(2n+1))
. With N as given in the calculation of
F(S2 × S1)
U
(N)
q (osp(1|2n))
above, fix N = N/2 and qˆ = q2. From [ZC96, p. 635], we
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immediately have
F(S2 × S1)
U
(N/2)
q (so(2n+1))
=
(−1)
∣∣∣Φ+so(2n+1)∣∣∣(qˆ)−(1+(N+1)/2)(2ρ,ρ)(G1(qˆ))n
Q′qˆ(0)
,
where Gk(qˆ) is a Gaussian sum: Gk(qˆ) =
N−1∑
j=0
(qˆ)kj
2
, and
Q′qˆ(µ) =
∑
σ∈W
ǫ(σ)(qˆ)(σ(2µ+2ρ),ρ).
(Compare this to Q(µ) =
∑
σ∈W ǫ
′(σ)q(σ(2µ+2ρ),ρ).) From [KL94, p. 150], we have
G1(qˆ) =
{
(N)1/2 if N ≡ 1 (mod 4),
i(N)1/2 if N ≡ 3 (mod 4).
As Φ+so(2n+1) = {ǫi, ǫj ± ǫk| 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}, we have (−1)
∣∣Φ+
so(2n+1)
∣∣
= (−1)n,
which leads to the following expression for F(S2 × S1)
U
(N/2)
q (so(2n+1))
:
F(S2×S1)
U
(N/2)
q (so(2n+1))
=
(−1)n(−i)(2ρ,2ρ) (N/2)n/2 qˆ−3(ρ,ρ)∏
α∈Φ
+
0 ∪Φ
+
1
(qˆ(α,ρ) − qˆ−(α,ρ)) ×
{
1, if N ≡ 1 (mod 4),
in, if N ≡ 3 (mod 4).
Elementary algebra shows that F(S2 × S1)
U
(N)
q (osp(1|2n))
= F(S2 × S1)
U
(N/2)
q (so(2n+1))
if and
only if
enπi/4 = i(2ρ,2ρ)q3(ρ,ρ)
∏
α∈Φ
+
0
(
q(α,ρ) + q−(α,ρ)
) ∏
β∈Φ+1
(
q(β,ρ) − q−(β,ρ))×{ i−n, if N ≡ 1 (mod 4),
(−1)n, if N ≡ 3 (mod 4).
(5.63)
Eq. (5.63) is never true for n = 1, and for all odd n ≥ 3 a necessary (and not sufficient)
condition for it to be true is that (n3 − n/4) ∈ Z(k2 + k + 1/4) where N = 2(2k + 1). For
each odd n ≥ 3 we can easily choose a sufficiently large enough N so that (n3 − n/4) /∈
Z(k2 + k + 1/4), and this relation then holds true for all N = 2(2k′ + 1) where k′ > k.
Thus the invariants from U
(N)
q (osp(1|2n)) and U (N/2)q (so(2n+ 1)) are not the same.
Let us now prove the following result which has been used in the derivation of
F(S2 × S1)
U
(N)
q (osp(1|2n))
.
Lemma 5.7.1.
∑
λ∈XN
(
Q(λ)
)2
= (2N)nn!
Proof. Recall that Q(λ) is defined by Q(λ) =
∑
σ∈W ǫ
′(σ)q2(σ(ρ),λ+ρ) for each λ ∈ XN Now
we claim (i) and (ii) below, where σ, w ∈ W:
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(i)
∑
λ∈XN
q2(σ(ρ)+w(ρ),λ+ρ) = 0, if σ(ρ) + w(ρ) 6= 0,
(ii) ǫ′(σ)ǫ′(w)
∑
λ∈XN
q2(σ(ρ)+w(ρ),λ+ρ) = Nn, if σ(ρ) + w(ρ) = 0.
We will prove these results momentarily. Using these results we calculate that:∑
λ∈XN
(
Q(λ)
)2
=
∑
λ∈XN
∑
σ,w∈W
ǫ′(σ)ǫ′(w)q2(σ(ρ)+w(ρ),λ+ρ)
=
∑
λ∈XN
∑
σ,w∈W
σ(ρ)+w(ρ)6=0
ǫ′(σ)ǫ′(w)q2(σ(ρ)+w(ρ),λ+ρ)
+
∑
λ∈XN
∑
σ,w∈W
σ(ρ)+w(ρ)=0
ǫ′(σ)ǫ′(w)q2(σ(ρ)+w(ρ),λ+ρ)
=
∑
σ,w∈W
w=−σ
ǫ′(σ)ǫ′(w)
∑
λ∈XN
q2(σ(ρ)+w(ρ),λ+ρ) (5.64)
= |W|Nn = (2N)n n! (5.65)
where we obtain (5.64) from the fact that σ(ρ) + w(ρ) = 0 if and only if w = −σ, and we
obtain (5.65) from the fact that the order of W is 2nn!
Now we prove the claimed results (i) and (ii) above. We prove (i). Assume that
σ, w ∈ W are such that σ(ρ) + w(ρ) 6= 0, and let us write σ(ρ) + w(ρ) = ∑ni=1 µiǫi. The
properties of the reflections generated by the elements of W mean that µi ∈ Z for each i.
By assumption, µi 6= 0 for some i = 1, . . . , n. Fix such an i, then by considering the
action of σ, w ∈ W on ρ, we have
2 ≤ |2µi| ≤ 4n− 2. (5.66)
Now the assumption that Λ+N is non-empty means that N ≥ 4n+2. To see this, recall that
Λ+N is defined when N ≡ 2 (mod 4) by Λ+N = {λ ∈ P+| 0 ≤ λ1 ≤ N/4− n− 1/2}. Then
q2µi 6= 1 from Eq. (5.66). To complete the proof of (i), all we need is the following trivial
calculation:∑
λ∈XN
q(σ(ρ)+w(ρ),2λ) =
N−1∑
λ1,...,λi−1,λi+1,...,λn=0
q2µ1λ1+···+2µi−1λi−1+2µi+1λi+1+···+2µnλn
N−1∑
λi=0
q2µiλi
= 0.
We now prove (ii). Assume that σ, w ∈ W are such that σ(ρ) + w(ρ) = 0, then
w = −σ = w0σ where w0 = σǫ1σǫ2 · · ·σǫn is the longest element of W, and we have
ǫ′(w) = ǫ′(w0)ǫ
′(σ) = ǫ′(σ). Finally,
ǫ′(σ)ǫ′(w)
∑
λ∈XN
q2(σ(ρ)+w(ρ),λ+ρ) =
∑
λ∈XN
1 = Nn.
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5.8 Some side results
5.8.1 An observation
We now discuss an observation of Turaev and Wenzl [TW93], who showed that in certain
circumstances the Reshetikhin-Turaev 3-manifold invariants could be calculated by taking
a weighted sum of the F
(
Γ(L, λ)
)
where the link is cabled and each component of the
cabled link is only ever coloured with the same module. Their observations equally apply
to the 3-manifold invariants constructed from pseudo-modular Hopf algebras in this thesis.
We briefly discuss this here and refer the reader to [TW93] for details and a proof.
Let A be a modular or pseudo-modular Hopf algebra with universal R-matrix R, and
let {Vλ| λ ∈ I} be the collection of A-modules used to construct the 3-manifold invariants.
For each µ ∈ I, let Ct(Vµ) be the algebra over C generated by the elements{Rˇ±1i ∈ EndA (Vµ)⊗t | 1 ≤ i ≤ t− 1} , where
Rˇ±1i (vj1 ⊗ · · · ⊗ vjt) = vj1 ⊗ · · · ⊗ vji−1 ⊗ P ◦
(
R±1(vji ⊗ vji+1)
)⊗ vji+2 ⊗ · · · ⊗ vjt .
If each Vλ is isomorphic to pλ(Vµ)
⊗t for some idempotent pλ ∈ Ct(Vµ), for some µ in I,
we say that Vµ is a generating module. For U
(N)
q (osp(1|2n)) at even roots of unity, the
fundamental module V is generating. Turaev and Wenzl’s observations only apply if the
algebra has a generating module; we only consider such algebras below and denote the
generating A-module by V .
The module Vλ is isomorphic to pλ(V
⊗t) for some idempotent pλ ∈ Ct where we can
write pλ =
∑r
j=1 cjRj, cj ∈ C. Here each Rj is an ordered product in the Rˇ±1i .
Now in calculating the 3-manifold invariants, one takes a weighted sum of the F
(
Γ(L, λ)
)
where the sum is over all different possible colourings λ of Γ(L). The fact that Vλ is
isomorphic to pλ(V
⊗t) means that we can express F
(
Γ(L, λ)
)
differently: we can write
F
(
Γ(L, λ)
)
=
∑r
j=1 cjF
(
Γ(L′j , V )
)
where L′j is a link obtained from cabling L and V
means that each component of Γ(L) is coloured with the generating A-module V .
To see this, we consider a framed oriented knot L; the multicomponent case follows.
Regard Γ(L) as being coloured with λ ∈ I. For each j = 1, . . . , r, let L′j be a framed oriented
link with t components obtained by cabling L. By referring to Rj we construct a new link
L′j . Of course, Rj = Rˇǫ1k1Rˇǫ2k2 · · · Rˇǫmkm , where ǫl ∈ {−1,+1} and kl ∈ {1, 2, . . . , t− 1}.
Now let bj = σ
ǫ1
k1
σǫ2k2 · · ·σǫmkm be an element of Bt, the Braid group on t strings, where
σ+1 and σ−1 are the elements of B2 in Figure 5.25, and σ
±1
k ∈ Bt acts as σ±1 on the kth
and (k + 1)st components of the (t, t)-tangle (from the left) and leaves all other compo-
nents unchanged. Now we construct the new t-component link L′j by doing the following.
Consider the intersection of L
′
j with a 3-disk D
3 in such a way that all the components
of L
′
j in the intersection are parallel and oriented downwards. We obtain L
′
j by replacing
the oriented (t, t)-tangle in the intersection with an oriented (t, t)-tangle given by applying
bj ∈ Bt to the t parallel components. We do this by firstly applying σǫ1k1 to the top of the
t components, and then inductively applying σ
ǫr+1
kr+1
below σǫrkr for each r = 1, . . . , m− 1.
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σ+1 σ−1
Figure 5.25: The elements σ+1, σ−1 of B2
After obtaining each L′j , we have
F
(
Γ(L, λ)
)
=
r∑
j=1
cjF
(
Γ(L′j , V )
)
,
which follows from the properties of F .
5.8.2 A further result
Theorem 5.8.1. The algebra U
(N)
q (osp(1|2n)) and the set {Vλ| λ ∈ Λ+N} of modules is not
a pseudo-modular Hopf algebra when N ≥ 4 satisfies N ≡ 0 (mod 4).
Proof. We will show that U
(N)
q (osp(1|2n)) and the set of modules do not satisfy Axiom
(V) of a pseudo-modular Hopf algebra. To do this, we will show that the set (5.29) of
equations is inconsistent if N ≡ 0 (mod 4), N ≥ 4.
We will show that for each µ ∈ Λ+N there exists some µ′ ∈ Λ+N , where µ′ 6= µ, such that
(i) q−(µ
′,µ′+2ρ) = −q−(µ,µ+2ρ), and
(ii) Sλ,µ′/Q(µ
′) = Sλ,µ/Q(µ), and
we have the following pair of inconsistent equations:
q−(µ,µ+2ρ) =
∑
λ∈Λ+N
dλχλ(v
−1)Sλ,µ/Q(µ), (5.67)
q−(µ
′,µ′+2ρ) =
∑
λ∈Λ+N
dλχλ(v
−1)Sλ,µ′/Q(µ
′). (5.68)
Let N ≥ 4 satisfy N ≡ 0 (mod 4). Let µ ∈ Λ+N and fix sǫ1 ∈ W to be the element of
W that reflects H∗ in the subspace hpǫ1 = {x ∈ H∗| (x, ǫ1) = 0}. The element sǫ1 acts on
ν =
∑n
i=1 νiǫi ∈ H∗ via
sǫ1 : ν 7→ −ν1ǫ1 +
n∑
i=2
νiǫi.
Define the map σǫ1,N ′ : X → X by
σǫ1,N ′ : µ 7→ sǫ1(µ+ ρ)− ρ+N ′ǫ1.
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In the foregoing we will use Proposition 5.8.1, to which the reader is temporarily referred.
Set µ′ = σǫ1,N ′(µ): the next two calculations will show that q
−(µ′,µ′+2ρ) = −q−(µ,µ+2ρ). Now
q−(µ+N
′ǫ1,µ+N ′ǫ1+2ρ) = q−((µ,µ+2ρ)+N(µ,ǫ1)+N
′(2ρ,ǫ1)+(N ′)2)
= q−((µ,µ+2ρ)+N
′(2ρ,ǫ1))
= −q−(µ,µ+2ρ),
and for any w ∈ W we have
q−(w(µ+ρ)−ρ,w(µ+ρ)−ρ+2ρ) = q−(w(µ+ρ),w(µ+ρ))+(ρ,ρ) = q−(µ,µ+2ρ),
thus q−(µ
′,µ′+2ρ) = −q−(µ,µ+2ρ).
The equality Sλ,µ′/Q(µ
′) = Sλ,µ/Q(µ) results from the following properties of Sλ,µ,
which derive from direct calculations and from Lemma 5.6.1:
Sλ,sǫ1(µ+ρ)−ρ/Q(sǫ1(µ+ ρ)− ρ) = Sλ,µ/Q(µ),
Sλ,µ+N ′ǫ1/Q(µ+N
′ǫ1) = Sλ,µ/Q(µ).
The second relation follows from the equality Sλ,µ+N ′ǫ1 = −Sλ,µ.
It follows that for each µ ∈ Λ+N there exists some µ′ ∈ Λ+N where µ′ 6= µ, such that
we have an inconsistent pair of equations (Eqs. (5.67) and (5.68)). As µ′ = σǫ1,N ′(µ) and
µ = σǫ1,N ′(µ
′), there are |Λ+N |/2 such pairs.
Proposition 5.8.1. Let σǫ1,N ′ : X → X be a map given in Theorem 5.8.1 and let µ ∈ Λ+N ,
then σǫ1,N ′(µ) = (N
′ − µ1 − 2n+ 1)ǫ1 +
∑n
i=2 µiǫi. Furthermore,
(i) σǫ1,N ′
(
σǫ1,N ′(µ)
)
= µ,
(ii) σǫ1,N ′(µ) 6= µ,
(iii) σǫ1,N ′(µ) ∈ Λ+N .
Proof. The action of σǫ1,N ′ on µ is shown by trivial calculations. The proofs of (i)–(iii) are:
(i) σǫ1,N ′
(
σǫ1,N ′(µ)
)
= σǫ1,N ′
(
(N ′ − µ1 − 2n + 1)ǫ1 +
∑n
i=2 µiǫi
)
= µ.
(ii) Assume that σǫ1,N ′(µ) = µ, then (N
′ − µ1 − 2n + 1)ǫ1 = µ1ǫ1, which implies that
2µ1 = N
′ − 2n + 1 and µ1 ∈ Z + 1/2. However, this is not possible as µ ∈
⊕n
i=1 Zǫi
and therefore σǫ1,N ′(µ) 6= µ.
(iii) The definition of Λ+N implies that µ
′ ∈ Λ+N if and only if 0 ≤ µ′1 + µ′2 < N ′ − 2n+ 2.
Now as µ ∈ Λ+N , the components of µ satisfy −1 < µ1 − µ2 ≤ N ′ − 2n+ 1 which we
can rewrite as
0 ≤ N ′ − µ1 − 2n+ 1 + µ2 < N ′ − 2n+ 2. (5.69)
The statement of the proposition tells us that σǫ1,N ′(µ) = (N
′ − µ1 − 2n + 1)ǫ1 +∑n
i=2 µiǫi, that is µ
′
1 = N
′−µ1−2n+1 and µ′2 = µ2. This allows us to rewrite (5.69)
as 0 ≤ µ′1 + µ′2 < N ′ − 2n+ 2, which is precisely the condition under which σǫ1,N ′(µ)
is an element of Λ+N .
Appendix A
Gaussian binomial identities and
Gaussian sums
In this Appendix we give certain identities involving the Gaussian binomial coefficients
and we also investigate Gaussian sums. The pseudo-Gaussian binomial coefficients are
closely related to the Gaussian binomial coefficients by (n)q = [n]
q−1 , but we consider them
separately to aid comprehension.
A.1 Gaussian binomial identities
In this section we give certain identities involving the Gaussian and pseudo-Gaussian bino-
mial coefficients. Lemmas A.1.1 and A.1.2 are given without proof; they are easily proved
by induction.
Lemma A.1.1. The Gaussian binomial coefficients satisfy the following relations, where
i, n ∈ Z+ and i ≤ n:
(i)
[
n+ 1
i
]q
=
[
n
i
]q
+ qn+1−i
[
n
i− 1
]q
,
(ii)
[
n+ 1
i
]q
=
[
n
i− 1
]q
+ qi
[
n
i
]q
.
Lemma A.1.2. The pseudo-Gaussian binomial coefficients satisfy the following relations,
where i, n ∈ Z+ and i ≤ n:
(i)
(
n+ 1
i
)
q
=
(
n
i
)
q
+ (−q)n+1−i
(
n
i− 1
)
q
,
(ii)
(
n+ 1
i
)
q
=
(
n
i− 1
)
q
+ (−q)i
(
n
i
)
q
.
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A.2 Gaussian sums
In this section we consider some properties of Gaussian sums. Here we fix q = exp (2πi/N)
where N ≥ 3 is some integer, and we fix G+(N,m) and G−(N,m) to mean the following
Gaussian sums:
G+(N,m) =
N−1∑
n=0
qn(n+m), G−(N,m) =
N−1∑
n=0
q−n(n+m).
Lemma A.2.1. Let N ≡ 2 (mod 4) where N ∈ Z+, then G+(N, 0) = 0.
Proof. As q(j+N/2)
2
= qj
2+N2/4 = −qj2 , for each j = 0, 1, . . . , N/2− 1, we have G+(N, 0) =∑N−1
k=0 q
k2 = 0.
Lemma A.2.2. Let N ≡ 0 (mod 4) where N ∈ Z+, then G+(N, 0) = (1 + i)
√
N .
Proof. See [KL94, Sect. 12.8].
Lemma A.2.3. Let m ≥ 1 be an odd integer, N ≡ 2 (mod 4) where N ∈ Z+, and let
t = exp (πi/2N), then
G+(N,m) =
(1 + i)
√
N
tm2
.
Proof. Observe that
N−1∑
n=0
qn(n+m) =
1
2
2N−1∑
n=0
qn(n+m),
and that qn(n+m) = t(2n+m)
2
/tm
2
, then
G+(N,m) =
1
2tm2
2N−1∑
n=0
t(2n+m)
2
=
1
2tm2
(
tm
2
+ t(2+m)
2
+ t(4+m)
2
+ · · ·+ t(4N−2+m)2
)
=
1
2tm2
(
t1
2
+ t3
2
+ t5
2
+ · · ·+ t(4N−1)2
)
=
1
2tm2
(
G+(4N, 0)− 2G+(N, 0)
)
=
(1 + i)
√
N
tm2
,
which follows from the observation that G+(N, 0) = 0 as N ≡ 2 (mod 4).
Lemmas A.2.4 and A.2.5 are proved by noting that G−(N,m) is the complex conjugate
of G+(N,m).
Lemma A.2.4.
(i) Let N ≡ 2 (mod 4) where N ∈ Z+, then G−(N, 0) = 0,
(ii) Let N ≡ 0 (mod 4) where N ∈ Z+, then G−(N, 0) = (1− i)
√
N .
Lemma A.2.5. Let m ≥ 1 be an odd integer, let N ≡ 2 (mod 4) where N ∈ Z+, and let
t = exp (πi/2N), then G−(N,m) = t
m2(1− i)√N .
Appendix B
The q-binomial theorem and
generalisations
The q-binomial theorem is given in Lemmas B.0.6 and B.0.7 without proof; each of these
lemmas is easily proved. The lemmas are identical in the sense that applying the map
q 7→ −q to Lemma B.0.6 gives Lemma B.0.7. We state both lemmas as their properties
differ when q is a primitive root of unity.
Lemma B.0.6. Let a and b be elements of an associative algebra over C satisfying the
relation ba = qab, where 0 6= q ∈ C. Then (a+ b)n =
n∑
i=0
[
n
i
]q
aibn−i for all n ∈ N.
Lemma B.0.7. Let a and b be elements of an associative algebra over C satisfying the
relation ba = −qab where 0 6= q ∈ C. Then (a+ b)n =
n∑
i=0
(
n
i
)
q
aibn−i for all n ∈ N.
Now we investigate these lemmas when q is a primitive root of unity. Set q = exp (2πi/N)
for some integer N ≥ 3 and let a and b be elements of an associative algebra over C satis-
fying ab = q2ba, then we have
(a+ b)N
′
=
N ′∑
i=0
[
N ′
i
]q2
biaN
′−i = aN
′
+ bN
′
,
as [
N ′
i
]q2
=
{
1, i ∈ {0, N ′},
0, otherwise,
which follows from the fact that [i]q
2
= 0 if and only if i = kN ′ for some k ∈ Z.
Now let a and b be elements of an associative algebra over C satisfying ab = −qba, then
(a+ b)N =
N∑
i=0
(
N
i
)
q
biaN−i = aN + bN ,
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as (
N
i
)
q
=
{
1, i ∈ {0, N},
0, otherwise,
which follows from the fact that (i)q = 0 if and only if i = kN for some k ∈ Z.
We give two further generalisations of Pascal’s binomial theorem below, each of which
is a generalisation of the q-binomial theorem. We are unaware of these generalisations
appearing in the literature, so we present them with the relevant proofs. Note that we
obtain the q-binomial theorem in Lemma B.0.8 if we fix c = 0, and we obtain the q-
multinomial theorem if we artificially fix ξ = 0 in Lemma B.0.9.
Lemma B.0.8. Let a, b and c be elements of an associative algebra over C satisfying
ab = −qba + c, ac = q2ca, cb = q2bc,
where 0 6= q ∈ C and q2 6= 1, then
(a+ b)n =
∑
α,β,γ∈Z+
α+2β+γ=n
(n)q!
(α)q!(γ)q!(2)q(4)q · · · (2β)q b
αcβaγ , n ∈ N.
Proof. By using the algebra relations we can inductively prove that
anb = (−q)nban + (−q)n−1(n)qcan−1, n ∈ N,
which we can use to obtain the following relations, where we use · to denote the algebra
multiplication and let α, β, γ be non-negative integers:
bαcβaγ · a = bαcβaγ+1,
bαcβaγ · b = (−q)γ+2β bα+1cβaγ + (−q)γ−1(γ)q bαcβ+1aγ−1.
We can prove that α + 2β + γ = n if bαcβaγ is a component in (a+ b)n, thus we have
(a+ b)n =
∑
α,β,γ∈Z+
α+2β+γ=n
θ(α, β, γ) bαcβaγ , n ∈ N, (B.1)
for some set of coefficients {θ(α, β, γ) ∈ C| α, β, γ ∈ Z+}.
From (B.1) and the algebra relations, the coefficients θ(α, β, γ) satisfy the recursion
relation
θ(α, β, γ) = θ(α, β, γ− 1)+ (−q)γ+2βθ(α− 1, β, γ)+ (−q)γ(γ+1)qθ(α, β− 1, γ+1) (B.2)
and the boundary conditions θ(1, 0, 0) = θ(0, 0, 1) = 1. In (B.2) we fix θ(α, β, γ) = 0 if any
of α, β or γ are negative. To complete the proof we just need to show that the
θ(α, β, γ) =
(α + 2β + γ)q!
(α)q!(γ)q!(2)q(4)q · · · (2β)q , (B.3)
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furnish a solution to the recurrence relation that also satisfy the boundary conditions. It
is easy to see that the θ(α, β, γ) satisfy the boundary conditions, and substituting them
into the right hand side of (B.2) gives
(α + 2β + γ − 1)q!
(α)q!(γ − 1)q!(2)q(4)q · · · (2β)q + (−q)
γ+2β (α+ 2β + γ − 1)q!
(α− 1)q!(γ)q!(2)q(4)q · · · (2β)q
+(−q)γ(γ + 1)q (α + 2β + γ − 1)q!
(α)q!(γ + 1)q!(2)q(4)q · · · (2β − 2)q
=
(α + 2β + γ − 1)q!
(α)q!(γ)q!(2)q(4)q · · · (2β)q
(
(γ)q + (−q)γ+2β(α)q + (−q)γ(2β)q
)
=
(α + 2β + γ)q!
(α)q!(γ)q!(2)q(4)q · · · (2β)q ,
as required.
Lemma B.0.9. Let a, b and c be elements of an associative algebra over C satisfying
ac = q2ca+ ξb2, ab = q2ba, bc = q2cb,
where 0 6= q ∈ C, q2 6= 1 and ξ = −(1 + q)2/(q − q−1), then
(a + b+ c)n =
∑
α,β,γ∈Z+
α+β+γ=n
[n]q
2
! φβ
[α]q2 ![β]q2![γ]q2 !
cαbβaγ , n ∈ N,
where φβ ∈ C is recursively defined by
φ0 = 1, φ1 = 1, φβ = φβ−1 + ξ[β − 1]q2φβ−2, β ∈ N\{1}.
Proof. By using the algebra relations we can inductively prove that
anc = q2ncan + ξq2(n−1)[n]q
2
b2an−1, n ∈ N,
and by using this we obtain the following relations, where we use · to denote the algebra
multiplication, and let α, β, γ be non-negative integers:
cαbβaγ · a = cαbβaγ+1
cαbβaγ · b = q2γcαbβ+1aγ
cαbβaγ · c = q2γ+2βcα+1bβaγ + ξq2(γ−1)[γ]q2cαbβ+2aγ−1.
We can prove that α + β + γ = n if cαbβaγ is a component in (a+ b+ c)n, thus
(a + b+ c)n =
∑
α,β,γ∈Z+
α+β+γ=n
θ(α, β, γ) cαbβaγ , n ∈ N, (B.4)
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for some collection of coefficients {θ(α, β, γ) ∈ C| α, β, γ ∈ Z+}.
From (B.4) and the algebra relations, the coefficients θ(α, β, γ) satisfy the recursion
relation
θ(α, β, γ) = θ(α, β, γ − 1) + q2γθ(α, β − 1, γ) + q2γ+2βθ(α− 1, β, γ)
+ξq2γ[γ + 1]q
2
θ(α, β − 2, γ + 1) (B.5)
and the boundary conditions θ(1, 0, 0) = θ(0, 1, 0) = θ(0, 0, 1) = 1. Here we fix θ(α, β, γ) =
0 if any of α, β, γ are negative. To complete the proof all we need do is show that
θ(α, β, γ) =
[α + β + γ]q
2
! φβ
[α]q2 ![β]q2![γ]q2 !
, (B.6)
solves the recurrence relation and satisfies the boundary conditions, where φβ is itself re-
cursively defined (as stated in the lemma). Clearly, (B.6) satisfies the boundary conditions,
and substituting (B.6) into the right hand side of (B.5) gives
[α+ β + γ − 1]q2 ! φβ
[α]q2 ![β]q2 ![γ − 1]q2 ! + q
2γ [α + β + γ − 1]q2 ! φβ−1
[α]q2![β − 1]q2![γ]q2 !
+q2γ+2β
[α + β + γ − 1]q2! φβ
[α− 1]q2![β]q2 ![γ]q2! + ξq
2γ[γ + 1]q
2 [α + β + γ − 1]q2 ! φβ−2
[α]q2 ![β − 2]q2 ![γ + 1]q2 !
=
[α + β + γ − 1]q2!
[α]q2![β]q2 ![γ]q2 !
(
[γ]q
2
φβ + q
2γ [β]q
2
φβ−1 + q
2γ+2β[α]q
2
φβ + ξq
2γ[β]q
2
[β − 1]q2φβ−2
)
=
[α + β + γ − 1]q2!
[α]q2![β]q2 ![γ]q2 !
(
[γ]q
2
φβ + q
2γ+2β [α]q
2
φβ + q
2γ[β]q
2
[
φβ−1 + ξ[β − 1]q2φβ−2
])
.(B.7)
By writing φβ = φβ−1 + ξ[β − 1]q2φβ−2 for each β ∈ N\{1}, we can rewrite (B.7) as
[α+ β + γ − 1]q2 !
[α]q2 ![β]q2![γ]q2 !
(
[γ]q
2
φβ + q
2γ+2β[α]q
2
φβ + q
2γ[β]q
2
φβ
)
=
[α + β + γ]q
2
! φβ
[α]q2 ![β]q2![γ]q2 !
,
which proves the lemma.
We obtain an explicit expression for the φβ appearing in Lemma B.0.9 below.
Lemma B.0.10. Let 0 6= q ∈ C satisfy q2 6= 1 and let φβ ∈ C be recursively defined by
φ0 = 1, φ1 = 1, φβ = φβ−1 + ξ[β − 1]q2φβ−2, β ∈ N\{1},
where ξ = −(1 + q)2/(q − q−1). Then φβ is given by
φ0 = 1, φ1 = 1, φ2i = (1− q)−iΨ2i, φ2i+1 = [2i+ 1]qφ2i,
for each i ∈ N, where
Ψ2i =
[4]q
[2]q
[3]q
[8]q
[4]q
[5]q
[12]q
[6]q
[7]q · · · [2i− 1]q [4i]
q
[2i]q
.
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Proof. We firstly calculate φ2:
φ2 = 1 + ξ[1]
q2 = (1 + q2)/(1− q) = (1− q)−1[4]q/[2]q,
thus the claimed solution for φβ is true for β = 0, 1, 2. Assume that φ2i is as given in the
lemma for some i ∈ N, then we calculate that
φ2i+1 = φ2i − (1 + q)
2
q − q−1 [2i]
q2φ2i−1
= [2i− 1]q 1 + q
q − q−1
[4i]q
[2i]q
(−q−1 − [2i]q)φ2i−2
= (1− q)−1[2i− 1]q [4i]
q
[2i]q
[2i+ 1]qφ2i−2
= [2i+ 1]qφ2i,
as required, and we have
φ2i+2 = [2i+ 1]
qφ2i − (1 + q)
2
q − q−1 [2i+ 1]
q2φ2i
= φ2i
(
[2i+ 1]q − (1 + q)
q − q−1 [4i+ 2]
q
)
(B.8)
= φ2i(q − q−1)−1
(−q−1(1 + q)[2i+ 1]q[4i+ 4]q
[2i+ 2]q
)
= (1− q)−1 [2i+ 1]
q[4i+ 4]q
[2i+ 2]q
φ2i.
Here we used (1 + q) [2i+ 1]q
2
= [4i+ 2]q to obtain (B.8).
We now examine the two generalisations of the binomial theorem when q is a primitive
root of unity. Set q = exp(2πi/N) where N ≥ 3 is an integer, and let a, b and c be elements
of an associative algebra over C satisfying
ab = −qba + c, ac = q2ca, cb = q2bc.
Then Lemma B.0.8 implies that
(a+ b)N =

a2N + b2N + (1)q(3)q(5)q · · · (2N − 1)qcN , N ≡ 1, 3 (mod 4),
aN + bN + (1)q(3)q(5)q · · · (N − 1)qcN/2, N ≡ 0 (mod 4),
aN/2 + bN/2, N ≡ 2 (mod 4).
Now redefine a, b and c to be elements of an associative algebra over C satisfying
ac = q2ca+ ξb2, ab = q2ba, bc = q2cb,
172 Appendix B
where ξ = −(1 + q)2/(q − q−1). Then Lemmas B.0.9–B.0.10 imply that
(a+ b+ c)N
′
= aN
′
+ φN ′b
N ′ + cN
′
,
where
φN ′ =

(1− q)−(N−1)/2[N ]qΨN−1 = 0, if N ≡ 1, 3 (mod 4),
(1− q)−N/4ΨN/2 = 0, if N ≡ 0 (mod 4),
(1− q)−(N/2−1)/2[N/2]qΨN/2−1 6= 0, if N ≡ 2 (mod 4).
Using this result for φN ′ we have
(a+ b+ c)N
′
=

aN + cN , if N ≡ 1, 3 (mod 4),
aN/2 + cN/2, if N ≡ 0 (mod 4),
aN/2 + φN/2b
N/2 + cN/2, if N ≡ 2 (mod 4).
Appendix C
The Weyl supercharacter formula
In this appendix we recall the Weyl supercharacter of a finite dimensional irreducible
U(osp(1|2n))-module with integral dominant highest weight [Kac78a, Kac78b].
For each Λ ∈ H∗ let D(Λ) ⊂ H∗ be defined by
D(Λ) =
{
Λ−
∑
α∈Φ+
nαα
∣∣∣∣ nα ∈ Z+
}
.
Let E be the algebra of functions on H∗ that vanish outside the union of finitely many
sets of the form D(Λ). The convolution of two elements f, g ∈ E is defined by f · g(λ) =∑
µ∈H∗ f(λ−µ)g(µ). This sum is well-defined as only a finite number of terms in the sum
are non-zero. The algebra E is a commutative algebra with respect to convolution.
Let eλ ∈ E be a function defined by
eλ(ν) = δλν .
The convolution of two such functions eλ, eµ ∈ E is
eλ · eµ(ν) =
∑
γ∈H∗
eλ(ν − γ)eµ(γ) =
∑
γ∈H∗
δλ,ν−γδµ,γ =
∑
µ∈H∗
δλ,ν−µ = e
λ+µ(ν).
The element e0 is the unit of E. Any function f ∈ E can be expressed as a sum f =∑
λ∈H∗ f(λ)e
λ.
Let Wg be the Weyl group of the Lie (super)algebra g and let Φg be the set of roots
of g. The Weyl group Wg is generated by the elements {sα| α ∈ Φg}, where sα is the map
sα : H
∗ → H∗ defined by
sα(λ) = λ− 2(α, λ)α
(α, α)
,
where (·, ·) : H∗ ×H∗ → C is the non-degenerate bilinear form defined by (ǫi, ǫj) = δij .
Let E ′ be the set of rational expressions in the elements of E. By definition, the Weyl
supercharacter of a finite dimensional irreducible U(osp(1|2n))-module VΛ with integral
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dominant highest weight Λ ∈ H∗ is
schΛ =
∑
λ
(−1)[λ]m(λ)eλ,
where the sum is over all weight spaces of VΛ, [λ] is the grading of the vectors of VΛ in the
weight space λ, andm(λ) is the multiplicity of the weight space λ. Define a homomorphism
ǫ′ :W → {−1,+1} by:
ǫ′(σ) =

−1, if the number of reflections in the expression of σ with respect to
the elements of Φ
+
0 is odd,
+1, otherwise.
(Recall that Φ
+
0 is the set of roots {ǫi ± ǫj | 1 ≤ i < j ≤ n}.) Then the supercharacter of
VΛ is [Kac78b]:
schΛ = (−1)[Λ](L′)−1
∑
σ∈W
ǫ′(σ)eσ(Λ+ρ),
where we write [Λ] to mean the grading of the highest weight vector of VΛ, and
L′ =
∏
α∈Φ+0
(
eα/2 − e−α/2)∏
β∈Φ+1
(eβ/2 − e−β/2) .
The expression for schΛ dramatically simplifies for U(osp(1|2n)). From the root system
of osp(1|2n), we have
L′ =
∏
α∈Φ
+
0
(
eα/2 − e−α/2) ∏
β∈Φ+1
(
eβ/2 + e−β/2
)
.
Now the supercharacter of the trivial (one-dimensional) U(osp(1|2n))-module V0 is e0 (as
the grading of the highest weight vector of V0 is even), thus
e0 =
∑
σ∈W ǫ
′(σ)eσ(ρ)∏
α∈Φ
+
0
(eα/2 − e−α/2)∏β∈Φ+1 (eβ/2 + e−β/2) ,
which yields a variant of Weyl’s denominator formula for U(osp(1|2n)):∑
σ∈W
ǫ′(σ)eσ(ρ) =
∏
α∈Φ
+
0
(eα/2 − e−α/2)
∏
β∈Φ+1
(eβ/2 + e−β/2).
We thus obtain the following expression for schΛ:
schΛ = (−1)[Λ]
∑
σ∈W ǫ
′(σ)eσ(Λ+ρ)∑
σ∈W ǫ
′(σ)eσ(ρ)
.
Appendix D
Hopf ideal of Uq(osp(1|2n)) at roots of
unity
In this appendix we prove that the left ideal I ⊂ Uq(osp(1|2n)) given in Chapter 4, where
q = exp (2πi/N) and N ≥ 3 is an integer, is a two-sided Hopf ideal. We have not seen the
results in this appendix appearing in the literature, and we present them in full, together
with all relevant proofs, for completeness.
The calculations in this appendix are often quite involved. In particular, the calcula-
tions showing that I is a two-sided co-ideal in which we obtain expressions for powers of
the co-multiplication of each root vector in Uq(osp(1|2n)), are very intricate. We do these
particular calculations by using the generalisations of the binomial theorem in Appendix
B. Note that in this appendix we always fix q = exp (2πi/N) where N ≥ 3 is an integer,
and we use g to denote osp(1|2n).
D.1 Preliminaries
Recall that the q-bracket [·, ·]q is defined for homogeneous x, y ∈ Uq(g) with weights wt(x),
wt(y) respectively, by
[x, y]q = xy − (−1)[x][y]q(wt(x),wt(y))yx.
We obtain the graded commutator if we formally fix q = 1 in the q-bracket. The q-bracket
satisfies the following useful identities:
[x, yz]q = [x, y]q z + (−1)[x][y]q(wt(x),wt(y))y [x, z]q , (D.1)
[xy, z]q = x [y, z]q + (−1)[y][z]q(wt(y),wt(z)) [x, z]q y, (D.2)
[x, yn]q =
n−1∑
i=0
(−1)i[x][y]qi(wt(x),wt(y))yi [x, y]q yn−1−i, n ∈ N, (D.3)
[xn, y]q =
n−1∑
i=0
(−1)i[x][y]qi(wt(x),wt(y))xn−1−i [x, y]q xi, n ∈ N. (D.4)
175
176 Appendix D
Note that we can obtain (D.2) (resp. (D.4)) from (D.1) (resp. (D.3)) by using the obvious
symmetry properties of the q-bracket. We will extensively use Eqs. (D.1)–(D.4) in this
appendix.
D.2 Root vectors in Uq(osp(1|2n))
We will extensively use the following theorem due to Khoroshkin and Tolstoy in this ap-
pendix [KT91, Prop. 3.3], which we will refer to as Khoroshkin and Tolstoy’s proposition.
Theorem D.2.1. Let N (φ) be a normal order of the elements of φ and let the root vectors
eγ ∈ Uq(g), γ ∈ φ, be constructed with respect to N (φ) following Subsection 3.3.2. Let
α, β ∈ φ satisfy α ≺ β with respect to N (φ), then
[eα, eβ]q =
∑
α≺γ1≺···≺γt≺β
C(γ1,k1,...,γt,kt)(eγ1)
k1(eγ2)
k2 · · · (eγt)kt,
where γ1, . . . , γt ∈ φ,
∑t
i=1 kiγi = α + β and the coefficients C(γ1,k1,...,γt,kt) are complex
constants.
An important consequence of this theorem is that [eα, eβ]q = 0 if there does not exist any
set of elements γ1, . . . , γt ∈ φ satisfying α ≺ γ1 ≺ . . . ≺ γt ≺ β and
∑t
i=1 kiγi = α + β for
any set of constants ki ∈ N. A further useful result is that [eβ, eγ ]q = 0 if [eγ, eβ]q = 0.
Henceforth in this Appendix we fix the normal order N (φ) and the root vectors in
Uq(g) to be as we defined in Subsection 4.1.1.
We now prove some very useful identities.
Proposition D.2.1.
(i) For all 1 ≤ i < j ≤ n, [ei, eαi+1+···+αj]q = eαi+···+αj .
(ii) For each i = 1, . . . , n− 2, [ei, eαi+1+···+2αn]q = eαi+···+2αn.
(iii) For each i = 1, . . . , n− 2 and each j = i+ 2, . . . , n− 1,[
ei, eαi+1+···+2αj+···+2αn
]
q
= eαi+···+2αj+···+2αn .
Proof. We prove (i). Firstly, for each i = 1, . . . , n− 2,[
ei, eαi+1+αi+2
]
q
= [ei, ei+1]q ei+2 + q
−1ei+1 [ei, ei+2]q − q−1 [ei, ei+2]q ei+1 − q−1ei+2 [ei, ei+1]q
= eαi+αi+1ei+2 − q−1ei+2eαi+αi+1 = eαi+αi+1+αi+2.
Keeping i fixed, assume that
[
ei, eαi+1+···+αj
]
q
= eαi+···+αj for some j = i + 2, . . . , n − 1,
then [
ei, eαi+1+···+αj+1
]
q
=
[
ei, eαi+1+···+αj
]
q
ej+1 + q
−1eαi+1+···+αj [ei, ej+1]q
−q−1 [ei, ej+1]q eαi+1+···+αj − q−1ej+1
[
ei, eαi+1+···+αj
]
q
= eαi+···+αjej+1 − q−1ej+1eαi+···+αj = eαi+···+αj+1 ,
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as [ei, ej+1]q = 0.
We now prove (ii). A simple calculation shows that
[
en−2, eαn−1+2αn
]
q
= eαn−2+αn−1+2αn .
Assume that
[
ei, eαi+1+···+2αn
]
q
= eαi+···+2αn for some i = 2, . . . , n− 2, then
[ei−1, eαi+···+2αn ]q
= [ei−1, eαi+···+αn ]q en + q
−1eαi+···+αn [ei−1, en]q + [ei−1, en]q eαi+···+αn + en [ei−1, eαi+···+αn ]q
= eαi−1+···+αnen + eneαi−1+···+αn = eαi−1+···+2αn ,
as [ei−1, en]q = 0.
We now prove (iii). A simple calculation shows that
[
ei, eαi+1+···+2αn−1+2αn
]
q
= eαi+···+2αn−1+2αn
for each i = 1, . . . , n−3. Assume that [ei, eαi+1+···+2αj+···+2αn]q = eαi+···+2αj+···+2αn for some
i = 1, . . . , n− 3 and some j = i+ 3, . . . , n− 1, then[
ei, eαi+1+···+2αj−1+···+2αn
]
q
=
[
ei, eαi+1+···+2αj+···+2αn
]
q
ej−1 + q
−1eαi+1+···+2αj+···+2αn [ei, ej−1]q
−q−1 [ei, ej−1]q eαi+1+···+2αj+···+2αn − q−1ej−1
[
ei, eαi+1+···+2αj+···+2αn
]
q
= eαi+···+2αj+···+2αnej−1 − q−1ej−1eαi+···+2αj+···+2αn = eαi+···+2αj−1+···+2αn ,
as [ei, ej−1]q = 0.
D.3 The left ideal I ⊂ Uq(osp(1|2n))
From Chapter 4, I ⊂ Uq(osp(1|2n)) is the left ideal generated by the elements of the set
I =
{
(eγ)
N ′ , (eβ)
N , (eγ)
N ′ , (eβ)
N , (fγ)
N ′ , (fβ)
N , (fγ)
N ′, (fβ)
N , (Ji)
±N − 1| 1 ≤ i ≤ n
}
,
(D.5)
where γ (resp. β) ranges over all the even (resp. odd) elements of φ. Recall that the
even (resp. odd) elements of φ are {ǫj ± ǫk| 1 ≤ j < k ≤ n} (resp. {ǫi| 1 ≤ i ≤ n}). It is
convenient to introduce a convention in this section and in Sections D.4–D.5 that γ (resp.
β) means an even (resp. odd) element of φ, and η means any element of φ.
We now define a graded antiautomorphism ω : Uq(g) → Uq(g) to map between eη and
fη. Slightly generalising the definition of a similar map in [Zh92a], we define ω by
ω : ei 7→ fi, fi 7→ ei, K±1i 7→ K∓1i , c 7→ c,
where c is the complex conjugate of c ∈ C. By definition,
ω(xy) = (−1)[x][y]ω(y)ω(x), ∀x, y ∈ Uq(g), (D.6)
and it is easy to see that [ω(x)] = [x] for each x ∈ Uq(g).
Proposition D.3.1. The graded antiautomorphism ω is an involution.
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Proof. Firstly ω2(x) = x for each generator x ∈ Uq(g). Now assume that ω2(y) = y and
ω2(z) = z for two elements y and z of Uq(g), then
ω2(yz) = (−1)[y][z]ω(ω(z)ω(y)) = ω2(y)ω2(z) = yz, and we also have
ω2 (c1y + c2z) = ω
(
c1ω(y) + c2ω(z)
)
= c1y + c2z, ∀c1, c2 ∈ C.
Proposition D.3.2. The graded antiautomorphism ω commutes with the antipode, ie
S ◦ ω = ω ◦ S.
Proof. Recall that the action of the antipode on the generators of Uq(g) is
S : ei 7→ −eiK−1i , fi 7→ −Kifi, K±1i 7→ K∓1i ,
and that [S(x)] = [x] for each x ∈ Uq(g). A direct calculation shows that S
(
ω(x)
)
=
ω
(
S(x)
)
for each generator x ∈ Uq(g). Now assume that there exist elements y and
z in Uq(g) such that S
(
ω(y)
)
= ω
(
S(y)
)
and S
(
ω(z)
)
= ω
(
S(z)
)
, then an elementary
calculation shows that S
(
ω(yz)
)
= ω
(
S(yz)
)
and that S
(
ω(c1y + c2z)
)
= ω
(
S(c1y + c2z)
)
for all complex constants c1 and c2.
Proposition D.3.3. The graded antiautomorphism ω satisfies the relation
(ω ⊗ ω) ◦∆′ = ∆ ◦ ω. (D.7)
Proof. A direct calculation shows that (D.7) is true for each generator of Uq(g), and the
result then follows by a straightforward calculation.
Recall that if eµ is defined by eµ = [eη, ei]q, then fµ is defined by fµ = [fi, fη]q−1 . The
graded antiautomorphism ω maps between eµ and fµ as follows.
Proposition D.3.4. For all 1 ≤ i < j ≤ n, we have
(i) ω(eαi+···+αj ) = fαi+···+αj ,
(ii) ω(eαi+···+2αj+···+2αn) = −fαi+···+2αj+···+2αn ,
(iii) ω(eαi+···+αj ) = fαi+···+αj ,
(iv) ω(eαi+···+2αj+···+2αn) = −fαi+···+2αj+···+2αn.
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Proof. By definition, ω(ei) = fi for each simple root αi. We now prove (i): assume that
ω(eαi+···+αj ) = fαi+···+αj for some j = i, . . . , n− 1, then
ω(eαi+···+αj+1) = fj+1fαi+···+αj − qfαi+···+αjfj+1 = fαi+···+αj+1 .
We now prove (ii): for each i = 1, . . . , n− 1,
ω(eαi+···+2αn) = − (fnfαi+···+αn + fαi+···+αnfn) = −fαi+···+2αn .
Now assume that ω(eαi+···+2αj+···+2αn) = −fαi+···+2αj+···+2αn for some j = i+2, . . . , n, then
ω(eαi+···+2αj−1+···+2αn) = −
(
fj−1fαi+···+2αj+···+2αn − qfαi+···+2αj+···+2αnfj−1
)
= −fαi+···+2αj−1+···+2αn .
The proof of (iii) (resp. (iv)) is almost identical to the proof of (i) (resp. (ii)).
Proposition D.3.5. The action of the antipode on eη, for each η ∈ φ, is S(eη) = cηeηK−1η
for some scalar cη 6= 0.
Proof. Fixing ei = ei, the proposition is trivially true for all simple roots αi with cαi = −1.
Assume now that the proposition is true for some η ∈ φ and define eµ = [eη, ei]q where
µ = η + αi ∈ φ, then eµ = [ei, eη]q, and
S(eµ) = S(eηei)− (−1)[eη][ei]q(η,αi)S(eieη)
= −(−1)[eη ][ei]q−(η,αi)cη
(
eieη − (−1)[eη][ei]q(η,αi)eηei
)
K−1µ
= cµeµK
−1
µ ,
where cµ = −(−1)[eη ][ei]q−(η,αi)cη. This formula determines cµ recursively.
Proposition D.3.6. The action of the antipode on eη, for each η ∈ φ, is S(eη) = dηeηK−1η
for some scalar dη 6= 0.
Proof. The proposition is trivially true for all simple roots αi with dαi = −1. Assume now
that the proposition is true for some η ∈ φ and define eµ = [ei, eη]q where µ = η + αi ∈ φ,
then eµ = [eη, ei]q, and
S(eµ) = S(eieη)− (−1)[eη ][ei]q(η,αi)S(eηei)
= −(−1)[ei][eη ]q−(η,αi)dη
(
eηei − (−1)[ei][eη]q(η,αi)eieη
)
K−1µ
= dµeµK
−1
µ ,
where dµ = −(−1)[eη ][ei]q−(η,αi)dη. This formula determines dµ recursively.
Proposition D.3.7. The action of the antipode on fη, for each η ∈ φ, is S(fη) = cηKηf η
for some scalar cη 6= 0.
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Proof. As the antipode commutes with the graded antiautomorphism ω, for each 1 ≤ i <
j ≤ n we have
S(fαi+···+αj ) = S
(
ω(eαi+···+αj)
)
= ω
(
cαi+···+αjeαi+···+αjK
−1
αi+···+αj
)
= cαi+···+αjKαi+···+αjfαi+···+αj ,
where cαi+···+αj 6= 0 is a scalar, and we have used Proposition D.3.5. An almost identical
calculation proves the corresponding result when η = αi+ · · ·+αj−1+2αj+ · · ·+2αn.
Proposition D.3.8. The action of the antipode on f η, for each η ∈ φ, is S(fη) = dηKηfη
for some scalar dη 6= 0.
Proof. The fact that the antipode commutes with the graded antiautomorphism ω means
that for each 1 ≤ i < j ≤ n we have
S(fαi+···+αj ) = S
(
ω(eαi+···+αj )
)
= ω
(
dαi+···+αjeαi+···+αjK
−1
αi+···+αj
)
= dαi+···+αjKαi+···+αjfαi+···+αj ,
where dαi+···+αj 6= 0 is a scalar, and we have used Proposition D.3.6. An almost identical
calculation proves the corresponding result when η = αi+ · · ·+αj−1+2αj+ · · ·+2αn.
D.4 The left ideal I is a two-sided ideal
In this section we prove that I is a two-sided ideal of Uq(osp(1|2n)). To do this, we show
that each element of the set I from (D.5) commutes or anticommutes with each generator
of Uq(g). We firstly show that (eγ)
N ′ and (eβ)
N have this property for each γ, β ∈ φ, then
it is not difficult to show that (eγ)
N ′, (eβ)
N , (fγ)
N ′ , (fβ)
N , (fγ)
N ′ and (fβ)
N also have this
property using the antipode and ω.
Trivially, (Ki)
±N is central in Uq(g) and thus so is (Ji)
±N −1. We now show that (ei)N ′
and (en)
N commute or anticommute with each generator of Uq(g) for each i = 1, . . . , n−1.
D.4.1 (ei)
N ′ and (en)
N
Set 1 ≤ i ≤ n − 1 and 1 ≤ j ≤ n, then trivially (ei)N ′ and K±1j (anti)commute. We
now show that (ei)
N ′fj = fj(ei)
N ′ . The Uq(g) relations state that ej and fi commute for
all j 6= i, thus we need only consider the relations between ei and fi. The quadruple{
ei, fi, K
±1
i
}
generates a Uq(sl2) subalgebra of Uq(osp(1|2n)), and for each t ∈ N,
(ei)
tfi = fi(ei)
t
+
1
q − q−1
[(
1 + q−2 + · · ·+ q−2(t−1))Ki − (1 + q2 + · · ·+ q2(t−1))K−1i ](ei)t−1
= fi(ei)
t + [t]q
2
(
q−2t+2Ki −K−1i
q − q−1
)
(ei)
t−1.
As [N ′]q
2
= 0, (ei)
N ′fi = fi(ei)
N ′ .
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We now compute the relations between (ei)
N ′ and ej for all i 6= j. If |i − j| > 1, the
relevant Serre relation tells us that ei and ej commute, so assume that j = i±1. The Serre
relation is
(ei)
2ei±1 − (q + q−1)eiei±1ei + ei±1(ei)2 = 0. (D.8)
By repeatedly using (D.8), we have
(ei)
tei±1 = (q + q
−1)(ei)
t−1ei±1ei − (ei)t−2ei±1(ei)2
=
[
(q + q−1)2 − 1] (ei)t−2ei±1(ei)2 − (q + q−1)(ei)t−3ei±1(ei)3
= ar(ei)
t−1−rei±1(ei)
1+r + br(ei)
t−2−rei±1(ei)
2+r,
for all 0 ≤ r ≤ t− 2, where ar, br ∈ C satisfy the recurrence relations
ar+1 = (q + q
−1)ar + br,
br+1 = −ar,
where a0 = q + q
−1 and b0 = −1. The solution for ar and br is(
ar
br
)
=
q−1−r
q−1 − q
(
q−1
−1
)
+
q1+r
q − q−1
(
q
−1
)
,
and by setting r = t− 2, we obtain
(ei)
tei±1 =
(
qt − q−t
q − q−1
)
eiei±1(ei)
t−1 +
(−qt−1 + q1−t
q − q−1
)
ei±1(ei)
t.
Setting t = N ′, we have
(ei)
Nei±1 = ei±1(ei)
N , if N is odd,
(ei)
N/2ei±1 = −ei±1(ei)N/2, if N is even.
We now consider (en)
N : fix 1 ≤ i ≤ n. Trivially, (en)N and K±1i (anti)commute. The
Uq(g) relations state that en and fi commute for all i < n, thus we consider the relations
between en and fn. The quadruple {en, fn, K±1n } generates a Uq(osp(1|2)) subalgebra of
Uq(osp(1|2n)), and for each t ∈ N,
(en)
tfn = (−1)tf(en)t
+(en)
t−1 1
q − q−1
[
(1− q + · · ·+ (−q)n−1)Kn
−(1− q−1 + · · ·+ (−q)−(n−1))K−1n
]
= (−1)tf(en)t + (en)t−1(n)q
(
Kn − (−q)1−nK−1n
q − q−1
)
.
As (N)q = 0, (en)
Nfn = (−1)Nfn(en)N .
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We now compute the relations between (en)
N and ei for all i < n. If n − i > 1, the
relevant Serre relation tells us that en and ei commute, so fix i = n− 1. The Serre relation
is
(en)
3en−1 − (q − 1 + q−1)(en)2en−1en − (q − 1 + q−1)enen−1(en)2 + en−1(en)3 = 0. (D.9)
By repeatedly using (D.9), we have
(en)
ten−1 = ar(en)
t−1−ren−1(en)
1+r + br(en)
t−2−ren−1(en)
2+r + cr(en)
t−3−ren−1(en)
3+r,
(D.10)
for each 0 ≤ r ≤ t− 3, where ar, br, cr ∈ C satisfy the recurrence relations
ar = (q − 1 + q−1)ar−1 + br−1,
br = (q − 1 + q−1)ar−1 + cr−1,
cr = −ar−1,
where a0 = b0 = (q − 1 + q−1) and c0 = −1. The solution for ar, br, cr is arbr
cr
 = d1q−r
 −q−11− q−1
1
+ d2(−1)r
 1−q − q−1
1
+ d3qr
 qq − 1
−1
 ,
where
d1 =
1
(q2 − 1)(q + 1) , d2 =
−q
(q + 1)2
, d3 =
q3
(q2 − 1)(q + 1) .
By setting r = t− 3, we obtain
at−3 =
−q2−t(1 + q) + (−1)tq(q2 − 1) + qt+1(q + 1)
(q2 − 1)(1 + q)2 ,
bt−3 =
q3−t(1− q−1)(1 + q) + (−1)t−1q(q + q−1)(q2 − 1) + qt(q − 1)(q + 1)
(q2 − 1)(1 + q)2 ,
ct−3 =
q3−t(1 + q) + (−1)tq(q2 − 1)− qt(1 + q)
(q2 − 1)(1 + q)2 .
Fixing t = N , we have aN−3 = 0, bN−3 = 0 and cN−3 = (−1)N , thus
(en)
Nen−1 = (−1)Nen−1(en)N .
D.4.2 Relations between (eγ)
N ′, (eβ)
N and ei
We now prove that (eγ)
N ′ and (eβ)
N (anti)commute with each generator of Uq(g) for each
non-simple root γ, β ∈ φ. These calculations are simplified by noting that if we can
show that [eγ , ei] = 0 or that [eγ, ei]q = 0, then (eγ)
N ′ automatically (anti)commutes with
ei, and if we can show that [eβ, ei] = 0 or that [eβ, ei]q = 0, then (eβ)
N automatically
(anti)commutes with ei. In the following we write µ to mean any element of φ.
We will determine the relations between ei and (eγ)
N ′ , (eβ)
N , for a fixed i, by breaking
the problem into 4 sub-problems:
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(i) αi+2 ≺ µ,
(ii) αi ≺ µ ≺ αi+1,
(iii) αi+1 ≺ µ ≺ αi+2,
(iv) µ ≺ αi.
Case 1: αi+2 ≺ µ.
Here µ = αi+2+ · · ·+αj or µ = αi+2+ · · ·+αj−1+2αj+ · · ·+2αn for some j = i+3, . . . , n.
From Khoroshkin and Tolstoy’s proposition, [ei, eµ]q = 0, which also follows from the
following Serre relation: eiej = ejei if |i− j| > 1.
Case 2: αi ≺ µ ≺ αi+1.
Here µ = αi + · · ·+ αj or µ = αi + · · ·+ αj−1 + 2αj + · · ·+ 2αn for some j = i+ 1, . . . , n.
From Khoroshkin and Tolstoy’s proposition, we have[
ei, eαi+···+αj
]
q
= 0, i < j ≤ n,[
ei, eαi+···+2αj+···+2αn
]
q
= 0, i+ 2 ≤ j ≤ n, and
[
ei, eαi+2αi+1+···+2αn
]
q
=
n−i−1∑
k=1
Ckeαi+···+αi+keαi+···+2αi+k+1+···+2αn + Cn−i (eαi+···+αn)
2 , Ck ∈ C.
The first two identities dispose of much of this case. To deal with the remaining problem,
we claim that the right hand side of Eq. (D.11) below vanishes identically:[
ei,
(
eαi+2αi+1+···+2αn
)N ′]
q
=
N ′−1∑
m=0
(
eαi+2αi+1+···+2αn
)m [
ei, eαi+2αi+1+···+2αn
]
q
(
eαi+2αi+1+···+2αn
)N ′−1−m
. (D.11)
To show this, we use the identities:[
eαi+···+αk , eαi+2αi+1+···+2αn
]
q
= 0, i+ 1 ≤ k ≤ n,[
eαi+···+2αk+···+2αn , eαi+2αi+1+···+2αn
]
q
= 0, i+ 2 ≤ k ≤ n,
which can be rewritten, respectively, as
eαi+···+αkeαi+2αi+1+···+2αn = qeαi+2αi+1+···+2αneαi+···+αk ,
eαi+···+2αk+···+2αneαi+2αi+1+···+2αn = qeαi+2αi+1+···+2αneαi+···+2αk+···+2αn .
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Using these, we rewrite the right hand side of (D.11) as
N ′−1∑
m=0
q−2m
[
ei, eαi+2αi+1+···+2αn
]
q
(
eαi+2αi+1+···+2αn
)N ′−1
= 0,
as
∑N ′−1
m=0 q
−2m = 0. Thus
(
eαi+2αi+1+···+2αn
)N ′
(anti)commutes with ei.
Case 3: αi+1 ≺ µ ≺ αi+2.
This is the most difficult of the four cases. The identity:
[
eαi+···+αj , eαi+1+···+αj
]
q
= 0, for
j < n, will be useful here. Note that we can rewrite this identity as eαi+···+αjeαi+1+···+αj =
qeαi+1+···+αjeαi+···+αj . To prove this case we break it into a number of sub-cases, each of
which we consider in the following proposition.
Proposition D.4.1. We have
(i)
[
ei,
(
eαi+1+···+αj
)N ′]
q
= 0, for each j = i+ 2, . . . , n− 1,
(ii)
[
ei,
(
eαi+1+···+αn
)N ]
q
= 0,
(iii)
[
ei,
(
eαi+1+···+2αj+···+2αn
)N ′]
q
= 0, for each j = i+ 1, . . . , n.
Proof. We use Eqs. (D.3)–(D.4) in this proof. We firstly prove (i):
[
ei,
(
eαi+1+···+αj
)N ′]
q
=
N ′−1∑
k=0
q−2keαi+···+αj
(
eαi+1+···+αj
)N ′−1
= 0.
We prove (ii):[
ei,
(
eαi+1+···+αn
)N ]
q
=
N−1∑
k=0
q−k
(
eαi+1+···+αn
)k
eαi+···+αn
(
eαi+1+···+αn
)N−1−k
= eαi+···+αn
(
eαi+1+···+αn
)N−1
+
N−1∑
k=1
q−k
(
eαi+1+···+αn
)k
eαi+···+αn
(
eαi+1+···+αn
)N−1−k
= eαi+···+αn
(
eαi+1+···+αn
)N−1
+
N−1∑
k=1
(−q)−keαi+···+αn
(
eαi+1+···+αn
)N−1
+
N−1∑
k=1
q1−2k(k)q
[
eαi+···+αn , eαi+1+···+αn
]
q
(
eαi+1+···+αn
)N−2
, (D.12)
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where we have used the following calculation:
eαi+···+αn
(
eαi+1+···+αn
)k − (−1)k (eαi+1+···+αn)k eαi+···+αn
=
[
eαi+···+αn ,
(
eαi+1+···+αn
)k]
q
=
k−1∑
m=0
(−1)m (eαi+1+···+αn)m [eαi+···+αn , eαi+1+···+αn]q (eαi+1+···+αn)k−1−m
=
k−1∑
m=0
(−1)mq−m [eαi+···+αn , eαi+1+···+αn]q (eαi+1+···+αn)k−1
= (−q)−k+1(k)q
[
eαi+···+αn , eαi+1+···+αn
]
q
(
eαi+1+···+αn
)k−1
.
Here we used the following calculation: from Khoroshkin and Tolstoy’s proposition, we
have [
eαi+···+αn , eαi+1+···+αn
]
q
= Ci+1eαi+2αi+1+···+2αn +
n∑
p=i+2
Cpeαi+···+2αp+···+2αneαi+1+···+αp−1 , Cp ∈ C, (D.13)
and we also have [
eαi+1+···+αp−1 , eαi+1+···+αn
]
q
= 0, p = i+ 2, . . . , n,[
eαi+···+2αp+···+2αn , eαi+1+···+αn
]
q
= 0, p = i+ 2, . . . , n,[
eαi+2αi+1+···+2αn , eαi+1+···+αn
]
q
= 0.
We can now re-write (D.12) as
(−q)1−N (N)qeαi+···+αn
(
eαi+1+···+αn
)N−1
+
N−1∑
k=1
q1−2k(k)q
[
eαi+···+αn , eαi+1+···+αn
]
q
(
eαi+1+···+αn
)N−2
(D.14)
=

q3(2N − 1)q [N ]q
2 [
eαi+···+αn, eαi+1+···+αn
]
q
(
eαi+1+···+αn
)N−2
, N ≡ 1, 3 (mod 4),
q3(N − 1)q [N/2]q
2 [
eαi+···+αn , eαi+1+···+αn
]
q
(
eαi+1+···+αn
)N−2
, N ≡ 0 (mod 4),
q3(N/2)q [(N − 2)/4]q
2 [
eαi+···+αn , eαi+1+···+αn
]
q
(
eαi+1+···+αn
)N−2
, N ≡ 2 (mod 4),
= 0, (D.15)
as the first term in (D.14) vanishes from (N)q = 0, and the second term in (D.14) vanishes
from Proposition D.9.1 as [N ]q
2
= 0 for an odd integer N , [N/2]q
2
= 0 if N ≡ 0 (mod 4),
and (N/2)q = 0 if N ≡ 2 (mod 4).
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We prove (iii): for each j = i+ 1, . . . , n,[
ei,
(
eαi+1+···+2αj+···+2αn
)N ′]
q
=
N ′−1∑
k=0
q−k
(
eαi+1+···+2αj+···+2αn
)k
eαi+···+2αj+···+2αn
(
eαi+1+···+2αj+···+2αn
)N ′−1−k
=
N ′−1∑
k=0
q−2keαi+···+2αj+···+2αn
(
eαi+1+···+2αj+···+2αn
)N ′−1
= 0,
where we have used the identity
[
eαi+···+2αj+···+2αn , eαi+1+···+2αj+···+2αn
]
q
= 0.
Case 4: µ ≺ αi.
We deal with this case by breaking it into a number of subcases in the following proposition.
Proposition D.4.2. We have
(i)
[
eαj+···+αk , ei
]
q
= 0, for all 1 ≤ j < k ≤ i− 2,
(ii)
[(
eαj+···+αi−1
)N ′
, ei
]
q
= 0, for each j = 1, . . . , i− 2,
(iii)
[
eαj+···+αi , ei
]
q
= 0, for all 1 ≤ j < i ≤ n− 1,
(iv)
[(
eαj+···+αn
)N
, en
]
q
= 0, for each j = 1, . . . , n− 1,
(v)
[
eαj+···+αk , ei
]
q
= 0, for all 1 ≤ j < i < k ≤ n,
(vi)
[
eαj+···+2αk+···+2αn , ei
]
q
= 0, for all 1 ≤ j < k ≤ i ≤ n,
(vii)
[(
eαj+···+2αi+1+···+2αn
)N ′
, ei
]
q
= 0, for each j = 1, . . . , i− 1,
(viii)
[
eαj+···+2αk+···+2αn , ei
]
q
= 0, for all 1 ≤ j < i ≤ k − 2, where k ≤ n.
Proof. The proof of (i) follows from the Serre relation stating that er and et commute if
|r − t| > 1. We prove (ii):
[(
eαj+···+αi−1
)N ′
, ei
]
q
=
N ′−1∑
k=0
qN
′−1−2keαj+···+αi
(
eαj+···+αi−1
)N ′−1
= 0.
A trivial calculation proves (iii), and we now prove (iv):
[(
eαj+···+αn
)N
, en
]
q
=
N−1∑
k=0
(−1)kqN−1−keαj+···+2αn
(
eαj+···+αn
)N−1
= 0.
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The proofs of (v), (vi) and (viii) are trivial, and to complete the proof we prove (vii):
[(
eαj+···+2αi+1+···+2αn
)N ′
, ei
]
q
=
N ′−1∑
k=0
qN
′−1−2keαj+···+2αi+···+2αn
(
eαj+···+2αi+1+···+2αn
)N ′−1
= 0.
D.4.3 The relations between (eγ)
N ′, (eβ)
N and fi
To complete the proof that (eγ)
N ′ and (eβ)
N (anti)commute with each generator of Uq(g),
we now prove that (eγ)
N ′ and (eβ)
N each (anti)commute with fi for each i = 1, . . . , n.
By writing µ =
∑n
i=1 µiαi and examining the definition of fµ and the Uq(g) relations, it is
apparent that eµ commutes with fj if µj = 0, which gives a partial solution to the problem.
To complete the consideration of this problem, we prove Propositions D.4.3 and D.4.4.
Proposition D.4.3. We have
(i)
[
eαi+···+αj , fi
]
= −q−1K−1i eαi+1+···+αj , for all 1 ≤ i < j ≤ n,
(ii)
[
eαi+···+αj , fj
]
= Kjeαi+···+αj−1, for all 1 ≤ i < j ≤ n,
(iii)
[
eαi+···+αj , fk
]
= 0, for all 1 ≤ i < k < j ≤ n,
(iv) [eαi+···+2αk+···+2αn , fj] = 0, for all 1 ≤ i < j < k ≤ n,
(v)
[
eαn−1+2αn , fn−1
]
= −q−1(1 + q−1)K−1n−1(en)2,
(vi) [eαi+···+2αn , fn] = −Kneαi+···+αn, for each i = 1, . . . , n− 2,
(vii)
[
eαi+···+2αj+···+2αn , fj
]
= Kjeαi+···+2αj+1+···+2αn, for each j = i+ 1, . . . , n− 1,
(viii)
[
eαi+···+2αj+···+2αn , fn
]
= 0, for each j = i+ 1, . . . , n− 1,
(ix)
[
eαi+···+2αj+···+2αn , fk
]
= 0, for each k = i+ 2, . . . , n− 1, and j = i+ 1, . . . , k − 1,
(x)
[
eαi+···+2αj+···+2αn , fi
]
= −q−1K−1i eαi+1+···+2αj+···+2αn, for each j = i+ 2, . . . , n,
(xi)
[
eαi+2αi+1+···+2αn , fi
]
= −q−1K−1i eαi+1+2αi+2+···+2αnei+1+q−3K−1i ei+1eαi+1+2αi+2+···+2αn ,
for each i = 1, . . . , n− 2,
Proof. We prove (i): firstly, for each i = 1, . . . , n− 1,[
eαi+αi+1 , fi
]
=
[
eiei+1 − q−1ei+1ei, fi
]
= ei [ei+1, fi] + [ei, fi] ei+1 − q−1ei+1 [ei, fi]− q−1 [ei+1, fi] ei = −q−1K−1i ei+1.
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Now for each j = i+ 2, . . . , n,[
eαi+···+αj , fi
]
=
[
eieαi+1+···+αj − q−1eαi+1+···+αjei, fi
]
= ei
[
eαi+1+···+αj , fi
]
+ [ei, fi] eαi+1+···+αj
−q−1eαi+1+···+αj [ei, fi]− q−1
[
eαi+1+···+αj , fi
]
ei = −q−1K−1i eαi+1+···+αj ,
as
[
eαi+1+···+αj , fi
]
= 0.
We prove (ii) using a similar approach to the proof of (i). Firstly, for each j = 2, . . . , n,[
eαj−1+αj , fj
]
=
[
ej−1ej − q−1ejej−1, fj
]
= ej−1 [ej , fj] + (−1)[fj ] [ej−1, fj] ej − q−1ej [ej−1, fj]− q−1 [ej, fj ] ej−1
= Kjej−1.
For each i = 1, . . . , j − 2,[
eαi+···+αj , fj
]
=
[
eαi+···+αj−1ej − q−1ejeαi+···+αj−1 , fj
]
= eαi+···+αj−1 [ej , fj] + (−1)[fj ]
[
eαi+···+αj−1 , fj
]
ej
−q−1ej
[
eαi+···+αj−1 , fj
]− q−1 [ej, fj ] eαi+···+αj−1 = Kjeαi+···+αj−1 ,
as
[
eαi+···+αj−1 , fj
]
= 0. We now prove (iii) using (ii) and induction. For each k =
2, . . . , n− 1,[
eαk−1+αk+αk+1, fk
]
=
[
eαk−1+αkek+1 − q−1ek+1eαk−1+αk , fk
]
= eαk−1+αk [ek+1, fk] +
[
eαk−1+αk , fk
]
ek+1
−q−1ek+1
[
eαk−1+αk , fk
]− q−1 [ek+1, fk] eαk−1+αk
= Kkek−1ek+1 −Kkek+1ek−1 = 0.
Keeping k fixed, assume that
[
eαi+···+αk+1 , fk
]
= 0 for some i = 2, . . . , k − 1, then[
eαi−1+···+αk+1 , fk
]
=
[
ei−1eαi+···+αk+1 − q−1eαi+···+αk+1ei−1, fk
]
= ei−1
[
eαi+···+αk+1, fk
]
+ [ei−1, fk] eαi+···+αk+1
−q−1eαi+···+αk+1 [ei−1, fk]− q−1
[
eαi+···+αk+1, fk
]
ei−1 = 0,
as
[
eαi+···+αk+1 , fk
]
= [ei−1, fk] = 0. Now assume that
[
eαi+···+αj , fk
]
= 0 for some i =
1, . . . , k − 1, and some j = k + 1, . . . , n− 1, then[
eαi+···+αj+1 , fk
]
=
[
eαi+···+αjej+1 − q−1ej+1eαi+···+αj , fk
]
= 0,
as
[
eαi+···+αj , fk
]
= [ej+1, fk] = 0, which completes the proof of (iii).
We now prove (iv). For each j = i+ 1, . . . , n− 1,
[eαi+···+2αn , fj] = [eαi+···+αnen + eneαi+···+αn , fj] = 0,
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as [eαi+···+αn, fj ] = 0 from (iii) and [en, fj] = 0. Keeping j fixed, assume that [eαi+···+2αk+···+2αn , fj ] =
0 for some k = j + 2, . . . , n, then[
eαi+···+2αk−1+···+2αn , fj
]
=
[
eαi+···+2αk+···+2αnek−1 − q−1ek−1eαi+···+2αk+···+2αn , fj
]
= 0,
as [eαi+···+2αk+···+2αn , fj] = [ek−1, fj] = 0.
We prove (v) using (i):[
eαn−1+2αn , fn−1
]
=
[
eαn−1+αnen + eneαn−1+αn , fn−1
]
= eαn−1+αn [en, fn−1] +
[
eαn−1+αn , fn−1
]
en
+en
[
eαn−1+αn , fn−1
]
+ [en, fn−1] eαn−1+αn
= −q−1(1 + q−1)K−1n−1(en)2.
We prove (vi) using (ii):
[eαi+···+2αn , fn] = [eαi+···+αnen + eneαi+···+αn , fn]
= eαi+···+αn [en, fn]− [eαi+···+αn , fn] en
+en [eαi+···+αn , fn]− [en, fn] eαi+···+αn
= −Kneαi+···+αn−1en + q−1Kneneαi+···+αn−1 = −Kneαi+···+αn ,
as [en, fn] commutes with eαi+···+αn .
We prove (vii) using (iv). For each j = i+ 1, . . . , n− 1,[
eαi+···+2αj+···+2αn , fj
]
=
[
eαi+···+2αj+1+···+2αnej − q−1ejeαi+···+2αj+1+···+2αn , fj
]
= eαi+···+2αj+1+···+2αn [ej, fj ] +
[
eαi+···+2αj+1+···+2αn , fj
]
ej
−q−1ej
[
eαi+···+2αj+1+···+2αn , fj
]− q−1 [ej , fj] eαi+···+2αj+1+···+2αn
= Kjeαi+···+2αj+1+···+2αn .
We now prove (viii) using (vi). Firstly, for each i = 1, . . . , n− 2,[
eαi+···+2αn−1+2αn , fn
]
=
[
eαi+···+2αnen−1 − q−1en−1eαi+···+2αn , fn
]
= eαi+···+2αn [en−1, fn] + [eαi+···+2αn , fn] en−1
−q−1en−1 [eαi+···+2αn , fn]− q−1 [en−1, fn] eαi+···+2αn
= Kn(en−1eαi+···+αn − eαi+···+αnen−1) = 0,
as en−1 commutes with eαi+···+αn . Assume that
[
eαi+···+2αj+···+2αn , fn
]
= 0 for some j =
i+ 2, . . . , n− 1, then[
eαi+···+2αj−1+···+2αn , fn
]
=
[
eαi+···+2αj+···+2αnej−1 − q−1ej−1eαi+···+2αj+···+2αn , fn
]
= 0,
as
[
eαi+···+2αj+···+2αn , fn
]
= [ej−1, fn] = 0, which proves (viii).
We now prove (ix). Recall from (vii) that
[eαi+···+2αk+···+2αn , fk] = Kkeαi+···+2αk+1+···+2αn ,
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for each k = i+ 1, . . . , n− 1. Now for each k = i+ 2, . . . , n− 1,[
eαi+···+2αk−1+···+2αn , fk
]
=
[
eαi+···+2αk+···+2αnek−1 − q−1ek−1eαi+···+2αk+···+2αn , fk
]
= eαi+···+2αk+···+2αn [ek−1, fk] + [eαi+···+2αk+···+2αn , fk] ek−1
−q−1ek−1 [eαi+···+2αk+···+2αn , fk]− q−1 [ek−1, fk] eαi+···+2αk+···+2αn
= Kkeαi+···+2αk+1+···+2αnek−1 −Kkek−1eαi+···+2αk+1+···+2αn = 0,
as ek−1 commutes with eαi+···+2αk+1+···+2αn . We now do the inductive step: assume that[
eαi+···+2αj+···+2αn , fk
]
= 0,
for some j = i+ 2, . . . , k − 1, then[
eαi+···+2αj−1+···+2αn , fk
]
=
[
eαi+···+2αj+···+2αnej−1 − q−1ej−1eαi+···+2αj+···+2αn , fk
]
= 0,
as
[
eαi+···+2αj+···+2αn , fk
]
= [ej−1, fk] = 0, which proves (ix).
We now prove (x). Firstly, for each i = 1, . . . , n− 2 (the i = n− 1 case is dealt with in
(v)), we have
[eαi+···+2αn , fi] = [eαi+···+αnen + eneαi+···+αn , fi]
= eαi+···+αn [en, fi] + [eαi+···+αn , fi] en + en [eαi+···+αn , fi] + [en, fi] eαi+···+αn
= −q−1K−1i
(
eαi+1+···+αnen + eneαi+1+···+αn
)
= −q−1K−1i eαi+1+···+2αn .
If i < n− 2,[
eαi+···+2αn−1+2αn , fi
]
=
[
eαi+···+2αnen−1 − q−1en−1eαi+···+2αn , fi
]
= eαi+···+2αn [en−1, fi] + [eαi+···+2αn , fi] en−1 − q−1en−1 [eαi+···+2αn , fi]− q−1 [en−1, fi] eαi+···+2αn
= −q−1K−1i
(
eαi+1+···+2αnen−1 − q−1en−1eαi+1+···+2αn
)
= −q−1K−1i eαi+1+···+2αn−1+2αn .
Let us assume that
[
eαi+···+2αj+···+2αn , fi
]
= −q−1K−1i eαi+1+···+2αj+···+2αn for some j = i +
3, . . . , n− 1, then[
eαi+···+2αj−1+···+2αn , fi
]
=
[
eαi+···+2αj+···+2αnej−1 − q−1ej−1eαi+···+2αj+···+2αn , fi
]
= eαi+···+2αj+···+2αn [ej−1, fi] +
[
eαi+···+2αj+···+2αn , fi
]
ej−1
−q−1ej−1
[
eαi+···+2αj+···+2αn , fi
]− q−1 [ej−1, fi] eαi+···+2αj+···+2αn
= −q−1K−1i
(
eαi+1+···+2αj+···+2αnej−1 − q−1ej−1eαi+1+···+2αj+···+2αn
)
= −q−1K−1i eαi+1+···+2αj−1+···+2αn ,
which proves (x).
We now prove (xi). For each i = 1, . . . , n− 2,[
eαi+2αi+1+···+2αn , fi
]
=
[
eαi+αi+1+2αi+2+···+2αnei+1 − q−1ei+1eαi+αi+1+2αi+2+···+2αn , fi
]
= eαi+αi+1+2αi+2+···+2αn [ei+1, fi] +
[
eαi+αi+1+2αi+2+···+2αn , fi
]
ei+1
−q−1ei+1
[
eαi+αi+1+2αi+2+···+2αn , fi
]− q−1 [ei+1, fi] eαi+αi+1+2αi+2+···+2αn
= −q−1K−1i eαi+1+2αi+2+···+2αnei+1 + q−3K−1i ei+1eαi+1+2αi+2+···+2αn .
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The following proposition completes the proof that (eγ)
N ′ and (eβ)
N (anti)commute
with fi for all γ, β ∈ φ.
Proposition D.4.4. There are the identities:
(i)
[(
eαi+···+αj
)N ′
, fi
]
= 0, for all 1 ≤ i < j ≤ n− 1,
(ii)
[
(eαi+···+αn)
N , fi
]
= 0, for each i = 1, . . . , n− 1,
(iii)
[(
eαi+···+αj
)N ′
, fj
]
= 0, for all 1 ≤ i < j ≤ n− 1,
(iv)
[
(eαi+···+αn)
N , fn
]
= 0, for each i = 1, . . . , n− 1,
(v)
[(
eαn−1+2αn
)N ′
, fn−1
]
= 0,
(vi)
[
(eαi+···+2αn)
N ′ , fn
]
= 0, for each i = 1, . . . , n− 2,
(vii)
[(
eαi+···+2αj+···+2αn
)N ′
, fj
]
= 0, for each j = i+ 1, . . . , n− 1,
(viii)
[(
eαi+···+2αj+···+2αn
)N ′
, fi
]
= 0, for each j = i+ 2, . . . , n,
(ix)
[(
eαi+2αi+1+···+2αn
)N ′
, fi
]
= 0, for each i = 1, . . . , n− 2.
Proof. We prove (i): for all 1 ≤ i < j ≤ n− 1,
[(
eαi+···+αj
)N ′
, fi
]
= −q−1K−1i
N ′−1∑
t=0
q2N
′−2−2teαi+1+···+αj
(
eαi+···+αj
)N ′−1
= 0.
We prove (ii). For each i = 1, . . . , n− 1,[
(eαi+···+αn)
N , fi
]
= −qN−2K−1i (eαi+···+αn)N−1 eαi+1+···+αn
−qN−2K−1i
N−1∑
t=1
q−t (eαi+···+αn)
N−1−t eαi+1+···+αn (eαi+···+αn)
t
= −qN−2K−1i
N−1∑
t=0
(−q)−t (eαi+···+αn)N−1 eαi+1+···+αn
−qN−2K−1i
N−1∑
t=1
q1−2t(t)q (eαi+···+αn)
N−2 eαi+1+···+αn = 0,
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which vanishes for the same reasons that (D.15) vanishes. Here we used the following
result:
(eαi+···+αn)
t eαi+1+···+αn − (−1)teαi+1+···+αn (eαi+···+αn)t
=
[
(eαi+···+αn)
t , eαi+1+···+αn
]
q
=
t−1∑
s=0
(−1)sq−s (eαi+···+αn)t−1
[
eαi+···+αn, eαi+1+···+αn
]
q
= (−q)1−t(t)q (eαi+···+αn)t−1
[
eαi+···+αn , eαi+1+···+αn
]
q
,
in which we have used Eq. (D.13) and the following results:[
eαi+···+αn , eαi+2αi+1+···+2αn
]
q
= 0,[
eαi+···+αn , eαi+···+2αp+···+2αn
]
q
= 0, p = i+ 2, . . . , n,[
eαi+···+αn , eαi+1+···+αp−1
]
q
= 0, p = i+ 2, . . . , n.
We prove (iii). For all 1 ≤ i < j ≤ n− 1,
[(
eαi+···+αj
)N ′
, fj
]
= Kj
N ′−1∑
t=0
q−N
′+1+2t
(
eαi+···+αj
)N ′−1
eαi+···+αj−1 = 0.
We prove (iv): for each i = 1, . . . , n− 1,
[
(eαi+···+αn)
N , fn
]
= Kn
N−1∑
t=0
(−q)t (eαi+···+αn)N−1 eαi+···+αn−1 = 0.
We prove (v):
[(
eαn−1+2αn
)N ′
, fn−1
]
= −q−1(1 + q−1)K−1n−1
N ′−1∑
t=0
q−2t
(
eαn−1+2αn
)N ′−1
(en)
2 = 0.
We prove (vi): for each i = 1, . . . , n− 2,
[
(eαi+···+2αn)
N ′ , fn
]
= −Kn
N ′−1∑
t=0
q−N
′+1+2t (eαi+···+2αn)
N ′−1 eαi+···+αn = 0.
We prove (vii): for each j = i+ 1, . . . , n− 1,[(
eαi+···+2αj+···+2αn
)N ′
, fj
]
= Kj
N ′−1∑
t=0
q−N
′+1+2t
(
eαi+···+2αj+···+2αn
)N ′−1
eαi+···+2αj+1+···+2αn = 0.
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We prove (viii): for each j = i+ 2, . . . , n,[(
eαi+···+2αj+···+2αn
)N ′
, fi
]
= −q−1K−1i
N ′−1∑
t=0
qN
′−1−2t
(
eαi+···+2αj+···+2αn
)N ′−1
eαi+1+···+2αj+···+2αn = 0.
We prove (ix): for each i = 1, . . . , n− 2,[(
eαi+2αi+1+···+2αn
)N ′
, fi
]
= −q−1K−1i
N ′−1∑
t=0
q−2t
(
eαi+2αi+1+···+2αn
)N ′−1
eαi+1+2αi+2+···+2αnei+1
+q−3K−1i
N ′−1∑
t=0
q−2t
(
eαi+2αi+1+···+2αn
)N ′−1
ei+1eαi+1+2αi+2+···+2αn = 0,
where we have used
[
eαi+2αi+1+···+2αn , ei+1
]
q
=
[
eαi+2αi+1+···+2αn , eαi+1+2αi+2+···+2αn
]
q
= 0.
D.4.4 The remaining elements of I
We have proved that (eγ)
N ′ and (eβ)
N (anti)commute with each generator of Uq(g) for
each positive root γ, β ∈ φ. In this subsection we use the antipode S and the graded
antiautomorphism ω to prove that each of (fγ)
N ′ , (fβ)
N , (eγ)
N ′, (eβ)
N , (f γ)
N ′ and (fβ)
N
also (anti)commute with each generator of Uq(g) for each positive root γ, β ∈ φ.
As ω is a graded antiautomorphism, ω(xm) = (−1)m(m−1)[x]/2(ω(x))m for each m ∈ N.
Now for each generator x ∈ Uq(g), we have(
eαi+···+αj
)N ′
x = ±x (eαi+···+αj)N ′ ,
and applying ω to this equation shows that
(
fαi+···+αj
)N ′
also (anti)commutes with x. Using
almost identical arguments, we can show that each of (fαi+···+αn)
N and
(
fαi+···+2αj+···+2αn
)N ′
also (anti)commute with each generator of Uq(g) for each j = i+ 1, . . . , n.
Recall that S is a graded antiautomorphism, that S(eη) = cηeηK
−1
η where 0 6= cη ∈ C,
and that S(fη) = cηKηfη where 0 6= cη ∈ C, for each η ∈ φ. It is then almost trivial to
prove that the remaining elements of I (anti)commute with each generator of Uq(g). This
completes the proof that the left ideal I ⊂ Uq(g) is a two-sided ideal.
D.5 The co-multiplication of eµ, µ ∈ φ
We now prove that the two-sided ideal I is a two-sided co-ideal, that is, that
∆(x) ∈ I ⊗ Uq(g) + Uq(g)⊗ I, ∀x ∈ I.
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To prove that I is a two-sided co-ideal, it suffices to show that
∆(x) ∈ I ⊗ Uq(g) + Uq(g)⊗ I, ∀x ∈ I,
which we will show in a straightforward way. We will firstly prove that
∆(eγ)
N ′ ∈ I ⊗ Uq(g) + Uq(g)⊗ I, (D.16)
∆(eβ)
N ∈ I ⊗ Uq(g) + Uq(g)⊗ I, (D.17)
for each γ, β ∈ φ, and then by using the antipode S, the graded antiautomorphism ω, the
relations
∆ ◦ S = (S ⊗ S) ◦∆′, ∆ ◦ ω = (ω ⊗ ω) ◦∆′,
and Propositions D.3.4–D.3.8, we will prove the appropriate results for all other elements
of I except (J±Ni − 1): trivially, ∆(J±Ni − 1) ∈ I ⊗ Uq(g) + Uq(g)⊗ I.
We now explicitly determine the components of ∆(eµ) before calculating powers of
∆(eµ) for each µ ∈ φ. In succeeding sections, we will calculate the commutation relations
between the components of ∆(eµ), and then by using these commutation relations, the
q-binomial theorem and the two generalisations of the binomial theorem in Appendix B,
we will prove relations (D.16)–(D.17) for all γ and β in φ.
The co-multiplication of eαi for each simple root αi is given in the definition of Uq(g)
and will not be further considered.
It is not a trivial matter to calculate the co-multiplication of eµ for each non-simple root
µ ∈ φ, as the method for constructing eµ does not ‘commute’ with the co-multiplication. (A
similar situation occurs for quantum algebras [CP94].) We will directly calculate ∆(eµ): it
is not difficult to calculate ∆(eαi+···+αj ) for all 1 ≤ i < j ≤ n, nor is it difficult to calculate
∆(eαi+···+2αn). However, it is much more difficult to calculate ∆(eαi+···+2αj+···+2αn) for each
j = i+ 1, . . . , n− 1.
After calculating ∆(eµ), we can calculate ∆(eµ), ∆(fµ) and ∆(fµ) by applying the
antipode S and the graded antiautomorphism ω to ∆(eµ) as in the following equations. In
these equations the proportionality sign means that the left hand side is proportional to
the right hand side with a non-zero scalar constant of proportionality:
∆(fµ) ∝ ∆
(
ω(eµ)
) ∝ (ω ⊗ ω) ◦∆′(eµ),
∆(eµ) ∝ ∆
(
S(eµ)
)
∆(Kµ) ∝ [(S ⊗ S) ◦∆′(eµ)]∆(Kµ),
∆(fµ) ∝ ∆
(
ω(eµ)
) ∝ (ω ⊗ ω) ◦∆′(eµ).
D.5.1 ∆(eαi+···+αj), 1 ≤ i < j ≤ n
Lemma D.5.1. For each j = i+ 1, . . . , n, the co-multiplication of eαi+···+αj is
∆(eαi+···+αj) = eαi+···+αj ⊗Kαi+···+αj + 1⊗ eαi+···+αj
+(q − q−1)
j∑
k=i+1
eαk+···+αj ⊗Kαk+···+αjeαi+···+αk−1 . (D.18)
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Proof. Obviously, ∆(eαi+···+αj ) = ∆(eαi+···+αj−1)∆(ej) − q−1∆(ej)∆(eαi+···+αj−1). We will
prove the lemma inductively. Firstly, we calculate ∆(eαi+αi+1) for each i = 1, . . . , n− 1:
∆(eαi+αi+1) = (ei ⊗Ki + 1⊗ ei)(ei+1 ⊗Ki+1 + 1⊗ ei+1)
−q−1(ei+1 ⊗Ki+1 + 1⊗ ei+1)(ei ⊗Ki + 1⊗ ei)
= eiei+1 ⊗KiKi+1 − q−1ei+1ei ⊗Ki+1Ki + 1⊗ eiei+1 − q−1 (1⊗ ei+1ei)
+ei ⊗Kiei+1 − q−1 (ei+1 ⊗Ki+1ei) + ei+1 ⊗ eiKi+1 − q−1 (ei ⊗ ei+1Ki)
= eαi+αi+1 ⊗Kαi+αi+1 + 1⊗ eαi+αi+1 + (q − q−1) (ei+1 ⊗Ki+1ei) .
Now assume that (D.18) is true for some j ≥ i+ 1, then we need to calculate
∆(eαi+···+αj+1) = ∆(eαi+···+αj )∆(ej+1)− q−1∆(ej+1)∆(eαi+···+αj ).
Firstly,(
eαi+···+αj ⊗Kαi+···+αj + 1⊗ eαi+···+αj
)
(ej+1 ⊗Kj+1 + 1⊗ ej+1)
−q−1 (ej+1 ⊗Kj+1 + 1⊗ ej+1)
(
eαi+···+αj ⊗Kαi+···+αj + 1⊗ eαi+···+αj
)
= eαi+···+αj+1 ⊗Kαi+···+αj+1 + 1⊗ eαi+···+αj+1 + (q − q−1)ej+1 ⊗Kj+1eαi+···αj ,
and to determine the remaining components of ∆(eαi+···+αj+1) we calculate that(
eαk+···+αj ⊗Kαk+···+αjeαi+···+αk−1
)
(ej+1 ⊗Kj+1 + 1⊗ ej+1)
−q−1 (ej+1 ⊗Kj+1 + 1⊗ ej+1)
(
eαk+···+αj ⊗Kαk+···+αjeαi+···+αk−1
)
= eαk+···+αj+1 ⊗Kαk+···+αj+1eαi+···+αk−1.
D.5.2 ∆(eαi+···+2αn), i = 1, . . . , n− 1
Lemma D.5.2. For each i = 1, 2, . . . , n− 1, the co-multiplication of eαi+···+2αn is
∆(eαi+···+2αn) = eαi+···+2αn ⊗Kαi+···+2αn + 1⊗ eαi+···+2αn
+(q − q−1)
n−1∑
k=i+1
eαk+···+2αn ⊗Kαk+···+2αneαi+···+αk−1
+(q − q−1)
(
(1 + q)(en)
2 ⊗ (Kn)2eαi+···+αn−1 + en ⊗Kneαi+···+αn
)
.
Proof. Recall that eαi+···+2αn = eαi+···+αnen + eneαi+···+αn . Now from Lemma D.5.1,
∆(eαi+···+αn) = eαi+···+αn ⊗Kαi+···+αn + 1⊗ eαi+···+αn
+(q − q−1)
n∑
k=i+1
eαk+···+αn ⊗Kαk+···+αneαi+···+αk−1 , (D.19)
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and we determine ∆(eαi+···+2αn) from the following calculations. Firstly,(
eαi+···+αn ⊗Kαi+···+αn + 1⊗ eαi+···+αn
)
∆(en) + ∆(en)
(
eαi+···+αn ⊗Kαi+···+αn + 1⊗ eαi+···+αn
)
= eαi+···+αnen ⊗Kαi+···+2αn + eneαi+···+αn ⊗Kαi+···+2αn + 1⊗ eαi+···+αnen + 1⊗ eneαi+···+αn
= eαi+···+2αn ⊗Kαi+···+2αn + 1⊗ eαi+···+2αn ,
and furthermore,
n∑
k=i+1
[
eαk+···+αn ⊗Kαk+···+αneαi+···+αk−1∆(en) + ∆(en)eαk+···+αn ⊗Kαk+···+αneαi+···+αk−1
]
= q(en)
2 ⊗ (Kn)2eαi+···+αn−1 + (en)2 ⊗ (Kn)2eαi+···+αn−1
+en ⊗Kneαi+···+αn−1en − q−1en ⊗Kneneαi+···+αn−1
+
n−1∑
k=i+1
[
eαk+···+αnen ⊗Kαk+···+2αneαi+···+αk−1 + eneαk+···+αn ⊗Kαk+···+2αneαi+···+αk−1
+eαk+···+αn ⊗Kαk+···+αneαi+···+αk−1en − eαk+···+αn ⊗Kαk+···+αneαi+···+αk−1en
]
=
n−1∑
k=i+1
eαk+···+2αnen ⊗Kαk+···+2αneαi+···+αk−1
+(1 + q)(en)
2 ⊗ (Kn)2eαi+···+αn−1 + en ⊗Kneαi+···+αn .
D.5.3 ∆(eαi+···+2αj+···+2αn), 1 ≤ i < j < n
Lemma D.5.3. For all 1 ≤ i < j < n, the co-multiplication of eαi+···+2αj+···+2αn is
∆(eαi+···+2αj+···+2αn) = D0 + (q − q−1)
n∑
k=i+1
Dk + (q − q−1)D + (q − q−1)
n−1∑
l=j
Fl + Fj−1,
where
D0 = eαi+···+2αj+···+2αn ⊗Kαi+···+2αj+···+2αn ,
Dk = eαk+···+2αj+···+2αn ⊗Kαk+···+2αj+···+2αneαi+···+αk−1 , k = i+ 1, . . . , j − 1,
D =
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
⊗(Kj · · ·Kn)2eαi+···+αj−1 ,
Dk = eαj+···+2αk+1+···+2αn ⊗Kαj+···+2αk+1+···+2αneαi+···+αk , k = j, . . . , n− 1,
Dn = eαj+···+αn ⊗Kαj+···+αneαi+···+αn,
Fp = eαj+···+αp ⊗Kαj+···+αpeαi+···+2αp+1+···+2αn , p = j, . . . , n− 1,
Fj−1 = 1⊗ eαi+···+2αj+···+2αn .
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Proof. Firstly, recall that
eαi+···+2αj+···+2αn = eαi+···+2αj+1+···+2αnej − q−1ejeαi+···+2αj+1+···+2αn , j = i+1, . . . , n− 1.
In proving this lemma, we firstly determine ∆(eαi+···+2αn−1+2αn), and then prove the re-
maining cases by induction.
We now obtain two very useful results. Set k = i+ 1, . . . , n− 2 and k < j < n, and in
writing eαi+···+αk−1 in the calculations below we will always consider this to be identically
equal to 1 if k − 1 < i. Furthermore, if k − 1 = i, then in writing αi + · · ·+ αk−1 we will
always take this to mean αi. The first useful result is(
eαk+···+2αj+1+···+2αn ⊗Kαk+···+2αj+1+···+2αneαi+···+αk−1
)
∆(ej)
−q−1∆(ej)
(
eαk+···+2αj+1+···+2αn ⊗Kαk+···+2αj+1+···+2αneαi+···+αk−1
)
= eαk+···+2αj+1+···+2αnej ⊗Kαk+···+2αj+···+2αneαi+···+αk−1
−q−1ejeαk+···+2αj+1+···+2αn ⊗Kαk+···+2αj+···+2αneαi+···+αk−1
+eαk+···+2αj+1+···+2αn ⊗Kαk+···+2αj+1+···+2αneαi+···+αk−1ej
−eαk+···+2αj+1+···+2αn ⊗Kαk+···+2αj+1+···+2αnejeαi+···+αk−1
= eαk+···+2αj+···+2αn ⊗Kαk+···+2αj+···+2αneαi+···+αk−1 , (D.20)
as ej commutes with eαi+···+αk−1 . The second useful result is as follows: set i < j < n, then(
1⊗ eαi+···+2αj+1+···+2αn
)
∆(ej)− q−1∆(ej)
(
1⊗ eαi+···+2αj+1+···+2αn
)
= (q − q−1) (ej ⊗Kjeαi+···+2αj+1+···+2αn)+ 1⊗ eαi+···+2αj+···+2αn . (D.21)
These results imply that[
eαi+···+2αn ⊗Kαi+···+2αn + 1⊗ eαi+···+2αn
+(q − q−1)
n−2∑
k=i+1
eαk+···+2αn ⊗Kαk+···+2αneαi+···+αk−1
]
∆(en−1)
−q−1∆(en−1)
[
eαi+···+2αn ⊗Kαi+···+2αn + 1⊗ eαi+···+2αn
+(q − q−1)
n−2∑
k=i+1
eαk+···+2αn ⊗Kαk+···+2αneαi+···+αk−1
]
= eαi+···+2αn−2+2αn ⊗Kαi+···+2αn−2+2αn + 1⊗ eαi+···+2αn−2+2αn
+(q − q−1)
n−2∑
k=i+1
eαk+···+2αn−1+2αn ⊗Kαk+···+2αn−1+2αneαi+···+αk−1
+(q − q−1) (en−1 ⊗Kn−1eαi+···+2αn) .
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To complete the proof, we need only simplify[
eαn−1+2αn ⊗Kαn−1+2αneαi+···+αn−2
+(1 + q)(en)
2 ⊗ (Kn)2eαi+···+αn−1 + en ⊗Kneαi+···+αn
]
∆(en−1)
−q−1∆(en−1)
[
eαn−1+2αn ⊗Kαn−1+2αneαi+···+αn−2
+(1 + q)(en)
2 ⊗ (Kn)2eαi+···+αn−1 + en ⊗Kneαi+···+αn
]
. (D.22)
To simplify (D.22) we perform the following calculations:(
eαn−1+2αn ⊗Kαn−1+2αneαi+···+αn−2
)
∆(en−1)
−q−1∆(en−1)
(
eαn−1+2αn ⊗Kαn−1+2αneαi+···+αn−2
)
=
(
qeαn−1+2αnen−1 − q−1en−1eαn−1+2αn
)⊗ (Kαn−1+αn)2eαi+···+αn−2
+eαn−1+2αn ⊗Kαn−1+2αneαi+···+αn−1 ,
and(
(en)
2 ⊗ (Kn)2eαi+···+αn−1
)
∆(en−1)− q−1∆(en−1)
(
(en)
2 ⊗ (Kn)2eαi+···+αn−1
)
= q−1(en)
2en−1 ⊗Kn−1(Kn)2eαi+···+αn−1 − q−1en−1(en)2 ⊗Kn−1(Kn)2eαi+···+αn−1
+(en)
2 ⊗ (Kn)2eαi+···+αn−1en−1 − q(en)2 ⊗ (Kn)2en−1eαi+···+αn−1
= q−1
(
(en)
2en−1 − en−1(en)2
)
⊗Kn−1(Kn)2eαi+···+αn−1 ,
where we have used the fact that [eαi+···+αn−1 , en−1]q = 0. Furthermore,
(en ⊗Kneαi+···+αn)∆(en−1)− q−1∆(en−1) (en ⊗Kneαi+···+αn)
= enen−1 ⊗Kn−1Kneαi+···+αn − q−1en−1en ⊗Kn−1Kneαi+···+αn
+en ⊗Kneαi+···+αnen−1 − q−1en ⊗ en−1Kneαi+···+αn
= eαn−1+αn ⊗Kn−1Kneαi+···+αn ,
where we have used the fact that [eαi+···+αn , en−1]q = 0.
Combining these results, we can rewrite (D.22) as(
qeαn−1+2αnen−1 − q−1en−1eαn−1+2αn
)⊗ (Kn−1)2(Kn)2eαi+···+αn−2
+
[
eαn−1+2αn + (1 + q
−1)
(
(en)
2en−1 − en−1(en)2
) ]⊗Kαn−1+2αneαi+···+αn−1
+eαn−1+αn ⊗Kn−1Kneαi+···+αn
=
(
qeαn−1+2αnen−1 − q−1en−1eαn−1+2αn
)⊗ (Kn−1)2(Kn)2eαi+···+αn−2
+eαn−1+2αn ⊗Kαn−1+2αneαi+···+αn−1 + eαn−1+αn ⊗Kn−1Kneαi+···+αn ,
where we have used the elementary result that
eαn−1+2αn = eαn−1+2αn + (1 + q
−1)
[
(en)
2en−1 − en−1(en)2
]
.
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Combining these calculations gives us
∆(eαi+···+2αn−1+2αn)
= eαi+···+2αn−1+2αn ⊗Kαi+···+2αn−1+2αn
+(q − q−1)
[
n−2∑
k=i+1
eαk+···+2αn−1+2αn ⊗Kαk+···+2αn−1+2αneαi+···+αk−1
]
+(q − q−1)
[ (
qeαn−1+2αnen−1 − q−1en−1eαn−1+2αn
)⊗ (Kn−1Kn)2eαi+···+αn−2]
+(q − q−1)
[
eαn−1+2αn ⊗Kαn−1+2αneαi+···+αn−1
]
+(q − q−1)
[
eαn−1+αn ⊗Kαn−1+αneαi+···+αn
]
+(q − q−1)
[
en−1 ⊗Kn−1eαi+···+2αn
]
+1⊗ eαi+···+2αn−1+2αn ,
which proves the lemma for ∆(eαi+···+2αn−1+2αn).
Now assume that the lemma is true for ∆(eαi+···+2αj+···+2αn) for some j = i+2, . . . , n−1,
then Eqs. (D.20)–(D.21) allow us to write[
D0 + (q − q−1)
j−2∑
k=i+1
Dk + Fj−1
]
∆(ej−1)− q−1∆(ej−1)
[
D0 + (q − q−1)
j−2∑
k=i+1
Dk + Fj−1
]
= eαi+···+2αj−1+···+2αn ⊗Kαi+···+2αj−1+···+2αn
+(q − q−1)
(
j−2∑
k=i+1
eαk+···+2αj−1+···+2αn ⊗Kαk+···+2αj−1+···+2αneαi+···+αk−1
)
+(q − q−1) (ej−1 ⊗Kj−1eαi+···+2αj+···+2αn)
+1⊗ eαi+···+2αj−1+···+2αn .
We now perform another calculation that will greatly assist the proof of this lemma.
Let ϕ be any element of φ satisfying αj  ϕ ≺ αj+1 with respect to N (φ), then(
eϕ ⊗Kϕe(αi+···+2αj+···+2αn−ϕ)
)
∆(ej−1)− q−1∆(ej−1)
(
eϕ ⊗Kϕe(αi+···+2αj+···+2αn−ϕ)
)
= eϕej−1 ⊗Kϕe(αi+···+2αj+···+2αn−ϕ)Kj−1 + eϕ ⊗Kϕe(αi+···+2αj+···+2αn−ϕ)ej−1
−q−1ej−1eϕ ⊗Kj−1Kϕe(αi+···+2αj+···+2αn−ϕ)ej−1 − q−1eϕ ⊗ ej−1Kϕe(αi+···+2αj+···+2αn−ϕ)
= [eϕ, ej−1]q ⊗Kj−1Kϕe(αi+···+2αj+···+2αn−ϕ)
+eϕ ⊗Kϕe(αi+···+2αj+···+2αn−ϕ)ej−1 − eϕ ⊗Kϕej−1e(αi+···+2αj+···+2αn−ϕ)
= eαj−1+ϕ ⊗Kj−1Kϕe(αi+···+2αj+···+2αn−ϕ),
where we have used the fact that
[
e(αi+···+2αj+···+2αn−ϕ), ej−1
]
q
= 0 (note that this can be
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rewritten as e(αi+···+2αj+···+2αn−ϕ)ej−1 = ej−1e(αi+···+2αj+···+2αn−ϕ)). This allows us to write[
(q − q−1)
n∑
k=j
Dk + (q − q−1)
n−1∑
l=j
Fl
]
∆(ej−1)
−q−1∆(ej−1)
[
(q − q−1)
n∑
k=j
Dk + (q − q−1)
n−1∑
l=j
Fl
]
= (q − q−1)
(
n−1∑
k=j
eαj−1+···+2αk+1+···+2αn ⊗Kαj−1+···+2αk+1+···+2αneαi+···+αk
)
+(q − q−1) (eαj−1+···+2αn ⊗Kαj−1+···+αneαi+···+2αn)
+(q − q−1)
n−1∑
l=j
(
eαj−1+···+αl ⊗Kαj−1+···+αleαi+···+2αl+1+···+2αn
)
,
and to complete the proof of the lemma we need only calculate(
D +Dj−1
)
∆(ej−1)− q−1∆(ej−1)
(
D +Dj−1
)
.
Now
Dj−1∆(ej−1)− q−1∆(ej−1)Dj−1
=
(
eαj−1+2αj+···+2αn ⊗Kαj−1+2αj+···+2αneαi+···+αj−2
)
∆(ej−1)
−q−1∆(ej−1)
(
eαj−1+2αj+···+2αn ⊗Kαj−1+2αj+···+2αneαi+···+αj−2
)
(D.23)
= qeαj−1+2αj+···+2αnej−1 ⊗ (Kαj−1+···+αn)2eαi+···+αj−2
−q−1ej−1eαj−1+2αj+···+2αnej−1 ⊗ (Kαj−1+···+αn)2eαi+···+αj−2
+eαj−1+2αj+···+2αn ⊗Kαj−1+2αj+···+2αneαi+···+αj−2ej−1
−q−1eαj−1+2αj+···+2αn ⊗Kαj−1+2αj+···+2αnej−1eαi+···+αj−2
=
(
qeαj−1+2αj+···+2αnej−1 − q−1ej−1eαj−1+2αj+···+2αn
)⊗ (Kαj−1+···+αn)2eαi+···+αj−2
+eαj−1+2αj+···+2αn ⊗Kαj−1+2αj+···+2αneαi+···+αj−1 , (D.24)
and
D∆(ej−1)− q−1∆(ej−1)D
=
[
eαj+2αj+1+···+2αnejej−1 − q−2ejeαj+2αj+1+···+2αnej−1
−ej−1eαj+2αj+1+···+2αnej + q−2ej−1ejeαj+2αj+1+···+2αn
]
⊗Kαj−1+2αj+···+2αneαi+···+αj−1 . (D.25)
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We combine (D.25) and the second line of (D.24) using the following calculation:
eαj−1+2αj+···+2αn + eαj+2αj+1+···+2αnejej−1 − ej−1eαj+2αj+1+···+2αnej
−q−2ejeαj+2αj+1+···+2αnej−1 + q−2ej−1ejeαj+2αj+1+···+2αn
= −q−1eαj+2αj+1+···+2αnej−1ej − q−1ejej−1eαj+2αj+1+···+2αn
+eαj+2αj+1+···+2αnejej−1 + q
−2ej−1ejeαj+2αj+1+···+2αn
= eαj+2αj+1+···+2αneαj−1+αj − q−1eαj−1+αjeαj+2αj+1+···+2αn
= [eαj+2αj+1+···+2αn , eαj−1+αj ]q
= eαj−1+2αj+···+2αn ,
where the last equality arises from Proposition D.9.8. It follows that(
D +Dj−1
)
∆(ej−1)− q−1∆(ej−1)
(
D +Dj−1
)
=
(
qeαj−1+2αj+···+2αnej−1 − q−1ej−1eαj−1+2αj+···+2αn
)⊗ (Kαj−1+···+αn)2eαi+···+αj−2
+eαj−1+2αj+···+2αn ⊗Kαj−1+2αj+···+2αneαi+···+αj−1 .
D.6 The commutation relations between the compo-
nents of ∆(eµ)
The commutation relations between the components of ∆(eµ) are, in general, quite com-
plicated, and the algebraic structures they give rise to come in three families depending on
the nature of µ.
In this section we prove the following results. The algebra underlying the components
of ∆(ei), where i = 1, . . . , n, is the q-binomial theorem. The algebra underlying the com-
ponents of ∆(eαi+···+αj ), where i < j < n, is the q-multinomial theorem. The algebra
underlying the components of ∆(eαi+···+αn) is more complicated: it is a combination of the
q-binomial theorem and the associative algebra given in Lemma B.0.8. The algebra under-
lying the components of ∆(eαi+···+2αj+···+αn) is a combination of the q-binomial theorem
and the associative algebra given in Lemma B.0.9.
The q-binomial theorem and the two generalisations of the binomial theorem given in
Appendix B allow us to compute any desired power of ∆(eµ).
D.6.1 ∆(ei), i = 1, . . . , n
Here ∆(ei) = ei ⊗Ki + 1⊗ ei, and elementary calculations show that
(ei ⊗Ki)(1⊗ ei) = q2(1⊗ ei)(ei ⊗Ki), i < n,
(en ⊗Kn)(1⊗ en) = −q(1 ⊗ en)(en ⊗Kn).
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D.6.2 ∆(eαi+···+αj), 1 ≤ i < j < n
For each j = i+ 1, . . . , n− 1, we write
∆(eαi+···+αj ) = Di + (q − q−1)
j∑
k=i+1
Dk +D∞, where
Di = eαi+···+αj ⊗Kαi+···+αj ,
Dk = eαk+···+αj ⊗Kαk+···+αjeαi+···+αk−1 ,
D∞ = 1⊗ eαi+···+αj .
We will show that the commutation relations between the components of ∆(eαi+···+αj ) are
DrDs = q
2DsDr, ∀r < s.
For each k = i+ 1, . . . , j, the relations between Di and Dk are
DiDk = qeαk+···+αjeαi+···+αj ⊗Kαi+···+αjKαk+···+αjeαi+···+αk−1
= q2eαk+···+αjeαi+···+αj ⊗Kαk+···+αjeαi+···+αk−1Kαi+···+αj = q2DkDi,
where we have used
[
eαi+···+αj , eαk+···+αj
]
q
= 0. The relation between Di and D∞ is
DiD∞ = q
2eαi+···+αj ⊗ eαi+···+αjKαi+···+αj = q2D∞Di.
Now for each k = i+1, . . . , j − 1, and each l satisfying k < l ≤ j, the relation between Dk
and Dl is
DkDl = qeαl+···+αjeαk+···+αj ⊗Kαk+···+αjeαi+···+αk−1Kαl+···+αjeαi+···+αl−1
= q2eαl+···+αjeαk+···+αj ⊗Kαl+···+αjKαk+···+αjeαi+···+αl−1eαi+···+αk−1
= q2DlDk.
Finally, the relation between Dk and D∞, for each k = i+ 1, . . . , j, is
DkD∞ = eαk+···+αj ⊗Kαk+···+αjeαi+···+αk−1eαi+···+αj
= q2eαk+···+αj ⊗ eαi+···+αjKαk+···+αjeαi+···+αk−1 = q2D∞Dk.
These calculations give the flavour of many of the calculations in this section.
D.6.3 ∆(eαi+···+αn), i = 1, . . . , n− 1
This case is more difficult than the previous one. We write
∆(eαi+···+αn) = Di +
n∑
k=i+1
Dk +D∞, where
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Di = eαi+···+αn ⊗Kαi+···+αn ,
Dk = (q − q−1)
(
eαk+···+αn ⊗Kαk+···+αneαi+···+αk−1
)
, k = i+ 1, . . . , n,
D∞ = 1⊗ eαi+···+αn .
We will show that the commutation relations between the components of ∆(eαi+···+αn)
are (D.26)–(D.32) below, where we fix i ≤ p, r, s, t ≤ n throughout these equations, r < t
in (D.26)–(D.31), r < s < t in (D.29), and p < r < t in (D.30)–(D.31):
DrDt = −qDtDr + Er,t, (D.26)
DrEr,t = q
2Er,tDr, (D.27)
Er,tDt = q
2DtEr,t, (D.28)
DsEr,t = Er,tDs, (D.29)
DpEr,t = q
2Er,tDp + Fp,r,t, (D.30)
0 = Fp,r,t + (1− q2)Ep,tDr, (D.31)
DrD∞ = −qD∞Dr. (D.32)
Note that relations (D.26)–(D.28) imply the following relations
DpEr,t − q2Er,tDp = Ep,rDt − q2DtEp,r, p < r < t, (D.33)
Ep,rEp,t = q
2Ep,tEp,r, Ep,tEr,t = q
2Er,tEp,t, p < r < t. (D.34)
The following proposition shows that if the components of ∆(eαi+···+αn) satisfy (D.26)–
(D.32), then we can use Lemma B.0.8 to give an expansion of (Di +Di+1 + · · ·+Dn)m
for each m ∈ N. Note that relations (D.35)–(D.37) in Proposition D.6.1 are precisely
the relations between the elements a, b, c, respectively, in the associative algebra given in
Lemma B.0.8.
Proposition D.6.1. For each k = i+ 1, . . . , n, and each j satisfying i ≤ j < k, we have
(Dj +Dj+1 + · · ·+Dk−1)Dk
= −qDk(Dj +Dj+1 + · · ·+Dk−1) + (Ej,k + Ej+1,k + · · ·+ Ek−1,k), (D.35)
where (
k−1∑
b=j
Eb,k
)
Dk = q
2Dk
(
k−1∑
b=j
Eb,k
)
, (D.36)
and (
k−1∑
a=j
Da
)(
k−1∑
b=j
Eb,k
)
= q2
(
k−1∑
b=j
Eb,k
)(
k−1∑
a=j
Da
)
. (D.37)
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Proof. Relation (D.35) follows from (D.26) and (D.36) follows from (D.28). The proof of
(D.37) is only slightly more difficult: firstly, the elements Dk−1 and Dk satisfy the relations
Dk−1Dk = −qDkDk−1 +Ek−1,k, Dk−1Ek−1,k = q2Ek−1,kDk−1, Ek−1,kDk = q2DkEk−1,k,
which proves (D.37) for j = k− 1. Now assume that (D.37) is true for some j ≤ k− 1, we
will prove that (D.37) is true for j − 1 if j − 1 ≥ i:(
k−1∑
a=j−1
Da
)(
k−1∑
b=j−1
Eb,k
)
=
[
Dj−1 +
(
k−1∑
a=j
Da
)][
Ej−1,k +
(
k−1∑
b=j
Eb,k
)]
= Dj−1Ej−1,k +
(
k−1∑
a=j
Da
)(
k−1∑
b=j
Eb,k
)
+Dj−1
(
k−1∑
c=j
Ec,k
)
+
(
k−1∑
d=j
Dd
)
Ej−1,k
= q2Ej−1,kDj−1 + q
2
(
k−1∑
b=j
Eb,k
)(
k−1∑
a=j
Da
)
+
k−1∑
c=j
(
q2Ec,kDj−1 + Fj−1,c,k
)
+q2Ej−1,k
(
k−1∑
d=j
Dd
)
+ (1− q2)Ej−1,k
(
k−1∑
e=j
De
)
= q2
(
k−1∑
c=j−1
Ec,k
)
Dj−1 + q
2Ej−1,k
(
k−1∑
a=j
Da
)
+ q2
(
k−1∑
b=j
Eb,k
)(
k−1∑
a=j
Da
)
(D.38)
= q2
(
k−1∑
b=j−1
Eb,k
)(
k−1∑
a=j−1
Da
)
,
where (D.38) follows from (D.31), completing the induction.
We now show that the components of ∆(eαi+···+αn) satisfy the claimed commutation
relations. We firstly prove relation (D.32):
DiD∞ = eαi+···+αn ⊗Kαi+···+αneαi+···+αn
= qeαi+···+αn ⊗ eαi+···+αnKαi+···+αn = −qD∞Di,
and for each k = i+ 1, . . . , n, the relation between Dk and D∞ is
DkD∞ = (q − q−1)
(
eαk+···+αn ⊗Kαk+···+αneαi+···+αk−1eαi+···+αn
)
= q(q − q−1) (eαk+···+αn ⊗ eαi+···+αnKαk+···+αneαi+···+αk−1) = −qD∞Dk,
proving relation (D.32).
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We now prove relation (D.26). For each k = i+ 1, . . . , n, the relation between Di and
Dk is
DiDk = (q − q−1)
(
eαi+···+αneαk+···+αn ⊗Kαi+···+αnKαk+···+αneαi+···+αk−1
)
= (q − q−1)
(
−eαk+···+αneαi+···+αn + [eαi+···+αn , eαk+···+αn ]q
)
⊗Kαi+···+αnKαk+···+αneαi+···+αk−1
= (q − q−1)
(
− qeαk+···+αneαi+···+αn ⊗Kαk+···+αneαi+···+αk−1Kαi+···+αn (D.39)
+ [eαi+···+αn , eαk+···+αn ]q ⊗Kαi+···+αnKαk+···+αneαi+···+αk−1
)
= −qDkDi + Ei,k,
where we have used the relation [eαi+···+αn , eαk+···+αn ]q = 0 to obtain (D.39), and where we
set
Ei,k = (q − q−1)
(
[eαi+···+αn , eαk+···+αn ]q ⊗Kαi+···+αnKαk+···+αneαi+···+αk−1
)
.
For all k, p satisfying i+ 1 ≤ k < p ≤ n, the relation between Dk and Dp is
DkDp = (q − q−1)2
(
eαk+···+αneαp+···+αn ⊗Kαk+···+αneαi+···+αk−1Kαp+···+αneαi+···+αp−1
)
= (q − q−1)2
(
−eαp+···+αneαk+···+αn +
[
eαk+···+αn , eαp+···+αn
]
q
)
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
= −q(q − q−1)2 (eαp+···+αneαk+···+αn ⊗Kαk+···+αnKαp+···+αneαi+···+αp−1eαi+···+αk−1)
+(q − q−1)2
([
eαk+···+αn , eαp+···+αn
]
q
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
)
(D.40)
= −qDpDk + Ek,p,
where we have used the relation
[
eαi+···+αk−1 , eαi+···+αp−1
]
q
= 0 to obtain (D.40), and we
set
Ek,p = (q − q−1)2
([
eαk+···+αn , eαp+···+αn
]
q
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
)
.
It follows that the components of ∆(eαi+···+αn) satisfy relation (D.26).
We now consider the relations between the Dk and Ek,p: we will show that Dk and Ek,p
satisfy relation (D.27) for all k < p. For calculational ease we will write Ei,p and Ek,p as
the following sums:
Ei,p =
n∑
j=p
Eji,p, Ek,p =
n∑
j=p
Ejk,p, k > i,
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where the components of these sums are given in Proposition D.9.2:
Epi,p = (q − q−1)(−q)n−p
(
eαi+···+2αp+···+2αn ⊗Kαi+···+αnKαp+···+αneαi+···+αp−1
)
,
Eji,p = (q − q−1)2(−q)n−j
(
eαi+···+2αj+···+2αneαp+···+αj−1
⊗Kαi+···+αnKαp+···+αneαi+···+αp−1
)
, j > p,
Epk,p = (q − q−1)2(−q)n−p
(
eαk+···+2αp+···+2αn ⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
)
,
Ejk,p = (q − q−1)3(−q)n−j
(
eαk+···+2αj+···+2αneαp+···+αj−1
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
)
. j > p.
The following identities allow us to determine the relations between Di and Ei,p, and
between Dk and Ek,p, quite easily:[
eαi+···+αn , eαi+···+2αj+···+2αn
]
q
= 0, 1 ≤ i ≤ n− 1, i+ 1 ≤ j ≤ n, (D.41)[
eαi+···+αn, eαp+···+αj−1
]
q
= 0, 1 ≤ i ≤ n− 2, i < p < j − 1 < n.(D.42)
We can rewrite (D.41) and (D.42), respectively, as
eαi+···+αneαi+···+2αj+···+2αn = qeαi+···+2αj+···+2αneαi+···+αn ,
eαi+···+αneαp+···+αj−1 = eαp+···+αj−1eαi+···+αn .
Using these identities we compute the relations between Di and Ei,p where i = 1, . . . , n−1
and p > i:
DiE
p
i,p
= (q − q−1)(−q)n−p
× (eαi+···+αneαi+···+2αp+···+2αn ⊗Kαi+···+αnKαi+···+αnKαp+···+αneαi+···+αp−1)
= q2(q − q−1)(−q)n−p
× (eαi+···+2αp+···+2αneαi+···+αn ⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαi+···+αn)
= q2Epi,pDi,
and for p > i and j > p we have
DiE
j
i,p
= (q − q−1)2(−q)n−j
× (eαi+···+αneαi+···+2αj+···+2αneαp+···+αj−1 ⊗Kαi+···+αnKαi+···+αnKαp+···+αneαi+···+αp−1)
= q2(q − q−1)2(−q)n−j
× (eαi+···+2αj+···+2αneαp+···+αj−1eαi+···+αn ⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαi+···+αn)
= q2Eji,pDi.
These calculations show that DiEi,p = q
2Ei,pDi for p = i + 1, . . . , n. Now we determine
the relations between Dk and the components of Ek,p. For k = i+ 1, . . . , n− 1 and p > k
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we have
DkE
p
k,p
= (q − q−1)3(−q)n−p
×(eαk+···+αneαk+···+2αp+···+2αn
⊗Kαk+···+αneαi+···+αk−1Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
)
= q2(q − q−1)3(−q)n−p
×(eαk+···+2αp+···+2αneαk+···+αn
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαk+···+αneαi+···+αk−1
)
= q2Epk,pDk,
and for j > p,
DkE
j
k,p
= (q − q−1)4(−q)n−j
×(eαk+···+αneαk+···+2αj+···+2αneαp+···+αj−1
⊗Kαk+···+αneαi+···+αk−1Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
)
= q2(q − q−1)4(−q)n−j
×(eαk+···+2αj+···+2αneαp+···+αj−1eαk+···+αn
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαk+···+αneαi+···+αk−1
)
= q2Ejk,pDk.
This shows that DkEk,p = q
2Ek,pDk for p = k+1, . . . , n. Together with DiEi,p = q
2Ei,pDi,
this proves that Dk and Ek,p satisfy relation (D.27).
We now show that Dk and Ek,p satisfy relation (D.28). The identity[
eαi+···+2αp+···+2αn , eαp+···+αn
]
q
= 0, i+ 1 ≤ p ≤ n,
which we can rewrite as eαi+···+2αp+···+2αneαp+···+αn = qeαp+···+αneαi+···+2αp+···+2αn , will be
useful. The following calculations are similar to those immediately above. For each k =
i+ 1, . . . , n− 1 and p > k,
Epi,pDp = (q − q−1)2(−q)n−p
×(eαi+···+2αp+···+2αneαp+···+αn
⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαp+···+αneαi+···+αp−1
)
= q(q − q−1)2(−q)n−p
×(eαp+···+αneαi+···+2αp+···+2αn
⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαp+···+αneαi+···+αp−1
)
= q2(q − q−1)2(−q)n−p
×(eαp+···+αneαi+···+2αp+···+2αn
⊗Kαp+···+αneαi+···+αp−1Kαi+···+αnKαp+···+αneαi+···+αp−1
)
= q2DpE
p
i,p.
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For each j = p + 1, . . . , n, we have
[
eαi+···+2αj+···+2αn , eαp+···+αn
]
q
= 0, and
Eji,pDp = (q − q−1)3(−q)n−j
×eαi+···+2αj+···+2αneαp+···+αj−1eαp+···+αn
⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαp+···+αneαi+···+αp−1
= q(q − q−1)3(−q)n−j
×eαp+···+αneαi+···+2αj+···+2αneαp+···+αj−1
⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαp+···+αneαi+···+αp−1
= q2(q − q−1)3(−q)n−j
×eαp+···+αneαi+···+2αj+···+2αneαp+···+αj−1
⊗Kαp+···+αneαi+···+αp−1Kαi+···+αnKαp+···+αneαi+···+αp−1
= q2DpE
j
i,p.
For each k = i+ 1, . . . , n− 1 and p > k,
Epk,pDp = (q − q−1)3(−q)n−p
×eαk+···+2αp+···+2αneαp+···+αn
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαp+···+αneαi+···+αp−1
= q(q − q−1)3(−q)n−p
×eαp+···+αneαk+···+2αp+···+2αn
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαp+···+αneαi+···+αp−1
= q2(q − q−1)3(−q)n−p
×eαp+···+αneαk+···+2αp+···+2αn
⊗Kαp+···+αneαi+···+αp−1Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
= q2DpE
p
k,p,
and for j = p+ 1, . . . , n,
Ejk,pDp = (q − q−1)4(−q)n−j
×eαk+···+2αj+···+2αneαp+···+αj−1eαp+···+αn
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαp+···+αneαi+···+αp−1
= q(q − q−1)4(−q)n−j
×eαp+···+αneαk+···+2αj+···+2αneαp+···+αj−1
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαp+···+αneαi+···+αp−1
= q2(q − q−1)4(−q)n−j
×eαp+···+αneαk+···+2αj+···+2αneαp+···+αj−1
⊗Kαp+···+αneαi+···+αp−1Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
= q2DpE
j
k,p.
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These calculations show that Ek,pDp = q
2DpEk,p for each k = i, . . . , n − 1, and p > k,
proving (D.28).
We now show that DsEk,p = Ek,pDs for all i ≤ k < s < p ≤ n; and in doing so we will
use the following identity: for all i ≤ k < s < p ≤ n we have
[
eαk+···+2αp+···+2αn , eαs+···+αn
]
q
= 0,
which we can rewrite as eαk+···+2αp+···+2αneαs+···+αn = eαs+···+αneαk+···+2αp+···+2αn . The rela-
tion between Ds and E
p
i,p is
DsE
p
i,p = (q − q−1)2(−q)n−peαs+···+αneαi+···+2αp+···+2αn
⊗Kαs+···+αneαi+···+αs−1Kαi+···+αnKαp+···+αneαi+···+αp−1
= (q − q−1)2(−q)n−peαi+···+2αp+···+2αneαs+···+αn
⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαs+···+αneαi+···+αs−1
= Epi,pDs.
For each j = p + 1, . . . , n,
DsE
j
i,p = (q − q−1)3(−q)n−j
×eαs+···+αneαi+···+2αj+···+2αneαp+···+αj−1
⊗Kαs+···+αneαi+···+αs−1Kαi+···+αnKαp+···+αneαi+···+αp−1
= (q − q−1)3(−q)n−j
×eαi+···+2αj+···+2αneαp+···+αj−1eαs+···+αn
⊗Kαi+···+αnKαp+···+αneαi+···+αp−1Kαs+···+αneαi+···+αs−1
× (eαs+···+αn ⊗Kαs+···+αneαi+···+αs−1)
= Eji,pDs.
For k = i+ 1, . . . , n− 1 and k < s < p,
DsE
p
k,p = (q − q−1)3(−q)n−p
×eαs+···+αneαk+···+2αp+···+2αn
⊗Kαs+···+αneαi+···+αs−1Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
= (q − q−1)3(−q)n−p
×eαk+···+2αp+···+2αneαs+···+αn
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαs+···+αneαi+···+αs−1
= Epk,pDs,
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and for j > p,
DsE
j
k,p = (q − q−1)4(−q)n−j
×eαs+···+αneαk+···+2αj+···+2αneαp+···+αj−1
⊗Kαs+···+αneαi+···+αs−1Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1
= (q − q−1)4(−q)n−j
×eαk+···+2αj+···+2αneαp+···+αj−1eαs+···+αn
⊗Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1Kαs+···+αneαi+···+αs−1
= Ejk,pDs.
These calculations show that DsEk,p = Ek,pDs for all i ≤ k < s < p ≤ n, proving relation
(D.29).
For all i ≤ p < r < t ≤ n, Fp,r,t is defined by Fp,r,t = DpEr,t−q2Er,tDp, and we calculate
it from its alternative definition in relation (D.33): Fp,r,t = Ep,rDt − q2DtEp,r. We firstly
calculate Fi,r,t:
Fi,r,t = Ei,rDt − q2DtEi,r
= (q − q−1)3
[
n∑
j=r+1
(−q)n−jeαi+···+2αj+···+2αneαr+···+αj−1eαt+···+αn
−
t−1∑
j=r+1
(−q)n−jeαt+···+αneαi+···+2αj+···+2αneαr+···+αj−1
−(−q)n−teαt+···+αneαi+···+2αt+···+2αneαr+···+αt−1
−
n∑
j=t+1
(−q)n−jeαt+···+αneαi+···+2αj+···+2αneαr+···+αj−1
]
⊗Kαi+···+αnKαr+···+αnKαt+···+αneαi+···+αr−1eαi+···+αt−1
= (q − q−1)3
[
n∑
j=t
(−q)n−jeαi+···+2αj+···+2αneαr+···+αj−1eαt+···+αn
−(−q)n−tq−1eαi+···+2αt+···+2αneαt+···+αneαr+···+αt−1
−
n∑
j=t+1
(−q)n−jeαi+···+2αj+···+2αneαt+···+αneαr+···+αj−1
]
⊗Kαi+···+αnKαr+···+αnKαt+···+αneαi+···+αr−1eαi+···+αt−1
= (q − q−1)3
[
(−q)n−teαi+···+2αt+···+2αneαr+···+αn
+
n∑
j=t+1
(q − q−1)(−q)n−jeαi+···+2αj+···+2αneαr+···+αneαt+···+αj−1
]
⊗Kαi+···+αnKαr+···+αnKαt+···+αneαi+···+αr−1eαi+···+αt−1.
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In obtaining the last equality we used the two identities
q−1eαt+···+αneαr+···+αt−1 = −eαr+···+αn + eαr+···+αt−1eαt+···+αn,
eαr+···+αj−1eαt+···+αn − eαt+···+αneαr+···+αj−1 = (q − q−1)eαr+···+αneαt+···+αj−1 , t ≤ j − 1,
which arise from Propositions D.9.3 and D.9.4 respectively.
Now we will show that Fi,r,t + (1− q2)Ei,tDr = 0. Note that
(1− q2)Ei,tDr = (1− q2)(q − q−1)2
×
[
(−q)n−teαi+···+2αt+···+2αneαr+···+αn
+(q − q−1)
n∑
j=t+1
(−q)n−jeαi+···+2αj+···+2αneαt+···+αj−1eαr+···+αn
]
⊗Kαi+···+αnKαt+···+αneαi+···+αt−1Kαr+···+αneαi+···+αr−1 .
An elementary calculation shows that Fi,r,t + (1 − q2)Ei,tDr = 0 after manipulating the
expansion of Ei,tDr using the following identities:
eαt+···+αj−1eαr+···+αn = eαr+···+αneαt+···+αj−1 ,
eαi+···+αt−1Kαr+···+αn = Kαr+···+αneαi+···+αt−1 ,
eαi+···+αt−1eαi+···+αr−1 = q
−1eαi+···+αr−1eαi+···+αt−1 .
Set i < p < r < t ≤ n. Using similar calculations as those above gives
Fp,r,t = Ep,rDt − q2DtEp,r
= (q − q−1)4
×
[
(−q)n−teαp+···+2αt+···+2αneαr+···+αn
+(q − q−1)
n∑
j=t+1
(−q)n−jeαp+···+2αj+···+2αneαr+···+αneαt+···+αj−1
]
⊗Kαt+···+αnKαp+···+αnKαr+···+αneαi+···+αp−1eαi+···+αr−1eαi+···+αt−1 ,
and by using the following identities
eαt+···+αj−1eαr+···+αn = eαr+···+αneαt+···+αj−1 ,
eαi+···+αt−1eαi+···+αr−1 = q
−1eαi+···+αr−1eαi+···+αt−1,
eαi+···+αp−1eαi+···+αt−1Kαr+···+αn = Kαr+···+αneαi+···+αp−1eαi+···+αt−1,
one can easily show that
Fp,r,t + (1− q2)Ep,tDr = 0,
proving relation (D.31).
We have shown that the components Di, Di+1, . . . , Dn, D∞ of ∆(eαi+···+αn) satisfy all
the claimed relations, thus we can calculate
(
∆(eαi+···+αn)
)m
for each m ∈ N.
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D.6.4 ∆(eαi+···+2αn), i = 1, . . . , n− 1
We now determine the commutation relations between the components of ∆(eαi+···+2αn).
We write ∆(eαi+···+2αn) as
∆(eαi+···+2αn) =
n−1∑
k=i
Dk +Dn +D0 +D∞, where
Di = eαi+···+2αn ⊗Kαi+···+2αn ,
Dk = (q − q−1)
(
eαk+···+2αn ⊗Kαk+···+2αneαi+···+αk−1
)
, k = i+ 1, . . . , n− 1,
Dn = (q − q−1)(1 + q)(en)2 ⊗ (Kn)2eαi+···+αn−1
D0 = (q − q−1) (en ⊗Kneαi+···+αn) ,
D∞ = 1⊗ eαi+···+2αn .
We claim that the commutation relations between these components are
DiDk = q
2DkDi, k = 0, i+ 1, . . . , n,∞,
DjDk = q
2DkDj , i+ 1 ≤ j < k ≤ n− 1,
DjDm = q
2DmDj, i+ 1 ≤ j ≤ n− 1, m = 0, n,∞,
DnD0 = q
2D0Dn,
DnD∞ = q
2D∞Dn + ξ(D0)
2, ξ = −(1 + q)2/(q − q−1),
D0D∞ = q
2D∞D0.
The following easily proved identities will assist in proving these commutation relations:
[eαi+···+2αn , eαk+···+2αn ]q = 0, 1 ≤ i < k ≤ n− 1,
[eαi+···+2αn , en]q = 0, 1 ≤ i ≤ n− 1,
[eαi+···+αk , eαi+···+2αn ]q = 0, 1 ≤ i < k ≤ n− 2,[
eαi+···+αj , eαi+···+αk
]
q
= 0, 1 ≤ i < j < k ≤ n,[
eαi+···+αn−1 , eαi+···+2αn
]
q
= (1 + q)(eαi+···+αn)
2.
We now prove that the components of ∆(eαi+···+2αn) do satisfy the claimed commutation
relations. For each k = i+ 1, . . . , n− 1 the relation between Di and Dk is
DiDk = (q − q−1)
(
eαi+···+2αneαk+···+2αn ⊗Kαi+···+2αnKαk+···+2αneαi+···+αk−1
)
= q2(q − q−1) (eαk+···+2αneαi+···+2αn ⊗Kαk+···+2αneαi+···+αk−1Kαi+···+2αn) = q2DkDi.
Similar (although not identical) calculations show the following:
• DiDn = q2DnDi,
• DiD0 = q2D0Di,
• DiD∞ = q2D∞Di,
Hopf ideal of Uq(osp(1|2n)) at roots of unity 213
• DkDj = q2DjDk for each k = i+ 1, . . . , n− 2 and each j = k + 1, . . . , n− 1,
• DkDn = q2DnDk for each k = i+ 1, . . . , n− 1,
• DkD0 = q2D0Dk for each k = i+ 1, . . . , n− 1,
• DkD∞ = q2D∞Dk for each k = i+ 1, . . . , n− 1,
• DnD0 = q2D0Dn,
• D0D∞ = q2D∞D0,
and to complete the proof, the relation between Dn and D∞ is
DnD∞ = (q − q−1)(1 + q)
(
(en)
2 ⊗ (Kn)2eαi+···+αn−1eαi+···+2αn
)
= (q − q−1)(1 + q)
(
(en)
2 ⊗ (Kn)2
[
eαi+···+2αneαi+···+αn−1 + (1 + q)(eαi+···+αn)
2
])
= q2(q − q−1)(1 + q) ((en)2 ⊗ eαi+···+2αn(Kn)2eαi+···+αn−1)
+(q − q−1)(1 + q)2 ((en)2 ⊗ (Kn)2(eαi+···+αn)2) = q2D∞Dn + ξ(D0)2,
where ξ = −(1 + q)2/(q − q−1).
D.6.5 ∆(eαi+···+2αj+···+2αn), 1 ≤ i < j ≤ n− 1
We write the co-multiplication of eαi+···+2αj+···+2αn for all 1 ≤ i < j ≤ n− 1 as
∆(eαi+···+2αj+···+2αn) = D0 +
j−1∑
k=i+1
Dk +D +
n∑
k=j
Dk +
n−1∑
p=j
Fp + Fj−1,
where
D0 = eαi+···+2αj+···+2αn ⊗Kαi+···+2αj+···+2αn ,
Dk = (q − q−1)
(
eαk+···+2αj+···+2αn ⊗Kαk+···+2αj+···+2αneαi+···+αk−1
)
, k = i+ 1, . . . , j − 1,
D = (q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
⊗(Kαj+···+αn)2eαi+···+αj−1 ,
Dk = (q − q−1)
(
eαj+···+2αk+1+···+2αn ⊗Kαj+···+2αk+1+···+2αneαi+···+αk
)
, k = j, . . . , n− 1,
Dn = (q − q−1)
(
eαj+···+αn ⊗Kαj+···+αneαi+···+αn
)
,
Fp = (q − q−1)
(
eαj+···+αp ⊗Kαj+···+αpeαi+···+2αp+1+···+2αn
)
, p = j, . . . , n− 1,
Fj−1 = 1⊗ eαi+···+2αj+···+2αn ,
noting the slightly different normalisations compared to those used in the previous section.
We claim that the commutation relations between the components of ∆(eαi+···+2αj+···+2αn)
are
(D +Dj +Dj+1 + · · ·+Dn−1)(Fn−1 + Fn−2 + · · ·+ Fj−1)
= q2(Fn−1 + Fn−2 + · · ·+ Fj−1)(D +Dj +Dj+1 + · · ·+Dn−1) + ξ(Dn)2, (D.43)
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where ξ = −(1 + q)2/(q − q−1), and
D0Dk = q
2DkD0, k = i+ 1, . . . , j − 1,
D0D = q
2DD0,
D0Dk = q
2DkD0, k = j, . . . , n,
D0Fp = q
2FpD0, p = j − 1, . . . , n− 1,
DkDp = q
2DpDk, i+ 1 ≤ k < p ≤ j − 1,
DkD = q
2DDk, k = i+ 1, . . . , j − 1,
DkDp = q
2DpDk, k = i+ 1, . . . , j − 1, p = j, . . . , n,
DkFp = q
2FpDk, k = i+ 1, . . . , j − 1, p = j − 1, . . . , n− 1,
DDk = q
2DkD, k = j, . . . , n,
DFp = q
2FpD, p = j, . . . , n− 1,
DkDp = q
2DpDk, j ≤ k < p ≤ n,
DkFp = q
2FpDk, k = j, . . . , n, p = j − 1, . . . , n− 1, k 6= p,
FkFp = q
2FpFk, n− 1 ≥ k > l ≥ j − 1.
If the components of ∆(eαi+···+2αj+···+2αn) do satisfy these commutation relations then the
following relations
(D +Dj +Dj+1 + · · ·+Dn−1)(Fn−1 + Fn−2 + · · ·+ Fj−1)
= q2(Fn−1 + Fn−2 + · · ·+ Fj−1)(D +Dj +Dj+1 + · · ·+Dn−1) + ξ(Dn)2,
(D +Dj +Dj+1 + · · ·+Dn−1)Dn = q2Dn(D +Dj +Dj+1 + · · ·+Dn−1),
Dn(Fn−1 + Fn−2 + · · ·+ Fj−1) = q2(Fn−1 + Fn−2 + · · ·+ Fj−1)Dn,
show that (D+Dj+Dj+1+ · · ·+Dn−1), Dn and (Fn−1+Fn−2+ · · ·+Fj−1) satisfy the same
relations as do the elements a, b and c, respectively, in Lemma B.0.9. This means that we
can immediately use the q-binomial theorem and Lemma B.0.9 (one of the generalisations
of the Binomial theorem) to obtain an expression for
(
∆(eαi+···+2αj+···+2αn)
)m
for each
m ∈ N.
We now prove that the components of ∆(eαi+···+2αj+···+2αn) do satisfy the claimed com-
mutation relations. We firstly consider the easier relations, and then we consider the more
complicated calculations needed to prove (D.43). In showing this last relation we must con-
sider the most complicated commutation relations in this problem, namely those between
D and Fj−1, and between Dk and Fk for each k = j, . . . , n− 1.
We firstly consider some relations that we will extensively use. For each p = j, . . . , n,[
eαk+···+2αj+···+2αn , ep
]
q
= 0, (D.44)
which we can rewrite as
eαk+···+2αj+···+2αnej = qejeαk+···+2αj+···+2αn ,
eαk+···+2αj+···+2αnem = emeαk+···+2αj+···+2αn , if m = j + 1, . . . , n.
Equation (D.44) implies the following result: for each γ ∈ φ satisfying αj  γ ≺ αj+1 we
have [
eαk+···+2αj+···+2αn , eγ
]
q
= 0,
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which we can rewrite as eαk+···+2αj+···+2αneγ = qeγeαk+···+2αj+···+2αn . For all i < k we have[
eαi+···+2αj+···+2αn , eαk+···+2αj+···+2αn
]
q
= 0,
which we can rewrite as
eαi+···+2αj+···+2αneαk+···+2αj+···+2αn = qeαk+···+2αj+···+2αneαi+···+2αj+···+2αn .
A further useful identity is
[
eαi+···+2αj+···+2αn , eαj+2αj+1+···+2αn
]
q
= 0, which we can rewrite
as
eαi+···+2αj+···+2αneαj+2αj+1+···+2αn = qeαj+2αj+1+···+2αneαi+···+2αj+···+2αn .
We now prove that the components of ∆(eαi+···+2αj+···+2αn) do satisfy the claimed com-
mutation relations. We will firstly prove that D0Dk = q
2DkD0 for each k = i+1, . . . , j−1.
For each such k,
D0Dk = (q − q−1)eαi+···+2αj+···+2αneαk+···+2αj+···+2αn
⊗Kαi+···+2αj+···+2αnKαk+···+2αj+···+2αneαi+···+αk−1
= q2(q − q−1)eαk+···+2αj+···+2αneαi+···+2αj+···+2αn
⊗Kαk+···+2αj+···+2αneαi+···+αk−1Kαi+···+2αj+···+2αn
= q2DkD0.
We now prove that D0D = q
2DD0:
D0D = (q − q−1)
(
eαi+···+2αj+···+2αn ⊗Kαi+···+2αj+···+2αn
)
× (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)⊗ (Kαj+···+αn)2eαi+···+αj−1
= q2(q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn) eαi+···+2αj+···+2αn
⊗(Kαj+···+αn)2eαi+···+αj−1Kαi+···+2αj+···+2αn = q2DD0.
In a similar way, we can prove the following:
• D0Dk = q2DkD0 for each k = j, . . . , n− 1,
• D0Dn = q2DnD0,
• D0Fk = q2FkD0 for each k = n− 1, . . . , j,
• D0Fj−1 = q2Fj−1D0.
We now prove that DkDp = q
2DpDk for each k = i + 1, . . . , j − 2 and each p =
k + 1, . . . , j − 1:
DkDp = (q − q−1)2eαk+···+2αj+···+2αneαp+···+2αj+···+2αn
⊗Kαk+···+2αj+···+2αneαi+···+αk−1Kαp+···+2αj+···+2αneαi+···+αp−1
= q(q − q−1)2eαp+···+2αj+···+2αneαk+···+2αj+···+2αn
⊗Kαk+···+2αj+···+2αnKαp+···+2αj+···+2αneαi+···+αk−1eαi+···+αp−1
= q2(q − q−1)2eαp+···+2αj+···+2αneαk+···+2αj+···+2αn
⊗Kαp+···+2αj+···+2αneαi+···+αp−1Kαk+···+2αj+···+2αneαi+···+αk−1
= q2DpDk.
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We now prove that DkD = q
2DDk for each k = i+ 1, . . . , j − 1:
DkD = q
2(q − q−1)2 (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn) eαk+···+2αj+···+2αn
⊗Kαk+···+2αj+···+2αn(Kαj+···+αn)2eαi+···+αk−1eαi+···+αj−1
= q3(q − q−1)2 (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn) eαk+···+2αj+···+2αn
⊗Kαk+···+2αj+···+2αn(Kαj+···+αn)2eαi+···+αj−1eαi+···+αk−1
= q2(q − q−1)2 (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn) eαk+···+2αj+···+2αn
⊗(Kαj+···+αn)2eαi+···+αj−1Kαk+···+2αj+···+2αneαi+···+αk−1
= q2DDk.
In a similar way, we can show the following:
• DkDp = q2DpDk for each k = i+ 1, . . . , j − 1 and each p = j, . . . , n− 1,
• DkDn = q2DnDk for each k = i+ 1, . . . , j − 1,
• DkFp = q2FpDk for each k = i+ 1, . . . , j − 1 and each p = j, . . . , n− 1,
• DkFj−1 = q2Fj−1Dk for each k = i+ 1, . . . , j − 1.
We now prove that DFk = q
2FkD for all k = j, . . . , n− 1:
DFk
= (q − q−1)2eαj+···+αk
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
⊗(Kαj+···+αn)2eαi+···+αj−1Kαj+···+αkeαi+···+2αk+1+···+2αn
= q(q − q−1)2eαj+···+αk
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
⊗Kαj+···+αk(Kαj+···+αn)2eαi+···+αj−1eαi+···+2αk+1+···+2αn
= q2(q − q−1)2eαj+···+αk
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
⊗Kαj+···+αk(Kαj+···+αn)2eαi+···+2αk+1+···+2αneαi+···+αj−1
= q2(q − q−1)2eαj+···+αk
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
⊗Kαj+···+αkeαi+···+2αk+1+···+2αn(Kαj+···+αn)2eαi+···+αj−1 = q2FkD.
In this calculation we used the fact that the element(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
commutes with ek for each k = j, . . . , n (see Proposition D.9.7). We can also show the
following:
• DkDp = q2DpDk for all j ≤ k < p ≤ n− 1,
• DkDn = q2DnDk for each k = j, . . . , n− 1.
Hopf ideal of Uq(osp(1|2n)) at roots of unity 217
We now prove that DkFp = q
2FpDk for all k = j, . . . , n − 1 and all p = j, . . . , n − 1
satisfying k 6= p:
DkFp = (q − q−1)2
(
eαj+···+2αk+1+···+2αneαj+···+αp
⊗Kαj+···+2αk+1+···+2αneαi+···+αkKαj+···+αpeαi+···+2αp+1+···+2αn
)
= q(q − q−1)2eαj+···+αpeαj+···+2αk+1+···+2αn
⊗Kαj+···+αpKαj+···+2αk+1+···+2αneαi+···+αkeαi+···+2αp+1+···+2αn
= q2(q − q−1)2eαj+···+αpeαj+···+2αk+1+···+2αn
⊗Kαj+···+αpeαi+···+2αp+1+···+2αnKαj+···+2αk+1+···+2αneαi+···+αk
= q2FpDk,
where we used the relations[
eαj+···+αp, eαj+···+2αk+1+···+2αn
]
q
= 0,
[
eαj+···+2αk+1+···+2αn , eαj+···+αp
]
q
= 0, k 6= p.
We can also show the following are true:
• DDk = q2DkD for each k = j, . . . , n− 1,
• DDn = q2DnD,
• DkFj−1 = q2Fj−1Dk for each k = j, . . . , n− 1.
We now prove that DnFk = q
2FkDn for each k = n− 1, . . . , j:
DnFk = (q − q−1)2eαj+···+αneαj+···+αk ⊗Kαj+···+αneαi+···+αnKαj+···+αkeαi+···+2αk+1+···+2αn
= q(q − q−1)2eαj+···+αkeαj+···+αn ⊗Kαj+···+αkKαj+···+αneαi+···+αneαi+···+2αk+1+···+2αn
= q2(q − q−1)2eαj+···+αkeαj+···+αn ⊗Kαj+···+αkeαi+···+2αk+1+···+2αnKαj+···+αneαi+···+αn
= q2FkDn,
as
[
eαi+···+αn , eαi+···+2αj+···+2αn
]
q
= 0, and the relation between Dn and Fj−1 is
DnFj−1 = q
2(q − q−1)eαj+···+αn ⊗ eαi+···+2αj+···+2αnKαj+···+αneαi+···+αn = q2Fj−1Dn.
We now prove that FkFp = q
2FpFk for each k = n− 1, . . . , j +1 and each p = k− 1, . . . , j:
FkFp = (q − q−1)2eαj+···+αkeαj+···+αp
⊗Kαj+···+αkeαi+···+2αk+1+···+2αnKαj+···+αpeαi+···+2αp+1+···+2αn
= q2(q − q−1)2eαj+···+αpeαj+···+αk
⊗Kαj+···+αpKαj+···+αkeαi+···+2αp+1+···+2αneαi+···+2αk+1+···+2αn
= q2FpFk,
where we have used the identity
[
eαi+···+2αk+1+···+2αn , eαi+···+2αp+1+···+2αn
]
q
= 0. In addition,
for each k = n− 1, . . . , j,
FkFj−1 = q
2(q − q−1)eαj+···+αk ⊗ eαi+···+2αj+···+2αnKαj+···+αkeαi+···+2αk+1+···+2αn = q2Fj−1Fk.
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This completes the proof of the easier commutation relations. We now prove the more
complicated relations. The relation between D and Fj−1 is:
DFj−1
= (q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
⊗(Kαj+···+αn)2eαi+···+αj−1eαi+···+2αj+···+2αn
= (q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
⊗(Kαj+···+αn)2
(
eαi+···+2αj+···+2αneαi+···+αj−1 +
[
eαi+···+αj−1 , eαi+···+2αj+···+2αn
]
q
)
= q2(q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
⊗eαi+···+2αj+···+2αn(Kαj+···+αn)2eαi+···+αj−1
+(q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
⊗(Kαj+···+αn)2
[
eαi+···+αj−1 , eαi+···+2αj+···+2αn
]
q
= q2Fj−1D + (q − q−1)
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
⊗(Kαj+···+αn)2
[
eαi+···+αj−1 , eαi+···+2αj+···+2αn
]
q
.
The relation between Dk and Fk for each k = j, . . . , n− 1 is:
DkFk = (q − q−1)2eαj+···+2αk+1+···+2αneαj+···+αk
⊗Kαj+···+2αk+1+···+2αneαi+···+αkKαj+···+αkeαi+···+2αk+1+···+2αn
= (q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗Kαj+···+2αk+1+···+2αneαi+···+αkKαj+···+αkeαi+···+2αk+1+···+2αn
+(q − q−1)2 [eαj+···+2αk+1+···+2αneαj+···+αk]q
⊗Kαj+···+2αk+1+···+2αneαi+···+αkKαj+···+αkeαi+···+2αk+1+···+2αn
= q−1(q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗(Kαj+···+αn)2eαi+···+αkeαi+···+2αk+1+···+2αn
+q−1(q − q−1)2 [eαj+···+2αk+1+···+2αneαj+···+αk]q
⊗(Kαj+···+αn)2eαi+···+αkeαi+···+2αk+1+···+2αn
= (q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗Kαj+···+αkeαi+···+2αk+1+···+2αnKαj+···+2αk+1+···+2αneαi+···+αk
+q−1(q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗(Kαj+···+αn)2
[
eαi+···+αk , eαi+···+2αk+1+···+2αn
]
q
+q−1(q − q−1)2 [eαj+···+2αk+1+···+2αn , eαj+···+αk]q
⊗(Kαj+···+αn)2eαi+···+αkeαi+···+2αk+1+···+2αn
= FkDk + q
−1(q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗(Kαj+···+αn)2
[
eαi+···+αk , eαi+···+2αk+1+···+2αn
]
q
+q−1(q − q−1)2 [eαj+···+2αk+1+···+2αn , eαj+···+αk]q
⊗(Kαj+···+αn)2eαi+···+αkeαi+···+2αk+1+···+2αn .
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We can rewrite this relation as
DkFk = q
2FkDk + q
−1(1− q2)(q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗(Kαj+···+αn)2eαi+···+2αk+1+···+2αneαi+···+αk
+q−1(q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗(Kαj+···+αn)2
[
eαi+···+αk , eαi+···+2αk+1+···+2αn
]
q
+q−1(q − q−1)2 [eαj+···+2αk+1+···+2αn , eαj+···+αk]q
⊗(Kαj+···+αn)2eαi+···+αkeαi+···+2αk+1+···+2αn
= q2FkDk + (q − q−1)2
[
(q−1 − q)eαj+···+αkeαj+···+2αk+1+···+2αn
+q−1
[
eαj+···+2αk+1+···+2αn , eαj+···+αk
]
q
]
⊗(Kαj+···+αn)2eαi+···+αkeαi+···+2αk+1+···+2αn
+q(q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn
⊗(Kαj+···+αn)2
[
eαi+···+αk , eαi+···+2αk+1+···+2αn
]
q
.
From these calculations we have the following relation:
(
D +Dj +Dj+1 + · · ·+Dn−1
)(
Fn−1 + Fn−2 + · · ·+ Fj−1
)
= q2
(
Fn−1 + Fn−2 + · · ·+ Fj−1
)(
D +Dj +Dj+1 + · · ·+Dn−1
)
+(q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
⊗(Kαj+···+αn)2
[
eαi+···+αj−1 , eαi+···+2αj+···+2αn
]
q
(D.45)
+(q − q−1)2 (D.46)
×
n−1∑
k=j
([
(q−1 − q)eαj+···+αkeαj+···+2αk+1+···+2αn
+q−1
[
eαj+···+2αk+1+···+2αn , eαj+···+αk
]
q
]
⊗(Kαj+···+αn)2eαi+···+αkeαi+···+2αk+1+···+2αn (D.47)
+qeαj+···+αkeαj+···+2αk+1+···+2αn
⊗(Kαj+···+αn)2
[
eαi+···+αk , eαi+···+2αk+1+···+2αn
]
q
)
.
(D.48)
To simplify this expression we will expand out the terms in the second tensor power and
sum the terms accordingly. The easiest part of this calculation is as follows: the com-
ponent in the expansion for which the second tensor power contains a term of the form
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eαi+···+αjeαi+···+2αj+1+···+2αn , is
(q − q−1)2
[
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
+q−1eαj+2αj+1+···+2αnej − qejeαj+2αj+1+···+2αn
]
⊗(Kαj+···+αn)2eαi+···+αjeαi+···+2αj+1+···+2αn (D.49)
= 0,
where (D.49) arises from (D.45) and the k = j term in (D.47), and Proposition D.9.9 then
implies that (D.49) vanishes.
To simplify the remaining terms in the above expression we need to know the expansions
of [
eαi+···+αj−1 , eαi+···+2αj+···+2αn
]
q
and
[
eαj+···+2αk+1+···+2αn , eαj+···+αk
]
q
which we have detailed in Propositions D.9.5 and D.9.6 respectively. Using these proposi-
tions, we can determine the component in the expansion of the above expression for which
the second tensor power contains a term of the form eαi+···+αj+peαi+···+2αj+p+1+···+2αn for
each p = 1, . . . , n− j − 1. This component is[
(−q)p(q − q−1)2 (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
+
j+p−1∑
k=j
(−q)j+p−k−1q(q − q−1)3eαj+···+αkeαj+···+2αk+1+···+2αn
+(q − q−1)2 (−qeαj+···+αj+peαj+···+2αj+p+1+···+2αn + q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p) ]
⊗(Kαj+···+αn)2eαi+···+αj+peαi+···+2αj+p+1+···+2αn .
The element of Uq(g) in the first tensor power of this component is
(q − q−1)2
[
(−q)pqejeαj+2αj+1+···+2αn − q−1(−q)peαj+2αj+1+···+2αnej
+(−q)p−1q(q − q−1)ejeαj+2αj+1+···+2αn
+
j+p−1∑
k=j+1
(−q)j+p−k−1q(q − q−1)eαj+···+αkeαj+···+2αk+1+···+2αn
−qeαj+···+αj+peαj+···+2αj+p+1+···+2αn + q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p
]
,
which we can rewrite as
(q − q−1)2
[
(−1)pqp−1ejeαj+2αj+1+···+2αn − (−1)pqp−1eαj+2αj+1+···+2αnej (D.50)
+
j+p−1∑
k=j+1
(−q)j+p−k−1q(q − q−1)eαj+···+αkeαj+···+2αk+1+···+2αn
−qeαj+···+αj+peαj+···+2αj+p+1+···+2αn + q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p
]
.
Hopf ideal of Uq(osp(1|2n)) at roots of unity 221
Now we calculate that
(−1)pqp−1 (ejeαj+2αj+1+···+2αn − eαj+2αj+1+···+2αnej)
= (−q)p−1 [eαj+2αj+1+···+2αn , ej]q
= (−q)p−1 [ej+1eαj+αj+1+2αj+2+···+2αn − q−1eαj+αj+1+2αj+2+···+2αnej+1, ej]q
= (−q)p−1(q [ej+1, ej]q eαj+αj+1+2αj+2+···+2αn − q−1eαj+αj+1+2αj+2+···+2αn [ej+1, ej ]q ),
and substituting this into (D.50) gives
(q − q−1)2
×
[
(−q)p−1 (qeαj+αj+1eαj+αj+1+2αj+2+···+2αn − q−1eαj+αj+1+2αj+2+···+2αneαj+αj+1)
+(−q)j+p−j−2q(q − q−1)eαj+αj+1eαj+αj+1+2αj+2+···+2αn
+
j+p−1∑
k=j+2
(−q)j+p−k−1(q2 − 1)eαj+···+αkeαj+···+2αk+1+···+2αn
−qeαj+···+αj+peαj+···+2αj+p+1+···+2αn + q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p
]
= (q − q−1)2 (D.51)
×
[
(−q)p−2 [eαj+αj+1+2αj+2+···+2αn , eαj+αj+1]q (D.52)
+
j+p−1∑
k=j+2
(−q)j+p−k−1(q2 − 1)eαj+···+αkeαj+···+2αk+1+···+2αn (D.53)
−qeαj+···+αj+peαj+···+2αj+p+1+···+2αn + q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p
]
.
(D.54)
We can dramatically simplify this expression by using the following calculation:
(−q)p−m [eαj+···+2αj+m+···+2αn , eαj+···+αj+m−1]q
+(−q)p−m−1(q2 − 1)eαj+···+αj+meαj+···+2αj+m+1+···+2αn
= (−q)p−m [ej+meαj+···+2αj+m+1+···+2αn − q−1eαj+···+2αj+m+1+···+2αnej+m, eαj+···+αj+m−1]q
+(−q)p−m−1(q2 − 1)eαj+···+αj+meαj+···+2αj+m+1+···+2αn
= (−q)p−m (qeαj+···+αj+meαj+···+2αj+m+1+···+2αn − q−1eαj+···+2αj+m+1+···+2αneαj+···+αj+m)
+(−q)p−m−1(q2 − 1)eαj+···+αj+meαj+···+2αj+m+1+···+2αn
= (−q)p−m−1 [eαj+···+2αj+m+1+···+2αn , eαj+···+αj+m]q . (D.55)
By repeatedly using this identity in (D.52)–(D.53), we can rewrite (D.51)–(D.54) as the
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following expression for each t = 2, . . . , p− 1:
(q − q−1)2
×
[
(−q)p−t [eαj+···+2αj+t+···+2αn , eαj+···+αj+t−1]q
+
j+p−1∑
k=j+t
(−q)j+p−k−1(q2 − 1)eαj+···+αkeαj+···+2αk+1+···+2αn
−qeαj+···+αj+peαj+···+2αj+p+1+···+2αn + q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p
]
.
(D.56)
Substituting t = p− 1 into (D.56) and using (D.55), we can rewrite (D.51)–(D.54) as
(q − q−1)2
[ [
eαj+···+2αj+p+···+2αn , eαj+···+αj+p−1
]
q
−qeαj+···+αj+peαj+···+2αj+p+1+···+2αn + q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p
]
= 0,
where we have used the following result:[
eαj+···+2αj+p+···+2αn , eαj+···+αj+p−1
]
q
=
[
ej+peαj+···+2αj+p+1+···+2αn − q−1eαj+···+2αj+p+1+···+2αnej+p, eαj+···+αj+p−1
]
q
= qeαj+···+αj+peαj+···+2αj+p+1+···+2αn − q−1eαj+···+2αj+p+1+···+2αneαj+···+αj+p.
This substantially simplifies the problem. All we now have to do is to determine the
component for which the second tensor power contains a term of the form (eαj+···+αn)
2.
This is not difficult to do: the first tensor power of this component is
(−q)n−j(1 + q)(q − q−1) (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
n−1∑
k=j
(−q)n−k−1q(1 + q)(q − q−1)2eαj+···+αkeαj+···+2αk+1+···+2αn . (D.57)
Now by repeatedly using (D.55), we have
(−q)n−j (qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn)
+
n−1∑
k=j
(−q)n−k−1(q2 − 1)eαj+···+αkeαj+···+2αk+1+···+2αn
=
[
eαj+···+2αn , eαj+···+αn−1
]
q
= (1 + q)
(
eαj+···+αn
)2
,
and thus (D.57) is
(1 + q)2(q − q−1) (eαj+···+αn)2 = ξ(Dn)2, ξ = −(1 + q)2/(q − q−1),
as required.
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D.7 I is a two-sided co-ideal
In this section we prove that I is a two-sided co-ideal. We firstly note the almost trivial
result that ǫ(x) = 0 for each x ∈ I and thus ǫ(x) = 0 for all x ∈ I. We now deal with the
more substantial problem: we will prove that
∆(x) ∈ I ⊗ Uq(g) + Uq(g)⊗ I,
for each x ∈ I. Firstly,
∆(J±Ni − 1) = J±Ni ⊗ J±Ni − 1⊗ 1 = J±Ni ⊗ (J±Ni − 1) + (J±Ni − 1)⊗ 1,
which is an element of I ⊗ Uq(g) + Uq(g)⊗I. The remaining problems are harder and we
break them down into a number of subcases. Initially we will show that (eγ)
N ′ and (eβ)
N
are elements of I ⊗ Uq(g) + Uq(g) ⊗ I; then we will use the antipode S and the graded
antiautomorphism ω to prove the remaining cases.
In writing down the components of ∆(eµ) we will use the notation used in Section D.5,
although we may use slightly different normalisations. Any alternative normalisations will
not significantly affect the calculations.
Case 1. (ei)
N ′, (en)
N , 1 ≤ i < n
The components of ∆(ei) satisfy the q-binomial theorem for each i, thus we have the
following results from Appendix B:(
∆(ei)
)N ′
= (ei ⊗Ki)N ′ + (1⊗ ei)N ′ = (ei)N ′ ⊗ (Ki)N ′ + 1⊗ (ei)N ′ , i < n,(
∆(en)
)N
= (en ⊗Kn)N + (1⊗ en)N = (en)N ⊗ (Kn)N + 1⊗ (en)N .
As (ei)
N ′ ∈ I and (en)N ∈ I,
(
∆(ei)
)N ′
and
(
∆(en)
)N
are elements of I⊗Uq(g)+Uq(g)⊗I.
Case 2. (eαi+···+αj )
N ′, 1 ≤ i < j < n
By writing ∆(eαi+···+αj) =
∑j
k=iDk +D∞ and noting the relations DrDs = q
2DsDr for all
r < s we can use the q-multinomial theorem to immediately obtain
(
∆(eαi+···+αj )
)N ′
=
j∑
k=i
(Dk)
N ′ + (D∞)
N ′ .
As (eαk+···+αj )
N ′ ∈ I for all 1 ≤ k ≤ j < n, we have that (Dk)N ′ and (D∞)N ′ belong to
I ⊗ Uq(g) + Uq(g)⊗ I for all i ≤ k ≤ j, and thus(
∆(eαi+···+αj )
)N ′ ∈ I ⊗ Uq(g) + Uq(g)⊗ I.
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Case 3. (eαi+···+αn)
N , i = 1, . . . , n− 1
Recall that ∆(eαi+···+αn) =
∑n
k=iDk +D∞. We claim that(
∆(eαi+···+αn)
)N
= (D∞)
N
+

n∑
k=i
(Dk)
2N + (1)q(3)q · · · (2N − 1)q
[ ∑
i≤r<t≤n
(Er,t)
N
]
, if N ≡ 1, 3 (mod 4),
n∑
k=i
(Dk)
N + (1)q(3)q · · · (N − 1)q
[ ∑
i≤r<t≤n
(Er,t)
N/2
]
, if N ≡ 0 (mod 4),
n∑
k=i
(Dk)
N/2, if N ≡ 2 (mod 4).
Firstly, from the relation DkD∞ = −qD∞Dk for all i ≤ k <∞, we have(
n∑
k=i
Dk +D∞
)N
= (D∞)
N +
(
n∑
k=i
Dk
)N
,
and we now use induction to obtain an expression for
(∑n
k=iDk
)N
. The elements Di and
Di+1 satisfy the relations
DiDi+1 = −qDi+1Di + Ei,i+1, DiEi,i+1 = q2Ei,i+1Di, Ei,i+1Di+1 = q2Di+1Ei,i+1,
and therefore(
Di +Di+1
)N
=

(Di)
2N + (Di+1)
2N + (1)q(3)q · · · (2N − 1)q(Ei,i+1)N , if N ≡ 1, 3 (mod 4),
(Di)
N + (Di+1)
N + (1)q(3)q · · · (N − 1)q(Ei,i+1)N/2, if N ≡ 0 (mod 4),
(Di)
N/2 + (Di+1)
N/2, if N ≡ 2 (mod 4).
Using induction, it is quite simple to prove the following expansion for each j = i+1, . . . , n:(
j∑
k=i
Dk
)N
=
=

j∑
k=i
(Dk)
2N + (1)q(3)q · · · (2N − 1)q
[ ∑
i≤r<t≤j
(Er,t)
N
]
, if N ≡ 1, 3 (mod 4),
j∑
k=i
(Dk)
N + (1)q(3)q · · · (N − 1)q
[ ∑
i≤r<t≤j
(Er,t)
N/2
]
, if N ≡ 0 (mod 4),
j∑
k=i
(Dk)
N/2, if N ≡ 2 (mod 4),
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where for the inductive step we use the relations
(Di +Di+1 + · · ·+Dj)Dj+1
= −qDj+1(Di +Di+1 + · · ·+Dj) + (Ei,j+1 + Ei+1,j+1 + · · ·+ Ej,j+1),
(Di +Di+1 + · · ·+Dj)(Ei,j+1 + Ei+1,j+1 + · · ·+ Ej,j+1)
= q2(Ei,j+1 + Ei+1,j+1 + · · ·+ Ej,j+1)(Di +Di+1 + · · ·+Dj),
(Ei,j+1 + Ei+1,j+1 + · · ·+ Ej,j+1)Dj+1
= q2Dj+1(Ei,j+1 + Ei+1,j+1 + · · ·+ Ej,j+1).
This proves the claimed expression for
(
∆(eαi+···+αn)
)N
.
Now (eαk+···+αn)
N ∈ I for each k = i, . . . , n and thus
(Dk)
N ∈ I ⊗ Uq(g) + Uq(g)⊗ I, i ≤ k ≤ ∞.
It remains to show that (Er,t)
N ′ ∈ I ⊗ Uq(g) + Uq(g)⊗ I when N ≡ 0, 1, 3 (mod 4) for all
i ≤ r < t ≤ n. To show this, we note that the second tensor power of Ei,p is
Kαi+···+αnKαp+···+αneαi+···+αp−1 , p = i+ 1, . . . , n,
and the fact that
(
eαi+···+αp−1
)N ′ ∈ I means that
(Ei,p)
N ′ ∈ I ⊗ Uq(g) + Uq(g)⊗ I, p = i+ 1, . . . , n.
The second tensor power of Ek,p for each k = i+ 1, . . . , n− 1 and each p = k + 1, . . . n is
Kαk+···+αnKαp+···+αneαi+···+αk−1eαi+···+αp−1.
Using the fact that
[
eαi+···+αk−1 , eαi+···+αp−1
]
q
= 0 and that
(
eαi+···+αp−1
)N ′ ∈ I, it is quite
easy to see that
(Ek,p)
N ′ ∈ I ⊗ Uq(g) + Uq(g)⊗ I,
which completes the proof of this case.
Case 4. (eαi+···+2αj+···+2αn)
N ′, 1 ≤ i < j ≤ n
We firstly consider
(
∆(eαi+···+2αn)
)N ′
. Writing ∆(eαi+···+2αn) =
∑n−1
k=i Dk+Dn+D0+D∞,
the q-binomial theorem and one of the generalisations of the binomial theorem immediately
gives(
∆(eαi+···+2αn)
)N ′
=
n−1∑
k=i
(Dk)
N ′ + (Dn +D0 +D∞)
N ′
=
n−1∑
k=i
(Dk)
N ′ +
{
(Dn)
N ′ + (D∞)
N ′ , if N ≡ 0, 1, 3 (mod 4),
(Dn)
N ′ + (D∞)
N ′ + φN/2(D0)
N ′ if N ≡ 2 (mod 4),
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where φN/2 6= 0. Now
(eαk+···+2αn)
N ′ ∈ I, k = i, . . . , n− 1,
and the fact that (en)
N ∈ I means that (en)2N ′ ∈ I. By using these facts and examining
some simple calculations it follows that
(Dk)
N ′ , (D∞)
N ′ ∈ I ⊗ Uq(g) + Uq(g)⊗ I, k = i, . . . , n.
It remains to show that (D0)
N ′ ∈ I ⊗ Uq(g) + Uq(g) ⊗ I when N ≡ 2 (mod 4); this
follows from (en)
N ∈ I.
We now consider the more general problem: write
∆(eαi+···+2αj+···+2αn) = D0 +
n∑
k=i+1
Dk +D +
n−1∑
l=j−1
Fl.
Using the q-binomial theorem we immediately obtain
(
∆(eαi+···+2αj+···+2αn)
)N ′
= (D0)
N ′ +
j−1∑
k=i+1
(Dk)
N ′ (D.58)
+
(
D +Dj + · · ·+Dn−1 +Dn + Fn−1 + Fn−2 + · · ·+ Fj−1
)N ′
.
We can expand out the last component of the right hand side of this expression by using
the following relations:
(D +Dj + · · ·+Dn−1)(Fn−1 + Fn−2 + · · ·+ Fj−1)
= q2(Fn−1 + Fn−2 + · · ·+ Fj−1)(D +Dj + · · ·+Dn−1) + ξ(Dn)2,
(D +Dj + · · ·+Dn−1)Dn = q2Dn(D +Dj + · · ·+Dn−1),
Dn(Fn−1 + Fn−2 + · · ·+ Fj−1) = q2(Fn−1 + Fn−2 + · · ·+ Fj−1)Dn,
where ξ = −(1 + q)2/(q − q−1). Consequently,(
D +Dj + · · ·+Dn−1 +Dn + Fn−1 + Fn−2 + · · ·+ Fj−1
)N ′
=

(D +Dj + · · ·+Dn−1)N ′ + (Fn−1 + Fn−2 + · · ·+ Fj−1)N ′, if N ≡ 0, 1, 3 (mod 4),
(D +Dj + · · ·+Dn−1)N ′ + (Fn−1 + Fn−2 + · · ·+ Fj−1)N ′
+φN/2(Dn)
N ′, if N ≡ 2 (mod 4),
where φN/2 6= 0. The q-binomial theorem then implies that
(D +Dj + · · ·+Dn−1)N ′ = (D)N ′ +
n−1∑
k=j
(Dk)
N ′ , (D.59)
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(Fn−1 + Fn−2 + · · ·+ Fj−1)N ′ =
n−1∑
k=j−1
(Fk)
N ′. (D.60)
Now the facts that (eαk+···+2αj+···+2αn)
N ′ ∈ I for each k = i, . . . , n − 1 and each j =
k + 1, . . . , n, and that (eαi+···+αk)
N ′ ∈ I for each k = i + 1, . . . , n − 1, mean that each
component of the right hand sides of (D.58)–(D.60) belongs to I ⊗ Uq(g) + Uq(g)⊗ I.
It remains to show that the same is true for (Dn)
N ′ when N ≡ 2 (mod 4). To see
this, note that (eαj+···+αn)
N ∈ I and that N = N/2 for N ≡ 2 (mod 4), thus (Dn)N ′ ∈
I ⊗ Uq(g) + Uq(g)⊗ I when N ≡ 2 (mod 4). This completes the proof of this case.
The remaining elements of I
We have shown that ∆ (eγ)
N ′ and ∆ (eβ)
N are elements of I ⊗Uq(g) +Uq(g)⊗I. We now
prove that the same is true for the remaining elements of I in the following calculations,
in which we write the proportionality sign to mean that the left hand side is proportional
to the right hand side with a non-zero scalar constant of proportionality. The cases we do
not consider here are almost identically proved:
∆(fγ)
N ′ ∝ ∆
(
ω
(
eN
′
γ
)) ∝ (ω ⊗ ω) ◦∆′(eγ)N ′,
∆(eγ)
N ′ ∝ ∆
(
S
(
eN
′
γ
))
∆(Kγ)
N ′ ∝
[
(S ⊗ S) ◦∆′(eγ)N ′
]
∆(Kγ)
N ′ ,
∆
(
fγ
)N ′ ∝ ∆(ω(eN ′γ )) ∝ (ω ⊗ ω) ◦∆′(eγ)N ′.
Each of these expressions is an element of I ⊗ Uq(g) + Uq(g)⊗ I from Proposition D.8.1,
thus I is a two-sided co-ideal.
D.8 I is a two-sided Hopf ideal
We have proved that I is a two-sided ideal and a two-sided co-ideal of Uq(osp(1|2n)). To
prove that I is a two-sided Hopf ideal all we need do is prove that S(x) ∈ I for each x ∈ I,
and to show this it suffices to show that S(x) ∈ I for each x ∈ I.
Proposition D.8.1. For each x ∈ I, ω(x) ∈ I and S(x) ∈ I.
Proof. Firstly note that ω(J±Ni − 1) = (J∓Ni − 1) ∈ I and S(J±Ni − 1) = (J∓Ni − 1) ∈ I.
The rest of the proof follows from Propositions D.3.4–D.3.8 and the facts that ω is an
involution and that ω and S are graded antiautomorphisms.
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D.9 Technical results
In this section we prove technical results used previously in this appendix.
Proposition D.9.1. For each j ∈ Z+,
2j∑
k=1
q−2k(k)q = q
−4j(2j + 1)q[j]
q2,
2j+1∑
k=1
q−2k(k)q = q
−2(2j+1)(2j + 1)q[j + 1]
q2 .
Proof. By direct calculation we have
• q−2(1)q = q−2,
• ∑2k=1 q−2k(k)q = q−4(3)q,
• ∑3k=1 q−2k(k)q = q−6(3)q[2]q2 ,
• ∑4k=1 q−2k(k)q = q−8(5)q[2]q2 .
Assume that the proposition is true for
∑2j
k=1 q
−2k(k)q, then
2j+1∑
k=1
q−2k(k)q = q
−4j(2j + 1)q[j]
q2 + q−4j−2(2j + 1)q
= q−4j−2(2j + 1)q(q
2 + q4 + · · ·+ q2j) + q−4j−2(2j + 1)q
= q−4j−2(2j + 1)q[j + 1]
q2,
as required. Now assume that the proposition is true for
∑2j+1
k=1 q
−2k(k)q, then
2j+2∑
k=1
q−2k(k)q = q
−4j−2(2j + 1)q[j + 1]
q2 + q−4j−4(2j + 2)q
= q−4j−4
(
(2j + 1)q(q
2 + q4 + · · ·+ q2j+2) + (2j + 2)q
)
= q−4j−4
(
(2j + 1)q [j + 1]
q2 + (−q)2j+1 + (−q)2j+2 + · · ·+ (−q)4j+2)
= q−4j−4
(
(2j + 1)q [j + 1]
q2 +
(
(−q)2j+1 + (−q)2j+2) [j + 1]q2 )
= q−4j−4(2j + 3)q [j + 1]
q2 ,
completing the proof.
Proposition D.9.2. For all k, p satisfying i ≤ k < p ≤ n,[
eαk+···+αn , eαp+···+αn
]
q
= (−q)n−peαk+···+2αp+···+2αn (D.61)
+(q − q−1)
[
n−p∑
j=1
(−q)j−1eαk+···+2αn−j+1+···+2αneαp+···+αn−j
]
.
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Proof. The relation [eαk+···+αn , en]q = eαk+···+2αn proves the proposition for p = n and all
k. Assume that k < n− 1, then[
eαk+···+αn , eαn−1+αn
]
q
=
[
eαk+···+αn, en−1en − q−1enen−1
]
q
= [eαk+···+αn , en−1]q en + en−1 [eαk+···+αn, en]q
−q−1 [eαk+···+αn , en]q en−1 + q−1en [eαk+···+αn , en−1]q
= en−1eαk+···+2αn − q−1eαk+···+2αnen−1,
as [eαk+···+αn, en−1]q = 0. By re-writing the relation [eαk+···+2αn , en−1]q = eαk+···+2αn−1+2αn
as en−1eαk+···+2αn = qeαk+···+2αnen−1 − qeαk+···+2αn−1+2αn , we obtain[
eαk+···+αn , eαn−1+αn
]
q
= −qeαk+···+2αn−1+2αn + (q − q−1)eαk+···+2αnen−1,
proving the proposition for p = n − 1. Now assume that the proposition is true for some
p = k + 2, . . . , n− 1, then[
eαk+···+αn , eαp−1+···+αn
]
q
=
[
eαk+···+αn , ep−1eαp+···+αn − q−1eαp+···+αnep−1
]
q
= [eαk+···+αn , ep−1]q eαp+···+αn + ep−1
[
eαk+···+αn , eαp+···+αn
]
q
−q−1 [eαk+···+αn, eαp+···+αn]q ep−1 + q−1eαp+···+αn [eαk+···+αn , ep−1]q
= ep−1
[
eαk+···+αn , eαp+···+αn
]
q
− q−1 [eαk+···+αn , eαp+···+αn]q ep−1, (D.62)
as [eαk+···+αn , ep−1]q = 0. Substituting (D.61) into (D.62) gives
(−q)n−pep−1eαk+···+2αp+···+2αn
+(q − q−1)
[
n−p∑
j=1
(−q)j−1ep−1eαk+···+2αn−j+1+···+2αneαp+···+αn−j
]
−q−1(−q)n−peαk+···+2αp+···+2αnep−1
−q−1(q − q−1)
[
n−p∑
j=1
(−q)j−1eαk+···+2αn−j+1+···+2αneαp+···+αn−jep−1
]
= −q(−q)n−peαk+···+2αp−1+···+2αn + (q − q−1)(−q)n−peαk+···+2αp+···+2αnep−1
+(q − q−1)
[
n−p∑
j=1
(−q)j−1eαk+···+2αn−j+1+···+2αnep−1eαp+···+αn−j
−q−1(−q)j−1eαk+···+2αn−j+1+···+2αneαp+···+αn−jep−1
]
= (−q)n−p+1eαk+···+2αp−1+···+2αn
+(q − q−1)
[
n−p+1∑
j=1
(−q)j−1eαk+···+2αn−j+1+···+2αneαp−1+···+αn−j
]
,
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completing the induction.
Proposition D.9.3. For all 1 ≤ i < t ≤ n,[
eαi+···+αt−1 , eαt+···+αn
]
q
= eαi+···+αn .
Proof. Firstly
[
eαi+···+αn−1 , en
]
q
= eαi+···+αn . Now assume that
[
eαi+···+αt−1 , eαt+···+αn
]
q
=
eαi+···+αn for some i+ 2 ≤ t ≤ n, then[
eαi+···+αt−2 , eαt−1+···+αn
]
q
=
[
eαi+···+αt−2 , et−1eαt+···+αn − q−1eαt+···+αnet−1
]
q
=
[
eαi+···+αt−2 , et−1
]
q
eαt+···+αn + q
−1et−1
[
eαi+···+αt−2 , eαt+···+αn
]
q
−q−1 [eαi+···+αt−2, eαt+···+αn]q et−1 − q−1eαt+···+αn [eαi+···+αt−2, et−1]q
= eαi+···+αt−1eαt+···+αn − q−1eαt+···+αneαi+···+αt−1
=
[
eαi+···+αt−1 , eαt+···+αn
]
q
= eαi+···+αn ,
as
[
eαi+···+αt−2 , eαt+···+αn
]
q
= 0.
Proposition D.9.4. For all 1 ≤ i < t ≤ j − 1 < n,[
eαi+···+αj−1 , eαt+···+αn
]
q
= (q − q−1)eαi+···+αneαt+···+αj−1 .
Proof. Firstly
[
eαi+···+αj−1 , eαj+···+αn
]
q
= eαi+···+αn , and[
eαi+···+αj−1 , eαj−1+···+αn
]
q
=
[
eαi+···+αj−1 , ej−1eαj+···+αn − q−1eαj+···+αnej−1
]
q
=
[
eαi+···+αj−1 , ej−1
]
q
eαj+···+αn + qej−1
[
eαi+···+αj−1 , eαj+···+αn
]
q
−q−1 [eαi+···+αj−1 , eαj+···+αn]q ej−1 − q−2eαj+···+αn [eαi+···+αj−1 , ej−1]q
= qej−1eαi+···+αn − q−1eαi+···+αnej−1 = (q − q−1)eαi+···+αnej−1,
as ej−1eαi+···+αn = eαi+···+αnej−1. Now assume that[
eαi+···+αj−1 , eαt+···+αn
]
q
= (q − q−1)eαi+···+αneαt+···+αj−1 ,
for some i+ 2 ≤ t ≤ j − 1, then[
eαi+···+αj−1 , eαt−1+···+αn
]
q
=
[
eαi+···+αj−1 , et−1eαt+···+αn − q−1eαt+···+αnet−1
]
q
=
[
eαi+···+αj−1 , et−1
]
q
eαt+···+αn + et−1
[
eαi+···+αj−1 , eαt+···+αn
]
q
−q−1 [eαi+···+αj−1 , eαt+···+αn]q et−1 − q−1eαt+···+αn [eαi+···+αj−1 , et−1]q
= et−1
[
eαi+···+αj−1 , eαt+···+αn
]
q
− q−1 [eαi+···+αj−1 , eαt+···+αn]q et−1
= (q − q−1)et−1eαi+···+αneαt+···+αj−1 − q−1(q − q−1)eαi+···+αneαt+···+αj−1et−1
= (q − q−1)eαi+···+αneαt−1+···+αj−1 ,
as
[
eαi+···+αj−1 , et−1
]
q
= 0 and et−1 commutes with eαi+···+αn .
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We can easily prove Propositions D.9.5 and D.9.6 inductively using elementary calcu-
lations.
Proposition D.9.5. For all 1 ≤ i < j < n,[
eαi+···+αj , eαi+···+2αj+1+···+2αn
]
q
= (−q)n−j−1(1 + q)(eαi+···+αn)2
+(q − q−1)
n−j−1∑
p=1
(−q)p−1eαi+···+αj+peαi+···+2αj+p+1+···+2αn .
Proposition D.9.6. For all 1 ≤ i < j < n,[
eαi+···+2αj+1+···+2αn , eαi+···+αj ,
]
q
= (−q)n−j−1(1 + q)(eαi+···+αn)2
+(q − q−1)
n−j−1∑
p=1
(−q)p−1eαi+···+2αj+p+1+···+2αneαi+···+αj+p .
Proposition D.9.7. The element
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
commutes
with ek for each k = 1, . . . , n.
Proof. Firstly, the Serre relations state that ek commutes with ei if |k − i| > 1. For each
k = j + 2, . . . , n, we have the relation[
eαj+2αj+1+···+2αn , ek
]
q
= 0,
which states that each such ek commutes with eαj+2αj+1+···+2αn .
Now we will show that ej+1 commutes with
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
.
We calculate that(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
ej+1
= qeαj+2αj+1+···+2αnejej+1 − ejej+1eαj+2αj+1+···+2αn
= qeαj+2αj+1+···+2αneαj+αj+1 + eαj+2αj+1+···+2αnej+1ej
−eαj+αj+1eαj+2αj+1+···+2αn − q−1ej+1ejeαj+2αj+1+···+2αn
= ej+1
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
,
where we have used the relations[
eαj+2αj+1+···+2αn , ej+1
]
q
= 0,
[
eαj+αj+1 , eαj+2αj+1+···+2αn
]
q
= 0.
To complete the proof we will show that
ej
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
=
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
ej ,
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and to prove this we note that[
ej , eαj+2αj+1+···+2αn
]
q
= ejeαj+2αj+1+···+2αn − eαj+2αj+1+···+2αnej
=
n−1∑
k=j
Ckeαj+···+αkeαj+···+2αk+1+···+2αn + Cn(eαj+···+αn)
2, Ck ∈ C,
and that
[
ej , eαj+···+αk
]
q
= 0 and
[
ej , eαj+···+2αk+1+···+2αn
]
q
= 0 for each k = j+1, . . . , n−1,
and thus
ejeαj+···+αk = qeαj+···+αkej ,
ejeαj+···+2αk+1+···+2αn = qeαj+···+2αk+1+···+2αnej .
Consequently,
ej
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
= q
(
eαj+2αj+1+···+2αn(ej)
2 +
n−1∑
k=j
Ckeαj+···+αkeαj+···+2αk+1+···+2αnej + Cn(eαj+···+αn)
2ej
)
−q−1ej
(
eαj+2αj+1+···+2αnej +
n−1∑
k=j
Ckeαj+···+αkeαj+···+2αk+1+···+2αn + Cn(eαj+···+αn)
2
)
=
(
qeαj+2αj+1+···+2αnej − q−1ejeαj+2αj+1+···+2αn
)
ej.
Proposition D.9.8. For each j = 2, 3, . . . , n− 1,
[eαj+2αj+1+···+2αn , eαj−1+αj ]q = eαj−1+2αj+···+2αn .
Proof. The proof of this proposition is lengthy, and we prove in in a number of stages.
Firstly consider
[
eαj+αj+1 , eαj−1+αj
]
q
for each j = 2, 3, . . . , n− 1:[
eαj+αj+1 , eαj−1+αj
]
q
=
[
ejej+1 − q−1ej+1ej , eαj−1+αj
]
q
= ejeαj−1+αj+αj+1 + q
−1 [ej , [ej , ej−1]q]q ej+1
−q−1ej+1 [ej , [ej, ej−1]q]q − eαj−1+αj+αj+1ej
= ejeαj−1+αj+αj+1 − eαj−1+αj+αj+1ej = 0,
as [ej , [ej, ej−1]q]q = 0 is just a restatement of the Serre relation (adqej)
2(ej−1) = 0 for
j < n, and
[
eαj−1+αj+αj+1 , ej
]
q
= 0 implies
[
ej , eαj−1+αj+αj+1
]
q
= 0.
Now we will show that [
eαj+···+αk , eαj−1+αj
]
q
= 0,
Hopf ideal of Uq(osp(1|2n)) at roots of unity 233
for each k = j + 1, . . . , n. The calculation immediately above states that this is true for
k = j + 1, now assume that it is true for some k ≥ j + 1, then[
eαj+···+αk+1 , eαj−1+αj
]
q
=
[
eαj+···+αkek+1 − q−1ek+1eαj+···+αk , eαj−1+αj
]
q
= eαj+···+αk
[
ek+1, eαj−1+αj
]
q
+
[
eαj+···+αk , eαj−1+αj
]
q
ek+1
−q−1ek+1
[
eαj+···+αk , eαj−1+αj
]
q
− q−1 [ek+1, eαj−1+αj]q eαj+···+αk
= 0,
as
[
ek+1, eαj−1+αj
]
q
= 0 and
[
eαj+···+αk , eαj−1+αj
]
q
= 0 by assumption.
Now for each j < n− 1, we claim that[
eαj+···+2αk+···+2αn , eαj−1+αj
]
q
= 0,
for each k = j + 2, . . . , n. We firstly show that this is true for k = n:[
eαj+···+2αn , eαj−1+αj
]
q
=
[
eαj+···+αnen + eneαj+···+αn , eαj−1+αj
]
q
= eαj+···+αn
[
en, eαj−1+αj
]
q
+
[
eαj+···+αn , eαj−1+αj
]
q
en
+en
[
eαj+···+αn , eαj−1+αj
]
q
+
[
en, eαj−1+αj
]
q
eαj+···+αn
= 0,
as the preceding calculation implies that
[
eαj+···+αn , eαj−1+αj
]
q
= 0 and
[
en, eαj−1+αj
]
q
= 0
from the Serre relations. Now assume that[
eαj+···+2αk+1+···+2αn , eαj−1+αj
]
q
= 0,
for some k + 1 = j + 3, . . . , n, then[
eαj+···+2αk+···+2αn , eαj−1+αj
]
q
=
[
eαj+···+2αk+1+···+2αnek − q−1ekeαj+···+2αk+1+···+2αn , eαj−1+αj
]
q
= eαj+···+2αk+1+···+2αn
[
ek, eαj−1+αj
]
q
+
[
eαj+···+2αk+1+···+2αn , eαj−1+αj
]
q
ek
−q−1ek
[
eαj+···+2αk+1+···+2αn , eαj−1+αj
]
q
− q−1 [ek, eαj−1+αj]q eαj+···+2αk+1+···+2αn
= 0,
as
[
ek, eαj−1+αj
]
q
= 0 and
[
eαj+···+2αk+1+···+2αn , eαj−1+αj
]
q
= 0 by assumption.
Now consider
[
eαj+2αj+1+···+2αn , eαj−1+αj
]
q
:[
eαj+2αj+1+···+2αn , eαj−1+αj
]
q
=
[
eαj+αj+1+2αj+2+···+2αnej+1 − q−1ej+1eαj+αj+1+2αj+2+···+2αn , eαj−1+αj
]
q
= eαj+αj+1+2αj+2+···+2αn
[
ej+1, eαj−1+αj
]
q
+ q−1
[
eαj+αj+1+2αj+2+···+2αn , eαj−1+αj
]
q
ej+1
−q−1ej+1
[
eαj+αj+1+2αj+2+···+2αn , eαj−1+αj
]
q
− q−1 [ej+1, eαj−1+αj]q eαj+αj+1+2αj+2+···+2αn
= eαj+αj+1+2αj+2+···+2αneαj−1+αj+αj+1 − q−1eαj−1+αj+αj+1eαj+αj+1+2αj+2+···+2αn
=
[
eαj+αj+1+2αj+2+···+2αn , eαj−1+αj+αj+1
]
q
,
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as
[
eαj+αj+1+2αj+2+···+2αn , eαj−1+αj
]
q
= 0 from the preceding calculation.
Now we claim that[
eαj+···+2αk+···+2αn , eαj−1+···+αk−1
]
q
=
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αk
]
q
,
for each k = j + 1, . . . , n. This is true for k = j + 1 from the preceding calculation, now
assume that it is true for some k ≥ j + 1, then[
eαj+···+2αk+···+2αn , eαj−1+···+αk−1
]
q
=
[
eαj+···+2αk+1+···+2αnek − q−1ekeαj+···+2αk+1+···+2αn , eαj−1+···+αk−1
]
q
= eαj+···+2αk+1+···+2αn
[
ek, eαj−1+···+αk−1
]
q
+ q−1
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αk−1
]
q
ek
−q−1ek
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αk−1
]
q
− q−1 [ek, eαj−1+···+αk−1]q eαj+···+2αk+1+···+2αn
= eαj+···+2αk+1+···+2αn
[
ek, eαj−1+···+αk−1
]
q
− q−1 [ek, eαj−1+···+αk−1]q eαj+···+2αk+1+···+2αn
=
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αk
]
q
,
where we have used the result
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αk−1
]
q
= 0 which we will now
prove. To prove this last result recall that
[
eαj+···+2αk+1+···+2αn , eαj−1+αj
]
q
= 0. Now assume
that
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αm
]
q
= 0 for some m satisfying j ≤ m ≤ k − 2, then[
eαj+···+2αk+1+···+2αn , eαj−1+···+αm+1
]
q
=
[
eαj+···+2αk+1+···+2αn , em+1eαj−1+···+αm − q−1eαj−1+···+αmem+1
]
q
=
[
eαj+···+2αk+1+···+2αn , em+1
]
q
eαj−1+···+αm + em+1
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αm
]
q
−q−1 [eαj+···+2αk+1+···+2αn , eαj−1+···+αm]q em+1 − q−1eαj−1+···+αm [eαj+···+2αk+1+···+2αn , em+1]q
= 0,
as
[
eαj+···+2αk+1+···+2αn , eαj−1+···+αm
]
q
= 0 by assumption and
[
eαj+···+2αk+1+···+2αn , em+1
]
q
=
0. We have thus shown that
[eαj+2αj+1+···+2αn , eαj−1+αj ]q = [eαj+···+2αn , eαj−1+···+αn−1 ]q.
Now
[eαj+···+2αn , eαj−1+···+αn−1 ]q
= [eαj+···+αnen + eneαj+···+αn, eαj−1+···+αn−1 ]q
= eαj+···+αn [en, eαj−1+···+αn−1 ]q + q
−1[eαj+···+αn , eαj−1+···+αn−1 ]qen
+en[eαj+···+αn , eαj−1+···+αn−1 ]q + [en, eαj−1+···+αn−1 ]qeαj+···+αn
= eαj+···+αn [en, eαj−1+···+αn−1 ]q + [en, eαj−1+···+αn−1 ]qeαj+···+αn
= [eαj+···+αn , eαj−1+···+αn ]q,
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where we have used the result [eαj+···+αn , eαj−1+···+αn−1 ]q = 0 which we now prove. Recall
that
[
eαj+···+αn , eαj−1+αj
]
q
= 0 for each j = 2, . . . , n−1. Assume that [eαj+···+αn , eαj−1+···+αk]q =
0 for some k = j, . . . , n− 2, then[
eαj+···+αn , eαj−1+···+αk+1
]
q
=
[
eαj+···+αn , ek+1eαj−1+···+αk − q−1eαj−1+···+αkek+1
]
q
=
[
eαj+···+αn , ek+1
]
q
eαj−1+···+αk + ek+1
[
eαj+···+αn , eαj−1+···+αk
]
q
−q−1 [eαj+···+αn , eαj−1+···+αk]q ek+1 − q−1eαj−1+···+αk [eαj+···+αn , ek+1]q
= 0,
as
[
eαj+···+αn , ek+1
]
q
= 0 and
[
eαj+···+αn, eαj−1+···+αk
]
q
= 0 by assumption. An implication
of this is [eαj+···+αn , eαj−1+···+αn−1 ]q = 0. It follows that
[eαj+···+2αn , eαj−1+···+αn−1 ]q = [eαj+···+αn , eαj−1+···+αn ]q.
Now
[eαj+···+αn , eαj−1+···+αn ]q
= [eαj+···+αn−1en − q−1eneαj+···+αn−1 , eαj−1+···+αn ]q
= eαj+···+αn−1 [en, eαj−1+···+αn ]q − [eαj+···+αn−1 , eαj−1+···+αn ]qen
−q−1en[eαj+···+αn−1 , eαj−1+···+αn]q − q−1[en, eαj−1+···+αn]qeαj+···+αn−1
= eαj+···+αn−1eαj−1+···+2αn − q−1eαj−1+···+2αneαj+···+αn−1
= [eαj+···+αn−1 , eαj−1+···+2αn ]q,
as [eαj+···+αn−1 , eαj−1+···+αn ]q = 0, and
[eαj+···+αn−1 , eαj−1+···+2αn ]q
= [eαj+···+αn−2en−1 − q−1en−1eαj+···+αn−2 , eαj−1+···+2αn ]q
= eαj+···+αn−2 [en−1, eαj−1+···+2αn ]q + q
−1[eαj+···+αn−2 , eαj−1+···+2αn ]qen−1
−q−1en−1[eαj+···+αn−2 , eαj−1+···+2αn ]q − q−1[en−1, eαj−1+···+2αn ]qeαj+···+αn−2
= eαj+···+αn−2 [en−1, eαj−1+···+2αn ]q − q−1[en−1, eαj−1+···+2αn ]qeαj+···+αn−2
= [eαj+···+αn−2 , eαj−1+···+2αn−1+2αn ]q,
as [eαj+···+αn−2 , eαj−1+···+2αn ]q = 0.
We now claim that
[eαj+···+αk+1, eαj−1+···+2αk+2+···+2αn ]q = [eαj+···+αk , eαj−1+···+2αk+1+···+2αn ]q,
for each k+1 = j +2, . . . , n− 1. This is true for k+1 = n− 1, and assume that it is true
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for some k + 1 = j + 3, . . . , n− 1, then
[eαj+···+αk , eαj−1+···+2αk+1+···+2αn ]q
= [eαj+···+αk−1ek − q−1ekeαj+···+αk−1 , eαj−1+···+2αk+1+···+2αn ]q
= eαj+···+αk−1 [ek, eαj−1+···+2αk+1+···+2αn ]q + q
−1[eαj+···+αk−1 , eαj−1+···+2αk+1+···+2αn ]qek
−q−1ek[eαj+···+αk−1 , eαj−1+···+2αk+1+···+2αn ]q − q−1[ek, eαj−1+···+2αk+1+···+2αn ]qeαj+···+αk−1
= eαj+···+αk−1 [ek, eαj−1+···+2αk+1+···+2αn ]q − q−1[ek, eαj−1+···+2αk+1+···+2αn ]qeαj+···+αk−1
= [eαj+···+αk−1 , eαj−1+···+2αk+···+2αn ]q,
as [eαj+···+αk−1 , eαj−1+···+2αk+1+···+2αn ]q = 0.
To complete the proof it is a simple matter to show the following results using calcula-
tions almost identical to those immediately above:
[eαj+αj+1, eαj−1+αj+αj+1+2αj+2+···+2αn ]q = [eαj , eαj−1+αj+2αj+1+···+2αn ]q,
[eαj , eαj−1+αj+2αj+1+···+2αn ]q = eαj−1+2αj+···+2αn .
Proposition D.9.9.
qej−1eαj−1+2αj+···+2αn − q−1eαj−1+2αj+···+2αnej−1
= qeαj−1+2αj+···+2αnej−1 − q−1ej−1eαj−1+2αj+···+2αn . (D.63)
Proof. Proposition D.9.8 implies the following result for each j = 2, . . . , n− 1:
eαj−1+2αj+···+2αn =
[
eαj+2αj+1+···+2αn , eαj−1+αj
]
q
,
which we can use to rewrite the left hand side of (D.63):
qej−1eαj−1+2αj+···+2αn − q−1eαj−1+2αj+···+2αnej−1
= qej−1eαj+2αj+1+···+2αneαj−1+αj − ej−1eαj−1+αjeαj+2αj+1+···+2αn
−q−1eαj+2αj+1+···+2αneαj−1+αjej−1 + q−2eαj−1+αjeαj+2αj+1+···+2αnej−1
= qej−1eαj+2αj+1+···+2αneαj−1+αj − eαj+2αj+1+···+2αnej−1eαj−1+αj
−q−1eαj−1+αjej−1eαj+2αj+1+···+2αn + q−2eαj−1+αjeαj+2αj+1+···+2αnej−1 (D.64)
= qeαj−1+αj+2αj+1+···+2αneαj−1+αj − q−1eαj−1+αjeαj−1+αj+2αj+1+···+2αn
= qeαj−1+αj+2αj+1+···+2αnejej−1 − eαj−1+αj+2αj+1+···+2αnej−1ej
−q−1ejej−1eαj−1+αj+2αj+1+···+2αn + q−2ej−1ejeαj−1+αj+2αj+1+···+2αn
= qeαj−1+αj+2αj+1+···+2αnejej−1 − q−1ej−1eαj−1+αj+2αj+1+···+2αnej (D.65)
−ejeαj−1+αj+2αj+1+···+2αnej−1 + q−2ej−1ejeαj−1+αj+2αj+1+···+2αn
= qeαj−1+2αj+···+2αnej−1 − q−1ej−1eαj−1+2αj+···+2αn .
We used the relation eαj−1+αjej−1 = qej−1eαj−1+αj to obtain (D.64) and the relation
ej−1eαj−1+αj+2αj+1+···+2αn = qeαj−1+αj+2αj+1+···+2αnej−1 to obtain (D.65).
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