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ABSTRACT
We examine the role played by viscosity in the excitation of global oscillation modes
(both axisymmetric and non-axisymmetric) in accretion discs around black holes us-
ing two-dimensional hydrodynamic simulations. The turbulent viscosity is modeled
by the α-ansatz, with different equations of state. We consider both discs with tran-
sonic radial inflows across the innermost stable circular orbit, and stationary discs
truncated by a reflecting wall at their inner edge, representing a magnetosphere. In
transonic discs, viscosity can excite several types of global oscillation modes. These
modes are either axisymmetric with frequencies close to multiples of the maximum
radial epicyclic frequency κmax, non-axisymmetric with frequencies close to multiples
of of the innermost stable orbit frequency ΩISCO, or hybrid modes whose frequencies
are linear combinations of these two frequencies. Small values of the viscosity parame-
ter α primarily produce non-axisymmetric modes, while axisymmetric modes become
dominant for large α. The excitation of these modes may be related to an instability of
the sonic point, at which the radial infall speed is equal to the sound speed of the gas.
In discs with a reflective inner boundary, we explore the effect of viscosity on trapped
p-modes which are intrinsically overstable due to the corotation resonance effect. The
effect of viscosity is either to reduce the growth rates of these modes, or to completely
suppress them and excite a new class of higher frequency modes. The latter requires
that the dynamic viscosity scales positively with the disc surface density, indicating
that it is a result of the classic viscous overstability effect.
Key words: accretion, accretion discs – hydrodynamics – instabilities – waves.
1 INTRODUCTION
High-frequency quasi-periodic oscillations (HFQPOs) in X-
ray flux have been observed in a number of black hole X-ray
binaries since the 1990s. These low-amplitude (∼ 1%) vari-
abilities occur in the so-called intermediate state or “steep
power law” state, and have frequencies of 40−450 Hz, com-
parable to the orbital frequency the innermost stable circular
orbit (ISCO) of a ∼ 10 M black hole. This indicates that
the physical mechanism behind them is closely related to
the dynamics of the innermost regions of black hole accre-
tion discs (for reviews, see Remillard & McClintock 2006 and
Belloni et al. 2012). Several classes of models for HFQPOs
have been proposed (see Lai & Tsang 2009, Lai et al. 2013
for a review), including the orbital motion of hot spots in
the disc (Stella et al. 1999; Schnittman & Bertschinger 2004;
Wellons et al. 2014), nonlinear resonances (Abramowicz &
Kluz´niak 2001; Abramowicz et al. 2007), and oscillations of
finite accretion tori (Rezzola et al. 2003; Blaes et al. 2006). A
large class of models are based on relativistic discoseismol-
ogy, in which the HFQPO frequencies are identified as those
of global oscillations modes of the inner accretion discs (see
Kato 2001 or Ortega-Rodr´ıguez et al. 2008 for reviews of disc
oscillations, Lai et al. 2013 for their connection to HFQPOs).
Two possible types of oscillations are inertial-gravity modes
(or g-modes) with vertical structure and inertial-acoustic p-
modes with no vertical structure. While the g-modes exhibit
a unique self-trapping property, there is some indication that
they may be destroyed by subthermal magnetic fields (Fu &
Lai 2009), comparable to those produced by saturation of
the magnetorotational instability, or be destroyed by tur-
bulence (Reynolds & Miller 2009). Therefore it is unclear
whether or not g-modes can exist in real discs. However,
p-modes are only weakly affected by magnetic fields (Fu &
Lai 2011), and their lack of vertical structure makes them
insensitive to turbulence.
The types of oscillations which are possible in the disc
depend on the properties of its inner edge. Either the gas
freely flows into the central black hole, or there exists an in-
ner edge which is impermeable to radial motions, for exam-
ple due to the presence of a magnetosphere (e.g. Bisnovatyi-
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Kogan & Ruzmaikin 1974, 1976; Igumenshchev et al. 2003;
Rothstein & Lovelace 2008; McKinney et al. 2012). In the
latter case, there exist “trapped” p-modes which can prop-
agate between the reflective inner boundary and their inner
Lindblad resonances. A trapped p-mode can be overstable
if it can draw negative energy from the background flow
through the corotation resonance. This is possible if the ra-
dial derivative of vortensity (vorticity |∇ × v| divided by
surface density) is positive at the corotation radius, which,
in the absence of sharp changes in surface density, is not
possible in Newtonian discs, but can be achieved with gen-
eral relativistic (GR) effects (see Tsang & Lai 2008; Lai &
Tsang 2009; Hora´k & Lai 2013). This “corotational insta-
bility” has been demonstrated in 2D simulations of inviscid
discs (Fu & Lai 2013).
One of the goals of this paper is to examine the ef-
fect of viscosity on trapped p-modes. In particular, we are
interested in whether viscosity suppresses or enhances their
growth. The latter may occur as the result of viscous oversta-
bility. We model the disc turbulent viscosity by the standard
α-ansatz, with different equations of state. The classic the-
ory of viscous overstability describes an axisymmetric insta-
bility in which viscosity injects energy drawn from the disc
shear into growing oscillations (Kato 1978; Schmit & Tschar-
nuter 1995; Schmidt et al. 2001). This effect requires viscous
forces to act in phase with oscillations, which is achieved
if the dynamic viscosity η scales sufficiently steeply with
surface density Σ, i.e., if the parameter A = d ln η/d ln Σ
is larger than unity. Viscous overstability has been demon-
strated in both hydrodynamic (Latter & Ogilvie 2010) and
N -body simulations (Rein & Latter 2013). Extensions of
the original axisymmetric theory show that a similar effect
can drive non-axisymmetric oscillations (Papaloizou & Lin
1988; Lyubarskij et al. 1994). Previous analytical calcula-
tions, based on local analysis (see Section 2), indicate that
viscosity can excite disc p-modes due to viscous forces act-
ing in phase with the oscillation (e.g. Ortega-Rodr´ıguez &
Wagoner 2000; Kato 2001). However, local analysis cannot
determine the damping or growth rate of global modes.
In the absence of a reflective boundary, the inner edge
of the disc is free-flowing, with gas interior to the ISCO
plunging into the central black hole, forming a transonic ra-
dial flow. Kato et al. (1988a) found that the sonic point of
such flow is unstable to axisymmetric perturbations for suffi-
ciently large viscosities, a mechanism which is distinct from
the standard viscous overstability. One-dimensional simula-
tions of transonic discs have shown that viscosity can drive
global oscillations at the maximum epicyclic frequency κmax
(Milsom & Taam 1996; Mao et al. 2009). Two-dimensional
and three-dimensional simulations have shown global oscilla-
tions at the same frequency (O’Neill et al. 2009), as well as at
multiples of innermost stable orbital frequency ΩISCO (Chan
2009). Another goal of this paper is to study the conditions
for producing axisymmetric and various non-axisymmetric
modes in transonic discs.
The outline of this paper is as follows. In Section 2,
we review the theory of viscous overstability, deriving the
formula for the growth rate of local non-axisymmetric per-
turbations due to viscosity. We also provide estimates of
the global growth rates of trapped p-modes under a pseudo-
Newtonian potential. The setup for our numerical experi-
ments is described in Section 3. In Section 4, we present the
results of simulations of overstable oscillations in a transonic
disc with a free inner boundary. We classify several types of
global oscillation modes produced in this flow, as well their
dependence on the sound speed and viscosity parameter of
the disc. In Section 5 we examine trapped p-modes in a disc
with a reflecting boundary, first reproducing semi-analytic
results for an inviscid disc, then investigating the effect of
viscosity as described by the theory of viscous overstability.
As part of this discussion (Section 5.3), we present an unex-
pected result on overstable modes driven purely by viscosity
in the absence of GR effects, whose frequencies are higher
than trapped p-modes. We summarize our results and dis-
cuss their implications in Section 6.
2 THEORY OF VISCOUS INSTABILITY
The role of viscosity for the stability of thin accretion discs
has been studied extensively for several decades. As shown
by Kato (1978) in his pioneering work, viscosity can affect
the disc stability through both thermal (affecting the energy
balance) and dynamical processes (by changing the angular
momentum balance). The former process is analogous to so
called ‘-mechanism’ in stellar pulsations. In that case, the
instability arises as a consequence of an additional increase
in the pressure restoring force, due to viscous heat genera-
tion in the compressed phase of the oscillations. In the later
case, the instability comes from the mechanical work that is
done by the azimuthal component of the viscous force on the
fluid elements during the oscillations. To explore this mech-
anism, it is sufficient to consider barotropic fluid, which we
adopt in our work.
We consider a thin, two-dimensional disc described in
polar coordinates (r, φ) by velocity u = (ur, uφ), surface
density Σ and height integrated pressure P which obey the
continuity and Navier-Stokes equations
∂Σ
∂t
+∇ · (Σu) = 0, (1)
∂u
∂t
+ (u ·∇)u = − 1
Σ
∇P −∇Φ + 1
Σ
∇ · σ, (2)
where σ is the viscous stress tensor,
σ = η
[
∇v + v∇− 2
3
(∇ · v) I
]
, (3)
Φ = Φ(r) is the gravitational potential and η is the height
integrated dynamic viscosity coefficient that describes mo-
mentum transport due to turbulent motion of the fluid. In
this section, it is sufficient to assume that both P and η
are functions of the surface density only, P = P (Σ) and
η = η(Σ). The particular forms of these functions will be
specified later, when the numerical simulations are carried
out.
2.1 Subsonic Part of Disc and Trapped Modes
In absence of the viscosity (η = 0), the equations (1) and (2)
admit a stationary axisymmetric solution, that describes a
purely rotating flow with the squared angular velocity
Ω2 = Ω2K +
c2s
r2
d ln Σ
d ln r
, Ω2K =
1
r
dΦ
dr
, (4)
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Figure 1. Regions of local viscous stability and instability in the propagation diagram of axisymmetric (left) and non-axisymmetric
p-waves. The ‘evanescent’ regions correspond to the cases where D > 0, the ‘locally damped’ and ‘locally unstable’ regions correspond
to positive or negative ωv, respectively.
where ΩK is the Keplerian angular frequency and cs =
(dP/dΣ)1/2 is the sound speed. Its contribution to the ro-
tational velocity is negligible in thin discs giving nearly Ke-
plerian rotation, Ω ≈ ΩK.
The perturbations to this equilibrium, whose time and
azimuthal dependence is of the form of exp(imφ− iωt), obey
the wave equation (e.g. Lai & Tsang 2009),
Lˆ0δh =
[
d2
dr2
−
(
d
dr
ln
D
rΣ
)
d
dr
+
2mΩ
rω˜
(
d
dr
ln
D
ΩΣ
)
− m
2
r2
− D
c2s
]
δh = 0
(5)
for the enthalpy perturbation δh = δP/Σ. Here ω and m
are the angular frequency and azimuthal wavenumber of the
perturbation, ω˜ = ω −mΩ, D = κ2 − ω˜2 and
κ2 = r
dΩ2
dr
+ 4Ω2 (6)
is the squared radial epicyclic frequency. The perturbation
of the flow velocity δu are given as
δur =
i
D
[
ω˜
d
dr
− 2mΩ
r
]
δh, δuφ =
1
D
[
κ2
2Ω
d
dr
− mω˜
r
]
δh.
(7)
The operator Lˆ0 is singular when D → 0 or ω˜ → 0. The
first corresponds to the Lindblad resonances and the second
to the corotation resonance. While the Lindblad resonances
are not real singularities and represent turning points of the
waves, the waves may be absorbed at the corotation reso-
nance, which may lead to the instability or damping of the
oscillations of the disc.
Introducing the viscosity changes both the equlibrium
state and the dynamics of the oscillations. The angular mo-
mentum transport causes a slow radial inflow of the matter
towards the central black hole in the stationary case. The
radial velocity ur of this inflow can be found by expand-
ing the azimuthal component of equation (2) up to the first
order in η,
ur =
2Ω
r2κ2Σ
d
dr
(
r3η
dΩ
dr
)
. (8)
This expansion however breaks down close to ISCO, where
κ → 0 and the flow becomes transonic. The stability of
this region of the disc is reviewed later in this section and
numerically examined in section 4.
In addition to a small change in the mean flow, the
viscosity affects the oscillations through the perturbation of
the viscous force δ(∇ ·σ) that may do a positive or negative
work on the waves. Up to the first order in viscosity, the
perturbations of the disc are governed by the equation (see
Appendix A) (
Lˆ0 + L1v + L
1
in
)
δh = 0, (9)
where Lˆ0 is the differential operator of the inviscid problem
defined in equation (5) and Lˆ1in and Lˆ
1
v are its first-order
corrections due to the radial inflow in the stationary case
and the action of the viscous force:
Lˆ1in = iur
ω˜
D
[(
1 +
κ2
ω˜2
)
d3
dr3
− D
2
ω˜2c2s
d
dr
]
, (10)
Lˆ1v = −iν ω˜
D
[(
4
3
+
κ2
ω˜2
)
d4
dr4
− 2qA D
ω˜2
Ω
c2s
d2
dr2
]
, (11)
where ν = η/Σ is the kinematic viscosity.
By substituting the local WKBJ ansatz, δh ∝ exp(ikr)
we may recover the formula of Kato (1978) for the local
growth rate of the oscillations due to the action of the vis-
cous force,
δωv(r) = −iνk2
[
2
3
+
Ω2
ω˜2
(
κ2
2Ω2
− qA
)]
, (12)
where q = −d ln Ω/d ln r and A = d ln η/d ln Σ. Because
q > 0, the last term reduces the damping and in princi-
ple it can lead to an instability. A necessary condition for
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mode growth [Im (δωv) > 0] is positive A, i.e. the shear vis-
cosity coefficient η increases with increasing density Σ on a
timescale shorter than the oscillation period (∼ 1/Ω). For a
given oscillation frequency, we may separate the regions of
local instability or damping of the p-waves in the propaga-
tion diagram. This is done in Figure 1.
A similar analysis in the case of the operator Lˆin gives
the correction due to the radial inflow in the disc,
δωin(r) = −kur. (13)
The meaning of this result is straightforward; it is the
Doppler shift between the stationary observer at a fixed ra-
dius and an observer comoving with the fluid. Hence, the
inflow only slightly changes the real part of the frequency
of the oscillations without affecting their stability. The to-
tal frequency change is the sum of the two contributions,
δω(r) = δωv(r) + δωin(r).
Similarly, we may derive a global change of the eigen-
frequencies of the p-modes trapped between two boundaries.
A simple calculation presented in Appendix B leads to the
expressions
δωv,global =
∫
δωv(r)w(r)dr∫
w(r)dr
, δωin,global =
∫
δωin(r)w(r)dr∫
w(r)dr
,
(14)
where
w(r) =
1
cs
ω˜√−D. (15)
Hence, the effects of viscosity and radial inflow are just the
average of the local rates of equations (12) and (13) with
the weight function w(r).
2.2 Transonic flow
The studies of the stability of the transonic regions of accre-
tion discs were initiated by the work of Kato et al (1988a).
By perturbing equations (1) and (2) around a transonic sta-
tionary solution describing an isothermal accretion disc, the
authors identified two types of unstable axisymmetric per-
turbations. The first type is essentially a generalization of
the inertial-acoustic p-waves discussed in the previous sub-
section to the case of a nonzero radial flow velocity. These
modes are trapped between the disc inner edge (correspond-
ing to the sonic radius) and the radius of the inner Lindblad
resonance. Consequently, the frequency of these waves is al-
ways smaller than κmax, we note however, that this limit
is valid only in the case of the axisymmetric perturbations.
According to Kato et al. (1988a), as the sonic radius acts
only as a partial reflector for the waves, the instability ap-
pears only for a sufficiently high viscosity when the viscous
driving overcomes the leakage of wave energy through the
sonic radius.
The other type of instability appears only in the case
of a transonic flow and represents a standing wave pattern
localized around the sonic radius that grows exponentially
with time. Kato et al. (1988a) assumed so-called conven-
tional or ‘αp’-type viscosity, in which the rφ-component of
the viscous stress tensor is directly proportional to the pres-
sure, σrφ = αp (contrary to our ‘diffusive’ prescription for
the viscosity, that relates pressure to the shear viscosity co-
efficient η). They found that the instability occurs only for
high enough values of α, when α > u′c/Ωc, with u′c and
Ωc being a radial velocity gradient and orbital frequency of
the flow at the sonic radius. They also noted that the same
condition is satisfied when the flow changes from being sub-
sonic to supersonic by passing through the nodal critical
point. They speculated that the appearance of this second
type of instability is directly related to the topology of the
flow at the sonic radius. This idea was supported in subse-
quent studies: Kato et al. (1988b) relaxed the assumption of
isothermal flow by including the energy balance between vis-
cous heating and radiative cooling and found that the insta-
bility criterion coincides with the one for the nodal topology
of the sonic point. Later on, Kato et al (1993) examined a
stability of the isothermal accretion flows with the diffusive
form of the viscosity similar to our work. In that case the
sonic point is always of the saddle type and consequently
the authors found that it is stable against this type of per-
turbation.
Based on these results we expect that possible instabili-
ties of our flow arise only due to propagating acoustic waves
mentioned in the beginning of this subsection. In the follow-
ing sections, we will examine numerically the conditions for
their growth as well as the spatial structure of the unstable
modes.
3 NUMERICAL SETUP
As in the previous section, we consider a thin disc described
by velocity u = (ur, uφ), surface density Σ and pressure
P which obey the Navier-Stokes equations. It is subject to
the “pseudo-Newtonian” (Paczyn´ski & Wiita 1980) gravita-
tional potential
Φ = − GM
r − rs , (16)
where M is the mass of the central black hole and rs =
2GM/c2 is its Schwarzschild radius. This potential mimics
GR effects, having a Keplerian orbital frequency and radial
epicyclic frequency given by
ΩK =
√
GM
r3
(
r
r − rs
)
, κ = ΩK
√
r − 3rs
r − rs . (17)
There is an innermost stable circular orbit (ISCO) defined
by κ2 (rISCO) = 0, and a radius at which the epicyclic fre-
quency peaks, κ (rmax) = κmax =
(
9− 5√3)ΩISCO, which
are located at rISCO = 3rs and rmax =
(
2 +
√
3
)
rs, respec-
tively.
We adopt numerical units such that
rISCO = ΩISCO = 1, (18)
and define an “orbit” as one orbital period at rISCO (equal
to 2pi in numerical units). We use a polytropic equation of
state P = KΣΓ, which has the corresponding sound speed
cs =
√
ΓP/Σ. We define the parameter cs0 = cs (rISCO),
whose value we will refer to rather than that of the constant
K, to which it is directly related. We prescribe the kinematic
viscosity of the fluid as
ν = αcsH, (19)
where H = cs/ΩK is the disc scale height (Shakura &
Sunyaev 1973). Note that ν is proportional to c2s , so that
c© 0000 RAS, MNRAS 000, 000–000
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ν (Σ) ∝ ΣΓ−1 or η (Σ) ∝ ΣΓ, giving A = d ln η/d ln Σ = Γ.
Therefore each simulation is defined by three parameters:
cs0, Γ and α.
The outer boundary is always located at r = 4, at which
we fix Σ and uφ at their initial values and impose ∂ur/∂r =
0. Adjacent to the outer boundary, we implement a wave
damping zone of width 1/3 (i.e., between r = 11/3 and
r = 4) in which a damping force (per unit mass), given by
fdamp = −u− u0
τ
R (r) (20)
is applied (de Val-Borro et al. 2006). Here u0 = (rΩ0, 0),
τ is a damping timescale equal to the orbital period at the
outer boundary, and R (r) is a parabolic function, which is
equal to unity at r = 4 and reduces to zero at r = 11/3. The
damping zone minimizes reflection of waves from the outer
boundary and mimics an outgoing wave boundary condi-
tion used in linear analysis of disc modes (e.g., Lai & Tsang
2009). We simulate two distinct physical setups which cor-
respond to two different inner boundary locations and their
corresponding boundary conditions, choosing either a free
boundary at r = 2/3 (Section 4) or a reflecting boundary
at r = 1 (Section 5). The details and significance of these
boundary conditions are discussed in more detail in their
corresponding sections. The initial conditions of the simula-
tions always have ur = 0 everywhere, but the initial surface
density profile Σ (r) varies in the different sections of this
paper. The orbital velocity uφ is always chosen to be ini-
tially in centrifugal balance (equation 4) given the surface
density profile.
The Navier-Stokes equations are solved using the
PLUTO code (Mignone et al. 2007) with third-order Runge-
Kutta time stepping, parabolic reconstruction and a Roe
solver on static polar grid with uniform spacing in both
directions. The standard resolution of the simulations is
Nr×Nφ = 1024×256, so that the radial direction has a spa-
tial resolution of at least 300 per unit r (this varies slightly
with the location of the inner boundary), and modes with
m 6 4 are captured with at least 64 zones per azimuthal
wavelength. The sensitivity of our numerical results to the
chosen resolution is addressed seperately for each major re-
sults section (Sections 4 and 5).
4 OVERSTABLE GLOBAL OSCILLATIONS IN
TRANSONIC DISCS
For our transonic disc simulations, the inner boundary is
placed at rin = 2/3, at which an outflow boundary condition
given by
∂Σ
∂r
=
∂u
∂r
= 0 (21)
is imposed. We choose as our initial condition
Σ ∝ r
− 1
2
r − rs
[
1−
(
r
rin
)− 1
2
]
, (22)
which is an approximate steady-state surface density pro-
file consistent with constant M˙ and vanishing torque at rin,
but it is not a solution for the transonic flow region interior
to rISCO. From these initial conditions, the disc is evolved
for 100 orbits. We wait for it to settle into a quasi-steady
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Figure 2. Surface density at t = 100 for runs with significant
time variability. The parameters corresponding to the alphabet-
ical labels are given in Table 1. Various features can be seen,
including four-armed, two-armed and one-armed spirals, as well
as axisymmetric rings. The top two panels are zoomed in relative
to the other panels to show finer detail of the non-axisymmetric
structure close to the inner edge.
state before analyzing its variabilities. The parameters for
various runs and their corresponding key results are sum-
marized in Table 1. Run (a), which has the longest viscous
timescale, is the slowest to reach a quasi-steady state, tak-
ing ∼ 60 orbits (however, this is much less than the viscous
timescale). Therefore we perform all analysis in the last 30
orbits of each run, at which point all have reached a quasi-
steady state. Since we ignore the initial transient phase, we
do not attempt to characterize the growth process or lin-
ear behavior of any observed oscillations. Instead, we focus
on the properties of unstable oscillations which have satu-
rated at some (often large) amplitudes and which may have
become significantly nonlinear.
We use the following formalism to analyze the variabil-
ities of the quasi-steady, nonlinear phase of the simulations.
We define the power spectrum |u˜|2, where
u˜ (r, ω) =
1
2pi
∫ t2
t1
ur (r, 0, t) e
−iωtdt (23)
is the Fourier transformed radial velocity and (t1, t2) =
(70, 100). The power spectrum gives a measure of the
strength of the oscillations, along with their frequencies and
locations in the disc where they are most visible. We de-
termine the azimuthal number m associated with each fre-
c© 0000 RAS, MNRAS 000, 000–000
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Label cs0 α rc u′c/Ωc κmax mΩISCO mΩISCO ± κmax
(a) 0.01 0.05 0.99 0.150 No No No
(b) 0.01 0.10 1.02 0.120 No 4 No
(c) 0.01 0.25 1.12 0.087 Linear 2 Yes
(d) 0.01 0.50 1.30 0.082 Nonlinear 1 Yes
(e) 0.02 0.10 1.01 0.170 No No No
(f) 0.02 0.25 1.17 0.109 No 1 Yes
(g) 0.02 0.50 1.69 0.116 Nonlinear No No
(h) 0.05 0.25 1.12 0.197 No No No
(i) 0.05 0.50 1.57 0.446 Nonlinear No No
Table 1. Summary of transonic disc simulations. The first three columns give the name of the run and the value of parameters cs0 and
α. The next two columns give the numerically measured location of the sonic point rc and its dimensionless stability quantity u′c/Ωc.
The last three columns indicate whether or not overstable oscillations of the three types described in Section 4.1 are present. For the
κmax type, we also indicate whether or not they are linear or nonlinear, and if the mΩISCO type are present, we indicate which azimuthal
number m is dominant in the power spectrum.
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Figure 3. Space-time diagrams of surface density Σ at φ = 0,
demonstrating the structure of the spatial variabilities and tem-
poral variabilities of the oscillations. Time is shown relative to the
reference time t0 = 90. We can see that waves with frequencies
close to multiple of ΩISCO (if they are present) do not propagate
at radii much larger than rISCO, beyond which only axisymmetric
oscillations with frequency approximately κmax propagate.
quency by decomposing the radial velocity into components
proportional to exp (imφ− iωt). Since, as we will demon-
strate, the oscillations are global (their frequencies are co-
herent across a range of radii), we average this amplitude
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Figure 4. The power spectrum |u˜r|2 over a range of disc radii.
Global modes with power in discrete frequencies which are coher-
ent across a range of r are present in all cases. They can be seper-
ated into modes with frequencies close to multiples of ΩISCO (and
their nonlinear splittings) with power concentrated near rISCO,
and those with frequencies close to multiples of κmax with power
concentrated at larger radii. These correspond respectively to the
spirals and axisymmetric rings seen in Figure 2.
over all r. The resulting quantity,
u˜m (ω) =
1
4pi2 (rout − rin)
×
∫ rout
rin
∫ t2
t1
∫ 2pi
0
ur (r, φ, t) e
−(imφ−iωt)dφdtdr,
(24)
specifies the global power spectrum delineated by m. The
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Figure 5. Power spectrum delineated by azimuthal number m,
given by the quantity |u˜m|2 defined in eq. (24).
spatial and temporal variability and propagation properties
of the oscillations are examined by plotting the surface den-
sity Σ at a fixed azimuthal angle (φ = 0) as a function of
radius r and time t.
For this section we restrict the equation of state to only
the isothermal case, Γ = 1, so that each run is characterized
only by the parameters cs0 and α. The parameters of the nine
numerical runs (see Table 1) were chosen because they lead
to a variety of behaviors, producing overstable oscillations
of several types (to be described below) which are present
or absent in various combinations. For each sound speed
cs0, there is a threshold value of the viscosity parameter α
below which no overstable oscillations are observed within
the duration of the run (100 orbits). Three of our runs, (a),
(e) and (h), fall into this regime, leaving six runs which show
significant variabilities. The subsequent discussion focuses
only on these six interesting cases.
Figure 2 shows snapshots of the disc surface density
Σ at t = 100 for the runs that exhibit overstable oscil-
lations. Figure 3 shows Σ at φ = 0 as function of time
and radius. Together they illustrate the spatial structure
and wave propagation properties of the modes. In runs (b),
(c), (d) and (i), non-axisymmetric waves with frequencies
approximately multiples of ΩISCO propagate at small radii
(r . 1.2 for cs0 = 0.01, r . 1.7 for cs0 = 0.02). In runs (c),
(d), (g) and (i), axisymmetric waves with lower frequencies
propagate at larger radii. In cases in which both types of
waves are present, there is a merging or winding-up of non-
axisymmetric waves into axisymmetric ones at intermediate
radii.
Figure 4 depicts the power spectra, for a range of radial
locations in the disc, of the runs which exhibit overstable os-
cillations. In all cases, power is sharply concentrated in dis-
crete frequencies and present across a large range of r, mani-
festing as narrow vertical strips in Figure 4. We therefore in-
terpret these as frequencies of coherent global modes, rather
than local oscillations whose properties vary with r. Since
they are global, with frequencies independent of location,
we can justify the radial integration in equation (24), which
allows us to analyze their relative strengths globally, rather
than locally. The m-delineated power spectra are shown in
Figure 5. Note that the absolute scale of the quantity |u˜m|2
does not have a direct physical meaning, as it depends on
the radial integration range (which we choose as the entire
computational domain, whose size is arbitrary). However the
relative amplitudes, both between different values of m and
across multiple panels in Figure 5, give a meaningful com-
parison of the power in the various modes. From these we
see that run (b), (c), (d) and (f) are dominated by m = 4,
m = 2, m = 1 and m = 1 modes, respectively. Runs (g) and
(i) have very little power in non-axisymmetric modes, with
the majority of their power in axisymmetric (m = 0) modes,
whose corresponding |u˜m| is not shown.
4.1 Classification of Oscillations
We classify the observed oscillation modes into three types.
First, there is a “κmax” type, which is axisymmetric (m = 0)
and has a frequency approximately equal to (for small cs0) or
somewhat smaller than (for large cs0) the maximum epicyclic
frequency, κmax = 0.34. Under various conditions, this mode
is either linear or nonlinear. In the former case, its wave
function is smooth and has a small amplitude, and only the
fundamental frequency is present in the power spectrum. In
the latter case, the wave function is sharp and large in am-
plitude, and many overtones (integer multiples of κmax) are
present in the power spectrum. This behavior is analogous to
that of a nonlinear oscillator with natural frequency κmax.
As the amplitude of the oscillation becomes large, nonlin-
ear effects introduce resonances at multiples of the natural
frequency, and oscillations at these frequencies can also be
driven to large amplitudes. The result is the excitation of a
series of harmonics of the frequency κmax. In the most ex-
treme examples of this nonlinearity [e.g. runs (d) and (g)],
the power density (see Figure 4) in the first three to four
overtones is comparable to (less than, but within an order
of magnitude of) that of the fundamental frequency, and up
to ten overtone frequencies can be identified [run (g)].
The second type of mode is the “mΩISCO” type, which
is non-axisymmetric with azimuthal number m > 0 and fre-
quency ω ≈ mΩISCO. These always appear in a series of
successive m, and therefore represent a harmonic series of
the fundamental frequency (similar to the nonlinear effect
seen in the κmax modes), which is simply ΩISCO. However,
the m with the largest power is not always 1, we find cases
in which it is 2 or 4. This manifests as a sharp, nonlinear
m-armed spiral in the disc.
The third type of mode is the “mΩISCO ± κmax” type,
which has azimuthal number m > 0 and frequency approxi-
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mately mΩISCO ± , where  is close to, but sometimes less
than, κmax. These are prominently present for moderate val-
ues of α when cs0 is small [runs (c) and (d)], moderately
present for a similar α at a larger cs0 [run (f)] and entirely
absent for large α or large cs0 [runs (g) and (i)]. We suggest
that these modes are a result of a splitting of the mΩISCO
modes due to a nonlinear coupling with the κmax modes, as
these are the most fundamental modes associated with the
two “special” locations in the disc, rISCO and rmax.
4.2 Dependence on Parameters
From our runs, we can extrapolate the dependence on the
parameters cs0 and α in determining power spectrum of over-
stable modes. For a given sound speed cs0, we imagine slowly
increasing the value of α, starting from a very small value.
A sufficiently small α produces no overstable oscillations,
leading to a steady-state axisymmetric flow with no vari-
abilities. As α increases, there is a threshold value at which
mΩISCO type modes begin to appear. This threshold value
of α is larger for larger cs0. For example, the threshold is
α & 0.05 for cs0 = 0.01 and α & 0.1 for cs0 = 0.02. Once this
threshold is reached, the dominant mΩISCO mode initially
involves large m, such as m = 4 seen in run (b). As α is
further increased, the dominant m of these modes becomes
smaller, for example m = 2 in run (c) and m = 1 in run (d).
As α increases further, beyond a second threshold value, ax-
isymmetric κmax modes become present, while the mΩISCO
modes may still be present with comparable power, as in run
(d), or may be suppressed, such that only κmax modes are
present, as in runs (g) and (i). In between the two threshold
values of α, it is possible for the mΩISCO ± κmax modes to
be present, sometimes in the absence of strong κmax modes,
such as in runs (c) and (f), probably due to a nonlinear
coupling between the two other types of modes.
As reviewed in Section 2, Kato et al. (1988a) derived a
criterion a for a viscous pulsational instability at the sonic
point rc, defined by ur (rc) = cs, of a transonic flow. Accord-
ing to this criterion, the sonic point is unstable if α > u′c/Ωc,
where uc and Ωc are the radial velocity and angular ve-
locity at the critical point and the prime denotes a radial
derivative. Note that these quantities themselves depend on
α (and cs0) in a self-consistent solution of the flow. While
this instability criterion may not be exactly applicable in our
simulations (due to our ‘diffusive’ rather than ‘αP ’ viscos-
ity prescription), we find it is still a useful diagnostic. Using
azimuthally-averaged and time-averaged profiles of ur and
uφ, we measure the location of the sonic point rc and the
value of u′c/Ωc for each run, which are presented in Table
1. From these we can see that the Kato et al. criterion suc-
cessfully indicates whether or not overstable oscillations are
found, with the exception of run (b), for which a weak m = 4
mode is found even though the criterion is not strictly sat-
isfied.
The results of our simulations of transonic discs can
be most directly compared to those of Chan (2009), who
also examined the role of viscosity in height-integrated discs
(with a more general equation of state), and found evi-
dence for viscous excitation of global axisymmetric and non-
axisymmetric p-modes of the types found in our simulations.
Our work extends Chan’s analysis by delineating the differ-
ent regimes (ranges of cs0 and α) in which particular combi-
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Figure 6. Surface density at t = 100 and power spectrum of
resolution test runs (c)half and (c)double (compare to Figures 2
and 5).
nations of these modes are excited, and highlights the pos-
sibility of extreme nonlinearities and the existence of the
mixed mΩISCO± κmax type modes. The driving of the κmax
modes at large α is consistent with the 1D (height-integrated
and axisymmetric) simulations of Milsom & Taam (1996)
and Mao et al. (2009), as well as the 2D (axisymmetric)
simulations of O’Neill et al. Note that the aforementioned
studies are unable to capture the global spiral modes seen
in our simulations due to their assumptions of axisymmetry.
4.3 Resolution Study
In order to determine the robustness and dependence on grid
resolution of the features seen in our transonic disc simula-
tions, we perform run (c) with both half the standard resolu-
tion in both dimensions,Nr×Nφ = 512×128, denoted (c)half
and double the standard resolution Nr ×Nφ = 2048× 512,
denoted (c)double. The surface density at t = 100 and the m-
delineated power spectra for these runs are shown in Figure
6. It can be seen from these that the runs are remarkably
similar to one another, as well as to the standard resolution
run, therefore we conclude that the observed features are
not sensitive to resolution and that the standard resolution
provides sufficient convergence. Since run (c) has the largest
Reynolds number Re = α−1c−2s0 of the runs which exhibit
all three types of oscillations, we conclude that our other
runs are at least as well resolved as (c) under the standard
resolution.
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m (ωr, ωi)semi−analytic ωr ωi,α=0 ωi,α=0.01 ωi,α=0.05
cs0 = 0.02, Γ = 1 2 1.78, 0.0422 1.78 0.0453 0.0314 0.0266
3 2.69, 0.0528 2.69 0.0579 0.0426 0.0235
4 3.62, 0.0607 3.63 0.0646 0.0478 0.0205
cs0 = 0.02, Γ = 4/3 2 1.78, 0.0408 1.78 0.0434 − −
3 2.69, 0.0512 2.69 0.0550 − −
4 3.62, 0.0591 3.63 0.0611 − −
cs0 = 0.05, Γ = 1 2 1.62, 0.0588 1.62 0.0600 0.0526 0.0211
3 2.48, 0.0716 2.47 0.0716 0.0642 0.0376
4 3.36, 0.0800 3.36 0.0776 0.0704 0.0479
cs0 = 0.05, Γ = 4/3 2 1.62, 0.0553 1.61 0.0552 − −
3 2.48, 0.0682 2.47 0.0665 − −
4 3.36, 0.0763 3.36 0.0724 − −
Table 2. Summary of trapped p-mode simulations. From left to right, the columns give the equation of state (cs0 and Γ), azimuthal
mode number m, the semi-analytic mode frequency ωr and growth rate ωi (zero viscosity), the numerically-calculated mode frequency,
and the numerically-calculated growth rate for α = 0 and several non-zero values of α. The blank entries correspond to runs for which
p-modes were not observed due to a second type of instability, as described in Section 5.3.
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
0 20 40 60 80
|u m
|(
c s
0
)
t (2pi/ΩISCO)
cs0 = 0.05, Γ = 1
0 20 40 60 80 100
m = 3
ωi = 0.0716
m = 4
ωi = 0.0776
α = 0
m = 3
ωi = 0.0376
m = 4
ωi = 0.0479
α = 0.05
Figure 7. Evolution of the m = 3 and m = 4 components of
radial velocity [|um|, in units of cs0 = cs (rISCO)] at r = 1.05
for a typical run, showing exponential growth of trapped p-mode
amplitudes, for zero and non-zero α. The dashed and dotted lines
show the exponential curves used to fit the mode growth rates.
The reduction in growth rate and reduced saturation amplitude
due to viscosity can be seen.
5 OVERSTABLE GLOBAL OSCILLATIONS IN
TRUNCATED DISCS
We now investigate the behavior of trapped p-modes in a
disc truncated at its inner edge by an impermeable wall.
As noted before, such an inner disc edge mimics a magne-
tospheric boundary. We place the inner boundary at rISCO
and impose a reflecting boundary condition with ur = 0 (im-
posed by anti-symmetrizing ur across the boundary), and
with all other variables fixed at their equilibrium values. In
general, viscous forces induce a radial drift, which would
lead to accumulation of mass at the inner boundary. We
avoid this by initializing the surface density with a profile
such that there is no radial drift (equation 8), given by
Σ (r) ∝
[
r−2
(
r − rs
3r − rs
)]1/Γ
. (25)
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Figure 8. Power spectra delineated by azimuthal number m
in the linear phase (solid curves) and nonlinear phase (dashed
curves) for trapped p-modes with zero (left) and non-zero (right)
α. The linear phase power spectra have been multiplied by 1010
and 104 (left and right, respectively) in order to compare them
to the nonlinear phase power spectra.
This ensures that the azimuthally-averaged surface density
does not change significantly as long as the perturbations to
this equilibrium remain small (in principle this may be vi-
olated when the perturbation amplitudes become large and
the modes are nonlinear). This initial surface density is mod-
ified by small (δΣ/Σ . 10−6) random perturbations which
serve as seeds for the growth of p-modes. They lead to the
growth of many modes with many different values of m, the
frequencies and growth rates of which can be measured inde-
pendently from a single run (the accuracy of this approach
is examined in Section 5.4).
Each mode is assumed to have a complex frequency
ω = ωr + iωi where ωr and ωi (both real) are the mode
frequency and growth rate. The amplitude of radial veloc-
ity perturbations with azimuthal number m at radius r are
determined numerically by computing
um (r, t) =
1
2pi
∫ 2pi
0
ur (r, φ, t) e
−imφdφ. (26)
By fitting a straight line to log |um| in the linear growth
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Figure 9. Surface density perturbations near the end of the linear
phase (left) and in the nonlinear phase (right) with zero (top)
and non-zero (bottom) α, showing the qualitative difference in
saturation of trapped p-modes between the two cases.
phase, we can determine the growth rate of each mode. The
frequencies are determined using a power spectrum delin-
eated by azimuthal number m (equation 24). Some examples
of analysis using these tools will be shown in the subsequent
discussion of the results of the simulations.
Figure 7 shows the evolution of |um| (for m = 3 and
m = 4, evaluated at a representative radius) for a pair of
typical runs. Initially there is a linear growth phase last-
ing 20 − 40 orbits, in which the amplitudes grow exponen-
tially. The fitted curves used to measure the growth rates
are shown. After the departure of the mode amplitudes from
simple exponential growth, we refer to the rest of the evo-
lution as the nonlinear phase. Example power spectra are
shown in Figure 8, showing the mode frequencies in both
the linear and nonlinear phases.
5.1 Inviscid Case
We first perform simulations of an inviscid disc (α = 0).
Since the complex frequencies of the trapped p-modes can be
compared to linear theory (Lai & Tsang 2009), these serve
as test cases for verifying the robustness and accuracy of
the simulations before we investigate the effects of viscosity
(see Fu & Lai 2013 for a more detailed analysis of numerical
simulations of trapped p-modes in inviscid discs). We choose
four equations of state, with cs0 = 0.02 or cs0 = 0.05 and
Γ = 1 or Γ = 4/3. The main results, numerically measured
frequencies and growth rates of the modes, are presented
in Table 2. For runs with cs0 = 0.02, the numerical growth
rates agree with those computed from linear theory to better
than 10%, while for cs0 = 0.05 they agree to better than 5%,
with some cases in even better agreement. In all cases the
numerical mode frequencies agree with linear theory to bet-
ter than 1%, and these frequencies differ very little between
the linear and nonlinear phases (see Figure 8). See Section
5.4 for a resolution test demonstrating that these results
are converged. Having accurately captured the properties of
the inviscid trapped p-modes, we move on to exploring the
effects of viscosity in the next subsection.
5.2 Viscous Effects
We carry out simulations using the same parameters de-
scribed above but now with non-zero viscosity, choosing
α = 0.01 and α = 0.05. Our analysis will focus on the mod-
ification of mode growth and saturation properties due to
viscous effects. We separate this discussion into two parts
based on the value of the polytropic index, as the effects of
viscosity are different for Γ = 1 and Γ = 4/3.
The effect of viscosity on the mode growth rates are
summarized in Table 2. We find qualitatively different re-
sults depending on the value of the polytropic index Γ. For
Γ = 1, the growth rates of all modes are reduced compared
to the inviscid case. For cs0 = 0.05, the difference in growth
rate due to viscosity δων = ωi − ω(α=0)i , is approximately
proportional to α, as expected theoretically (equation 12).
This is not the case for cs0 = 0.02, for which such an ex-
trapolation of ωi based on the α = 0.01 case would imply
a negative value of ωi for α = 0.05 (and thus the modes
would not be overstable), which is not what we find. More
importantly, the linear analysis of viscous effects predicts en-
hanced growth rates, rather than the diminished ones mea-
sured numerically. This indicates that the estimate of the
viscous effect on the growth of global modes (equation 14)
is inaccurate, perhaps due to dynamics of the corotation re-
gion which are neglected in equation (14).
The saturation behavior of the the modes in the nonlin-
ear phase is also affected by viscosity. Figure 7 shows that
while in the inviscid case, the various um continue to grow
slowly after the linear phase before saturating at larger am-
plitudes, with viscosity they decrease or level off after the lin-
ear phase, remaining somewhat steady at a relatively small
amplitude. This effect can also be seen in Figure 9, which
shows that when viscosity is included, the disc perturbations
remain remarkably similar to the linear phase in appear-
ance during the nonlinear phase, unlike the inviscid case for
which the nonlinear phase looks qualitatively different than
the linear phase. Therefore it appears that viscous forces ul-
timately suppress the mode amplitudes enough to prevent
any significant nonlinear effects from occurring.
Our simulations with reflective inner boundary yield un-
expected results for Γ = 4/3. Unlike the case of Γ = 1 for
which the overstable p-modes behave similarly with non-
zero α, albeit with reduced growth rates, when Γ = 4/3 we
find no trace of the trapped p-modes. Instead, the power
spectrum for these runs shows oscillations with frequencies
approximately equal to mΩISCO. For these runs, the evolu-
tion of |um| does not show clean exponential growth as the
p-modes do, but rather a sharp initial rise to a significant
amplitude followed by slow incoherent growth. The ampli-
tude of these oscillations eventually becomes unphysically
large with radial velocities much greater than cs0. As the
behavior of these unexpected modes is drastically different
from the original p-modes, we forego detailed analysis of
these runs. This highly unstable unexpected behavior may
be the result of the combined effects of overstability due to
GR (resulting from the smallness of κ/Ω and increased q)
and due to viscosity (resulting from large A), both of which
enhance the growth rate as given in eq. (12). Since we are
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boundary modes in Newtonian disc.
interested in the viscous effect, in Section 5.3 we will iso-
late it by modifying the numerical setup to simulate a disc
with a pure Newtonian 1/r potential, to see if this behavior
persists in a simple way that allows for a concrete analysis.
5.3 Viscosity-Driven Boundary Modes in
Newtonian Potential
We wish to determine whether or not the growth of the
new modes which overwhelm the p-modes is due to a purely
viscous effect which can operate in the absence of GR ef-
fects. To this end, we perform simulations using the same
setup as described at the beginning of this section, but re-
place the pseudo-Newtonian gravitational potential with a
pure Newtonian potential, Φ = −GM/r. Under this poten-
tial there is no longer an ISCO, so the location of the inner
boundary no longer has any physical significance, and we
simply denote it as rin. The corresponding boundary con-
dition, as in the beginning of this section, is reflective with
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Figure 12. Power spectra for lowest m boundary modes in linear
and nonlinear phases. In the linear phase, each mode corresponds
to a single sharp frequency peak close to mΩISCO, while in the
nonlinear phase these peaks are broader and exhibit splittings,
but retain powers concentrated in frequencies similar to those
found in the linear phase.
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Figure 13. Radial velocity of boundary modes in Newtonian
discs in the linear and nonlinear phase.
ur = 0. We choose four sets of parameters, using cs0 = 0.1
and (Γ, α) = (1, 0) , (1, 0.01) , (4/3, 0) , (4/3, 0.01). Due to the
larger sound speed used, and therefore larger radial wave-
lengths, we reduce our resolution to Nr ×Nφ = 512× 128.
We observe no growing oscillations for any of these runs
except for (Γ, α) = (4/3, 0.01), confirming that the anoma-
lous modes observing in Section 5.2 can be attributed purely
to viscous effects (that is, requires α > 0 and Γ > 1) and
do not depend on GR effects. We therefore performed an
additional run with (Γ, α) = (4/3, 0.02) to probe their de-
pendence on α. Figure 10 shows the evolution of the lowest
m mode amplitudes (represented by |um| at r = 1.05), show-
ing their exponential growth at a rate which increases with
α (see Table 3 for complete list of frequencies and growth
rates), as well as their relatively flat saturation amplitude
m ωr ωi
α = 0.01 1 1.05 0.0389
2 2.00 0.0471
3 2.99 0.0488
4 3.98 0.0488
α = 0.02 1 1.01 0.0519
2 2.02 0.0692
3 3.01 0.0743
3 4.00 0.0744
Table 3. Frequencies and growth rates of boundary modes.
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α (ωr, ωi)half (ωr, ωi)standard (ωr, ωi)double
0 1.79, 0.0396 1.78, 0.0419 1.78, 0.0423
0.01 1.77, 0.0301 1.76, 0.0315 1.76, 0.0317
Table 4. Frequency and growth rate of m = 2 trapped p-mode
for (cs0,Γ) = (0.02, 1) with initial m = 2 perturbation for half,
standard and double resolution runs.
consistent with the the viscous effect on mode saturation
seen in Section 5.2. Figure 11 shows the power spectrum for
these modes, indicating that they are global, with power in
discrete frequencies across a range of radii. This justifies the
use of eq. (24) to produce a radially integrated m-delineated
power spectrum, as shown in Figure 12. From this we see
that in the nonlinear phase, the modes retain approximately
the same frequencies as in the linear phase, but with broader
power spectra peaks and the presence of other sub-dominant
peaks at new frequencies. The morphology of the two phases
is shown in Figure 13. Note that the linear phase bears some
resemblance to that of the p-modes (compare to Figure 9),
while the nonlinear phase appears very different, having a
more complex appearance.
These modes may be related to the interface modes
studied by Tsang & Lai (2009b) and Fu & Lai (2012), who
considered a Keplerian disc in contact with a uniformly ro-
tating cylinder (for example, a magnetosphere), which is
similar to the setup we consider. Their results indicate that
modes with frequencies close to mΩin can be overstable due
to the corotation resonance effect. In our case, they may
not be intrinsically overstable but are only driven by viscous
forces which can act in phase with the oscillations, by having
a sufficiently large A parameter. A qualitative description of
this phenomenon is as follows. In our simulation, the disc is
initialized with a surface density for which viscous forces in-
duce zero radial drift. However, a small perturbation to this
equilibrium leads to a non-zero ur, which leads to a radial
oscillation at the local epicyclic frequency (which is simply
equal to the orbital frequency Ω in a Newtonian potential).
When material close to the inner solid boundary is pushed
inward due to this oscillation, it is compressed, leading to a
stronger viscous forces, which act as an additional restoring
force (in addition to gravity which is producing the epicyclic
motion). In this way, the restoring force increases with the
amplitude of the oscillation, leading to overstability.
5.4 Resolution Study
As in Section 4.3, we perform two resolution test runs with
half (512 × 128) and double (2048 × 512) the standard res-
olution, for the case (cs0,Γ, α) = (0.02, 1, 0). These runs
also differ from the standard run in that the initial den-
sity perturbations are proportional to cos (2φ), so that the
m = 2 mode is isolated. This allows us to test the accuracy
of measuring mode frequencies and growth rates for modes
of multiple m from an initially random perturbation, as is
done in our standard runs. The results are shown in Table
4. We see that with increasing resolution, the numerically
measured growth rate converges on the result from linear
theory, agreeing to better than 1% for the double resolution
run. Additionally, we see that a standard resolution run with
a purem = 2 initial perturbation reproduces the growth rate
of this mode more accurately than a run with random per-
turbations, as used in Section 5.2. However, the difference is
small enough to justify the use of the random perturbation
approach, which allows us to capture multiple modes from
single runs. We note that since this resolution test was per-
formed for our smallest sound speed, for which the modes
have the smallest radial wavelengths, these tests provide a
lower limit on our accuracy, as we expect the longer wave-
length modes associated with our larger sound speed to be
better resolved by the same resolution. We also perform the
same test using (cs0,Γ, α) = (0.02, 1, 0) to ensure that vis-
cous effects are not sensitive to resolution. For this case we
achieve similarly excellent convergence of growth rate with
increasing resolution. Additionally, the discrepancy between
the run with random perturbations and the one with m = 2
perturbations is smaller than the inviscid case.
6 DISCUSSION
We have carried out viscous hydrodynamical simulations of
black hole (BH) accretion discs to determine how viscosity
may drive global oscillation modes in the disc. Analytical
considerations (see Section 2) indicate that, depending on
the viscosity law (particularly how viscosity scales with den-
sity) and the background disc flow properties, various global
oscillations with different azimuthal wavenumbers may be
excited. We considered two types of accretion flows. The
first involves discs with transonic radial inflow across the
innermost stable circular orbit (ISCO) of the BH, and the
second involves discs truncated at an inner edge and with a
free outer boundary at large distance.
Our simulations on transonic discs (Section 4) follow
previous works in one dimension (Milsom & Taam 1996)
and in two or three dimensions (O’Neill et al. 2009; Chan
2009). We show that, depending on the viscosity parameter
α, global oscillations with different azimuthal wavenumbers
m, and with frequencies close to κmax, mΩISCO or their lin-
ear combinations (where κmax and ΩISCO are the maximum
radial epicyclic frequency and the orbital frequency at the
ISCO, respectively) are excited. In general, as α increases
above a critical value αcrit1 (∼ 0.1 − 0.25 for isothermal
discs), non-axisymmetric modes (typically m = 4) first de-
velop, then axisymmetric modes develop above a second crit-
ical value αcrit2 (∼ 0.5). We propose that these modes are
the result of viscous overstability, possibly combined with
an effect related to instability of the sonic point, although
the theory of the latter is not strictly applicable in our sim-
ulations.
Our simulations on truncated discs (Section 5) extend
previous semi-analytic works on overstable inertial-acoustic
modes (p-modes) driven by corotation resonance in non-
magnetic discs (Lai & Tsang 2009; Tsang & Lai 2008, 2009b;
Horak & Lai 2013) and magnetic discs (Fu & Lai 2009; 2011),
on magnetosphere-disc interface modes (Tsang & Lai 2009a;
Fu & Lai 2012), and numerical studies of nonlinear p-modes
(Fu & Lai 2013). We find that the growth rates of over-
stable p-modes are reduced by viscosity in isothermal discs,
while for other equations of state (and corresponding vis-
cosity laws), they are suppressed due to the excitation of a
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different class of modes with frequencies ω ≈ mΩin, which
are related to magnetosphere-disc interface modes.
Obviously, our 2D hydrodynamical disc models do not
capture various complexities (e.g., magnetic field, turbulence
and radiation) associated with real BH accretion discs. Much
progress in numerical General Relativistic Magnetohydro-
dynamic (GRMHD) simulations of BH accretion discs has
been made in the past decade, but much work remains to
understand the complex phenomenology of BH X-ray bina-
ries (e.g., Remillard & McClintock 2006; Done et al. 2007;
Belloni et al. 2012). Several recent simulations have revealed
quasi-periodic variabilities of various fluid variables, but the
connection of these variabilities to the observed HFQPOs is
far from clear (e.g., Henisey et al. 2009; ONeill et al. 2011;
Dolence et al. 2012; McKinney et al. 2012; Shcherbakov &
McKinney 2013). Our simulations, although based on highly
simplified disc models, demonstrate that under appropri-
ate conditions, various global oscillation modes can grow
to nonlinear amplitudes with well-defined frequencies. We
emphasize that our height-integrated treatment cannot cap-
ture modes with dependence on vertical structure (g-modes
and c-modes), which may be present in 3D simulations. The
properties and excitation of the p-modes considered in this
paper may also be modified in a fully 3D approach.
It is of interest to compare the frequencies of our simu-
lated modes to those of observed HFQPOs in X-ray binaries
(Remillard & McClintock 2006; Belloni et al. 2012), particu-
lary the three systems whose BH spins are constrained using
the continuum-fitting method (see Narayan & McClintock
2012 and references therein). These considerations indicate
that the frequencies of the HFQPOs are smaller than the
ISCO frequency, therefore they are unlikely to be explained
by any non-axisymmetric modes with ω & ΩISCO. However,
this does not rule out the axisymmetric κmax modes which
have lower frequencies. We note that we have not addressed
the mechanism by which disc oscillations may manifest as
variabilities in X-ray flux, which affects the observability (or
lack of observability) of any oscillations that occur in the
disc.
Although our simulations cannot be directly compared
with observations, some tentative conclusions can be drawn.
The thermal (high-soft) state of BH X-ray binaries may be
approximately described by the transonic disc model (e.g.
Done et al. 2007). Our simulations show that such a disc
does not allow trapping of p-modes, but can excite global
κmax-waves or mΩISCO-waves when the viscosity parame-
ter α is sufficiently large. Since no significant HFQPOs are
observed in the thermal state of X-ray binaries, our simula-
tions provide an upper limit on the effective disc viscosity
parameter of α . 0.5.
The physical nature of the intermediate state (or “steep
power law state”) of BH X-ray binaries, when HFQPOs
are observed, is currently uncertain (Done et al. 2007; Oda
et al. 2010). Since episodic jets are produced in this state,
large-scale magnetic fields likely play an important role (e.g.,
Tagger & Varniere 2006; Yuan et al. 2009; McKinney et
al. 2012). When magnetic fields advect inwards in the accre-
tion disc and accumulate around the BH (e.g. Bisnovatyi-
Kogan & Ruzmaikin 1974, 1976; Igumenshchev et al. 2003;
Rothstein & Lovelace 2008), a magnetosphere may form.
The truncated disc model studied in this paper may mimic
the disc outside the magnetosphere. Our calculations show
that overstable p-modes (driven by corotation resonance)
can be trapped in the inner disc, but their growth rates are
typically reduced by disc viscosity. More importantly, with
increasing α and more general equation of state, a new se-
ries of global waves can be excited at the disc boundary (see
Tsang & Lai 2009a; Fu & Lai 2012; McKinney et al. 2012).
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APPENDIX A: WAVE EQUATION UP TO
FIRST ORDER IN VISCOSITY AND RADIAL
INFALL VELOCITY
In this appendix we summarize the procedure of deriving
the equations (9)–(11). The linearly perturbed continuity
equation (1) and the Navier-Stokes equation (2) in the polar
coordinates (r, φ) read
− iω˜δΣ + 1
r
∂r (rΣδur) +
im
r
Σδuφ = −1
r
∂r (ru
rδΣ) ≡ δΣ˙
(A1)
− iω˜δur−2Ωδuφ+δh,r = −∂r (urδur)+δ
(
1
Σ
Fviscr
)
≡ δu˙r,
(A2)
−iω˜δuφ+ κ
2
2Ω
δur+
im
r
δh = −ur
r
∂r (rδuφ)+δ
(
1
Σ
Fviscφ
)
≡ δu˙φ,
(A3)
The equations were arranged in such a way that the coeffi-
cients on the LHS do not depend on the viscosity, while the
RHS terms, denoted by δΣ˙, δu˙r and δu˙φ, are at least linear
in the viscosity η. The first RHS term in each equation de-
scribes the effect of the radial inflow in the stationary case,
the second terms in the last two equations are contributions
due to the perturbation of the viscous force Fvisc = ∇ · σ.
In what follows we would like to express the RHS terms
δu˙r, δu˙φ and δΣ˙ in terms of the velocity perturbation δu
r,
δuφ and enthalpy δh. To simplify the analysis we will fur-
ther work in the leading order of the WKBJ approximation.
Therefore, we assume that the radial wavelength λr = 2pi/kr
of the perturbations is much smaller than the radius r. More
specifically, we assume that krr = O(r/H), where H is the
disc semi-thickness. In thin discs, this assumption is satisfied
everywhere except for small regions close to the Lindblad
and corotation resonances. In the leading order in the ratio
r/H, we obtain
δΣ˙ ≈ −ur Σ
c2s
d
dr
δh,r (A4)
δu˙r ≈
[
−ur d
dr
+
4
3
ν
d2
dr2
]
δur, (A5)
δu˙φ ≈
[
−ur d
dr
+ ν
d2
dr
]
δuφ − νqAΩ
c2s
d
dr
δh. (A6)
In all three equations, the first terms are proportional to
ur and describe the effects of the radial inflow. The second
terms in equation (A5) and (A6) are the contributions of
the perturbed visous force due to velocity field connected to
the wave. Finally, the third term of equation (A6) results
from the change of the viscous force due to perturbation of
the dynamic viscosity coefficient η.
By substituting expressions (A5) and (A6) into the
equations (A2) and (A3) and expanding the velocity per-
turbation δu in powers of ν,
δur = δu
0
r + νδu
1
r + . . . , δuφ = δu
0
φ + νδu
1
φ + . . . , (A7)
we may solve perturbativelly these equations for δu in terms
of the enthalpy perturbation δh. Up to the first order in ν
(and ur), we obtain
δur =
i
D
(
ω˜
d
dr
− 2mΩ
r
)
δh− ur
D2
(
κ2 + ω˜2
) d2
dr2
δh+
ν
D2
[(
κ2 +
4
3
ω˜2
)
d3
dr3
− 2qAΩ2D
c2s
d
dr
]
δh+O(ν2),
δuφ =
1
D
(
κ2
2Ω
d
dr
− mω˜
r
)
δh+ iur
κ2ω˜
2ΩD2
d2
dr2
δh−
iω˜
ν
D2
[
7
3
κ2
2Ω
d3
dr3
+ qAΩ
D
c2s
d
dr
]
δh+O(ν2). (A8)
Finally, by substituting these expressions into the perturbed
continuity equation (A1), we recover the desired equation (9)
with operators Lˆ0 and Lˆ1in and Lˆ
1
v. given by equations (5)
and (10) and (11). We remind the reader that these equa-
tions are valid only in the leading order in both (H/r)- ratio,
radial drift velocity ur and viscosity ν under the assumpion
of short radial wavelength (as compared to the radial co-
ordinate r). Hence, in principle, it cannot be applied in the
regions of the Lindblad and corotation resonances. A proper
description of those effects would require keeping also the
singular terms in equations (A4)–(A8).
APPENDIX B: GROWTH RATES OF MODES
We would like to find the global change of the eigenfrequen-
cies of p-modes trapped in the inner disc. In the following,
we will show that it is given by some proper radial average of
the Kato (1978) local growth rate over the propagation re-
gion. Introducing ψ = S−1/2δh with S = D/(rΣ), equation
(9) takes the form[
d2
dr2
− V (r)
]
ψ + S−1/2Lˆ1
(
S1/2ψ
)
= 0, (B1)
where
V (r) =
D
c2s
+
2mΩ
rω˜
d
dr
ln
(
ΩΣ
D
)
+S1/2
d2
dr2
S−1/2+
m2
r2
, (B2)
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and Lˆ1 is either Lˆ1v, or Lˆ
1
in or their sum. Assuming that
the region of interest does not contain the resonances, the
potential V (r) can be approximated by just the first term
because the others are by factor of order (H/r)2 smaller. If
we express ψ and D as ψ = ψ0 + ψ1 and D = D0 + D1
(where ψ1 and D1 are of order ν, note that D1 = −2ω˜0ω1),
we obtain in the zero order equation,[
d2
dr2
− D0
c2s
]
ψ0 = 0, (B3)
and the first order equation,[
d2
dr2
− D0
c2s
]
ψ1 − D1
c2s
ψ0 + S
−1/2Lˆ1
(
S1/2ψ0
)
= 0. (B4)
Multiplying by ψ∗0 and integrating between radii r1 and r2
(trapping range of the mode), we obtain
2ω1
∫ r2
r1
ω˜0
c2s
∣∣ψ20∣∣dr + ∫ r2
r1
ψ∗0
(
S−1/2Lˆ1S1/2ψ0
)
dr
= −
∫ r2
r1
ψ∗0
[
d2
dr2
− D0
c2s
]
ψ1dr ≡ I.
(B5)
The integral on the RHS can be written as (after two inte-
grations by parts)[
ψ1
dψ∗0
dr
− ψ∗0 dψ1
dr
]r2
r1
−
∫ r2
r1
ψ1
[
d2
dr2
− D0
c2s
]
ψ∗0dr. (B6)
Assuming that ω0 is real, the first integral vanishes. The sec-
ond term is a factor O(H/r) smaller than the other integrals
in equation (B5). Then, neglecting I, we obtain
ω1 = −
∫
ψ∗0
(
S−1/2Lˆ1S1/2ψ0
)
dr
2
∫
(ω˜0/c2s ) |ψ0|2dr
. (B7)
An approximate WKBJ solution of equation (B3), valid
up to the second order, is
ψ0 =
1√
k
[
A− exp
(
−i
∫ r
kdr
)
+A+ exp
(
i
∫ r
kdr
)]
,
k =
√−D/cs,
(B8)
for which |ψ0|2 = (|A−|2 + |A−|2)/k. Evaluating the two
integrals in equation (B7) for this solution, we find that
ω1 =
∫
δω(r)w(r)dr∫
w(r)dr
, w(r) =
1
cs
ω˜0√−D. (B9)
Hence, the global change of the frequency of the mode is just
the averaged local changes δωv(r) or δωin(r) of equations
(12) and (13) with the weight function w(r).
Although expression (B9) does not apply close to the
Lindblad resonances (LRs), we believe that the first-order
LRs can be included as well, because the surrounding re-
gions give negligible contributions to both integrals [w(r) is
integrable close to the first-order LRs]. Therefore, the inte-
grals can be extended to the propagation regions of the oscil-
lations. The lower integral however diverges for the second-
order LR (at maxima of Ω + κ/m) and more sophisticated
analysis is needed in those cases.
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