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En general, cuando tratamos con características físicas simples
o de bajo nivel inferencial, como la longitud y el peso, éstas gozan
de la ventaja de ser conceptos muy arraigados en la historia de la
humanidad y ello permite establecer casi de modo automático o
axiomático su conceptualización. Sin embargo, como señalan
Thorndike y Hagen (1989), no ocurre lo mismo con características
o conceptos menos ostensibles como pueden ser el de durabilidad
de un cuerpo o aún más conceptos muy elaborados como la ma-
yoría de los utilizados en psicología y otras disciplinas afines, que
no son directamente observables y necesitan del apoyo de medidas
indirectas o indicadores de los mismos para su medición. Casi to-
dos tenemos una idea general acerca de lo que queremos decir
cuando caracterizamos un concepto psicológico no observable o
constructo hipotético, pero existen muchos aspectos específicos en
los que podríamos estar en desacuerdo cuando tratamos de elabo-
rar una definición precisa del mismo. Lo anterior pone de mani-
fiesto que el problema de establecer acuerdos en lo que respecta a
la validez de un concepto dado, es aún más complejo cuando con-
sideramos atributos como los que trata la psicología (constructos o
conceptos no observables directamente). Dichos conceptos necesi-
tan del acuerdo o consenso sobre sus significados para otorgarles
el carácter de útiles y válidos desde un punto de vista científico, es
decir, necesitan la implementación de procedimientos de valida-
ción. Es, en este marco de referencia, donde cobra su sentido más
amplio el concepto de validez de contructo.
La validez de constructo es la principal de los tipos de validez,
en tanto que «la validez de constructo es el concepto unificador
que integra las consideraciones de validez de contenido y de crite-
rio en un marco común para probar hipótesis acerca de relaciones
teóricamente relevantes» (Messick, 1980; p.1015), en este mismo
sentido (Cronbach, 1984; p.126) señala que «la meta final de la va-
lidación es la explicación y comprensión y, por tanto, esto nos lle-
va a considerar que toda validación es validación de constructo». 
La génesis de la validez de constructo como un concepto inte-
grador de validez hay que situarla en la primera versión de los
Standards forEducational and Psychological Testing (APA, 1954)
y en la publicación del influyente trabajo de Cronbach y Meehl
(1955). Según estos autores, esta validez consiste en un análisis de
la significación de las puntuaciones de los instrumentos de medi-
da expresada en términos de los conceptos psicológicos asumidos
en su medición. Como señala Martínez Arias (1995), este nuevo
concepto de validez se empieza a percibir fundamental y básico y,
aún más importante, como integrando a los anteriores enfoques de
validez —heredados de las tradiciones empirista (validez criterial)
y racionalista (validez de contenido)—, poniéndose así los ci-
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Una práctica habitual para obtener evidencia de validez de modelos teóricos basados en los resultados
del Análisis Factorial Exploratorio -EFA-, (Arruda et. al., 1996), suele ser utilizar el Análisis Factorial
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consiguiente, es previsible que en otra muestra extraída de la misma población de referencia, se con-
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mientos para este enfoque globalizador que va a echar por tierra la
concepción tripartita de la validez y va a defender una concepción
unificada de la misma, en la cual parece haber un consenso emer-
gente acerca del papel central desempeñado por la validez de cons-
tructo (Moss, 1992).
Los trabajos de Cronbach (1980, 1982, 1988), Guion (1977,
1980), Loevinger (1957) y Tenopyr (1977) destacan por su apoyo
a esta perspectiva integradora, mas la figura clave es la de Samuel
Messick (1975, 1980, 1981, 1988, 1989, 1994, 1995). Messick
(1995) afirma que ‘la validez unificada integra consideraciones de
contenido, criterio y consecuencias en un marco de referencia de
constructo para la evaluación empírica de hipótesis racionales
acerca del significado de las puntuaciones y de relaciones rele -
vantes desde el punto de vista teórico, incluyendo las de naturale -
za científica y aplicada’ (p.741). 
De los anterior, se puede establecer que es justamente el signi -
ficado de las puntuaciones el que proporciona una base racional,
permitiendo (1) juzgar la relevancia y representatividad del conte-
nido del test (validez de contenido) y (2) establecer hipótesis pre-
dictivas (validez criterial) que, a su vez, pueden contribuir a arro-
jar luz acerca de la naturaleza del constructo. Dicho de otro modo,
‘la validez de constructo subsume la relevancia y representativi -
dad de los contenidos, así como las relaciones con los criterios, ya
que ambas dan significado a las puntuaciones de los tests’ (Mar-
tínez Arias, 1995, p.335). 
Por consiguiente, desde este planteamiento la validez de cons-
tructo puede ser conceptualizada en términos de un proceso cien-
tífico de contrastación de hipótesis, donde entraría tanto lo empí-
rico como los juicios racionales: las hipótesis serían las inferencias
realizadas a partir de las puntuaciones de los tests y la validación
el proceso de acumulación de evidencias que apoyen dichas infe-
rencias, usos o interpretaciones de las puntuaciones del test. ‘La
validación de un test abarca todas las cuestiones experimentales,
estadísticas y filosóficas por medio de las cuales se evalúan las hi -
pótesis y teorías científicas’ (Messick, 1989, p. 14). 
Entre los procedimientos o técnicas estadísticas utilizados para
la contrastación de la validez de constructo destaca en mayor me-
dida el Análisis Factorial (en adelante AF). En general, podemos
decir que ésta es la técnica por excelencia utilizada para la valida-
ción de constructo.
Conceptualmente, AF presenta dos tipos o modalidades dife-
rentes: Análisis Factorial Exploratorio (en adelante EFA) y Análi-
sis Factorial Confirmatorio (en adelante CFA). Las diferencias en-
tre ambas son numerosas, tanto desde una perspectiva teórica co -
mo matemática. La diferencia más importante está referida a que
CFA se conduce principalmente por teorías sustantivas y por ex-
pectativas, mientras que EFA, como su nombre implica, principal-
mente es una técnica que, basada en los datos, intenta descubrir la
estructura subyacente que éstos poseen (Bollen, 1989). 
En ge n e ral, podemos establecer que ambos tipos de pro c e d i-
miento se corresponden con las dos grandes ap roximaciones que
solemos llevar a cabo para la definición de los constructos: la
ap roximación inductiva o ex p l o rat o ria y la deductiva o confi r-
m at o ri a .
La aproximación inductiva o exploratoria supone delimitar un
número amplio de indicadores que supuestamente miden el cons-
tructo. Seguidamente estos indicadores son analizados mediante
AFE para buscar patrones de relación entre los indicadores y, fi-
nalmente, a posteriori, «se pone nombre…» a esos patrones de re-
lación, «definiendo» de esta forma el constructo. Esta aproxima-
ción trabaja desde las mediciones empíricas de los indicadores ha-
cia la definición del constructo. 
Esta manera de proceder en la pers p e c t iva ex p l o rat o ria puede
tener implicaciones importantes sobre las infe rencias de los mo-
delos teóricos derivados de EFA porq u e, aunque éste se usa con
el propósito de ge n e rar estru c t u ras de modelos teóricos e hipó-
tesis que se puedan contrastar empíricamente (Gors u ch, 1983),
es realizado sin ninguna especificación previa sobre el modelo y,
por lo ge n e ral, no más que el número de fa c t o res y/o la conside-
ración de si éstos están o no relacionados entre ellos (Gerbin &
Hamilton, 1996). El procedimiento que sigue EFA supone ex t ra-
er automáticamente, con cri t e rios estadísticos, los fa c t o res, y,
entonces, rota la solución inicial para obtener la estru c t u ra fa c-
t o rial más simple desde el punto de vista de su interp re t a c i ó n
más signifi c at iva, siguiendo los cri t e rios de parsimonia establ e-
cidos por Th u rstone (1931,1947). En un sentido estricto, los cri-
t e rios utilizados en este procedimiento no se ajustan adecuada-
mente a los contemplados por Messick (1995) y, por consi-
g u i e n t e, supone una ap roximación débil a la definición y/o va l i-
dación de un constru c t o .
En la ap roximación deductiva o confi rm at o ri a el constructo no
se mide en el vacío. Está insertado en una teoría que diri ge la pro-
pia definición del constructo indicando los comportamientos que
pueden considera rse indicadores del constructo. La contra s t a c i ó n
de las hipótesis estru c t u rales que pone de manifiesto la teoría de-
t e rminará la validez del mismo. Esta ap roximación va desde la te-
oría hacia los hechos. En los procedimiento de CFA, por otra par-
t e, se comienza con un modelo teóricamente plausible asumido
p a ra describir y/o explicar los datos empíricos. La constru c c i ó n
del modelo está basada o una info rmación a pri o ri sobre la nat u-
raleza de la estru c t u ra de los datos, o bien en una teoría sustanti-
va en el campo de trabajo del que se trat e. El procedimiento per-
mite una va l o ración de la correspondencia de semejanza entre las
c a racterísticas del concepto planteado y los datos obtenidos sobre
d i cho concepto a través de sus indicadores, es decir, evaluar la co-
rrespondencia teórica entre el constructo y el dato (Schmitt, 1995)
y hacer infe rencias sobre los constructos delimitados a partir de la
mu e s t ras part i c u l a res de indicadores. En este sentido CFA se
ajusta a los cri t e rios señalados por Messick (1995) respecto a la
validez de constructo y, por tanto, consideramos que CFA perm i-
te una ap roximación fuerte a la definición y/o validación de un
c o n s t ru c t o .
Antes de que se desarrollasen las técnicas confirmatorias del
AF, se utilizaba EFA tanto para fines exploratorios como confir-
matorios. En la actualidad, aun cuando los procedimientos con
CFA están muy desarrollados (existen en el mercado software
potente para llevar a cabo CFA), todavía se sigue usando EFA con
fines confirmatorios.
En los párrafos anteriores se ha descrito ya el uso del EFA con
fines exploratorios. La utilización del EFA con fines confirmato-
rios implicaba tener en cuenta una estructura factorial basada en
una teoría sustantiva, y aplicar AF en una muestra de datos para
comprobar si la estructura resultante era coincidente o no con la
estructura teórica. 
Entendemos que, esta manera de proceder, es correcta en sí
misma y se ajusta a los criterios de validez de constructo ya seña-
lados, es decir, asumida a priori una estructura teórica, obtenemos
una muestra representativa de la población y aplicamos el EFA. Si
la estructura obtenida es coincidente con la estructura teórica he-
mos confirmado nuestro modelo teórico. 
No obstante, la cuestión cl ave estaría en el caso contra rio, es
d e c i r, qué ocurre si la estru c t u ra fa c t o rial obtenida con EFA no
coincide con la estru c t u ra teórica de nu e s t ro modelo. Genera l-
mente solemos modificar nu e s t ro modelo teórico y supeditarlo a
la estru c t u ra obtenida (mediante la técnica de AF) con nu e s t ro s
d atos. Entendemos que en este caso, podemos estar incurri e n d o
en un error fundamental. Dada las características propias de esta
técnica (indeterminación fa c t o rial), la estru c t u ra fa c t o rial ap o rt a-
da es una solución plausible dentro del conjunto infinito de solu-
ciones posibles que se pueden obtener con la misma. En este sen-
tido, como mostra remos más adelante, no debemos dejar ex cl u-
s ivamente a la técnica la re s p o n s abilidad de nu e s t ras posiciones
t e ó ricas. 
Con frecuencia, los resultados del EFA se usan para definir
constructos y por consiguiente para deducir modelos teóricos
(Arruda et. al., 1996) y entonces se usa el CFA para demostrar la
validez de constructo de aquellas deducciones. Considerando este
argumento, los modelos obtenidos a partir del primero son valida-
dos usando el segundo. En general, las soluciones obtenidas usan-
do EFA siempre serán validadas usando CFA. Por tanto podría
producirse una tautología en esta manera de proceder.
El principal objetivo de este artículo es describir las implica-
ciones metodológicas de esta concepción y tratar de mostrar que
hay una redundancia del procedimiento en la validación de cons-
tructo. Se ilustrará que, usualmente, las soluciones obtenidas usan-
do EFA siempre serán validadas usando CFA.
Método
Modelo
Se llevó a cabo un estudio con técnicas de Monte Carlo para
obtener muestras representativas a partir de cuatro supuestos mo-
delos teóricos poblacionales con múltiples indicadores. Los mode-
los tenían seis o nueve indicadores en dos o tres factores respecti-
vamente con tres indicadores por factor. Los pesos de los respecti-
vos indicadores fueron de .7, .8 y .9, con las varianzas de los fac-
tores puestas a 1. En dos de ellos los factores estaban relacionados
y en los otros dos no relacionados.
Muestras
Pa rtiendo de las cuat ro mat rices poblacionales de va ri a n z a s -
c ova rianzas (obtenidas de la combinación del número de fa c t o re s
(dos o tres) y de la correlación entre ellos (relacionados/no re l a-
cionados)) se ex t ra j e ron un total de 2400 mu e s t ras simuladas, de
m a n e ra que hubo seiscientas mu e s t ras emparejadas para cada
modelo. Es decir, se obtuvieron trescientas mu e s t ras empare j a-
das de cada modelo, 150 pares de mu e s t ras para aplicar EFA a
una de las mu e s t ras de cada pareja, y, entonces, en cada una de
las otras, se validó, utilizando CFA, la estru c t u ra fa c t o rial obte-
nida con EFA. 
Instrumentos
Se utilizó el programa GENRAW (Jöreskog y Sörbom 1993)
para generar las 2400 muestras, considerandose en cada caso las
correspondientes matrices de varianzas-covarianzas poblacionales
de cada uno de los modelos propuestos y especificándose que la
distribución de las variables fuese normal. 
Procedimiento
El procedimiento seguido supuso analizar cada conjunto de
muestras de acuerdo a lo siguiente: a) en primer lugar, en una de
las muestras de cada pareja se aplicó EFA utilizando Máxima Ve-
rosimilitud (ML) como procedimiento de extracción de los facto-
res y especificando dos o tres factores y eligiendo VARIMAX u
OBLIMIN como procedimientos de rotación según el correspon-
diente modelo analizado. Para ello se utilizó el módulo PROC
FACTOR del programa SPSS (Spss INC, 1994); b) en segundo lu-
gar, para validar la estructura factorial de pesos obtenidos como
solución plausible con EFA/ML, en la otra muestra de cada pareja
se llevo a cabo CFA/ML, mediante el programa LISREL8 (Jöres-
kog y Sörbom 1993), utilizando la matriz factorial de pesos obte-
nidas previamente en la primera muestra, es decir, se aplicó EFA a
una de las muestras de cada pareja, y entonces, en cada una de las
otras se validó la estructura factorial obtenida previamente utili-
zando CFA.
Resultados
En primer lugar, la tabla 1 presenta el número y porcentaje de
veces que la hipótesis nula fue aceptada utilizando el estadístico χ2
como índice de bondad de ajuste.
En todos los modelos el porcentaje de muestras en las que se
aceptó la hipótesis nula fue del 70%, excepto en el modelo 2 que
fue superior (80%), quedando sin confirmar un porcentaje de
muestras del 30%.
Es un hecho conocido que el estadístico χ2 es sensible al ta-
maño de las mu e s t ras y a la violación del supuesto de norm a-
lidad mu l t iva riante de las va ri ables observadas (Jöre s kog y
Sörbom 1989). Es por ello que, además de utilizar este índice,
en la literat u ra sobre modelos de ecuaciones estru c t u ra l e s
(SEM) se pro p o n gan dife rentes índices de bondad de ajuste
que corri gen este inconveniente del estadístico χ2 (GFI, AG F I ,
RMR, RMSA). Entre los más conocido y usuales están el índi-
ce de bondad de ajuste denominado GFI y una va riante ajusta-
da del mismo (AGFI) propuestos por Jöre s kog y Sörbom (op.
c i t . ) .
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Tabla 1
Bondad de ajuste de la estructura factorial usando el índice χ2
Estadístico χ2 (Indice de bondad de ajuste)
Modelo 1: Dos factores incorrelacionados (ML/Varimax)
Ho Aceptada Ho No aceptada
N° de muestras Porcentaje n° de muestras Porcentaje
210 70% 90 30%
Modelo 2: Dos factores correlacionados (ML/Oblimin)
Ho Aceptada Ho No aceptada
N° de muestras Porcentaje n° de muestras Porcentaje
240 80% 60 20%
Modelo 3: Tres factores incorrelacionados (ML/Varimax)
Ho Aceptada Ho No aceptada
N° de muestras Porcentaje n° de muestras Porcentaje
210 70% 90 30%
Modelo 4: Tres factores correlacionados (ML/Oblimin)
Ho Aceptada Ho No aceptada
N° de muestras Porcentaje n° de muestras Porcentaje
210 70% 90 30%
El índice GFI tiene la ventaja de ser insensible al tamaño mues-
tral; sus valores oscilan entre 0 y 1, aunque excepcionalmente pue-
de tener valores superiores a 1. Los ajustes de modelos con valo-
res superiores a .90 en este índice pueden considerarse aceptables.
En la tabla 2 se presentan los resultados utilizando el índice GFI.
Puede observarse que en todos los contrastes se obtuvo un va-
lor del índice GFI superior o igual a .96. En el 5% de las muestras
de obtuvo un valor de .96, el 35% de las mismas aportó un valor
de .97; de igual modo, otro 35% obtuvo valores de .98 y en un 25%
de las muestras el valor de GFI fue de .99. En general, puede
observarse una leve disminución de los valores de ajuste en fun-
ción de la complejidad de modelo que se pretende ajustar. Así, po-
demos observar que, en términos generales, los modelos con dos
factores aportan mejores valores del índice que en los modelos de
tres factores.  
El índice AGFI puede considerarse una variante del anterior en
el sentido de que es el índice anterior ajustado en base a los gra-
dos de libertad del modelo que se contraste. Al igual que el índice
anterior sus valores oscilan entre 0 y 1 y valores de ajuste supe-
riores a .80 de este índice pueden considerarse buenos ajustes del
modelo a los datos. 
En la tabla 3 se presentan los resultados utilizando el índice
AGFI. Puede observarse que, en todos los contrastes, se obtuvo un
valor del índice AGFI superior o igual a .94. En el 2.5% de las
muestras de obtuvo un valor de .94, siendo este valor el menos fre-
cuente; el 22.5% de las mismas aportó un valor de .95; un 37.5%
obtuvo valores de .96, siendo éste el valor más frecuente; en el
12.5% de las muestras de obtuvo un valor de .97, el 29% de las
mismas aportó un valor de .98; y sólo un 5% obtuvo valores de .99.
En general, puede observarse con mayor claridad que en el índice
GFI se produce una disminución de los valores de ajuste en fun-
ción de la complejidad de modelo que se pretende ajustar (mode-
los con mayor número de grados de libertad). Así, podemos ob-
servar que, en términos generales, los modelos con dos factores
aportan mejores valores del índice que los modelos de tres facto-
res (se puede observar como en los modelos de tres factores no se
alcanzan valores por encima de .97 y, en el modelo de tres facto-
res correlacionados aparece el valor de .94 para el índice AGFI.
Discusión
En general, en todos los contraste realizados se obtuvieron va-
lores óptimos en los índices de ajustes usados para validar, con
CFA, la solución plausible obtenida con EFA, y ello fue así inde-
pendientemente de la complejidad de las estructuras característica
de las poblaciones simuladas, esto es, dos o tres factores, relacio-
nados/no relacionados.
Los resultados demuestran que, en general, las soluciones fac-
toriales obtenidas usando EFA siempre son validadas usando CFA.
Esto implica que la distribución muestral de las matrices de va-
rianzas-covarianzas permite validar los resultados exploratorios a
priori, es decir, es difícil encontrar diferencias analíticas significa-
tivas entre las matrices utilizadas para ambos procedimientos. En
este sentido, si en una muestra particular la estructura factorial re-
sultante, usando EFA, no es validada usando CFA con otra mues-
tra obtenida de la misma población de referencia, implicaría pro-
blemas de sesgo que entendemos pueden deberse exclusivamente
al error de tipo I inherente al procedimiento análitico en si mismo
y, en todo caso, en situaciones aplicadas podrían atribuirse además
a problemas de representatividad de las muestras analizadas (com-
paraciones EFA-CFA en muestras no equivalentes). 
En resumen, el análisis comparativo de los valores de ajustes en
los distintos índices permite considerar como resultado de este tra-
bajo que, en general, dos muestras obtenidas desde una misma po-
blación, si el procedimiento de extracción de las mismas es el ade-
cuado, coincidirán en sus valores de ajuste, es decir, razonable-
mente la mayoría de las veces la decisión a tomar irá en el sentido
de aceptar la hipótesis nula.
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Tabla 2
Bondad de ajuste de la estructura factorial usando el índice GFI
Estadístico GFI (Indice de bondad de ajuste)
Modelo 1: Dos factores incorrelacionados (ML/Varimax)
Valor n° de muestras Porcentaje
.99 150 50%
.98 90 30%
.97 60 20%
Modelo 2: Dos factores correlacionados (ML/Oblimin)
Valor n° de muestras Porcentaje
.99 150 50%
.98 90 30%
.97 60 20%
Modelo 3: Tres factores incorrelacionados (ML/Varimax)
Valor n° de muestras Porcentaje
.98 150 50%
.97 120 40%
.96 30 10%
Modelo 4: Tres factores correlacionados (ML/Oblimin)
Valor n° de muestras Porcentaje
.98 90 30%
.97 180 60%
.96 30 10%
Tabla 3
Bondad de ajuste de la estructura factorial usando el índice AGFI
Estadístico AGFI (Indice de bondad de ajuste)
Modelo 1: Dos factores incorrelacionados (ML/Varimax)
Valor n° de muestras Porcentaje
.99 30 10%
.98 120 40%
.97 30 10%
.96 60 20%
.95 60 20%
Modelo 2: Dos factores correlacionados (ML/Oblimin)
Valor n° de muestras Porcentaje
.99 30 10%
.98 120 40%
.97 30 20%
.96 90 30%
.95 30 10%
Modelo 3: Tres factores incorrelacionados (ML/Varimax)
Valor n° de muestras Porcentaje
.97 60 20%
.96 120 40%
.95 120 40%
Modelo 4: Tres factores correlacionados (ML/Oblimin)
Valor n° de muestras Porcentaje
.97 30 10%
.96 180 60%
.95 60 20%
.94 30 10%
Por último, entendemos que el trabajo que presentamos permi-
te poner de manifiesto que este tipo de procedimiento (EFA-CFA)
no añade una mejor información ni más definitiva sobre la validez
de constructo de las soluciones (estructura factorial) obtenidas con
EFA. 
EFA asume implícitamente que el procedimiento puede o tiene
capacidad para descubrir la estructura relacional que subyace a los
indicadores y que la estructura que resulta de la aplicación de EFA
es una evidencia de validez porque se asume que esta estructura re-
sultante es coincidente con una estructura sustantiva soportada
desde un marco teórico. Entendemos que este razonamiento es fa-
laz porque se obvia la consideración de que toda justificación sus-
tantiva sobre un marco teórico de referencia debe establecerse a
priori y, por tanto, el hecho de «poner nombre…» a posteriori a
los patrones de relación entre indicadores entra en conflicto con
los criterios de garantía de validez que no pueden asumierse a no
ser que se plantee con nitidez el referente conceptual, y, a su vez,
la validez de dicho referente vendrá dado por su correspondencia
con las evidencias obtenidas, es decir, teorías previas y utilidad
que presente dicho referente (Schmitt,1995). La validez, por tanto,
no debe venir dada por el procedimiento exclusivamente y, en es-
te sentido, el binomio EFA-CFA para obtener validez de construc-
to podría considerarse como un pseudo-procedimiento para obte-
ner dicha validez.
Entendemos que una ap roximación ex p l o rat o ria o proceso es-
t rictamente inductivo en el que se parta de un total desconoci-
miento de lo que se quiere definir o va l i d a r, dará lugar a re s u l t a-
dos azarosos y posiblemente inesperados, pues dependería com-
pletamente de circunstancias o pre fe rencias arbitra rias y descon-
t roladas. 
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