Rotation symmetric Boolean functions have been extensively studied in the last dozen years or so because of their importance in cryptography and coding theory. Until recently, very little was known about the basic question of when two such functions are affine equivalent. The simplest case of quadratic rotation symmetric functions which are generated by cyclic permutations of the variables in a single monomial was only settled in a 2009 paper of Kim, Park and Hahn. The much more complicated analogous problem for cubic functions was solved for permutations using a new concept of patterns in a 2010 paper of Cusick, and it is conjectured that, as in the quadratic case, this solution actually applies for all affine transformations. The patterns method enables a detailed analysis of the affine equivalence classes for various special classes of cubic rotation symmetric functions in n variables. Here the case of functions generated by a single monomial and having p k variables, where p > 3 is prime, is examined in detail, and in particular, a formula for the number of classes is proved.
Rotation symmetric Boolean functions have been extensively studied in the last dozen years or so because of their importance in cryptography and coding theory. Until recently, very little was known about the basic question of when two such functions are affine equivalent. The simplest case of quadratic rotation symmetric functions which are generated by cyclic permutations of the variables in a single monomial was only settled in a 2009 paper of Kim, Park and Hahn. The much more complicated analogous problem for cubic functions was solved for permutations using a new concept of patterns in a 2010 paper of Cusick, and it is conjectured that, as in the quadratic case, this solution actually applies for all affine transformations. The patterns method enables a detailed analysis of the affine equivalence classes for various special classes of cubic rotation symmetric functions in n variables. Here the case of functions generated by a single monomial and having p k variables, where p > 3 is prime, is examined in detail, and in particular, a formula for the number of classes is proved. Define a permutation, ρ, on n variables by ρ(i) = i + 1 mod n. Then for x = (x 1 , . . . , x n ) ∈ V n , let ρ(x) = (x ρ (1) , . . . , x ρ(n) ). A Boolean function is called rotation symmetric if f (x) = f (ρ(x)) for all x ∈ V n [7, p. 430] . In particular, if some monomial appears in a rotation symmetric function, f , then the set of permutations, ρ k for k ∈ Z, of this monomial must also appear in the function [5, p. 109] .
A monomial rotation symmetric function is a Boolean function generated by cyclic permutations of a single monomial [3, p. 2] .
Two Boolean functions f (x) and g(x) are called affine equivalent if there exists a nonsingular matrix A over the field GF(2) and a vector b ∈ V n such that g(x) = f (Ax + b) for all x ∈ V n [5, p. 12] . The study of when two Boolean functions f (x) and g(x) are affine equivalent is important in cryptography (see, for example, [1, 2, 6] and the references in those papers). This problem is notoriously difficult for general functions, so it is necessary to consider restricted classes of functions.
We will look at the case of monomial rotation symmetric Boolean functions of degree three, called cubic MRS functions. From [3] we know in detail the affine equivalence classes when the function has n = p variables, where p > 3 is prime; and n = 3 k variables, where k ∈ Z. This paper addresses the case where p > 3 is a prime and n = p k . The missing case where n = 2 k has been completely solved in [4] . The structure of the equivalence classes when n = 2 k is quite different from the corresponding situation for the odd prime powers in this paper (every number theorist knows that the prime 2 usually behaves differently!). For comparison, we quote the main result from [4] in Section 7 at the end of this paper. It is possible that the method of this paper extends to more general rotation symmetric functions (in particular, functions of higher degree), but we do not consider these extensions in this paper, since some new ideas will be required.
Preliminaries
Due to [3, Section 3] we know that every cubic MRS function, f (x) = x 1 x i x j + x 2 x i+1 x j+1 + · · · + x n x i−1 x j−1 , in n variables can be represented by a triple (1, i, j) , where 1 < i, j n, i = j, and the order of 1, i, j does not change the function. Also notice that there are three triples containing 1 which appear in the function above. So we have
(1) Throughout this paper the "capital Mod" notation a Mod n means the unique integer b satisfying 1 b n such that b ≡ a mod n. By choosing the least possible i in the function above, followed by the least possible j, the representation is unique. Let D n = (1, i, j): 1 < i < j n where the least i and then least j were chosen and
It is clear that C n is equivalent to D n . Furthermore, from [3, Lemma 3.1], we have
when n ≡ 0 mod 3.
Given n ∈ Z + , define a group of permutations by:
By [3, Th. 3.7] , the group G n is isomorphic to the multiplicative group of units of Z * n . The theorem below, which is [3, Th. 3.8] , shows the importance of this group in our study of affine equivalence. [3, Th. 3.8] .) The group G n acts on C n by
Theorem 2.1. (See
where f ( x) has the unique standard form (1, i, j) in D n . The orbits of this action are exactly the affine equivalence classes for C n under permutations which preserve rotation symmetry.
Therefore, to determine the affine equivalence classes, we will look at the orbits of the action above.
Let E(n) = the number of affine equivalence classes of cubic MRS functions in n variables and let F ix(σ ) = the number of functions in C n fixed by σ . By Burnside's Lemma we have
and a proof of this is given in [3, p. 5076 ].
Finally, a useful tool in determining the affine equivalence classes is the following lemma: 
Since p does not divide b 1 , we can choose τ to be the inverse of
Since p c 1 and p τ , let a = c 1 τ and y = c.
We can also see
by noticing the following three facts:
This is a contradiction for 2 x p c (when c > 0).
We know that (i − 1)τ ≡ p b mod p k , so putting them together implies that i = j, a contradiction by definition of the triple (1, i, j) .
By (1) and (2) Proof. Begin by noticing that by Eq. (1) 1, p
and that this function is indeed fixed by the indicated elements of G n :
Now assume that there is some other element σ τ ∈ G n which fixes the function. Due to Eq. (4),
we must have one of the following three cases and each of the three cases breaks down further into two possible subcases:
. This is a contradiction since p > 3 and u < k.
. This is a contradiction since p > 3 and u < k. u . Since the size of the equivalence class equals the size of the orbit, the equivalence class
Furthermore, we later show that the classes described in Lemma 3.1 are unique; there is only one class of each size described. See Remark 5.3 for details.
A class when p ≡ 1 mod 6
For the remainder of this paper, m −1 denotes the inverse of m modulo p k . 
Also notice that given that the order of b is 3p
Since r is also a primitive root modulo p, this implies that p − 1|t. Combining this with the facts that p k−1 (p − 1)|3tp u and that p > 3, we have that 
Proof. It is clear that
Notice from Lemma 4.2 that 1 ≡ m
We also have that m
Since inverses are unique, this means that 
Therefore, by Lemma 4.3, the function is fixed. We can also see that no other elements fix the function since if one exists then there is some τ relatively prime to p k such that
Using Lemma 4.3, this breaks down into three cases: 
Also, recall from Lemma 4.2 that p k−u−1 (p − 1)|3t and k − u is the largest integer so that this is true. This means that 3t = p k−u−1 (p − 1)x for some integer x such that p does not divide x. Since gcd(p, x) = 1, x will have an inverse modulo p j for any positive integer j.
We want to show that there exists an integer b such that r
We can see such a b exists by letting So, σ τ is one of the elements of G n originally allowed above.
This is a contradiction to Lemma 4.2.
This contradicts Lemma 4.2.
Following a similar pattern to 1(a)
Also, p
Since k − u is the largest integer so this is true, p does not divide x and x has an inverse modulo p j for any positive integer j.
We want to show that for some integer b, i ≡ (3b
by Eq. (6). So we have that r
u . Therefore, σ τ is one of the allowed elements.
Again, as in 1(a), find a primitive root r. 
Also, we have 3t = p k−u−1 (p − 1)x, for some integer x, and x has an inverse modulo p j for all positive integers j.
by Eq. 
Furthermore, we later show that the classes described in Lemma 4.1 are unique; when p ≡ 1 mod 6, there is exactly one class of each size described. See Remark 5.3 for details. 
The remaining classes for powers of primes
Break this down into further cases using Eq. (4):
and aτ p
So we see that (1, 
Since we know that all of these functions belong in classes of size φ(p k−u ) then the number of remaining classes for u = 0, 1, . . . ,k − 1 is
Similarly, when p ≡ 
when p ≡ 1 mod 6 and
when p ≡ 5 mod 6.
First assume that p ≡ 1 mod 6. Then each f ∈ C n belongs to one of the classes described in The proof of this in [4] occupies about 10 pages. (1, 3, 9) ; (1, 3, 12) ; (1, 3, 14) ; (1, 3, 15) ; (1, 3, 17) ; (1, 3, 20) ; (1, 4, 8) ; (1, 4, 13) ; (1, 4, 17) ; (1, 4, 22) ; (1, 5, 14) ; (1, 5, 17) ; (1, 7, 15 (1, 3, 11) ; (1, 3, 13) ; (1, 3, 16) ; (1, 3, 18) ; (1, 4, 11) ; (1, 4, 14) ; (1, 4, 16) ; (1, 4, 19) ; (1, 5, 10) ; (1, 5, 21) ; (1, 6, 12) ; (1, 6, 15) ; (1, 6, 17) ; (1, 6, 20) ; (1, 8, 16 (1, 3, 18) ; (1, 3, 35) ; (1, 3, 46) ; (1, 4, 10) ; (1, 4, 24) ; (1, 4, 30) ; (1, 4, 44) ; (1, 5, 13) ; (1, 5, 20) ; (1, 5, 35) ; (1, 5, 42) ; (1, 6, 16) ; (1, 6, 19) ; (1, 6, 23) ; (1, 6, 33) ; (1, 6, 37) ; (1, 6, 40) ; (1, 7, 19) ; (1, 7, 38) ; (1, 9, 20) ; (1, 9, 25) ; (1, 9, 34 
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