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I. INTRODUCTION
S PECTRAL factorization plays a prominent role in a wide range of fields in Communications, System Theory, Control Engineering and so on. In the scalar case arising for single input and single output systems, the factorization problem is relatively easy and several classical algorithms exist to tackle it (see the survey paper [1] ) together with the reliable information on their software implementations [2] . There are also some recent claims as to their improvement [3] . Matrix spectral factorization which arises for multidimensional systems is essentially more difficult (see Section II, where the mathematical reasons of this fact are explained). Since Wiener's original efforts [4] to create a sound computational method of such factorization, tens of different algorithms have appeared in the literature (see the survey papers [5] , [1] and the references therein), but none of them is thought to have an essential superiority over all others (see [5, p. 1077 ]; [6, p. 206] ). Besides, most of these algorithms impose extra restrictions on matrix spectral densities (e.g., to be real or rational or nonsingular on the boundary), while the Paley-Wiener necessary and sufficient condition [see (2) ] will do for the existence of spectral factorization (see Section II).
In the present paper, a new method of matrix spectral factorization developed by the first two authors for 2 2 matrices in [7] is extended to matrices of any dimension. We do not impose additional restrictions on a matrix spectral density except the Paley-Wiener condition. To describe our method of matrix spectral factorization in a few words, we can say that it carries out an approximate spectral factorization of left-upper submatrices step-by-step,
. It is shown that in this process the decisive role is played by unitary matrix functions of certain structure (see Theorem 1), which eliminates many technical difficulties connected with computation. The explicit construction of such matrices given in the proof of Theorem 1 is an essential component of the algorithm. Recently, a close relationship of these unitary matrix functions with compactly supported wavelets has been discovered, which makes it possible to construct compact wavelets in a fast and reliable way and to completely parameterize them [8] .
Preliminary numerical simulations confirm the potential of the proposed algorithm (see Section VI).
The paper is organized as follows. In the next section, an exact mathematical formulation of the problem is given. In Section III, the notation used throughout the paper is introduced. In Section IV, we provide a theoretical background of the proposed method. In Section V, the computational procedures of the new matrix spectral factorization algorithm are described, and some illustrating examples of numerical simulations are presented in Section VI.
II. FORMULATION OF THE PROBLEM
Wiener's Matrix Spectral Factorization Theorem [9] , [10] asserts that if
, is a positive definite (a.e.) matrix function with integrable entries defined on the unit circle in the complex plane, , and if the Paley-Wiener condition
is satisfied, then (1) admits a spectral factorization
where is an outer (see Section III) analytic matrix function from the Hardy space and . It is assumed that (3) holds a.e. on . (The factorization (3) is called left since the factor which is analytic inside is on the left. The right spectral factorization of can be obtained by taking the left factorization of .) A spectral factor is unique up to a constant right unitary multiplier (see, e.g., [11] ).
The sufficient condition (2) is also a necessary one for the factorization (3) to exist (see Section III).
In the scalar case, , a spectral factor can be explicitly written by the formula (see, e.g., [12, Section 7.7]) (4) 0018-9448/$26.00 © 2011 IEEE However, there is no analog of this formula in the matrix case because, generally speaking, for noncommutative matrices and . This is the main reason why the matrix spectral factorization is more demanding than the scalar spectral factorization. The present paper provides an algorithm for approximate computation of the matrix coefficients of for a given matrix spectral density .
The proposed method does not improve the existing algorithms of numerical scalar spectral factorization, but employs them to carry out the matrix spectral factorization numerically (see Section VI).
III. NOTATION AND CONVENTIONS

Let
, and be the unit circle. As usual, , denotes the Lebesgue space of -integrable complex functions defined on .
, is the Hardy space of analytic functions in ( is the space of bounded analytic functions), and denotes the class of their boundary functions. (All the relations for functions from or are assumed to hold almost everywhere.) Since there is a one-to-one correspondence between and (see, e.g., [12, Section 7.7]), we naturally regard these two classes as identical, and thus, we can speak about the values of inside the unit circle. Furthermore, we always use the argument for the functions defined on , and the argument for the functions defined in so that the boundary function of is denoted by and we write when we wish to emphasize this fact. If we write only , its domain will be clear from the context.
We have for each (see, e.g., [12, Section 7.7] ), which readily implies the necessity of the condition (2) for the factorization (3) to exist since . The th Fourier coefficient of an integrable function is denoted by . For coincides with the class of functions from whose Fourier coefficients with negative indices are equal to zero. We also deal with . Let also , be the set of functions from for which whenever . The set of trigonometric polynomials is denoted by , i.e., if has only a finite number of nonzero Fourier coefficients. Also, let , and . Obviously, . The superscript " " (resp. " ") of a function (resp. ) emphasizes that this function belongs to (resp. ). The norms and are defined in a usual way. If is a matrix, then denotes the matrix with conjugate entries and . If is positive definite, , then the unique that satisfies is denoted by .
If is an matrix and , then is assumed be the upper-left submatrix of . An matrix is called unitary if , where stands for the -dimensional unit matrix.
A matrix function defined on is called positive definite or unitary if it is such for almost all . is said to belong to some class, say to (we write ), if its entries belong to this class. A sequence of matrix functions is said to be convergent in -norm if their entries are convergent in this norm.
The class of unitary matrix functions (5) is denoted by , and stands for the subclass of those the determinants of which are equal to 1 . This definition coincides with some other equivalent definitions of outer matrix functions (see, e.g., [13] and [14] ). and denote the usual scalar product and the norm, respectively, in the -dimensional complex space . stands for the Kronecker delta. The uniqueness of the spectral factorization (3) mentioned in Section II means that if and are two spectral factors, then for some unitary matrix (see, e.g., [11] ). Since for any nonsingular matrix there exists a unique unitary matrix which makes the product positive definite (see, e.g., [15, Section 9.14] ), the canonical spectral factor (with an additional requirement that be positive definite) is unique. Namely (7) for any spectral factor . (Other uniqueness restrictions on can be imposed so that would be, for example, lower triangular with positive entries on the diagonal.)
IV. MATHEMATICAL BACKGROUND OF THE METHOD
We start with the following lemma which has a brief proof, but plays an important role in the sequel.
Lemma 1:
Let be any matrix function satisfying (8) If is such that (9) holds, then is a spectral factor of . Proof: Taking (5) into account, we have
In view of (9), can be extended inside . Hence, by virtue of (6) Thus, is an outer analytic function [see (8) ] and the lemma holds.
The following theorem plays a decisive role in our method. 
where (11) there exists of the form
where (13) such that
The proof of Theorem 1 relying on Wiener's Matrix Spectral Factorization Theorem is given in [16] . The core of the proposed matrix spectral factorization method is the constructive proof of Theorem 1 presented in this paper. This proof actually constructs (14), a spectral factor of (see Lemma 1), in explicit form.
For given functions
, and satisfying (11), we consider the following system of conditions, which plays a key role in our proof . . . (15) (the argument is suppressed in the last relation) where is the unknown vector function. We say that a vector function (16) is a solution of (15) if and only if all the conditions in (15) are satisfied whenever . Note that the set of solutions of (15) is a linear subspace of -dimensional vector-valued functions defined on .
For a vector function (16), we define the modified vector function as (17) It is assumed that the modification of (17) is (16) . We make essential use of the following. 
be two (possibly identical) solutions of the system (15) . Then is the same for each , i.e.,
Proof: Substituting in the first conditions and in the last condition of (15), and then multiplying the functions in the first conditions by and the function in the last condition by , we get . . .
Subtracting the first functions from the last function in the latter system, we get (20) Since the second multiplier in (20) belongs to [see (18) ], (11) and (20) imply that (21)
We can interchange the roles of and in the above discussion to get in a similar manner that (22) It follows from the relations (21) and (22) that the function in (19) belongs to , which implies (19) .
The proof of Theorem 1 proceeds as follows. We search for a nontrivial polynomial solution (23) of the system (15), where (24) and explicitly determine the coefficients . We will find such linearly independent solutions of (15) [see (35)]. Equating all the Fourier coefficients with nonpositive indices of the functions on the left-hand side of (15) to zero, except the 0th coefficient of the th function which we equate to 1, we get the following system of algebraic equations in the block matrix form which we denote by . . . . . .
(25)
Here, the following matrix notation is used:
The column vectors (28) [see (24)] are unknowns.
Remark 1:
We recall that if defined by (28) is a solution of the system (25), then the vector function (23) defined by (24) is a solution of the system (15) .
We need to show that the system [see (25) 
[note that (36) has the structure required in Theorem 1; see (12) and (13) (51)]. Consequently, . The proof of Theorem 1 is completed. As we see, this proof is rather long. However, its technical difficulties can be neglected in real computations. In order to construct the matrix function (12) , one in fact needs to solve only the system (31). Furthermore, the coefficient matrix [see (34)] of this system has a displacement structure of rank (see the Appendix) by means of which the computational burden of solving the system (31) reduces from to as explained in [6, Appendix F]. The ideas developed in this paper enable us to obtain the necessary and sufficient condition for the convergence of approximate spectral factors which is formulated in Theorem 2. However, we prove this theorem elsewhere [17] and apply it here in a straightforward manner to meet our purposes. A different proof of this result can be found in [18] , as well. It is now clear from the structures of the matrices and that if we let [see (65)], then (66) and (67) will be valid provided that in these relations is replaced by . Thus, the aim of establishing the relation (64) is achieved (in fact, is an approximate spectral factor of ) and, taking in (64), we get (62). Procedure 4. Compute , the canonical spectral factor of , according to the formula (7) That converges to in follows from Theorem 2 [see (61)] since (60) holds for each . The estimation of the rate of this convergence, under the additional restriction that , is the subject of a forthcoming paper.
VI. NUMERICAL SIMULATIONS
The computer code for the factorization of polynomial matrix functions by our method was written in MatLab in order to test the proposed algorithm numerically and compare it with other existing software implementations available in the MatLab toolbox "Polyx". The results of our numerical simulations are presented below.
Two different commands, and are available in Polyx to perform polynomial matrix spectral factorization for a discrete time variable . (As explained in the software manual, these factorizations are based on the Newton-Raphson iteration and on Sylvester's method, respectively.) We supplied the three programs with one and the same initial data and compared their performance. The computer with characteristics Intel(R) Core(TM) Quad CPU, Q6600, 2.40 GHz, RAM 2.00 Gb was used.
In the first place, we took the test matrix whose spectral factorization was known beforehand (the matrix is very simple, but its determinant, , has two double zeros on the boundary, which usually causes difficulties in many methods). So the correct result for the (right) spectral factor (with the uniqueness restriction for the coefficient matrix of the highest degree of to be upper triangular with positive entries on the diagonal, as it is in Polyx) is
The resulting coefficient matrices obtained by and were the same and the time elapsed varied within 0.22-0.24 s. Below we present the results of computations by the program based on our algorithm, showing the advantage of the proposed method. In the calculation process, different pairs of tuning parameters were used: , the accuracy level of scalar spectral factorizations of and in (57) (namely, , scalar spectral factorizations are performed by Wilson's algorithm [20] in our implementation), and , a positive integer in Procedure 2. Approximation improvements were evident as had been expected.
; time elapsed: 0.04 s ; time elapsed: 0.14 s ; time elapsed: 0.31 s When data were selected at random and exact results were unknown, the mean of absolute values of polynomial coefficients of the error matrix was taken in the capacity of an accuracy estimator (in general, as Theorem 2 shows, the closeness of to does not imply that is close to , but this is the case for polynomial matrix functions of fixed order). In Table I , this mean is denoted by . Computation time values are shown, and the matrix sizes are given; say, 4 10 indicates that a 4 4 test matrix was selected with (Laurent) polynomial entries of degree 10 (with coefficients from to 10). The results of computations by and were almost identical. In the case of our algorithm, we varied the tuning parameters of the program so as to obtain a slightly higher accu- We express our gratitude to Ph.D. student Vakhtang Rodonaia who prepared the software for testing our algorithm and collecting the numerical data.
VII. CONCLUSION
A new algorithm of matrix spectral factorization is developed, which factorizes any matrix spectral density that admits spectral factorization. The advantage of the algorithm is illustrated by the examples of numerical simulations.
APPENDIX DISPLACEMENT STRUCTURE
We prove here that the matrix defined by (34) has a displacement structure of rank with respect to , i.e., (see [6, Appendix F.1]) (68) has rank , where is the upper triangular matrix with 1's on the first superdiagonal and 0's elsewhere (i.e., a Jordan block with eigenvalue 0). There are several forms of displacement structure and we have selected a suitable one.
Obviously, has the displacement structure of rank 1, namely
where . We will show that for each Toeplitz-like matrix (70) the matrix has the displacement structure of rank 1, namely
where . Indeed, it follows from the definitions of matrices , and and from the structure of that 
