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ABSTRACT 
A number of formulations for the solution of the 
Navier-Stokes equations are given with reference to steady 
state incompressible flow. The driven cavity problem is 
used as a numerical test case for the methods examined. A 
number of finite difference and finite element schemes 
have been used to reduce the problem to a form suitable 
for numerical computation. Convergence of the iterative 
procedures for the solution of the non-linear systems of 
equations is often difficult, frequently requiring very 
fine meshes and accurate starting points for the iterative 
techniques used. 
The primitive variable formulation stands out as the 
most robust, with higher Reynolds number solutions being 
easier to obtain than for any of the methods discussed. 
The solutions however, must be integrated if the stream 
function or vorticity distribution is required. 
The centered difference approach of Schreiber and 
Keller [1983a,b] uses Newton steps and solves successive 
problems at increasing Reynolds numbers demonstrating that 
it is possible to obtain solutions to problems at very 
high Reynolds numbers. It is not necessary to resort to 
the less accurate (although numerically more stable) 
upwind techniques to obtain solutions. 
CONTENTS 
1. INTRODUCTION 1 
2. NON-DIMENSIONAL FORM OF THE NAVIER-STOKES 
EQUATIONS 4 
3. THE DRIVEN CAVITY PROBLEM 6 
4. THE COUPLED SYSTEM OF EQUATIONS 8 
4.1 Upwind and Centered Difference Formulations 8 
4.2 Higher Order Finite Difference Representations 12 
4.3 Boundary Conditions 15 
4.4 Iterative Solution Procedure 19 
4.5 Computational Techniques 21 
4.5.1 Solution of the Stream Function and 
Vorticity Equations 21 
4.5.2 Determination of the Damping Factor 25 
4.5.3 Convergence Criteria 28 
4.6 Results and Discussion 32 
4.7 Finite Element Formulations for the Coupled 
System of Equations 40 
4.7.1 Iterative Solution Procedure 44 
4.7.2 Discussion 44 
5. THE NON-COUPLED APPROACH - THE BIHARMONIC EQUATION 47 
5.1 Computational Techniques with Centered 
Difference Approximations 48 
5.1.1 Results and Discussion 52 
5.2 Finite Element Formulations for the 
Biharmonic Problem 52 
6. THE VELOCITY - PRESSURE FORMULATION USING THE FINITE 
ELEMENT METHOD 56 
6.1 The Governing Equations of Motion 56 
6.2 Iterative Solution Procedure 60 
6.3 Results and Discussion 61 
7. CONCLUSIONS 65 
8. REFERENCES 68 
1.0 INTRODUCTION 
Numerical formulations for the solution of the 
Navier-Stokes equations can be essentially divided into 
three categories : 
(i) the use of the stream function and vorticity 
in what is frequently known as the (lf-,U)) formulation; 
(ii) the use of the stream function alone, called 
the If- formulation; 
(iii) the primitive variable approach where the u 
and V velocity components and the pressure p are used in 
what is known as the (u,v,p) formulation. 
Each approach has advantages over the others, and 
could be more suitable in certain classes of problems. The 
primitive variables are more natural, yielding only second 
order equations and having boundary conditions which can 
be directly applied. The ( , u) ) formulation represents a 
set of coupled non-linear second order equations which 
must be solved iteratively to obtain a solution. There are 
two types of boundary conditions on the stream function,-
and none on the vorticity. Dirichlet boundary conditions 
on (jO are therefore obtained from the Neumann derivative 
conditions on . The stream function formulation involves 
a non-linear fourth order equation and also requires an 
iterative technique to obtain solutions. In the case of 
finite elements, c' continuity is required. The boundary 
conditions need to be represented to higher accuracy, and 
are therefore more difficult to implement. 
Combined with all this there exists an large range 
of mathematical techniques that could be used in pursuing 
any of these approaches. A number of these techniques are 
discussed in this paper. The aim of this work is not to 
produce definitive solutions of the problem for various 
Reynolds numbers. The author is not in a position where he 
can compete with Schreiber and Keller [1983] for example, 
whose program occupied the full resources of a CYBER 203 
for substantial periods of time. Instead, the aim is to 
present the strengths and weaknesses of the techniques 
possible for the solution of such problems. In some cases, 
a technique presented is followed right through to the 
computer implementation stage and some results are given, 
whilst in other cases a method for solving the problem is 
merely discussed. 
The driven cavity problem is traditionally known as 
a prototype problem for numerical techniques used to solve 
the Navier-Stokes equations. If a technique works well on 
this problem, then it might be expected to work similarly 
on other problems. This paper looks at the driven cavity-
problem as a test case for the numerical methods presented 
here, for the simulation of steady-state incompressible 
flow. 
The basic equations governing incompressible viscous 
flow are presented in chapter 2, and a statement of the 
driven cavity problem is given in chapter 3. In chapter 4 
finite difference techniques are discussed together with 
the solution of the coupled system of equations. Two of 
the main problem areas here are obtaining an accurate 
estimate of the boundary conditions and the difficulties 
associated with obtaining convergence of a formulation, 
particularly at high Reynolds numbers. A summary of the 
most common finite difference representations is given. 
The method of approximating the convective component of 
the fluid is all important, and both centered and upwind 
difference approaches are discussed. A finite element 
formulation of the problem is also given. 
The stream function formulation of the governing 
equations is presented in chapter 5 , also using finite 
difference techniques. A modified Newton method is used 
here to obtain solutions for the resulting non-linear 
fourth order equation. A finite element formulation using 
c ' rectangles is also discussed. 
Finally, the velocity - pressure formulation is 
discussed in chapter 6, and solved using quadratic 8 noded 
finite elements. Two mesh gradings are considered. The 
second grading is designed to improve the accuracy of the 
solution by providing more elements in the top corners 
where singularities occur. 
2.0 NON-DIMENSIONAL FORM OF THE NAVIER-STOKES EQUATIONS 
The general steady state Navier-Stokes equations are 
given by 
UU^ + VUi. = - + vAu (2.1 ) 
^ f ? 
UVj. + vVu = fx - Pa. -f VC^V (2.2) 
^ f r 
where u, v are the velocities in the x and y directions, V 
is the kinematic viscosity of the fluid, u^ and Uy are the 
du ^u 
partial derivatives and ^ , and A is the differential 
operator A = + . The forces exerted on the volume of J 
the fluid are given by F^ and Fy for the x and y 
directions respectively. Normally these are defined as 
F , = o 
(̂ Y = -f3 
where p is the fluid density and g is the acceleration due 
to gravity. For the purposes of this study, the volume 
forces are disregarded, so that 
The governing equations of motion can be expressed, 
in a vorticity-stream function formulation. The pressure 
can be eliminated by differentiating (2.1) with respect to 
y and (2.2) with respect to x, subtracting and introducing 
a vorticity defined by 
uu = Vĝ  - . (2.3) 
When the continuity equation for incompressible flow 
u ^ Vy = o 
is applied, then the generalised steady state momentum 
equation 
UUJ H- VUJy r V A UD 
is obtained. 
The velocities are defined in terms of the stream 
function as 
u = l+y , V---lfx . ,2.4) 
As a consequence, the vorticity can be expressed as 
= -uu 
and the momentum equation yields the steady state 
vorticity transport equation 
- R (UUD^^- VLu!^) = o 
or 
[^vf-V RClVx^^- = o 
where R = ^ is the Reynolds number. The asterisk on the 
variables denotes that they have been normalised with 
respect to a characteristic length L and a velocity U. In 
the following sections this asterisk notation will be 
dropped, and all variables are to be assumed to be of a 
non-dimensional form. 
3.0 THE DRIVEN CAVITY PROBLEM 
For two dimensional flow in a cavity, the equations 
governing viscous laminar steady state incompressible flow 
are given by 
A If = - (JÜ 
Acju -t- î flfjĉ y- ̂ ^^x) = 0 
with the boundary conditions on hSL 
(3.1 ) 
(3.2) 
(3.3) 
(3.4) 
= O 
^nC^^y^ "" { o o^heruuise 
where is the outward normal derivative at the 
boundary. This information is also shown in Figure 1. 
y 
A 
fo.O 
Cf = o 
A tf = - tü 
^̂ JU + - = 0 
Figure 1. The Driven Cavity Problem. 
Equations (3.1) and (3.2) represent a coupled pair 
of equations with a set of mixed boundary conditions on i/-, 
and none on CO. The usual technique for solving the coupled 
system of equations is to solve (3.1) using the boundary 
conditions (3.3), and then use the boundary conditions in 
(3.4) to obtain values for cu on the boundary. This is then 
solved with the vorticity transport equation (3.2). Such 
techniques will be discussed in more detail in the next 
section. 
4.0 THE COUPLED SYSTEM OF EQUATIONS 
4.1 Upwind and Centered Difference Formulations 
The usual second order finite difference form of the 
stream function equation (3.1), when ̂  is covered with a 
mesh of uniform spacing h in the x direction, and k in 
the y direction, is given by the five point central 
difference approximation 
or 
^ Vu-n - ..UJ--
where K^=K4.= t^and ( + ¿x) 
Following the notation of Boisvert [1982], Bjorstad 
[1982] and others, this can be more conveniently expressed 
as a five point stencil of the form 
K, 
K^ K Q K"̂  
Ki 
'LUi 
The discretisation of the vorticity transport equation 
(3.2) is more difficult because of the convective terms.. 
However, the general form is 
K.cOiĵ , + KoUj;,; ̂  + Ks^HJJ-H 
+ Kb ̂ria-l + Kt ^ Kg '̂i-l.i-Vl = O 
or 
Ks K, Kç 
K4 KO K^ 
K^ Kĵ  K f 
uu = G (4.2) 
^ The mesh spacing need not necessarily be uniform, 
although only uniform meshes are discussed here. 
Table 1 
Finite Difference Schemes for the 2-Dimensional Vorticity Transport 
Equation (Richards and Crane [1979]). 
Ki CD UD1 UD2 SM LE 
1« 
K3 
K4 1^.3 ^.3.13 
l_+(SLil) + |a±ll 1 
k2 2 2 2 
i_ (aL±i.) + l«±i.l i 
k 2 2 2 2 
l_-(e±i)+|3+et 1 
h2 2 2 2 
i_+(3±l) + li±ll 1 
h2 2 2 2 
^.131.1^-13 
+a acoth(k2a)+1 
-a acoth 
-3 3coth(h23)-1 
+3 3coth(h23)+l 
where Ko=-[Ki+K2+K3+K4], 
3 = 
and 
where the values of K • depend on which discretisation is 
u s e d . Five of the best known schemes are summarised in 
Table 1 , where the 4-j values are equivalent to the K| 
values used in equation (4.2). A similar table is given in. 
Richards and Crane [1979], the only difference here being 
the different sign convention for UJ in equations (3.1) and 
(3.2). 
The following points summarize some of the main 
features of these schemes. 
(i) The centered difference scheme (CD) is obtained 
by approximating huj by a second order central difference 
discretisation. The terms in and OJ^ are approximated to 
O(h^) order accuracy, also using central differences. 
(ii) For the first upwind difference scheme (UD1), 
the terms tU^ and cUy are approximated by first order upwind 
differences (Greenspan [1968]). 
(iii) For the second upwind difference scheme (UD2), 
the convection terms are written in the form 
R 
z Ifx^y - ^i^UJx " (^x^)i^J (4.3) 
and the derivative terms uj^ and UJij are approximated by 
upwind differences. This displays something close to the 
stability of the UD1 scheme, while retaining the second 
order accuracy of the CD scheme when the spatial variation 
of the convective terms is small (Gosman [1969]). 
(iv) Spalding's method (SM) uses both centered and 
upwind differences in its formulation. For the case where 
P f ^ ^ l f given p=k̂ |o(.| and q=h^lP , this method is identical 
with the CD scheme. However if p,q>1 then the difference 
terms are ignored completely and the convective terms are 
approximated as in the UDÌ case. The advantage of SM is 
that it is comparatively stable, with no false diffusion 
for p,q41 (Spalding [1972]). 
(v) The locally exact method (LE) is similar to the 
SM method but with a more gradual transition from central 
to upwind formulation. If p , q « 1 , the coefficients of the 
vorticity terms tend to those of the CD scheme; although, 
for p , q ^ 1 they tend toward those of the SM scheme. Thus 
for high grid Reynolds numbers, the LE and SM schemes are 
virtually identical (Allen and Southwell [1955]). 
By far the most commonly used approximation is the 
central difference scheme. It is well known (see Richards 
and Crane [1979] for example), that the corresponding 
coefficient matrix remains diagonally dominant only when 
the Reynolds number R is small. When the convective terms 
become large the coefficient matrix in the resulting set 
of simultaneous equations loses its diagonal dominance and 
many iterative schemes for solving the vorticity transport 
equation fail to converge. The UD1, SM and LE schemes all 
lead to unconditionally stable sets of equations. However, 
the CD scheme is only stable if 
^ 2 (4.4) 
where 11. 
max 1. 
w " »»i is the maximum norm, so that 
The quantity M is usually called the maximum grid Reynolds 
number. Equation (4.4) can always be satisfied by choosing 
the mesh size sufficiently small. However in practice this 
is not always possible because of limitations on computer 
storage and computation time. 
Solutions can be obtained using a range of iterative 
solvers, although these depend heavily on maintaining 
diagonal dominance in the set of equations to be solved. 
For M>2 then there is often no convergence, or solutions* 
are produced which exhibit oscillatory behaviour (Richards 
and Crane [1979]). Direct solvers with pivoting seem to 
offer a viable alternative here and can provide results 
where most iterative methods fail. 
The upwind schemes also have problems. If UJ^ and 
are written to second order accuracy, then the difference 
between the CD and UDÌ formulations is 
Rk Kb z UJ DC DC f W X. UJ 
The terms are often referred to as false diffusion terms, 
and can lead to inaccurate results as the Reynolds number 
increases. For high Reynolds numbers they can be larger 
than the true diffusion terms. 
Since the UDÌ, UD2, SM and LE schemes are all either 
totally or partially upwind schemes, they will suffer from 
false diffusion if M is large enough. Richards and Crane 
[1979] verify this by comparing the various schemes with 
some analytical solutions to the Navier-Stokes equations. 
They go on to conclude that in flow situations of moderate 
Reynolds number "the gains are so great that a central 
difference algorithm must surely be used in preference to 
upwind methods". They consider the SM method to offer the 
best alternative in cases where the central difference 
scheme fails. 
4.2 Higher Order Finite Difference Representations 
There have been many attempts in the past three 
decades to obtain finite difference schemes which combine 
the accuracy of the central difference scheme with the. 
stability of the upwind difference scheme. Allen and 
Southwell [1955] introduced a method of using a local one 
dimensional exact solution of the transport equation to 
derive finite difference schemes. The idea has been used 
by several authors to derive new schemes, some of which 
are given in Table 1. For examples, see Dennis [1960], 
Spalding [1972] and Kellogg and Tsan [1978]. Many of these 
formulations have the property that they behave like the 
central difference scheme at low transport numbers and 
like the upwind scheme at high transport numbers. They 
have been found to yield poor solutions when convection 
dominates diffusion (Richards and Crane [1979], Gresho and 
Lee [1981] and Gupta [1982]). 
Several authors have developed higher order upwind 
schemes. These attempts include a second order scheme 
(Atias and Wolfshtein et al [1977] and Gupta and Manohar 
[1978]), and a third order scheme (Agarwal [1981]). Some 
other higher order finite difference schemes have also 
been proposed, for example the hermitian or mehrstellen 
method used by Collatz [I960]. This idea was expanded by 
Young and Dauwalder [1965] who described an iterative 
procedure to obtain the finite difference schemes. They 
4 
also demonstrated that it is possible to obtain an 0 ( h ) 
approximation to the general elliptic two dimensional 
boundary problem 
+ y u U ^ V ^ i + ujC'X.̂ 'iu = iĈ Jf/j') (4.5) 
with the boundary conditions u(x,y)=g(x,y). This form 
uses nine nodes of a square cell with a centre (x,y) and 
< 
side 2h. Under certain circumstances it is possible to 
obtain an O(h') approximation. Some fourth and sixth order 
difference equations have been found by Lynch, Rice et a l 
[1978] and Boisvert [1979,1981] for a number of elliptic 
problems. These schemes are generally referred to as HODIE 
schemes. 
Other authors have derived schemes specifically for 
the convection diffusion equation. Stubley et al [1980] 
have proposed an influence scheme; Lecointe et al [1982] 
have derived some mehrstellen schemes and Gartland [1982] 
has developed a discrete weighted approximation method. 
The difficulty with most of these schemes is that they are 
very complicated and cannot be readily extended to the 
general case of (4.5). The scheme of Gartland uses some 
modified Bessel functions to obtain his finite difference 
coefficients. The influence and mehrstellen schemes are 
usually as complicated and are only valid when X and jU are 
constant. Under these circumstances they could be used for 
the vorticity transport equation if the terms -R^-i^and R ^ x 
are treated as constant. 
Chen et al [1980] have derived finite difference 
schemes for the convection diffusion equation by assuming 
local solutions on the boundaries of the grid walls. These 
local solutions are assembled into a global matrix which 
provides the numerical solutions. However, the difference 
scheme at a mesh point is not explicitly obtainable by 
this method. In an attempt to improve on this Manohar et 
a l [1982] delevoped a procedure called the Single Cell 
High Order Formula (SCHOF) where the exact solution and 
all other functions appearing in the differential equation 
are assumed to have a local power series representation on 
a square cell of side 2h and centre (x,y). When these 
expansions are inserted into the differential equations, a 
set of constraints on the coefficients of the power series 
expansions is obtained. Further conditions are obtained 
through collocation at the node points of the square cell. 
These conditions provide a system of equations for the 
unlcnowns coefficients in the expansion u(x,y). The finite 
difference scheme is obtained as a by-product of this 
procedure. The resulting scheme is akin to the mehrstellen 
procedure of Collatz [1960], even though the mehrstellen 
procedure is not used as the starting point of these 
schemes. 
This procedure has been used to obtain fourth and 
sixth order approximations for the Poisson and Helmholtz 
equations (Manohar et al [1982]), the biharmonic equation 
(Stephenson [1982]) and the elliptic problem with constant 
coefficient convective terms (Gupta et al [1982]). When 
solving the Poisson equation (3.1) the five point stencil 
used previously can be replaced by one which uses the nine 
nearest neighbours of ^, 
1 4 1 
4 -20 4 
1 4 1 
Lj. = -th^uj (4.6) 
and has a truncation error of O(h^). The previous scheme 
2. 
(see equation (4.1)) is of order h. Here the mesh spacing 
h is the same in both the x and y directions. 
In the discretisation of the vorticity transport 
equation (3.2) Atu can also be represented using the nine 
point stencil above. This stencil has been implemented by 
Gupta [1983], where an iterative method and second order 
boundary conditions (discussed in the next few sections) 
are used to obtain solutions to the driven cavity problem. 
4.3 Boundary Conditions 
The boundary values for If are given by 
M-i,; = O 
whereas the boundary values for Cu are usually defined in 
terms of if- as 
where ^^ is the discretised form of A . On the boundary 
wall x=0, the vorticity is given by 
since 4- =0 on the boundary. The value of is undefined 
in the above expression as the point ,y.) lies outside J 
of the surface Since the normal derivative u ^ is known 
on the boundary, the following reflection formula may be 
used to define if.ĵj : 
= - o(h^) . or 
Substitution of this into the expression for Wo.j yields 
-Z 
Similar expressions can be obtained for other parts of the 
boundary. This is the most commonly used approximation for 
the vorticity on the boundary "bJl, 
It is possible to divide the set of interior mesh 
points into the two sets and Jlh^i where contains 
mesh points adjacent to the boundary (at a distance h) 
and -fi-W.x = ̂ h" • different algebraic problems on the 
two sets of mesh points can then be solved. Greenspan 
[1 968]^determined the stream function equation only on II^ 
(i.e. i,j4 n-2 where n='h ), and determined the values 
on -H-Wj» using interpolation such as 
Since the value of UJo.j on the boundary depends on if- then 
substituting the above expression into that for lOô j gives 
_ I 
OJo.- = In̂  1 - U i v O o , ] 
where LUo,^ now depends on the value of • (instead of 
), as well as known data. From this it is possible to 
obtain a first order approximation to in terms of 
as 
zL { 1 
o ( y ) (4.7) 
where p is a positive integer, p>1. This is known as the 
(p,0) formula. 
A second order approximation, designated the (p,q) 
formula is given by 
UJ0,J - '̂''''P.i ̂  V i • ^ Oi'^) (4.8) 
where p,q are positive integers, p^q and K = p ^ c ^ - • This 
formula defines the values of in terms of the tcuo if 
values at (xp , y ) and (xo,y ) as well as known data. It ' 4 V J 
has been extensively used by a number of authors. Roache 
[1972] attributes the formula to Jensen. It has also been 
known as Briley's formula. Gupta has used it extensively 
(Gupta [1975, 1978, 1983], Gupta and Manohar [1979a,b] and 
Ehrlich and Gupta [1975]). 
Some of the more frequently used examples of this 
second order class of approximations are 
(i) the (2,1) formula 
I + 4(4-,J J , 
(ii) the (3,1) formula 
(iii) the (3,2) formula 
'.4 
I 1 
(iv) and the (4,3) formula 
0̂.0- = "W 
-L 8 . ' ' I s ' 
. I ^ ̂  - bUx)o.i 
The only other boundary form for u> in current use 
and which has not yet been considered is the Woods formula 
which can be obtained from the (2,1) second order formula 
as 
I r 
(4.9) 
The last term on the right hand side is or It 
•¿it 
is assumed that =0 on the left and right hand walls of 
the cavity. On the top and bottom surfaces the equivalent 
Woods boundary condition is obtained by assuming ̂ ^ =0. 
The Woods formula defines the boundary vorticity in 
terms of and tuîj as well as the known data. It has a 
truncation error of order h^, and would thus be expected 
to give similar results to those obtained from the first 
order approximation. 
In summary, if the known data is substituted into 
the first order approximation then the following boundary 
conditions are obLained : 
UJo >J 
U3n.j ̂  
^i.o • 
- 2 
P̂ h'-U-n-p.j on 
^ M-i.p on y ̂  o and 
r 1 hi / 
(4.10) 
When the second order approximation is used, then 
for the two positive integers p and cĵ: 
•̂',0 - ^ P̂ Ü-;̂ ] on y=D anol 
Z 
where = tî") and p^q. 
The boundary forms used for oj in this section have 
taken into account ̂ -=0 on the boundary in question and 
therefore represent simplified expressions. For cases 
where4-?¿0 on the boundary, the full expansions such as 
given in Gupta and Manohar [1978] or Roache [1976] would 
be required. 
4.4 Iterative Solution Procedure 
In order to solve the vorticity transport equation, 
the derivative boundary conditions on if- can be used to 
obtain approximate conditions for cu when substituted into 
(3.1). However, since a distribution of oj is not Icnown 
when solving (3.1), then equations (3.1) and (3.2) must be 
solved repeatedly, each time using improved estimates for 
If- and <JD. The following procedure summarizes this method. 
1. The initial vorticity distribution is obtained 
on'^iiand -il , usually as Cu° =0, where the zero index refers 
to the iteration number (initially zero). 
2. The updated stream function estimates are 
obtained by solving 
A 4- = - GO 
3. New values U) of the vorticity on the boundary 
are computed using one of the formulae given in section 
4.3. The modified boundary values UJ*̂"*"̂  are obtained using 
a damping parameter ^, such that 
Uo = ^ ¿Uj^. (4.12) 
4. The vorticity equation (3.2) and the boundary 
conditions given by equation (4.12) are used to obtain 
uu"̂ -'' on -0. using one of the finite difference formulae of 
section 4.1. 
5. Steps 2 to 4 are repeated until some convergence 
criteria for 4- and cu are met. 
The completion of steps 2-4 is sometimes called an 
'outer iteration', as distinct from an 'inner iteration' 
which refers to a single step of an iterative scheme used 
to solve either of the stream function equation or the 
vorticity transport equation. 
One difficulty with the above procedure lies with 
determining £ , which will be discussed in section 4.5.2. 
Such a factor is necessary to prevent errors growing too 
large from one iteration to the next. If ^ is too small, 
then the problem will be unstable with the errors growing 
from one outer iteration to the next; whilst if it is near 
to 1 the rate of convergence will be unacceptably slow. 
4.5 Computational Techniques 
4.5.1 Solution of the Stream Function and Vorticity 
Equations 
The solution of equations (3.1) and (3.2) can be 
undertaken by either a direct method or an iterative 
method. Direct methods are usually based on the Gaussian 
elimination procedure making use of forward and backward 
substitution to obtain a solution in a predetermined 
number of steps. For large sparse systems of equations 
then efficient direct methods such as the Cuthill-McKee, 
the Reverse Cuthill-McKee and the nested dissection 
algorithm of George can be considered. 
For the discretised Poisson equation (3.1) there 
exist a number of direct methods which have commonly 
become known as fast Poisson solvers. They are usually 
based either on a Fourier decomposition in one dimension, 
using fast Fourier transform (FFT) techniques, or block 
cyclic reduction (Buneman's algorithm). Both approaches 
are described in detail by Buzbee et al [1970]. Also, a 
method which combines the features of Fourier and cyclic 
reduction (FACR) can often be faster than either of the 
two alone (see Temperton [1979]). A good description on 
available fast elliptic solvers and their relative merits 
is given by Hockney [1980]. 
Iterative methods require an initial approximation, 
and thereafter generate a sequence of vectors which under 
favourable conditions approaches a solution. The classical 
methods for the solution of the difference equations (3.1) 
and (3.2) are the Gauss-Seidel (GS) and successive over 
relaxation .(SOR) procedures. Other methods include the 
deferred correction method of Dennis and Chang [1969] and 
the Chebychev accelerated SSOR described in Hageman and 
Young [1980], 
Another group of iterative methods is based on the 
conjugate gradient (CG) approach. The CG and incomplete 
Cholesky conjugate gradient (ICCG) algorithm can be used 
with symmetric positive definite systems of equations. For 
the case of a non-symmetric non-singular set of equations 
the Cholesky decomposition can be replaced by the LU 
decomposition to give the incomplete LU conjugate gradient 
(ILUCG) algorithm. A description of all these iterative 
methods as applied to the solution of the Navier-Stokes 
equations can be found in Crochet at al [1984]. 
Using equation (4.4), if M>2, convergence is not 
likely to be reached when solving the vorticity transport 
equation (3.2) iteratively if a central difference 
approximation is made for the derivatives uj-Ĵ  and CUy. This 
problem may not exist if an upwind difference formulation 
is used. Nevertheless, in cases where central difference 
schemes fail and an upwind scheme seems to be the only 
recourse, iterative solvers for (3.1) and (3.2) offer big 
advantages in computer storage requirements. Block SOR 
methods such as proposed by Danaee and Evans [1981] and 
Hageman and Young [1981] can be used for substantial 
savings in computer storage, as well as permitting more 
refined meshes to be used. The block iterative scheme can 
also be used in conjuction with a CG method or with a 
Chebyshev acceleration technique, such as given in Hageman 
and Young [1981]. These were all initially used as part of 
this work to find solutions to the stream function and 
vorticity transport equations-
These types of iterative solvers are generally only 
applicable to systems of equations which form a symmetric 
positive definite coefficient matrix. The vorticity 
transport equation (3.2) is non-symmetric and may not be 
positive definite. When (3.2) is applied to the 
rectangular domain of Figure 1, a set of simultaneous 
equations 
^UJ = b 
is obtained, where A is an (n-1)x(n-1) square matrix (for 
h=n) , uj is a vector of the unknown values of UJ-,,̂- at the 
interior mesh points, and b is a vector formed by contrib-
utions from the known values of tju on the boundary (which 
are obtained in step 3 of the iterative solution procedure 
from section 4.4). 
If CJüx and Uü^ are approximated by upwind differences 
in equation (3.2) then A is non-symmetric, although diagon-
ally dominant. A large number of iterative methods are 
still not applicable because A is non-symmetric. This can 
be overcome by considering the equivalent symmetric system 
A**̂  AUJ = A'^b 
The main disadvantages of solving such a system are 
(i) more computational effort is needed since A^A and 
A ^ b generally need to be evaluated at each step in the 
solution process, and 
(ii) the condition number of A'̂ Â is generally much 
worse than the condition number of A . 
The latter point was found to be the major problem by this 
author, and generally resulted in very slow convergence or 
none at all. 
Other possibilities exist with iterative solvers for 
non-symmetric systems, for example the Lanczos method used 
by Saad [1982], and the Chebyshev polynomial scheme used 
by Manteuffel [1977, 1978]. These methods are generally 
based around the problem 
which leads to 
Again, the condition number in such a system was found to 
be poor for the driven cavity problem, resulting in the 
author switching to one of the more direct methods for 
solving (3.2). 
The iterative methods used always solved the stream 
function equation, but failed on the vorticity transport 
equation at Reynolds numbers often as low as 100. Equation 
(4.4) gives the stability condition as a function of the 
Reynolds number and grid size. As a consequence of this, 
both the vorticity transport equation and the stream 
function equation are solved using direct methods which 
taJce into account the banded structure of the resultant 
coefficient matrix in each case. The FORTRAN subroutines 
from the LINPACK library for the solution of systems of 
linear equations proved to be suitable (see Dongarra et al 
[1984]). The DOUBLE PRECISION version of the general band 
solver was used. The vorticity transport equation was solv-
ed satisfactorily, and for the sake of convenience was 
also used to solve the stream function equation. One of 
the currently available fast Poisson solvers mentioned 
earlier could be used to advantage here, for example the 
FACR algorithm. 
For the stream function equation, advantage can be 
made of the fact that the coefficient matrix is symmetric, 
and only needs to be formed (and factorised) once. Only 
the right hand side vector needs to be reformed for each 
iteration step. In the case of the vorticity transport 
equation, the coefficient matrix is non-symmetric and thus 
the bandwidth storage requirements would be almost double. 
The matrix needs to be reformed at each iteration step. 
4.5.2 Determination of the Damping Parameter 
The damping parameter 6 must be non-zero for converg-
ence to be possible. An estimate of £ is obtained by study-
ing the growth j) of errors in the outer iterations. After 
a number of iterations, and using 6=0, j> is obtained from 
f lltv" - Lv"-' (4.13) 
(p-O 
Let /A = fpT^ , then for the of outer iterations to attain 
convergence (> should be chosen such that 
/i ̂  S < I 
and a near optimal value of S is given in Gupta [1978] and 
Gupta and Manohar [1979a] by 
= . <4.14) 
Some results for error growth rates are produced in 
Table 2. For the boundary approximations indicated, the 
rate of growth of errors between iteration steps decreases 
as the level of approximation increases, i.e. as values 
of If further away from the boundary are included into the 
the expressions for the boundary vorticity then the rate 
of error growth decreases. The optimum smoothing parameter 
follows a similar trend and indicates that a smaller value 
for the relaxation parameter is required to ensure that 
the iterative process converges without letting the error 
growth between iterations becoming unduly large. It is 
expected that the iterative process would converge in 
fewer steps in this case, providing the right choice of 
the relaxation parameter is made. 
Using error indicators on t|. and UJ of and £2 
respectively (discussed in the next section), Table 3 
shows the number of iterations required for convergence 
using the appropriate values of S from Table 2. 
Experiments with different values of S confirmed that 
these are good estimates for the relaxation parameter. The 
CD scheme (numbers in brackets) did not perform as well as 
the UD scheme. At higher Reynolds numbers more iterations 
were required for the CD case. The process converged the 
fastest for higher orders of the boundary vorticity approx-
imating function. This could be expected since the rate of 
growth of errors was found to be smaller for these cases. 
Table 2 
Error Growth and Optimum Smoothing Parameter 
(UD Scheme, R=0, h=1/15) 
Optimum 
Boundary Growth Smoothing 
Approximation Factor Parameter 
P/q P 6 
1 ,0 7.65 .79 
2,0 3.43 .63 
3,0 2.06 .51 
4,0 1 .39 .41 
2,1 11 .9 .86 
3,2 6.19 .76 
4,3 4.07 .67 
5,4 2.95 .60 
Woods 12.0 .86 
Table 3 
Optimum Convergence Parameters Using UD Scheme 
(£-1=10-4, = h=l/l5) 
Boundary Reynolds Number 
P/q 1 10 50 100 400 
1 ,0 39 (41 ) 39 (39) (-) (-) — 1 — 1 
2,0 20 (20) 20 (20) 69 (-) - (-) ( -) 
3,0 14 (14) 14 (14) 33 (71 ) 53 (-) (-) 
4,0 11 (11 ) 11 (11 ) 23 (34) 32 (88) 34 (-) 
2,1 60 (60) 60 (60) _ (-) — (-) — ( — ) 
3,2 33 (33) 33 (33) - (-) - (-) (-) 
4,3 24 (24) 24 (24) - (-) - (-) (-) 
5,4 19 (19) 19 (19) 104 (-) - (-) - ( - ) 
Woods 68 (68) 68 (68) — (-) — (-) - ( - ) 
The first number is the upwind difference scheme. The last 
number is the central difference scheme (in brackets). 
Certain boundary approximations failed to converge for any 
choice of 6> , these results are shown by a minus sign. 
4.5.3 Convergence Criteria 
The strategy adopted for obtaining solutions is to 
repeat the outer iterations until 
( < . ^ (4.15) o /. 
It was generally found in practice that for the ith iterat-
ion step 
_ II « II U)' - ou ' 
where often the difference was some orders of magnitude. 
The value used for £2. ^^ t^® stopping procedure was chosen 
to be one order of magnitude greater than i.e. 
with being for the results presented here. 
What has not been considered here is the fact that 
the convergence of this process is close to linear, and 
particularly for values of ^ close to 1, the problem could 
wrongly be interpreted as having converged to a solution 
using this criterion. Figure 2 plots five error indicators 
for the case R=10. The (2,1) boundary approximation is 
used. Sixty iterations are required before and 
reached the required tolerance. These error indicators are 
„ mavi n+' I 0 I 
- . j* 
max 
ii-.n l̂/J 
max I , 0+« 
max U;.,,. -
- ijM '-'•'izfr 
rryix 
«M 
The absolute error indicators E^ and are the same as 
those given in equation (4.15). The error indicators 
and 84 are relative error indicators for q. and (ju 
respectively. The error indicator ^^ is based on equation 
(4.13) and represents the rate of growth of errors from 
one iteration to the next. The asterisk on ^ and 
indicates that the indicator is not evaluated where its 
denominator is zero. 
The indicator quickly converges to the lower 
-4 
bound of 10 as does its relative error counterpart €2. • 
There are still some disturbances in the relative 
error indicator even after 20 iterations, which is 
probably the result of "blow-up" where the denominator of 
close to zero. 
The absolute error indicator is the determining 
factor in the number of iterations required. Its relative 
-4 
error counterpart ^ ^ shows an accuracy of better than 10 
tu V—I O) o 
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Figure 2. Performance of Error Forms Using UD Scheme. 
[(2,1) form., = , R=10, h=1/15] 
after 60 iterations. From Figure 2, only 15 iterations 
A 
would be necessary before is less than 1 . 
The error indicator €5 shows how the rate of error 
growth varies widely at the start (because of the poor 
initial guess =0), but steadies itself after 17 
iterations. The relative error indicator behaves 
similarly. The indicator when used in conjunction with 
the other indicators should be enough to determine if the 
iterative scheme has stabilised, and if the required 
tolerance is acheived. 
For all results presented in this section all five 
error indicators were examined for each problem, although 
the tolerance set for and €5 determined the number of 
iterations required. In all cases the problem was deemed 
to have converged satisfactorily for the precision quoted 
in this report. 
4.6 Results and Discussion 
The results given in Table 3 indicate the increasing 
stability of the iterative process with increasing level 
of boundary approximation used. Results for R=100 were 
unobtainable using any of the second order approximations 
and could only be obtained for two of the four first order 
approximations used. 
It was originally thought that the initial starting 
choice U;°=0 was a poor one and so a simple method was used 
to supply improved starting estimates. Using R=10 as a 
starting point, the Reynolds number was slowly increased 
by 5 (in some cases 1 was tried). The first approximation 
for a R=:15 problem would be the solution at R=10. This 
system worked well by reducing the number of iterations at 
each step since in each case a better starting point was 
used. However, solutions could not be obtained much beyond 
those indicated in Table 3. In all cases where solutions 
were not obtained, oscillatory behaviour developed and the 
process was halted after 200 iterations had elapsed. Gupta 
and Manohar [1978] have results for Reynolds numbers much 
higher than given here using a similar iterative solution 
process to that described in section 4.7.1. In their case 
the main difference is a smaller mesh size (h= "̂o ). With 
this author's limited experience using h= îo results were 
obtainable for higher Reynolds numbers and were in fact 
identical to those given by Gupta and Manohar [1978]. Fine 
meshes are required to obtain higher Reynolds number solut-
ions . 
For the (4,0) boundary approximation, the stream 
function and vorticity distributions are shown in Figure 
3, for R=10, 100 and 400. The properties of the flow field 
at the primary vortex are given in Table 4 in each case 
where a solution could be obtained. The values ^mayc and 
are the stream function and vorticity at the vortex, 
and LU^;^ is the vorticity at the midpoint of the moving 
upper boundary. At low Reynolds numbers the results for 
the UD and CD schemes agree fairly well with each other 
and with the results to be found in published literature 
(see Table 5 for some of these). Bigger discrepancies in 
the results are evident at higher Reynolds numbers, and 
also vary with the level of approximation used. The false 
diffusion in the case of the UD scheme would be expected 
to give less accurate results at higher Reynolds numbers, 
but unfortunately insufficient results were available to 
demonstrate this. This is blamed on the coarse mesh size 
giving poor accuracy and preventing the iterative process 
from converging at higher Reynolds numbers. 
A selection of published results which use a variety 
of different solution techniques is given in Table 5. The 
results of Burggraf [1966] are for a centered difference 
formulation with the coupled system of equations. A series 
of successively refined meshes was used in conjuction with 
a range of progressively increasing Reynolds numbers in 
obtaining solutions. The relaxation parameter had to be 
increased as the mesh size became smaller. Also, the mesh 
spacing had to be decreased more than linearly with R to 
obtain solutions. Burggraf was able to obtain solutions up 
3k 
Stream Function Vorticity 
(a) 
(c) 
Figure 3. Stream Function and Vorticity for a 15x15 mesh. 
[UD Scheme with (a) R=10, (b) R=100 and (c) R=400] 
Table 4 
Solution Properties for the Formulation 
h=f5) 
Reynolds Boundary Vortex UD Scheme CD Scheme 
Number Approx. Centre 
R p,q X y ^ m o x U i oumja 
10 
50 
100 
1,0 
2,0 
3 , 0 
4 . 0 
2.1 
3 . 2 
4 . 3 
5 . 4 
Woods 
1,0 
2,0 
3 , 0 
4 . 0 
2.1 
3 . 2 
4 . 3 
5 . 4 
Woods 
2,0 
3 , 0 
4 , 0 
5 , 4 
3 , 0 
4 , 0 
. 46 . 7 3 
.46 . 7 3 
40 . 7 3 
33 . 7 3 
0975 2 . 7 8 5 . 92 0953 2 . 6 8 5 .84 
0907 2 . 5 2 5 . 5 5 0851 2 . 32 5 .11 
0980 2 . 80 5 . 9 3 
0988 2 . 8 2 5 . 9 8 0992 2 . 8 3 6 .11 0988 2 .81 6 . 20 
0978 2 . 8 0 5 . 9 4 
0984 2 .81 5 . 84 
0960 2 .71 5 . 8 0 0913 2 . 5 3 5 . 5 3 0855 2 . 5 3 5 . 09 
0989 2 . 84 5 . 84 0977 2 . 8 6 5 . 9 0 
1000 2 . 8 6 6 . 0 5 
0995 2 . 84 6 . 16 
0986 2 . 8 3 5 . 8 5 
0942 2 . 7 8 6 . 1 6 
0888 2 . 5 3 5 . 7 8 
,0830 2 . 3 0 5 . 2 2 
,0965 2 . 87 6 . 5 6 
,0840 2 . 5 9 6 . 2 3 
,0787 2 . 30 5 . 44 
,0975 
,0952 
,0907 
,0850 
,0980 
.0988 
,0992 
.0987 
0978 
0954 
,0908 
0852 
,0983 
0991 
,0994 
,0989 
2 . 7 8 
2.68 
2 . 5 1 
2 . 3 2 
2.80 
2.82 
2 . 8 3 
2.81 
2.80 
2 . 7 0 
2 . 5 3 
2 . 3 3 
2 . 8 3 
2 . 8 5 2 .86 
2 . 8 3 
5 . 9 2 
5 . 8 5 
5 . 5 5 
5 . 1 1 
5 . 9 4 
5 . 9 9 
6 . 1 2 6 . 2 1 
0977 2 . 8 0 5 . 9 5 
5 . 9 1 
5 . 8 4 
5 . 5 5 
5 . 1 0 
5 . 9 2 
5 . 9 7 6.10 6.20 
,0980 2 . 8 2 5 . 9 3 
,0862 2 . 4 6 5 . 9 3 
,0808 2 . 2 3 5 . 3 0 
,0747 ' 2 . 1 0 5 . 6 0 
400 4 , 0 33 . 6 0 0641 1 . 3 8 6 . 0 0 
Table 5 
Some N u m e r i c a l R e s u l t s for the Driven Cavity Problem 
Primary Vortex 
R e f e r e n c e Grid 4- uu -P WJmid 
R=100 
T&O 8x8 .1035 3.10 .095 
Burggraf 41x41 .1015 3.14 .091 
B&D 51x51 .1032 
N&KP 51x51 .1026 3.16 .092 
S&K 121x121 .1033 3.18 
G&M 21x21 .0953 3.28 6.68 
This Study 16x16 .0787 2.30 5.54 
R=400 
T&O 8x8 .1 168 2.42 .116 
Burgrraf 41x41 .1017 2.14 .090 
N & K P 51x51 .1014 2.11 .091 
S&K 141x141 .1130 2.28 
This Study 15x15 .0641 1 .38 6.00 
w h e r e the above abbreviated references are : 
T&O Tuann and Olsen [1978] 
Burggraf Burggraf [1966] 
B&D Bozeman and Dalton [1973] 
N&KP Nallasamy and Krishna Prasad [1977] 
S&K Schreiber and Keller [1983b] 
G&M Gupta and Manohar [1978] 
to R = 4 0 0 . Schreiber and Keller [1983b] have used the small-
est grid to d a t e , combined with a centered difference form-
ulation which is described in section 5.1. 
The techniques described here have been used by 
Gupta [1978] and Gupta and Manohar [1979a,b] for solving 
the steady state problem. These techniques could also be 
applied to the time dependent problem as has been done by 
Danaee and Evans [1982] using upwind differencing. They 
describe a bloclc iterative technique initially used by 
this author for solving the steady state problem. This 
method has been used by Quartapelle et al [1981]. 
In an attempt to reduce the number of iterations 
required for convergence, one aspect of the iterative 
technique given here could be examined. The optimum value 
of fi given in equation (4.14) could be recalculated every 
so often throughout the solution process. The advantage of 
this is that as the solution is approached then the rate 
of error growth between iterations stabilises (as shown 
by €5 in Figure 2), and a smaller value of & could possibly 
be used to accelerate the convergence process. 
The iterative procedure of section (4.4) for solving 
the two coupled equations (3.1) and (3.2) could rather 
broadly be described as a Picard-type scheme with a rate 
of convergence which is at best linear. If a Newton method 
was used instead on these equations then the problem would 
loolc like 
F (q-.uo) - o 
where R is a constant. 
In this case a l l the equations obtained in (3.1) and (3.2) 
are lumped together. Close to quadratic convergence would 
be expected. Further, the bandwidth of such a system would 
only be double that of the present scheme, and this could 
be reduced even further using the diagonal ordering of 
Schreiber and Keller or the nested or one way dissection 
orderings of Alan George. 
A number of error indicators have been investigated 
in an attempt to determine exactly when a solution process 
has converged. Convergence is very slow especially when a 
relaxation parameter close to one was required to maintain 
iterative stability. Even in this case the indicators 
discussed may not give a true indication of the process 
behaviour when the solution being obtained at each step is 
changing so slowly. It may be possible to analyse the 
convergence of the non-linear iteration process, for 
example, the simplest one dimensional case is 
o+i -
with a solution x satisfying 
* z F U " ) 
yielding 
lir̂k 
- " X 
< I 
for convergence. In the multi-dimensional case. 
leading to 
"D-dC; 
where is the spectral radius of the Jacobian matrix. 
It may be possible to look at the coupling which defines 
the values of the vorticity on the boundary at the next 
iteration in terms of their current values. 
Another approach for solving the governing equations 
is to eliminate the vorticity from (3.1) and (3.2) and 
solve the resulting fourth order problem. However the cost 
of such a method as will be seen in the next section, is 
an increased requirement for computer storage. 
Moffat [1964] showed that the vorticity is singular 
at sharp corners that may exist in the problem to be 
solved. The finite difference discretisation is therefore 
not valid immediately adjacent to a corner and needs to be 
suitably modified. One way of achieving this is to obtain 
a local analytical form of the singularity as done by 
Moffat, Gupta [1981] and Gupta et al [1981]. These local 
forms consist of asymptotic expansions that are available 
using separable-variable techniques. 
Other methods are available to solve boundary singul-
arities. These include mesh refinement near the corner, 
conformal transformations, modified integral equations, 
modified collocation power series and more. In the case of 
the driven cavity problem the top wall represents a moving 
boundary and can cause problems for some of these methods. 
A general description of all these methods can be found in 
Cranio and Furzeland [1 978] or Roache [1 976]. 
In a problem with a re-entrant corner where there is 
a step in the flow, such methods need to be used to remove 
the singularity. In the case of the driven cavity there 
are four corners where singularities occur, none of which 
are re-entrant. For the second order approximation to the A 
operator used in this section, the values of the vorticity 
at the corners are not necessary to solve the form-
ulation of the Navier-Stokes equations. For a fourth order 
formulation such as given by (4.5) using the nine nearest 
neighbours of (x-, y-) then corner vorticities need to be 
specified in order to solve the problem. 
4.7 A Finite Element Formulation for the Coupled System of 
Equations 
The application of finite elements to the solution 
of the Navier-Stokes equations is relatively new, when it 
is compared to the length of time that finite differences 
have been used to solve the problem. It is still not clear 
which is the best formulation to use. In a comparison of 
the two methods the following points are generally agreed 
upon : 
(i) Finite differences are fairly easy to understand 
and implement whereas programming of the finite element 
code requires more effort. 
(ii) When a problem can be solved by either method, 
the finite difference scheme will usually be cheaper in 
terms of the computer storage that is required. 
(iii) The finite element method has a big advantage 
in being able to solve on complex geometries with relative 
ease. 
It is not possible to describe here a l l the various 
finite element formulations that are available. The method 
which follows is the Galerkin weighted residual method. 
Given 
A.4. = -uj (3.1) 
H- = O on c)il (3.3) 
then let <J>(x,y) be an approximate solution to (3.1) such 
that 
for a set of weighting functions N ; (x,y). The term If. 
J J 
gives the value of the stream function at the jth node in 
the system. Substitution of this into (3.1) gives a 
residual r(x,y) such that 
rCx,y) - A<j) + cu . 
The requirement is that 
= O (4.19) 
where n is the number of nodes in the system and 
N | (x,y) is a set of weighting functions. It is not 
necessary to choose the weighting functions the same as 
the t r i a l functions although it has been done so here. 
Substituting for r(x,y) and integrating by parts, 
this becomes 
4 ' i 
where , ly are direction cosines in the x, y directions 
respectively. The first term on the left-hand side 
represents a boundary flux contribution. Since t^=Oonil 
and hence N,- (x,y)HO on then this integral is 
identically zero. 
The final system of equations to be solved reduces 
to 
n 
J?, ^ i' I,l. .n ̂  or 
cH- -- B 
where, the elements of matrix C, are defined by 
The elements of the load vector B are defined by 
b.- = { Ni(x,4)uj dxdu 
(4.21 ) 
(4.22) 
The technique for the solution of the vorticity 
transport equation follows along similar lines. Consider 
Auo = 
4-n ^ -I on <i = I , o oiiDeroJ'tse } on 
(4.23) 
•bH. (4.24) 
In the same manner as before, let z(x,y) be an approximate 
solution to equation (4.23) of the form 
f\ 
for the set of trial functions M-(x,y).The requirement is 
*>j 
for a weighting set of trial functions M | (x,y). After 
integration by parts, this yields 
n 
I 
or 
«i J ( 4 . 2 5 ) 
where 
and 
and 
( 4 . 2 7 ) 
( 4 . 2 8 ) 
The term q^ represents a boundary flux or traction 
which must be considered in this case. If use is made of 
the fact that 
U 
from before, then e-̂  becomes 
e: 
4.7.1 Iterative Solution Procedure 
The Solution procedure outlined for the finite diff -
erence scheme in section 4.4 is the same as that which 
should be used here. The only difference is the way in 
which the stiffness and load vectors are formed. The use 
of bilinear finite elements in rectangles is known to 
yield the same set of equations as using the nine point 
second order finite difference scheme (Jespersen [1974]). 
In this case the iterative procedure will exhibit the same 
properties and have the same difficulties with obtaining 
results at high Reynolds numbers. As a result, there is no 
reason to expect the behaviour of the iterative scheme to 
be vastly different from that of the finite difference 
techniques which were discussed in detail in chapter 4. 
4.7.2 Discussion 
Campion-Renson and Crochet [1978] claim good results 
for linear and quadratic elements using an 8x8 uniformly 
spaced mesh. Results are given for Reynolds numbers up to 
400. These results, at least for R=100, are comparable 
with the results given in Table 5. 
It is interesting to note that a very fine mesh is 
not required to given 'reasonable' answers at low Reynolds 
numbers. For the 8x8 mesh used above, the results are 
close to those of Schreiber and Keller who have used mesh 
sizes up to 121x121. 
Some other results comparing finite difference and 
finite element techniques are given by Dhatt and Kamga 
Fomo [1983] who examine three finite element techniques 
for the steady state problem. For the ( if formulation 
the method described here in section 4.7 is again used. 
Fast convergent solutions are claimed when the method is 
used in conjunction with an incremental solution strategy 
(based on Reynolds number), coupled with a Newton-Raphson 
scheme. This scheme is used by Mizukami [1983] to provide 
solutions in a multi-connected domain. Although the Newton-
Raphson scheme was not used here in solving the finite 
difference formulations given earlier in section 4, an 
incremental solution strategy was used to yield the values 
given in Tables 5 and 6. The speed with which a result was 
obtained depended on how good the initial starting point 
(i.e. the solution at a lower Reynolds number) actually 
was. This would be consistent with the claim of Dhatt and 
Kamga Fomo. 
Two other forms given by Dhatt and Kamga Fomo are a 
penalty formulation, and a weak variational form. The 
latter is the same technique used by Campion-Renson and 
Crochet [1978] and Barrett [1978], Of the three techniques 
discussed Dhatt and Kamga Fomo claim that the penalty 
formulation offers superior convergence to higher Reynolds 
numbers than is possible with the other two methods. 
The main advantage of the finite element method lies 
in its ability to approximate irregularly shaped domains 
and curved boundaries. Certainly on such problems the FEM 
technique discussed here should be used in preference to 
the finite difference approach. For the driven cavity 
problem and other problems with straight line boundaries 
and analytic domains, the finite difference technique is 
seen as easy to apply; a finite element formulation would 
appear to offer no real advantages. The reason why it is 
used to obtain solutions to the driven cavity problem is 
to determine the accuracy and reliability of a solution 
technique before it is applied to a more complex problem. 
The finite element technique is satisfactory for 
obtaining moderate Reynolds number solutions. It will 
usually be found that above some value of the Reynolds 
number spatial oscillations or wiggles will occur. This 
can be overcome to some extent in a manner similar to the 
upwind difference schemes already mentioned by developing 
upwind finite element methods. These offer superior conv-
ergent properties (with possibly less accuracy) to the 
more standard finite element formulations (see for example 
Hansen and von Flotow [1982], Hughes [1978] and Moult et 
a l [1979]). Unfortunately they exhibit the same sort of 
inaccuracies at high Reynolds numbers as the finite 
difference formulations discussed in the previous section. 
Finite element techniques are discussed further in 
sections 5.2 and 6. In section 5.2, the finite element 
approach is applied to the biharmonic equation, and in 
section 6, the (u,v,p) formulation is considered using a 
Galerlcin weighted residual approach with 8 noded quadratic 
shape functions. 
5.0 THE NON-COUPLED APPROACH - THE BIHARMONIC EQUATION 
The problem experienced so far has been the need to 
solve a set of coupled equations which required a large 
number of outer iterations to obtain convergence. The 
system can be uncoupled by eliminating the vorticity to 
leave a fourth order equation in only. 
If the vorticity is eliminated from equations (3.1) 
and (3.2) then the biharmonic equation 
F(it.R) = (5.1) 
where 
G(if) = '̂ ¡(Mj'̂  - fx̂ tf;) 
is obtained. The boundary conditions, as before, are given 
by 
q-Cx,y) = 0 on (3.3) 
i \ on (3.4) Tni.̂ i'J/ \ o , oiWujiseJ 
There are a number of techniques suitable for the 
solution of (5.1) together with the associated boundary 
conditions. Such possibilities include the Hopscotch 
procedures of Cooke [1982] and Danaee and Evans [1982]. 
Multigrid methods (Haclcbusch and Trottenberg [1982]) or 
the preconditioning method of Bjorstad [1981,1983] could 
also be used. Schreiber and Keller [1983a,b] use a modified 
Newton method for the solution of these equations. The 
material presented here follows the technique of Schreiber 
and Keller [1983b]. A centered difference approximation to 
the governing equations will be given, as well as a method 
to obtain solutions at high Reynolds numbers. 
Consider a sequence { } such that 
= 4 (5.3) 
where represents a correction term given by 
or 
This forms the basis of a discretised Newton method which 
is applied to the biharmonic equation. After substituting 
in (5.4) for F on the left-hand side, then 
- R G ' U H = - (5.5) 
where 
G'M-t = 't'x'î y - 'Vx'̂ 'ty- (5.6) 
This could be expressed more simply as 
A U , r H = -F ,5.7) 
where 
5.1 Computational Techniques with Centered Difference 
Approximations 
A method for solving (5.7) consists of starting with 
I ° an initial guess for 4-- and obtaining an improved value J 
for it according to equation (5.3). The following steps 
summarise this procedure. 
An initial approximation is made for the 
distribution on S i , 
2. Calculate F(i|.,R) from 
3. Solve 
4. Update according to the formula 
5. Repeat steps 2 to 4 until some convergence 
criteria is met. 
The stream function If (x,y) is discretised using 
centered difference approximations in order to avoid the 
inaccuracies present in an upwind scheme. The classical 
finite difference scheme for the biharmonic operator is 
obtained by twice applying the 5 point operator given in 
section 4,1. 
1 
2 -8 
-8 20 
2 -8 
1 
2 
- 8 
2 
u + (5.8) 
This formula is valid for all points well inside the 
boundary. For points adjacent to the boundary then the 
above template must be modified to exclude the 'exterior' 
points. For example, on x=0 the boundary condition 
gives 
2h - O 
or if., 
Higher order boundary conditions can be applied, see for 
example Gupta and Manohar [1979b]. 
The stencil adjacent to this boundary then becomes 
1 
- 8 
21 
-8 
1 
2 
- 8 
2 
U 2 (5.9) 
A similar procedure which eliminates two exterior points 
is obtained for points on adjacent to two boundaries, 
and this results in a weighting value of 22 at the centre 
point of the stencil. 
This technique can however be improved upon by using 
a cubic line extrapolation, and this results in an Oih'^ ) 
accurate approximation of the 'exterior point'. In this 
case the stencil given by (5.9) would have become 
2 
- 8 
2 
1 
- 8 
23 
- 8 
1 
2 
•8.5 
2 
a 3(t>v./v?-| W 
An approximation for G' (If)«!» can be obtained using 
centered difference approximations in 
G'tL̂ )<t> = ac|>̂  4 -V (5.10) 
where 
a = 
b = 
c = 
a -
X 1 
- ClUjlx 
an cl 
The relevant stencil for G'(4") is given by 
G'to^ = i-i 
m 
m-k -4rn+l 
-k -L + 4k o l-4k ^ 
-m-k 4Tn't -jik 
-fŶ  
^ A s. A. 
where i= 2h, j= IK^, k= ,1= Ih and m= ih^ . Again 'exterior' 
points can be removed for points adjacent to the boundary 
walls. 
This stencil and the stencil for the operator ^ are 
superimposed after multiplying G'(^) by R and subtracting, 
to give the stencil for the coefficient matrix A in (5.7). 
In the same manner as before the stencil for points near 
to the boundary can be obtained by either applying the 
reflection formula or the cubic extrapolation discussed 
previously. 
As was discussed in the previous sections, the use 
of a good starting value for the stream function distribut-
ion can often assist in obtaining solutions. Schreiber and 
Keller use a method of continuation in the Reynolds number 
whereby a solution obtained for a low Reynolds number is 
then used as the starting point for the same problem at a 
slightly higher Reynolds number. If the stream function is 
considered as a function of Reynolds number 
4-= 
then differentiating with respect to R yields 
L^(Rtf^R) -
b R 
Now if a solution to (5.1) is known at a high Reynolds 
number R, then an initial estimate for the solution at a 
higher Reynolds number would be 
5.1.1 Results and Discussion 
The author's program, using a 15x15 mesh could only 
obtain solutions to just over R=10. The Newton method 
previously described was used with an initial guess of 
/ ̂  
4" =0. The more sophisticated procedures of Schreiber and 
Keller using successive mesh refinement and continuation 
in Reynolds number were not implemented. Schreiber and 
Keller were able to obtain solutions up to R=10,000 using 
a 180x180 mesh. The continuation method to get to this 
point was quite elaborate. 
Spurious solutions for driven cavity calculations 
are discussed by Schreiber and Keller [1983a]. They show 
that for certain Reynolds numbers and a mesh as coarse as 
h=20 then the problem can exhibit limit cycle behaviour 
and fail to converge. Upon refining the mesh size the 
limit points would vanish and a single solution could be 
obtained. 
5.2 A Finite Element Formulation for the Biharraonic 
Equation 
The finite difference formulation for the biharmonic 
equation in section 5.1 could be replaced by a suitable 
finite element discretisation. A weighted residual finite 
element formulation for example could be used here. A 
variational approach, although not implemented, is given 
here. Consider from equation (5.1) 
(5.11 ) 
and let there exist an iterative procedure such that 
0 ^ ^n-l 
(5.12) 
where n refers to the iteration number. The functional 
associated with equation (5.12) is 
- RjiL ( ^ f ̂  - ̂  (5.13) 
Such a functional would have contributions from a number 
of finite elements, so that 
^ ~ I 
where neis the number of elements in the system. Minimis-
ation of this functional with respect to implies that 
7)1 2 — - 0 (5.14) 
•btf T "bi 
where represents a set of nodal values on the finite 
element mesh, and I is given by equation (5.13). 
With an appropriate trial space, then 
e r..nr -le 
J 
If = z t J - M L ^ l ' = i N l l ^ f . 
" "  J J 
(5.15) 
then 
Using equation (5.13) on each element in the system 
= (l {(NXX-SI^ 
Substituting this into (5.14) gives 
ITFR 
where the stiffness matrix defined by 
»\ 
[MF = [[ 
and \S \ is a force vector given by 
[FF = R FI MIIKTIWI^IXX-U,,'^ 
O O 
where is a matrix transpose. 
For such a system of equations a high level of inter-
element continuity is required. The stream function and 
its derivatives must be continuous, requiring c' trial 
functions such as hermite bicubics . Details can be found 
in works such as Carey and Oden [1983]. 
The biharmonic formulation is not a frequently used 
form for finding solutions to the Navier-Stokes equations. 
Most researchers find it easier to solve two coupled 
second order equations rather than solve a fourth order 
one. In the case of the finite difference technique of 
(5.1) the storage requirements with a band solver are 
twice as great as for solving a second order equation such 
as (3.2). The convergence properties would be expected to 
be poor and rely on an accurate starting estimate and a 
very fine mesh. This would explain the reasons for the sop-
histicated solution process and the very fine meshes (up 
to 180x180) of Schreiber and keller [1983b]. 
In the case of a finite element formulation it would 
be an arduous task to apply C ̂  elements to such a problem 
and apply the necessary boundary constraints. It is not 
clear how the higher derivative terms should be determined 
at the corner singularities. The convergence properties of 
the most finite element formulations are also known to be 
poor (Thomasset [1981]. As well, the storage requirements 
would also be larger than many researchers could afford in 
applying a 'reasonably' sized mesh to the problem. 
6.0 THE VELOCITY - PRESSURE FORMULATION USING THE FINITE 
ELEMENT METHOD 
6.1 The Governing Equations of Motion 
The velocity - pressure formulation of the governing 
equations offers the advantage that equations to be solved 
are only of second order (one of which is non-linear), and 
that the boundary conditions are fairly easy to implement. 
As with other formulations of the Navier-Stokes equations, 
a number of different techniques are available for solving 
the (u,v,p) formulation. The most common methods include a 
range of finite difference discretisations, and the finite 
element method in one of its many forms. The method given 
here is a finite element formulation using the method of 
weighted residuals. The presentation follows that of 
Taylor and Hughes [1981]. As such, a more complete 
description can be found in this text, commencing on page 
99. 
The dimensionless form of (2.1) and (2.2) is given 
by 
UUx + VU^ ^ ^^ - Px R 
( 6 . 1 ) 
where Fĵ  is the Froude number F^= , U is an inital 
velocity, L is a characteristic length and g is the 
acceleration due to gravity. The terms Ixi and 1-x-l are 
direction cosines dependent on the direction of the 
gravitational field. 
Spurious singularities will be introduced into the 
solution unless the interpolation functions for pressure 
field are an order lower than those for the velocity field 
(Olsen and Tuann [1978], Sani et al [1981]). Therefore, 
quadrilateral shape functions are used for the velocities 
n n 
U = ^ MiU,. ^ M-. 1 Ni.V; 
and linear shape functions are used for the pressure field 
ra 
p = X M p; (6.2) \ pi » 
where n=8 and m=4. This can be satisfied by insisting that 
all eight nodes be associated with velocities and only 
the corner nodes in an element be involved with pressures. 
A typical mesh distribution for the driven cavity is 
shown in Figure 4(a). The boundary conditions are also as 
shown. The value of the pressure at a single point must be 
supplied to determine a unique solution to the pressure 
distribution. The pressure at the midside of the bottom 
wall is set as to zero. 
Using the Galerkin weighted residual approach, (6.1) 
becomes 
J-- n JTi . D 
(6.3) 
^ - FX. MKXXU.- A.-T Nl^auU/Mrl-^ducO 
where ne is again the total number of elements in the 
system. The outer summation is over all elements (ne), 
while the inner summation is over all nodes within each 
element (n=8 for velocity, and m=4 for pressure). After 
integrating by parts, the second order terms simplify to 
give 
u = - 1 \ U = - 1 , v=0 
u=0 
v=0 
u=-1 
u=0 
v=0 
u=v=0 p=0 
Figure 4(a). FEM for MESH1 (100 elements, 341 nodes) 
u=-0.5 
u=0 \ u=-1, v=0 
u=-0.5 
u=0 
v=0 
u=0 
v=0 
u=v=0 
Figure 4(b). FEM for MESH2 (168 elements, 557 nodes) 
- R r 
ft« 
L i * "ft, "j ^ f;, "i J a K (6.4) 
where P represents the element surface. If these terms 
for adjacent elements are summed, the final contribution 
is zero unless a boundary segment is encountered. This 
then simplifies the equation giving 
u , ± f "aji; ( - M i J 
ne n Q J 
• 'i. 
(6.5) 
where denotes the boundary over which ^ is given and 
e ̂e fjtp̂ rp. The assembled matrix takes the form 
A X r F + B (6.6) 
where 
X = X . . - u; 
P.-
and the terms in A are given by 
ajj r z f 
Cu. C|i' 
Cl̂  
Cn ĉ v 
¿k - f 
r I 
CM-^j KN,- -Sn 
o 
o 
O 
o 
o "¿•M.-aWi dS 
where 
«-a \ ! > r O 
I . "bNj 
N i a n d Cii = c„ . 
The notation U^refers to the fact that Uŷ  is treated as 
being constant when the matrix is being evaluated. The 
surface integral term corresponds to that section of the 
boundary where the essential boundary conditions are used, 
and therefore is not required. For other boundaries, the 
natural boundary conditions are imposed, and these contrib-
ute to the right-hand side vectors. 
6.2 Iterative Solution Procedure 
The set of non-linear simultaneous equations given 
by equation (6.6) is solved by the following procedure. 
1. Initial values for the velocities u and v are 
assumed for the mesh region. 
2. Equation (6.6) is solved to obtain updated values 
for u,v and p (denoted by u,v and p). 
3. The terms 
u - û '̂ v"̂ * 
are evaluated at all the node points. If these values all 
lie within a certain tolerance at all the node points then 
the calculation is complete. 
4. If the terms in step 3 are not within tolerance 
then u,v and p are updated according to 
where is a relaxation parameter. Similar expressions are 
used for V and p. 
5. Repeat steps 2 to 4 until convergence is obtained 
as determined in step 3. 
6.3 Results and Discussion 
Results using two mesh sizes have been examined. 
Initially a uniform mesh of 100 elements was used (MESH1), 
together with the shape functions for u,v and p as given 
in section 6.0. The mesh distribution is shown in Figure 
4(a), together with the boundary conditions for the 
problem. 
Olsen and Tuann [1978] compare results obtained for 
the driven cavity using (u,v,p) and other formulations. 
The graphs in Figure 5 agree well with these reported 
results. In some cases plots of the centreline velocity 
profiles were produced, and these agreed well with results 
given in Thomasset [1981]. 
A further investigation was carried out using a more 
refined mesh (MESH2 in Figure 4(b)). On the vertical walls 
of the container the velocity u=0 applies, but on the lid 
the value of u=-1 applies. Consequently the values u=-0.5 
and u=0 in the top left and right corners are designed to 
reduce the severity of the singularities which occur at 
these points. The refinement was expected to improve the 
values of the velocity and pressure distributions in this 
region where steep gradients exist. An improvement was 
noticed for the results in Figure 6 when compared with 
results in Olsen and Tuann [1978]. The velocity profiles 
compared more favourably with results in Thomasset [1981] 
which are generally based on finer meshes. 
The results given in this section were obtained from 
the iterative procedure of section 6.1.1, using an initial 
guess of zero for the velocity and pressure distributions. 
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Figure 5. Velocity and Pressure Distributions for MESH1 
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The relaxation parameter used was nominally 0.5. 
The algorithm written to solve the equations of 
section 6.0 uses a frontal technique to store the elements 
for the global stiffness matrix, together with several 
(large) disc files for storage of the elements not in the 
current front. The time to solve this problem was large, 
and because of this it was not possible to look closely at 
an optimal choice for ^ . 
No result was obtainable at R=1000 for MESH2, for 
any value of the relaxation parameter. This is probably 
the result of a poor starting guess for the velocity and 
pressure distributions since no method of obtaining better 
starting points for higher Reynolds number solutions was 
implemented in these computer programs. 
If results in terms of the stream function and vort-
icity are required, then these can be obtained from 
^ __ Out 
and 
= - uu . 
The major problem here lies with obtaining a continuous 
vorticity distribution in terms of discontinuous velocity 
derivatives. As such, some form of velocity smoothing is 
necessary. A number of suitable techniques can be found in 
Lee et a l [1979]. 
7.0 CONCLUSIONS 
In this paper a number of formulations for solving 
the steady-state Navier-Stokes equations have been studied 
with particular reference to the driven cavity problem. 
Methods have been developed for solving the problem with 
the emphasis on the technique of solution and the solution 
of the non-linear system of equations. Computer storage 
requirements and available computer time are the two key 
factors which can limit the accuracy of results that could 
be obtained. 
One particular difficulty with comparing different 
methods for solving the Navier-Stokes equations is the 
variety of results that are presented by researchers. This 
makes comparisons more difficult. The most common forms in 
which results are presented include : 
(i) The values of the maximum and minimum value of 
the stream function, and the vorticity at these points. 
(ii) The shape of streamlines and velocity fields, 
which allows only qualitative comparisons. 
(iii) The location and centre of the main eddy. 
(iv) Dimensions and strength of secondary eddies. 
(v) The variations along the centre line of the u 
velocity component along the line x=0.5. 
(vi) Values of the pressure distribution at various 
points along the cavity walls, or at the vortex centre. 
Finite difference and finite element schemes which 
implement an upwind strategy for obtaining the derivative 
vorticity values have the problems of known inaccuracies 
in such representations, especially at high Reynolds 
n u m b e r s . These formulations offer superior convergence 
properties to central difference or finite element schemes 
because of the greater diagonal dominance in the stiffness 
m a t r i x . Provided some form of continuation in Reynolds 
number and mesh refinement is used, it is possible to 
obtain solutions with centered approximations for moderate 
Reynolds numbers. This may not have been possible if a 
poorer initial guess for the vorticity distribution had 
been m a d e . 
In problems where a very fine mesh is required it 
would probably be necessary to use an upwind formulation 
in order that iterative methods of solution could be used 
for considerable savings in computer storage requirements. 
There exist a large number of techniques available 
which are not mentioned here, and would be applicable for 
problems such as the driven cavity problem discussed h e r e . 
Of the finite difference methods used, some attempt was 
made to discuss other possibilities for higher order 
approximations or other techniques where relevant. With 
the finite element method the greatest emphasis has been 
on the Galerkin weighted residual approach, although other 
methods are available. An excellent bibliography for these 
methods can be found in Thomasset [1981]. 
The storage requirements for each particular method 
also come into consideration. For direct solution m e t h o d s , 
the coupled formulation requires the least space, followed 
by the biharmonic formulation and the (u,v,p) approach. 
For the latter, and the finite element method discussed in 
section 6, storage requirements prohibit being able to 
store the full global stiffness matrix in memory all at 
once. For the 557 node system considered here, and using 
the frontal technique, the computer time taken to obtain 
solutions was of the order of hours. This limited further 
studies on the convergence properties of the method. 
Of the three formulations considered, the (u,v,p) is 
the most robust. The boundary conditions can be directly 
applied to the problem, and the method exhibits better 
convergence than any of the other formulations examined. 
However, as mentioned above, a penalty must be paid in 
terms of storage used and time taken. 
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