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Abstract
One of the major concerns of Schro¨dinger, Lorentz, Einstein, and many others about
the wavefunction is that it is defined on the 3N-dimensional configuration space, rather
than on the 3-dimensional physical space. This gives the impression that quantum me-
chanics cannot have a 3D-space or spacetime ontology, even in the absence of quantum
measurements. In particular, this seems to affect interpretations which take the wave-
function as a physical entity, in particular the many worlds and the spontaneous collapse
interpretations, and some versions of the pilot wave theory.
Here, a representation of the many-particle states is given, as multi-layered fields
defined on the 3-dimensional physical space. This representation is equivalent to the
usual representation on the configuration space, but it makes it explicit that it is possible
to interpret the wavefunctions as living in the physical space. As long as only unitary
evolution is involved, the interactions are local. I intended this representation to capture
and formalize the non-explicit and informal intuition of many working quantum physicists,
who, by considering the wavefunction sometimes to be defined on the configuration space,
and sometimes on the physical space, may seem to researchers in the foundations of
quantum theory as adopting an inconsistent view about its ontology. This representation
does not aim to solve the measurement problem, and it allows for Schro¨dinger cats just like
the usual one. But it may help various interpretations to solve these problems, through
inclusion of the wavefunction as (part of) their primitive ontology.
In an appendix, it is shown how the multi-layered field representation can be extended
to quantum field theory.
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1 Introduction
1.1 The problem, and various attempts to solve it
Perhaps not as important as the measurement problem and the problem of the emergence of
the quasi-classical world at macroscopic level, the fact that the wavefunction of many parti-
cles is defined on the 3N-dimensional configuration space, rather than on the 3-dimensional
physical space, has been a point of concern for many physicists, ever since the discovery of
quantum mechanics. Schro¨dinger in particular seemed disappointed that he couldn’t interpret
the wavefunction as a physical entity (Przibram, K. (ed) and Klein, M.J. (trans), 1967, 2011;
Schro¨dinger, 1926, 2003). Einstein had similar doubts (Howard, 1990; Fine and Brown, 1988),
and Bohm too (Bohm, 2004). More discussions of this problem can be found e.g. in (Monton,
2006; Ney and Albert, 2013; Norsen, 2017; Gao, 2017; Maudlin, 2019).
The most direct way, although probably not the easiest one to accept, is to take seriously the
idea that the configuration space is indeed the truly physical arena in which the wavefunction
lives. The fact that it looks three-dimensional should be enough to its inhabitants “if they don’t
look too closely” (Albert, 1996; Vaidman, 2016). This is probably the intuition behind many
working quantum theorists, who may seem to some of those concerned with the foundations as
not realizing that there is a problem with the ontology of the wavefunction (see e.g. Norsen
(2017), p. 134-135). I am not sure that they ignore the problem, they may simply find the
wavefunction on the configuration space acceptable, it would not be the first time physics
challenges our classical intuitions. Or maybe they have an intuitive view like the one that the
representation presented in this article will make rigorous.
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But nevertheless, the position that a wavefunction living on the configuration space is ac-
ceptable has been well developed at the philosophical-foundational level too (Albert, 1996;
Loewer, 1996; Albert and Loewer, 1996; Ney, 2012, 2013; North, 2013; Albert, 2019), in partic-
ular in connection to the many worlds interpretation (Barrett, 1999; Vaidman, 2015; Wallace,
2002, 2003; Brown and Wallace, 2005; Barrett, 2017). This position was criticized in (Monton,
2002, 2006; Maudlin, 2007; Allori et al., 2008; Maudlin, 2010, 2013; Monton, 2013; Chen, 2017;
Emery, 2017; Maudlin, 2019). In particular, in (Lewis, 2004) the main argument of (Albert,
1996) is questioned, but the position that the wavefunction also lives in the 3D-space is de-
fended on the grounds that the Hamiltonian is invariant only to the isometries of space, and
not of those of the configuration space. More debates about the wavefunction ontology can be
found in (Ney and Albert, 2013).
Another proposed possibility is to interpret the wavefunction as a multi-field, i.e. something
like a field, but which assigns properties to regions of space (Forrest, 1988; Belot, 2012; Chen,
2017, 2018a,b; Hubert and Romano, 2018). One of its advantages is to give a faithful represen-
tation of indistinguishable particles, one that doesn’t work out naturally in the configuration
space.
Starting from Bohmian Mechanics, Norsen developed a theory of local beables, in which
each particle has an individual wavefunction on space, and entanglement is maintained through
some additional fields (Norsen, 2010). Its purpose was demonstrative for the possibility to
avoid a wavefunction on the configuration space, and works for spinless nonrelativistic particles
whose wavefunctions are everywhere analytic.
Another somewhat conciliating position between the configuration space and the physical
space is to treat the wavefunction as living on the physical space for separate particles, and
to use their reduced density matrices for the entangled particles (Wallace and Timpson, 2010).
An extension to the relativistic case and quantum field theory is done in (Swanson, 2018).
1.2 Summary of the proposed solution
By contrast to proposed ontologies on the configuration space or on subsets of the physical
space, the one following from the representation presented here is defined pointwisely, in a
local separable manner, on the 3D-space. And by contrast to ontologies that do not contain
the necessary information to completely recover the wavefunction, the representation proposed
here is faithful. Note that it does not necessarily follow that this representation reflects the true
ontology, so I will take a neutral position and avoid making such a claim in either direction. By
this, I hope to allow for the possibility to adopt it freely in various interpretations, according
to their own ontological commitments, regardless whether the wavefunction is seen as ontic, as
epistemic, as nomological, or various combinations.
Section §2 introduces some basic definitions and notations, and recalls some known facts
about fiber bundles and nonrelativistic quantum mechanics, which will be used in the subse-
quent sections. Section §3 builds gradually the 3D-space representation of the wavefunctions,
which is shown to be isomorphic to the usual representation as functions on the configuration
space. The resulting multi-layered field representation is shown to be defined on the 3D-space.
Now I will sketch, in a rather handwaving manner, the proposed solution, which is effectively
constructed mathematically in section §3, and analyzed in the subsequent sections. The first
remark is that all quantum states are superpositions of tensor products of states living on the
3D-space. In terms of wavefunctions on the configuration space, this already suggests that
1. Separable states of the form Ψ(x1, . . . ,xN) = ψ1(x1) · . . . ·ψN(xN) consist of N wavefunc-
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tions defined on the 3D-space.
2. Since general states are linear combinations of separable states, solving the problem for
separable states makes possible to take the representation of unseparable states as linear
combinations of representations of separable states.
This is probably already the intuition of some researchers, but it needs to be constructed
rigorously, and this is not as straightforward as we may hope.
A first major problem appears already in the first step: as combined in the product state
Ψ, the wavefunctions ψj depend on N distinct positions x1, . . . ,xN. One can’t replace all their
arguments xj by the same position x, since this will lead to the loss of the most information
contained in Ψ. We need a way to keep all the wavefunctions ψj distinct in a collection
(ψ1, . . . , ψN). It seems natural to consider them as parts of a highly dimensional field on the
3D-space, but there is a problem: the decomposition Ψ(x1, . . . ,xN) = ψ1(x1) · . . . · ψN(xN) is
not uniquely determined. We can multiply by different constants each of the wavefunctions ψj,
and get the same result. This complication forces us to introduce an equivalence relation, or
a gauge symmetry, and to take as representation a field on the 3D-space which is the result of
factoring this equivalence out of the collections of the form (ψ1, . . . , ψN). This will be done in
§3.1. Then, another major problem arises, since factoring out the equivalence seems, at first
sight, to make the construction make sense only globally on the 3D-space. So the representation
seems to not be local separable. This problem will be addressed, in the same way in which,
in gauge theory, global symmetries are promoted to local symmetries, in §3.2. The result is a
representation in terms of fields with a large number of components, on the 3D-space. Such a
field lives in a space of functions that will be called layer in the following.
Once the first step of the representation is realized, we need to extend the representation to
entangled or nonseparable states. One may be tempted to take them as linear superpositions
of representations of separable states. But this doesn’t work immediately, since such linear
combinations don’t commute with the equivalence relation used to represent separable states,
and even if they would commute, the result would be again a separable state in the same layer,
which is not the nonseparable state we want to represent. For this reason, we need to represent
nonseparable states as superpositions of representations of separable states from different layers,
hence the name multi-layered field representation. To obtain it, we need to avoid some pitfalls,
which will be explained along the way. The way to do it is to first represent the separable states
forming a basis of the Hilbert space, and then construct the vector bundle freely generated by
these. This construction will be done gradually in §3.3 and §3.4. I summarize the result in
Figure 1, where an example of a three-particle state is given.
From physical point of view, each layer contains N 3D wavefunctions, corresponding to
N particles. There is nothing more here about the particles, than their 3D wavefunctions.
They propagate and interact according to the Schro¨dinger equation. If the layers are chosen
corresponding to eigenspaces of the Hamiltonian, then the 3D wavefunctions remain in the
same layer. But the principle of superposition allows the existence of other independent such
3D wavefunctions, which evolve independently. They will be in a different layer, and the 3D
wavefunctions from one layer will ignore those in other layers. Note that the layers can be
defined differently, if we choose a different basis to start with, and if this basis is not an
eigenbasis of the Hamiltonian, the 3D wavefunctions will move from one layer to another.
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Figure 1: Depiction of the multi-layered field representation. Separable states are represented as
fields defined on the 3D-space, in the same layer. Each layer corresponds to product states, and has a
certain gauge symmetry (§3.1). Sums of separable states are represented as sums of fields representing
separable states (§3.3). The interactions happen between pointwise values of fields, and depend on the
3-dimensional distance, not on the configuration space 3N-dimensional distance. If the interactions
propagate locally, then the unitary evolution is local (section §4).
In section §4, we take a look at the unitary dynamics of the multi-layered fields, and we
find that it is local, as long as unitary evolution is not interrupted by a state vector reduction
(collapse of the wavefunction). The interpretation of this representation is given in section §5.
If measurements are taking place, especially on entangled states, nonlocal correlations appear,
so section §6 will analyze this, exemplifying with the EPR experiment.
In section §7 I propose the multi-layered field representation as a way to provide a 3D-space
(primitive) ontology for various interpretations of quantum mechanics. The construction pro-
posed here doesn’t aim to solve the measurement problem, and the problem of the emergence of
the quasi-classical world at macroscopic level. It’s only purpose is to replace the wavefunction
on the configuration space by something completely equivalent, but defined on the 3D-space.
To solve these problems, an extension of quantum mechanics, usually called interpretation, is
needed. In particular, in a pilot-wave theory, the wavefunctions corresponding to particles will
be supplemented by point-particles, which allow us to solve these foundational problems. Pos-
sibly, the Many Worlds Interpretation may not require more than the wavefunction evolving
unitarily, in which case the branches corresponding to the many worlds will simply be lay-
ers. But I will not discuss this in this article, limiting myself to simply provide the 3D-space
representation.
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Appendix §A contains the more general and rigorous definition of vector bundles. Ap-
pendix §B describes the extension of multi-layered field representation to quantum field theory,
exemplifying with scalar fields.
In section §8 I try to anticipate and discuss potential objections to the multi-layered field
representation as a representation on the 3D-space. Such a dedicated section may be unusual,
but I considered that, given the resilience of the problem and the widespread opinion that it is
unsolvable, it is normal for objections to exist, and it is better to address them directly, rather
than leaving room for misunderstandings.
2 Basic definitions and notations
This section recalls or introduces some basic definitions and notations concerning fiber bundles,
the configuration space, and the wavefunctions, which will be used in the next sections.
2.1 Operations with vector bundles
An important notion is that of a field, in particular of vector field. The vector fields will not
necessarily have as values 3D vectors, because their values can be, depending on the situation,
spinors, vectors, tensors, vectors from internal spaces used in gauge theory etc. All these are
still classical fields. What I mean by “fields” here will be used to represent states, being in
fact vector-valued wavefunctions, so they should not be confused with quantum field operators,
which are defined on the vector spaces consisting of such fields. Their purpose is to be used to
represent on the 3D Euclidean space E3 ∼= R3 quantum states or wavefunctions from NRQM,
which are usually defined on the configuration space.
Vector fields on a base space M are taken here to simply be functions defined on M , and
valued in some fixed vector space V . As an example, one can think at the electric field, which
associates to each point x of E3 a 3D vector E(x) ∈ R3.
Vector fields of the same type can be added, and can be multiplied by scalars. Because of
this, they form vector spaces. But other operations are possible, resulting in different types of
vector fields. These new types of vector fields are best understood mathematically if we take
care to specify in which vector bundle each vector field is. Then, one can define operations that
take vector bundles and give a different vector bundle. The results of operations with vector
fields will be then vector fields from the vector bundle constructed like this.
Some of the operations with vector bundles preserve the space on which the vector fields are
defined (the base manifold), while others don’t. I will be interested in those operations which,
when applied to bundles over the 3D Euclidean space E3, result again in bundles over E3. The
representation I will construct in this article will use only such operations, this ensuring that
the usual wavefunctions over the configuration space can be represented as wavefunctions or
fields over E3.
In the following, all vector spaces will be considered to be complex. I will give now a simpler
definition of a vector bundle (the “trivial vector bundle”), which will be enough for the purpose
of this article. The more general definition is A.1 from Appendix section §A.
Definition 2.1. Let M a topological space (which here will in general be the 3D-space or the
configuration space). Let V be a complex k-dimensional vector space. We can use M and V to
define a complex trivial vector bundle V → E pi→M , which consists of the following:
1. The vector space V , called the typical fiber.
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2. The base space M , and the total space E = M × V .
3. The bundle projection pi : E →M , pi(x, v) = {x}.
4. For each x ∈ M , we define the fiber over x, Vx := pi−1(x) = {x} × V , and endow it with
the vector space structure of V .
A vector field v : M → V can be seen as a section of the total space of the bundle,
E = M × V , such that to any x ∈ M , there corresponds a unique point (x, v(x)) ∈ E. So,
in terms of vector bundles, a vector field defined as the mapping x 7→ (x, v(x)) associates to
each x ∈ M a vector in the fiber Vx. This contrasts to the usual interpretation that v(x) ∈ V .
We denote the collection of all vector fields over M by Γ(E). Since we can multiply them by
complex numbers, and we can add them, and the result is always another vector field, Γ(E) is
also a vector space. When V has a Hermitian scalar product h, and M has a volume form dx
which allows us to integrate, we can define a scalar product between two vector fields by
〈u, v〉 :=
∫
M
h(u(x), v(x)) dx. (1)
Normally, we work with a vector subspace of Γ(E) which satisfies some nice conditions, for
example differentiability, or that the scalar product is always finite. In particular, we can
choose our vector space of vector fields to form a Hilbert space, for example by keeping only
the square-integrable vector fields.
When one or more vector spaces are given, we can use various operations to build other
vector spaces. Such operations include
1. The dual V ∗ of a vector space V , consisting of the C-linear maps f : V → C.
2. The direct sum, which associates to a collection of vector spaces Vj, j ∈ J , the vector
space
⊕
j∈J Vj.
3. The tensor product, which associates to a collection of complex vector spaces Vj, j ∈ J ,
the vector space
⊗
j∈J Vj, where the tensor product is taken over C.
4. The quotient vector space V/W , defined by a vector subspace W of V , by the equivalence
relation v1 ∼ v2 iff v2 − v1 ∈ W . Then, V/W has as vectors the equivalence classes [v]
determined by ∼.
5. The tensor algebra, T (V ) := ⊕j∈N (⊗j V ).
6. The symmetric algebra, Sym+(V ), obtained by symmetrizing all tensor products in T (V ).
7. The anti-symmetric, or exterior algebra Sym−(V ), obtained by anti-symmetrizing all ten-
sor products in T (V ).
8. The vector space of C-linear endomorphisms between two complex vector spaces V,W ,
End(V,W ). This vector space is canonically isomorphic to V ∗ ⊗W .
9. Various combinations of these operations.
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There are two main ways to extend these operations with vector spaces to operations with
vector bundles. One way is to apply them to vector spaces of vector fields from the bundles. In
particular, the tensor product of vector fields from bundles is normally used when constructing
many-particle Hilbert spaces out of the Hilbert spaces of single particles. The resulting vector
fields can not be usually interpreted as vector fields on M , but on larger base spaces. The other
way is to apply the operations with vector spaces at the fiber level, which is normally done in
the geometry of fiber bundles. In this case, the operations preserve the base manifold. These
two ways lead in general to different results.
To see the difference, consider two vector bundles over the same base manifold M , V1 →
E1
pi1→M and V2 → E2 pi2→M . The direct sum of the vector spaces of their fields, Γ(V1 → E1 pi1→
M) ⊕ Γ(V2 → E2 pi2→ M), can be identified with the vector space of fields from a bundle over
M , whose fibers over points x ∈ M are the direct sums of the fibers, V1x ⊕ V2x. This works
because, given two fields s1 and s2 from the two bundles, they are defined on the same space
M , and can be recovered by knowing (s1(x), s2(x)) at all x.
On the other hand, in the case of the tensor product, the things are dramatically different.
The tensor product of two fields from the same two vector bundles, seen as elements of the
vector spaces of vector fields from these bundles, is defined on M ×M , and not on M , although
it is valued in V1 ⊗ V2. The main difference in quantum mechanics is that we have to use such
tensor products of spaces of fields from bundles. The main step in the construction presented
here is to represent this tensor product of vector fields in terms of vector bundle operations
resulting in bundles over the same base manifold, in our case E3. The idea is simple, but its
realization is not.
2.2 Classical configuration space for N particles
Consider first the case of a classical point-particle, having a definite position x(t) ∈ E3, where
E3 = R3 stands for the physical 3D space, and x = (x, y, z) ∈ E3. If the particle’s state is
characterized only by is its position, its configuration space is E3. But it may have different
states even if it has the same position, and I denote by D the set of these possible states. D
may include internal states and the spin state along a fixed axis. In this case, the configuration
space of the particle is E3 ×D. If the particle’s state is characterized only by position, D will
have only one element, so that E3 × D ∼= E3. Each set D may consist of different kinds of
states, in which case D will be the Cartesian product of other sets, but in most cases it will be
simply denoted as a single set for each particle.
We will consider that the type of a particle is completely determined by D, so we will simply
say that the type of the particle is D.
In the case of N particles of types D1 . . . ,DN, the configuration space is
E3 × . . .× E3︸ ︷︷ ︸
N times
×D1 × . . .×DN = EN3 ×
N∏
j=1
Dj. (2)
Let |D| denote the cardinal of the set D. Then, |∏Nj=1 Dj| = ∏Nj=1 |Dj|.
2.3 Wavefunctions of N particles
In nonrelativistic quantum mechanics (NRQM), the result of the quantization is that instead of
having N classical point-particles, we end out with wavefunctions defined on the configuration
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space of N particles. The values of these wavefunctions are usually complex numbers. Even if
there are particles whose wavefunctions are real, in order to give a homogeneous treatment I
will consider them complex, which is justified by R ⊂ C.
After quantization, classical systems of N point-particles of types D1 . . . ,DN, where Dj =
{d1j , . . . , d|Dj |j } for each j ∈ {1, . . . ,N}, are replaced by quantum system. A quantum state is
represented by the wavefunction
ψ : EN3 ×
N∏
j=1
Dj → C
ψ(x1, . . . ,xN, d1, . . . , dN) ∈ C,
(3)
where dj ∈ Dj for all j ∈ {1, . . . ,N}.
The set of all wavefunctions of the form (3) forms a vector space, denoted here by VEN3 ,D1,...,DN .
Note that we can include here also the distributions (like Dirac’s delta function δ(x)). We can
choose to work with a subspace, for example of the square-integrable wavefunctions, but we
will define this later.
In the particular case when the N particles are characterized only by positions, and have
no additional degrees of freedom, we denote the vector space of wavefunctions by VEN3 . In the
following, this space of scalar functions will also be used to represent the spatial degrees of
freedom of wavefunctions having more degrees of freedom.
2.4 Vector-valued wavefunctions on EN3
According to equation (3), the configuration space of a single particle of type D is E3 × D,
hence for a wavefunction ψ of such a particle, ψ : E3 × D → C. So even a single particle is
defined on the configuration space E3 ×D =
⊔
j∈D E3, rather than on the 3D space E3. But
this is just a matter of representation, since we can regard ψ as having |D| components, each
defined on E3, 
ψ1(x) := ψ(x, d1)
. . .
ψ|D|(x) := ψ(x, d|D|).
(4)
The components ψj of the wavefunction ψ can be seen as coupled wavefunctions on E3, but
I will take the more common and natural view that they form a vector valued wavefunction or
field, as I will explain now. Let’s first fix a position x0 ∈ E3. We define, for all ψ : E3×D→ C,
the function ψ(x0) : D→ C, where
ψ(x0)(d
j) := ψ(x0, d
j). (5)
We notice the following:
1. For any complex function f : D → C, there is at least a wavefunction ψ : E3 ×D → C,
so that f = ψ(x0).
2. For any two complex functions f1, f2 : D→ C and any two complex numbers c1, c2 ∈ C,
c1f1 + c2f2 is also a complex function on D. For any two wavefunctions ψj : E3×D→ C,
so that fj = ψj(x0), j ∈ {1, 2}, c1f1 + c2f2 = c1ψ1(x0) + c2ψ2(x0).
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Therefore, at each x0 ∈ E3, the collection of values of the form ψ(x0)(dj) form a complex
vector space, which will be denoted by VD. A basis of VD is given by the linear functions
(d1, . . . ,d|D|), (6)
defined for all dj ∈ D by
dk(d
j) = δjk.
The dimension of the vector space VD is dimVD = |D|.
This is to say that
VE3,D = VE3 ⊗ VD, (7)
where ⊗ is the complex tensor product, and VE3 is the space of scalar functions on E3.
This shows that the elements of VE3,D are representable as wavefunctions on E3, or vector
fields, valued in VD.
The elements of VD are linear functions acting on the dual vector space V∗D and conversely.
Let (d1, . . . ,d|D|) be the basis on V∗D which is dual to the basis (6) of VD, i.e. dj(dk) = δ
j
k. By
this, we have promoted the elements dj ∈ D to a basis (d1, . . . ,d|D|) of V∗D.
We are now equipped to represent all wavefunctions of type (D1 . . . ,DN) as in (3), which
are defined on EN3 ×
∏N
j=1 Dj, as vector fields or vector-valued wavefunctions
ψ : EN3 → ⊗Nj=1VDj
ψ(x1, . . . ,xN)(d1, . . . , dN) = ψ(x1, . . . ,xN, d1, . . . , dN).
(8)
2.5 The Hilbert space
We will now recall Dirac’s bra-ket notation. For x ∈ E3, Dirac’s delta distributions δ(x) is a
vector in VE3 , denoted by |x〉. We also denote by |dj〉 a basis element of the vector space VD.
Then, a state vector of VEN3 ,D1,...,DN is denoted by
|ψ〉 =
∑
(d1,...,dN)∈D1×...×DN
∫
EN3
d x1 . . . d xNψ(x1, . . . ,xN, d1, . . . , dN)|x1, . . . ,xN, d1, . . . , dN〉,
(9)
where
|x1, . . . ,xN, d1, . . . , dN〉 = |x1〉 ⊗ . . .⊗ |xN〉 ⊗ |d1〉 ⊗ . . .⊗ |dN〉. (10)
We endow the vector space VD with a Hermitian scalar product 〈, 〉D, uniquely characterized
by the requirement that the basis (6) of the vector space VD generated by D is orthonormal.
This scalar product induces a reciprocal Hermitian scalar product on V∗D, denoted by the same
symbols 〈, 〉D when no confusion can arise. The scalar product of two state vectors ψ1 : E3 → D
and ψ2 : E3 → D is
〈ψ1|ψ2〉 :=
∫
E3
〈ψ1(x), ψ2(x)〉D d x. (11)
The scalar product (11) extends to the many-particle wavefunctions, as the tensor product
of the scalar products corresponding to each particle. With its help, we can define the Hilbert
space of square-integrable wavefunctions, and we can also work with a rigged Hilbert space, as
usually done in NRQM.
We have seen that the standard formulation of NRQM already contains a way to reduce
the wavefunction of a single particle from the configuration space E3 × D to a vector-valued
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wavefunction on the 3D space E3. But for N particles, this worked only to reduce it to EN3 , as
in equation (8). In section §3 I will show how the reduction to E3 can be done for N particles
as well.
2.6 The Fock space
For particles of the same type, if they are fermions, only the antisymmetric states are allowed,
and if they are bosons, only the symmetric states. They are obtained by (anti)symmetrizing
the tensor products of the Hilbert spaces for single particles, resulting in the Fock vector spaces
corresponding to each type of particle.
The state space of N particles of the same type D is
FND± := Sym±
VE3,D ⊗ . . .⊗ VE3,D︸ ︷︷ ︸
N times
 , (12)
where the operator Sym+ symmetrizes the tensor product, and Sym− anti-symmetrizes it. For
bosons Sym+ is used, and for fermions, Sym−.
The Fock space of particles of type D is
FD± :=
∞⊕
k=0
FkD±, (13)
where F0D± ∼= C has only one dimension, being spanned by the field representation of the
vacuum state.
While the wavefunction for N particles can be seen as a vector-valued wavefunction defined
on EN3 , in the case of the Fock space it is a vector-valued wavefunction defined on
∞⊔
k=0
Ek3, (14)
for both the fermionic and the bosonic cases, where E03 has only one point.
In general, the universal wavefunction is represented as a vector-valued wavefunction defined
on ( ∞⊔
k=0
Ek3
)
× . . .×
( ∞⊔
k=0
Ek3
)
︸ ︷︷ ︸
r times
, (15)
where r is the number of distinct existing types of particles.
3 The 3D space representation of wavefunctions
The main result of this section is the following
Theorem 3.1. The space of many-particle wavefunctions defined on the configuration space
(as in section §2) admits a representation as vector fields defined on the 3D-space E3.
In this section, I gradually develop the proof of this theorem, and the representation on
which it is based, starting with two-particle separable states and continuing with increased
generality.
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3.1 Separable states
Let us start with a separable state vector
|ψ〉 = |ψ1〉 ⊗ |ψ2〉, (16)
where |ψ1〉 ∈ VE3,D1 and |ψ2〉 ∈ VE3,D2 .
Recall from Sec. §2.4 that ψ1 and ψ2 are vector-valued wavefunctions on E3. But ψ is not,
because even in the case when |D1| = |D2| = 1, ψ(x1,x2) = ψ1(x1)ψ2(x2) is defined on E3×E3.
We will see that it can be put in the form of a vector-valued wavefunction on E3.
A naive idea to do this is to think about ψ as a two-component valued wavefunction, (ψ1, ψ2).
Such pairs are naturally vector fields from the direct sum bundle VE3,D1 ⊕ VE3,D2 . This would
be similar to the Pauli wavefunction for spin-1
2
particles, which can be seen as having two
components, corresponding to the two possible values for the spin along the z axis.
This may seem not very different from the two-components wavefunction, and in the case
when other degrees of freedom are present, as a wavefunction with two components, each being
a vector in D1 or D2. But, in order to see if this can work, we need to address some problems.
The first problem is that there are infinitely many ways to write ψ as a tensor product of
two one-particle states (which are representable on E3). More precisely, if there are two other
wavefunctions ψ′1 ∈ VE3,D1 and ψ′2 ∈ VE3,D2 such that |ψ〉 = |ψ′1〉⊗|ψ′2〉, then there is a complex
number c ∈ C6=0 = C \ {0}, so that
ψ′1 = cψ1
ψ′2 = c
−1ψ′2.
(17)
If |ψ1〉 6= 0 and |ψ2〉 6= 0, then the number c is unique. This means though that the represen-
tation of |ψ〉 as a pair (ψ1, ψ2) is only “almost” unique.
Fortunately, there is a way to remove this ambiguity, by factoring it out. We start with
VE3,D1 ⊕ VE3,D2 to construct a representation of |ψ′1〉 ⊗ |ψ′2〉 as a vector field over E3.
Definition 3.1. We first define a binary relation ∼ as
(ψ1, ψ2) ∼ (ψ′1, ψ′2) iff ∃c ∈ C6=0 so that ψ′1 = cψ1 and ψ′2 = c−1ψ′2. (18)
In this case, we say that c ensures the equivalence (ψ1, ψ2) ∼ (ψ′1, ψ′2).
Proposition 3.2. The binary relation ∼ from Definition 3.1 is an equivalence relation.
Proof. Since c = 1 means (ψ1, ψ2) ∼ (ψ1, ψ2), the relation ∼ is reflexive. The relation
is symmetric, because whenever c ensures the equivalence (ψ1, ψ2) ∼ (ψ′1, ψ′2), c−1 ensures
(ψ′1, ψ
′
2) ∼ (ψ1, ψ2). If there is a complex number c′ 6= 0 ensuring (ψ1, ψ2) ∼ (ψ′1, ψ′2), and a
complex number c′′ 6= 0 ensuring (ψ′1, ψ′2) ∼ (ψ′′1 , ψ′′2), it follows that c′c′′ ensures the equiv-
alence (ψ1, ψ2) ∼ (ψ′′1 , ψ′′2). Therefore, ∼ is transitive. This proves that ∼ is an equivalence
relation.
Definition 3.2. We define the set
VE3,D1sVE3,D2 := (VE3,D1 ⊕ VE3,D2) / ∼ . (19)
Given a two-particle separable state |ψ1〉 ⊗ |ψ2〉, we denote the equivalence class defined by the
equivalence relation ∼ by ψ1  ψ2 := [ψ1, ψ2]∼ = [ψ1 ⊕ ψ2]∼.
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Remark 3.1. Here, the index s in the symbol s in VE3,D1sVE3,D2 stands for “separable”, and
when I will generalize to the nonseparable case, the symbol  will be used instead. We will see
that they stand for slightly different but related operations. The index s is not present in the
symbol  in ψ1  ψ2 because this field will be essentially the same after the generalization.
Remark 3.2. Definitions 3.1 and 3.2 may be easier to understand if we consider first the scalar
case, |ψ1〉, |ψ2〉 ∈ VE3 . To see how it works in general when |ψ1〉 ∈ VE3,D1 and |ψ2〉 ∈ VE3,D2 ,
recall that |ψ1〉 ⊗ |ψ2〉 is expressed as ψ1(x1, v1)ψ2(x2, v2) ∈ C, where vj ∈ VDj , j ∈ {1, 2},
but also as ψ1(x1)ψ2(x2) ∈ VD1 ⊗VD2 . But since |ψ1〉 ⊗ |ψ2〉 is separable, ψ1(x1)ψ2(x2) is also
separable as an element of VD1 ⊗ VD2 . Hence, the generalization of the relation ∼ from scalar
wavefunctions to |ψ1〉 ∈ VE3,D1 and |ψ2〉 ∈ VE3,D2 is straightforward. Alternatively, we can
think about the relation ∼ in terms of wavefunctions not on the configuration space EN3 , but
on EN3 ×
∏N
j=1 Dj (see section §2.4), reducing it again to the scalar wavefunctions case.
Remark 3.3. Another way to define the equivalence relation from Definition 3.1 is by using the
multiplicative one-parameter group G|D1|,|D2| consisting of matrices of the form(
c1|D1| 0
0 c−11|D2|
)
, (20)
where c ∈ C 6=0. The elements of VE3,D1sVE3,D2 are then the orbits of the action of this group
on VE3,D1 ⊕ VE3,D2 .
Remark 3.4. The fields from VE3,D1sVE3,D2 do not form a vector space. This is easy to
check. If (ψ1, ψ2) and (ψ3, ψ4) are vectors in VE3,D1 ⊕ VE3,D2 , their sum is in general not
equivalent to the sum of (c1ψ1, c
−1
1 ψ2) and (c2ψ3, c
−1
2 ψ4). In other words, the operation of
addition of vectors in VE3,D1 ⊕ VE3,D2 does not “survive” the factorization by ∼. This is to be
expected, since VE3,D1sVE3,D2 contains only representations of separable states, while the sum
(superposition) of two separable state vectors is usually not a separable state vector. But here
we used VE3,D1 ⊕VE3,D2 only to represent pairs of vector-valued wavefunctions, and we are not
interested in the vector space structure itself.
We can now move from two-particle separable states to any N.
Definition 3.3. We define a binary relation ∼ on VE3,D1 ⊕ . . .⊕ VE3,DN by the following.
If N = 1, (ψ) ∼ (ψ′) iff ψ = ψ′.
If N > 1,
(ψ1, . . . , ψN) ∼ (ψ′1, . . . , ψ′2) (21)
iff there is a linear transformation of VE3,D1 ⊕ . . .⊕ VE3,DN of the form
T =
c11|D1| 0 . . . 0. . . . . . . . . . . .
0 . . . 0 cN1|DN|
 , (22)
where c1 · . . . · cN = 1, such that (ψ′1, . . . , ψ′2) = T (ψ1, . . . , ψN). In this case, we say that T
ensures the equivalence (21).
Let G|D1|,...,|DN| be the group of transformations of the form (22). The orbit
G|D1|,...,|DN|(ψ1, . . . , ψN) (23)
is the equivalence class [ψ1, . . . , ψN]∼, and we denote it by ψ1  . . .  ψN. Also, we define
VE3,D1s . . .sVE3,DN := (VE3,D1 ⊕ . . .⊕ VE3,DN) / ∼.
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Proposition 3.3. The binary relation ∼ from Definition 3.3 is an equivalence relation.
Proof. The proof is similar to that of the Proposition 3.2.
Reflexivity follows by taking T = 1|D1|+...+|DN| (the identity).
If (ψ1, . . . , ψN) ∼ (ψ′1, . . . , ψ′N) is ensured by T , then (ψ′1, . . . , ψ′N) ∼ (ψ1, . . . , ψN) is ensured
by T−1, so ∼ is symmetric.
If there are two matrices T ′, T ′′, as in equation (22), so that T ′ ensures (ψ1, . . . , ψN) ∼
(ψ′1, . . . , ψ
′
N), and T
′′ ensures (ψ′1, . . . , ψ
′
N) ∼ (ψ′′1 , . . . , ψ′′N), it follows that T ′′T ′ is from G|D1|,...,|DN|,
and ensures the equivalence (ψ1, . . . , ψN) ∼ (ψ′′1 , . . . , ψ′′n). Therefore, ∼ is transitive. This proves
that ∼ is an equivalence relation.
Remark 3.5. We could have tried to represent tensor product states as vector fields from the
tensor products of vector bundles, but this doesn’t work for some basic reasons. First, the tensor
products of vector spaces of vector fields from two bundles is much larger than the vector space
of vector fields from the tensor product of those vector bundles. Second, which is the main
reason I didn’t use it, if we would use this for the case when one of the vector fields vanishes at
regions where the other one does not vanish, their tensor product would vanish, which would
lose information contained in the original vector fields.
Definition 3.3 still misses something, which will be added in the following subsection.
3.2 Local separability
A question that arises is the following: given two regions A,B ⊆ E3, and a field representation
Ψ˜ = [ψ1, . . . , ψN]∼, can we recover Ψ˜|A∪B if we know Ψ˜|A and Ψ˜|B? On the one hand, this
seems impossible for the wavefunction on the configuration space, for the simple reason that
it is defined on EN3 , and not on E3. And trying to do this with field operators in quantum
field theory, even in its “local” version, doesn’t work, because even the vacuum is locally non-
separable (Healey, 2016).
To qualify as fields on the 3D-space, the representations we give to the many-particle states
have to be defined on E3 and valued in some fiber, so they have to be vector fields from a
bundle over E3. In other words, a field on E3 should be defined by its values in all x ∈ E3. In
particular, this would ensure that we can recover Ψ˜|A∪B from its restrictions Ψ˜|A and Ψ˜|B.
At first sight, the equivalence classes from Definition 3.3 do not seem to work like fields:
Problem 3.1. Consider a partition of E3, E3 =
⊔
kMk, and the restrictions Ψ˜|Mk of a field
Ψ˜ = [ψ1, . . . , ψN]∼ on each Mk (in particular, the partition can be E3 =
⊔
x∈E3{x}). Then, just
by knowing the restrictions Ψ˜|Mk , it is impossible to recover the original field Ψ˜.
On the one hand, since |ψ1〉⊗ |ψ2〉 = (c|ψ1〉)⊗ (c−1|ψ2〉) we had to get rid of the differences
between (ψ1, ψ2) and (cψ1, c
−1ψ2), and this was achieved in Definition 3.2 and generalized in
Definition 3.3. On the other hand, the representation of states has to be defined pointwisely,
to qualify as a field, so it seems that we should keep somehow the difference between (ψ1, ψ2)
and (cψ1, c
−1ψ2). To achieve both of these objectives, we do what we do in gauge theory –
we treat the equivalence classes [ψ1, ψ2]∼ as the true physical fields, and we keep (ψ1, ψ2) as a
representation of our field in a particular choice of gauge.
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Solution to Problem 3.1 : Now I will explain this in detail, with the help of some standard
notions of fiber bundles (Nash and Sen, 1983; Nakahara, 2003; Bleecker, 2005; Wells, 2008).
We know that to a vector bundle with typical fiber V , we can associate a principal bundle,
with structure group GL(V ), the group of linear transformations of V . In our case, the vector
bundles VE3,Dj have as typical fibers vector spaces VDj , so the structure groups for each of
these bundles are GL(VDj). Since the topology of E3 is that of R3, let’s take the associated
principal bundle to each VE3,Dj to simply be the trivial bundle E3 ×GL(VDj). A gauge of the
principal bundle E3×GL(VDj) is a frame field of VE3,Dj , so if we are given the representation of
ψ ∈ Γ (VE3,Dj) in components, we also need to be given the frame field. In our representation,
the structure group is a subgroup of the group GL(VD1 ⊕ . . . ⊕ VDN). Since here we are not
concerned with the linear transformations of the bundles VDj , we will consider for simplicity
that the frame field is fixed everywhere. We are then free to focus on the action of the group
G|D1|,...,|DN| from Definition 3.3, since Problem 3.1 comes only from the equivalence (22).
The group G|D1|,...,|DN| from Definition 3.3 is isomorphic to the commutative group GN :=
CN−16=0 := C6=0 × . . .× C6=0︸ ︷︷ ︸
N− 1 times
, where C6=0 := C\{0} is the multiplicative group of complex numbers.
Hence, ignoring for simplicity the linear transformations of each one-particle vector bundle,
the principal bundle associated to our representation is E3 × GN. Each vector field g(x) =
(c1(x), . . . , cN−1(x)) of the principal bundle E3 × GN acts on the vector bundle VE3,D1 ⊕ . . . ⊕
VE3,DN by a transformation
T (g)(x) :=

c1(x)1|D1| 0 . . . 0 0
. . . . . . . . . . . . 0
0 . . . 0 cN−1(x)1|DN−1| 0
0 . . . 0 0 c−11 · . . . · c−1N−11|DN|
 . (24)
To obtain the desired bundle whose vector fields represent the many-particle wavefunc-
tions, we apply now the standard associated bundle construction. We take the product bundle
(E3 × GN)× (VE3,D1 ⊕ . . .⊕ VE3,DN), and let the group GN act on it by the right action
(p(x), (ψ1(x), . . . , ψN(x))) :=
(
p(x) · g(x), T (g−1)(x)(ψ1(x), . . . , ψN(x))
)
. (25)
The orbits of this action, [p(x), (ψ1(x), . . . , ψN(x))]∼, form an associated bundle
VE3,D1s...sDN := (E3 × GN)×T (VE3,D1 ⊕ . . .⊕ VE3,DN)
= ((E3 × GN)× (VE3,D1 ⊕ . . .⊕ VE3,DN)) /GN, (26)
whose base manifold is E3. As a fiber, the gauge group plays in the principal bundle the role
of a torsor, i.e. we forget its group structure and we keep it as a homogeneous space, as in
the case of the frame bundle. This allows us to treat the degrees of freedom of the associated
bundle as unphysical, but at the same time in a local separable way.
By this, we have seen that the construction obtained in Definition 3.3 is in fact a fiber
bundle, and we are justified to consider ψ1 . . .ψN as its vector fields, hence as fields defined
on the 3D-space E3.
Returning to Problem 3.1, we see that the right construction was given here, rather than
in Definition 3.3, and the restrictions Ψ˜|Mk contain not only the equivalence classes, but also
the gauge in which they are expressed. This removes the ambiguity and allows to recover Ψ˜ on
the entire 3D-space E3 from its restrictions Ψ˜|Mk . In particular, we can recover Ψ˜ on the entire
3D-space E3 by knowing its values Ψ˜(x). 
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Remark 3.6. One word of caution is in order. The bundle (26) is a vector bundle, and carries
natural mathematical operations with vector fields. But they do not correspond to physical
operations with many-particle wavefunctions. Once we added the gauge symmetry given by the
group GN, we can, in principle, add two separable state vectors (ψ1, ψ2) and (ψ3, ψ4), and obtain
another separable state vector (ψ1+ψ3, ψ2+ψ4). This would break our gauge symmetry, or the
equivalence relation from Definition 3.2, since given other representatives (ψ′1, ψ
′
2) ∼ (ψ1, ψ2)
and (ψ′3, ψ
′
4) ∼ (ψ3, ψ4), in general (ψ′1 + ψ′3, ψ′2 + ψ′4)  (ψ1 + ψ3, ψ2 + ψ4). The reason why
this is not a valid operation is that the Hamiltonian is additive, but only when acting on the
equivalence class ψ1  ψ2, not on its representatives (ψ1, ψ2). And this works for us, because
superpositions of separable states are in general non-separable.
Remark 3.7. Our representation of separable states was obtained only by using the following
operations with vector bundles : the direct sum, which is a local operation, and an equivalence
relation, which is a global operation akin to global symmetries, in the sense that the transfor-
mations (22) ensuring the equivalence relation are constant over E3. In particular, this is similar
to changing the phase of a wavefunction over E3 (which is in fact a global gauge transformation,
e.g. for the electron wavefunction it corresponds to the global U(1) symmetry of electromag-
netism), or to other global symmetries. We can promote the global transformations (22) of
VE3,D1 ⊕ . . .⊕VE3,DN to local transformations T , making the coefficients c1, . . . , cN depend on
the position x ∈ E3, provided that we keep track of the gauge, [ψ1, . . . , ψN]∼ 6= [T (ψ1, . . . , ψN)]∼
in general, if T is a local transformation. But this is not the right way to do it, the right way to
do it involves gauge transformations like in equation (25). A formulation allowing local gauge
transformations of the form (24) implies, for the differential operators, a new gauge connection.
If we want to keep the correspondence with the separable states, this connection has to be flat,
its only use being to compensate for the local gauge transformations. But the main point is
that the resulting fields are defined pointwisely on the 3D-space E3. Note that, in the presence
of electromagnetic interactions, additional transformations appear. They have similar matrix
form as (22), but the coefficients cj are phase factors, the phase change is proportional with the
electric charge of each particle type, and the product of all coefficients cj doesn’t have to be 1
(unless the total charge is 0). The associated connection, corresponding to the electromagnetic
potentials, is not flat. In Definition 3.3 I could have avoided the condition that the product
of all coefficients cj is 1, obtaining a unified treatment of the gauge transformation introduced
here to obtain the representation, and those of electromagnetism. I prefer not to do it here
because it would complicate the exposition beyond the intended scope of this article.
So far we have made some progress in representing tensor products of one-particle states
as fields defined on the 3D-space. This representation captures the intuition many researchers
have, that somehow separable states are indeed separable, i.e. they can be seen as separate
wavefunctions on the 3D-space. But we have seen that this construction was not straightfor-
ward, because N one-particle wavefunctions contain more information than their product state.
So we had to factor out this redundancy, which led to further complications, since factoring it
out makes the fields to lose local separability. To restore it, we still take the separable states
as consisting of N one-particle wavefunctions, and the redundancy is interpreted as a new
symmetry, like local gauge symmetry (but without associated interactions).
To prove the full equivalence with the tensor products, i.e., to also include nonseparable
states, we still need some work, which is done in the following subsection. Unfortunately, this
again is not straightforward.
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3.3 More about separable fields
I will now establish some properties and operations with the fields introduced in §3.1 to represent
separable states.
3.3.1 One dimensional vector space of fields
Factoring by the equivalence relation ∼ does not preserve all the vector space operations (Re-
mark 3.6). But it is not necessary to preserve them, since the sum of separable states in general
is not separable. Moreover, the equivalence relation ∼ does commute with some of the vector
space operations, just the way we need, as we shall see.
Definition 3.4. On the set VE3,D1s . . .  VE3,DN, we define the scalar multiplication with a
complex number c ∈ C by
cψ1  . . . ψN := (cψ1) . . . ψN. (27)
Multiplying by c 6= 1 changes the equivalence class ψ1  . . .  ψN, so this operation is well
defined. We say that ψ1  . . . ψN and cψ1  . . . ψN are collinear. Let span (ψ1  . . . ψN)
be the one-dimensional vector space spanned by ψ1  . . . ψN by multiplications with scalars.
Definition 3.3 allows us to move the scalar c ∈ C6=0 among the factors, (cψ1)ψ2. . .ψN ∼
ψ1  (cψ2) . . . ψN ∼ . . . ∼ ψ1  ψ2  . . . (cψN).
Definition 3.5. We can even add fields, provided that their equivalence classes are collinear.
c1ψ1  . . . ψN + c2ψ1  . . . ψN := (c1 + c2)ψ1  . . . ψN. (28)
These operations turn the set of all collinear fields into a one-dimensional vector space. This
very simple observation will turn out to be very useful in the following.
3.3.2 Recursivity and associativity
Remark 3.8. Due to the operations defined in §3.3.1, we can apply Definition 3.3 recursively,
allowing ψj to be not only one-particle wavefunctions, but also many-particle separable states.
The reason is that, in Definition 3.3, only direct sums and scalar multiplications are used.
This makes possible to talk about associativity, which I will extend now to the proposed field
representation.
Proposition 3.4. Let ψ1, ψ2, ψ3 be one-particle wavefunctions or many-particle separable states.
Then, (ψ1  ψ2) ψ3 = |ψ1〉 (|ψ2〉 ψ3) = ψ1  ψ2  ψ3.
Proof. Consider any two complex numbers c1, c2 ∈ C6=0.
Then, for the identity (ψ1  ψ2) ψ3 = ψ1  ψ2  ψ3,
((ψ1, ψ2), ψ3) ∼ (c2(c1ψ1, c−11 ψ2), c−12 ψ3)
= (c2c1ψ1, c
−1
1 ψ2, c
−1
2 ψ3).
If we make the notation c′1 = c1c2, c
′
2 = c
−1
1 , and c
′
3 = c
−1
2 , we obtain c
′
1c
′
2c
′
3 = 1. Then, we
can also solve for c1 = c
′
2
−1, c2 = c′3
−1, and c3 = c′1
−1. Then, the pairs (c1, c2) are in one-to-one
correspondence with triples (c′1, c
′
2, c
′
3) so that c
′
1c
′
2c
′
3 = 1, which proves that
((ψ1, ψ2), ψ3) ∼ (ψ1, ψ2, ψ3),
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hence (ψ1  ψ2) ψ3 = ψ1  ψ2  ψ3.
The identity ψ1  (ψ2  ψ3) = ψ1  ψ2  ψ3 follows similarly.
Remark 3.9. Since the operation  is associative, it is therefore convenient to drop the brackets.
This property extends immediately to a general number of factors, because it applies to one-
particle as well as separable many particle states as well, and takes us closer to the relation
with the tensor products of quantum states.
3.4 Nonseparable states
Recall that the quotient set VE3,D1s . . .sVE3,DN defined in (18) is not a vector space. In §3.3.1
we have seen that we can identify collinear fields, and they form one-dimensional vector spaces.
But the representation of the nonseparable states has to be obtained, as linear combinations
of separable states. It is predictable by now that, in order to achieve this, we can simply build
sums of fields representing separable states. While it is not as straightforward, it is easy.
The main problems to be solved by our construction are:
1. We cannot simply take direct sums of all such bundles, because they may be redundant.
The cause of this redundancy is that not all linear combinations of separable state vectors
are not separable, for example |ψ1〉⊗ |ψ2〉+ |ψ1〉⊗ |ψ′2〉 = |ψ1〉⊗ (|ψ2〉+ |ψ′2〉) is separable.
2. The resulting operation of addition used to represent nonseparable states as superposi-
tions of separable states has to be commutative. The direct sum of vector bundles is
commutative, in the sense that given two vector bundles E1 and E2, E1⊕E2 and E2⊕E1
are isomorphic, but the direct sum of two particular vector fields from these bundles is
not commutative. This is in fact already clear when we take the direct sum of vectors,
since (v1, v2) 6= (v2, v1), so v1 ⊕ v2 6= v2 ⊕ v1. The way commutativity works in a direct
sum vector space is rather (v1, 0) + (0, v2) = (0, v2) + (v1, 0), but these vectors are from
the direct sum, not from the original vector spaces taking part in the sum. The fact that
(v1, v2) 6= (v2, v1) allowed us to define the operation  in the first place, but for addition
we need to be careful to ensure commutativity.
One way to avoid these problems, which is not used here, is to take all possible direct
sums of bundles representing separable states, then identify what kinds of fields represent the
same quantum states, and then factor out the redundancy, and do this in a way to ensure
commutativity of addition.
The method used in the following avoids the redundancy from the very beginning and
obtains commutativity automatically.
Remark 3.10. Recall that given the vector spaces V1, . . . , Vn, and a basis
(
e
(k)
1 , . . . , e
(k)
dimVk
)
for each Vk, then
(
e
(1)
j1
⊗ . . .⊗ e(n)jn
)
j1=1 to dimV1,...,jn=1 to dimVn
is a basis of the tensor product
V1 ⊗ . . .⊗ Vn.
Now, let us build the space of all possible fields representing many-particle states, where
the types of distinct particles are D1, . . . ,DN. The steps of the construction are as following:
1. Let VE3 be the vector space of scalar functions on E3, and (ξα) a basis of VE3 , indexed
by α. Let
(
dk(j)
)
k
=
(
d1(j), . . . ,d
|Dj |
(j)
)
be a basis of VDj , indexed by k ∈ {1, . . . , |Dj|}, for
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each type of particle Dj. Then, if ξ
(j)
αk := ξαd
k
(j),(
ξ
(j)
αk
)
(29)
is a basis of VE3,Dj := VE3 ⊗ VDj , indexed by α and k, for each type of particle Dj.
2. For each N ≥ 1, construct the fields representing N particles, of the form
ξ
(j)
αk1
 . . . ξ(j)αkN :=
[
ξ
(j)
αk1
, . . . , ξ
(j)
αkN
]
∼
, (30)
as in Definition 3.3, for all possible elements of the bases and all types of particles.
3. Form the direct sum of all one-dimensional vector spaces spanned by vectors of the form
ξ
(j)
αk1
 . . . ξ(j)αkN .
Remark 3.11. This construction relies only on direct sums of bundles as in the case of separable
states. Since the fields representing separable states are defined on the 3D-space, the direct
sums taken here are also defined on the 3D-space. Due to Remark 3.10, the construction
provides a faithful representation of the space of many-particle wavefunctions of all types from
the possible types D1, . . . ,DN, as fields on the 3D-space. The discussion in §3.2 applies in this
case too. It is clear that the fiber bundle defined like this is very complicated and the fibers
are infinite dimensional. This is to be expected, because otherwise we could not represent the
many-particle wavefunctions, normally defined on the configuration space, as fields on just a
3-dimensional space.
Remark 3.12. The commutativity of addition follows now automatically, since we identify the
vector bundles representing separable states as being components of the direct sum of all one-
dimensional vector spaces spanned by the vector ξ
(j)
αk1
 . . .  ξ(j)αkN . As explained already, it is
similar to the difference between v1 ⊕ v2 6= v2 ⊕ v1 (non-commutativity) and (v1, 0) + (0, v2) =
(0, v2) + (v1, 0) (commutativity).
How do we represent a generic N-particle wavefunction? In particular, if ψ1, . . . , ψn are N
one-particle wavefunctions, how do we represent the field [ψ1, . . . , ψn]∼? Let Dj be the type of
each ψj. We express each ψj in the basis
(
ξ
(j)
αk(j)
)
of its space of functions VE3,Dj ,
ψj =
∑
k(j)
c(j)αk(j)
ξ
(j)
αk(j)
, (31)
where the coefficients c
(j)
αk(j)
are complex numbers. Then, we define
ψ1  . . . ψN :=
∑
k(1)
. . .
∑
k(N)
c(1)αk(1)
. . . c(N)αk(N)
ξ
(1)
αk(1)
 . . . ξ(N)αkN . (32)
Remark 3.13. Let me emphasize what I did here. I first defined the operation  as in Definition
3.3, but only on the elements of the basis, which was chosen from the beginning. Then, I
extended the operation  to more general separable states, which are linear combinations of
the fields corresponding to tensor products of elements of the bases. Alternatively, I could have
defined the operation  for all separable states, then impose equation (32) as an equivalence
relation, and then take the equivalence classes. The result would have been the same, regardless
19
if we take equation (32) as an identity, or as an equivalence relation. The procedure I chose
is in fact similar to the multiplication with a scalar from Definition 27. In both cases, I took
advantage of the freedom that some operations are not defined, and I defined them to connect
some fields which were previously independent.
Proposition 3.5. The operation  is distributive over the addition,
ψ1  (ψ2 + ψ3) = ψ1  ψ2 + ψ1  ψ3 (33)
(ψ2 + ψ3) ψ1 = ψ2  ψ1 + ψ3  ψ1, (34)
where ψ1 ∈ VE3,D1 and ψ2, ψ3 ∈ VE3,D2.
Proof. This follows from equation (32).
Remark 3.14. This construction relies on choosing a particular basis for each one-particle Hilbert
space, but the identity (32) allows us to change the basis. This makes the construction inde-
pendent on the basis we choose.
Definition 3.6. The fields of the form∑
k(1)
. . .
∑
k(N)
cαk(1) ...αk(N)ξ
(1)
αk(1)
 . . . ξ(N)αkN (35)
with cαk(1) ...αk(N) ∈ C, form a vector space, which we denote by VE3,D1  . . . VE3,DN.
Definition 3.7. We denote by{
ρ : VE3,D1 ⊗ . . .⊗ VE3,DN → VE3,D1  . . . VE3,DN
ρ(|ψ1〉 ⊗ . . .⊗ |ψn〉) = ψ1  . . . ψn (extended by linearity)
(36)
the faithful representation of the tensor product space VE3,D1 ⊗ . . .⊗VE3,DN on the vector space
VE3,D1  . . . VE3,DN from Definition 3.6.
The last step is to extend the representation (36) to the direct sum V of all spaces of the
form VE3,D1 ⊗ . . . ⊗ VE3,DN , which is almost immediate. “Almost”, because we also have to
include in the direct sum the one-particle spaces, which are just the spaces VE3,Dk , and the
vacuum state space.
Definition 3.6 doesn’t apply to the vacuum state, so its representation needs to be defined
separately. It has to be the same for all types of particles. It generates a one-dimensional vector
space, and it is independent on the type of particles. So the field representing it has to be a
scalar field, with no relation to the internal spaces Dk. It has to be invariant to isometries of the
3D-space E3, so it has to be constant. So we take the field representation of the vacuum state
as being identically 1. But in this case it is not square-integrable. Fortunately, the Hermitian
scalar product on this space will be induced by that of the usual vacuum state space, in equation
(38). This makes sense, because the vacuum field space contains only constant functions, while
the usual square integral doesn’t apply.
Definition 3.8. Let V be the direct sum of all state spaces of the form VE3,D1 ⊗ . . .⊗ VE3,DN,
and V˜ the direct sum of all field spaces of the form VE3,D1  . . .VE3,DN (including the case of
one particle and the vacuum). Then, we extend the representation from Definition 3.7 by{
ρ : V → V˜
ρ(
∑
j |Ψj〉) =
∑
j ρ(|Ψj〉),
(37)
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where each ρ (|Ψj〉) notation= |Ψ˜j〉 belongs to a field space of the form VE3,D1  . . .  VE3,DN,
including the one particle spaces, or is the vacuum.
Again, the fields from this representation are defined on the 3D-space E3.
We also need to define the Hermitian scalar product on H˜. To do this, we simply use the
representation (37). That is, for |Ψ˜1〉, |Ψ˜2〉 ∈ H˜,
〈Ψ˜1|Ψ˜2〉 := 〈ρ−1 (Ψ˜1)|ρ−1 (Ψ˜2)〉. (38)
Note that the field vector spaces VE3,Dj can be replaced in the representation by any sub-
spaces, in particular by the Hilbert spaces of square integrable fields, which we will denote by
HDj . In this case, let us denote by H the direct sum of all spaces of the form HD1⊗ . . .⊗HDN ,
and by H˜ the direct sum of all field spaces of the form HD1  . . .HDN (including the case of
one particle and the vacuum).
Similarly to equation (38), the isomorphism (37) allows us to associate, to any operator Aˆ
on H (or V), an operator ρ(Aˆ) on H˜ (or V˜), by
ρ(Aˆ)|Ψ˜1〉 := ρ
(
Aˆρ−1 (|Ψ˜1〉)
)
, (39)
for any |Ψ˜1〉 ∈ H˜ (or V˜). The resulting operators are linear on H˜ (or V˜), and if Aˆ is Hermitian
or unitary, so is ρ(Aˆ).
Corollary 3.1. Linear operators on V admit, via the representation ρ, a representation as
fields on the 3D-space E3. This applies in particular to operators on H.
Proof. Since V is a vector space, linear operators acting on them are elements of the tensor
product V ⊗ V∗. But then, we can represent them as local fields on E3, just like we did with
the tensor product states. Therefore, linear operators have a local field representation.
Recall that the N-particles states of the same type D are not simply vectors from the
tensor product space
⊗NVE3,D, but either from its symmetrized or its antisymmetrized (or
alternating) tensor product, as in equation (12):
FND± := Sym±
VE3,D ⊗ . . .⊗ VE3,D︸ ︷︷ ︸
N times
 , (12’)
The symmetry or antisymmetry conditions make sense also in the case of the operation ,
so fermions and bosons will be represented as fields with the appropriate symmetries,
F˜D
N
± := Sym±
VE3,D  . . . VE3,D︸ ︷︷ ︸
N times
 , (40)
where the operator Sym+ symmetrizes the operation , and Sym− anti-symmetrizes it. So our
Hilbert space H has to include such fermionic and bosonic states, and the representation (37)
will take care that the corresponding fields have the right symmetries (40).
This concludes the proof of Theorem 3.1.
21
4 Dynamics and locality
We have seen that many-particle quantum states can be represented as fields on the 3D-space.
These fields are similar to classical fields, but much more complex, in order to represent the
degrees of freedom of quantum states. Now we will see that, as long as no measurement occurs
and the dynamics is governed only by unitary evolution, their evolution is local in the 3D-space.
The Hamiltonian for n particles in NRQM has the form
Hˆ = −
∑
j
~2
2mj
∇2xj +
∑
j 6=k
V (xj,xk) . (41)
In general, the potential depends on the 3D distance between xj and xk, so V (xj,xk) =
V (|xk − xj|2), where |xk − xj| is the 3D norm. Generalizations that include spin or other
degrees of freedom can be put in similar form.
In the absence of interactions, there is no indication in the Hamiltonian about the dimension
of the space on which the wavefunction is defined, but the potential indicates three space
dimensions, because V depends on 3D distances |xk−xj| rather than 3N-dimensional distances
in the configuration space. This suggests that the dynamics is in some sense 3-dimensional,
even though the wavefunction lives on the configuration space (Albert, 1996).
But now we have, in addition, a representation of the wavefunction as a multi-layered
field on the 3D-space. The Hamiltonian Hˆ also has a representation ρ(Hˆ) acting on H˜, as
defined in equation (39). Let us first see how it acts on products ψ1(x1) · . . . · ψN(xN). Even
if separable states can evolve into nonseparable states, we can still consider the instantaneous
value of the state at a time t, and focus on product terms of the form ψ1(x1, t) · . . . · ψN(xN, t)
in the total nonseparable state. In this case, each term of the kinetic part of Hˆ, − ~2
2mj
∇2j ,
acts by differentiating only ψj. In terms of multi-layers of the form (ψ1  . . . ψN) (x, t), its
representation ρ
(
− ~2
2mj
∇2j
)
= − ~2
2mj
∇˜2j acts by(
− ~
2
2mj
∇˜2j (ψ1  . . . ψN)
)
(x, t) = − ~
2
2mj
(
ψ1  . . .∇2jψj  ψN
)
(x, t). (42)
Since the operator ∇ on fields on the 3D-space is local, the kinetic terms of the Hamiltonian
act locally on the 3D-space.
The potential terms V (xj,xk) involve a dual role of the one-particle wavefunctions com-
posing ψ1(x1) · . . . · ψN(xN), since one of them, say ψj(xj) has the role of the source of the
potential, and ψk(xk) is the one affected by the potential. But by considering an instantaneous
superposition of products of the form ψ1(x1) · . . . · ψN(xN), we can extract the total potential
affecting ψk(xk) being sourced by all ψj(xj) with j 6= k,
∑
j 6=k
V (xj,xk)ψ1(x1)·. . .·ψN(xN) = ψ1(x1)·. . .·
((∑
j 6=k
V (xj,xk)
)
ψk(xk)
)
·. . .·ψN(xN), (43)
where we sum only over j 6= k and keep k fixed.
This allows us to separate the effect of the total potential on each ψk as V
tot(xk)ψk(xk),
where V tot(xk) =
∑
j 6=k V (xj,xk). Note that while V
tot(xk) is obtained by summing various
potentials of the form V (xj,xk), j 6= k, this only means that it depends on the positions
of the sources, but what matters to the particle represented by ψk(xk) is the total value at
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xk, V
tot(xk). If there is a source-free field, this can also be included in V
tot(xk), since it
already has the form V (xk). Also, the Hamiltonian (41) approximates the potentials as acting
instantaneously, while in fact we should take into account the limit velocity for the interactions,
which is c. But retarded potentials have the same form V tot(xk) as well. The separation of
the Hamiltonian per particle, as well as the limited propagation velocity of the interactions,
is more evident in the Schro¨dinger-Pauli and Dirac equations for many-particles interacting
electromagnetically, where the momentum term for each particle is supplemented by a term
due to the connection, see e.g. (Crater and Van Alstine, 1983).
When moving to multi-layered field representations, we no longer need to index x as xk for
each particle, but we still need to index the total potential as V˜ totk (x), in order to know that
it is the potential affecting ψk and sourced by all other ψj and possible sourceless components.
So the representation of the Hamiltonian becomes
ρ(Hˆ) = −
∑
j
~2
2mj
∇˜2j +
∑
k
V˜ totk , (44)
and acts on Ψ(x, t) = ψ1(x, t) . . . ψN(x, t) by
ρ(Hˆ)Ψ(x, t) =
(∑
k
ψ1  . . .
((
− ~
2
2mj
∇2k + V totk
)
ψk
)
 . . . ψN
)
(x, t). (45)
Even if the potentials depend on the fields that sourced them, we can see that the Hamil-
tonian acts pointwisely, and act differently in each layer. The result extends immediately to
superpositions of separable states by the linearity of the operator ρ(Hˆ).
Since in fact the potentials propagate locally with limited velocity, it also follows that the
unitary time evolution in the field representation is local. This may seem at odds with the
well-established result that there are correlations in the outcomes of quantum measurements
which appear to be nonlocal (Bell, 1964; Aspect, 1999). But such correlations are obtained
only by measurements, which seem to require the occurrence of a projection of the state vector
normally associated to measurements (von Neumann, 1955). Such a projection would change
instantaneously the wavefunction everywhere, so it would be nonlocal. Now, that we know that
even the most highly entangled quantum states can be represented as fields on the 3D-space, it
becomes clearer that nonlocality is not due to the fact that the wavefunction is defined on the
configuration space. Nonlocal correlations occur during the measurements. More about this in
section §6.
5 Multi-layered field representation of quantum states
In section §3, we have seen that we can form tuples of wavefunctions or fields defined on the
3D-space, by using constructions encountered in the theory of fiber bundles, leading to rep-
resentations of separable states as fields defined on the 3D-space. This is done by using the
operation , which is defined using an equivalence class of direct sums of vector fields. Superpo-
sitions of separable states are represented as direct sums of fields representing separable states.
One not only gets a 3D-space representation of the wavefunctions defined on the configuration
space, but also of the linear operators acting on them, as operators on the fields (39). This
construction provides a background for an intuitive interpretation, based on multiple layers. A
layer consists of the representation of a separable state, and superpositions of such separable
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states are represented as linear combinations of such layers, which can be called multi-layers.
Fig. 1 depicts this idea.
Equation (46) shows how the multi-layered fields like the one in Fig. 1 can be represented
as long chains of direct sum of vector fields on E3, some of them coupled into layers by trans-
formations G|D1|,...,|DN| as in equation (23).
Ψ = ( ψ1, ψ2, ψ3︸ ︷︷ ︸
G|D1|,|D2|,|D3|
, ψ′1, ψ
′
2, ψ
′
3︸ ︷︷ ︸
G|D1|,|D2|,|D3|
, ψ′′1 , ψ
′′
2 , ψ
′′
3︸ ︷︷ ︸
G|D1|,|D2|,|D3|
). (46)
The representation ρ of operators on the vector space H as operators on the vector space
H˜ defined in equation (39) applies, in particular, to creation and annihilation operators, which
are used to construct quantum states out of the vacuum state. In this sense, creating and
annihilating particles whose states are from the basis (29) can be seen intuitively as adding
and removing particles from the layers, or rather as moving the state from one combination of
layers to another one.
The idea behind this model may be, implicitly and informally, behind the intuition of some
working physicist, who seem to consider the wavefunction as defined on the configuration space,
but at the same time on the 3D-space. If not, it can be a basis for such an intuition. Math-
ematical manipulation works perhaps easier in the tensor product formalism, but there are
some intuitive hints of the wavefunction being defined on the 3D-space. First, the dynamics, as
explained in section §4. Then, the measuring apparatus is usually considered implicitly quasi-
classical, having all parts well localized in the 3D-space, which suggests that the wavefunctions
of the measured particles are there too. Then, the representation of quantum states by apply-
ing combinations of creation and annihilation operators on the representation of the vacuum
state can be easily understood as operating on the layers or multiple layers. Nevertheless, a
pedagogical emphasis of the configuration space representation as done in (Albert, 2019) will
retain its importance for the understanding of quantum mechanics.
In general, the layers are not usually conserved by unitary time evolution, because separa-
ble states don’t remain separable. This happens in particular when interactions are present.
However, local interactions are understood in the multi-layered field representation to lead to
local dynamics of the fields representing the wavefunctions.
6 Nonlocal correlations. The EPR experiment
We have seen that the wavefunction admits a 3D-space representation, even when entanglement
is present, and its dynamics is local as long as only unitary evolution takes place. This may
seem to contradict the existence of nonlocal correlations in quantum mechanics. In fact it
doesn’t, because nonlocal correlations appear when quantum measurements are made. Nonlocal
correlations are not due to entanglement alone, but to whatever happens that we call projection
of the state vector (von Neumann, 1955), when applied to an entangled state.
Let’s see how this works in the EPR experiment (Einstein et al., 1935; Bohm, 1951). Con-
sider the following state of two spin 1/2 particles,
ψA(xA,+)ψB(xB,−)− ψA(xA,−)ψB(xB,+), (47)
where ψj(xj,±), j ∈ {A,B}, denote the components of the wavefunction corresponding to the
spin along the ±z axis. Here I use as indices A and B, to honor Alice and Bob for their tireless
efforts to perform our thought experiments.
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The two particles are assumed to go in different places in space, where the spin of one of
them is measured by Alice, and the spin of the other by Bob. Then, if both of them measure
the spin along the z axis, Alice gets +1
2
and Bob gets −1
2
, or vice versa. The result is obtained,
according to (von Neumann, 1955), by projecting to one of the eigenspaces of the combined
spin operator corresponding to the joint measurement, σˆAz ⊗ σˆBz .
Let’s rewrite (47) in terms of the multi-layered field representation on the 3D-space E3:
ψ+A  ψ−B − ψ−A  ψ+B , (48)
where ψ±j (x) = ψj(x,±), j ∈ {A,B}.
The combined spin operator σˆAz ⊗ σˆBz translates, via the isomorphism ρ, into an operator
ρ
(
σˆAz ⊗ σˆBz
)
on multi-layered fields, cf. equation (39). Then,
ρ
(
σˆAz ⊗ σˆBz
)
= σ˜Az  σ˜Bz . (49)
Here, σ˜Az acts on the first sublayer of each layer, and σ˜
B
z acts on the second sublayer of each
layer. Their eigenstates select the fields ψ+A  ψ−B and ψ−A  ψ+B . The projection postulate
requires that the two particles are found either in one state, or the other.
Now, the measurement is about determining whether the observed particles are either in
the layer corresponding to ψ+A  ψ−B , or in the one corresponding to ψ−A  ψ+B . If we see the
EPR experiment, intuitively, as taking place in the 3D-space, it is about the locations of the
observed particles in one layer or another, and the multi-layered field representation gives a
support for this intuition.
If the spin measurements are done by orienting the Stern-Gerlach devices along different
directions, the resulting layer will be “oblique” with respect to the layers in equation (48),
which is guaranteed by the isomorphism ρ.
In general, the projection operators corresponding to the possible outcomes, being linear
operators on the Hilbert space H, have, via the isomorphism ρ, corresponding projectors on
the space of multi-layered fields H˜. The projection postulate translates in general in selecting
a layer for the state of the observed system. Quantum correlations are obtained exactly as in
the standard representation of quantum states, due to the isomorphism ρ between quantum
states and multi-layered fields on the 3D-space, and between the operators on quantum states
and operators on fields (section §3).
7 Primitive ontology of the wavefunction
The construction presented in this paper is just a representation of the quantum states, in
terms of fields on the 3D-space, rather than in terms of wavefunctions on the 3N-dimensional
configuration space. As such, while it is not committed to any interpretation of quantum
mechanics or ontology, it is able to provide a primitive ontology for the wavefunction.
The ontic position about the wavefunction is endorsed by some results and theorems (Spekkens,
2005; Harrigan and Spekkens, 2010; Colbeck and Renner, 2011, 2012; Pusey et al., 2012; Hardy,
2013; Ringbauer et al., 2015; Myrvold, 2018). However, the fact that we represent wavefunc-
tions on the configuration space was often regarded as a sign that the wavefunction is not a
real physical thing, as shown in section §1.
The wavefunction is taken to be ontic in the many worlds interpretation (MWI) (Everett,
1957, 1973; de Witt and Graham, 1973; Vaidman, 2015; Saunders et al., 2010; Pa¨s, 2017;
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Marchildon, 2017; Carroll and Singh, 2019), where the definiteness of outcomes is explained by
the fact that two wavefunctions in superposition ignore one another.
Similarly, in some spontaneous or objective collapse theories (Ghirardi et al., 1986, 1990;
Pearle, 1989; Penrose, 1996), the wavefunction is taken as ontic, as well as its collapse, while in
the flash ontology this is avoided.
Even in Bohm’s version of the pilot-wave theory (Bohm, 1952, 1995, 2004) the wavefunction
is considered real 1, although there are versions which try to avoid this, like the nomological
interpretation of the wavefunction (where the wavefunction is interpreted as a physical law
prescribing a nonlocally coordinated motion of the point-particles in the 3D-space) (Du¨rr et al.,
1997; Goldstein and Teufel, 2001; Goldstein and Zangh`ı, 2013) 2.
MWI has been recently criticized for not having a 3D-space or spacetime ontology (Maudlin,
2010; Norsen, 2017). A similar situation is present in the collapse theories, where the wave-
function collapses. Also in Bohm’s version of the pilot-wave theory, even though there the
wavefunction plays a different role.
An usually adopted primitive ontology of the wavefunction in such interpretations, originat-
ing with Schro¨dinger, is the charge or mass density ontology. It consists in considering the total
charge or mass density of the universal wavefunction, which is a function on the 3D-space, as
the ontology. This solution is used for example in collapse theories (where it is called GRWm,
to be distinguished from the flash ontology called GRWf), and in MWI (Vaidman, 2015), and
it is satisfactory to some extent. Unfortunately, this kind of ontology misses most of the in-
formation encoded in the universal wavefunction. The position that the wavefunction requires
more than the mass density ontology is endorsed for example in (Albert, 1996; Maudlin, 2007,
2013; Dewar, 2016; Maudlin, 2019). In addition, in the case of GRWm, it seems to be at odds
with relativistic simultaneity, for which a more relativistic invariant modification was proposed
(Bedingham et al., 2014; Tumulka, 2006).
An improved 3D-space ontology for the wavefunction, compared to the mass density on-
tology, is the space state realism, suggested in (Wallace and Timpson, 2010). There, more
information about the total wavefunction is gained by using the reduced density matrices. Also
see (Swanson, 2018) for an extension to the relativistic case and quantum field theory. While
it is an improvement in the amount of information from the wavefunction that it represents,
it still captures a very small part of it. It was criticized in (Maudlin, 2019), mainly for not
providing a monistic ontology, for mixing together different branches (if applied to MWI), and
for lack of local separability, due to the use of reduced density matrices. This seems to make
unlikely the existence of local beables able to encode the full information about the state.
For MWI, pilot-wave theory, and collapse theories, the multi-layered field representation
proposed here allows to take the full universal wavefunction as primitive ontology. In contrast
to Schro¨dinger’s density ontology and even to space state realism, a multi-layered field ontology
would retain all the information in the wavefunction. Nonseparability goes away, since we can
recover the multi-layered field over a region A ∪B by knowing it on A and B. This is possible
because the representation keeps track of the layers and sublayers, and the extension from A
and B is done by connecting each sublayer and layer over A to those over B (see §3.2 and §4).
In the case of collapse theories, a primitive ontology based on multi-layered fields would still
1Apparently, Bell endorsed this view on the pilot-wave theory: “No one can understand this theory until he
is willing to think of [the wavefunction] as a real objective field rather than just a ‘probability amplitude’. Even
though it propagates not in 3-space but in 3N-space” (Bell, 2004) p. 128.
2Also see the Humeanist interpretation, for a weaker version of the nomological position (Loewer, 1996, 2001;
Hall, 2015; Miller, 2014; Esfeld, 2014; Bhogal and Perry, 2017; Callender, 2015; Esfeld and Deckert, 2017).
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be a tension with relativistic simultaneity. However, one should not exclude the possibility of
an adaptation of the proposal in (Bedingham et al., 2014; Tumulka, 2006) to this ontology.
A wavefunction spacetime ontology would be in particular useful to those approaches try-
ing to save relativistic invariance and locality at the expense of statistical independence of the
states to be observed from the observation to be made, while still being able to get the nonlocal
correlations. Saving locality is not actually forbidden by Bell’s theorem (Bell, 1964), because
the theorem relies on two assumption, locality and statistical independence, to derive Bell’s in-
equality (Maudlin, 1996; Gill, 2014). Experimental observations of violations of Bell’s inequality
(Aspect, 1999) imply only that at least one of these hypotheses should be rejected, but there is
the option to reject statistical independence and keep locality, as these models show. Such mod-
els thus involve a dependence of past events on future events, sometimes called retrocausality
(de Beauregard, 1953; Friederich and Evans, 2019; Rietdijk, 1978; Wharton, 2007; Price, 2008;
Sutherland, 2008; Argaman, 2008; Price and Wharton, 2015; Sutherland, 2017; Adlam, 2018;
Cohen et al., 2019; Wharton and Argaman, 2019). This path is also taken in the transactional
interpretation, which also provides a mechanism of negotiation taking place not in the physical
time, but in a pseudotime (Cramer, 1986, 1988; Kastner, 2012). Such theories may be able to
avoid nonlocality as “action at a distance”, by relying to get the nonlocal correlations either on
very special, seemingly “conspirational” initial conditions, or on an apparent zig-zag of local
causal influence back and forward in time. Another interesting proposal is to take spacetime
as a context for quantum measurements, giving by this a local account of the original EPR
experiment (Khrennikov and Volovich, 2002; Khrennikov, 2009) by using contextuality. Con-
textuality is required by the Kochen-Specker theorem (Bell, 1966; Kochen and Specker, 1967;
Abbott et al., 2015; Loveridge and Dridi, 2015). Such approaches have the advantage of being
more consistent with relativistic invariance 3.
There are also proposals based on unitary evolution of the wavefunction (for single worlds),
without any real collapse, like Schulman’s special states approach (Schulman, L.S., 1984, 1991,
1997, 2016) and references therein, ’t Hooft’s cellular automaton interpretation (’t Hooft, 2011;
Elze, 2006, 2014; ’t Hooft, 2016), and a proposal based on global consistency (Stoica, 2008,
2015, 2013, 2016, 2017, 2019) 4. Such theories make a clear prediction, identified in (Schulman,
L.S., 2016) – a particle prepared in a spin eigenstate along some axis, when having its spin
measured again, will exhibit a force required to reorient the spin iff the new axis differs from
the previous one. The reason is that, in such models, we are not allowed to turn an ontic state
into a superposition of ontic states. Superpositions of ontic states are, in these approaches,
epistemic. Another prediction of this class of theories is that the conservation laws are not
violated, while collapse or branching should violate them (Stoica, 2017), which so far was never
found to be wrong. These predictions are probably very difficult to test experimentally, but if
confirmed, approaches based on collapse or branching can be ruled out. Presumably more such
predictions can be made, for example concerning the spacetime curvature due to the quantum
states, but this is probably inaccessible to our experimental capabilities. In pursuing locality, all
such approaches would benefit from a 3D-space ontology provided by the multi-layered fields,
3Lorentz invariance seems more difficult to be satisfied by collapse theories and pilot-wave theory, but such
proposals exist (Bedingham et al., 2014; Tumulka, 2006; Du¨rr et al., 2014; Sutherland, 2008, 2017).
4This is proposed to work in terms of gluing local solutions into global solutions, as in sheaf theory (Mac Lane
and Moerdijk, 1992; Bredon, 1997; Wells, 2008). Constraints, mainly topological in nature, prevent most local
solutions or initial conditions to be extended globally, which leads to a prevention of statistical independence.
Sheaf theory and its sibling topos theory were already applied in the foundations of quantum mechanics, in
particular to contextuality, see (Do¨ring and Isham, 2008; Abramsky and Brandenburger, 2011; Abramsky and
Constantin, 2014; Constantin, 2015; Flori, 2012) and references therein.
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especially since their unitary dynamics is local, as shown in section §4.
Besides providing a 3D-space ontology and locality for the unitary dynamics of the wavefunc-
tion, the multi-layered field representation is not enough to solve the measurement problem and
the problem of the emergence of the quasi-classical world. The representation doesn’t provide
the sort of beables able to determine the outcomes of measurements, or the way the univer-
sal wavefunction branches. It also doesn’t eliminate Schro¨dinger cats. Solving these problems
should be done in conjunction with additional hypotheses of the types proposed by the various
interpretations of quantum mechanics.
Regardless of which interpretation of quantum mechanics is the right one or at least the
preferred one by the reader, the existence of a 3D-space representation of the wavefunction can
be helpful to those approaches taking the wavefunction as ontic, but also to those taking it as
epistemic or nomological.
8 Possible objections
When developing the multi-layered field representation, I tried to submit it to various personal
objections, and to anticipate potential objections from the readers. Here are some of them,
that I considered more relevant or likely to be raised.
Objection 1. The major claim of the paper sounds interesting, but it is a too long reading,
and I will not invest time in something known to be impossible.
Reply 1. I suggest, before you decide whether to read it carefully, to check Figure 1.
Objection 2. This representation is equivalent to the configuration space representation. How
does this help? Doesn’t it mean that the configuration space remains?
Reply 2. The configuration space remains. The objective was not to remove it, and we can’t
remove it, because it is inherent to quantum mechanics. The situation is similar to classical
mechanics, where one can represent the particle configurations both in the 3D-space, and in
the 3N-dimensional configuration space, and also in the 6N-dimensional phase space.
Objection 3. For a theory to be scientific, it has to be falsifiable. Are there any empirical
predictions of your model?
Reply 3. The model constructed here is just a representation, equivalent to the Schro¨dinger
representation of wavefunctions on the configuration space, but in terms of fields on the 3D-
space. For this reason, it should not be expected to give different predictions from quantum
theory, because it is not a different theory.
Objection 4. It seems unlikely that the universe is as complicated as your construction.
Reply 4. The role of this representation is merely to provide a proof of concept that the universal
wavefunction can be an object in the physical space. Whether this is effectively realized in
nature, and whether it is realized in this form or another, it doesn’t say.
Objection 5. The fiber bundle structure in your representation is too large!
Reply 5. It is very large indeed, because it needs to be able to represent wavefunctions living
in a space with infinitely many dimensions.
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Objection 6. There are no foundational open problems in quantum mechanics, or they are
solved by interpretation X. Your construction is pointless.
Reply 6. If your favorite interpretation X requires the wavefunction to be ontic, then the multi-
layered field representation may help (section §7). If in your favorite interpretation X the
wavefunction is epistemic or nomological, it is not hurt by this representation.
Objection 7. You claimed that the wavefunction can be understood as defined on the 3D-space.
But we know from the EPR experiment that there is entanglement. This disproves your theory.
Reply 7. The multi-layered field representation is capable to represent all possible quantum
states in NRQM, including entangled systems (section §3.4). For a discussion of the EPR see
section §6.
Objection 8. If your representation is able to represent all possible quantum states in NRQM,
including entangled systems, then doesn’t this mean that it predicts Schro¨dinger cats?
Reply 8. It makes the same predictions as quantum mechanics, because it is quantum mechan-
ics. So yes, unfortunately it also predicts Schro¨dinger cats, but it is not the objective of this
representation to solve this problem. But this representation can be part of the ontology in
some interpretations trying to solve it (see section §7).
Objection 9. A 3D-space representation of the wavefunction can’t exist, because it would violate
nonlocality.
Reply 9. Not only it does exist, but its unitary dynamics is local, at least as long as no measure-
ments are involved (see section §4). This locality is in no conflict with Bell’s theorem, because it
is true only as long as only unitary evolution happens. If measurements are involved, nonlocal
correlations do appear though (section §6).
Objection 10. Your representation can’t give an ontology to the wavefunction, because an
ontology should also include beables that solve the measurement problem.
Reply 10. The purpose of this representation is merely to prove the possibility that the wave-
function can be understood as existing in the 3D-space. It doesn’t solve, and I don’t claim it
solves, the measurement problem. This should be done in conjunction with other theories or
interpretations of quantum mechanics (see section §7).
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A Vector bundles
Historically, vector fields were regarded are functions defined on a space M and valued in a
fixed vector space V . But since this could not work well in all situations, for example if the
base space M is topologically nontrivial, or when the field does not consist of vectors from M
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(in the case when M itself can be seen as a vector space), the idea had to be made invariant
and generalized. This led to the necessity to associate a distinct copy Vx of the vector space
V at each point x ∈ M , and also to specify how this construction can be global on M in a
continuous way. This led to the notion of vector bundle, which consist of the continuous union
of all copies Vx of the vector space V at all points x ∈M . More precisely,
I very briefly give the more general and rigorous definition of a vector bundle. More about
this rich topic can be found for example in (Nash and Sen, 1983; Nakahara, 2003; Bleecker,
2005; Wells, 2008).
Definition A.1. A complex vector bundle V → E pi→M , of rank k, where k ∈ {1, 2, . . . ,∞},
is defined by
1. A k-dimensional vector space V called the typical fiber.
2. Two topological spaces: a base space M , and a total space E.
3. A continuous surjection pi : E → M , called bundle projection, so that for every x ∈ M ,
the fiber over x, pi−1(x) is a k-dimensional complex vector space Vx isomorphic to V .
4. The following compatibility condition: for every x ∈ M , there is an open neighborhood
U of x, and a homeomorphism ϕU : U × Ck → pi−1(U) so that for all points y ∈ U and
vectors v ∈ Ck,
(a) (pi ◦ ϕU)(y, v) = y, and
(b) the map v 7→ ϕU(y, v) is a vector space isomorphism between Ck and Vy = pi−1(y).
B Multi-layered field representation of quantum fields
We have seen that the wavefunction in NRQM can be represented in terms of fields on the
2D-space. This representation was made in general enough settings to include spin, internal
degrees of freedom, and all entangled states allowed in NRQM. However, it is important to
see if it can be scaled up to quantum field theories. Apparently, classical fields have much more
degrees of freedom than classical systems of point particles. In addition, quantum field theory
is relativistic, as opposed to NRQM.
When we limit to a fixed N, especially a finite value of it, the number of degrees of freedom
is 3N, and seems “small” compared to the continuous range of degrees of freedom of a classical
field. However, many-particle systems are unexpectedly rich, because the Fock space has an
uncountable number of dimensions even if the one-particle Hilbert space would be separable.
This is because of the following reason. The exterior algebra of an n-dimensional vector space
has 2n dimensions. The symmetric tensor algebra has even more, being infinite-dimensional.
So, the Fock spaces for both fermions and bosons are rich enough to represent the continuous
set of degrees of freedom needed in field quantization.
In order see how we can apply the multi-layered field representation to quantum fields, we
take the example of a scalar field, solution of the Klein-Gordon equation. Following for example
(Srednicki, 2007), we start with a classical scalar field ϕ(x, t), which is defined on E3 ×R, and
is valued in C. Since the theory is relativistic, E3 is the 3D-space obtained by fixing a timelike
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vector (representing the time direction) in the Minkowski spacetime. Then, we expand the
classical field ϕ in plane waves:
ϕ(x, t) =
∫
R3
d k
(2pi)3
√
ωk
(
a(k)e−iωkt+ik·x + a∗(k)eiωkt−ik·x
)
, (50)
where ωk =
√
|k|2 +m2, k ∈ R3 is the wave vector, and the dot product in k · x is in R3.
To quantize the field ϕ(x, t), we promote the Fourier coefficients a and a∗ to operators aˆ
and aˆ† satisfying the commutation relations{
[aˆ(k), aˆ(k′)] =
[
aˆ†(k), aˆ†(k′)
]
= 0,[
aˆ(k), aˆ†(k′)
]
= (2pi)3δ(k− k′). (51)
Then, aˆ†(k) and aˆ(k) create and annihilate scalar particles.
By starting from the vacuum state |0〉 and applying aˆ and aˆ†, we construct the bosonic Fock
space as being generated by the basis
|k1, . . . ,kN〉 := aˆ†(k1) . . . aˆ†(kN)|0〉. (52)
But we already know how to construct the multi-layered field representation for this Fock space
from section §3. So, there are no new difficulties when moving to quantum fields.
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