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Abstract. In this paper we give some results on some abstract
second order di¤erential elliptic equations with mixed type boundary
conditions. The study is performed in UMD spaces. The main
purpose of this paper is the study of necessary and su‰cient con-
ditions on the data for obtaining existence, uniqueness and maximal
regulariy properties of the strict solution. On the other hand, we give
some new examples related to traces results.
1. Introduction
Let us recall, for the reader’s convenience, some basic and known notions
and results to prepare the ground for our work.
Let X be a complex Banach space. We deﬁne Lpð0; 1;XÞ, p A ½1;þy½, as:
Lpð0; 1;X Þ ¼ f measurable on ð0; 1Þ and
ð1
0
k f ðtÞkpX dt
 1=p
< þy
( )
:
W 2;pð0; 1;XÞ are the well-known Sobolev spaces, i.e.:
W 2;pð0; 1;X Þ ¼ fu A Lpð0; 1;XÞ : u 0; u 00 A Lpð0; 1;XÞg
where the derivatives of u are within the meaning of the distributions. We
mention also the spaces:
ðDA;XÞy;p ¼ j A X :
ðy
0
kxyAGðxÞjkpX
dx
x
 1=p
< þy
( )
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in the case where A is a closed linear operator and inﬁnitesimal generator of an
analytic semigroup GðxÞ.
Let us recall that a Banach space X is a UMD space if and only if for some
p > 1 (and thus for all p), the Hilbert transform is continuous from LpðR;XÞ into
itself (see Bourgain [3], Burkholder [4]).
We can give several examples of classic Banach spaces which have UMD
property:
1. All Hilbert spaces are UMD.
2. Any space isomorph to a UMD space, is UMD.
3. Any closed subspace of a UMD space, is UMD.
4. If the spaces X and Y are UMD, then interpolated spaces (ðX ;YÞy;p or
½X ;Y y;p) are UMD for 1 < p <y.
5. All spaces constructed on Lp spaces, are UMD for 1 < p <y.
Let us consider, in a complex Banach space X , the second order abstract
di¤erential problem
u 00ðxÞ þ AuðxÞ ¼ f ðxÞ; x A ð0; 1Þ ð1Þ
with the Dirichlet-Neumann boundary conditions
uð0Þ ¼ d0; u 0ð1Þ ¼ n1: ð2Þ
Here d0 and n1 are given elements in X and A is a closed linear operator of
domain DðAÞ not necessarily dense in X .
We assume in all this work that A veriﬁes the following elliptic hypothesis
Elb 0; bðA lIÞ1 A LðXÞ : kðA lIÞ1kLðX Þa
C
1þ l : ð3Þ
Our study will treat the existence, uniqueness and regularity of the solutions
under assumption (3). Here f belongs to Lpð0; 1;XÞ, 1 < p <y and
X is a UMD space: ð4Þ
Note that in this case our assumptions imply that DðAÞ ¼ X .
Also, we suppose that
Es A R; ðAÞ is A LðXÞ and bCb 1; a A 0; p½:
kðAÞ iskLðXÞ < Ceajsj:
(
ð5Þ
(For the class of operators verifying (5), see, Pru¨ss-Sohr [18] for more details).
186 Fatima Zohra Mezeghrani
The main result in this section a‰rms that under assumptions (3), (4) and (5),
problem (1)–(2) has a unique strict solution in Lpð0; 1;X Þ i.e. a function u such
that
u AW 2;pð0; 1;XÞVLpð0; 1;DðAÞÞ;
if and only if d0 A ðDA;XÞ1=2p;p and n1 A ðDA;X Þ1=2þ1=2p;p.
Note that if u AW 2;pð0; 1;XÞ then by J. L. Lions theorem of the traces,
u A C1ð½0; 1;XÞ and uð0Þ and u 0ð1Þ are well deﬁned.
This work is based fundamentally on explicit representation of the solution
using the square root of A and the Krein’s method see [13]. We then analyze
carefully all the components of the solution by using respectively the Dore-Venni
method [7], the Lions reiteration theorem, see [15] and [21], the semigroup theory
and some techniques applied in [9].
The square root of the operator A will appear naturally in this paper. When
we have to study equation (1) just with Dirichlet’s boundary conditions, the use
of this square root is not necessary, see Labbas [14].
In the last decades, many researchers have been interested by the resolution
of problem (1). Several of them studied problem (1) as an abstract problem of
elliptic type, i.e. under assumption (3), with di¤erent boundary conditions in both
cases f is Ho¨lder continuous or f is in Lpð0; 1;XÞ by using fractional powers of
operators or Dunford functional calculus. We cite at ﬁrst, the pioneer Da Prato
and Grisvard theory on the sum of operators [6]. We also ﬁnd a complete study
of problem (1) under Dirichlet’s boundary conditions and in variable coe‰cients
operators case, see Labbas [14]. This author has used the Green’s kernels
techniques.
In a recent work [1] Arendt proved that problem
u 00ðxÞ þ BðxÞu 0ðxÞ þ AðxÞuðxÞ ¼ f ðxÞ; x A ð0; dÞ ð6Þ
with boundary conditions uð0Þ ¼ x, u 0ð0Þ ¼ y, has a unique solution u such that
u AW 2;pð0; d;XÞVLpð0; d;DðAÞÞ and u 0 A Lpð0; d;DðBÞÞ;
in the case where DðAÞ and DðBÞ are Banach spaces which embed continuously
and densely into X and f belongs to Lpð0; d;XÞ. At last, a new approach based
on the semigroup techniques by Krein [13] and fractional powers of operators,
has been developed by Favini, Labbas, Maingot, Tanabe and Yagi [8], [10] con-
cerning the complete equation
u 00ðxÞ þ Bu 0ðxÞ þ AuðxÞ ¼ f ðxÞ; x A ð0; 1Þ
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under Dirichlet boundary conditions. In our work we have been inspired by these
last references.
In this paper, we are interested in the resolution of problem (1) with
Dirichlet-Neumann boundary conditions. We give then necessary and su‰cient
conditions on the data to have existence, uniqueness and maximal regularity of
the strict solution. We obtain also some a-priori-estimates. As new applications,
we will give some trace results.
The plan of this paper is as follows.
In Sections 2 and 3, we will recall some basic properties of generalized
analytic semigroups. We also give some technical Lemmas which are useful to
give a precise analysis of the representation of the solution u. Section 4 is devoted
to the existence, uniqueness and maximal regularity of the strict solution. In
section 5 we give some a-priori-estimates.
Finally, section 6 contains two parts. First, we give abstract trace theorems
and then an application to a partial di¤erential equation.
2. Technical Results
We set, in all this paper
B ¼
ﬃﬃﬃﬃﬃﬃﬃ
A
p
:
Remark 1.
1. Hypotheses (3) and (4) imply that X is reﬂexive, thus DðAÞ is dense in X
(see Haase [12], Proposition 1.1, p. 18).
2. Hypothesis (3) implies that operator ð ﬃﬃﬃﬃﬃﬃﬃAp Þ generates an analytic semi-
group noted ðe
ﬃﬃﬃﬃﬃAp xÞxb0 on X , see for instance Balakrishnan [2].
3. Hypothesis (5) is equivalent to the following:
bCb 1; a A 0; p½ : Es A R; kð
ﬃﬃﬃﬃﬃﬃﬃ
A
p
Þ iskaCeða=2Þjsj;
(see Haase [12], Proposition 2.18. p. 64).
We have the following lemmas:
Lemma 2. Due to assumptions (3), (4), (5) and the previous remark, for
f A Lpð0; 1;XÞ, 1 < p <y, we have the assertions:
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1. x 7! Lðx; f Þ ¼ B Ð x0 eðxsÞBf ðsÞ ds A Lpð0; 1;XÞ,
2. x 7! Lð1 x; f ð1 ÞÞ ¼ B Ð 1
x
eðsxÞBf ðsÞ ds A Lpð0; 1;XÞ,
3. x 7!Lðx; f Þ ¼ B Ð 10 eðxþsÞBf ðsÞ ds A Lpð0; 1;X Þ.
Proof. The ﬁrst and second assertions are a consequence of the Dore-Venni
theorem [7].
For assertion 3:, one writes, for a.e x A ð0; 1Þ
Lðx; f Þ ¼ B
ð1
0
eðxþsÞBf ðsÞ ds
¼ B
ð x
0
eðxsÞBe2sBf ðsÞ dsþ e2xBB
ð1
x
eðsxÞBf ðsÞ ds
¼ Lðx; e2Bf Þ þ e2xBLð1 x; f ð1 ÞÞ;
and we apply the ﬁrst and second assertions. 9
We also have
Lemma 3. Assume that hypothesis (3) holds. Then we have the assertions:
1. B2eBj A Lpð0; 1;XÞ if and only if j A ðDðAÞ;X Þ1=2p;p.
2. BeBj A Lpð0; 1;XÞ if and only if j A ðDðAÞ;XÞ1=2pþ1=2;p.
Proof. We recall that if m A N and C generates an analytic semigroup
then
f A ðDðCmÞ;XÞ1=mp;p;
if and only if
CmeCf A Lpð0; 1;XÞ:
In fact ð 1
0
kCmexCfkpX dxa
ðy
0
kxmð1ð11=mpÞÞCmexCfkpX
dx
x
aKkfkðDðCmÞ;X Þ1=mp; p ;
(see Triebel [21], Theorem p. 96).
From which
B2eBj A Lpð0; 1;XÞ
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if and only if
j A ðDðB2Þ;XÞ1=2p;p ¼ ðDðAÞ;XÞ1=2p;p:
By the same way
BeBj A Lpð0; 1;X Þ
if and only if
j A ðDðBÞ;XÞ1=p;p:
We conclude by using the reiteration property by Lions-Peetre [15]
ðDðAÞ;XÞ1=2pþ1=2;p ¼ ðX ;DðB2ÞÞ1=21=2p;p
¼ ðX ;DðBÞÞ11=p;p
¼ ðDðBÞ;XÞ1=p;p: 9
Remark 4. Assume that hypotheses (3), (4) and (5) hold. Then
AeB B1
ð1
0
esBf ðsÞ ds
 
¼ BeB
ð1
0
esBf ðsÞ ds ¼Lð; f Þ;
so, from Lemma 2, we get
AeB B1
ð1
0
esBf ðsÞ ds
 
A Lpð0; 1;X Þ;
and by Lemma 3, we deduce
B1
ð1
0
esBf ðsÞ ds
 
A ðDðAÞ;XÞ1=2p;p:
Put
Z ¼ e2B:
Proposition 5. Assume that hypothesis (3) holds. Then the operator I  Z
has a bounded inverse and
ðI  ZÞ1 ¼ 1
2pi
ð
ga
e2z
1 e2z ðzI þ BÞ
1
dzþ I ;
where ga is a suitable curve in the complex plane.
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Proof. Since the imaginary axis is contained in the resolvent set rðBÞ,
we then can adapt the complete proof of Lunardi [16], p. 59 by choosing an
appropriated curve ga which takes into account the fact that B generates an
analytic semigroup. 9
Corollary 6. Under hypothesis (3), the operator ðI þ ZÞ has a bounded
inverse.
Proof. We have
ðI  e2BÞðI þ e2BÞ ¼ I  e4B
then
ðI þ e2BÞ ¼ ðI  e2BÞ1ðI  e4BÞ:
Consequently
ðI þ e2BÞ1 ¼ ðI  e4BÞ1ðI  e2BÞ: 9
3. Representation of the Solution
We assume here that hypotheses (3), (4) and (5) hold.
Let us suppose that problem (1)–(2) has a strict solution u and set
uð1Þ ¼ u1:
Then u is the strict solution of the following problem
u 00ðxÞ  B2uðxÞ ¼ f ðxÞ
uð0Þ ¼ d0
uð1Þ ¼ u1;
8><
>: ð7Þ
and therefore, one has the representation
uðxÞ ¼ exBx0 þ eð1xÞBx1 
1
2
B1
ð x
0
eðxsÞBf ðsÞ ds
 1
2
B1
ð1
x
eðsxÞBf ðsÞ ds
where
x0 ¼ ðI  ZÞ1ðd0  eBu1Þ
þ 1
2
ðI  ZÞ1B1
ð 1
0
esBf ðsÞ ds
ð1
0
eð2sÞBf ðsÞ ds
 
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x1 ¼ ðI  ZÞ1ðeBd0 þ u1Þ
þ 1
2
ðI  ZÞ1B1
ð1
0
eð1sÞBf ðsÞ ds
ð1
0
eð1þsÞBf ðsÞ ds
 
;
see [8].
We deduce that
n1 ¼ u 0ð1Þ ¼ 2ðI  ZÞ1BeBd0 þ ðI  ZÞ1ðI þ ZÞBu1
 1
2
eBðI  ZÞ1
ð1
0
esBf ðsÞ ds
ð1
0
eð2sÞBf ðsÞ ds
 
þ 1
2
ðI  ZÞ1 
ð1
0
eð1þsÞBf ðsÞ dsþ Z
ð1
0
eð1sÞBf ðsÞ ds
 
:
Then
u1 ¼ ðI þ ZÞ1ð2eBd0 þ ðI  ZÞB1n1Þ
þ ðI þ ZÞ1B1
ð1
0
eð1þsÞBf ðsÞ ds
ð1
0
eð1sÞBf ðsÞ ds
 
: ð8Þ
Therefore our solution u is given formally by
uðxÞ ¼ ðI þ ZÞ1ðexB þ eð2xÞBÞd0
þ ðI þ ZÞ1ðeð1xÞB  eð1þxÞBÞB1n1
þ 1
2
ðI þ ZÞ1B1
ð1
0
eðxþsÞBf ðsÞ ds
þ 1
2
ðI þ ZÞ1B1
ð1
0
eð2xþsÞBf ðsÞ ds
þ 1
2
ðI þ ZÞ1B1
ð1
0
eð2þxsÞBf ðsÞ ds
 1
2
ðI þ ZÞ1B1
ð1
0
eð2xsÞBf ðsÞ ds
 1
2
B1
ð x
0
eðxsÞBf ðsÞ ds 1
2
B1
ð1
x
eðsxÞBf ðsÞ ds: ð9Þ
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4. Existence, Uniqueness and Maximal Regularity
The main result in this section is
Theorem 7. Let f A Lpð0; 1;XÞ, 1 < p < þy, and assume that hypotheses
(3), (4) and (5) hold. Then the following assertions are equivalent
1. Problem (1)–(2) has a unique strict solution u, that is
u AW 2;pð0; 1;XÞVLpð0; 1;DðAÞÞ;
and satisﬁes (1)–(2).
2. d0 A ðDðAÞ;XÞ1=2p;p and n1 A ðDðAÞ;XÞ1=2þ1=2p;p.
Proof. If u is the strict solution of problem (1)–(2) and d0 A ðDðAÞ;XÞ1=2p;p
and n1 A ðDðAÞ;XÞ1=2þ1=2p;p, then u is given by (9). Let us prove the uniqueness
of the solution.
Set
Lð f ÞðxÞ ¼ 1
2
ðI þ ZÞ1
ð1
0
B1eðxþsÞBf ðsÞ ds
þ 1
2
ðI þ ZÞ1
ð1
0
B1eð2xþsÞBf ðsÞ ds
þ 1
2
ðI þ ZÞ1
ð1
0
B1eð2þxsÞBf ðsÞ ds
 1
2
ðI þ ZÞ1
ð1
0
B1eð2xsÞBf ðsÞ ds
 1
2
ð x
0
B1eðxsÞBf ðsÞ ds 1
2
ð1
x
B1eðsxÞBf ðsÞ ds:
Writing f ðxÞ ¼ AuðxÞ þ u 00ðxÞ we obtain
Lð f ÞðxÞ ¼ 1
2
ðI þ ZÞ1
ð 1
0
B1eðxþsÞBAuðsÞ ds
þ 1
2
ðI þ ZÞ1
ð1
0
B1eð2xþsÞBAuðsÞ ds
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þ 1
2
ðI þ ZÞ1
ð 1
0
B1eð2þxsÞBAuðsÞ ds
 1
2
ðI þ ZÞ1
ð 1
0
B1eð2xsÞBAuðsÞ ds
 1
2
ð x
0
B1eðxsÞBAuðsÞ ds 1
2
ð1
x
B1eðsxÞBAuðsÞ ds
þ 1
2
ðI þ ZÞ1
ð 1
0
B1eðxþsÞBu 00ðsÞ ds
þ 1
2
ðI þ ZÞ1
ð 1
0
B1eð2xþsÞBu 00ðsÞ ds
þ 1
2
ðI þ ZÞ1
ð 1
0
B1eð2þxsÞBu 00ðsÞ ds
 1
2
ðI þ ZÞ1
ð 1
0
B1e
ð2xsÞB
u 00ðsÞ ds
 1
2
ð x
0
B1eðxsÞBu 00ðsÞ ds 1
2
ð1
x
B1eðsxÞBu 00ðsÞ ds
¼
X6
i¼1
Hi þ
X6
i¼1
Ji:
After integrating by parts we have
J1 ¼ 1
2
ðI þ ZÞ1B1ðeð1þxÞBu 0ð1Þ  exBu 0ð0ÞÞ
þ 1
2
ðI þ ZÞ1ðeð1þxÞBuð1Þ  exBuð0ÞÞ
þ 1
2
ðI þ ZÞ1
ð1
0
BeðxþsÞBuðsÞ ds;
J2 ¼ 1
2
ðI þ ZÞ1B1ðeð3xÞBu 0ð1Þ  eð2xÞBu 0ð0ÞÞ
þ 1
2
ðI þ ZÞ1ðeð3xÞBuð1Þ  eð2xÞBuð0ÞÞ
þ 1
2
ðI þ ZÞ1
ð1
0
Beð2xþsÞBuðsÞ ds;
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J3 ¼ 1
2
ðI þ ZÞ1B1ðeð1þxÞBu 0ð1Þ  eð2þxÞBu 0ð0ÞÞ
 1
2
ðI þ ZÞ1ðeð1þxÞBuð1Þ  eð2þxÞBuð0ÞÞ
þ 1
2
ðI þ ZÞ1
ð1
0
Beð2þxsÞBuðsÞ ds;
J4 ¼  1
2
ðI þ ZÞ1B1ðeð1xÞBu 0ð1Þ  eð2xÞBu 0ð0ÞÞ
þ 1
2
ðI þ ZÞ1ðeð1xÞBuð1Þ  eð2xÞBuð0ÞÞ
 1
2
ðI þ ZÞ1
ð1
0
Beð2xsÞBuðsÞ ds;
J5 ¼  1
2
B1ðu 0ðxÞ  exBu 0ð0ÞÞ þ 1
2
ðuðxÞ  exBuð0ÞÞ
 1
2
ð x
0
BeðxsÞBuðsÞ ds
and
J6 ¼  1
2
B1ðeð1xÞu 0ð1Þ  u 0ðxÞÞ  1
2
ðeð1xÞuð1Þ  uðxÞÞ
 1
2
ð1
x
BeðsxÞBuðsÞ ds;
The last integral is well deﬁned since u A C1ð½0; 1;XÞ.
We deduce that
X6
i¼1
Hi þ
X6
i¼1
Ji ¼ ðI þ ZÞ1ðexB þ eð2xÞBÞd0
 ðI þ ZÞ1ðeð1xÞ  eð1þxÞBÞB1n1 þ uðxÞ;
from which we obtain formula (9). Thus
B2uðxÞ ¼ ðI þ ZÞ1B2ðexB þ eð2xÞBÞd0
þ ðI þ ZÞ1B2ðeð1xÞB  eð1þxÞBÞB1n1
þ 1
2
ðI þ ZÞ1B
ð1
0
eðxþsÞBf ðsÞ ds
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þ 1
2
ðI þ ZÞ1B
ð1
0
eð2xþsÞBf ðsÞ ds
þ 1
2
ðI þ ZÞ1B
ð1
0
eð2þxsÞBf ðsÞ ds
 1
2
ðI þ ZÞ1B
ð1
0
eð2xsÞBf ðsÞ ds
 1
2
B
ð x
0
eðxsÞBf ðsÞ ds 1
2
B
ð1
x
eðsxÞBf ðsÞ ds
¼ AuðxÞ: ð10Þ
Therefore, due to (3), (4), (5), lemmas 3 and 2, Au A Lpð0; 1;X Þ.
As f A Lpð0; 1;XÞ then u 00 A Lpð0; 1;X Þ, from which we deduce
u AW 2;pð0; 1;X ÞVLpð0; 1;DAÞ
Conversely, let
u AW 2;pð0; 1;XÞVLpð0; 1;DðAÞÞ
then
Auð:Þ A Lpð0; 1;X Þ; a:e: x A ð0; 1Þ
Using (10) we obtain
B2exBd0 A Lpð0; 1;XÞ and BexBn1 A Lpð0; 1;X Þ
and applying lemma 3 we have
d0 A ðDðAÞ;X Þ1=2p;p and n1 A ðDðAÞ;XÞ1=2þ1=2p;p: 9
5. A-Priori-Estimates
Proposition 8. Let f A Lpð0; 1;XÞ, 1 < p < þy, and assume that hypotheses
(3), (4) and (5) hold, and d0 A ðDðAÞ;XÞ1=2p;p and n1 A ðDðAÞ;X Þ1=2þ1=2p;p. Then
there exists a constant C > 0 such that:
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ku 00kLpðX Þ þ kAukLpðX Þ
aCðk f kLpðXÞ þ kd0kðDðAÞ;XÞ1=2p; p þ kn1kðDðAÞ;X Þ1=2þ1=2p; pÞ ð11Þ
Proof. From formula (9) we haveð1
0
ku 00ðxÞkpX dxa
ð1
0
kðI þ ZÞ1ðI þ e2ð1xÞBÞAexBd0kpX dx
þ
ð1
0
kðI þ ZÞ1ðI  e2xBÞBeð1xÞBn1kpX dx
þ
ð1
0
1
2
ðI þ ZÞ1B
ð1
0
eðxþsÞBf ðsÞ ds


p
X
dx
þ
ð1
0
1
2
ðI þ ZÞ1B
ð1
0
eð2xþsÞBf ðsÞ ds


p
X
dx
þ
ð1
0
1
2
ðI þ ZÞ1B
ð1
0
eð2þxsÞBf ðsÞ ds


p
X
dx
þ
ð1
0
1
2
ðI þ ZÞ1B
ð1
0
eð2xsÞBf ðsÞ ds


p
X
dx
þ
ð1
0
1
2
B
ð x
0
eðxsÞBf ðsÞ ds


p
X
dx
þ
ð1
0
1
2
B
ð1
x
eðsxÞBf ðsÞ ds


p
X
dx
þ
ð1
0
k f ðxÞkpX dx
¼
X9
j¼1
Ij :
I1 ¼
ð 1
0
kðI þ ZÞ1ðI þ e2ð1xÞBÞB2exBd0kpX dx
aC
ðy
0
kx2ð1=2pÞB2exBd0kpX
dx
x
aCkd0kðDðB2Þ;XÞ1=2p; p
aCkd0kðDðAÞ;XÞ1=2p; p :
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I2 ¼
ð1
0
kðI þ ZÞ1ðI  e2xBÞBeð1xÞBn1kpX dx
aC
ð1
0
tkBetBn1kpX
dt
t
aC
ðy
0
kt1=pBetBn1kpX
dt
t
aCkn1kðDðBÞ;X Þ1=p; paCkn1kðDðAÞ;XÞ1=2þ1=2p; p :
I3 ¼
ð1
0
1
2
ðI þ ZÞ1B
ð1
0
eðxþsÞBf ðsÞ ds


p
X
dx
a
ð1
0
1
2
ðI þ ZÞ1
ð x
0
BeðxsÞBe2sBf ðsÞ ds


p
X
þ
ð1
0
1
2
ðI þ ZÞ1e2xB
ð1
x
BeðsxÞBf ðsÞ ds


p
X
dx
aC
ð1
0
kexB  eð1þxÞBkpXk f ðxÞkpX dx
þ C
ð1
0
kI  eð1xÞBkpXk f ðxÞkpX dx
aC
ð1
0
k f ðxÞkpX dx:
We treat the terms I4, I5, I6, I7, I8 and I9 in the same way as I3.
Then we deduce thatð1
0
ku 00ðxÞkpX dxaCðkd0kðDðAÞ;X Þ1=2p; p þ kn1kðDðAÞ;XÞ1=2þ1=2p; p þ k f kLpðX ÞÞ:
In the same way, we prove thatð1
0
kAuðxÞkpX dxaCðkd0kðDðAÞ;XÞ1=2p; p þ kn1kðDðAÞ;XÞ1=2þ1=2p; p þ k f kLpðXÞÞ: 9
6. Concrete Applications
6.1. A Trace Result in Lp-Case
Here X is a UMD space and A is a linear closed densely deﬁned operator
with domain DðAÞHX , satisfying hypotheses (3) and (5).
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We will establish a trace result in relation to this operator for functions in
Lp. We set
Fp ¼ ðDA;XÞ1=2p;p  ðDA;XÞ1=2þ1=2p;p
Vp ¼ W 2;pðð0; 1Þ;XÞVLpðð0; 1Þ;DðAÞÞ where 1 < p < þy
(
Let us consider the mapping deﬁned by
G :Fp !Vp
ðuð0Þ; u 0ð1ÞÞ 7! u
Proposition 9. The mapping G is linear continuous and bijective.
Proof. It is easy to see that G is linear. Using the main result in the fourth
section we have
u AW 2;pðð0; 1Þ;XÞULpðð0; 1Þ;DðAÞÞ
if and only if
d0 A ðDA;X Þ1=2p;p and n1 A ðDA;XÞ1=2þ1=2p;p
so the mapping G is well deﬁned and bijective. More, estimate (11) in previous
section proves that G is continuous. Which implies the following result.
9
Corollary 10. The mapping T deﬁned by
T :Vp !Fp
u 7! ðuð0Þ; u 0ð1ÞÞ
is linear continuous and bijective.
Proof. It is a deduction of previous proposition. 9
Example 11. Let X ¼ L2ðRÞ. We deﬁne operator A as follows
DðAÞ ¼ H 2ðRÞ
Au ¼ u 00:

As X is a Hilbert space, DðAÞ is dense in X , moreover ðAÞ is a self-adjoint
operator, then
Dð
ﬃﬃﬃﬃﬃﬃﬃ
A
p
Þ ¼ ðDA;XÞ1=2;2 ¼ ðH 2ðRÞ;L2ðRÞÞ1=2;2 ¼ H 1ðRÞ
see [15]. Using Fourier transformation we prove that A veriﬁes 3 and 5.
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Let us consider the mapping deﬁned by
F : H 2ð0; 1;L2ðRÞÞVL2ð0; 1;H 2ðRÞÞ ! H 3=2ðRÞ H 1=2ðRÞ
u 7! ðuð0Þ; u 0ð1ÞÞ
applying Theorem 10 we have
Proposition 12. The mapping F is linear continuous and bijective.
Example 13. Let X ¼ LqðRÞ. We deﬁne an operator A as follows
DðAÞ ¼ W 2;qðRÞ
Au ¼ u 00:

DðAÞ is dense in X and ðAÞ is a self-adjoint operator, then
Dð
ﬃﬃﬃﬃﬃﬃﬃ
A
p
Þ ¼ ðDA;XÞ1=2;2 ¼ ðW 2;qðRÞ;LqðRÞÞ1=2;2 ¼ W 1;qðRÞ
see [15]. Using Fourier transformation we prove that A veriﬁes (3) and (5).
Let us consider the mapping I deﬁned by
Ep;q ! ðW 2;qðRÞ;LqðRÞÞ1=2p;p  ðW 2;qðRÞ;LqðRÞÞ1=2pþ1=2;p
u 7! ðuð0Þ; u 0ð1ÞÞ
where
Ep;q ¼ W 2;pð0; 1;LqðRÞÞVLpð0; 1;W 2;qðRÞÞ:
Applying Theorem 10 we have
Proposition 14. The mapping I is linear continuous and bijective.
Note that the interpolation spaces
ðW 2;qðRÞ;LqðRÞÞ1=2p;p; ðW 2;qðRÞ;LqðRÞÞ1=2pþ1=2;p
coincide respectively with the following well known Besov spaces
B2ð11=2p1=2Þq;p ðRÞ ¼ B11=pq;p ðRÞ; B2ð11=2pÞq;p ðRÞ ¼ B21=pq;p ðRÞ;
which are completely described in Grisvard [11] p. 680.
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6.2. Application to PDE
Example 15. Let X ¼ LpðRÞ and f A Lpð0; 1;LpðRÞÞ, 1 < p <y. Consider
the problem
q2u
qx2
ðx; yÞ þ q
2u
qy2
ðx; yÞ ¼ f ðx; yÞ; ðx; yÞ A 0; 1½  R;
uð0; yÞ ¼ d0ðyÞ; y A R;
qu
qx
uð1; yÞ ¼ n1ðyÞ; y A R;
8>>>><
>>>:
ð12Þ
We deﬁne the operator A as follows
DðAÞ ¼ W 2;pðRÞ;
Au ¼ u 00;

then problem (12) is equivalent to the abstract problem (1)–(2). DðAÞ is dense in
LpðRÞ and A veriﬁes (3) and (5), moreover
Dð
ﬃﬃﬃﬃﬃﬃﬃ
A
p
Þ ¼ ðW 2;pðRÞ;LpðRÞÞ1=2;2 ¼ W 1;pðRÞ
see Lions-Peetre [15]. We obtain the following result
Proposition 16. Problem (12) has a unique strict solution u, such that
u AW 2;pð0; 1;LpðRÞÞVLpð0; 1;W 2;pðRÞÞ
if and only if
d0 A ðW 2;pðRÞ;LpðRÞÞ1=2pþ1=2;p ¼ W 11=p;pðRÞ
u1 A ðW 2;pðRÞ;LpðRÞÞ1=2p;p ¼ W 21=p;pðRÞ:
(
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