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Abstract 
 
Colloidal  nanocrystals  exhibit  interesting  and  useful  size‐dependent  nanoscale  phenomena  (e.g. 
tunable fluorescence in quantum dots and optical absorptions in gold and silver nanoparticles), large 
surface areas and can be used for a variety of high‐tech applications. Care must be taken to produce 
nanocrystals with well defined  size,  shape and composition, however, as  these parameters directly 
affect  the properties of  the  colloidal  ensemble. Microreactors offer  superior  control over  reaction 
conditions  relative  to  traditional  bulk  batch  methods  and  as  such  offer  an  attractive  route  to 
nanoparticle  production.  Hence  there  have  been  over  a  hundred  papers  reporting  microfluidic 
synthesis of nanocrystalline colloids since the first reports  in 2002. The work described  in this thesis 
focussed on extending and improving the microfluidic method.  
Continuous‐flow  reactors  were  used  initially,  however,  deposition  was  found  to  be  a  pervading 
problem with its severity varying with the material being synthesised. To address this problem a new 
capillary‐based  droplet‐flow  reactor was  developed  in which  droplets  are  generated  by  the  direct 
injection of confluent reagent streams within a stream of immiscible carrier fluid and, subsequently, 
can be heated and optically characterised further downstream. 
The reactor produced stable, controllable droplet flow over a wide range of flow rates, with droplet 
volumes down to 30 nL, and proved to be highly effective: CdSe quantum dots were synthesised via a 
high‐temperature  pyrolytic  synthesis  with  strong  control  over  particle  size  and  size  distribution. 
Crucially, unlike previously reported high temperature droplet reactors, the reactor could be operated 
indefinitely, without any degradation of the device and minimal variation in the product seen during 
24 hours continuous production. To emphasise the versatility and applicability of the droplet reactor, 
Ag, TiO2 and  InP nanocrystals were synthesised  (using both organic and aqueous syntheses) and an 
automatic  optimisation  routine  to  reduce  size  distribution  was  applied  to  CdSe  quantum  dot 
synthesis. 
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Chapter 1
In this chapter the motivation, advantages and challenges of synthesising 
colloidal  nanocrystals  in  microreactors  is  described  with  reference  to 
previous work.
Introduction 
& Background
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1 Introduction and Background 
1.1 Colloidal Nanocrystals 
There  are  a  large  range  of benefits  to be  gained  from making  nano‐sized  inorganic materials  and 
nowhere  is this more obvious that  in the field of colloidal crystals. Decreasing the size of crystals to 
the  nanoscale  (1  –  100 nm)  gives  an  obvious  geometrical  advantage‐  the  associated  increase  in 
surface area  is  to  the obvious benefit of any process  that  takes advantage of  surface  interactions, 
such as catalysis and electrochemistry. It is, however, the changes in physicochemical properties that 
occur  when  material  dimensions  enter  the  nanoscale  that  make  colloidal  nanocrystals  truly 
interesting and unique. Changes  in optical, electronic and magnetic properties are all possible and, 
importantly,  the magnitude of  these  changes  can be  tuned by  controlling particle  size,  shape  and 
composition. 
A good example of how the properties of colloidal nanocrystals change with particles size  is that of 
quantum dots. Quantum dots are isotropic, nano‐sized, direct‐band semiconductor crystals (typically 
made  from CdSe, CdS, CdTe,  InP,  InAs, GaAs, PbTe etc.), which  fluoresce when excited by photons 
with energies greater than the band‐gap.1 The fluorescence arises from the radiative recombination 
of an excited electron  in  the conduction band and a hole  in  the valence band. The  term “quantum 
dots”  reflects  the  fact  that  they  exhibit quantum  confinement when  the  crystal  size  is  sufficiently 
small. More specifically, this occurs when particle dimensions are comparable to or smaller than the 
exciton Bohr  radius  for  that material,  resulting  in an  increase  in  the band‐gap  relative  to  the bulk 
material.1  As illustrated in Figure 1.1a, smaller particles have larger band‐gaps. The band‐gap directly 
affects the electronic and optical properties of the material, thus by controlling the size of particles by 
careful preparation, these properties can be tuned. 
Bulk
Band Gap
B
an
d 
En
er
gy
Particle Radius
Valence Band
Conduction Band
B
an
d 
En
er
gy
a
b
B
an
d 
En
er
gy
B
an
d 
En
er
gy
B
an
d 
En
er
gy
B
an
d 
En
er
gy
 
Figure 1.1: a) Cartoon showing how the band‐gap of a quantum dot changes with size. b) A quantum dot "rainbow" 
consisting of different size CdSe QDs (~3 – 6 nm) under UV illumination, smaller QDs on the left, larger on the right. The 
corresponding fluorescent emission spectra of the samples are shown below. 
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A colourful example of  this  is  shown  in Figure 1.1b which  shows a quantum dot “rainbow” – CdSe 
quantum dots of increasing size (approximately 3 – 6 nm) fluorescing under UV illumination. As shown 
in the spectra, the band‐edge emission has a characteristic Gaussian profile. Bigger QDs have smaller 
band‐gaps  and  thus  the  band‐edge  emission  shifts  to  longer wavelengths.  The  ability  to  tune  the 
band‐gap  of  the  quantum  dots  during  synthesis  means  that  they  are  attractive  materials  for 
optoelectronic applications such as photovoltaic devices2 and light emitting diodes.3 In addition, their 
narrow  emission  peak  and  relatively  strong  resilience  to  photobleaching4  makes  them  useful 
fluorophores for imaging cellular structure.5 
 
Figure 1.2: Shown left is a stained glass window in the Cathedral of St Vincent in St Malo. Shown right is the Lycurgus cup 
(made in the 4th century AD) under ambient external illumination (top) and when illuminated from inside (bottom). The 
optical properties of both the stained glass and the cup are due to the presence of gold and silver nanoparticles. Lycurgus 
cup images © Trustees of the British Museum. 
Quantum dots are not the only type of nanocrystal with notable colourful size‐dependent properties. 
Metallic nanoparticles  such as gold and  silver nanoparticles exhibit  sharp absorptions  in  the visible 
spectrum, and it is the presence of such particles that gives rise to the characteristic colours seen in 
stained glass and certain other ceramics and glasses (as shown in Figure 1.2). The optical absorptions 
of  these  particles  result  from  surface  plasmons‐  standing  electronic waves  on  the particle  surface 
which are excited by UV and visible  light. The plasmon and  its associated optical absorption can be 
tuned and  the  colour determined by  controlling particle geometry and  composition.6 More hi‐tech 
applications  for  such  plasmonic  nanoparticles  exist,  including  contrast  agents  for  Raman‐active 
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molecules via surface‐enhanced Raman spectroscopy (SERS)7 and as potential anti‐tumour agents  in 
hyperthermia treatment.8 
Magnetic crystals also show remarkable finite‐size effects at the nanoscale. Below a certain size limit, 
typically  10s  of  nm,  ferromagnetic  particles  exhibit  superparamagnetism,  with  the  extent  of  the 
magnetic  susceptibility  controllable  by  varying  particle  size.9  Combined with  the  small  size  of  the 
particles and  the non‐toxicity of  ferromagnetic materials, magnetic nanocrystals make  for excellent 
magnetic resonance imaging (MRI) contrast agents.9  
Although  several  biomedical  applications  for  nanocrystals  have  already  been  mentioned,  the 
application  that might  have  the  greatest  impact  is  as  drug  delivery  vectors  for  the  treatment  of 
cancer. The size regime of nanoparticles  is uniquely suited to drug delivery as particles <100 nm are 
favoured by the enhanced permeation and retention (EPR) effect  exhibited by cancer cells,10, 11 whilst 
being  large  enough  to offer  therapeutic molecules protection  from  the  immune  system.12 Organic 
nanoparticles  (e.g.  liposomes13,  14  or  polymeric  nanoparticles15,  16)  can  also  be  used  for  this 
application, however, nanocrystals have the advantage of additional functionality‐ thus drug delivery 
systems can be created that can both deliver therapeutics and also image the tumours that are being 
treated, with a single administration.17, 18 
In  conclusion,  there are many  important hi‐tech applications  for nanocrystalline  colloids. The  large 
surface  area  and  tuneable  size‐  and  shape‐dependent properties of nanocrystals make  them  ideal 
materials for catalysis,19, 20 optoelectronics,2, 3, 21 bioimaging,4, 5, 18, 22 therapeutics8, 17, 18 and numerous 
other applications where fine levels of control are required over physicochemical properties. There is, 
however, a strong need to produce nanoparticles with well‐defined size, shape and composition. 
1.2 Why Use Microreactors? 
The  controlled  synthesis  of  nanometre‐sized  colloidal  crystals  is  one  of  the  central  challenges  in 
nanoscale  science  and  technology.  Their  synthesis  is  a  complex  undertaking  that  requires  a 
combination of skill,  intuition and extensive experimentation to obtain high‐quality particles of well 
defined  size  and  shape.23  Indeed  the  formidable  difficulty  of  preparing  pure,  defect‐free 
monodisperse nanocrystals  remains one of  the principal obstacles  to  the  successful exploitation of 
many nanoscale phenomena. 
High quality nanocrystals with low defect densities and narrow size distributions can be prepared on 
the gram scale via standard batch synthesis techniques in benchtop glassware.24 However a need for 
superior size‐ and shape‐selectivity, tighter control over particle properties and better batch‐to‐batch 
reproducibility has  created  a demand  for  alternative quality‐assured production methods  that  can 
improve on batch  synthesis.  In  recent  years, microfluidic  reactors25 have emerged as  an  attractive 
technology for nanocrystal synthesis as they offer far higher levels of control than can be achieved in 
conventional macroscale batch reactions, whilst readily  lending themselves to complete automation 
of the synthesis process. 
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Although  the  first  reported  use  of microfluidic  devices  to  prepare  nanocrystals was  as  recent  as 
2002,26 the microfluidic approach has already established  itself as one of the preferred methods for 
preparing small quantities of high quality nanoparticles. The technique has been successfully applied 
to  the  synthesis  of  numerous  metal,  metal‐oxide  and  compound  semiconductor  nanoparticles  –  
including CdSe,27‐30 CdS,26, 31‐33 InP,34 Ag,35‐38 Au,37, 39‐41 TiO2,
42‐45 Co,46, 47 SiO2,
48
 Se,
49 LaPO4,
50 FexOy
51‐54 
and BaSO4,
55 together with more complicated core/shell structures such as CdSe/ZnS,56‐58 Fe2O3/SiO2
59 
and  CdSe/ZnSe/ZnS.60  In  virtually  all  cases microfluidic  procedures  have  been  found  to  offer  clear 
advantages  over  bulk  synthesis  – most  notably  in  terms  of  their  superior  ability  to  fine‐tune  the 
physical properties of the final product.  
As  this  thesis  focuses  mainly  on  the  synthesis  of  quantum  dots  (QDs),  this  chapter  will  mostly 
concentrate on how QDs have previously been synthesised in microreactors, how the technology has 
advanced in recent years and the challenges still remaining. 
1.3 Synthesis of Quantum Dots in Microreactors 
To  date  there  have  been  over  a  hundred  published  papers  on  the  application  of microfluidics  to 
nanocrystal synthesis, but a disproportionate number of these have focused on QDs. The preferential 
focus on QDs partly reflects the high  level of  interest  in the materials themselves but  is also due to 
their ease of characterisation – important sample characteristics such as mean size, polydispersity and 
crystalline quality can be quickly and easily assessed using optical spectroscopy.29 In this section, we 
review recent developments in the application of microfluidics to the synthesis of quantum dots and 
discuss both the advantages and the challenges of preparing them in confined channels.  
1.3.1 Typical Microfluidic Devices for Quantum Dot Synthesis 
An  attractive  feature of  the microfluidic  approach  is  its  sheer  simplicity, with  some of  the earliest 
reactors comprising nothing more than a length of narrow tubing partially immersed in a heated oil‐
bath  (yet  still  being  able  to  produce  high  quality  particles  equivalent  to  those  obtained  via 
conventional  batch  chemistry).  Although  there  are many  types  of microfluidic  reactor  –  variously 
suited to the handling of solids,61 liquids,62 gases63 and combinations thereof64, 65 – the vast majority 
of work to date has focussed on continuous flow reactors  in which continuous streams of  liquid are 
propelled through microscale channels. 
Continuous flow reactors fall into two broad types. The first type comprise simple capillaries of typical 
inner diameter 100 – 1000 μm, into which precursor solutions are injected under pressure, usually by 
one  or more  syringe  pumps.  The  capillaries  can  be made  of  a  variety  of materials,  but  glass  and 
polytetrafluoroethylene (PTFE) are common choices as they are chemically inert and can be raised to 
high temperatures without degradation. Reagent streams can be mixed using tributary junctions that 
merge multiple  capillaries  into  one,  and  thermally  induced  reactions  can  be  initiated  by  passing 
localised sections of the capillaries through heated oil‐baths. 
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Figure 1.3 shows a typical setup as recently used, for instance,  by Yang and co‐workers to synthesise 
CdSe  quantum  dots.66  In  use,  the  two  syringes  are  filled  with  cadmium  and  selenium  precursor 
solutions  and  then  loaded  into  syringe  pumps;  under  pressure  from  the  syringe  pumps,  the  two 
precursor solutions are forced into separate capillaries and subsequently merged into a single reagent 
stream  using  a  “two‐into‐one”  y‐shaped  junction;  the  merged  solution  then  passes  through  an 
optional micromixer to ensure chemical homogeneity of the reaction mixture; on exiting the mixer, 
the  reagent  stream  passes  into  a  single  capillary  that  is  partially  submerged  in  a  heated  oil‐bath; 
thermally‐induced nucleation and growth of the nanocrystals takes place in the heated section of the 
capillary, and the final product is collected at the capillary outlet.  
 
Figure 1.3: A schematic of a typical capillary reactor used to synthesis CdSe QDs.66 Two precursor solutions are pumped into 
a Y‐shaped junction and then passed through a convective mixer before entering a length of heated PTFE tubing where 
nucleation and growth take place. 
In spite (or perhaps because) of their simplicity, capillary reactors have been used by many research 
groups,34, 66, 67 and have been consistently found to provide excellent control over the properties of 
the final particles. The reaction time for instance can be readily controlled by varying the total flow‐
rate of  reagents  through  the  system  (which determines  the  residence  time  in  the heated  section), 
whilst  holding  the  ratio  of  the  cadmium  and  selenium  injection  rates  fixed  to  ensure  a  constant 
reagent composition.  Figure 1.4 shows, for a variety of residence times, the absorption and emission 
characteristics of CdSe particles prepared by reacting Cd and Se precursors composed of CdO, oleic 
acid and oleylamine in octadecene and Se and trioctylphosphine (TOP) in octadecene, respectively.66 
The absorption spectra of the resultant particles are highly structured and the emission spectra are 
narrow with  line‐widths down  to 27 nm and quantum efficiencies up  to 55 % – extremely high  for 
CdSe without a protective  inorganic  shell –  indicating excellent monodispersity and  crystal quality. 
The spectra shift smoothly to longer wavelengths as the residence time increases, consistent with the 
formation  of  larger  particles  that  exhibit weaker  quantum  confinement.  Figure  1.4  shows  a  TEM 
image of the particles obtained at the  longest reaction time of 160 s, which shows broadly spherical 
particles  with  a  narrow  size  distribution  of  3.6 ±  0.2 nm.  The  same  setup  also  allows  particle 
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properties  to be  tuned by adjusting  the  temperature of  the oil bath68,  69 or by varying  the  relative 
injection  rates  of  the  Cd  and  Se  precursor  solutions  to  change  the  composition  of  the  reagent 
mixture.68, 69 
 
Figure 1.4: LEFT: Absorption and emission spectra of CdSe nanoparticles synthesised at 280 °C in the capillary reactor from 
Figure 1 with residence times from 2 to 160 s. RIGHT: TEM image of CdSe nanoparticles obtained at a residence time of 160 s. 
Taken from Yang et al.66 
The second type of microfluidic reactor uses a solid host or “chip” to house the channels, which are 
again of  typical width 100 – 1000 μm  (see  Figure 1.5). Microfluidic  chips  can be  fabricated  from a 
range of materials including glass, silicon and plastics. Poly(dimethylsilane) (PDMS) is a popular choice 
for  low temperature synthesis as  it allows for rapid chip fabrication by curing a  liquid precursor  in a 
suitably structured mould70.  For high temperature reactions (as typically needed for the synthesis of 
high  quality  QDs),  glass  or  silicon  chips  can  be  fabricated  by  standard  photolithography  –  both 
materials  exhibiting  excellent  chemical  and  thermal  durability.  Figure  3  shows  a  typical  dual‐
inlet/single‐outlet microfluidic  chip with an extended  serpentine  channel  for quantum dot growth. 
Heating  is most  commonly  achieved  by  placing  the  entire  chip  on  a  hot‐plate,  although  localised 
heaters  can  be  integrated within  the  chips  if  necessary.71  Capillary‐  and  chip‐based  systems  offer 
similar levels of control over particle properties (see, for example, Chan et al.27 and Yen et al.28 versus 
Yang et al.66 and Nakamura et al.67) but chips have an advantage over capillary microreactors  that, 
during fabrication, the channel geometry can be tailored to the specific requirements of the reaction, 
and  multiple  chemical  processing  steps  (heating,  cooling,  mixing  etc.)  can  be  straightforwardly 
combined in a single monolithic device. 
Two general issues should be taken into consideration when synthesising nanoparticles in microfluidic 
reactors. Firstly, one must generally  choose  solvents  that are not only  liquid at  room  temperature 
(thus permitting easy delivery from a syringe pump into a microfluidic channel), but also remain liquid 
even at  the high  temperatures  (>200 °C)  required  for  synthesis. This  rules out  the waxy  long‐chain 
ligands  typically used  for batch  synthesis28  and,  in practice,  the palette of usable  solvents  is  fairly 
limited,  with  octadecene,67,  72  squalane73  and  trioctylphosphine  oxide67  being  the  most  common 
choices.  Secondly,  the  precipitation  of  nanocrystals  in  narrow  channels  inevitably  runs  the  risk  of 
particle deposition on the channel walls which, if left unchecked, could lead to fouling of the reactor. 
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This  “elephant  in  the  room”  is  seldom  acknowledged  in  the  literature but  is  always  present,  to  a 
greater  or  lesser  extent  depending  on  synthesis  and  device.74  Hence,  particular  care  must  be 
exercised in the selection of solvents, reagents, and reaction conditions to ensure this problem does 
not become unmanageable. 
 
Figure 1.5: An example of a simple glass microfluidic chip as typically used for quantum dot synthesis. The chip, which can be 
placed on a hot plate, features two inlets and one outlet joined by a Y‐shaped junction and a (150 μm x 150 μm x 67 cm) 
serpentine channel, along which nucleation and growth take place. 
1.3.2 Microreactors for Optimisation and High Throughput 
Screening 
One  important application of microreactor  technology  is  in  the area of high  throughput  screening. 
The  turn‐key nature of microfluidic devices, and  the ability  to  step  systematically  through multiple 
values of a chosen reaction parameter, whilst holding others fixed, makes  it possible to accumulate 
large banks of experimental data more easily and  reliably  than  in conventional bulk‐scale synthesis 
(where batch‐to‐batch variability can frequently mask underlying trends). Microfluidic screening has 
been  used  in  many  areas  of  synthetic  chemistry,  but  an  interesting  example  in  the  context  of 
quantum dots was reported by Nose et al. who  investigated the role of alkyl amines as additives  in 
CdSe  synthesis.75 They used a  single heated capillary  fed by a  syringe containing a pre‐mixed CdSe 
precursor solution and – by systematically varying the size, shape and electron donating ability of the 
alkyl  amine  in  the  precursor  solution  –  investigated  the  influence  of  the  amine  on  the  growth, 
passivation and optical properties of the final particles. The length of the alkyl chain, for instance, was 
shown to have a systematic  influence on both the peak wavelength of QD  luminescence, see Figure 
1.6. 
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Figure 1.6: LEFT: The photoluminescence spectra of CdSe QDs synthesised with primary alkyl amines of different length; 
RIGHT: The peak emission wavelength versus alkyl amine chain length for different reaction times. Reaction mixtures 
containing longer fatty amines form smaller QDs with blue‐shifted emission as they result in bulkier precursor materials that 
diffuse more slowly and so reduce growth rates. 75  
Importantly, microfluidic devices are very amenable to the integration of online detectors that allow 
the quality and properties of the particles to be monitored in real time. Krishnadasan et al. made use 
of this fact to develop a fully automated chemical reactor for the synthesis of CdSe72 (see Figure 1.7). 
The nanoparticles were prepared by separately  injecting solutions of Cd oleate and Se  into the two 
inlets  of  a  heated  y‐shaped  chip‐based  reactor  similar  to  the  one  in  Figure  1.5,  and  an  in‐line 
spectrometer  with  laser  excitation  was  used  to  monitor  the  emission  spectra  of  the  emergent 
particles. The acquired data was fed into a control algorithm which reduced each spectrum to a scalar 
figure of merit  and  then  intelligently updated  the  reaction  conditions  in  an effort  to optimise  this 
coefficient and so drive the system towards a desired goal.  In this way, the system was able to find 
the  injection  rates  and  temperature  that  yielded  the  optimum  intensity  for  a  chosen  emission 
wavelength.  The  combination  of  microfluidic  synthesis  methods  with  online  monitoring  and 
experimental optimisation holds  great  promise,  and has  the potential  to  transform  the process of 
nanoparticle  synthesis  from  a  slow  and  laborious  exercise  in  manual  optimisation  into  a  fully 
automated procedure that requires no intervention on the part of the user. 
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Figure 1.7: LEFT: Schematic of automated chemical reactor for quantum dot synthesis; the emission spectra of the particles 
are monitored as they exit the chip and intelligent control algorithms update the reaction conditions to drive the system 
towards a product with desired properties. RIGHT: The emission spectra at various points in a typical optimisation run. The 
spectra show a progressive improvement as the search proceeds, with the 43rd measurement giving an exact match to the 
530 nm target (see inset), whilst also yielding optimum intensity for the target wavelength.  (The 13th and 41st measurements 
yield brighter particles but these deviate slightly from 530 nm). Taken from Krishnadasan et al. 72 
1.3.3 Synthesis of More Structurally Complex Particles 
Over  time  there has been  steady progress  in  the  structural complexity of  the particles  that can be 
fabricated  in microfluidic devices. The successful synthesis of core‐shell quantum dots –  in which a 
low  band‐gap  core  is  encased  in  a  large  band‐gap  shell  to  physically  isolate  the  exciton  from  the 
quenching effects of surface defects – was reported early on.57 The addition of the shell, however, can 
be a delicate procedure since it may have a detrimental effect on quantum efficiency if the shell is too 
thick or too thin. Hence core/shell synthesis is an exacting test for microreactor technology, requiring 
the  addition of  a  shell of  just  the  right  thickness  in order  to obtain  a useful  increase  in quantum 
efficiency. Luan et al. synthesised CdSe/ZnS QDs using a tubular reactor, similar to the one shown in 
Figure 1.3, using preformed CdSe quantum dots  in one syringe and a single‐source ZnS precursor  in 
the other.76 Using  the microfluidic  reactor,  they were  able  to  rapidly  identify  the optimal  reaction 
times  and  temperatures  for  shell  addition,  achieving quantum  yields  as high  as 70 %  as  shown  in 
Figure 1.8. It is evident from the data that the quantum efficiencies fall away sharply as the reaction 
conditions deviate  from the optimal conditions,  indicating the  importance of  identifying the correct 
parameter window for obtaining high quality particles.  
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Figure 1.8: Diagram showing how (a) the reaction temperature and (b) the reaction time affect the quantum yield and peak 
emission wavelength of CdSe/ZnS core/shell QDs prepared by mixing preformed CdSe quantum dots with a ZnSe precursor 
solution. The peak emission wavelength increases slightly in each case, indicating an increase in the ZnS shell thickness with 
increasing temperature and time. The quantum yield peaks at reaction conditions that correspond to the optimum shell 
thickness. Taken from the work of Luan et al.76 
One of the more interesting nanostructured materials prepared in a microfluidic reactor was reported 
recently by Uehara et al. who prepared triple‐strata ZnS/CdSe/ZnS quantum dots, in which low band‐
gap  CdSe  was  sandwiched  between  high  band‐gap  ZnS,  creating  a  radial  quantum  well.77  The 
synthesis was carried out  in three stages, using a simple heated capillary microreactor to form each 
stratum. The emission wavelength was tuned by varying the growth time for the CdSe shell, with the 
resultant particles  exhibiting  sharper  absorption  and  emission  features  and higher quantum  yields 
than equivalent particles prepared in bulk. 
 
Figure 1.9: Diagram showing how particle size, assessed by TEM, increases with the addition of each stratum of the 
ZnS/CdSe/ZnS quantum well (left) and how the optical features of the particles can be tuned by varying the duration of the 
CdSe shell deposition (right) .77 
Interestingly, before the work described in this thesis, QD synthesis in microreactors had been limited 
to  II‐VI materials such as CdSe and CdS. This reflects the relative ease of synthesis of  II‐VI materials 
over  other materials  such  as  III‐Vs  (e.g.  InP,78  InAs79)  and  IV‐VIs  (e.g  PbSe80).  III–V materials,  for 
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example,  are  more  attractive  than  II‐VIs  due  to  the  absence  of  toxic  and  industrially  restricted 
cadmium but present a greater synthetic challenge since  the stronger covalency of  the constituent 
atoms makes  it hard  to  formulate  labile precursor materials and  tends  to  yield  final particles with 
obdurate crystal defects.81 
Another area that is conspicuous by its omission in the literature is that of anistropic particle growth. 
Given  the  advantages  that microfluidic methods  have  been  shown  to  offer  for  the  synthesis  of 
(spherically  symmetric)  quantum  dots,  there  is  clear  merit  in  applying  similar  techniques  to 
anisotropic particles. Yet there are no published reports relating to the growth of even the simplest 
kinds  of  anistropic  semiconducting  nanoparticles,  such  as  rods  and  wires,  let  alone more  exotic 
branched  structures  such  as  tetrapods,82  which  is  surprising  since  anisotropic  semiconducting 
nanoparticles can offer key advantages over simple quantum dots, including polarised emission83 and 
improved connectivity  in thin solid films.84 A reason for this  is found  in the doctoral thesis of Emory 
Chan:74  Anisotropic  growth  of  quantum  rods  is  a  kinetic  process  whereas  isotropic  growth  is 
thermodynamically  favoured. Using a surfactant  to  impede precursor access  to certain crystal  faces 
helps anisotropic growth, but an additional requirement to drive this thermodynamically unfavoured 
process is to have a high concentration of precursors. The high concentrations required mean that in 
microfluidic  systems,  deposition  becomes  consequentially  much  worse.74  Nonetheless,  the 
anisotropic growth of metal particles has been achieved in microreactors and is discussed later in this 
chapter (§1.4.1). 
The ‘dial‐up’ control that microfluidics offers over reaction conditions makes it feasible to exploit the 
properties of anisotropic  structures  in ways  that are  impossible with  conventional batch  chemistry 
due to insufficient control, and there is a clear need for future work in this area. With the use of flow 
regimes that can reduce fouling (such as the droplet flow described in forthcoming results chapters) 
this should be possible in the future. 
1.3.4 Advances in Device Design 
As well as advances  in  the  sophistication and  range of materials being  synthesised,  there has also 
been significant progress in microreactor design. Yang et al. recently reported a method for improving 
the  size  distribution  of  nanoparticles  prepared  in  microreactors  through  the  use  of  separate 
temperature zones for nucleation and growth.85 They passed a simple capillary reactor through a tube 
furnace with  a  radial  temperature distribution  that diminished monotonically  from  a maximum of 
285 °C at  the walls  to a minimum of 260  °C at  the  central axis. The  temperature profile along  the 
capillary was varied by bending  the  capillary at  appropriate points  to  control  its distance  from  the 
wall. They configured  the  capillary  such  that  the  reagent mixture passed  first  through a  short high 
temperature section where a brief nucleation burst could occur and then through a longer section of 
a  lower  temperature where controlled growth could  take place – close  to  the optimal situation  for 
monodisperse  particle  growth.  (Nuclei  forming  over  an  extended  period  of  time,  and  so  having 
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varying  amounts  of  time  available  for  growth,  is  one  of  the  principal  causes  of  polydispersity  in 
colloidal growth86).  Importantly,  the high  surface‐area  to volume  ratios  in micro‐channels allow  for 
extremely efficient heat transfer, meaning the passing fluid can instantly adjust to the temperature of 
its  local  surroundings.87  The  heating  and  cooling  time  is  therefore determined  simply  by  the  time 
taken  for  the  fluid  to  pass  from  the  first  temperature  zone  to  the  second which,  for  the  channel 
dimensions and  flow  rates used by  the authors, was ~0.7 s.    In  this way,  the authors were able  to 
prepare particles with emission line‐widths as low as 29 nm, compared with line‐widths of 38 nm for 
particles  prepared  using  a  (constant  temperature)  straight‐through  geometry,  indicating  much 
improved monodispersity. 
 
Figure 1.10: LEFT: the experimental setup used by Yang et al.85 to synthesise CdSe quantum dots using two different 
temperature zones for nucleation (high) and growth (low). RIGHT: the absorption spectra (a) and the photoluminescence 
spectra (b) of QDs synthesised using this setup; clear improvements in size distribution, indicated by sharper spectral 
features, are obtained by using two separate temperature zones instead of one.85 
One issue that is common to all continuous flow reactors is viscous drag at the channel walls, which 
leads to a spread of fluid velocities in the channel (as illustrated in Figure 1.11a). This leads in turn to a 
spread of residence (growth) times within the microreactor, causing polydispersity and poorly defined 
particle properties.  In  low viscosity solvents,  the effects of dispersion are partially compensated by 
lateral diffusion which causes the reagents and growing nanoparticles to diffuse repeatedly across the 
channel, thereby sampling all velocities equally. However, dispersive  flow can be a serious problem 
for  the high viscosity  long‐chain  solvents  that are  typically used  for quantum dot  synthesis  (due  to 
slow lateral diffusion), leading to a significant broadening of the size distribution.29 
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a)
b)
c)
 
Figure 1.11: Diagram illustrating the three different flow regimes in microfluidic reactors. In continuous flow, a), friction with 
the tube wall results in a parabolic velocity profile across the channel, with the fluid at the centre of the stream moving 
fastest and the fluid at the periphery being at a virtual stand‐still. In slug flow, b), an immiscible phase (which may be a gas 
or a liquid) is introduced, causing the reaction phase to flow in discrete slugs, with substantial convective mixing occurring 
across the channel. In droplet flow, c), an immiscible liquid phase is introduced causing the reaction phase to flow in discrete 
droplets that are beneficially isolated from the channel walls. 
An  important method  for  limiting  the effects of drag was  recently  reported by Marre et al.,73 who 
developed a pressurised microreactor for high temperature synthesis. They compared quantum dots 
prepared at 270 °C  in supercritical hexane with particles prepared at the same temperature  in non‐
supercritical  squalane.  The  particles  prepared  in  hexane  had  substantially  narrower  emission  line‐
widths  in  the range 25  to 27 nm  (compared  to  line‐widths  in  the range 41  to 49 nm  for squalane), 
indicating  substantially  improved  monodispersity.  This  was  attributed  to  the  lower  viscosity  of 
supercritical hexane, which under  the  chosen  conditions was  some  twenty  times  less  viscous  than 
squalane,  resulting  in  faster  diffusion  of  particles  and  reagents  across  the  channel  and  better 
consequent  size  control.  Importantly,  the  use  of  a  pressurised  environment  to  keep  solvents 
supercritical  (i.e.  prevent  vaporisation)  at  elevated  temperatures  greatly  expands  the  palette  of 
usable solvents for quantum dot synthesis in microreactors, removing one of the principal limitations 
of the microfluidic approach. 
Although using a pressurised reactor can reduce the degree of velocity dispersion, the problem can be 
avoided altogether by switching  from continuous‐flow to segmented‐flow reactors.88  In segmented‐
flow  an  immiscible  phase  is  injected  into  the  channel  alongside  the  reaction mixture,  causing  the 
reagent to divide into a succession of slugs or droplets as illustrated in Figures 1.11b and c. In the case 
of  slug  flow  the  two  phases  de‐mix  into  an  alternating  sequence, with  both  phases wetting  the 
channel walls. The segmentation of the two phases induces convective mixing across the width of the 
channel,  ensuring  chemical  homogeneity  within  each  slug  –  important  for  achieving  a  highly 
monodisperse product.  The  slugs moreover pass  through  the  channel  at  a  common  speed,  so  the 
reaction mixture  is not subjected  to any kind of velocity dispersion. Hence  there  is  the prospect of 
achieving far narrower size distributions than can be achieved in continuous flow reactors. 
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Figure 1.12: LEFT: the experimental setup used by Marre et al. to synthesise CdSe QDs under high pressure.73 A high pressure 
syringe pump is used to drive Cd and Se precursor solutions into a heated silicon/glass microfluidic chip where they mix and 
react to form CdSe QDs which are collected in a pressurised receptacle. All parts of the system are maintained at high 
pressure by a pressurised N2 supply. RIGHT: photoluminescence spectra of QDs synthesised with this setup, using either 
squalane or supercritical hexane as the solvent. The sharper emission spectra of the QDs synthesised in supercritical hexane 
are indicative of narrower size distributions, as shown inset. 
In droplet flow, the  immiscible or  ‘carrier’ phase stretches continuously across the full  length of the 
channel wall, with the reagent phase forming discrete droplets inside the carrier. These droplets again 
pass through the channel at a common speed, eliminating dispersion, and moreover are beneficially 
isolated  from  the  channel wall  preventing  particle  deposition.  In  contrast  to  slug‐flow,  convective 
mixing does not occur automatically within the droplets, but it can be readily induced through the use 
of twisting channel designs which subject the droplets to a repeating sequence of folding, stretching 
and reorienting steps.88 
The vast majority of work on quantum dot  synthesis  in microreactors has utilised  continuous  flow 
reactors,  with  only  a  handful  of  reports  describing  the  use  of  segmented  flow  reactors  for  this 
purpose.  Two  of  these,  from  Shestopalov  et  al.31  and  Hung  et  al.32  used  oil/water  based  droplet 
reactors operating at room temperature to prepare cadmium sulphide quantum dots by mixing ionic 
cadmium and sulphur precursor solutions in controllable ratios. Whilst these studies clearly confirmed 
the  feasibility of preparing quantum dots  in droplet reactors, the particle quality did not match the 
levels  that  had  previously  been  attained with  continuous  flow  reactors  due  to  their  use  of  room 
temperature aqueous synthetic methods, which are known  to yield weakly emissive non‐crystalline 
nanoparticles.  These  papers  did,  however,  demonstrate  that  nanocrystals  could  be  successfully 
prepared  in non‐dispersive droplet  reactors with minimal  risk of particle deposition on  the channel 
walls, even after extended periods of operation. 
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Figure 1.13: Examples of segmented flow reactors for high temperature QD synthesis. LEFT: Gas/liquid slug reactor used by 
Yen et al.89 to synthesise CdSe at 260 °C. a) Inlets for the reagent and carrier phases b) Zone for particle growth c) Outlet 
region, shown under UV radiation. RIGHT: Glass droplet reactor used by Chan et al.90 to synthesise CdSe at 270 – 290 °C. a) 
Schematic of droplet reactor, with the square brackets showing the heated region. Droplets of the pre‐mixed reaction 
mixture in octadecene are generated within the perfluorinated polyether (PFPE) carrier fluid at the cross shaped section b). 
The geometry of this section is shown in more detail in c),d) and e).  
The first two‐phase reactor for high temperature quantum dot synthesis was reported by Yen et al.,89 
who used a segmented gas/liquid  reactor  fabricated  in silicon and glass, using argon and  the  (non‐
volatile)  solvent  squalane  as  the  carrier  and  reaction  phases,  respectively  (see  Figure  1.13).  They 
prepared CdSe by reacting cadmium 2,4‐pentanedionate with selenium at 260 °C (in the presence of 
oleic acid, oleylamine and  trioctylphosphine), and were able  to achieve good size control by  tuning 
the  injection  rates  of  the  cadmium  and  selenium  precursor  solutions.  They  reported  significantly 
narrower emission spectra (FWHM = 30 ± 2 nm) than for an equivalent single‐phase synthesis (FWHM 
= 35 ± 5 nm), consistent with  the non‐dispersive motion of  the reagent slugs. More recently, Lee et 
al.60 have used an alternative type of gas/liquid reactor to striking effect: they showed that by simply 
adding a volatile short‐chain amine to their CdSe precursor solution, they could generate the gaseous 
phase  in‐situ  during  heating,  causing  a  narrowing  of  the  full  width  half maximum  from  48.2 nm 
(without) to 25.6 nm (with). 
Whilst  highly  effective  at  eliminating  dispersion  in  the  flow  profile,  gas/liquid  reactors  have  two 
potential limitations: firstly, they have relatively narrow operating windows for stable operation since 
small changes in temperature or pressure can lead to large changes in the volume of the carrier gas; 
and, secondly, they can be susceptible to fouling since the reagent phase can come into direct contact 
with the channel walls, leading to particle deposition and possible clogging. To overcome these issues, 
Chan and co‐workers developed a high temperature (liquid/liquid) droplet reactor in glass,90 shown in 
Figure  1.13,  using  octadecene  as  the  droplet  phase,  a  high  boiling‐point  perfluorinated  polyether 
(PFPE)  as  the  carrier  fluid  and,  crucially,  a  surface  coating  of  perfluoroalkylsilane  to  ensure 
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preferential  wetting  of  the  channel  walls  by  the  carrier  phase.  They  were  able  to  controllably 
synthesise high quality CdSe by reacting cadmium oxide and elemental selenium  in the presence of 
oleic  acid and  trioctylphosphine  at  temperatures up  to 300 °C.  Importantly, no observable particle 
deposition occurred over the five‐hour active lifetime of their reactors, whereas an analogous reactor 
operating  under  continuous  flow  conditions  showed  clear  signs  of  particle  deposition  after  just 
twenty minutes. Operation for  longer than five hours was not possible, however, due to the  limited 
durability  of  the  surface  coating, which was  found  to  degrade  rapidly  under  the  harsh  operating 
conditions, causing the reagent phase to wet the channel wall and so induce irregular or laminar flow. 
It  is  clear  that  droplet  reactors,  through  their  effective  suppression  of  dispersion  and  particle 
deposition, offer considerable promise for quantum dot synthesis. However, it is equally evident that 
important  issues must be  addressed before  they become  a  truly  viable option.  Foremost  amongst 
these issues is the need to develop robust fluidic architectures that are capable of maintaining stable 
flow over extended periods of operation, whilst also offering wider operating windows  in  terms of 
usable flow rates and temperatures.  
1.4 Synthesis of Other Colloidal Nanocrystals in 
Microreactors 
The  motivations  and  challenges  for  synthesising  other  nanocrystalline  colloidal  materials  in 
microreactors are much the same as  for QD synthesis. Because of this, and the  fact that this thesis 
mainly concentrates on QD synthesis, discussion of the microfluidic synthesis of other materials will 
be  limited  to  plasmonic materials  (Au  and  Ag)  and  TiO2  ‐  the most  frequently  reported  non‐QD 
materials.  In  addition, discussion will particularly  focus on how  the microfluidic  synthesis of  these 
materials differs from that of QDs. 
1.4.1 Gold and Silver 
After quantum dots, the most reported nanocrystalline materials synthesised in microreactors are Au 
and Ag. As with quantum dots,  the main  reasons  for  this  are  the multitude of  synthetic  chemical 
strategies available and the ease of product characterisation via optical spectroscopy. The plasmonic 
absorptions  of  nano‐sized  Ag  and  Au  mean  that  information  on  particle  shape,  size,  and  size 
distributions can all be obtained in‐line.6, 91 
A handful of papers from 200435, 39 onwards have described the synthesis of Ag and Au nanoparticles 
using  both  organic  and  aqueous methods.38,  40  Improvements  in  size  distribution  relative  to  bulk 
synthesis have been reported,41 but as with QDs, it is the high levels of control over the end‐product 
that make the microfluidic method attractive, with particle size, size distribution and shape all being 
highly controllable.40, 92 The ability to control shape is a notable difference from QD synthesis, where 
only the synthesis of isotropic structures has been reported to date. Using Au and Ag seeds, nanorods 
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can  be  grown  in  both  continuous93  and  droplet  flow  reactors,92  with  variations  in  reaction 
temperature93 and stoichiometry92, 93 leading to controllable changes in aspect ratio. 
Figure 1.14 shows  the experimental setup used by Duraiswamy et al.92  to synthesis Au nanorods  in 
droplets using a PDMS chip. Aqueous reagents composed of isotropic gold seeds (S), a solution of Au3+ 
(R1) and reducing agent  (R2) were supplied  to a microfluidic T‐junction. The Au3+ solution  (R1) also 
included a small amount of Ag+ to influence the growth rate at different crystal facets and encourage 
anisotropic growth. At the T‐junction, the reagents met a stream of  immiscible silicone oil and were 
pinched off into discrete droplets. Downstream, the reagents mixed within the droplets, the reducing 
agent  reduced  the  Au3+  to  Au0,  and  anisotropic  growth  on  the  seeds  yielded  gold  nanorods.  The 
dimensions  of  the  rods  could  be  controlled  by  varying  the  chemical  composition  of  the  reaction 
mixture, with  aspect  ratios  as  high  as  4  obtained.92  Figure  1.15  shows  examples  of  Au  nanorods 
synthesised  using  this  method,  with  varying  aspect  ratios  obtained  by  using  different  reaction 
stoichiometries. 
 
Figure 1.14: a) Cartoon showing the experimental setup used by Duraiswamy et al.92 to synthesis Au nanorods in droplets 
using a PDMS chip. b)  Cartoon showing how, using the setup shown in (a), droplets are generated, the reagents mix, and Au 
rods subsequently grow. Taken from Duraiswamy et al.92 
Another  reason  why  Ag  and  Au  nanoparticle  synthesis  is  of  note  is  that  there  has  been  open 
discussion  of  particle  deposition  in  continuous  flow  channels38‐40  and  furthermore,  changes  in  the 
channel  chemistry  have  shown  to  produce  measurable  reduction  in  the  deposition:  In  a  simple 
reaction  involving  the  thermolysis  of  silver  acetate  in  the  presence  of  oleylamine  in  1,2‐
dichlorobenzene,  synthesis  in  glass  and  stainless  steel  channels  led  to  channel  fouling,  which 
manifested itself as a reduction in absorbance and an increase in the width of the product’s plasmonic 
absorption peak over  time. Using PTFE  tubing however,  largely eliminated  the deposition problem 
and  resulted  in  spectra  that  did  not  vary  significantly  over  time.38  Similarly,  in  a  simple  aqueous 
reduction  of  HAuCl4  in  a  glass  chip  reactor,  deposition  could  be  reduced  by  functionalising  the 
channels  to make  them hydrophobic or  raising  the  reaction pH  to  induce a net negative charge on 
both particles and channel wall, thus increasing their mutual repulsion.40 
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Figure 1.15: Au nanorods grown from seed in a droplet reactor, as described by Duraiswamy et al.,92 can be tuned via 
reaction stoichiometry.  TEM images of different samples are shown right, with average aspect ratios of 2.3 ± 0.5, 3.2 ± 0.5, 
4.0 ± 0.5 and 2.7 ± 0.3 for a b, c and d respectively. The corresponding normalised absorption spectra of the samples are 
shown left. The normalised absorption spectra all show two plasmonic absorption features‐ a transverse plasmonic 
absorption at shorter wavelengths and a longitudinal plasmonic absorption at longer wavelengths. The red‐shift shift of the 
longitudinal absorption indicates an increase in rod length.  Taken from Duraiswamy et al.92 
1.4.2 Titania 
TiO2 is notable amongst other microfluidically synthesised nanocrystalline materials as all microfluidic 
syntheses  reported  to  date  have  involved  biphasic  flow  regimes, which  stems  from  the  universal 
choice  of  titanium  alkoxides  (e.g.  titanium  tetraethoxide,  titanium  tetraisopropoxide)  as  titanium 
precursor. Titanium alkoxides are a popular choice of precursor for microfluidic synthesis of TiO2 as 
TiO2 can be obtained via one quick, easy procedure: To synthesise TiO2  from titanium alkoxides, an 
aqueous phase  is added  to an oil phase containing  the  titanium alkoxide precursor. Hydrolysis and 
subsequent condensation to TiO2 occurs at the interface between the two phases. Thus, biphasic flow 
is a direct  chemical  requirement of using  titanium alkoxide as precursor.  In applying  this  synthetic 
strategy  to  the microscale,  a  variety  of  flow  options  have  been  utilised,  including parallel  laminar 
flows,42 concentric co‐axial laminar flows,43, 94 plug flow44 and droplet flow.45 
 
Figure 1.16: LEFT: A schematic of the simple microfluidic system used by Wang et al.42 to synthesise TiO2, which was 
comprised of syringes and syringe pumps (1) and a chip‐based microreactor (2) . A TEM image and electron diffraction 
pattern of TiO2 produced using this setup is shown RIGHT. Taken from Wang et al.
42 
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TiO2 was  one  of  the  very  first materials  to  be  synthesised  in microreactors, with  the  first  report 
published  in 2002.42  In  this  early  report,  titania was  synthesised using  a  very  simple  experimental 
setup  (shown  in Figure 1.16)  in which a  solution of  titanium  tetraisopropoxide  in  cyclohexane was 
injected  into one  inlet of a simple 2‐in, 2‐out microfluidic chip at room temperature, while distilled 
water was  injected  into the other  inlet. The  immiscible  liquids flowed through the chip  in a parallel 
laminar  regime  and  reaction  occurred  at  the  phase  interface.  Despite  the  simple  setup,  colloidal 
titania was obtained of size < 10 nm (see Figure 1.16) which was shown to be crystalline anatase by 
electron diffraction.42 
Systematic control over titania particle size and size distribution was subsequently shown by Mae and 
co‐workers.43,  94 They used a  co‐axial  flow device  (an example of which  is  shown  in Figure 1.17)  in 
which a  solution of  titanium  tetraisopropoxide  in octanol was  injected  from a  central  tube  into an 
outer  flow of 67:33 mixture of  isopropanol and water. The  fluids were selected so as to maintain a 
controlled laminar flow regime (as opposed to plug flow), thus keeping the liquid interface away from 
channel walls and minimising  the  risk of particle deposition.43 Using  this  flow  regime,  it was  found 
that titania nanoparticles could be synthesised with much improved size distributions relative to the 
analogous bulk batch method  (see  Figure 1.17) and  that by modifying  the geometry of  the device 
(specifically the inner diameter of the inner tube) the average particle size could be changed from 45 
to 121 nm (as shown in Figure 1.17).43 Later research by the same group showed that particle size and 
size  distribution  could  also  be  controlled  by  varying  the  residence  time,  titanium  precursor 
concentration in the inner flow and water concentration in the outer flow.94 
 
Figure 1.17: CENTRE: Schematic of the co‐axial flow microreactor used by Takagi et al.43 to synthesise TiO2. SEM images of 
monodisperse TiO2 particles with average particle size of 45 nm (a), 84 nm (b) and 121 nm (c) are shown RIGHT. These 
samples were synthesised using an inner tube diameter of 307 μm ID (a), 607 μm ID (b) and 877 μm ID (c). An SEM image of 
TiO2 particles synthesised using the analogous bulk batch method is shown LEFT. Taken from Takagi et al.
43 
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To date, by the common approach of using titanium alkoxides precursors in conjunction with biphasic 
reactors,  it  has  been  possible  (with  suitable  modifications  to  the  method)  to  synthesise  titania 
nanorods,44  hollow  microspheres45  and  titania  capped  silica  nanoparticles95  as  well  as  isotropic 
nanoparticles.42,  43,  94 Nonetheless,  given  the  numerous  and well  known  routes  to  nanocrystalline 
titania,96 there appears to be significant scope to expand the routes to TiO2 nanoparticles that have 
been applied to the microscale. One such approach is explored in Chapter 5. 
1.5 Summary 
Techniques for preparing nanoparticles in microfluidic devices have advanced tremendously since the 
earliest reports  in 2002, with advances  in both the sophistication of the devices and the quality and 
structural complexity of the particles produced. Over 100 articles have been published in this area to 
date – with quantum dots  representing by  far  the  largest category – and  in virtually all cases clear 
advantages were  found over bulk synthesis procedures, most notably  in  the ability  to  fine‐tune the 
properties  of  the  final  product.  Nonetheless  challenges  remain,  chiefly  the  development  of  new 
reactors  and  synthesis  routes  that  can  successfully  suppress  dispersion  and  deposition whilst  still 
providing stable operation over a wide variety of reaction conditions. In this thesis, a versatile droplet 
reactor is described which successfully addresses these problems. 
Chapter 2
The  construction  and  operation  of  the microfluidic  devices  used  in  this 
thesis are described  in this chapter along with all chemical and analytical 
procedures.
Experimental
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2 Experimental 
2.1 Chemicals 
Unless stated otherwise, all chemicals were obtained  from Sigma‐Aldrich, UK. Deionised water was 
obtained  using  a  reverse  osmosis  system  (Elga),  the  purity  of  which  was  monitored  using  a 
conductivity/resistivity meter (Thornton 200CR, Mettler Toledo) and was typically ~7 MΩ. 
2.2 Bulk Quantum Dot Synthesis 
2.2.1 Bulk Synthesis of CdSe Quantum Dots 
CdSe  quantum  dots  were  synthesised  using  a  method  previously  published  by  Boatman  and 
Lisensky.97 
A  selenium  precursor  solution was made  by  adding  30 mg  of  selenium  (>  99.5 %)  and  0.4 ml  of 
trioctylphosphine (TOP, 90 %) to 5ml of 1‐octadecene (ODE, 90 %), degassing under vacuum and then 
stirring under a nitrogen atmosphere at room temperature until all selenium had visibly dissolved. 
26 mg of CdO (> 99.99 %), 1.2 ml of oleic acid (90 %) and 20 ml of ODE were added along with a stirrer 
bar to a 50 ml two‐necked round bottom flask fitted with a Liebig condenser, degassed and left under 
a  nitrogen  atmosphere.  The mixture was  then  heated,  by  immersion  in  an  oil  bath  at  220  °C,  to 
produce a colourless, clear solution. Whilst being vigorously stirred, 2 ml of the selenium precursor 
solution was quickly added to the reaction vessel and aliquots were subsequently taken periodically. 
After the selenium addition, the reaction solution was seen to quickly change colour from colourless 
to yellow and then over time to orange and eventually red.  
2.2.2 Bulk Synthesis of InP Quantum Dots 
The method described here is the bulk version of the microfluidic‐friendly method referred to later in 
§3.1.2.1 and §2.4, and is a variation of that recently published by Xu et al.78 
A  phosphorus  precursor  stock  solution  was  made  by  adding  1  g  of  tris(trimethylsilyl)phosphine 
(P(TMS)3) to 20 ml ODE. The solution was stored at 3 °C until required. P(TMS)3 is pyrophoric and thus 
was kept under N2 at all times. 
110.6 mg of  InCl3  (0.5 mmol), 216.0 mg of  zinc undecylenate  (0.5 mmol), 347.4 mg of oleylamine 
(1.0 mmol), 142.2 mg of oleic acid (0.5 mmol) and 15 ml ODE were added along with a stirrer bar to a 
25 ml three‐necked round bottom flask. A condenser, a thermometer and a stopper were fitted, then 
the mixture was heated under vacuum, whilst stirring, to 100 °C over the course of 20 minutes. At this 
point  the  flask was  filled with N2 and  the  temperature was  increased  to 230  °C. Above 100  °C  the 
mixture became optically clear and then turned a very pale yellow colour. 
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Whilst the reaction solution was vigorously stirred, 2 ml of the phosphorus precursor stock solution 
was  quickly  added  to  the  reaction  vessel  and  aliquots  were  then  taken  periodically.  After  the 
phosphorus addition, the reaction solution was quickly seen to change colour from a pale yellow to a 
strong yellow/orange and then over time to orange and finally red. 
2.3 Bulk Titania Synthesis 
An  example  synthesis  with  typical  quantities  is  given  below.  The  actual  quantities  used  varied 
between experiments and are specified in the text. 
7.2 μl of TiCl3 (~10 wt% in 20 – 30 wt% HCl) was added to 2 ml of water with vigorous stirring. To this, 
59.6 μl of  1 M NaOH was  added.   At  this  stage,  if  additives were used  in  the  synthesis  they were 
added  to  the  solution.  The  solution was  placed  into  an  oil  bath  at  80 °C  and  left  stirring  for  the 
prescribed amount of time. 
2.3.1 Obtaining pH Titration Curve 
10 ml TiCl3 solution (~10 wt% in 20 – 30 wt% HCl) was added to 40 ml DI water with vigorous stirring. 
A pH probe (Mettler Toledo InLab Expert Pro, attached to a Mettler Toledo SevenEasy pH meter) was 
inserted  into  the  stirring mixture. Using  a  50 ml  syringe  (Beckton Dickinson  Plastic)  and  a  syringe 
pump (PHD 2000, Harvard), 1M NaOH was added to the diluted Ti solution at a rate of 2.0 ml/min. 
The pH was manually recorded as the pH increased, until it exceeded 7. 
2.3.2 Simultaneous Spectroscopy and Titration 
Where  necessary,  the  titration  was  carried  out  in  an  optical  cuvette  to  enable  the  continuous 
acquisition of emission or absorption  spectra. The  titration of diluted TiCl3 with NaOH  is described 
below as an example. 
A  small  stirrer  bar  and  2.5 ml  of DI water were  added  to  a  quartz  optical  cuvette  (Hellma). With 
vigorous stirring, 65.0 μl of TiCl3 (~10 wt%  in 20 – 30 wt% HCl) was added to the cuvette which was 
then  placed  into  a  Fluoromax  2  fluorimeter  that  had  been modified  to  also  acquire  transmission 
spectra. A home‐made magnetic stirrer consisting of a medium sized stirrer bar attached to a small DC 
motor  powered  by  a  standard  laboratory  variable  power  supply  was  incorporated  into  the 
spectrometer. 1 M NaOH was gradually added  to the continuously stirred Ti solution using a 2.5 ml 
syringe (Becton Dickinson Plastic) and a syringe pump (PHD 2000, Harvard). The NaOH solution was 
fed into the cuvette using a glass capillary (ID 150 μm, OD 375 μm, Composite Metal Services) which 
was immersed in the solution to ensure a continuous and constant influx of NaOH. If the capillary was 
not  immersed,  the  dripping  of  the  NaOH  resulted  in  discontinuous  trends  in  the  optical  spectra. 
Spectra (either absorption or fluorescence) were continuously acquired during the titration. Care was 
taken to ensure the stirrer and the immersed capillary were positioned away from the spectrometer’s 
light path. 
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2.4 Quantum Dot Synthesis On-chip 
2.4.1 Microfluidic Chip Fabrication 
The substrates (Nanofilm, Westlake Village, USA) were composed of 1.5 mm thick soda lime glass with 
one side covered by two  layers‐ an under  layer of chrome (0.1 ± 0.6 µm) and a top  layer of positive 
photoresist  (0.53  ±  0.01 µm). Between  every  step  described  below,  the  substrate was  thoroughly 
cleaned using deionised water and then dried using filtered compressed nitrogen. 
Untreated substrate consisting 
of soda lime glass with layers of 
chrome and photoresist.
A photomask is applied and the 
substrate is illuminated with UV 
radiation
The exposed photoresist is 
removed using developer 
solution
The exposed chrome is removed 
using chrome-etchant solution
Microchannels are etched in the 
glass using a buffered HF 
solution
All remaining chrome and 
photoresist is removed
The substrate is thermally 
bonded to the glass cover slide
Inlet/outlet holes are drilled in a 
glass cover slide  
Figure 2.1: Glass chip fabrication via a wet‐etch method. 
An acrylic photomask  (JD Phototools, Lancashire, UK) was placed  in  front of  the photoresist‐coated 
side  of  the  substrate  and  the  substrate  illuminated with  UV  light  from  a  6 W mercury  lamp  for 
approximately 2 minutes. The photomask was patterned with  the  channel architecture, which had 
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been designed using  computer  software  (AutoCAD 2008, Autodesk, USA). The exposed photoresist 
was removed by  immersing the substrate  in developer solution (Microposit 351, Shipley Europe Ltd, 
Coventry, UK  in  a  1:5  dilution with  deionised water)  for  approximately  two minutes.  The  chrome 
layer,  exposed  by  the  removal  of  the  UV‐exposed  photoresist,  was  removed  by  immersing  the 
substrate in chrome‐etchant solution (Lodyne, Microchem Systems, Coventry, UK) until all the chrome 
had been visibly removed. 
Channels were etched into the glass by immersion into a buffered HF solution. The solution was made 
by mixing 2 ml HF (48 %), 14 ml NH4F, 28.5 ml concentrated aqueous HCl and 114 ml deionised water. 
During etching the substrate was removed from the solution and the channel width assessed using an 
optical microscope with distance‐calibrated gradations in the eye‐piece. The channel width was used, 
along with  the  original  channel width  (assumed  to  be  the width  of  the  photomask  channels),  to 
calculate the depth of the channel using the following equation: 
2
obsw wd −=  
where d is the channel depth, wobs is the observed channel width and w is the original channel width. 
This equation can be used since HF etches glass isotropically, i.e. at the same rate in each dimension., 
as shown in Figure 2.2. A depth of 50 µm was targeted. 
d
dw
wobs  
Figure 2.2: Schematic showing the various dimensions used to assess channel depth. 
At this stage, holes were drilled through the substrate at the end of each microchannel using 500 µm 
diameter tungsten carbide‐tipped drill bits (Diama International, London, UK). This was done so that 
fluid could enter and  leave  the microchannels after  the substrate had been bonded. The remaining 
photoresist and chrome  layers were  then removed by  immersion  first  in dimethylformamide  (DMF) 
for  approximately one minute  and  then  in  chrome‐etchant  solution until  all  the  chrome had been 
visibly  removed.  The  substrate  and  an  identically  sized  glass  cover  slide  were  then  cleaned  by 
immersion  in concentrated sulphuric acid for several hours followed by  immersion  in DMF and then 
methanol for 5 minutes each. 
Bonding was carried out by placing the glass substrate and cover slide together between two polished 
ceramic plates. These were placed in an oven (L5/11/P320, Nabertherm, Germany) under a 500 g iron 
(1) 
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weight. The  temperature was  first  raised and held at  the approximate glass  transition  temperature 
(555 °C) then raised and held above the glass transition temperature (585 °C) to bond and anneal the 
glass  surfaces. All  heating  and  cooling was  slow  so  as  to  avoid  cracking  caused by  expansion  and 
contraction. The bonding cycle is shown in Figure 2.3.  
0 5 10 15 20 25
0
100
200
300
400
500
600
Time (hours)
Te
m
pe
ra
tu
re
 ( °C
)
 
Figure 2.3: Temperature versus time plot for the bonding cycle (left) and a finished chip (right). 
After  the bonding  cycle,  the  substrate was  checked  for defects,  in particular Newton’s  rings which 
indicate unbonded areas.  If required, the substrate was subjected to another bonding cycle with an 
increased iron weight or a slightly higher peak temperature. 
Polymer‐coated  glass  capillary  tubes  (TSP  150375,  Composite  Metal  Services,  Shipley,  UK)  were 
attached to the microchannel entry/exit holes using a thermally and chemically resilient epoxy resin 
(Duralco 4525). A finished chip is shown in Figure 2.3. 
2.4.2 Precursor Solutions for CdSe Synthesis 
The cadmium precursor solution was made as follows: 520 mg of CdO, 24 ml of oleic acid and 400 ml 
of octadecene were added to a 500 ml round bottom flask. The mixture was degassed under vacuum, 
left under a nitrogen atmosphere and then heated by  immersion  in an oil bath to ~200 °C, at which 
point the mixture clarified to become a colourless solution. The solution was then allowed to cool. 
The selenium precursor solution was made by adding 600 mg of selenium, 32 ml of TOP and 400 ml 
octadecene  to  a  500 ml  round  bottom  flask,  degassing  under  vacuum  and  then  stirring  at  room 
temperature under a nitrogen atmosphere until all the selenium had dissolved. 
Both solutions were stored at ‐20 °C until required. 
2.4.3 Precursor Solutions for InP Synthesis 
The indium precursor solution was made as required by heating InCl3, Zinc undecylenate, oleylamine 
and oleic acid  in ODE under vacuum until the mixture clarified  (typically ~120 °C). The solution was 
made at half the concentration used in §2.2.2 in order to reduce the risk of particle deposition on the 
channel walls, but otherwise the quantities used were identical. 
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The phosphorus precursor was made as required by diluting the phosphorus stock solution described 
in §2.2.2 fifteen‐fold using ODE, in order to maintain 1:1 In:P stoichiometry at equal flow rates. 
2.4.4 Synthesis On-chip 
The precursor  solutions were  loaded  into 25 ml or 50 ml  gastight  syringes  (Hamilton Company or 
SGE).  These  were  loaded  into  syringe  pumps  (Harvard  PHD  2000  and  Harvard  Pump  33  pumps, 
Harvard Apparatus) capable of delivering continuous, smooth flow at rates as low as nl/hour, though 
rates  of  µl/min  were  typically  used.  The  syringes  were  connected  to  the microfluidic  chip  using 
fluorinated ethylene propylene  tubing  (Upchurch Scientific, Oak Harbor, WA, USA). The  tubing was 
connected  to  the  syringes  using  polyetheretherketone  (PEEK)  union  interconnects  (Upchurch 
Scientific, Oak Harbor, WA, USA) and  connected  to  the  chip by  slipping  the  tubing over  the  chip’s 
capillary inlets, giving a snug fit. The microfluidic chip was placed on a heating mantle attached to an 
independent controller (Series 96, Watlow, Nottingham, UK). Annotated pictures and a schematic of 
the setup used for synthesis on‐chip are shown in Figure 2.4 and Figure 2.5. 
 
Figure 2.4: Annotated photographs of the optimisation rig described in §2.4.4 and 2.4.5. 
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Figure 2.5: Schematic of the microfluidic synthesis rig described in detail in §2.4.4 and 2.4.5. 
2.4.5 Online Fluorescence Spectroscopy 
As illustrated in Figure 2.5, on exiting the chip, the reaction mixture entered a flow cell where it was 
analysed by fluorescence spectroscopy.  
Excitation was by a diode pumped Nd:YAG laser (10 mW, JDS Uniphase, Milpitas, CA, USA) at 355 nm. 
Emission was collected using a fibre optic cable, the entrance of which was positioned orthogonal to 
the incident laser excitation beam to minimise scatter. The fibre optic carried the collected light to a 
spectrometer (S2000, Ocean Optics, Netherlands) for analysis. 
The  intensity of  the  laser emission was known  to vary over  time,  so every  spectrum was adjusted 
accordingly using the equation below: 
( ) ( )( ) laser darkadjusted
laser dark
f ff
I I
λ λλ −= −  
where f(λ)adjusted  is the adjusted emission spectrum, f(λ)laser is the raw emission spectrum under  laser 
excitation,  f(λ)dark  is  the dark spectrum  (i.e. spectrum recorded without  laser excitation),  Ilaser is  the 
laser intensity and Idark is the dark intensity (i.e. intensity recorded when the laser shutter is closed). 
To monitor the laser intensity, approximately 5 % of the beam was split from the excitation beam and 
directed to a photodiode (Hamamatsu, Hertfordshire, UK) using a quartz glass slide. The photodiode 
was connected to a data acquisition card (USB‐6008, National Instruments, Austin, TX, USA). For the 
purposes of background  intensity measurements, the  laser was fitted with a shutter controlled by a 
linear stepper motor (Milford Instruments) which blocked the laser beam when required. 
Once the spectrum was acquired, it was automatically analysed in Matlab to provide information on 
the band‐edge emission peak. To do this, the peak was identified and then a gaussian distribution was 
fitted to it using a script by Tomlab Optimization. From the gaussian, the peak intensity, location and 
FWHM were  obtained.  It  should  be  noted  however  that while  the  peak  location  and  FWHM  are 
definitive values that give us a direct measure of the particle size and size distribution respectively, 
(2) 
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the  intensity  is  less easily  interpreted. An  increase  in  intensity could be due to either an  increase  in 
the  quantum  yield  (QY)  or  an  increase  in  the  concentration  of  QDs  in  solution.  Furthermore  an 
increase in particle size will also have some effect as the increase in cross section will mean increased 
absorption which,  at  a  fixed QY, will  give  increased  emission.  Thus while  an  increase  in  emission 
intensity  is generally desirable  (as  it  is points towards  increased QY and/or particle yield) this  is not 
necessarily always the case. For example, if we want to make the best quality QDs, a dilute solution of 
high QY QDs will be preferable  to, but may well  emit with weaker  intensity when  compared  to  a 
concentrated solution of poor QY QDs. 
2.4.5.1 Errors in Spectral Acquisition and Fitting 
The  error  in obtaining  the  spectrum  and  then  fitting  a  gaussian  fit  to  it  (as described  above) was 
gauged as  follows. The  flow cell  (shown  in Figure 2.4) was  filled with a  solution of pre‐synthesised 
QDs.  This  solution  was  left  in  the  flow  cell  and  200  emission  spectra  were  obtained  using  an 
integration time of 50 ms. Each spectrum was subsequently fitted and the parameters of the gaussian 
(peak  intensity, peak wavelength, FWHM) duly noted. The error  in  fitting was gauged by  looking at 
the sample standard deviations in these results, which are shown below in Table 2.1, A.  
The spectra obtained had a mean signal:noise ratio of 273, and gave standard deviations in intensity, 
peak wavelength and FWHM of 0.07 a.u.  (0.09 %), 0.01 nm and   0.09 nm  respectively.  It was noted 
that the signal:noise ratio of these spectra was higher than those typically obtained‐ spectra shown in 
this thesis have signal:noise ratios that can be as low as 150. Thus the measurements were repeated 
using  lower  integration  times  (13  and  3 ms)  so  as  to  decrease  the  signal  and  thus  decrease  the 
signal:noise ratio. The results obtained from these spectra with worse signal:noise ratios are shown in 
Table 2.1, B and C. 
Signal: Noise Ratio  Imax (a.u.)  λmax (nm)  FWHM (nm) 
 
Mean  Std Dev.  Mean  Std Dev.  Mean  Std Dev.  Mean  Std Dev. 
A  273  13  74.26  0.07  564.93  0.01  40.27  0.09 
B  135  6  74.03  0.17  564.91  0.03  40.12  0.29 
C  28  1  75.77  1.16  564.79  0.58  36.48  2.31 
Table 2.1: Data obtained whilst investigating the error involved in spectral acquisition and fitting. 
As  might  be  expected,  decreasing  the  signal:noise  ratio  resulted  in  greater  error  in  fitting  the 
gaussian. For example, when  the  signal:noise  ratio decreased  from 273  to 135  to 28,  the  standard 
deviation  in FWHM  increased  from 0.09 to 0.29 to 2.31 nm. This shows the  importance of ensuring 
the signal:noise ratio of spectra is as high as possible. 
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The spectra presented in this thesis typically have a signal:noise ratio greater than 200, but some can 
be as low as 150. Thus looking at the results obtained in Table 2.1, B, it is reasonable to suppose that 
all  spectroscopic  results obtained  inline are ±0.2 %  for peak  intensity measurements, ±0.03 nm  for 
peak wavelengths and ±0.3 nm for FWHM measurements. 
2.4.6 Optimisation Set-up 
In the optimisation work, the process of assessing different reactions conditions (flow rates and chip 
temperature) was automatically controlled by computer. A schematic of the experimental set‐up used 
to achieve this is shown in Figure 2.6. In a typical assessment of one set of conditions, the computer 
would set the flow rates and reaction temperature (via a RS‐232 link to the syringe pumps and heater 
controller)  then wait  for  the  system  to  stabilise.  The  stabilisation  time was  given by  the  following 
steady‐state equation: 
stab
tot
Vt
F
α ×=  
where tstab  is the time required to wait for stabilisation, Ftot  is the total flow rate, V  is the volume of 
the microfluidic system and α is a pre‐determined factor, commonly 9, that compensates for the fact 
that fluid velocities are non‐uniform  in  laminar flow systems (fluid close to the channel walls moves 
more slowly due to drag). This factor was empirically determined by recording the stabilisation times 
for a variety of flow rate changes of different magnitudes and using different chips. The time required 
for the system to stabilise was assessed by monitoring changes in the fluorescent emission spectrum 
following a flow rate change with the Cd:Se ratio maintained at 1:1 throughout for simplicity.  
Having waited for the system to stabilise, an inline fluorescence spectrum was obtained, from which 
the intensity, position and linewidth of the band‐edge emission were determined (as described above 
in §2.4.5). Based on these and other previous results the optimisation algorithm then determined the 
next  reaction conditions  to be  tested. The optimisation algorithm  itself was written  in Matlab  (see 
appendix) but all experimental control was done via Labview (National Instruments). 
(3) 
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Figure 2.6: Schematic of the microfluidic synthesis rig used for optimisation experimentation, as described in §0. 
2.5 Quantum Dot Synthesis in a Co-axial Flow 
Device 
2.5.1 Fabrication of the Co-axial Flow Device 
The  co‐axial  device  described  in  §3.1.3.4  and  §4.1  was  constructed  from  common  laboratory 
equipment:  glass  capillary  (ID  150 μm,  OD  375 μm),  a  glue‐dispensing  needle  (ID  635 μm,  OD 
~900 μm, a blunted hypodermic needle of equivalent size could alternatively have been used), needle 
cleaning wire  (supplied with  SGE gas‐tight  syringes),  a  standard  laboratory glass pipette  and  some 
adhesive.  The glass capillary sits in the centre of the barrel of the needle, and supplies the inner flow, 
while the outer flow travels down the needle outside of the capillary. 
 
Figure 2.7: Pictures showing the assembly of the co‐axial flow device. 
The device was constructed as  follows: The wire was wrapped  in a spiral around a ~5 cm  length of 
capillary, which was  then  inserted  into  the  glue‐dispensing  needle,  such  that  the  capillary  poked 
~1 mm beyond  the  tip of  the needle  (as  shown  in  Figure  2.7a).  The wire was used  to  ensure  the 
capillary was co‐axially located within the needle. The needle was then inserted into the narrow end 
of the glass pipette and adhesive was applied to fix  it  in place. The pipette was cut ~10 cm down to 
remove the wide end and leave a glass channel of uniform internal diameter. The barrel of the glue‐
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dispensing needle was sealed with adhesive, with a short  length of capillary  inserted  to ensure  the 
outer flow could be supplied to the needle tip, as shown in Figure 2.7b and Figure 2.8. 
Adhesive
Needle Barrel
Needle Tip
Glass Capillary Inlets
Glass Channel
150 μm
375 μm
635 μm
900 μm
 
Figure 2.8: Schematic of the finished co‐axial flow device. The cartoon shown left shows a side view of the device. For clarity 
the wire used to centralise the central capillary is not shown. Shown right is a cross section drawn to scale. 
2.5.2 InP Synthesis in Co-axial Flow  
Indium  and  phosphorus  precursor  solutions  (§2.4.3) were  loaded  into  gastight  syringes  (Hamilton 
Company  or  SGE),  which  were  subsequently  mounted  in  syringe  pumps  (PHD  2000,  Harvard 
Apparatus). The syringes were then interfaced with the device in the same way as for the microfluidic 
chip, described in §2.4.4. 
The  phosphorus  and  indium  precursor  solutions  were  configured  as  the  inner  and  outer  flows 
respectively, and  typical  inner/outer  flow  rates of 5/125 μl/min were used  in order  to obtain equal 
linear flow velocities down the glass channel. The device was clipped to a heating mantle, regulated 
by an independent controller (Series 96, Watlow, Nottingham, UK), which was heated to between 180 
and 300 °C as necessary. 
2.6 Nanocrystal Synthesis in Droplets 
2.6.1 Functionalisation of Glass Channels  
Preliminary  studies  of  droplet  flow  for  high  temperature  synthesis  involved  the  generation  of 
octadecene droplets  in a  fluorinated carrier  fluid within glass channels. To ensure the carrier phase 
preferentially wetted the channel walls‐ a requirement for successful droplet flow‐ the walls were first 
functionalised to give them a fluorinated surface. The protocol for functionalising channels on‐chip is 
as follows and was carried out under a nitrogen atmosphere in a glove bag (as the silane used was air 
and moisture sensitive). All solvents were of analytical grade and were not dried or distilled before 
use.  
The chip used (shown  in Figure 4.1a) was fabricated by Dr Siva Krishnadasan using a chip design by 
Steven  Sim98  and  had  a  channel  depth  of  ~50 μm.  To  functionalise  the  channels,  they were  first 
cleaned by  flowing piranha  solution  (a 3:1 mixture of  conc. H2SO4  to 30 % H2O2)  through  the glass 
channel  at  a  flow  rate  of  10 μl/min.  The  chip  was  then  rinsed  by  flowing  1 ml  DI  water,  1 ml 
isopropanol  (IPA) and 1 ml  isooctane  (IO) through the chip. The chip was dried using a vacuum and 
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then a 0.66 mM solution of perfluoro decyltrichlorosilane was  flowed  through  the chip at a  rate of 
1.5 ml/hr for 40 minutes. The chip was then rinsed‐ first with 1.5ml IO, then 0.75 IPA and finally 1 ml 
DI water. The channels were then cleared using a vacuum, and the chip heated for 12 hours at 120 °C 
in order to cross bond the newly attached silane molecules at the channel surface and thus increase 
the stability of the surface coating.  
To  quickly  assess  whether  the  functionalisation  had  been  successful,  the  chip  was  placed  on  a 
microscope, perfluoropolyether (PFPE, Fomblin Y 06/6) and water were passed through the channels 
and observation made of which liquid preferentially wetted the walls. 
For droplet work carried out  in  the coaxial  flow device,  the glass channel was  functionalised  in  the 
exact same way, except the functionalisation was carried out on the glass channel  itself, before the 
device was constructed (see §2.5 for a description of the construction of the coaxial device).  
2.6.2 Construction of Capillary-based Droplet Reactor for CdSe 
& InP Quantum Dot Synthesis 
Following  on  from  the  preliminary work  carried  out  in  glass  channels,  an  alternative  reactor was 
constructed  based  around  a  PTFE  capillary  which,  importantly,  was  preferentially  wetted  by 
perfluorinated  solvents without need  for  surface  functionalisation. The  reactor was  constructed as 
described below. 
 
Figure 2.9: a) Schematic of full system for nanoparticle synthesis and characterisation, comprising droplet generator, heated 
oil‐bath, and in‐line optical detection for real‐time analysis. The specific characterisation method shown here is fluorescence 
spectroscopy utilising transparent FEP tubing and excitation by laser. b) Close‐up of droplet generation stage.  
Two 45° incisions were made on opposite sides of a ~15 cm length of silicone tubing (VWR, ID 1 mm, 
OD  3 mm),  approximately  1 cm  from  the  end.  Into  the  incisions  were  inserted  two  ~7 cm  glass 
capillaries (Polymicro, ID 150 μm, OD 375 μm), taking care to ensure that the mouths of the capillaries 
met in the centre of the silicone tubing. A 1.5 m length of PTFE tubing (VWR, ID 1 mm, OD 2 mm) was 
inserted into the end of the silicone tubing and forced inwards until the PTFE tubing was within 2 mm 
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of the capillary tips. 1 m of the central section of the PTFE tubing was coiled and then placed  into a 
variable  temperature  oil  bath.  The  precursor  solutions were  loaded  into  10 ml  syringes  to which 
fluorinated  ethylene  propylene  (FEP)  tubing  (Upchurch  Scientific,  ID  356 μm,  OD  1.57 mm)  was 
attached using polyether ether ketone  (PEEK)  luer‐lock  interconnects  (Upchurch scientific). The FEP 
tubing was slipped over the glass capillaries. PFPE carrier fluid was loaded into a 50 ml syringe which 
was then  interfaced with the device using a  luer‐lock dispensing tip (Intertronics, OD 1.5mm) which 
was simply inserted into the vacant end of the silicone tubing. 
2.6.3 Droplet Reactor for TiO2 Synthesis 
The droplet reactor was constructed in the same way as for CdSe synthesis (see §2.6.2), except for the 
following differences. ODE was used as the carrier fluid. The PTFE tubing had an ID of 0.82 mm, and 
was 4.5 m long, 4 m of which was immersed in an oil bath at 90 °C. No in‐line spectroscopy was used. 
Droplet  synthesis was  typically  carried  out  using  ODE  /  TiCl3  soln  /  NaOH  solution  flow  rates  of 
55 / 0.5 / 16.5 μl/min. 
2.6.4 Droplet Reactor for Ag Synthesis 
The droplet reactor was constructed in the same way as for CdSe synthesis, (see §2.6.2) except for the 
following differences. ODE was used as the carrier fluid. The PTFE tubing had an  ID of 0.82 mm and 
was 30 cm long. No heating was used. In line spectroscopy was carried out using an absorption flow 
cell  (FIAlab  instruments  SMA‐Z‐10).  The  PTFE  tubing  was  connected  to  the  flow  cell  using  PEEK 
interconnects (Upchurch Scientific), a deuterium  lamp  (Analytical  Instruments Systems  Inc. Model D 
1000CE) was used as  light source and the spectrum was recorded using a CCD spectrometer (Ocean 
Optics USB 2000) and Spectra Suite software (Ocean Optics). 
Droplet  synthesis  was  carried  out  using  ODE  /  Ag  solution  /  NaBH4  solution  flow  rates  of 
75 / 8.3 / 16.7 μl/min. 
2.6.5 Droplet Volume Measurements 
To ascertain  the volume of  the droplets being produced,  first  the  rate at which  the droplets were 
generated was determined. This was done by filming the droplet generation using a USB microscope 
(Maplin  400x  USB  Digital Microscope)  at maximum  frame  rate,  then  later  replaying  the  video  at 
reduced  speeds  and  counting  the  number  of  droplets  generated  in  a  given  period. Droplets were 
counted  until  either  100  droplets  had  been  counted  or  60  seconds  of  video  had  been  viewed. 
Knowing  the rate at which  the droplets were generated and  the  flow rate at which  (droplet‐phase) 
reagents were driven into the device, the droplet volume was easily obtained.  
Given that the maximum error in counting droplets could be 2 in 100, the error in timing might be as 
much as 0.2 s  in 20 s and  the error  in  the  flow delivered by  the syringe pumps could be ±0.5 %  (as 
taken  from the pump manual), the maximum error can be estimated as being ±2.5 %. This  figure  is 
small relative to the trends seen later in §4.3.1. 
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2.6.6 Continuous Flow Setup 
The droplet reactor was adapted for continuous flow usage by forcing the auxiliary capillaries into the 
PTFE tubing as shown in Figure 2.10. The carrier fluid was kept stationary but the reagent flow‐rates 
were increased as necessary to give a reasonable residence time. 
 
Figure 2.10: Schematic of capillary reactor configured for continuous flow operation. 
2.6.7 Precursors for Quantum Dot Synthesis 
Cadmium  and  selenium precursor  solutions  in ODE,  for  synthesis of CdSe were made  in  the exact 
same way as described in §2.4.2. Indium and phosphorus precursor solutions in ODE, for synthesis of 
InP, were made in the exact same way as described in §2.4.3. 
2.6.8 Precursors for TiO2 Synthesis 
TiCl3 solution (~10 wt%  in 20 – 30 wt% HCl) was  loaded, as received,  into a 1 ml gas‐tight syringe. A 
0.25 M NaOH (99 %, VWR) solution was prepared and loaded into a 10 ml gas‐tight syringe. 
2.6.9 Precursors for Ag Synthesis 
1.470 g  PVP  (MW  ~29000 Da)  was  dissolved  in  ~20 ml  water  in  a  25 ml  volumetric  flask.  Once 
dissolved, 0.102 ml AgNO3 (0.1 M solution, Alfa Aesar) solution was added, and the volume was then 
made up to 25 ml with water. The solution was loaded into a 10 ml gas‐tight syringe. 
A 20 mM  solution of NaBH4 was made by dissolving 0.0189 g  in 50 ml water  in a  volumetric  flask. 
0.0665 ml of the NaBH4 solution was added to 0.0125 ml of 1 M NaOH solution in a 50 ml volumetric 
flask and made up to 50 ml with water. This solution was loaded into a 10 ml gas‐tight syringe. 
2.6.10 In-line Fluorescence Spectroscopy for Quantum Dot 
Synthesis in Droplets 
In‐line fluorescence spectroscopy of the capillary‐synthesised particles was carried out as follows. The 
opaque PTFE tubing was connected to a 10 cm length of optically transparent FEP (VWR, ID 1 mm, OD 
2 mm) using a short length (~ 1.5 cm) of silicone tubing (VWR, ID 1 mm, OD 3 mm) – see Figure 4.2. As 
PTFE and FEP have similar surface chemistry, the droplet flow is unaffected by the change in channel 
material.  The  droplets  were  excited  using  a  355  nm  Nd:YAG  diode‐pumped  laser  (10 mW,  JDS 
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Uniphase, Milpitas, CA, USA), and the emission spectra were recorded using a fibre‐optic coupled CCD 
spectrometer  (Ocean Optics  S2000)  controlled  via  Labview  (National  Instruments). A 395 nm  long‐
pass filter (CVI Melles‐Griot) was positioned in front of the fibre‐optic to prevent scattered excitation 
from reaching the spectrometer. An annotated picture of this setup is shown in Figure 2.11. 
The collection of the QD emission spectra was controlled by Matlab, using a different routine to that 
used  in continuous flow experimentation (§2.4.5). A different routine was required  in order to a) be 
able  to  auto‐range  the  integration  time despite  the  signal being  intermittent, due  to  the droplets 
passing in and out of the probe volume, and b) cut out spectra in which the probe volume contained 
no droplet (and thus contribute only noise). The routine  is described below, but the original Matlab 
code is shown in the appendix (§8.2.4). 
The  routine  ran as  follows: Spectra were continuously acquired  for 30 s using an  initial  integration 
time (tint) of 200 ms. If at any point the spectrometer saturated, the tint was reduced by 75 % and the 
30 s  acquisition  restarted.  This was  repeated  until  a  full  30 s worth  of  spectra  had been  acquired 
without  saturation.  The  spectrum  containing  the  strongest  intensity  in  the  visible  range  (400  – 
700 nm) was identified and that strongest intensity set as a benchmark, Imax. All spectra with intensity 
≥ 0.5 x Imax were then averaged and the other spectra discarded. This had the effect of removing all 
spectra where  there was no droplet or only a  small  fraction of a droplet present within  the probe 
volume. 
 
Figure 2.11: An annotated picture of the in‐line fluorescence spectroscopy setup. 
A dark spectrum (i.e. without excitation) was then acquired using the final value of  tint and as many 
averages  as  could  be  fitted  into  20 s.  The  dark  spectrum was  then  subtracted  from  the  averaged 
sample spectrum to get a processed spectrum. 
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The signal:noise ratio of the processed spectrum was then assessed in Matlab. If it was lower than a 
pre‐specified value (typically 200), then further sample spectra were acquired and averaged (in 30 s 
batches using  the  final value of  tint), until  the measured signal:noise  ratio was higher  than  the pre‐
specified value. 
Once the spectrum was acquired, it was automatically analysed in Matlab to provide information on 
the band‐edge emission peak. To do this, the peak was identified and then a gaussian distribution was 
fitted to it. From the gaussian, the peak intensity, location and FWHM were obtained. 
2.7 Off-line Analysis 
All  bulk‐synthesised  nanocrystals  were  analysed  using  fluorescence  and  absorption  spectroscopy 
using a Fluoromax2 fluorimeter that had been modified to also acquire transmission spectra.  
Samples  for TEM were prepared by dropping a dilute  suspension of nanoparticles onto a grid and 
allowing the solution to evaporate. The grids were composed of a Formvar/carbon thin film on a Cu 
mesh (Agar Scientific S162‐3). TEM was performed using a JEOL 2010 microscope fitted with a 200 kV 
electron gun. 
XRD analysis was carried out using a Nonius PDS 120 powder diffraction system consisting of an INEL 
curved, position‐sensitive detector  (PSD) within a static beam‐sample geometry, fitted with a GeniX 
system with Xenocs FOX2DCU10_30P mirror to generate ultra‐high brightness copper K radiation. The 
ultra‐high brightness x‐ray beam was restricted to 25 µm using a pinhole system. The position of the 
x‐ray beam was determined by recording its image on a fluorescent screen. Silver behenate (C22H44O2∙ 
Ag) and silicon powder were used for the calibration of this instrument. The samples were dispersed 
in  acetone  and  dried  on  a quartz  substrate. Different  areas  of  the  sample were  then  analysed  to 
ensure  sample homogeneity.  XRD  analysis was  carried out by Dr Deborah Berhanu  at  the Natural 
History Museum.  
Crystallite size was estimated from XRD data by applying the Scherrer formula, which correlates peak 
broadening with crystal domain size and is given as follows: 
θβ
λ
cos
kd =  
where d is the crystallite domain size, k is the shape factor (assumed to be = 0.9 here), λ is the x‐ray 
wavelength (0.154 nm), β  is the FWHM of the peak and θ the Bragg angle of the peak used for the 
calculation. 
(4) 
Chapter 3
This  chapter  focuses  on  work  carried  out  to  extend  and  improve  the 
microscale synthesis of quantum dot in continuous flow reactors. This was 
done  by  a)  increasing  the  range  of  quantum  dot materials  that  can  be 
synthesised  in  microreactors  and  b)  implementation  of  a  new 
optimisation routine  for autonomous quantum dot  synthesis. Deposition 
onto channel walls was found to be a pervading problem.
Nanocrystal Synthesis
in Continuous Flow 
Microreactors
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3 Nanocrystal Synthesis in Continuous 
Flow Microreactors 
3.1 InP Nanoparticle Synthesis 
3.1.1 Introduction 
Although there has been a  large amount of research  into the synthesis of QDs  in microreactors, the 
reported work to date has focussed exclusively on the synthesis of II‐VI materials. Generally, II‐VI QDs 
are  the most  studied  type of QD  (in both bulk  and on  the microscale), with CdSe being  the most 
popular material due to easy synthetic methods, good quantum yields and narrow size distributions.99 
The presence of  toxic cadmium, however, means  that CdSe QDs are of environmental concern.  InP 
QDs, on the other hand, have an obvious advantage due to the absence of cadmium and additionally 
because of a smaller bulk band‐gap. As a consequence,  the maximum emission wavelength  for  InP 
QDs is in the near IR,100 making them an attractive prospect for fluorescent imaging in vivo as tissue is 
transparent at these wavelengths.101 In contrast CdSe QDs can not emit outside the visible spectrum, 
unless doped with other materials.100  
III‐V QDs (such as  InP) have been  less extensively studied compared to  II‐VIs, (even  in bulk) and the 
synthetic methods  have  historically  yielded  nanocrystals  of  inferior  quality.  Size  distributions  are 
normally broad81, 102 and the luminescence of the particles is often weak unless they are subjected to 
post‐synthesis treatments such as HF etching103 or extensive annealing.104 III‐V synthesis is also much 
more “temperamental” than II‐VI synthesis: minor changes of precursors or stoichiometry often result 
in dramatic changes  in  the end product,78,  79 and  thoroughly air‐free and water‐free conditions are 
often required.78, 79, 104‐106 Advances have recently been made  in the bulk synthesis of  III‐V materials 
however, with  recently  reported  routes  using  simple  pyrolytic  synthetic  procedures  producing  InP 
QDs with narrower size distributions and quantum yields that compare favourably to CdSe QDs.78, 107 
For example, a recent paper by Xu et al.,107 reports the synthesis of  InP QDs with greatly  improved 
quantum yields (30% uncapped) due to the addition of a zinc salt into the reaction mixture, which is 
thought  to aid QD  luminescence by co‐ordinating  to  surface phosphorus atoms as  the QDs  form107 
thus reducing the number of dangling surface bonds. 
Two  separate  theories  exist  as  to  why  the  size  distributions  seen  in  III‐V  materials  (and  InP  in 
particular) are broader than for II‐VIs. A very recent and topical theory suggests that this is due to an 
extremely  intense  nucleation  period  that  uses  up  all  the  precursor  material,108  although  it  has 
previously been argued that a protracted nucleation period is the cause.102 
This  latter  theory  stems  from  the  fact  that  long  protracted  nucleation  periods  can  result  in 
polydisperse particles as particles formed at the start of the nucleation period have a longer time to 
grow relative to particles formed at the end of the nucleation period. Thus the nucleation and growth 
steps  in QD  synthesis need  to be as  temporally distinct as possible and  the nucleation of  the QDs 
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should generally be as short as possible.109 With  increasing covalency of the materials  involved, the 
nucleation  and  growth  stages become  energetically more  similar  and  as  a  consequence  it  is more 
difficult  to  separate  them‐  resulting  in  longer  nucleation  periods  and  a  larger  size  distribution.102 
Bonding in III‐V materials tends to be more covalent in nature than II‐VIs and the precursors tend to 
be strongly complexed, thus it was proposed that III‐V QDs had longer nucleation periods and hence 
suffer from larger size distributions relative to II‐VI QDs.102  
Though plausible,  there  is  currently no  experimental  evidence  to  support  this  theory whereas  the 
alternative explanation  is supported by recent findings by Allen et al.108 They suggest that the  large 
size distributions are  the  result of extremely strong nucleation periods  that use up  the  reagents so 
quickly that no molecular precursors are  left for particle growth. QD growth can generally occur via 
one  of  two  separate  mechanisms:  size‐focusing  and  size‐defocusing,  commonly  referred  to  as 
“Ostwald  ripening”.110  This  latter  growth mechanism  occurs when  there  are  few  or  no molecular 
precursors and  involves  the dissolution of  smaller particles while  larger particles continue  to grow, 
thus broadening the size distribution.99, 110 Allen et al., showed using 1H NMR spectroscopy that the 
phosphorus precursor commonly used in InP QD synthesis, P(TMS)3, is entirely used up within a few 
seconds during  InP synthesis;108  implying that subsequent QD growth can only proceed via Ostwald 
ripening, detrimentally affecting the size distribution. Results shown later in §3.1.2 are consistent with 
this new theory. 
3.1.2 Bulk Synthesis 
3.1.2.1 Creating a Microfluidic‐friendly Synthesis 
The synthesis employed here was based on the method reported by Xie et al.78 This method was used 
as  it gives the best reported quantum yields for the synthesis of uncapped  InP QDs, and  is a simple 
one‐pot method that can be readily adapted to a microfluidic format. In its original form, the pyrolytic 
synthesis  (described  in detail  in §2.2.2) consists of the  injection of a cold solution of P(TMS)3  into a 
vigorously stirring hot solution consisting of indium stearate, zinc undecylenate and hexadecylamine. 
As described, however, the method is unsuitable for microfluidic synthesis since some of the reagents 
are insoluble at room temperature and the synthesis results in a turbid mixture. Thus the method was 
altered by substituting oleic acid for stearic acid and oleylamine for hexadecylamine. These changes 
gave reagents soluble at room temperature and products that were optically clear. 
Figure 3.1  shows  the difference  this  substitution made  to  the  emission  spectrum of  the products. 
Though the altered method appears to reduce the range of peak wavelengths obtained over time by 
about 15 nm,  the  spectra are  in  the  same area of  the  visible  spectrum and  the  FWHM  values are 
similar. This altered method was used in the microfluidic synthesis described in §3.1.3. 
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Figure 3.1: Plots comparing the standard and altered bulk syntheses for InP QDs. The evolution of the emission spectra over 
time is shown top‐left for the standard method and bottom‐left for the altered method. The change in peak position and 
linewidth (FWHM) with time are shown bottom‐right and top‐right respectively. 
3.1.2.2 An Alternative Microfluidic‐friendly Synthesis 
An alternative synthesis was tested, where the fatty acid (e.g. stearic acid, oleic acid) was replaced by 
TOP. As was the case for the methods described  in §3.1.2.1, making this substitution gave reagents 
soluble at room temperature and optically clear products. This synthetic method was successful, but 
produced QDs with  striking dissimilarities  to  those  synthesised using  the methods described  in  the 
previous section, as shown in Figure 3.2. 
Firstly,  the  earlier  emission  spectra  appear much broader due  to what  appears  to be  a  significant 
surface  defect  emission  (shown  in  Figure  3.2).  The  band‐edge  emission,  however,  appears much 
sharper than for the methods that used fatty acids (previously discussed  in §3.1.2.1),  indicative of a 
narrower  size  distribution. A  narrower  size  distribution  is  confirmed  by  comparing  the  absorption 
spectra of the QDs obtained from the two different methods, as shown in Figure 3.3. When TOP was 
used in place of fatty acid, much more clearly resolved first excitation peaks were obtained. 
Secondly, the peak position and  linewidths showed quite different trends with time. After an  initial 
period of about one minute, λmax increased almost linearly with time, while the FWHM decreased to 
50  nm.  This  is markedly  different  from  the  trends  seen  in  Figure  3.1  and  is  consistent with  size‐
focussing growth. This observation is consistent with the mechanism of InP formation in the presence 
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of fatty acids recently proposed by Allen et al.108 They proposed that in a standard InP synthesis, such 
as that described in §3.1.2.1, the fatty acids play a key role in the decomposition of the P(TMS)3. This 
occurs  very quickly,  leading  to  a  short,  sharp nucleation period which uses up  all  the phosphorus 
precursor and means any  subsequent growth must occur  via Ostwald  ripening‐  increasing  the  size 
distribution  (as  was  seen  in  §3.1.2.1).  Thus  without  fatty  acids  we  might  expect  a  less  intense 
nucleation  period,  less  phosphorus  precursor  used  up  and  subsequently,  size  focussing  growth. 
Indeed this is seen to be the case. 
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Figure 3.2: Diagram showing the luminescent spectra of InP QDs synthesised using the alternative method incorporating 
TOP. The raw spectra are shown (left) along with a plot of the FWHM and λmax against time (right). Note the FWHM values 
are based on a Gaussian fit of the band‐edge emission. 
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Figure 3.3: Absorption spectra of InP QDs synthesised using  stearic acid (left) and TOP (right) acquired after different 
reaction times. 
Thirdly  the QDs were markedly  less  luminescent when prepared using TOP,  although  this was not 
quantified. As the key to the good luminescent properties seen in the methods described in §3.1.2.1 is 
thought to be surface passivation by the Zn salt,107  it can be speculated that  in this case TOP  is the 
predominant surface ligand. 
This method was  not  implemented  into  the  subsequent microfluidic  synthesis work  described  in 
§3.1.3, due  to  the weak  luminescence, which would have made online  analysis more difficult  and 
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would have  limited  the  “value” of  the  final product. Clearly, however,  there  remains  considerable 
scope to improve the synthetic route. 
3.1.3 Microfluidic Synthesis 
3.1.3.1 Synthesis in Glass Capillary 
Having established a synthesis suitable  for microfluidic application, my  first attempt  to prepare  InP 
QDs was carried out using a simple capillary microreactor. As described in §1.3.1, the simplest type of 
microreactor  is  a  heated  capillary  in which  precursors  are  injected  from  a  syringe  into  a  capillary 
immersed in a heated oil bath. Despite the simplicity of such reactors, the reaction product can still be 
controlled to a very high level by varying reaction temperature and residence time. 
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Figure 3.4: Diagram showing the fluorescent spectra of capillary synthesised InP quantum dots obtained at different flow 
rates (top). Also shown are plots showing how the peak intensity (bottom left) and position (bottom right) varied with flow 
rate.  
Indium  and  phosphorus  precursor  solutions  consisting  of  indium  oleate,  zinc  undecylenate  and 
oleylamine in ODE and P(TMS)3 in ODE, respectively, were individually prepared as described in §2.4.3. 
Equal volumes of these were mixed, and the resulting precursor solution injected into a glass capillary 
(ID 150 μm)  immersed  in an oil bath at 230 °C. A clear yellow/orange solution was obtained, which 
fluoresced with  a  gaussian  emission  profile,  indicative  of  InP  quantum  dot  formation.  Figure  3.4 
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shows the emission spectrum of InP QDs produced in this manner for different precursor flow rates. 
As expected, slower flow rates, and thus longer reaction times, shifted the peak wavelength to longer 
wavelengths  (indicative  of  larger  particles)  and  increased  the  intensity  (due  to  the  annealing  of 
surface defects and the increase in absorption cross‐section with increasing particle size). 
 
Figure 3.5: Picture showing a glass capillary blocked following InP synthesis. 
The above results indicate it is quite possible to make high quality InP nanoparticles with strong band‐
edge  emission  using  even  the  simplest  microfluidic  structures,  however,  the  method  employed 
suffered from excessive channel fouling. Dark material was deposited onto the capillary walls, mostly 
located at the point where the capillary entered the oil bath (as shown  in Figure 3.5) and complete 
blockage typically occurred in as little as 30 minutes.  
3.1.3.2 Synthesis On‐chip 
Single‐input  capillary  systems  are  convenient  for  preliminary  experimentation  and  prototyping 
purposes, but they lack the operational flexibility required for more complex chemical processing. In 
particular,  although  the  reaction  time  and  temperature may  be  controlled with  ease,  the  use  of 
premixed reagents provides no opportunity for optimising the product through reagent composition, 
e.g.  there  is no way  to vary  the  In:P  ratio  in  the  reaction mixture. To do so  requires multiple  input 
reactors, for which chip‐based microfluidic systems are more convenient. The InP synthesis was thus 
implemented  in a simple two‐in, one‐out y‐shaped reactor fabricated from glass (§2.4.1), which was 
heated using a solid‐state heating mantle.  Indium and phosphorus precursor solutions consisting of 
indium  oleate,  zinc  undecylenate  and  oleylamine  in  ODE  and  P(TMS)3  in  ODE,  respectively,  were 
prepared as described in §2.4.3, then injected into the hot chip where mixing and reaction occurred. 
An  orange  solution  which  exhibited  band‐edge  fluorescence  was  obtained  above  ~170 °C.  The 
influence of total flow rate, temperature and In:P flow ratio are shown in Figure 3.6. 
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Figure 3.6: Shown at the top are the emission spectra of InP quantum dots synthesised on a y‐shaped glass chip as a function 
of: a) flow rate (with temperature and In:P ratio fixed at 200 °C and 1:1 respectively), b) temperature (with total flow rate 
and In:P ratio fixed at 30 μl/min and 3:1 respectively) and c) reaction stoichiometry (with temperature and total flow rate 
fixed at 230 °C and 30 μl/min respectively). Shown immediately below are the peak intensity and peak wavelength as a 
function of the parameter being varied. 
Increasing the temperature and extending the reaction time (i.e. decreasing the flow rate) had similar 
effects on the band‐edge emission, leading in both cases to a red‐shift in the peak wavelength and an 
enhancement  in  the  intensity as expected  for  larger particles. The  tail at  long wavelengths became 
more prominent as  the  temperature was  lowered, consistent with  there being  less  thermal energy 
available  to  anneal  out  surface  defects.  Increasing  the  indium  content  from  an  initial  excess  of 
phosphorus led to an initial red‐shift in the emission wavelength followed by a subsequent blue‐shift, 
akin to the situation in CdSe where increasing the cation content from an initial deficiency has been 
shown  to have  a  similar  effect.72  In  contrast  to  the behaviour of CdSe, however, using  cation‐rich 
reaction mixtures appeared to have a beneficial effect on the emission intensity. This may be in part 
attributable  to  the  presence  of  the  zinc  salt  in  the  indium  precursor  solution, which  aids  particle 
luminescence by passivating dangling bonds at surface defects.107 
InP  synthesis  on‐chip was  generally  problematic,  however,  as  the  channel‐fouling  encountered  in‐
capillary was also found to occur on‐chip. Though some chips could endure up to 3 hours of constant 
synthesis, others lasted just 30 minutes before blocking. This made data acquisition especially tricky, 
partly because of the short time‐frame available and partly because the flow dynamics, (and thus the 
reaction conditions) were constantly changing as material was deposited on the channel walls. 
If we look at an example of a blocked chip, shown in Figure 3.7, it can be seen that deposition starts 
immediately  after  confluence  of  the  precursor  streams  and  is mostly  located  at  the  start  of  the 
channel. If these channels are examined microscopically,  it  is seen that material has been deposited 
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predominantly on the  left side of the channel, corresponding to the  indium precursor. This suggests 
that  deposition may  be  due  to  the  production  of  In2O3,  as  the  literature  often  notes  the  risk  of 
producing insoluble particulate In2O3 in syntheses of this kind
78, 106, 107 and the pale yellow appearance 
of the  In precursor solution hints that some  In2O3 may have  formed. The  inset  images  in Figure 3.7 
indicate how severe the fouling can be in certain regions of the channel. 
 
Figure 3.7: Picture of a 2‐in, 1‐out glass chip with deposition from InP synthesis. The left inlet corresponded to the In 
precursor and the right to the P precursor. Shown inset are images of the channels taken with an optical microscope. 
In  an  attempt  to  alleviate  the  deposition,  two  changes  in  the  method  were  attempted:  firstly 
synthesis was attempted using the alternative method using TOP in place of oleic acid (§3.1.2.2), and 
secondly  the  standard  method  was  repeated  using  a  chip  with  hydrophobically  functionalised 
channels  generated  by  flowing  a  solution  of  dichlorodimethylsilane  in  hexane  (3  %  by  volume) 
through a clean chip for 30 minutes at 10 μl/min, following a method taken from previous work by 
Koc.111 Neither approach, however, showed any lessening of the chip‐fouling. 
3.1.3.3 Growth of Pre‐nucleated InP QDs On‐chip 
It was noted that when InP was synthesised on‐chip, deposition only occurred towards the start of the 
channel  (see  Figure 3.7)  and,  similar observations were made  for  synthesis  in  capillary  (see  Figure 
3.5). This suggests that deposition might be related to the nucleation of the particles. 
To further investigate this, it was decided to ascertain whether InP QDs could be grown on‐chip from 
pre‐formed  InP  seed  particles  and,  if  so,  whether  the  lack  of  a  nucleation  step  would  decrease 
deposition. To create the InP solution for growth, a standard bulk synthesis of InP QDs was carried out 
(§3.1.2.1) but after P(TMS)3  injection,  the reaction was  immediately quenched by  immersion of  the 
reaction  vessel  into a  room  temperature water bath. The  reaction mixture was  then drawn  into a 
syringe and subsequently injected into a standard 2‐in, 1‐out glass chip with the unused inlet blocked 
off. 
The solution was injected into the chip at a fixed rate of 10 μl/min and the temperature incrementally 
increased while  the  fluorescent  spectrum was monitored online. As  shown  in Figure 3.8, when  the 
temperature was  raised  above 170 °C  the  emission peak was  seen  to  shift  to  longer wavelengths, 
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indicative of the growth of larger particles. As we might expect, higher temperatures resulted in larger 
shifts  in  the peak, due  to  increased growth  rates and  thus  larger particles. Along with  this, higher 
temperatures  also  resulted  in  increased  intensity,  due  to  increased  annealing  and  increased 
absorption cross section, and increased peak FWHM‐ indicative of growth via Ostwald ripening. 
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Figure 3.8: a) The emission spectra of InP QDs grown on‐chip rom pre‐formed InP seeds at a range of temperatures. b) Plots 
showing how the peak intensity (Imax), peak wavelength (λmax) and FWHM of the spectra vary with temperature. 
The  reaction  solution  was  then  diluted  twofold  and  threefold  to  see  how  the  growth  would  be 
affected. As shown in Figure 3.9, dilution had the effect of decreasing the observed increase in peak 
wavelength. Along with decreased growth,  the  intensity and  FWHM accordingly  shifted by  smaller 
amounts at higher dilutions. 
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Figure 3.9: Plots showing how the starting concentrations of the growth solution affect the magnitude of the change in 
emission intensity, peak wavelength and FWHM. 
Changes in flow rate (and thus residence time) also had a notable effect on the QD growth as shown 
in  Figure  3.10.  Slower  flow  rates  and  thus  longer  residence  times  resulted  in  a  shift  in  the  peak 
wavelength to  longer wavelengths  indicating  larger particles, and an accompanying  increase  in peak 
intensity and FWHM. 
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The  trends  observed  here  show  that  InP  QDs  can  be  controllably  grown  on  chip,  with  the 
temperature,  flow  rate  and  growth  solution  concentration  all  proving  to  have  controllable  and 
rational effects on the magnitude of growth. 
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Figure 3.10: a) The emission spectra of InP QDs grown on‐chip at 200 °C and a range of flow rates. b) Plots showing how the 
peak intensity (Imax), peak wavelength (λmax) and FWHM of the spectra vary with flow rate. 
The most  important  thing  to note, however,  is  that  for all  the experiments  carried out on  InP QD 
growth, no deposition whatsoever was observed, despite operating  for several hours. This strongly 
suggests that the deposition of InP seen in normal synthesis from indium and phosphorus precursors 
is related to the nucleation of the particles, and that if this process can be carried out away from the 
channel walls  then deposition  can be  averted.  For  this  reason,  a different  strategy was  applied  in 
which I attempted to synthesise InP in a co‐axial flow device. 
3.1.3.4 InP Synthesis in a Co‐axial Flow Device 
In  co‐axial  flow,  two  fluids  flow  in  a  laminar  regime, with  one  flow  fully  encapsulated within  the 
second, as shown  in Figure 3.11, where a blue dye has been dissolved  in  the central stream  to aid 
visibility.  The  concentric  orientation  means  that  the  interfacial  area  between  the  two  fluids  is 
maximised and that where the two  liquids meet, they do so away from the channel walls. Thus this 
flow regime offered the possibility of nucleating InP away from the channel walls and thus preventing 
deposition.  Eventually  lateral diffusion would mix  the  two  streams, but  it was hoped  that by  that 
stage  nucleation  would  have  ended  and  the  risk  of  particle  deposition  would  therefore  have 
diminished. 
Phosphorus precursor solution (§2.4.3) was flowed through the  inner channel and  indium precursor 
solution  (§2.4.3) was  flowed  through  the  outer  channel  at  flow  rates  of  5 μl/min  and  125 μl/min 
respectively. These  flow  rates were used  to ensure  that  the  fluids  flowed at equal  linear velocities 
down  the  glass  channel.  The  device was  heated  by  clamping  the  device  to  a  solid‐state  heating 
mantle. When  temperature was  raised  above 180 °C,  a  clear orange  solution was obtained, which 
fluoresced  under  UV  excitation  with  a  gaussian  shaped  emission‐peak  characteristic  of  InP  QD 
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formation. As shown in Figure 3.12, increasing the temperature resulted in a red‐shift in the emission 
peak, characteristic of larger particles forming due to increased growth rates.  
 
Figure 3.11: Picture illustrating how the co‐axial flow device functions. Water coloured with a blue dye flows from the inner 
channel while un‐dyed water flows from the outer channel. 
Unfortunately  the device did not have  the desired effect of preventing deposition. As  is  shown  in 
Figure 3.12, a large quantity of material accumulated at the start of the channel, suggesting that the 
reagents contacted the channel walls before nucleation had finished. Furthermore, the fact that the 
deposition  occurred  so  soon  after  the  fluids  meet  suggests  that  they  were  not  flowing  in  the 
controlled laminar regime shown in Figure 3.11, but in a more chaotic fashion, likely to be due to the 
fact that the heat was only supplied from one side.  
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Figure 3.12: Emission spectra of InP QDs synthesised in a co‐axial flow device at a range of temperatures. The device is 
shown below after ~2 hours of synthesis. A large quantity of deposited material (*) is clearly visible on the channel walls. 
Although  initially  high  levels  of  control were  obtained  when  synthesising  InP  in  continuous  flow 
microreactors, none of  the  reactors  that were used were  robust against particle depositions and  it 
was  thus necessary  to  look  for alternative approaches,  resilient  to  channel  fouling, as discussed  in 
Chapters 4 and 5. 
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3.2 Automating Nanocrystal Synthesis 
3.2.1 Introduction 
In  this  section, we  turn our attention  to  the automated  synthesis and optimisation of nanocrystals 
using microreactors. CdSe was synthesised  in  this work as  it  is much  less prone  to channel  fouling, 
relative  to  InP,  and  is  synthesised  using  similar  pyrolytic  methods  that,  previously,  have  been 
extensively applied to microfluidic systems (see Chapter 1). 
The optimisation work described herein builds upon previous work, carried out by Siva Krishnadasan, 
published  in 2007.72  In  that work, CdSe QDs were synthesised  in an automated microfluidic system 
where the reaction temperature and the precursor flow rates could be  independently controlled by 
computer  and  the  emission  spectrum  of  the  QDs  could  be  automatically  acquired  and  assessed. 
Stable Noisy Optimisation by Branch  and  Fit  (SNOBFit,  a  global  optimisation  routine developed by 
Huyer and Neumaier112) was used  to  repeatedly probe different  regions of  the  reaction parameter 
space and identify the conditions required to produce CdSe quantum dots with properties as close as 
possible to pre‐specified criteria.  
Since  a  user  of  this  system might  want  to  specify  several  different  criteria  (such  as  intensity  of 
luminescence,  peak  intensity  wavelength  or  full‐width  half‐maximum  (FWHM)),  the  optimisation 
routine used a weighted‐product approach to assess the “merit”  (i.e. the quality of the particles) at 
each point tested in the reaction space: 
δλλ γβαλ MMMIU I ++=),(  
where U(I,λ)  is the merit function used to assess each point, MI  is the calculated merit value of the 
peak intensity, Mλ is the calculated merit value of the peak wavelength and Mδλ is the calculated merit 
value of the FWHM. α, β and γ are scalar coefficients. Each merit value (Mx) is in turn calculated from 
its own merit function, and can vary between zero (best) to one (worst). Hence  if conditions can be 
found that set the total merit value, U, to zero, we will have found particles that perfectly meet our 
specified criteria. The three scalar coefficients α, β and γ, set the contribution of each merit value, Mx, 
towards the total merit value, U, and will vary depending on which properties we seek to optimise 
and  their  relative  importance.  Setting  the  coefficients  to  appropriate  relative  values  is  non‐trivial, 
however, as is best shown by an example: 
Figure  3.13  shows  emission  spectra  (previously  shown  in  Figure  1.7)  taken  from  a  SNOBFit 
optimisation  in which  two  separate parameters were optimised:  a  target  emission of  530 nm was 
sought while maximising the  intensity. To achieve this coefficient values of α = 0.2, β = 0.6 and γ = 0 
were employed in the weighted merit function (Equation 5). 
(5) 
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Figure 3.13: Results taken from a SNOBFit optimisation in which emission at 530 nm was targeted while maximising 
intensity. The emission spectra at N = 3, 13, 19, 31, 41 and 43 are shown. The spectra show a progressive improvement in 
terms of wavelength match and intensity as the DC value decreases. The inset shows a magnified image of the band‐edge 
emission peak for measurement 43 with the vertical dotted line indicating the target wavelength. Taken from Krishnadasan 
et al.72 
The reaction conditions that were identified by the system as best were those that gave spectrum 43. 
Spectrum  43  coincided  exactly with  the  target wavelength  (see  inset)  and was  rated  superior  to 
spectra  13,  19  and  31 which  each  had  similar  or  stronger  emission  but  deviated  from  the  target 
wavelength by 1.5, 0.8 and 0.8 nm, respectively. It is likely, however, that in practice we would prefer 
spectrum 13‐ sacrificing the slight deviation of 1.5 nm from the target wavelength for the very  large 
increase (over double) in intensity. Thus, specifying suitable values for the scalar coefficients is tricky 
and requires significant empirical knowledge of the system in order to make an appropriate choice. 
One potential solution to this problem, however,  is the  implementation of constrained optimisation 
which makes  for easier and more  intuitive problem specification. The use of constraints  in SNOBFit 
changes the way  individual points are assessed. Rather than attributing a merit value based upon a 
weighted‐product of several properties, the merit value of a point is defined as the sum of the merit 
value  obtained  from  a  key  property  that we  seek  to  optimise  (e.g. QD  emission  intensity)  and  a 
penalty  based  upon  other measurable  properties  that we wish  to  control  (e.g. QD  emission  peak 
wavelength or FWHM) but are happy to compromise if it means an improvement in the key property. 
The penalty increases as the property being controlled gets further away from a pre‐specified target 
value. 
The way  constraints  can  be  used  in  optimisation  is  best  illustrated  by  example:  Say we want  to 
synthesise quantum dots which  fluoresce as brightly as possible at a target emission wavelength of 
550 nm, but we are more  interested  in the brightness of the particles and, hence, will tolerate peak 
wavelengths up to ~15 nm away from the target. Figure 3.14 shows emission spectra that might be 
obtained during a search of the reaction parameter space.  
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Figure 3.14: Diagram showing emission spectra that might be obtained during a search of the reaction parameter space in 
which we seek to optimise the fluorescence intensity while targeting an emission of 550 nm  ± 15 nm. The solid line indicates 
the target wavelength, while the dashed lines indefined the bounds of acceptable wavelengths. Plots a), b) and c) each 
represent different scenarios which are discussed in the main text. 
Of the three spectra shown in Figure 3.14a, the green spectrum fulfils our criteria best and will have 
the best merit value. The green  spectrum  is within  the constraints  (|λmax–λtarget| = 12 nm) and  thus 
will have minimal penalty imposed and will be preferred over the blue spectrum (|λmax–λtarget| = 2 nm) 
which, while  very  close  to  the  target wavelength, has much weaker  intensity.  Likewise,  the  green 
spectrum will be preferred over the red spectrum (|λmax–λtarget| = 25 nm) which boasts much stronger 
intensity, but lies outside our specified range and thus will have a penalty imposed. 
Figure 3.14b shows three spectra which have equal intensities but different peak wavelengths. Here, 
the spectrum closest to the target wavelength (blue) will have the best merit and will be preferred to 
the  green  spectrum which  is within  the boundaries but  further  away  from  the  target  and  the  red 
spectrum which is outside the boundaries. 
Figure 3.14c shows an example where a tight “judgement call” has to be made. Is the blue spectrum, 
which  is  just  within  the  boundary,  preferred  to  the  green  spectrum,  which  is  just  beyond  the 
boundary but has a stronger intensity? In this case, it is not clear which spectrum will have the lower 
merit  value  and  this  will  depend  on  exactly  how  the  boundary  is  defined.  This  is  quantitatively 
discussed in the remainder of this section, where constraint‐based optimisation is described in a more 
rigorous fashion. 
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The  examples  given  above  give  a  qualitative  explanation  of  how  merit  values  are  assigned  in 
constraint  based  optimisation.  A  more  quantitative  description  on  how  SNOBFit  utilises  soft 
constraints is now given. Formally, the merit value of a point is given as: 
)()()( xrxqxpmerit +=  
where  x  is  a  coordinate defining  the  reaction  conditions under  examination, pmerit(x)  is  the overall 
merit function of the point, q(x) is the merit function of the key property we seek to optimise and r(x) 
is the penalty function. pmerit(x) can range from ‐1 to 3 since q(x) is defined to range from ‐1 to 1 and 
r(x) to range from 0 to 2. The optimisation routine seeks to minimise the value of pmerit(x). 
The merit function of the desired property, q(x) is defined as follows: 
0
0
( )( )
( )
f x fq x
f x f
−= Δ + −  
where f(x) is a measured value of the desired property (e.g. intensity in the examples shown in Figure 
3.14), f0 is the value of the best known “feasible” point known at the time of posing the problem (i.e. 
the best point  inside the allowed constraint boundaries) and Δ  is a constant defined as the median 
value of previously obtained  |f(x)-fo| values. Δ  is  found experimentally and can be updated as more 
data is obtained. 
If we wish to also control another property  (e.g. wavelength  in the examples shown  in Figure 3.14) 
the penalty function, r(x), is defined as follows: 
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where: 
SxFFx ⎟⎠
⎞⎜⎝
⎛ −= σδ
)()(   if  F(x) ≤ F  
S
FxFx ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= σδ
)()(   if  F(x) ≥ F  
δ(x) = 0  if  F  < F(x ) < F  
F(x) is a measured value of the property that needs to be controlled, while  F  and  F  define upper 
and lower hard boundaries inside of which no penalty is applied and outside of which a progressively 
increasing penalty  is  imposed. σ crudely defines the maximum permitted deviation outside the hard 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
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boundaries,  whilst  S  (the  slope  parameter)  controls  the  “sharpness”  of  the  penalty  function. 
Together,  σ  and  S  control how  quickly  the  penalty  is  imposed  outside  of  the  hard  boundaries,  as 
illustrated in Figure 3.15.  
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Figure 3.15: Diagram showing how changes in σ and S affect how the penalty is imposed outside of the hard boundaries, 
which are indicated by the dashed lines. On the left, S is held constant at 2 and on the right, σ is held constant at 10 nm. 
The x axis  is  specific  to  the property being  controlled and Figure 3.15  shows  the  case where peak 
wavelength  is  being  controlled. Note  that  the  σ  value  corresponds  to  the  point  outside  the  hard 
boundaries where the penalty, r(x) = 1. 
The penalty function described above is for the case where we wish to control just one property (e.g. 
peak wavelength), however, multiple properties can be accommodated into the penalty function (e.g. 
we may wish to control both peak wavelength and peak FWHM). In that case the penalty function is 
given more generally by: 
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where for each property that we wish to control: 
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where i  is used to differentiate between different properties and δi(x), Fi(x),  iF ,  iF , σi and Si are 
property‐specific versions of δ(x), F(x),  F , F ,  σ and S which were defined earlier. 
(13) 
(14) 
(15) 
(12) 
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Of course, there are other alternative ways to define q(x), r(x) and hence pmerit(x), but the definitions 
given above are effective as they  lead to a continuously differentiable merit  function. Furthermore, 
since  the merit  function  is  bounded  by  (‐1,  3),  it means  that  if  there  is  any  point  that  cannot  be 
properly assessed, (which may happen if certain experimental restrictions were not know at the time 
of setting the problem‐ so called “hidden constraints”), SNOBFit can simply assign a definitive merit 
function value of 3.112 
3.2.2 Code Implementation 
SNOBFit  using  soft  boundaries  (softSNOBFit)  was  used  to  optimise  CdSe  synthesis.  As  previously 
stated, CdSe was synthesised in this work as it is much less prone to channel fouling, relative to InP, 
and  can  be  synthesised  using  similar  pyrolytic  methods  that,  previously,  have  been  extensively 
applied  to microfluidic systems. The experimental setup used  to achieve  this was  the same as  that 
used to synthesise InP on‐chip (§3.1.3.2) in which precursor solutions of cadmium oleate and SeTOP 
(§2.4.2) were  injected  into a heated 2‐in, 1‐out glass chip  in which mixing and reaction occurred to 
yield  CdSe QDs.  softSNOBFit was  tested with  the  following  2‐dimensional  problem: we  sought  to 
optimise QD luminescence intensity with soft constraints placed on the peak wavelength, allowing the 
cadmium and selenium precursor flow rates to be adjusted but holding the temperature constant. 
The routine was run  in two stages.  In the  first stage, a “feasible” point  (i.e. a point within the hard 
boundaries, f0 in equation 7) was found using a standard SNOBFit routine. Once a feasible point had 
been  found,  the  system  then  shifted onto  the  soft boundary optimisation,  softSNOBFit. Note,  the 
Matlab code used to run this routine is given in the appendix (§8.1). 
In both the SNOBFit and softSNOBFit sections of the routine, 70 % of calls explore already identified 
minima in the reaction space, while 30 % of all calls are to previously unexplored reaction space. The 
latter  is  done  with  a  view  to  discovering  new  minima  that  could  be  superior  to  those  already 
identified.  
Shown in Figure 3.16 to Figure 3.20 is data from a standard softSNOBFit run in which the changeable 
parameters were: Target λmax = 530 nm, hard boundary = ± 0.5 nm, σ = 5 nm, slope parameter = 10. 
Figure  3.16  shows  wavelength  deviation,  intensity  and  overall  merit  value  versus  measurement 
number. Each  call  represents  the  results obtained at a new point  in  the  reaction parameter  space 
selected by the optimisation code based on the data acquired to date. As we would expect, the lower 
merit values coincide with higher  intensity values and λmax values nearer to the target. Higher merit 
values  regularly  occur  and  this  is  attributable  to  the  code  investigating  unexplored  regions  of  the 
reaction space away from the current minimum  
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Figure 3.16: Diagram showing the Merit Value assigned to each call in a typical softSNOBFit run (top). Also shown for 
comparison are the related plots of intensity (middle) and λmax relative to the target λmax (bottom). Note, in all three plots, 
the transition from the SNOBFit to softSNOBFit protocols is shown by a vertical dashed line and, in the bottom plot, the hard 
boundary (± 0.5 nm) and σ values (5 nm from the hard boundary) are shown by hard and dashed horizontal lines 
respectively. 
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Figure 3.17: The left plot shows where in the reaction space points are chosen as the run progresses. The colours of the 
points indicate the call number. The trapezoid enclosed by the dotted lines indicates the boundaries of the allowed flow 
rates. The right plot shows how the best merit value descends as the run progresses. The transition from the SNOBFit to 
softSNOBFit protocols is shown by a vertical dashed line 
Over  time  the  best  (lowest)  merit  value  decreases,  with  the  improvements  becoming  generally 
smaller over time, as shown in Figure 3.17. Also shown in this figure are the reaction conditions that 
the  code  chose  to  test  over  time.  As would  be  expected,  as  time  progresses  one  specific  region 
becomes  increasingly favoured, though points are still regularly tested away from this region.  It can 
also be seen that most of the extreme conditions are tested early on. 
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If we look at how the emission spectra progresses with time, as shown in Figure 3.18, it can be seen 
that as  the routine progresses  it  finds  increasingly  favourable conditions  that produce better, more 
emissive  QDs,  while  still  subject  to  the  constraints  on  peak  position.  As  we might  expect,  large 
improvements  are  found  towards  the  beginning  of  the  routine,  with  progressively  smaller 
improvements made with time since the code is essentially “fine‐tuning” the already located optima. 
The optimum spectrum, obtained at n = 37 has a peak wavelength of 533.8 nm, 3.8 nm away from the 
target and 1.2 nm within the soft boundary and was achieved without any user intervention. 
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Figure 3.18: Diagram showing how the softSNOBFit optimisation routine discovered conditions that gave better QDs as it 
progressed. The emission spectra of the QDs obtained at call number 3, 16, 27, and 37 are shown left, with the hard and soft 
constraints on peak position indicated by the dashed and dotted lines respectively. The accompanying decrease in the best 
merit value is shown right, with the red circles highlighting the call numbers that correlate to the spectra shown left. 
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Figure 3.19: Diagram showing how the merit value responds to variations in λmac (left) and Intensity (right). In the left plot 
the hard boundaries are shown by the inner dashed lines, while the sigma values are shown by the outer dashed lines. 
The high slope parameter used here means  that a negligible penalty  is given  to  the majority of  the 
wavelength range within the soft boundaries (Target λmax ± [Hard Boundary + σ]), whilst a high penalty 
is  applied outside of  the boundaries  (as  shown  graphically  in  Figure 3.15).  This  is  apparent  in  the 
Figure 3.19 where Merit Value  is plotted against  λmax values. Low merit values are assigned  to  λmax 
values within  the  soft boundaries, high merit values are obtained outside of  these boundaries and 
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there  is  a  sharp  transition  inbetween. With  lower  slope  parameter  values  we  would  expect  the 
transition at the soft boundaries to be less pronounced. 
Also  shown  in Figure 3.19  is a plot of Merit Value against  Intensity which  shows  two separate and 
distinct curves:  the curve with  lower merit values corresponds  to points within  the soft boundaries 
and the curve at higher merit values corresponds to points outside the boundaries. Both show merit 
values decreasing with increasing intensity, as expected. With lower slope parameter values the two 
curves would be expected to be  less distinct. It  is clear, however, that reaction conditions that yield 
particles outside the specified wavelength range are heavily penalised by the penalty function. 
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Figure 3.20: Diagram showing the intensity and λmax values for every point. The hard boundaries are shown by the inner 
dashed lines, while the sigma values are shown by the outer dashed lines. The best point is circled. 
Figure 3.20  shows  the  intensity and  λmax  values of every point evaluated  in  the  run, with  the best 
point indicated by a green circle. For this run the point chosen as best point has been chosen over a 
point  (immediately  to  the  left) where  the  intensity  is  slightly  less  but  is  significantly  closer  to  the 
target λmax. At first glance, this might seem an odd choice, but can be easily explained by considering 
that with the high choice of slope parameter the penalty  is negligible within the soft boundaries as 
discussed earlier  in §3.2.1. This exemplifies how  specifying optimisation parameters appropriate  to 
user preferences is of critical importance in experimental optimisation. 
3.2.3 Varying the Soft Boundary Parameters 
The data from an individual run discussed in 3.2.2 is consistent with the softSNOBFit code performing 
successfully.  To  further  understand  the  behaviour  of  the  code  and  to  confirm  it was  performing 
correctly, we  investigated how the best point  identified by the code varied with changes  in the soft 
boundary parameters. 
Figure  3.20  shows  a  positive  correlation  between  intensity  and  λmax  in  the  range 
500 nm < λmax < 540 nm.  This  is  a  consistent  trend,  seen  in  repeated  runs.  Given  this  trend,  if we 
choose a target λmax between 500 and 540 nm, slackening the soft boundary constraints should result 
both  in an  increase  in the  intensity and the λmax of the best point shifting to higher wavelengths, as 
illustrated  in  Figure  3.21.  Thus  several  softSNOBFit  runs  were  carried  out,  each  with  a  target 
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wavelength of 530 nm and a different sigma value each time. All other parameters,  including slope 
parameter, remained constant. 
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Figure 3.21: Expected ideal behaviour where the target λmax is in the range 500 nm < λmax < 540 nm. 
It was  found that the λmax of the best point showed a roughly  linear dependence on the σ value as 
expected. This is shown in Figure 3.22. The intensity of the best point, however, did not seem to show 
any logical dependence on the σ value. 
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Figure 3.22: Plots showing how the deviation of λmax from the target λmax (left) and intensity (right) of the best point vary 
with σ value. Note, for all data points, all changeable parameters except the σ value were kept constant. 
This  unexpected  behaviour  can  be  explained,  however,  by  taking  into  account  the  general 
experimental observation that older chips give lower intensity values (which is quantitatively explored 
in §3.2.5).  If  the  intensity data and  the  σ value are plotted  in  the order  the data was obtained, as 
shown in Figure 3.23, it can be seen that the intensity values generally decrease with time, with the 
magnitude of the drop mitigated by the change in σ value. Thus a small drop in intensity, relative to 
the previous optimisation run, is seen where the σ value is increased (ideally we would expect to see 
an increase in intensity) while a large drop in intensity is seen when the σ value is decreased. 
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Figure 3.23: Graph showing how both the σ value used and the intensity of the best point changed with experiment number. 
The  tests  described  above  suggest  that  the  softSNOBFit  code  performed  as  expected,  but  the 
expected  results  were  not  obtained  due  to  changes  in  the  chip  itself  over  time.  The  practical 
implications of this are discussed in §3.2.5. 
To test this hypothesis, two avenues of research were pursued. Firstly, to confirm that the code was 
indeed  behaving  correctly,  the  reliance  of  the  best  point  on  the  soft  boundary  parameters  was 
modelled  to  see  if  it agreed with expected behaviour  (see §3.2.4). Secondly  reproducibility  testing 
was  carried  out  to  ascertain  how  reaction  conditions  on  the  chip were  changing  over  time  (see 
§3.2.5). 
3.2.4 Testing the Software 
Here  the  softSNOBFit  code was  asked  to  repeatedly  investigate  a  virtual  (i.e.  simulated)  reaction 
space, while  the  soft‐boundary  parameters  and  the  number  of  soft  calls were  varied.  The  virtual 
reaction  space  was  interpolated  from  pre‐existing  experimental  data  obtained  during  a  single 
softSNOBFit run. The advantage of using a virtual reaction space over a real one is that it is definitively 
known to be fixed and non‐changing. 
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Figure 3.24: Three dimensional plots showing how the intensity (left) and λmax (right) varied with flow rate for the 
softSNOBFit run data used as source data for all virtual experimentation. 
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When the code asked for spectral data for a given point in the reaction space, the data was  linearly 
interpolated  from  the nearest  three points  in  the experimental data set. To ensure  this system  ran 
smoothly, care was taken to select experimental data which showed smooth trends and no outlying 
points (see Figure 3.24). 
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Figure 3.25: A‐C show how the intensity of the best point varies with σ value and slope parameter (SP) for different numbers 
of soft calls (n = 6,24,102 respectively). D‐F shows a similar set of plots with λmax in place of intensity. Note that increasingly 
ideal behaviour is seen as the number of calls increases. 
The results of applying the SNOBFit code to the simulated reaction space are shown in Figure 3.25. At 
the highest number of soft calls shown (C & F) the plots show the trends we would expect to see (see 
Figure 3.21), with  increases  in  the σ value and slope parameter resulting  in best points with higher 
intensity and higher values of  λmax. As might be expected, however, with reduced numbers of calls, 
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the  trends become  less clear as,  in each  run,  it becomes  less  likely  that  the global minimum  in  the 
reaction space will be correctly identified as the best point. 
This  indicates  that  the  unexpected  results  described  in  3.2.3 were  not  due  to  problems with  the 
optimisation routine itself but the chip changing over time.  
3.2.5 Testing the Hardware 
To  investigate how  the  chip  conditions  changed over  time a  reproducibility  study was  carried out. 
Spectra were obtained, in turn, from six separate points in the reaction space and then this cycle was 
repeated ten times. The reaction conditions that were probed are shown graphically in Figure 3.26. 
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Figure 3.26: The six points that were sampled in the reaction space during the reproducibility measurements. 
Figure 3.27 describes how the  intensity, position and FWHM of the band‐edge emission obtained at 
each of  the  six  flow  conditions  changed with  cycle number. The  λmax  and  FWHM data  show  some 
variability with cycle number, especially for Se rich conditions, but show no obvious trends with time. 
The  intensity data, however, decreases with  time; with  the magnitude of  the decrease being most 
pronounced  for  the  slowest  flow  rates  (2, 5  and 3). The decrease  in  intensity  appears  to be most 
pronounced early on. Figure 3.28 shows an example of how the spectrum obtained for a fixed set of 
flow conditions changed over the ten iterations. 
 
83
 
2 4 6 8 10
0
5
10
15
20
25
30
Iteration
In
te
ns
ity
 (a
u)
1
2
3
4
5
6
In
te
ns
ity
 (a
u)
2 4 6 8 10
500
510
520
530
540
550
560
Iteration
λ m
ax
 (n
m
)
1
2
3
4
5
6
λ m
ax
 (n
m
)
2 4 6 8 10
32
34
36
38
40
42
44
46
Iteration
FW
H
M
 (n
m
)
1
2
3
4
5
6F
W
H
M
 (n
m
)
 
Figure 3.27: Diagram showing the intensity, position and FWHM of the band‐edge emission at six different points in the 
reaction space change versus cycle number (iteration). The lines correspond to the points shown in Figure 3.26: Dark blue‐1; 
Green‐2; Red‐3; Black‐4; Light Blue‐5; Magenta‐6.  
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Figure 3.28: Diagram showing all the spectra obtained for the 10 iterations where the Cd and Se flow rates were 3.33 and 
16.67 µL/min respectively. This set of flow rates correspond to point 2 in Figure 3.26 and the green lines in Figure 3.27. 
The reason for the drop in intensity over time was not clear, but was considered to be related to the 
deposition  of material  onto  the  walls  of  the  chip. While  no  deposition  is  seen  in  the  flow‐cell, 
deposition accumulates within the chip over a period of hours and days and  is clearly visible to the 
eye, as shown in Figure 3.29. Deposition is seen down the entire length of the channel, spread evenly 
across the channel, which,  interestingly,  is  in contrast to the deposition seen  in  InP synthesis where 
deposition occurs mostly at the start of the channel and predominantly on one side (§3.1.3.2). Though 
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the deposition here appears by eye to be relatively extreme, it very rarely resulted in the blockage of 
the chip and  in the reproducibility test described previously did not result  in an appreciable shift  in 
λmax, which we might expect if the channels were constricted.  
  
Figure 3.29: Picture of a typical, newly‐fabricated chip (left) compared with one that has been used to synthesise CdSe 
quantum dot for several hours. 
To avoid  the drop  in QD  intensity over  time would  require either  changes  in  the  chemistry of  the 
reaction or, improvements in the chip design, such as the use of a droplet‐based reactor.90 This latter 
approach would halt deposition by ensuring no reagent came into contact with the channel walls and 
a highly effective solution following this strategy is discussed later in this thesis. 
3.3 Summary 
Work was carried out to extend and improve the microscale synthesis of quantum dots in continuous 
flow  reactors.  This  was  by  done  in  two  ways:  by  extending  the  range  of materials  that  can  be 
synthesised  in  microreactors  to  include  III‐V  quantum  dots  and  by  implementation  of  a  new 
optimisation routine for autonomous quantum dot synthesis. 
In the III‐V QD synthesis work, it was shown that, with suitable changes to an established method, InP 
QDs  can  be  successfully  synthesised  on‐chip,  with  the  size  distributions  obtained  being  roughly 
equivalent to those obtained  in the bulk. This  is the first reported microfluidic synthesis of  III‐V QDs 
and  to my  knowledge  remains  the  only  successful  attempt  to  date.  The  reaction,  however,  was 
extremely susceptible to chip‐fouling, which vastly reduces the long term usefulness of this synthesis. 
In the optimisation work, a new constraint‐based optimisation strategy was  implemented to control 
microfluidic CdSe QD synthesis for a two‐dimensional flow‐flow problem. This was used to find flow 
conditions  that  gave  QDs  with  the  most  intense  emission  subject  to  constraints  on  the  peak 
wavelength. Unlike previous work carried out  in  the deMello group  (and  the standard approach  to 
multiparameter optimisation  in  the  literature),  this alternative approach provides  for much simpler 
problem specification, in a way that is natural and intuitive to the user. 
To  explore  the  operation  of  this  optimisation  routine,  I  investigated  how  changing  the  shape  and 
extent  of  the  soft  boundaries  affected  the  properties  of  the  best  point  identified  in  the  reaction 
space. Experimentation carried out  in a “virtual”  reaction  space  that directly mimicked  the on‐chip 
synthesis reaction space, showed that the softSNOBFit routine worked correctly; with changes in the 
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soft  boundaries  creating  predictable  changes  in  the  choice  of  the  optimum  point  in  the  reaction 
space. Changing  the same parameters  in subsequent optimisation  runs while synthesising CdSe did 
not have the same effect, as on‐chip conditions changed over time as material was deposited on the 
channel  walls.  This  meant  that  the  reaction  space  slowly  changed  and  the  results  from  one 
optimisation run could not be fairly compared with successive runs.  
The message from the work in this chapter is clear. Continuous flow microreactors are useful tools to 
produce nanoscale products with excellent control and tunability, however, as has been shown, the 
issue of reactor  fouling  is a serious and pervading one, which needs to be addressed  if high quality 
nanoparticles can be produced  reproducibly and  reliably. The next  two chapters describe a droplet 
reactor which solves this problem without making any concession to particle quality or the range of 
reaction conditions that can be accessed. 
 
 
86
 
Chapter 4
A capillary‐based droplet reactor was created  to combat  the problem of 
deposition  encountered  in  continuous  flow  reactors  (described  in the 
previous  chapter).  In  this  chapter  I  describe  the  droplet  reactor’s 
construction,  its  flow  dynamics,  and  the  synthesis  of  colloidal  CdSe  in 
droplets in order to show the reactor’s robustness, stability and ability to 
control the end product.
Droplet Reactor:
Description, Flow Dynamics & 
Testing With CdSe Synthesis
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4 Droplet Reactor: Description, Flow 
Dynamics and Testing Using CdSe 
Synthesis 
4.1 Preliminary Work: Droplets in Glass Channels 
To address  the problem of deposition  in  continuous  flow microreactors  (described  in  the previous 
chapter) droplet flow was evaluated as a means of keeping the reaction solution away from channel 
walls. Although  the  final and most  successful droplet  reactor was based on a PTFE  capillary,  initial 
work, inspired by that of Chan et al.90 (see §1.3.4), focussed on producing droplets in glass channels 
using ODE as the droplet phase and PFPE as the carrier fluid. Two separate strategies were tested: a 
glass chip‐based strategy and a strategy using the co‐axial flow device described earlier in §3.1.3.4. In 
each  case,  the  glass  channel walls  had  to  be  surface modified  in  order  to  ensure  the  fluorinated 
carrier  fluid preferentially wetted the channel walls, a requirement  for successful droplet  flow. This 
was achieved using a method which involved thorough cleaning of the channels followed by reaction 
with perfluoro decyltrichlorosilane and  thorough  rinsing  (as described  in detail  in §2.6). The  silane 
used was air and moisture sensitive, thus all glass functionalisation was carried out under nitrogen in 
a glove bag using anhydrous solvents. 
 
 
Figure 4.1: Images illustrating two ways to generate ODE droplets using functionalised glass channels. a) Droplets generated 
on‐chip using PFPE flowing at 3 μl/min and two ODE flows at 1 μl/min each. b) Droplets generated in co‐axial flow device 
using an outer PFPE flow at 50 μl/min and an inner ODE flow at 5 μl/min. 
In  the  chip‐based  strategy,  droplets were  generated  on‐chip  at  room  temperature  (using  a  chip, 
shown  in  Figure 4.1a,  fabricated by Dr  Siva Krishnadasan using  a  chip design by  Steven  Sim,98  see 
§2.6.1) before being  transferred  via  glass  capillary  to  another  chip  (a  standard 2‐in, 1‐out  chip,  as 
shown in Figure 2.3, which had one of the inlets blocked) where the droplets could be heated. Both 
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chips and the glass capillary were pre‐functionalised to ensure the PFPE preferably wetted the walls. 
Separating  the droplet generation and heating  stages by using  two  separate chips ensured  that no 
reaction  would  occur  before  the  droplets  had  fully  formulated,  so  as  to  minimise  the  risk  of 
deposition. Though this strategy could produce well‐defined droplet flow, as shown in Figure 4.1a, it 
was  found  to be problematic  for  two reasons. Firstly,  the combined use of small channels  (~50 μm 
deep) and highly viscous PFPE (ηPFPE = 113 mPa.s,90) meant that the fluid pressures took a long time to 
stabilise, and as a consequence stable droplet flow was difficult to obtain, with a persistent problem 
being PFPE carrier fluid flowing up the ODE inlets. Secondly, introduction of reagants into the droplet 
phase had a detrimental effect on droplet  formation. For  instance, when reagents  for  InP synthesis 
were  introduced  into  the  droplet  phase,  the  point  of  droplet  formation  moved  steadily  further 
downstream until, after approximately ten minutes, the flow became laminar. 
Droplet generation in the co‐axial flow device was achieved by flowing the droplet phase through the 
inner channel and the PFPE carrier fluid through the outer channel. The device used was identical to 
the one used earlier  for  continuous  flow  experimentation  (described  in  §3.1.3.4),  except  the  glass 
channels had been modified with a  fluorinated silane  to ensure  the PFPE preferentially wetted  the 
channels. Using this method, stable droplet flow could be generated, as shown in Figure 4.1b, and the 
larger channel size relative to the on‐chip droplet generation meant that obtaining stable droplet flow 
was much  easier. As was  the  case  on‐chip,  however,  introduction  of  InP  precursors  into  the ODE 
phase had an adverse affect on the droplet flow, with droplets beginning to stick to the channel walls 
after only fifteen minutes.  
In both  cases,  the presence of precursor materials  in  the organic phase had  an  adverse  effect on 
droplet  flow, with  flow degrading before  the devices  could be  raised  to  sufficient  temperature  to 
synthesise QDs. That the droplet flow was compromised so quickly suggests that surface modification 
was  incomplete  and  susceptible  to  interactions with  the precursor  reagents,  possibly  because  the 
“air‐free” and “anhydrous” conditions used for silanisation were not as stringent as required. Even if it 
had been perfect, however,  the  glass  surface modification  is  likely  to have degraded  after  several 
hours  operation.  Chan  et  al.90  successfully  used  the  same ODE  /  PFPE  solvent  system  to  produce 
droplets  in functionalised glass channels but their devices had a  lifetime of only five hours, at which 
point  the channel surface degraded and droplets started  to stick  to channel walls. Thus even  if  the 
glass based devices described here  had worked  as designed,  the  reactors would  likely have had  a 
limited window of operation. 
4.2 A New Capillary-based Droplet Reactor 
As described  in §4.1 the  implementation of high‐temperature droplet flow  in glass channels proved 
unsuccessful. To address the continuing need for reproducible, stable droplet flow, I investigated the 
use of PTFE channels in place of glass, since PTFE is thermally stable and crucially, does not need any 
kind of surface treatment in order to preferentially wet perfluorinated solvents such as PFPE. 
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Figure 4.2: a) Schematic of full system for nanoparticle synthesis and characterisation, comprising droplet generator, heated 
oil‐bath, and in‐line optical detection for real‐time analysis. The specific characterisation method shown here is fluorescence 
spectroscopy utilising transparent FEP tubing and excitation by laser. b) Close‐up of droplet generation stage.  
The droplet reactor that I developed is illustrated in Figure 4.2. Droplets are formed close to the end 
of a length of silicone tubing (ID ≈ 1 mm) at the contact point between two auxiliary capillaries which 
pierce the tubing from opposing sides and meet at an angle of 90º in the centre (see Figure 4.2), with 
the silicone forming a tight  leak‐proof seal around them. A PTFE capillary  is  inserted  into the end of 
the tubing and forced inwards until it is ~1.5 mm from the meeting point of the glass capillaries – PTFE 
being chosen  for this section of the channel as  it  is thermally resilient up to 250 °C  (above which  it 
begins  to soften), exerts minimal drag, and can be used directly without surface modification. Two 
separate syringe pumps feed the auxiliary capillaries with miscible reagent solutions A and B, and a 
third syringe maintains a constant flow of  immiscible carrier fluid through the main channel. ODE  is 
typically used as the carrier fluid for aqueous reactions, and PFPE for oil‐phase reactions in ODE, with 
the carrier fluid wetting preferentially to the PTFE wall in both cases.  
Figure 4.3 shows how the droplets are generated in practice. The sequence of photographs in Figure 
4.3b  shows  the process of droplet  formation. A bead of  the merged  reagent  streams  forms at  the 
meeting point between the auxiliary capillaries and – under the combined  influence of radial forces 
due to surface tension and axial forces due to viscous drag from the carrier fluid – adopts an ovoid 
geometry.  As  the  bead  grows,  it  thins  at  the  contact  point  and  eventually  buds‐off  as  a  discrete 
droplet that is carried downstream through the PTFE capillary. The reagents mix inside the droplet as 
they are moved along the channel by the carrier fluid, and in high temperature reactions (such as the 
CdSe  synthesis  described  later  in  this  chapter)  particle  formation  begins when  the main  capillary 
passes into a heated oil‐bath. 
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Figure 4.3: Photographs showing droplet generation using ODE and PFPE. a) The setup for droplet generation, in which the 
droplet generator is attached to three syringes. b) A sequence of images showing droplet formation for carrier and reagent 
flow‐rates of 273 and 27 μl/min, respectively. c) Droplets in PTFE tubing downstream. 
The design of the reactor draws from and builds on several previously reported reactor designs. The 
majority  of  droplet  flow work  has  been  carried  out  utilising  chip‐based  devices,88    and  reports  of 
capillary‐based  devices  are much  rarer. McQuade  and  co‐workers  reported  a  simple  strategy  for 
capillary‐based  droplet  flow  in  which  an  organic  solvent  was  directly  injected  into  PVC  tubing 
containing an aqueous  flow113,  114  (see Figure 4.4a). Using this approach biphasic reactions could be 
performed between  separate  reagents  in  the droplet and  carrier phases.114 They also  showed  that 
monophasic  reactions  could  be  carried  out  by  merging  droplets  containing  separate  organic 
reagents.113  In their  implementation, however, the merging of droplets relied on successful droplet‐
droplet collision and  fusion  (see Figure 4.4b)‐ a process  that  is extremely sensitive  to  the choice of 
droplet fluid, carrier fluid and flow conditions and has a high risk of the droplets failing to merge and 
instead being swept along the channel independently by the carrier fluid. 
 
Figure 4.4: a) Image showing the general droplet‐forming strategy employed by McQuade and co‐workers in which an 
organic phase is directly injected into an aqueous flow in PVC tubing. Taken from Quevedo et al.114 b) Mechanism of droplet 
merging used to initiate reaction between two separate droplet phase reagents. Taken from Poe et al.113 
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A  more  robust  mechanism  for  droplet  merging  was  shown  by  Sotowa  et  al.36,  who  used  glass 
capillaries embedded into a glass substrate to directly inject separate aqueous reagents into the same 
point within an organic carrier flow, as shown in Figure 4.5. As previously discussed in §4.1, the use of 
a glass substrate means that this device would be unsuitable for operation at the high temperatures 
required for the synthesis of high quality nanocrystalline colloids, but the method of mixing reagents 
is highly effective. 
 
Figure 4.5: Image showing the method for droplet generation used by Sotowa et al., in which two aqueous reagents are 
injected into the same point within an organic carrier flow and collide before budding off to form a droplet. Taken from 
Sotowa et al.36 
The droplet reactor outlined  in this thesis follows a similar strategy to merging droplets  in‐flow, but 
rather than having the reagent inlets positioned at 180° to each other, as was the case for Sotowa’s 
droplet generator, the inlets are 90° to each other, pointing downstream. This orientation is preferred 
as  if  any  precipitate  is  generated when  the  reagent  stream meets  (as was  the  case  for  the  TiO2 
synthesis  outlined  in  the  next  chapter),  precipitate  forms  away  from  the  capillaries,  preventing 
deposition. 
4.3 Droplet Flow Dynamics 
4.3.1 Experimental Flow Dynamics 
The  capillary  reactor  I developed operates predominantly  in  the dripping mode,  yielding  a  regular 
procession of  identically  sized droplets, with no other  flow  regimes  such as uncontrolled  jetting or 
laminar  flow being observed, even at high  reagent  flow  rates.  (Jetting  is undesirable  in  the current 
context as  it has been shown to result  in polydisperse or bimodal droplet  formation115).   Figure 4.6 
shows  a  “dynamic”  phase  diagram  for ODE  droplets  in  PFPE,  covering  the  domain  of  typical  flow 
conditions.  The  x‐  and  y‐coordinates  indicate  the  flow‐rate  of  the  carrier  and  reagent  phases, 
respectively,  and  the  shape  of  each marker  denotes  the  aspect  ratio  σ  of  the  resultant  droplets: 
diamonds for σ = 1, circles for 1 ≤ σ ≤ 3, and squares for σ > 3.  Importantly, droplets are obtained 
under all flow conditions shown – even those for which there is a significant mismatch in the carrier 
and reagent flow‐rates. This can be rationalised in terms of stability theory as shown in §4.3.2 below, 
with  the relatively broad channel diameter of 1 mm  favouring droplet  formation over  jetting  for all 
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flow‐rates shown (whereas an order of magnitude reduction  in diameter to the 100 μm  level would 
drive the system into the jetting regime). The resilience of droplet formation to a range of flow rates 
seen  in  this  device  is  in  contrast  to  the  behaviour  reported  by  Chan  et  al.90  In  that work, where 
droplets  of ODE were  generated  in  PFPE  using  a  chip‐based  device,  a  limited  range  of  flow  rates 
produced droplet flow, with laminar flow seen at higher relative flow rates and high ODE fractions.90 
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Figure 4.6: Dynamic phase diagram for ODE droplets in PFPE, in which the x‐ and y‐coordinates indicate the flow‐rate of the 
carrier and reagent phases, respectively, and the shape of each marker denotes the aspect ratio σ of the resultant droplets: 
diamonds for σ = 1, circles for 1 ≤ σ ≤ 3, and squares for σ > 3. Illustrative photographs are shown adjacent. 
The droplet  volume  (which  is determined  as described  in §2.6.5)  can be  controlled by  varying  the 
flow‐rate differential between  the carrier and  reagent phases, which alters  the shear  forces on  the 
reagent bead and so changes the ‘trigger‐point’ for bud‐off; higher differentials lead to earlier bud‐off 
and so yield smaller droplet volumes. Figure 4.7 shows, for ODE droplets in PFPE, the droplet volume 
versus the carrier flow‐rate (QC) for reagent flow‐rates (QR) of 15, 25 and 35 µL/min. In all cases there 
is a smooth monotonic reduction in droplet volume as QC increases, with higher values of QR yielding 
larger droplets for a given value of QC. 
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Figure 4.7: Variation of ODE droplet volume with flow‐rate of PFPE carrier fluid for three different total reagent flow‐rates; 
higher flow‐rate differentials between the carrier fluid and the reagent phase lead to stronger shear forces and earlier ‘bud‐
off’, resulting in smaller droplet volumes. 
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Together, QC and QR control the volume V of the droplets and their residence time τ in the capillary. 
Importantly, the composition of the droplets can be controlled  independently of V and τ by varying 
the ratio QA : QB of the two auxiliary flow‐rates, while holding QC and QR (= QA + QB) fixed. This  is 
shown in Figure 4.8 for droplet volumes of 220, 270 and 360 nL, where it is evident that the flow‐rate 
ratio can be adjusted by a factor of forty or more without affecting droplet volume. In conventional 
microfluidic reactors, such a  large mismatch  in reagent flow‐rates would cause back‐flow of the fast 
stream into the inlet channel of the slow stream, necessitating the inclusion of a pre‐dilution stage for 
the slow stream to balance the  flow‐rates.116 No such  issues arise with the droplet reactor because 
the  large cross sectional area of  the main capillary and  the motivating  influence of  the carrier  fluid 
strongly  favour droplet  formation over back‐flow  into  the  constricted auxiliary  channels. Extremely 
high flow‐rate differentials can therefore be accommodated without difficulty. 
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Figure 4.8: ODE droplet volume versus ratio of reagent flow‐rates for three different total reagent flow‐rates with the total 
flow rate (reagent + carrier) fixed at 300 µL/min. 
The  droplets  in  Figure  4.7  vary  in  diameter  from  approximately  0.6  to  1 mm,  a  size  range  that  is 
determined primarily by the 1 mm diameter of the main capillary. For viscous PFPE carrier fluid, this is 
about  the minimum  diameter  that  can  be  easily  handled‐  using  smaller  diameters  results  in  PFPE 
being forced up the ODE inlets due to the back‐pressure generated by the narrowing of the channel at 
the  silicone/PTFE  tubing  interface.  Using  other,  less  viscous  carrier  fluids  this  is  much  less  of  a 
problem and as a consequence narrower PTFE capillaries can be used, enabling droplet volumes to be 
reduced  substantially.  In Figure 4.9 we  show  the variation of V with QC  for water droplets  in  (low 
viscosity)  ODE  using  capillaries  of  various  diameters,  and  observe  a  twenty‐fold  reduction  in  the 
droplet volume from ~600 to ~30 nL as the capillary diameter is reduced from 1.00 to 0.35 mm. In all 
cases, the droplet volume can be fine‐tuned by varying the flow‐rate of the carrier fluid. 
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Figure 4.9: Variation of water droplet volume with flow‐rate of ODE carrier fluid for three different PTFE capillary diameters, 
holding the total reagent flow‐rate fixed at 30 µL/min; the approximate size of the droplet is determined by the capillary 
diameter and can be fine‐tuned at run‐time by varying the flow‐rate of the carrier fluid. 
4.3.2 Modelling of Flow Regime Boundaries 
Using  the  droplet  generator,  we  have  found  that  droplets  are  generated  under  all  normal  flow 
conditions, with no other flow regime (e.g. jetting or laminar flow) being observed, as shown explicitly 
in Figure 4.6. To investigate this further, the point at which droplet formation undergoes a transition 
to jetting was theoretically identified by modelling the reactor as a co‐axial flow device, as described 
below.  
The  transition  from  dripping  to  jetting  is  formally  characterised  by  a  change  from  absolute‐  to 
convective‐instability as has been studied analytically by Guillot and co‐workers117, 118 for the closely 
related situation of co‐axially injected immiscible flow‐streams. They showed that droplet formation is 
favoured  by  high  channel  radius  (r),  low  fluid  viscosities  (η)  and  high  interfacial  tension  (Γ).118 
Applying their analysis to the current situation of ODE in PFPE with r = 500 μm, ηODE = 4 mPa.s,90 ηPFPE 
= 113 mPa.s,90 and Γ = 8.3 mN/m,90 the theoretical phase diagram shown  in Figure 4.10  is obtained, 
where  the white and grey shaded  regions define  the domains of dripping  (absolute  instability) and 
jetting  (convective  instability),  respectively.  The  dripping  zone  encompasses  the  entire  domain  of 
Figure 4.6 (shown in Figure 4.10a by the solid black rectangle lines) as expected. The dripping zone is 
even larger for the case of water droplets in ODE (where ηH20 = 1 mPa.s and Γ = 19 mN/m,119) due to 
the  lower viscosities of both phases and the higher  interfacial tension  (see Figure 4.10). The dotted 
line in each figure shows the phase boundary recalculated for a smaller channel diameter of 100 μm, 
which leads in both cases to a substantial reduction in the extent of the dripping domain – indicating 
the importance of using a wide capillary for effective droplet formation. 
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Figure 4.10: Theoretical phase diagrams, illustrating the operational boundary between dripping (white) and jetting (grey) 
for co‐axially injected immiscible fluids in a cylindrical channel of diameter 1 mm for a) ODE droplets in PFPE carrier fluid and 
b) water droplets in ODE carrier fluid. The dotted line indicates for the two situations the phase boundary for a reduced 
channel diameter of 100 µm. The rectangular area in a) defines the boundary of the flow conditions investigated 
experimentally in Figure 4.6. 
4.4 CdSe Synthesis 
4.4.1 Description of Setup 
To determine the suitability of the capillary microreactor for nanocrystal synthesis I first investigated 
the pyrolytic  synthesis of CdSe – an exacting  test of  reactor performance due  to  the high  reaction 
temperatures and  the acute sensitivity of quantum dot properties  to  the reaction conditions.28 The 
synthesis, minimally adapted  from  the batch procedure described by Boatman and  Lisensky,97 was 
exactly  the  same as  that previously described  for  reaction  in a  continuous  flow  reactor  (§3.2) and 
involved  the  reaction  of  cadmium  oleate  supplied  by  one  auxiliary  capillary  with  selenium  and 
trioctylphosphine  supplied  by  the  other,  using  ODE  as  solvent  and  PFPE  as  the  carrier  fluid.  The 
procedure  and  concentrations used  in preparing  the precursor  solutions  are described  in detail  in 
§2.6.7. The main capillary had an inner diameter of 1 mm, and a metre‐long section was immersed in 
a heated oil‐bath. Laser‐induced fluorescence spectra were obtained in‐line as the droplets exited the 
oil‐bath  (as  illustrated schematically  in Figure 4.2 and described  in detail  in §2.6.3) and  the sample 
was collected in a vial at the capillary outlet. When the temperature of the oil bath was raised above 
~150 °C, a clear orange coloured solution was obtained which emitted with a characteristic Gaussian 
profile when excited by UV radiation, indicating the production of crystalline QDs. Figure 4.11 shows a 
typical  TEM image of CdSe QDs obtained from the droplet reactor, showing isotropic particles ~5 nm 
in size. 
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Figure 4.11: Typical TEM image of CdSe quantum dots produced by the droplet reactor, using a reaction temperature of 
210 ºC, a residence time of 6.0 min and a Cd : Se flow ratio of 1 : 1. The scale bar indicates 20 nm. 
Above ~100 °C, the PFPE carrier fluid that emerged from the capillary appeared cloudy and remained 
so unless centrifuged at ~5000 rpm for at  least 15 minutes. This  is  in contrast to previous reports of 
high temperature ODE/PFPE droplet flow, where the carrier fluid was noted as remaining clear even 
at high temperatures.74, 90 The cause of the cloudiness was shown by 1H NMR to be due the presence 
of ODE: ~0.5 ml deuterated chloroform was left in the same vial as the cloudy PFPE overnight, so that 
any chloroform‐soluble molecules dispersed in the PFPE would have enough time to diffuse into the 
chloroform layer. The following day, the chloroform was analysed by 1H NMR and then compared to a 
standard  consisting  of  ODE  in  CDCl3.  The  carrier  fluid  spectrum  clearly  showed  responses 
corresponding to the ODE, as shown in Figure 4.12. No additional responses were seen. 
The cloudiness of the carrier fluid did not affect the performance of the device, however. The droplet 
phase consistently remained clear, the droplet volume did not appear to decrease with heating and 
the carrier fluid could be reused after centrifugation. 
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Figure 4.12: 1H NMR spectra of chloroform‐soluble matter that has been extracted from used PFPE carrier fluid (top) 
compared with a standard spectrum of ODE in CDCl3 (bottom). 
4.4.2 Tunability 
The effects on the emission spectra of varying the reaction temperature, the residence time in the oil 
bath, and  the molar  ratio of Cd  to Se  (controlled by  the  flow‐rate differential) are shown  in Figure 
4.13a ‐ c, respectively – in each case holding the other parameters fixed at the values specified in the 
figure captions.  Increasing the temperature  is seen to cause a red‐shift  in the emission peak (Figure 
4.13a(ii))  and  a  broadening  of  the  (FWHM)  line‐width  above  ~180 °C  (Figure  4.13a(iii)),  consistent 
with the formation at higher temperatures of  larger more polydisperse particles. Interestingly band‐
edge  emission  is  observable  down  to  150 °C,  albeit  with  significant  contamination  from  defect 
emission at longer wavelengths. Higher temperatures yield spectra with progressively weaker defect 
emission,  consistent  with  improved  thermal  annealing  and  the  diminishing  influence  of  surface 
defects with increasing particle size. 
Increasing the residence time leads to a red‐shift of the emission peak (Figure 4.13b(ii)), accompanied 
by an initial reduction in emission line‐width followed by a subsequent broadening (Figure 4.13b(iii)), 
indicating a switch from size‐focusing to ‐defocusing as the reaction proceeds. This behaviour, which 
is often masked in continuous‐flow reactors by the strong velocity dispersion, is a classic characteristic 
of  colloidal  growth  in  closed  systems.109,  110,  120  Initially,  smaller  particles  grow  more  rapidly  in 
diameter than larger ones, resulting in a narrowing of the size distribution. The continuous depletion 
of  reagent,  however,  leads  to  an  increase  in  the  equilibrium  particle  size,  deq,  until  it  eventually 
exceeds  the average particle  size. The  size distribution  then broadens as particles  smaller  than deq 
shrink and eventually disappear, whilst those larger than deq continue to grow (Ostwald ripening). The 
same  general  behaviour  is  seen  at  all  three  temperatures,  although  the  peak‐wavelength  at  the 
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transition point  from  focusing  to  ‐defocusing moves  to  longer wavelengths at higher  temperatures, 
i.e. the particle size at the transition point increases at higher temperatures. 
Increasing  the  Cd  to  Se  flow‐rate  ratio  has  a  relatively  weak  influence  on  the  peak  wavelength, 
causing  an  initial  rise  from 537  to 547 nm  as  the  ratio  is  raised  from 1  : 4  to 1 : 1,  followed by  a 
subsequent fall to 540 nm as the ratio is further raised to 6 : 1. The narrowest linewidths are obtained 
for Cd to Se ratios in the range 1 : 1 to 2 : 1, with line‐widths rising steeply from ~32 nm to 50 nm as 
the ratio is reduced towards 1 : 4 and rising more gently to 37 nm as it is increased towards 6 : 1. 
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Figure 4.13: Variation of the emission characteristics with a) temperature, b) residence time in the heated oil‐bath and c) 
ratio of Cd to Se precursor flow rates (holding in each case the other reaction parameters fixed at: a) QPFPE = 181.8 µL/min, 
QCd =  QSe = 9.1 µL/min; b) QCd : QSe  = 1, QPFPE : (QCd + QSe) = 10; c) T = 170 °C, QPFPE = 181.8 µL/min, QCd + QSe = 18.2 µL/min). 
The plots on the left show the emission spectra (i), while the upper and lower plots on the right show the peak wavelength 
(ii) and the full‐width‐half‐maximum (iii) versus the relevant reaction parameter. 
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4.4.3 Stability 
It  is evident  from Figure 4.13  that  the droplet  reactor exerts precise control over  the quantum dot 
properties,  with  spectral  features  varying  smoothly  and  reproducibly  as  the  flow‐rates  and 
temperature  are  adjusted.  The  exceptional  control  is  further  illustrated by  the data  in  Figure 4.14 
where  the  reaction  conditions  are  held  fixed  (at  a  temperature  of  150 °C,  a  residence  time  of 
10.6 min, and a Cd  to Se  flow  ratio of 1:1), and  the emission spectra of  the emergent particles are 
recorded over the course of a day. Apart from a slight spectral change below 500 nm during the first 
four hours of the experiment – attributable to the weakly emissive precursor reagents in the syringe 
pumps having not yet  reached equilibrium –  there  is no discernible change  in  the emission spectra 
with time. Importantly there is no drift in either the peak position or the line‐width of the band‐edge 
emission,  which  fluctuate  weakly  about  respective  long‐term  averages  of  530 and  27 nm,  with 
extremely small standard deviations of 0.46 and 0.25 nm (Figure 4.14b,c). It should be noted that the 
variation  in  FWHM  is  negligible  with  respect  to  the  error  obtained  in  fitting  the  spectrum  (see 
§2.4.5.1). The excellent  stability  indicates  that  the droplet  flow  is  stable as any change  in  the  flow 
dynamics would effect the properties of the end‐product. 
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Figure 4.14: a) Time evolution of the emission spectra of droplet‐synthesised CdSe quantum dots, keeping the reaction 
conditions fixed at: T = 150 °C, QPFPE = 32.4 µL/min, QCd = QSe = 2.3 µL/min. b(i) The peak wavelength of the band‐edge 
emission versus time and b(ii) histogram of the same data. c(i) The line‐width of the band‐edge emission versus time and c(ii) 
histogram of the same data. 
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When this same experiment was undertaken using the continuous flow chips used in Chapter 3, very 
different results were obtained. As shown in Figure 4.15, over the 12 hour period of measurement the 
peak wavelength of CdSe QDs produced on‐chip blue shifted by 10 nm, consistent with a narrowing of 
the channels due to particle deposition and a consequent reduction of the residence time inside the 
device (since the flow conditions were fixed). This behaviour is reproducible and has been previously 
observed.121 
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Figure 4.15: Comparison of steady‐state operation of droplet reactor compared to on‐chip production. Shown left are the 
normalised emission spectra obtained over 12 hours for the droplet reactor (a) and chip (b). The shift in the peak positions 
relative to the starting position is shown in (c). The droplet reaction conditions are as specified in Figure 4.14, the chip 
conditions were 220 °C and the flow rates were 5 μl/min for both Cd and Se precursors. 
While the most fundamental difference between the continuous‐flow reactor and the droplet reactor 
is the flow regime, there is also a notable difference in channel size (and thus surface area : volume 
ratio)  and  surface  chemistry.  Therefore,  the  difference  in  product  stability  shown  in  Figure  4.15 
cannot be attributed simply to the difference in flow regime.  
To  investigate  this  further, CdSe QDs were produced  in a  continuous  flow  regime, using  the  same 
PTFE channels used  for droplet  flow  for 18 hours. This was carried out  in  the manner described  in 
detail §2.6.5, but essentially involved stopping the carrier flow and adjusting the precursor flow rates 
to  maintain  a  suitable  residence  time.  The  reaction  stoichiometry,  residence  time  and  reaction 
temperature were  identical  to  those used  in  the  analogous droplet  flow experiment.  Following 18 
hours continuous production, deposition onto the PTFE channels was seen, as shown in Figure 4.16 by 
the discolouration of  the  capillary. The observation of deposition  shows  that  the droplet  flow  (for 
which no  capillary  discolouration  is  ever  seen)  is  effective  at  keeping  the  reaction  away  from  the 
channel walls, as will be shown more dramatically later for the synthesis of Ag and InP.  
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Figure 4.16: Image showing discoloured PTFE capillary after 18 hours continuous flow CdSe production (bottom) compared 
to a capillary previously used for droplet production of CdSe (top). 
Despite  the  evidence  of  deposition,  no  shift was  seen  in  the  peak  position  over  time.  The  peak 
wavelength  fluctuated  around  523 nm  (Figure  4.17b) while  the  FWHM  shifting  slightly  from  34  to 
35 nm  (Figure 4.17c). The  standard deviations of each were 0.57 and 0.52 nm  respectively‐  slightly 
worse  than was  seen  in  droplet  flow.  The  spectra were  noticeably  poorer,  however. As  shown  in 
Figure 4.17a, a  large, broad defect emission was evident at higher wavelengths and  the band‐edge 
emission had a much larger linewidth (35 nm versus 27 nm) ‐ consistent with increased polydispersity 
caused by the effect of residence time distributions associated with continuous flow reaction.  
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Figure 4.17: Characteristics of band‐edge emission of CdSe produced via continuous flow through PTFE capillary; a) The peak 
wavelength of the band‐edge emission versus time and b) the FWHM of the band‐edge emission versus time. Reaction was 
carried out at 150 °C using flow rates of 18.45 μl/min for both Cd and Se precursors. 
4.4.4 Incorporation of a Serpentine Channel 
Serpentine  channels  have  been  shown  to  enhance mixing within  droplets.122  To  assess whether  a 
serpentine section could enhance the mixing and thus decrease the size distribution of the particles 
obtained, a short investigation was carried out comparing the FWHM of emission spectra of CdSe QDs 
produced using  three  separate  flow  conditions with  and without  a  serpentine  section  inserted  in‐
between the droplet generation and heating stages. The serpentine section was formed by taking a 
30 cm  section  of  PTFE  tubing, wrapping  it  in  figures‐of‐eight  around  two  bolts  (as  shown  inset  in 
Figure 4.18). The emission  spectra with and without  the  serpentine  section,  shown  in  Figure 4.18, 
appear very similar and the corresponding FWHM values, specified in Table 4.1, show only very small 
improvements  in  FWHM  (between  0  and  1 nm)  when  using  the  serpentine  channel.  The 
improvements  are  insignificant  as  they  fall within  the  ±0.3 nm  error  in  fitting  the  spectrum  (see 
§2.4.5.1). Thus it was decided not to persevere with the serpentine channel.  
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Flow rate (μl/min)  FWHM (nm)  
Cd  Se  PFPE  With serpentine  Without serpentine 
A  5.10  0.85  59.50  35.3  36.2 
B  14.88  29.75  446.25  34.4  34.4 
C  16.86  8.43  252.87  37.1  37.4 
Table 4.1: Precursor flow rates and FWHM values of the spectra shown in Figure 4.18. 
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Figure 4.18: Normalised emission spectra of CdSe QDs synthesised at three flow conditions (A,B and C) with and without a 
serpentine section inserted immediately after the droplet generation stage. A picture of the serpentine is shown inset. The 
flow  conditions are specified in Table 4.1. 
4.4.5 Stabilisation Times 
As an example of how the droplet reactor behaves predictably and controllably, let us look at how the 
system responds following a change in flow rates. Figure 4.19 shows an example of how the emission 
peak of droplet‐synthesised CdSe shifted following a change in flow rates from QCd= 10.0 μl/min, QSe= 
10.0 μl/min, QPFPE= 284.8 μl/min to QCd= 5.0 μl/min, QSe= 5.0 μl/min, QPFPE= 71.2 μl/min. The changes 
in  flow  rate  resulted  in  the  Cd:Se  stoichiometry  shifting  and  the  total  flow  rate  decreasing  (thus 
increasing the residence time in the heated section from 2.6 to 9.7 minutes). Looking at Figure 4.19b, 
which shows how the peak wavelength shifted over time, it is immediately apparent that there were 
five distinct phases.  
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Figure 4.19: Change in emission spectra with a change in flow rates. a) Normalised emission spectra of CdSe obtained at 
150 °C and carrier, Cd precursor and Se precursor flow rates of (i) 284.8, 10.0, 30.0 μl/min (ii)71.2, 5.0, 5.0 μl/min 
respectively. b) A plot of peak wavelength against time that shows how the band‐edge emission shifts following a change in 
flow conditions from (i) to (ii). Five distinct phases (I‐V) are apparent. The corresponding starting and finishing spectra are 
shown in a). 
To  rationalise  the  transient  phased  behaviour  seen  in  Figure  4.19,  we must  consider  where  the 
droplets were located within the droplet reactor when the flow rates were changed (see Figure 4.20). 
Immediately after  the  flow  rates  changed  (phase  I) droplets  in  section B passed  through  the  inline 
spectrometer  (A)  and  no  shift  in peak  position was  seen. After  that  (phase  II)  the droplets  in  the 
heated  section,  C,  passed  through  the  spectrometer.  The  peak wavelength  increased  during  this 
phase due to the steady increase in the average residence time within the heated section. In phase III, 
droplets that were in section D pass through the spectrometer. As these droplets spend an identical 
amount of time in the heated section and had an identical chemical composition, there is no change 
in  peak wavelength. Phase  IV  sees a  swift  change  in  the peak wavelength due  to droplets  coming 
through the spectrometer with the new Cd:Se stoichiometry. Phase V sees the system achieve steady 
state. 
 
Figure 4.20: Illustrative diagram of the droplet rig for CdSe synthesis. The rig is the same as that shown in Figure 4.2 but 
viewed from another angle. The labels within are described in the text to help explain the data seen in Figure 4.19. 
That the system works quite rationally means that we can predict stabilisation times in advance and 
be confident that they are  likely to be correct. For example, as the PTFE used  in the example above 
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was 1585 mm long (and 1 mm in diameter), we would expect the new product to come through the 
system 15.3 minutes after  changing  flow  rates, which  is  in  close agreement with  the experimental 
data shown in Figure 4.19b. 
4.4.6 High-throughput Synthesis: Proof of Concept 
The minimal drag exerted by the PTFE tubing combined with its relatively large inner diameter allows 
the capillary reactor to operate at high flow rates without prohibitive back pressure. To test this, the 
droplet  reactor was  run  at  a  carrier  flow  rate  of  1.07 ml/min  and  Cd/Se  precursor  flow  rates  of 
0.25 ml/min.  The  composition  of  the  precursor  solutions  was  the  same  as  was  used  in  earlier 
measurements (see §2.6.7). A 3 m capillary was used to maintain a reasonable residence time and the 
oil bath was heated to 170 °C. 
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Figure 4.21: Shown left are two vials containing liquid produced during ten minutes of high throughput synthesis. Shown 
right is the emission spectrum of CdSe in the droplet phase. 
The preliminary results were promising. Despite the elevated flow rates (which are on the very cusp 
of  the  dripping  regime  shown  in  Figure  4.10)  droplets  were  seen  to  form  via  a  stable  dripping 
mechanism (as was the case at lower flow rates) and ~10 ml of reaction solution was produced during 
ten minutes of operation (see Figure 4.21). The emission spectrum of the product was somewhat odd, 
however,  with  the  band‐edge  emission  peak  accompanied  by  broad  undefined  emission  at  both 
higher and lower wavelengths. The reason for the poor quality of this spectrum is unknown and will 
have to be addressed in future work.  
Following precipitation with acetone,  cleaning and drying, 11.6 mg of  solid was obtained  from  the 
reaction solution. If this  level of production could be maintained over 24 hours, 1.67 g of QDs could 
be  produced.  This  figure  is  very  favourable  compared  to  typical microfluidic  output  and  could  be 
much higher  if the reagent concentrations were  increased. Moreover, much higher production rates 
could be achieved by running multiple capillaries in parallel. 
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4.5 Summary 
A versatile capillary‐based droplet reactor for the controlled synthesis of  inorganic nanocrystals was 
developed to solve the problem of particle deposition, even at the high temperatures needed for the 
production of the highest quality nanoparticles.  
The reactor can operate at elevated temperatures and exhibits stable droplet flow over a wide range 
of  flow‐rates, with droplets being  formed via a dripping mechanism at all  flow rates examined. The 
reactor  has  predictable  stabilisation  times  following  flow  rate  changes  and  has  the  potential  to 
generate significant quantities of product (grams per day) at elevated flow rates. The non‐dispersive 
flow‐dynamics and  the exceptional control and stability of  the reactor  (as  illustrated by Figure 4.13 
and Figure 4.14) combine to offer a near‐ideal environment for performing nanocrystal synthesis.  
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Chapter 5
This chapter describes further testing of the droplet reactor. Firstly, to test 
the  anti‐fouling  properties  of  the  reactor  and  to  demonstrate  its wider 
applicability  to  colloidal  nanocrystal  synthesis,  TiO2,  Ag  and  InP 
nanoparticles were synthesised using  reactions  that are known  to cause 
fouling  in  continuous  flow  reactors.  Secondly,  constraint‐based 
optimisation  was  successfully  applied  to  the  synthesis  of  CdSe  in  the 
droplet reactor. 
Droplet Reactor:
Synthesis of TiO2, Ag & InP 
& CdSe Optimisation
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5 Droplet reactor: TiO2, Ag, InP Synthesis 
and CdSe Optimisation 
5.1 TiO2 Synthesis 
The droplet reactor described  in  the previous chapter appears  to provide a near‐ideal environment 
for  synthesising  compound  semiconductor  nanoparticles,  offering  excellent  control  and  long‐term 
stability  even  at  the  high  temperatures  required  for  pyrolytic  synthesis  procedures.  To  show  its 
versatility, the reactor was used to synthesise other types of colloidal nanocrystals. A different solvent 
system suitable for water‐based methods was also used. This work began with an aqueous synthesis 
of titania. 
The  synthesis of  titania was achieved by adaptation of a bulk procedure by Cassaignon et al.,123  in 
which a concentrated TiCl3 solution (10 wt% in aqueous HCl) is first diluted and the pH then raised by 
the rapid addition of NaOH, yielding a blue precipitate of titanium oxide hydrates that dehydrate on 
heating to yield crystalline colloidal titania. (See Chapter 6 for further details on the synthesis). This 
reaction  turned  out  to  be  an  excellent  test  for  the  droplet  reactor  due  to  the  formation  of  the 
intermediate precipitate and the  large mismatch  in flow rates required to dilute and raise the pH of 
TiCl3, both of which would be extremely challenging to  implement  in a continuous flow reactor. In a 
typical reaction  in droplet flow, one auxiliary capillary was supplied with TiCl3 solution at 0.5 µL/min 
and the other with 0.25 M NaOH at 16.5 µL/min, using ODE as the carrier fluid at 55 µL/min. A four 
metre  section  of  0.82 mm  diameter  main  capillary  was  immersed  in  an  oil‐bath  at  95 ºC, 
corresponding at the specified flow rates to a heating time of 29.3 minutes. (Note, the total flow rate 
could of course be varied, whilst keeping both the Ti:NaOH and reagent:carrier flow ratios constant, in 
order to vary the heating time). 
 
Figure 5.1: Photograph showing the early stages of titania synthesis in the droplet reactor, with blue clouds of titanium oxide 
hydrate intermediates clearly visible inside the aqueous droplets. 
Continuous  flow  reactors  cannot  tolerate  large  mismatches  in  flow  rate  between  separate  flow 
streams. Hence  implementing  this reaction  in a continuous  flow reactor would necessitate multiple 
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process steps to repeatedly dilute the TiCl3 and then raise  its pH.
116 Using the droplet reactor with a 
33‐fold mismatch in the reagent flow‐rates, by contrast, causes no problems whatsoever (§4.3.1) and 
allows  the dilution and pH change  to be achieved  in a single step,  thus allowing  for a considerable 
simplification in microfluidic architecture. 
Blue  clouds  of  the  titanium  oxide  hydrates were  observed  to  form  inside  the  droplets  after  the 
reagents mixed (as shown  in Figure 5.1). The clouds of precipitate remained safely contained within 
each droplet, however,  and  gradually diminished  in  size  and  intensity  as  they passed  through  the 
heated section of the capillary until fully converted into titania. The droplets were collected as a fine 
milky‐white  suspension  at  the  channel  outlet.  Addition  of  acetone  and  subsequent  centrifugation 
yielded a white powder that was characterised by TEM and XRD.  
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Figure 5.2: a) TEM image of droplet‐synthesised titania nanoparticles produced at a residence time of 29.3 minutes in a 95 °C 
oil bath. Well‐resolved lattice fringes are visible, the spacing of which is consistent with anatase (1 0 1) planes. The scale bars 
indicate 50 nm (main image) and 5 nm (inset image). b) X‐ray diffraction spectrum of droplet‐synthesised titania, shown with 
reference lines for anatase. This XRD spectrum was obtained by Dr Deborah Berhanu of the Natural History Museum. 
TEM  images  from  these samples showed nanocrystalline material structured on  the < 5 nm  length‐
scale  (Figure 5.2a). The  images showed clearly resolved  lattice  fringes, with  the spacing  in separate 
crystals measured as 3.51 Å and 3.54 Å, which corresponds closely to the (1 0 1) lattice‐plane spacing 
of bulk anatase  (3.52 Å124). XRD  confirmed  the material  to be  crystalline anatase  (see Figure 5.2b) 
with a domain size of ~5 nm as determined using the Scherrer equation (calculated from the peak at 
2θ = 47.5° which had a FWHM of 2.3°). 
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Figure 5.3: TEM images of droplet‐synthesised titania nanoparticles produced using 4 minutes residence time in 95 °C oil 
bath. The scale bars indicate 50 nm (left) and 5 nm (right). Some of the particles in the right TEM image exhibit clearly 
defined lattice planes. 
When the synthesis was repeated with a much shorter residence time of 4.0 minutes (instead of 29.3 
minutes), a white suspension was also obtained and once again, lattice planes were clearly resolvable 
in TEM  images of the sample  (see Figure 5.3)  indicative of the presence of crystalline material. XRD 
however, did not show any strong responses, suggesting that although some crystalline material was 
present, the majority was amorphous. This is as we might expect from reduced heating times, as the 
heating accelerates the dehydration of the intermediate amorphous titanium oxide hydrates and the 
crystallisation of titania. 
Although preliminary  in  nature,  the  ability  to  synthesise  crystalline  titania  in  a microfluidic  device 
using this particular synthesis shows how the non‐fouling nature of the reactor and  its toleration of 
mismatched reagent flow rates is extremely practically useful. 
5.2 Ag Synthesis 
Ag  nanoparticles  were  synthesised  at  room‐temperature  by  reducing  AgNO3  with  NaBH4
125  –  a 
synthetic  strategy  that,  whilst  chemically  straightforward,  has  been  repeatedly  found  to  foul 
continuous  flow  reactors.37,  98,  126 To  implement  this  reaction  in droplet  flow, one auxiliary capillary 
was supplied with 0.1  M AgNO3 at 8.3 µl/min and the other with 20 mM NaBH4 at 16.7 µl/min, using 
ODE as the carrier fluid at 75 µl/min. The main capillary had a diameter of 0.82 mm and the distance 
from the point of droplet formation to the capillary outlet was 20 cm. Particle characterisation was 
carried out by in‐line absorption spectroscopy at the capillary outlet, and the reaction was quenched 
by collecting the product in an excess of water. For comparison, the reaction was also carried out in 
continuous  flow, using the same PTFE tubing, by removing the carrier  fluid and  leaving the reagent 
flow‐rates unchanged. 
In continuous flow, the reactor produced silver nanoparticles with a plasmon peak at 400 nm and a 
linewidth  of  100.6 nm  (see  Figure  5.4a),  but  the  capillary  started  to  discolour  within minutes  of 
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starting  the reaction and severe  fouling of the reactor was evident after  just  two hours  (see Figure 
5.4b). In droplet mode, the reactor produced silver nanoparticles with the same peak wavelength of 
400 nm  but  a  narrower  linewidth  of  87.6 nm,  indicating  an  improved  size  distribution  (see  Figure 
5.4a). Transmission electron microscopy showed the particles to be isotropic with a size range of 12 ± 
4 nm (see Figure 5.5). In contrast to continuous flow operation, the reactor showed no signs of fouling 
over a test period of four hours (see Figure 5.4), confirming the excellent resistance of the reactor to 
fouling.  
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Figure 5.4: a) UV‐Vis absorption spectrum of Ag nanoparticles produced by the capillary reactor operating in both droplet‐
flow and continuous‐flow. b) Photograph of capillary reactor after operating in continuous flow for two hours, with clear 
evidence of reactor fouling, and after operating in droplet‐flow for four hours, with no visible deposition. 
 
Figure 5.5: Typical TEM image of Ag nanoparticles produced by the capillary reactor operating in droplet flow. The scale bar 
indicates 50 nm. 
5.3 InP Synthesis 
As described in §3.1.3, continuous flow synthesis of InP in glass chips and capillary reactors proved to 
be  highly  problematic, with  fouling  of  the  channel walls  proving  to  be  a  persistent  and  insoluble 
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problem. In addition, in preliminary droplet work carried out in glass channels (§4.1) the introduction 
of InP precursors into the droplet phase was detrimental to the formation of droplets. It is clear that 
the  synthesis of  InP  in  the  capillary droplet  reactor would be a  challenging  test of  its  resilience  to 
fouling. 
Droplet synthesis of InP was achieved using the exact same experimental setup used for CdSe (§4.4.1) 
and using the same precursor solutions used for continuous flow synthesis of InP (§3.1.2.1). The use 
of  InP  precursor  solutions  in  the  droplet  reactor  had  no  adverse  effect  on  the  droplet  flow, with 
droplets forming by the usual controlled dripping mechanism. When the temperature of the oil bath 
was  raised  above  ~140 °C  gaussian‐shaped  band‐edge  luminescence was  observed  in  the  droplet 
phase, indicative of the formation of crystalline InP.  
As shown in Figure 5.6 the droplet‐synthesised InP QDs emitted with FWHM approaching 50 nm. This 
figure is substantially lower than any value obtained in continuous flow (where values were typically 
> 70 nm) and is comparable to the best reported values for InP in bulk.107 
As  for CdSe,  the  reaction could be controlled by changing  the  reaction  temperature,  the  residence 
time within  the heated  section, and  the  reaction  stoichiometry. The effect of varying  the  In:P  flow 
ratio is shown in Figure 5.6. Mismatched reagent flows had a detrimental effect on the FWHM, with 
values  increasing  from  a minimum  of  ~55 nm  at  an  equal  In:P  flow  ratio,  to  > 90 nm  at  P‐heavy 
stoichiometries. In continuous flow however, the FWHM was found to vary only marginally with the 
flow conditions. The most striking distinction from continuous flow however is the dependence of the 
intensity on the flow ratio. Here the intensity was strongest at an In:P flow ratio of 1.5 and deviations 
from this value led to a decrease. In continuous flow, by contrast, higher indium content led to higher 
emission intensity. The notable differences in behaviour between continuous flow and droplet flow, is 
consistent with previous observations that the channel surface plays a significant role in the reaction 
in continuous flow reactors (§3.1.3.3).  
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Figure 5.6: a) In‐line fluorescence spectra of InP synthesised in droplets, varying In:P flow ratio and keeping other reaction 
conditions constant: T = 160 °C, carrier flow = 167 μl/min, total reagent flow = 33 μl/min. b) The peak intensity, peak 
wavelength and FWHM of the spectra shown in a). 
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Importantly, even after several hours’ synthesis  in droplets no deposition whatsoever was seen. For 
comparison,  the  synthesis was  also  carried  out  in  a  continuous  flow  regime  using  the  same  PTFE 
tubing.  This was  carried  out  in  the manner  described  in  detail  in  §2.6.5,  but  essentially  involved 
stopping the carrier flow and adjusting the precursor flow rates to maintain a suitable residence time. 
Over  the  course of 45 minutes, no  shift  in  the emission  spectra was  seen, but  a  large quantity of 
material accumulated on the channel walls (see Figure 5.7). The deposition was located at the point 
where the reaction mixture entered the oil bath‐ the same  location as deposition resulting from InP 
synthesis  in  a  glass  capillary  (§3.1.3.1).  It  is  worth  repeating  at  this  point,  that  absolutely  no 
deposition was seen in droplet flow, despite operating for several hours.  
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Figure 5.7: Results of 45 minutes  continuous flow synthesis of InP in 1 mm diameter PTFE tubing. T = 160 °C, In flow rate = P 
flow rate = 19 μl/min. a) In‐line fluorescence spectroscopy of InP nanocrystals. A decrease in intensity is seen over the 45 
minute measurement period, but no shift in the peak wavelength is observed. b)  Image showing deposition onto the 
channel walls.  The section shown was the point at which the tubing entered the oil bath. 
By synthesising metal, metal oxide and compound semiconductor nanoparticles in both aqueous and 
organic solvents and using syntheses that would foul channels in continuous flow, the versatility and 
resilience of the droplet reactor was shown. This builds upon the excellent “tunability” and stability 
shown in the previous chapter for the pyrophoric synthesis of CdSe. As such it is clear that the droplet 
reactor represents a genuine advance  in the synthesis of high quality nanocrystalline colloids on the 
microscale. 
5.4 Automation of Quantum Dot Synthesis in 
Droplets 
5.4.1 Optimisation in Continuous Flow versus Optimisation in 
Droplet Flow 
Microfluidic synthesis  lends  itself  to automised optimisation of  the  reaction product. Both  the easy 
integration of  inline optical  characterisation and  the  speed with which  reactions  conditions  can be 
changed and  then  stabilise  (due  to  the  small  reaction volumes  involved) mean  that many  reaction 
conditions can be evaluated in a short period of time‐ a necessity for rapid optimisation. As described 
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in §3.1, I had previously used the SNOBFit optimisation routine with soft boundaries (softSNOBFit) to 
automate continuous  flow  synthesis but was  limited  in  terms of what  I  could achieve by  the  rapid 
aging of the chip.  
As the droplet reactor does not suffer from channel fouling and has been shown to give stable results 
over  long periods  (§4.4.3)  it  is potentially an  ideal environment  in which  to apply  the  softSNOBFit 
routine. Thus a two dimensional  flow‐based optimisation  (equivalent to the one carried out  for the 
continuous flow reactor) was carried out using the droplet flow reactor‐ varying the flow conditions 
whilst keeping the reaction temperature constant. Although three flows are used in droplet flow (one 
carrier  stream  and  two  reagent  streams,  as  opposed  to  the  two  reagent  streams  used  in  the 
continuous  flow  reactor),  the  problem  was  restricted  to  a  two  dimensional  one  by  holding  the 
carrier : reagent flow ratio fixed. (Hence, there were only two reaction variables: residence time and 
Cd:Se stoichiometry). 
The  large  channel  size  in  the  droplet  reactor  and  the high  rates  of materials  throughput  that  are 
consequently possible (§4.4.6) mean that  large quantities of fluid can be used up at high flow rates. 
The maximum total flow rate (reagent plus carrier fluid flow rate) was therefore limited to a value of 
393 μL/min (which corresponds to a reaction time of 2.0 minutes) to enable a complete optimisation 
run of 40+ sample points to be carried out without exhausting the fluid supply. To reduce the time 
taken in a typical optimisation run, the minimum total flow rate was set at 52.4 μL/min, thus giving a 
maximum residence time of 15.0 minutes. Also to limit the size of the search space, a maximum flow 
rate differential of 10 between  the  reagent  streams was  set.  These  limits on  the permissible  flow 
conditions during optimisation are shown graphically by the dashed lines shown in Figure 5.8. 
5.4.2 Reproducibility Testing 
During  its  operation,  the  SNOBFit  routine  samples  reaction  conditions  across  the  entirety  of  the 
prescribed  reaction  space.  Thus  if  the  optimisation  is  to  succeed,  each  set  of  flow  conditions 
evaluated must produce  a  controllable,  reproducible  result,  regardless of  the  flow  conditions  that 
were tested beforehand. Thus the reactor must be able to tolerate large changes in flow conditions. 
In order to assess whether the droplet reactor was suitable for optimisation, an experiment was set 
up  in which CdSe QDs were  synthesised at 170 °C whilst  randomly  switching between  several pre‐
specified  flow  conditions.  The  variation  in  the  position,  FWHM  and  intensity  of  the  band‐edge 
emission peak was then assessed for each of the flow conditions.  
Five precursor flow conditions were specified (see Figure 5.8), and the carrier : reagent flow ratio was 
kept constant at a value of 10. The flow conditions that were chosen presented a good sample of the 
flow  conditions  that would  be  seen  in  an  optimisation  run  and,  importantly,  produced  the  large 
changes in flow conditions that would be typically seen.  
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Figure 5.8: Diagram showing the five reagent flow conditions probed in the reproducibility testing. The carrier : reagent flow 
ratio was kept constant at 10. The dashed lines represent the boundaries of the flow conditions identified as appropriate for 
optimisation in droplet flow (§5.4.1) 
In  the  reproducibility  experiment,  the  five  reaction  conditions  (shown  in  Figure  5.8)  were  each 
sampled in 11 successive iterations. Within each iteration, the points were called in a random order. 
The results are shown in Figure 5.9. Despite the reaction conditions being called randomly, each flow 
condition  produced  consistent  results.  The  emission  spectra  shown  in  Figure  5.9a  are  obviously 
grouped into five separate sets and this is further shown in Figure 5.9b,c,d which show each spectra’s 
peak wavelength, FWHM and intensity respectively. The peak wavelengths, and FWHM are consistent 
from iteration to iteration as is shown in Figure 5.9b and c. This consistency is apparent by inspecting 
the normalised  spectra of each  set of  flow  conditions,  two of which  (flow  conditions 3 and 5) are 
shown  for  example  in  Figure  5.9e,f.  The  similarity  of  the  normalised  spectra  for  each  set  of  flow 
conditions emphasises the consistency of the peak wavelength and linewidth.  
Interestingly  the peak  intensities  are  also  remarkably  consistent  (see  Figure  5.9d) notwithstanding 
one anomalous measurement  in  flow condition 1.  (Note that the anomalous spectrum  is present  in 
Figure 5.9a, but it is difficult to spot as it is mostly masked by the spectra from flow conditions 3 and 
4).  The  anomalous  intensity  measurement  means  that  any  optimisation  focussing  on  emission 
intensity is likely to be risky as an anomalous result would skew the optimisation algorithm. Thus for 
droplet flow, an optimisation based upon peak wavelength and FWHM was considered more reliable 
with the current experimental setup. 
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Figure 5.9: Results of reproducibility testing in droplet flow. a) Emission spectra of each measurement. The spectra are 
clearly grouped into five sets, corresponding to the five flow‐conditions shown in Figure 5.8. The peak wavelength, FWHM 
and peak intensity of each set of spectra is shown in b) c) and d) respectively. To illustrate how the spectra appear when 
normalised, the normalised spectra of flow conditions 3 and 5 are shown in e) and f) respectively. 
5.4.3 SNOBFit with Soft Boundaries 
5.4.3.1 Optimising FWHM 
A  full explanation of the optimisation using soft constraints, the motivation behind using  it and the 
way it operates, was described earlier in §3.2.1. The optimisation routine used here was the same as 
that used  in the  implementation of softSNOBFit  in continuous  flow reactors  (§3.2.2) except  for one 
change. Here, no attempt was made to find a “feasible” point within the hard boundaries beforehand, 
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as  for  the  purposes  of  this  preliminary  test,  the  softSNOBFit  algorithm  was  found  to  function 
adequately  without  knowledge  of  a  feasible  point  (as  shown  in  the  results  obtained  from  the 
optimisation run described in detail in this section).  
As explained in the reproducibility testing, using the current experimental setup, an optimisation that 
focuses on peak wavelength  and  FWHM  is more  reliable  than one  involving  intensity.  Thus  in  the 
application of softSNOBFit to the droplet reactor, the following problem was set: to minimise FWHM 
(thus driving the system towards delivering the most monodisperse nanocrystals possible) with soft 
constraints  on  the  peak  wavelength.  In  other  words,  we  ask  the  routine  to  find  the  reaction 
conditions that yield the most monodisperse particles that emit within a certain bound (± x nm) of a 
target wavelength. The code for this optimisation is given in the appendix (§8.2). 
0
20
40
0
20
40
480
500
520
540
560
Cd flow / μL/minSe flow / μL/min
λ m
ax
 / 
nm
a
λ m
ax
 / 
nm
λ m
ax
 / 
nm
Cd flow / μL/min
S
e 
flo
w
 / 
μL
/m
in
0 10 20 30
0
5
10
15
20
25
30
35
500
510
520
530
540
550b
S
e 
flo
w
 / 
μL
/m
in
S
e 
flo
w
 / 
μL
/m
in
 
0
20
40
0
20
40
30
40
50
60
70
Cd flow / μL/minSe flow / μL/min
FW
H
M
 / 
nm
c
FW
H
M
 / 
nm
Cd flow / μL/min
S
e 
flo
w
 / 
μL
/m
in
0 10 20 30
0
5
10
15
20
25
30
35
35
40
45
50
55
60
65
d
S
e 
flo
w
 / 
μL
/m
in
 
Figure 5.10: Trends in emission peak wavelength (λmax) and FWHM for droplet synthesis of CdSe at 200 °C with changing flow 
conditions, keeping carrier : reagent flow ratio constant at 10. The change in λmax  is shown as a 3D surface in a) along with 
the points used to generate it, and as a 2D contour plot in b). The change in FWHM is shown as a 3D surface in c) along with 
the points used to generate it, and a 2D contour plot in d). 
Figure 5.10 shows  the FWHM and  λmax  results  from a  typical optimisation  run carried out at 200 °C 
consisting  of  48  calls.  The  trends  seen  appear  counter‐intuitive,  however, with  the  shortest  peak 
wavelengths  (shown  in  Figure  5.10a,b)  observed  at  the  slowest  flow  rates. We would  expect  the 
slowest flow rates to produce QDs which emit at the longest peak wavelengths due to the increased 
particle  growth  times.  This  unexpected  observation  is  due  to  four  anomalous  points  which  are 
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highlighted  by  a  red  dashed  square  in  Figure  5.10a.  These  four  flow  conditions  produced  spectra 
which do not exhibit the gaussian‐shaped band‐edge emission typical of QD fluorescence but instead 
show a much broader emission which features significant emission at shorter wavelengths and tails 
into  the near‐UV. This  is shown  in Figure 5.11 where  the emission of one of  these  four anomalous 
points  is shown along with a  typical QD emission obtained  from other  flow conditions  in  the same 
optimisation run. In poor quality QDs we might expect emission at longer wavelengths due to defect 
emission  caused  by  exciton  recombination  at  surface  trap  states,  however  the  observation  of 
emission at wavelengths in the blue and UV regions of the spectrum is highly unexpected. The exact 
reason for this anomalous emission is unknown and further work is required.  
0 10 20 30
0
5
10
15
20
25
30
35
Cd Flow rate / μL/min
S
e 
Fl
ow
 ra
te
 / 
μL
/m
in
400 450 500 550 600 650 700
0
0.2
0.4
0.6
0.8
1
Wavelength / nm
N
or
m
al
is
ed
 E
m
is
si
on
a b
S
e 
Fl
ow
 ra
te
 / 
μL
/m
in
N
or
m
al
is
ed
 E
m
is
si
on
 
Figure 5.11a)  Anomalous (blue) and a typical “normal” (green) emission spectra taken from the optimisation run shown in 
Figure 5.10. The flow conditions that yielded each spectrum are shown in b). 
Regardless of this, however, the trends shown  in Figure 5.10 mean that the results obtained at this 
temperature lend themselves well to a flow‐based 2D optimisation for two reasons: Firstly, the data 
points,  shown  in  Figure 5.10a,c,  are  fitted  reasonably well by  the  surfaces  (which were  generated 
using a modified ridge‐estimator based algorithm127), indicating that the system is producing smooth 
trends, as hoped. Secondly,  from  these  trends  (which are more easily  to appreciate  in  the contour 
plots  shown  in  Figure  5.10b,d)  insight  can  be  gained  into whether  the  optimisation  algorithm  is 
working or not. For example, if we say we want to make the FWHM as low as possible whilst targeting 
a peak wavelength of 525 nm,  inspection of  the  contour plots  indicates  that we would expect  the 
optimum  conditions  to  lie  somewhere  within  the  region  circled  in  Figure  5.10b,  with  the  exact 
location dependent on how tightly the soft constraints are set. 
With  that  in mind,  let’s examine a  typical softSNOBFit optimisation  run, where  the FWHM  is being 
optimised for a target peak wavelength of 525 nm which is subject to soft constraints (σ = 7 nm, slope 
parameter = 4). The optimisation was carried out at 200 °C and was subject to the constraints in flow 
rate described  in §5.4.1. Figure 5.12  shows all  flow conditions  sampled during  the  routine and  the 
best  identified conditions  (indicated by a red circle). Not only  is the best point within the predicted 
region,  the  increased density of sampled points  in  that corner  indicates  that  the algorithm has not 
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sampled  the  entire  parameter  space  blindly,  but  has  recognised  that  the  optimum  conditions  are 
likely to reside in that region and has adjusted its search accordingly.  
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Figure 5.12: Diagram showing the constraints of flow rate (dashed lines) and the reagent flow rates sampled during an 
routine optimising FWHM whilst targeting a λmax of 525 nm. The best point is indicated by a red circle. 
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Figure 5.13: Diagram showing how the softSNOBFit optimisation routine discovered conditions that gave better QDs as it 
progressed. The emission spectra of the QDs obtained at call number 4, 6, 12, 28 and 33 are shown left, with the hard and 
soft constraints on peak position indicated by the dashed and dotted lines respectively. Parameters describing the spectra 
are listed in Table 5.1 below. The accompanying decrease in the best merit value (the lowest merit value found thus far) is 
shown right, with the red circles highlighting the call numbers that correlate to the spectra shown left. 
Figure 5.13 and Table 5.1 show how the optimisation routine found better points as the optimisation 
routine  progressed.  The  data  in  the  table  has  been  provided  as  differences  in  FWHM  are  often 
difficult to appreciate by eye, especially in spectra that feature defect emission at higher wavelengths. 
As we might expect, the best merit value improved throughout the run, with large improvements at 
first  and  steady  but  progressively  smaller  improvements  as  the  optimisation  continued.  It  is 
interesting to note the improvement in merit value from the 28th call to the 33rd call‐ a small sacrifice 
in the peak position is made for an improvement in the FWHM. At the end of the run, the routine had 
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successfully identified conditions that produced band‐edge emission with narrow FWHM (38 nm) and 
within the peak location constraints. 
Call number  FWHM (nm)  λmax (nm)  |λmax‐λtarget| (nm)  Merit Value 
4  38.3  535.8  10.8  2.16 
6  38.0  533.1  8.1  0.95 
12  45.4  519.9  5.1  0.56 
28  39.2  530.3  4.7  0.47 
33  38.0  530.4  4.8  0.45 
Table 5.1: Parameters describing the spectra shown in Figure 5.13. 
Figure 5.14 shows the FWHM versus peak wavelength for every point sampled. Here  it can be seen 
that the designated best point (marked by a green circle) lies close to but within the soft boundaries 
and has a significantly lower FWHM value than almost all other points within the constraints. There is 
one other result,  immediately to  its right, that might vie  for the  label of best point, but the FWHM 
value  is  very  slightly  higher  and  it  is  further  away  from  the  target  wavelength,  both  of  which 
contribute to it having a worse merit value than the best point. 
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Figure 5.14: FWHM versus λmax for each point sampled when optimising FWHM with soft constraints on the peak wavelength. 
A wavelength of 525 nm was targeted (solid line) with hard boundaries of ± 0.5 nm (shown by inner dashed lines) and a 
sigma value of 7 nm (represented by the outer dashed lines). The best point is highlighted by a green circle. 
Figure  5.15a  and  Figure  5.15b  show  the  merit  value  versus  peak  wavelength  and  linewidth 
respectively.  It  is  important  to  remember here  that  the algorithm seeks  to  reduce  the merit value, 
thus lower merit values correspond to “better” results. As expected, peak wavelengths that fall within 
the  soft boundaries have  significantly  lower merit  values  than  those outside  the boundaries, with 
those  on  or  around  the  boundary  producing  intermediate  values  (see  Figure  5.15a).  A  slope 
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parameter of 4 was used here; however,  if a  lower value was used, thus making the soft boundary 
less sharp, we would expect to see more intermediate merit values around the boundary (see §3.2.1).  
The dichotomy in merit values caused by results being inside or outside the soft boundary is reflected 
in the plot of merit value versus FWHM value shown in Figure 5.15b, where two main groups of values 
are seen. The group of high merit values corresponds to points outside the soft boundary, whilst the 
group of  low merit values correspond to those  inside. Within each group an  identical trend  is seen, 
with lower FWHM values leading to lower merit values. This is as we would expect if the routine was 
operating  correctly,  and  corresponds  well  to  the  analogous  trends  seen  when  implementing 
softSNOBFit in continuous flow reactors (see Figure 3.19). 
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Figure 5.15: Diagrams showing the merit value versus peak wavelength (a) and FWHM value (b). The hard and soft 
boundaries are shown in the left diagram by inner and outer dashed lines respectively. 
The  results  presented  above  are  all  consistent with  the  softSNOBFit  algorithm  behaving  correctly, 
although on the basis of the data presented so far, there is no clear progress over the results obtained 
from continuous flow reactors where individual runs were also shown to behave correctly (§3.2.2). To 
explicitly show that the routine is operating exactly as intended, however, it needs to be shown that 
loosening the soft constraints results  in a measurable  improvement  in the property being optimised 
(which could not be done in continuous flow reactors). 
5.4.3.2 Controlling the Soft Boundaries 
As previously  shown  in  Figure  5.14,  for  the  case of droplet  synthesis of CdSe  at  200 °C  there  is  a 
negative  correlation  between  the  FWHM  and  the  peak wavelength  of  emission  in  the  vicinity  of 
~525 nm peak emission. Thus if we are targeting a peak wavelength of 525 nm, we would expect that 
loosening  the  soft  constraints would  lead  to  best  points with  lower  FWHM  values  and with  peak 
wavelength values that become larger, up to a maximum value of around 540 nm. 
Thus, the softSNOBFit routine was repeated several times, with different soft constraints: the slope 
parameter (boundary sharpness) was kept constant at 4, while the σ value (boundary size) was set at 
2,4,7,10 and 15 nm. The optimisation problem was identical to that described in the previous section ‐ 
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a  2D  flow  problem,  optimising  FWHM  with  constraints  on  peak  wavelength,  targeting  a  peak 
wavelength of 525 nm, in which 48 conditions are sampled. 
Figure 5.16 shows the FWHM versus peak wavelength data for each flow condition sampled  in each 
separate  optimisation  run.  In  each  case  the  same  range  of  values  is  obtained,  and  in  the  range 
λ < 540 nm the FWHM is seen to generally improve with increasing wavelength. This reproducibility is 
essential to be able to showing that broadening the soft constraints  leads to  lower FHWM at higher 
wavelengths. 
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Figure 5.16: Diagram showing data from five successive optimisation runs using different sigma values.  
Figure 5.17 shows the normalised spectra obtained for the best points found using sigma values of 2 
and 15. As we might expect the higher σ value gives an improved FWHM and a peak wavelength that 
is further from the target. The FWHM and peak wavelength of the best conditions from every run are 
shown  in  Figure  5.18a,b.  As we would  expect,  increasing  σ  values  gives  lower  FWHM  values  and 
higher peak wavelengths. The FWHM value obtained for σ = 10 appears anomalously high (see Figure 
5.18a), however it is worth remembering that all results are subject to a certain amount of statistical 
variation. A  limited number of points are sampled  in each run (48  in this case), due to  limitations  in 
time and  the amount of  fluid  required, which means  that  there  is no guarantee  that  the optimum 
conditions will be  found  in a  single  run. As was  shown  in  the virtual experimentation described  in 
§3.2.4,  increasing  the number of  sampled points  increases  the  chance of  finding  the optimum and 
makes  for  smoother  trends,  however,  a  degree  of  variation  is  always  to  be  expected.  This  was 
explored  further,  by  replicating  the  FWHM‐optimising  experiments  described  here  in  a  “virtual” 
parameter space. 
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Figure 5.17: Best points obtained using sigma values of 2 and 15. The gaussian fits to the band‐edge emission peak are also 
shown, along with a dashed black line which indicates the target wavelength. 
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Figure 5.18: Comparison of the best conditions found in real life and "virtual" experiments optimising FWHM while targeting 
a peak wavelength of 525 nm. Identical trends are seen in both cases: Increasing the sigma value results in a decrease in 
FWHM (a,c) and peak wavelengths shiting to longer wavelengths (b,d). Both the real and “virtual” optimisation experiments 
sampled 48 reaction conditions. 
As previously described in §3.2.4, optimisation in virtual space was carried out using interpolated data 
from  previous  experimental measurements.  In  this  case  the  data  set used was  that  shown  in  the 
previous  section, §5.4.3.1. The effect of  this  approach  is  to  remove  any  reproducibility  issues  that 
might be caused by the experimental system, and show how the optimisation code should behave in 
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isolation. Furthermore, it means a lot of useful information on how the optimisation routine behaves 
can be obtained very quickly. 
The results obtained by replicating the experiments in virtual reaction space (using code given in the 
appendix, §8.3) are shown in Figure 5.18c,d. As was the case for the real life (non‐virtual) optimisation 
runs, 48 points were sampled. The first and most striking thing to note is that very similar trends are 
seen to those in the real life experimentation, with increasing σ value leading to lower linewidths and 
higher peak wavelengths. The second point to note  is that the virtual results are quite “noisy”. This 
reflects the statistical nature of sampling a limited number of points. The fact the experimental results 
aren’t noticeably noisier suggests that any experimental noise the system itself is contributing is small 
relative to the noise resulting from the routine itself, for this number of calls. 
The work outlined here clearly demonstrates that by combining the reliability and reproducibility of 
the droplet  reactor with  the efficient  search  characteristics of  the SNOBFit  routine  it  is possible  to 
automatically  run  effective  multiparameter  optimisations  of  quantum  dot  synthesis,  using  a 
constraint‐based approach which provides for much simpler problem specification. 
5.5 Summary 
In this chapter, the versatility and wider applicability of the droplet reactor  introduced  in Chapter 4 
has been  shown by applying  it  to  the  synthesis of other nanocrystalline colloidal materials, and by 
using  it  in  conjunction with  a  constraint‐based  optimisation  algorithm  to  automatically  synthesise 
CdSe with low emission linewidths. 
High temperature synthesis of InP, which has been shown to lead to channel fouling in a conventional 
continuous  flow  reactor was successfully carried out  in droplets. Synthesis of TiO2 and Ag was also 
carried out  in droplets using aqueous  syntheses  that are difficult  to  implement  in  continuous  flow 
reactors due to issues with clogging, deposition and large reagent flow rate mismatches. The ability of 
the  droplet  reactor  to  handle  these  syntheses  with  ease  emphasises  its  usefulness  and  marks 
significant progress in the field of chemical synthesis in microreactors. 
Optimisation of CdSe synthesis using a SNOBFit routine that utilised soft boundaries was successfully 
implemented  in  droplet  synthesis.  This  optimisation  routine  had  previously  been  implemented  in 
continuous  flow  reactors  (§3.2),  but  did  not  yield  results  that  were  fully  in  accordance  with 
expectation  due  to  the  reaction  conditions  drifting  over  time  as  a  result  of  deposition within  the 
channels. Due to the superior stability and reproducibility of the droplet reactor, however, consistent 
results were obtained here. The optimisation routine was successfully applied to the droplet synthesis 
of CdSe, being used  to  find  reaction conditions  that produced  the  lowest emission  linewidths  for a 
given wavelength range. Loosening the soft boundaries was seen to lead to an associated decrease in 
the emission linewidth. Though further investigation is needed into the operation of the optimisation 
algorithm  (e.g. studying  the effect of varying  the slope parameter) and  the possibility of optimising 
emission intensity (see §7.4), this work constitutes a step forward in optimising real‐life systems and 
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raises  the  possibility  of  creating  a  fully‐automated,  user‐friendly  autonomous  system  to  produce 
quantum dots. 
Chapter 6
Whilst exploring  the bulk  synthesis of TiO2 from TiCl3,  it was  found  that 
the resulting nanocrystals exhibited band edge luminescence in the near‐
UV. TiO2 is an indirect band‐gap semiconductor and photoluminescence is 
accordingly  rare.  This  chapter  explains  the  synthetic  method  in  more 
detail and describes systematic investigation into how the luminescence is 
affected by changes to the reaction conditions.
TiO2 from TiCl3:
Spectroscopic Studies 
En Route to Microfluidic 
Implementation
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6 TiO2 from TiCl3: Spectroscopic Studies En 
Route to Microfluidic Implementation 
6.1 Introduction 
TiO2 is an indirect band‐gap semiconductor and a highly important commercial material. It is nontoxic, 
inert, brilliant white in colour with a high refractive index and, as a consequence, widely and heavily 
used as a pigment. An  increase  in more advanced electrochemical and photochemical applications 
such as dye‐sensitised solar cells,128 electrode coatings for gas sensors129 and photocatalysis130 (e.g. on 
self cleaning surfaces) means there is an increasing demand for high quality nanocrystalline TiO2. For 
such  applications,  a monodisperse  product  of well‐defined  size  and  composition  is  of  paramount 
importance  and  the  high  levels  of  control  offered  by  microreactors  make  them  an  attractive 
environment  for  synthesis.  Efforts  were  made,  therefore,  to  implement  TiO2  synthesis  in 
microreactors. 
Many routes to nanocrystalline TiO2 exist
96 including hydrothermal and solvothermal syntheses131, 132 
and hydrolytic and non‐hydrolytic sol‐gel methods.133, 134 Of the many synthetic routes available, a sol‐
gel method recently reported by Cassaignon et al.123 was picked to  implement  in our microreactors 
because, in addition to controlling the usual properties of particle size and size distribution, it offered 
the possibility of  tuning  the  crystalline phase of  the  TiO2 between  rutile,  anatase  and brookite by 
controlling the reaction conditions. The synthesis involves the hydrolysis and oxidation of Ti3+ which, 
as described in the original paper, is achieved via three separate steps:  
1) In the first step, a concentrated aqueous TiCl3 solution is added to DI water to form a 0.15 M 
violet solution.  At this stage, the solution is at low pH (~0.5) as the TiCl3 solution is supplied 
in concentrated HCl (typically 5 – 30 % depending on supplier)  in order to keep  it stabilised 
and prevent premature hydrolysis and oxidation to TiO2. 
2) In the second step, 1M NaOH is added to the solution to adjust the pH. Controlling the pH at 
this stage has been shown to affect the crystalline phase of the final product, although the 
exact mechanistic reason for this is unclear.123 
3) From this point the now‐unstable Ti solution will naturally oxidise to TiO2 over time with the 
process proceeding faster at higher pH. To accelerate the process, however, in the third and 
final  stage  the  solution  can be heated,  typically at 60 °C  for 24 hours. A  stable  fine milky‐
white suspension is finally obtained. 
It should be noted that most of the work described in this chapter was carried out in the bulk. When 
this work began, the droplet reactor was yet to be developed, so  initial work was carried out  in the 
bulk to gain familiarity with the reaction and develop a microfluidic‐friendly synthesis that could be 
straightforwardly implemented in a continuous flow regime. The emphasis in this chapter, however, is 
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not  on microfluidic  implementation  (although  it  was  of  prime  concern  at  the  time),  but  on  the 
observation  of  band‐edge  luminescence  from  the  TiO2  nanocrystals  (regardless  of  how  they were 
synthesised). 
6.2 Background: Band-edge Luminescence of TiO2 
As TiO2  is an  indirect band‐gap semiconductor,  it  is not surprising that band‐edge  luminescence  is a 
rarity. The  literature reflects this, with band‐edge  luminescence having been reported as far back as 
1984,135 but having been mentioned only occasionally since then.136‐141 The band‐edge luminescence 
coincided with anatase‐phase TiO2
136‐139 and amorphous material was found not to emit.135  
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Figure 6.1: Typical photoluminescence spectrum obtained of TiO2, under 290 nm excitation. 
Figure 6.1  shows a  typical emission  spectrum obtained  in  this work,  (using 290 nm UV excitation), 
which  is  both  representative  of  those  presented  in  this  chapter  and  of  those  that  have  been 
previously reported in the literature. The main feature in the spectrum is a peak in the near‐UV that 
has a tail that extends into the visible spectrum. The tail often shows evidence of finer structure, most 
prominently a shoulder at 465 nm, which has previously been attributed to emission from trap states 
at  the  surface.136,  137  A  second,  smaller  peak  is  seen  between  600  and  800 nm,  which  has  been 
ascribed  to  transitions  from  the  conduction  band  to  trap  states  caused  by  interstitial  Ti3+.136,  137 
Although  not  seen  here,  other  emission  spectra  in  this  chapter  often  feature  a  peak  centred  at 
580 nm.  Note  that  this  peak  is  not  part  of  the  sample  emission,  but  an  experimental  artefact 
corresponding to the first harmonic of the excitation. 
While the overall shape of the emission spectra are generally quite similar in previous reports in the 
literature, the location of the emission is seen to vary, with peak wavelengths of 346‐361,136 370,137,141 
375135 and 390 nm139 having been reported. Given that the bulk band‐gap of anatase is 3.2 eV, which 
corresponds  to a photon wavelength of 388 nm,  the observed  luminescence  is at an equivalent or 
higher  energy  than  the  (indirect)  band‐gap.  Thus  the  band‐edge  emission  could  be  due  to  either 
quantum  confinement  of  indirect  transitions  or  due  to  direct  transitions.  Quantum  confinement 
effects are minimal for TiO2 at diameters > 2 nm
142, 143 (due to the relatively small Bohr exciton radius 
of  1.5 nm142)  and  most  reports  of  band‐edge  emission  in  TiO2  have  featured  particles  of  size 
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≥ 3 nm,135‐137, 139, 141 thus direct band emission seems more likely. Furthermore the observed emission 
correlates well with calculated direct transitions.140 Regardless of whether the emission is the result of 
direct or  indirect  transitions, however,  there  is evidence  that suggests that quantisation effects are 
observable  in  the emission  spectra of TiO2: Pan et al.
137  reported a  red‐shift  in emission over  time 
whilst growing TiO2 particles to a final size of 4.7 nm (the size of the  intermediate particles was not 
determined)‐  analogous  to behaviour  exhibited by quantum dots  (which  also  exhibit  a  red‐shift  in 
emission  during  growth).  Surprisingly,  that  observation  by  Pan  et  al.  is  the  only  occasion  where 
experimental  variations  have  been  seen  to  result  in  an  observable  and measurable  change  in  the 
emission spectrum.  
The work described in this chapter sought to deepen understanding of the underlying physical cause 
of the emission by seeing how it could be controllably changed, and whether emission spectroscopy 
could  be  used  as  a  tool  to  follow  the  reaction.  This was  done, by  investigating  how  the  emission 
emerges and changes as the reaction progresses and how  it  is affected by changes  in the synthetic 
method and by the presence of chemical dispersants. 
6.3 Raising the pH of TiCl3 
6.3.1 pH Titration Curve 
As described  in §6.1, following dilution of the TiCl3 stock solution, the pH  is raised. Figure 6.2 shows 
how the pH of a diluted solution of TiCl3 (2 ml TiCl3 stock solution in 50 ml DI water) changed as NaOH 
was added.  
Note that  in the figure, and elsewhere  in the chapter, the quantity of NaOH  is expressed relative to 
the volume of as‐supplied TiCl3 stock solution, and not the amount of Ti. This reflects the fact that the 
TiCl3 stock solution is comprised of both aqueous TiCl3 and HCl, both which will are important to the 
(strongly pH‐dependent) reaction. 
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Figure 6.2: Titration curve showing how pH changed with addition of NaOH. 
After dilution,  the  resultant  solution had pH < 0 due  to  the  large quantity of HCl  in  the TiCl3  stock 
solution.  The  increase  in  pH  as NaOH was  added  (shown  in  Figure  6.2)  is  typical  of  an  acid‐base 
 
134
neutralisation but with an additional shoulder‐like feature located between 8 and 10 mmol NaOH per 
ml  TiCl3  solution,  pH  2  –  4.  This  feature  corresponds  to  the  hydroxylation  of  the  Ti  following 
neutralisation of excess HCl and the formation of titanium oxide hydrates, TixOy(OH)z.
123 The titanium 
oxide  hydrates  polymerise  (via  olation  and  oxolation)  and  form  a  blue/black  precipitate  clearly 
observable by eye. 
6.3.2 Spectroscopy of Raising the pH 
The pH dependence of the absorption spectra of the TiCl3 solution was  investigated by continuously 
acquiring spectra as NaOH was progressively added to the cuvette, with stirring, using a syringe pump 
(see §2.3.2 for more details). After dilution of the TiCl3  (65.0 μl TiCl3 solution in 2.5 ml DI water) and 
before NaOH addition,  the Ti3+  ions are present  in an octahedral aqueous complex,  the absorption 
spectra of which  is  shown  in  Figure 6.3.  This  spectrum  is well described  in  textbooks,143‐145  as  the 
complex  is  electronically  simple  (with  only  one  d‐electron  in  the  metal  ion)  and  clearly  shows 
evidence of  two  common  types of  electronic  transition  seen  in  transition metal  complexes:  Firstly 
there is a broad absorption in the visible region that results from t2g → eg*  transitions within the Ti d‐
levels, which have been split in energy by crystal field effects.143‐145 It is these transitions that give rise 
to  the  characteristic  purple  colour  of  the  solution.  A  second  absorption  is  seen  in  the UV, which 
corresponds  to  charge‐transfer  within  the  complex  between  the  ligands  and  the metal  ion.  This 
absorption  is  somewhat problematic  in  the  current  context as  it  is  the  same  location as we would 
expect to see band‐edge absorption of titania.136, 137, 140‐142, 146 
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Figure 6.3: Absorption of aqueous TiCl3. 
As NaOH was added (1M, 0.05 ml/min), there was little change in the visible region of the measured 
absorption  spectra  until  ~8 mmol NaOH  per ml  TiCl3  had  been  added.  At  this  point  there was  a 
significant change  in  the absorption spectrum, accompanied by a  large  increase  in absorbance  (see 
Figure 6.4, A) due to the increased hydrolysis of Ti above pH ~2 and the accompanying precipitation of 
titanium oxide hydrates (which have a very broad and strong absorption, appearing blue/black to the 
eye).123 Before the sharp change  in the visible region of the spectrum,  little change was seen  in the 
characteristic d‐d absorption, either in absorbance or shape. 
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Figure 6.4: Shown left are absorption spectra of TiCl3 solution obtained as the pH was raised by addition of NaOH. The legend 
shows the quantity of NaOH added, expressed as mmol NaOH per ml TiCl3 solution, for each spectrum. Two trends are 
visible:  absorption in the visible remains constant before a sharp increase at ~8 mmol per ml TiCl3 (A), while absorption in 
the UV steadily increases (B). These trends are quantified in the plot shown right which shows the absorption at specific 
wavelengths (326 and 500 nm) as a function of the quantity of NaOH added. 
In  contrast  to  the  abrupt  changes  seen  in  the  visible  spectrum,  absorbance  in  the UV,  increased 
steadily  and  smoothly  as  the  pH  increased  (see  Figure  6.4,  B).  This  could  possibly  be  ascribed  to 
changes  in  the charge‐transfer absorption caused by changes  to  the Ti3+ complex, but as we might 
expect such changes to be accompanied by a notable modification of the d‐d absorption in the visible 
spectrum (which  is not observed) the  increased absorption  in the UV can be tentatively ascribed to 
increasing TiO2 concentration. 
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Figure 6.5: a) The intensity of emission seen at 352 nm (the peak of band‐edge luminescence) as NaOH was added to diluted 
TiCl3. The spectra on the right show the corresponding spectra before (b) and after (c) the large drop in measured emission. 
Note the peaks at 560 nm are harmonics of the excitation. The dashed lines in (b) and (c) indicate the peak wavelength of 
the band‐edge luminescence in each case, while the legends indicate the amount of NaOH added (in mmol NaOH per ml TiCl3 
stock solution). 
Following the dilution of the TiCl3 stock solution, excitation of the solution below 300 nm gave rise to 
an emission spectrum of the form shown in Figure 6.1 (albeit a weak one) indicating that some TiO2  
had  formed  immediately  (see  Figure  6.5). As  the pH  of  the  solution was  subsequently  raised,  the 
intensity  of  the  emission  increased  strongly  until  ~8 mmol  NaOH  per  ml  TiCl3  at  which  point  it 
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dropped  sharply  (see  Figure  6.5).  Interestingly,  the  peak wavelength  of  the  emission  appeared  to 
blue‐shift at this transition point even though no other shifts were observed before or afterwards. 
The  dramatic  decrease  in  intensity  occurred when  8 mmol NaOH  per ml  TiCl3  solution  had  been 
added,  i.e. at the same point  that hydrolysed Ti3+ precipitated out as solid dark black/blue  titanium 
oxide hydrates, causing a  large  increase  in the absorption spectrum, as shown  in Figure 6.4. Thus  it 
seems  likely that the drop  in emission was due to the emission being reabsorbed by titanium oxide 
hydrates. The observed shift is likely to be due not to a change in the emission itself, but due to the 
fact that the absorption of the precipitate, which dramatically reduces the  intensity of the detected 
emission  signal, monotonically  decreases  into  the  UV  (see  Figure  6.4), meaning  that  the  shorter 
wavelengths experience less absorption than long wavelengths. Further weight is given to this theory 
by considering what happens when this experiment is repeated at lower total reagent concentration 
(described below).  
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Figure 6.6: Diagram showing how the drop in band‐edge luminescence intensity (shown in Figure 6.5) correlates with the 
sharp increase in absorption (shown in Figure 6.4) caused by the precipitation of titanium oxide hydrates. 
6.3.3 Spectroscopy of Raising the pH at Lower Total Reagent 
Concentration 
When the same experiment was repeated using a 9x lower reagent concentration (by increasing the 
magnitude of the dilution step and titrating with accordingly diluted NaOH) very different behaviour 
was observed. As was  the  case  at higher  concentration,  a  sharp  increase  in  the  visible  absorption 
spectrum was seen after 8 mmol NaOH per ml TiCl3 was added, due to the complete hydrolysis of the 
Ti  (see  Figure  6.7),  but  a  blue/black  precipitate  did  not  form  this  time.  Instead  a  slight  white 
cloudiness was observed and, as a consequence,  the absorbance  increase  in  the visible part of  the 
spectrum was much less extreme. This is likely to be due to the lower concentration suppressing the 
polymerisation  of  newly  formed  titanium  oxide  hydrates  into  blue/black  precipitate.  The  white 
precipitate that was observed is likely to correspond to aggregated TiO2. 
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Figure 6.7: Absorption spectra of TiCl3 solution obtained as the pH was raised by addition of NaOH. Obtained at 9x lower 
concentration than for the results shown in Figure 6.4. The legend indicates the amount of NaOH added (in mmol NaOH per 
ml TiCl3 stock solution). 
At  this  lower  concentration,  the  hydrolysis  of  Ti was  not  accompanied  by  a  large  increase  in  the 
absorbance  in  the  visible  part  of  the  spectrum,  so  there was  only  a  slight  drop  in  the  emission 
intensity  above 8 mmol NaOH per ml  TiCl3  (as  shown  in  Figure 6.8), presumably due  to  scattering 
caused  by  the  white  precipitate.  Also,  in  contrast  to  when  the  experiment  was  run  at  higher 
concentration,  no  shift  in  the  emission  wavelength  was  seen  following  complete  Ti  hydrolysis. 
Comparing  the  normalised  emission  spectra  obtained  at  low  and  high  concentrations  before 
hydrolysis, as shown in Figure 6.9, it can be seen that there is no difference in either the shape of the 
spectrum or the  location of peak wavelength. Thus changing the concentration does not noticeably 
affect the peak wavelength of band‐edge emission at this stage in the reaction. 
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Figure 6.8: Shown left is the intensity of emission seen at 352 nm as NaOH was added to diluted TiCl3. The concentration of 
reagents used here was 9x less than for the results shown in Figure 6.5. The normalised spectra are shown right. Note the 
peaks at 560 nm are harmonics of the excitation and the legend indicates the amount of NaOH added (in mmol NaOH per ml 
TiCl3 stock solution). 
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Figure 6.9: Emission spectra obtained from raising the pH at high and low concentrations, with neglible difference seen in 
spectral shape. The spectra are taken from and representative of those shown in Figure 6.5b and Figure 6.8. 
6.4 Heating 
6.4.1 Changes in Emission Spectrum with Heating 
As described in §6.1 the third step of the synthesis, following dilution of TiCl3 and adjustment of the 
pH,  is  to heat  the solution. To  test what happened spectroscopically  to  the sample with heating, a 
sample  solution  consisting  of  0.292 ml  TiCl3  solution,  11.24 ml  water  and  2.00 ml  1M  NaOH 
(corresponding to 6.8 mmol NaOH per ml TiCl3) was split into eight separate samples, seven of which 
were  heated, with  stirring,  in  an  80 °C  oil  bath  for  different  amounts  of  time  and  the  remaining 
sample left at room temperature as a control. 
As shown  in Figure 6.10a, heating resulted  in an ~40 nm red‐shift  in peak wavelength over the  first 
hour,  accompanied by  a decrease  and  then  increase  in  emission  intensity, with  the  final  intensity 
being ~2.5x that of the starting spectrum. The secondary peak at higher wavelengths shifted with the 
main peak but interestingly the shoulder at 465 nm did not move. No further changes in the spectra 
were observed beyond one hour. The red‐shift  in the emission peak  is consistent with the previous 
work of Pan et al.,137 who synthesised TiO2 via a two‐phase thermal route, and saw a 27 nm red‐shift 
during the heating of the reaction mixture. The shift in peak wavelength is consisent with the growth 
of quantum confined TiO2. 
As expected, the room temperature control showed the same trends but less pronounced. As shown 
in Figure 6.10b, over the same time period of 6 hours, the peak wavelength shifted by ~20 nm and the 
intensity decreased  then  increased but  the  final  enhancement was only  ~1.2x  that of  the  starting 
spectrum.  It  is expected however  that,  if  left  for  long enough,  a  similar  shift  and enhancement  in 
intensity would be obtained as that seen in the heated sample.  
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Figure 6.10: a) Normalised emission spectra of samples heated at 80 °C for different times. A clear red‐shift with increasing 
time can be seen. Inset is shown the absolute emission spectra, which shows a drop in intensity followed by an increase. No 
change in peak wavelength or intensity is seen after 1 hour. b) Results of a control, in which the experiment reported in (a) 
was repeated without heating.  The same plots as for (a) are shown and the same trends are exhibited but occur at a much 
slower rate. c) Absorption spectrum of the starting sample, after 6 hours at room temperature (control) and after 6 hours 
heating at 80 °C. 
The shifts  in the emission spectrum are difficult to correlate with any electronic absorption features 
because  of  the  significant  amount  of  scattering  seen  in  the  absorption  spectrum,  caused  by  the 
formation of aggregated TiO2. Figure 6.10c  shows  the absorption  spectrum of  the  starting  sample, 
after 6 hours heating and after 6 hours at room temperature (the control).  The heated sample, which 
had formed a fine milky‐white opaque suspension, exhibited an absorption spectrum dominated by 
scattering.  Though much  less  extreme,  the  other  two  samples  each  showed  significant  scattering, 
meaning it is difficult to properly discern band‐edge absorption. 
Figure 6.11  shows  the  result of  carrying out  the  same experiment  in  the droplet  reactor. This was 
done in the manner described in §5.1, varying the total flow rate to control the reaction time. As was 
the case in the bulk, a red shift and ~2.5x increase in luminescence was seen with heating. In the bulk 
the  red‐shift  in  the  emission  ceased  after  one  hour’s  heating  at  80 °C,  but  in  droplets,  the  peak 
wavelength had already stabilised after  four minute’s heating at 90 °C. The more rapid stabilisation 
observed  with  the  droplet  reactor  is  most  likely  to  be  due  to  a  combination  of  the  increased 
temperature and the enhanced heat‐transfer seen when using smaller volumes. 
 
140
300 400 500 600 700 800 900
0
2
4
6
8
10
12
Wavelength / nm
E
m
is
si
on
 / 
a.
u.
No heat
4 min, 90°C
28 min, 90°C
 
Figure 6.11: Effect of heating in droplet reactor on the emission spectrum. 
6.4.2 Heating at Different Concentration 
Using  the droplet  reactor,  investigation was made  into whether  changes  in  the emission  spectrum 
seen with heating  (§6.4.1) were affected by  the  starting  concentration of  reagents. Three  reaction 
concentrations were investigated by varying the concentration of NaOH and the relative NaOH : TiCl3 
flow rates of the reagents as specified in Table 6.1. The Ti : NaOH ratio was kept constant at 4.0 mmol 
NaOH per ml TiCl3, the temperature at 90 °C and the ODE carrier fluid at 95.2 μl/min (corresponding 
to a residence time of 28 minutes). TiCl3 solution was used as supplied, without dilution. 
NaOH 
 
Relative Total 
Concentration 
of Reagents 
TiCl3 Flow 
Rate (μl/min) 
Flow Rate (μl/min)  Conc. (M) 
A  1  0.1  16.9  0.0236 
B  5  0.5  16.5  0.121 
C  25  2.5  14.5  0.688 
Table 6.1: Reaction parameters used for TiO2 synthesis in droplets at different total reagent concentrations. 
As  shown  in  Figure  6.12,  the  results  were  striking,  with  lower  concentrations  yielding  shorter 
wavelength  band‐edge  emission.  Another  notable  feature  is  that  the  relative  strength  of  (long 
wavelength)  defect  emission  is  significantly  higher  at  lower  concentrations.  The  spectral  shift  is 
consistent with the synthesis of quantum confined TiO2, where we would expect lower concentrations 
to lead to reduced particle growth and thus smaller particles with a blue shifted emission spectrum. 
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Figure 6.12: Emission spectrum of TiO2 synthesised in droplet reactor at three separate concentrations. 
An  interesting observation was made when diluting  the product made  from  the most concentrated 
set of reagents (C in Figure 6.12). As shown in Figure 6.13a, dilution of this TiO2 sample resulted in a 
blue  shift  in  the  spectrum,  with  the  peak  wavelength  varying  logarithmically  with  the  relative 
concentration  (see  Figure 6.13a  inset). Again,  lower  concentrations  also  resulted  in higher  relative 
defect emission. 
Figure  6.13b  shows  these  spectra  (post‐diluted)  in  the  same  plot  as  the  spectra  obtained  using 
reagents at different  concentrations  (pre‐diluted,  shown  in Figure 6.12).  Interestingly,  spectra with 
corresponding concentrations match‐up almost exactly. This is quite remarkable, and the fact that the 
emission spectra of the post‐diluted TiO2 change so readily with concentration suggests that the final 
product  is  in  a  dynamic  equilibrium  (i.e.  particle  size  changes  with  concentration).  Thus,  further 
testing is required into concentration effects (see §6.7). 
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Figure 6.13: a) Emission spectra of the most concentrated sample diluted by varying amounts. Inset, plot showing how the 
peak wavelength varies with concentration. b) Comparison of the normalised emission spectra of pre and post‐diluted 
samples. 
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6.5 Using Additives  
6.5.1 Motivation 
The original and main aim of  investigating  the TiO2 synthesis was  to develop a microfluidic‐friendly 
method. As the droplet reactor was yet to be developed when the TiO2 work began, the synthesis had 
to be compatible with a continuous  flow  regime. As previously described, however, synthesis using 
TiCl3 often produces an  intermediate black/blue precipitate (depending on the pH targeted) and the 
final TiO2  forms aggregates. Exploratory experiments using prediluted TiCl3 and NaOH and the glass 
chip previously used  for  the continuous  flow synthesis of CdSe and  InP  (as described  in Chapter 3) 
showed  that  both  the  intermediate  precipitate  and  the  final  aggregated  TiO2  fouled  continuous 
reactor  channels.  Chemical methods were  therefore  sought  to  disperse  the  particles  immediately 
upon formation. 
Similar  hydrolytic  sol‐gel  syntheses  of  nanocrystalline  TiO2  have  employed  the  use  of  additives  in 
order to promote particle dispersion. Previously used additives have  included citric acid,147, 148 other 
poly‐carboxylic  acids  (e.g.  oxalic  acid,  succinic  acid,  glutamic  acid),147,  149  amino  acids149,  150  and 
acetylacetone (acac).146, 151 Citric acid, glutamic acid and acac were all evaluated in this work, although 
glutamic acid gave almost identical results to citric acid and so won’t be discussed further.  
Addition of acac appeared to have a negligible effect on the dispersion of the TiO2, regardless of the 
quantity added. Citric acid, on the other hand, proved very successful, with no blue/black precipitate 
and greatly  reduced TiO2 aggregation observed when a  citric  : Ti  ratio  ≥ 1.5 was used. Addition of 
citric acid, however, had the adverse effect of decreasing the crystallinity of the final nanoparticles. 
Figure  6.14  shows  TEM  images  of  TiO2  synthesised  under  identical  reaction  conditions  but  in  the 
presence of different additives. With no additive (Figure 6.14a) well‐defined particles, many of which 
appear  diamond  shaped  and  approximately  4 nm  in  size  were  obtained.  Lattice  planes  could  be 
imaged, indicating crystalline material. With the addition of acac (Figure 6.14b) well defined materials 
were also obtained. Particles appeared more  isotropic and a  little  larger  (~6 nm) but  still had well 
defined shape and resolvable lattice planes, indicating crystalline material. The TEM images obtained 
for  TiO2  synthesised with  citric  acid were  quite  different,  however. As  shown  in  Figure  6.14c,  the 
particles  showed  very  little  crystalline  character,  having  a  smooth  featureless  silhouette  and  no 
resolvable lattice planes.  
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Figure 6.14: TEM images of TiO2 synthesised in the bulk under identical reaction conditions but with different additives: a) 
Control, no additive. The scale bars correspond to 50 nm (left) and 5 nm (right). b) Acac, (Acac : Ti = 7.2). The scale bars 
correspond to 50 nm (left) and 5 nm (right). c) Citric acid, (Citric : Ti =1.5). The scale bar corresponds to 50 nm. 
The use of additives was not  found to be a successful approach to preparing titania nanocrystals  in 
continuous  flow  microfluidic  reactors,  and  in  any  case  the  development  of  the  droplet  reactor 
eventually rendered their use unnecessary. Experimentation with the use of additives did, however, 
result in some rather interesting spectroscopic observations, as shall be described in the remainder of 
this chapter. 
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6.5.2 Before Heating 
In investigating the effect of additives, all additives were added after dilution of the TiCl3, immediately 
before heating. Testing showed  that  the order of addition made no difference to  the spectroscopic 
shift seen. 
Figure 6.15 shows the changes  in absorption that occured when a solution of TiCl3 which had been 
diluted and had its pH raised to ~2 (7.2 μl TiCl3 soln., 2.5 ml DI water, 59.6 μl 1M NaOH) was titrated 
with  acac.  (Note  the  acac  :  Ti  ratio  is  approximate  as  the  stated  Ti  content  of  the  supplied  TiCl3 
solution is approximate). Two distinct trends were visible.  
Firstly  the  spectral  feature  at  500 nm,  due  to  the  d‐d  transitions  in  the  aqueous  Ti3+  complex 
(described in §6.3.2), was seen to increase and then decrease in strength, as shown quantitatively in 
the  inset  to  Figure  6.15.  The  increase  in  absorption  was  consistent  with  the  bidentate  acac 
complexing with the Ti to form [Ti(acac)3]
3+.142 The subsequent decrease in absorption indicated that 
the amount of Ti3+ in solution was decreasing, consistent with the oxidation of Ti3+ to Ti4+, which does 
not show any d‐d absorption as Ti4+ has no d‐electrons.  
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Figure 6.15: Absorption spectrum obtained whilst titrating Ti solution with acac. The legend shows the Ti : acac ratio. Shown 
inset is how the absorption at 500 nm changes with increasing acac. 
Secondly the UV absorption was seen to shift to longer wavelengths. This could either be due to the 
growth of TiO2 particles  that had already  formed or changes  in  the charge‐transfer absorption  that 
accompanied  the  change  in  the  Ti  ion.  While  the  latter  might  initially  seem  more  likely,  the 
fluorescence spectrum was consistent with the former. The red‐shift seen in the UV absorption, was 
accompanied by a red‐shift in the luminescence spectrum, as shown in Figure 6.16. Combined, these 
observations  seem  to  indicate  the  growth  of  size  quantised  nanoparticulate  TiO2.  A  decrease  in 
luminescence  is  also  seen.  Although  shifts  in  emission  were  previously  seen  when  the  reaction 
mixtures were heated, they couldn’t be correlated to shifts  in possible band‐edge absorption as the 
absorption spectrum was obscured by scattering. Here there is a clear correlation between the shifts 
seen  in the absorption and emission spectra that are consistent with the synthesis of size quantised 
particles. 
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Figure 6.16: Emission spectrum obtained whilst titrating Ti solution with acac, Shown inset is how the peak intensity and 
wavelength changed with increasing acac. 
A red‐shift was also seen when citric acid was added to diluted TiCl3, however, the effect was much 
smaller when compared  to that of acac, as shown  in Figure 6.17. The shift was accompanied by an 
increase  and  subsequent  decrease  in  luminescence  intensity.  In  contrast  to  acac,  however,  the 
absorption spectrum did not yield any useful data as the solution quickly gained a slight opaqueness 
due to the precipitation of fine TiO2 and the resultant scattering masked any band‐edge absorption. 
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Figure 6.17: Emission spectrum obtained whilst titrating Ti solution with citric acid, Shown inset is how the peak intensity 
and wavelength changed with increasing citric acid. 
The  observed  shift  in  luminescence  seen  on  addition  of  these  chemicals  is  very  interesting  and 
together with the  loss of absorbance  in the visible region of spectrum on addition of acac, suggests 
that  instead of  the  intended  role of dispersion,  the additives  (particularly acac) have a more active 
role, increasing the hydrolysis and oxidation of Ti3+, which in turn encourages particle growth.  
6.5.3 With Heating 
Investigation was made into whether the addition of acac and citric acid had an effect on the shift in 
spectral features seen when the reaction mixture was heated. Three separate reaction mixtures were 
made up as described  in §6.4.1, with the second and third samples also containing acac  (acac : Ti = 
5.4) and citric acid (citric : Ti = 1.5) respectively. Note, the additive : Ti values used correspond to the 
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minimum quantities needed  to achieve  the maximum peak  shifts  shown  in  Figure 6.16 and  Figure 
6.17. 
As previously described in 6.4.1, without any additive, heating results in the band‐edge emission red‐
shifting  to  longer wavelengths.  The  addition  of  additives  resulted  in  different  behaviour, with  the 
direction and magnitude of the shift being dependent on the peak emission wavelength at the start of 
heating. Before heating, the different reaction mixtures emitted at different wavelengths (see Figure 
6.18b) due to the shifts caused by the additives, as described in §6.5.2. With heating, the band‐edge 
emission of each sample shifted to the same peak wavelength, and after 24 hours of heating, band‐
edge emission centred at ~363 nm was observed  for each sample  (see Figure 6.18c). Thus, over 24 
hours, the sample without additive underwent a ~15 nm red‐shift in emission, the sample containing 
citric acid underwent negligible shift and the acac containing sample underwent  a ~30 nm blue‐shift 
in emission, as shown in Figure 6.18a. 
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Figure 6.18: a) Change in peak wavelength of band‐edge emission with heating time for different reaction mixtures. b) The 
starting normalised spectra of the three reaction mixtures. c) The final normalised spectra of the three reaction mixtures. 
An  interesting  test  to  carry out  in  the  future would be  to  repeat  this experiment, but  varying  the 
concentration of  reagents. From  the  results described  in §6.4.2, we would expect  that at different 
concentrations,  reaction mixtures with  different  additives would  still  converge  to  the  same  peak 
wavelength but the value of that peak wavelength would change with reagent concentration. 
6.6 Summary 
Since 1984, band‐edge  luminescence  from TiO2 has been occasionally reported, but reports to date 
have  offered  little  insight  beyond  the  observation  itself  and  hence  the  phenomenon  is  poorly 
understood.  The  systematic  investigation  here  offers  insights  into  how  this  emission  can  be 
controllably changed. 
In  this  chapter  I  have  investigated  band‐edge  emission  from  TiO2  which  was  synthesised  from 
aqueous TiCl3. In particular, work explored how the emission emerged during the synthesis and how 
changes to the synthetic method affected  it. The addition of chemical additives was seen to have a 
strong effect on the intermediate spectra but ultimately no effect on the spectra of the final product. 
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Changing  the  concentration  of  the  solution  had  little  effect  on  the  intermediate  spectrum  but 
determined the peak wavelength of emission of the final product. Surprisingly, dilution of synthesised 
TiO2 had an identical effect which indicates that the particle size is in dynamic equilibrium. 
6.7 Further Work 
As previously stated, the anomalous band‐edge emission in TiO2, an indirect band semiconductor, has 
received  very  little  attention  in  the  literature.  It  is  clear  from  the work described herein  that TiO2 
emission is an intriguing and remarkable phenomenon and that there is a significant opportunities for 
in‐depth investigation. 
The trends observed  in the emission spectra have not been related to the size or shape of the final 
titania particles, nor has there been any study of whether the crystalline phase of the particles affects 
the emission. As  such  it  is difficult  to go beyond  speculation as  to how  the structure of  the  titania 
particle  themselves  affect  the  emission.  Thus  future work  should  focus  on  such  issues, with  the 
implementation of systematic TEM & XRD studies. 
Future work could also focus on different syntheses (e.g. synthesis from TiCl4 or Ti alkoxides) to see if 
band‐edge emission can be  seen  there and  if  the  same  trends  in concentration are seen. Using an 
organic synthesis with a non‐coordinating solvent, such as octadecene, would also be advantageous 
as the contribution of charge‐transfer absorption in the UV would be easier to account for and thus it 
might be easier to positively differentiate between observed changes in UV absorption due to band‐
edge absorption of nanocrystalline titania and those due to charge‐transfer in the reagents. 
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7 Conclusion and Further Work 
7.1 Conclusion 
In this thesis I have described work undertaken to extend the use of microreactor technology for the 
synthesis  of  colloidal  nanocrystals.  Work  initially  focussed  on  the  extension  of  continuous  flow 
microreactor technology. InP QDs were successfully synthesised in continuous flow (in both capillary 
and  chip  based  microreactors)  with  control  over  particle  size  and  emission  intensity  being 
demonstrated. This was the first, and to date remains the only, reported synthesis of  (Cd‐free)  III‐V 
QDs  in microreactors. Particle deposition was  a  serious problem, however, with  the devices being 
able to operate for only a few hours before becoming completely fouled.  
A  separate  focus  of my work  on  continuous  flow  reactors  involved  the  use  of  a  constraint‐based 
optimisation  routine  to automate  the process of quantum dot  synthesis. This was an extension of 
previous work by Krishnadasan et al.72  that  sought  to provide a more  intuitive way of defining  the 
optimisation  problem.  Optimisation  routines  provide  a  way  to  automatically  identify  reaction 
conditions  that give a product with predefined qualities without  the need  for human  intervention. 
The use of constraint‐based optimisation is particularly useful for situations where we have to make 
trade‐offs between multiple properties (e.g QD  luminescence  intensity and peak position) as  it does 
not  require  the  user  to  guess  weighting  parameters  for  each  property.  SNOBFit  (stable  noisy 
optimisation by branch and  fit) using soft constraints was applied  to  the synthesis of CdSe on‐chip. 
The algorithm was able to successfully identify optimal reaction conditions (that gave a product that 
matched pre‐specified user requirements) without any human help. Systematic investigation into how 
changes  to  the  constraints affected  the  reaction  conditions  identified as optimal was unsuccessful, 
however;  since  drift  in  the  reaction  conditions  over  time,  caused  by  deposition  onto  the  channel 
walls, made comparison of different optimisation runs impossible.  
To  address  the  problem  of  deposition,  a  capillary‐based  droplet  reactor  was  developed  for  the 
synthesis of QDs, which was composed of 3‐stages: droplet generation, heating using an oil bath, and 
finally  inline  fluorescence spectroscopy. Droplet generation was achieved by direct  injection of  two 
confluent organic reagents within a perfluorinated carrier phase. All flow conditions explored  in this 
thesis produced controlled production of droplets via a dripping regime, consistent with theoretical 
predictions of stability theory. Droplet volume could be coarsely controlled by changing the diameter 
of the main capillary, while fine control was achieved by changing the carrier flow rate (with volumes 
down to 30 nL obtainable using a 350 μm ID capillary).  
Unlike previous reports of droplet reactors for pyrolytic QD synthesis, this device showed remarkable 
operating stability and provided excellent control over the reaction product over extended periods of 
operation.  CdSe  could  be  produced  for  24  hours  with  peak  wavelength  and  FWHM  remaining 
constant and showing standard deviations of only 0.46 and 0.25 nm respectively. Varying residence 
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time,  reagent  stoichiometry  and  temperature  all  resulted  in  controlled,  predictable  and  rational 
changes in particle size and size distribution. Furthermore it was found that the reactor could operate 
at high reagent flow rates of several ml/min, enabling production rates of several grams per day for 
typical precursor concentrations. 
The  versatility  of  the  reactor was  shown  by  synthesising multiple  nanocrystalline materials  using 
different  solvent  systems.  Water  based  syntheses  could  be  accommodated  by  changing  the 
droplet/carrier  solvent  system  from  organic/perfluorinated  to  aqueous/organic. Aqueous  TiO2 was 
synthesised in droplets using a method that would be highly problematic to implement in continuous 
flow microreactors as it featured a large mismatch in the flow rates of two reagent streams and also 
generated an intermediate precipitate that was all but certain to clog a conventional continuous flow 
reactor. The resultant titania was found to be crystalline anatase with particles ~5 nm in size.  
The  non‐fouling  nature  of  the  droplet  reactor  was  further  shown  by  synthesising  InP  and  Ag 
nanocrystals‐  both  of which  are  known  to  foul  reactor  channels  in  continuous  flow  reactors.  No 
deposition was seen when these materials were synthesised  in droplet flow. In clear contrast, when 
these materials were synthesised  in continuous flow, using the same capillary, significant deposition 
was seen on the capillary wall after less than two hours of operation.  
The droplet  reactor was  shown  to be  resilient  to  the  large changes  in  flow  conditions  required  for 
optimisation.  The  SNOBFit  optimisation  algorithm,  previously  applied  to  continuous  flow  reactors, 
was  therefore  applied  to  the  droplet  reactor,  using  soft  constraints  to  optimise  particle  size 
distribution.  The  routine  worked  well,  identifying  the  flow  conditions  required  to  achieve  the 
narrowest  linewidth emission  in  a  specified wavelength  range without  any human  intervention.  In 
contrast  to  experiments  in  continuous  flow  reactors,  slackening/tightening  the  boundaries  had  a 
predictable effect on  the conditions chosen. Thus by applying  constraint‐based optimisation  to  the 
droplet  reactor,  we  now  have  a  controlled  system  for  automatically  and  reliably  optimising 
nanoparticles  that  is easy  to program  (since  the  constraint  approach does not  require  the user  to 
guess any weighting parameters) and behaves in accordance with user expectation. 
Aside  from  the main work of  the  thesis,  the  titania  synthesised  in  this  thesis was  found  to exhibit 
band‐edge  luminescence,  a  rare  and  notable  observation  since  titania  is  an  indirect  band 
semiconductor.  Testing was  carried  out  (both  in  bulk  and  in  the  droplet  reactor)  to  see  how  the 
luminescence  emerged  and  changed  during  the  reaction  and  the  effect  of  altering  the  reaction 
conditions. In particular an interesting and strong correlation between emission peak wavelength and 
titania concentration was noted, with higher concentrations  leading to particles that emit at  longer 
wavelengths. 
In conclusion, a versatile capillary‐based droplet reactor for the controlled synthesis of metal, metal‐
oxide and compound semiconductor nanocrystals was developed. As well as being extremely resilient 
to fouling, even  in the presence of solid  intermediates or side‐products,  it could be operated at the 
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high  temperatures  required  for  pyrolytic  synthesis,  and  could  tolerate  both  a  large  range  of  flow 
conditions and  large  changes  in  flow  conditions.  Importantly  the  reactor provided  stable  flow over 
long  time periods  (up  to 24 hours) and  could be operated at elevated  flow  rates  (~ml/min). While 
each of these points  is notable  in  itself, together they provide an unrivalled combination of control 
and  stability  that  represents  a  significant  advance  in  the  microfluidic  synthesis  of  colloidal 
nanocrystals.  
7.2 Increased Functionality in Flow 
While the droplet reactor has been shown to be extremely versatile, (capable of synthesising colloidal 
nanocrystals of different materials in both aqueous and organic solvents) its utility could be enhanced 
by increasing the range of flow processes that can be carried out, whilst still remaining tolerant to a 
large  range  of  flow  conditions.  Specifically,  it would  be  advantageous  to  be  able  to  a)  add  extra 
reagents into the droplets further downstream and b) automatically separate the droplet phase from 
the carrier phase  inside the reactor after particle synthesis. The  latter process would also aid  in‐line 
optical  characterisation  by  removing  the  problems  caused  by  droplet  lensing  and  varying  droplet 
volumes. 
Adding further reagents downstream is essential for the implementation of multi‐step processes. For 
example, we might wish to make core‐shell QDs by synthesising CdSe or  InP QDs and subsequently 
coating  them with an  inorganic shell by addition of shell precursors and heating.76 Alternatively we 
might wish to synthesise Au or Ag nanorods by synthesising Au or Ag seeds and then subsequently 
anisotropically growing them by the addition of additional precursor materials.92 Both these processes 
are comprised of two distinct reactions that require the addition of extra reagents before the second 
stage. Adding  reagents  downstream  should  be  possible  but  is  non‐trivial  as  the  newly  introduced 
reagents  could  potentially  form  their  own  droplets  and  be  carried  downstream  along  with,  but 
separate  from,  the  reaction mixture droplets. This  is a major  issue with capillary  reactors  reported 
elsewhere in the literature.113 Thus the reagent and reaction mixture droplets will need to be merged 
in a controllable and reproducible manner which gives predictable reaction stoichiometries. This has 
been done before on‐chip and was achieved by widening the main channel32 or through the use of 
more  advanced  architectures.152  Similar  capillary‐based  strategies  should  be  possible,  but  the 
challenge will be to ensure that droplet‐merger can be carried out at any of the  large range of flow 
rates  that  the  droplet  generator  can  be  operated  at.  Similarly,  separating  the  carrier  and  droplet 
phases has been previously demonstrated on‐chip and careful consideration and development should 
lead to an analogous capillary‐based solution.153 
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7.3 Scaling Out 
The high  throughput  that was  shown  to be achievable  in §4.4.6,  suggests  that  the droplet  reactor 
could  be  applied  to  larger  scale  production–  offering  the  potential  to maintain  the  high  levels  of 
control exhibited by microreactors at the high production rates needed for industrial use. 
As well as simply increasing the flow‐rates, the stable droplet flow offered by the reactor means that 
“scale‐out” should be possible. Scale‐out (also known as parallelisation) involves performing reactions 
simultaneously  in  parallel  channels.  An  important  advantage  of  using  scale‐out  is  the  ability  to 
increase throughput without the need to change chemical processes and, in theory at least, without 
loss of control or yield.  In  spite of  its obvious  importance,  scale‐out has been a  largely overlooked 
aspect of microreactor technology to date. (The main technical challenge  is to find a reliable way of 
supplying the parallel channels from a common set of “source reservoirs” since using separate feed‐
systems for each one would involve unacceptable cost and complexity).  There are few reports of the 
successful  implementation of  scale‐out  for  any  kind of  synthesis  (nanoscale or otherwise)  and  the 
only notable work in this area has been reported by Chambers and co‐workers.154, 155 They developed 
a gas/liquid segmented flow reactor for direct fluorination reactions, containing 30 separate reaction 
channels,  all  fed  from  a  common  inlet.  They  noted  that  twenty  of  their  reactors  would  have  a 
combined throughput of ~3 kg per day, comparable to many fine‐chemical processes.154 This level of 
throughput,  if  attained  for  QDs  and  other  nanocrystalline  colloids,  would  easily  meet  current 
industrial  requirements  and  would  establish microfluidics  as  a  compelling  industrial  tool  for  the 
controlled production of nanomaterials. 
7.4 Other Applications 
The  droplet  reactor  has  other  possible  applications  including  synthesis  of  other  materials,  both 
organic and inorganic. In particular the synthesis of long‐chain polymers, which typically form viscous 
solutions  during  synthesis  and  thus  would  be  ill‐suited  to  continuous  flow  reactors,  might  be 
promising. 
In  terms of  the optimisation work,  there would be a clear benefit  from separating  the droplet and 
carrier  phases  post‐reaction  since,  as  previously  stated  in  §7.2,  this  would  greatly  simplify  and 
improve the reliability of inline optical characterisation. In particular this would provide more reliable 
and  stable  fluorescence  intensity measurements  (§5.4.2), which would  provide  another  important 
measurable property to optimise. 
Reaction parameter screening would benefit from the fact the droplet reactor shows very predictable 
behaviour following a change  in reaction conditions; both total flow rate and reagent stoichiometry 
(§4.4.4). Thus if one were to ramp the reagent stoichiometry over time, it would be easy to correlate 
any changes in the spectroscopic properties of the emergent particles with reaction composition, thus 
enabling large sections of the chemical parameter space to be mapped out in real time. In this way, it 
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would  be  possible  to  investigate  important  issues  such  as  the  influence  of  ligand  structure  and 
concentration on growth dynamics, with a view to developing  improved nanoparticles with superior 
physical characteristics. Furthermore, if successful, this strategy could be used to acquire  large banks 
of data  for  the optimisation  routines. With more  input data acquired  in  less  time,  the optimisation 
routine would function more efficiently than the current approach of sampling individual points. 
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8 Appendix: Matlab Code for Optimisation 
This  appendix  details  the Matlab  scripts  used  to  run  the  optimisation  routines.  The  softSNOBFit 
routine contain many separate files, thus only files that have been altered from their standard form 
are given here. The majority of the code described here is adapted from standard SNOBFit files which 
are freely available from:  
http://www.mat.univie.ac.at/~neum/software/snobfit/  
Sections 8.2.3 to 8.3.1 and 8.3.4 contain code which is solely attributable to myself. 
8.1 softSNOBFit in Continuous Flow Reactor 
8.1.1 “snobtestcomboJdM.m” 
Top level script that controls the optimisation routine. This is split into two parts: A SNOBFit routine to 
locate a point within the hard boundaries and then a softSNOBFit optimisation routine. 
function snobtestcomboJdM(lambdaObj,filestem,sigma,slope,F1,F2,ncall) 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% snobtest.m %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% file for running SNOBFIT on a set of test functions 
% the test functions and their default box bounds are in the  
% subdirectory testfun 
% clear 
clear mex 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% beginning of data to be adapted 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj RR 
  
cooldown=0 
  
if nargin < 7 %if this script is being started in isolation, these details need to be entered: 
    lambdaObj = 535; 
    filestem = 'AMN254_xxxxxxx' 
    sigma = 4;             %soft boundary 
    slope = 2;              %slope of soft boundary 
    F1 = ‐0.5; F2 = 0.5;        %hard boundary 
    ncall = 40;             %number of function calls for the soft run 
    cooldown = 1            %do you want to cool the chip down when finished? 
end 
  
RR = {[],[],[],[],[],[],[],[],[],[],[]}; 
save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR'); 
MaxFlowRate = 150; 
MinFlowRate = 20; 
MaxFlowRateDifferential = 5; 
  
prt = 0; 
uncertainty = 0.02; 
file = 'test';  % the intermediate data (after each call to SNOBFIT)  
                % are stored in test.mat 
fcn = 'JdM';    % Shekel 10 function    
% fcn in {'bra','cam','gpr','hm3','hm6','ros','sh10','sh5','sh7',shu'} 
fac = 0;        % factor for multiplicative perturbation of the data 
% ncall = 40;   % limit on the number of function calls [CHANGE THIS] 
[u,v,fglob] = defaults(fcn); % default box bounds, minimum and 
                             % minimizer(s) of fcn 
n = length(u);  % dimension of the problem 
% the following are meaningful default values 
npoint = n+4;   % number of random start points to be generated [CHANGE THIS IF YOU WANT, DEFAULT IS N+6] 
nreq = n+4;     % no. of points to be generated in each call to SNOBFIT [CHANGE THIS IF YOU WANT, DEFAULT IS N+6] 
x = rand(npoint,n); 
x = x*diag(v‐u) + ones(npoint,1)*u'; % generation of npoint random 
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                % starting points in [u,v] 
dx = (v‐u)'*1.e‐3; % resolution vector 
p = 0.3;        % probability of generating a point of class 4 [CHANGE THIS, DEFAULT IS 0.5] 
prt = 0;        % print level 
                % prt = 0 prints ncall, xbest and fbest if xbest has 
                %         changed 
                % prt = 1 prints 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% end of data to be adapted 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
loopcond=0; 
for j=1:npoint 
    f(j,1) = feval(fcn,x(j,:)); 
    f(j,2) = uncertainty; 
% computation of the function values (if necessary, with additive 
% noise) 
end 
ncall0 = npoint;   % function call counter 
params = struct('bounds',{u,v},'nreq',nreq,'p',p); % input structure 
  
load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
RR{5} 
looptest=find(RR{5}(:,2)>(lambdaObj+F1) & RR{5}(:,2)<(lambdaObj+F2)); 
looptestsize=size(looptest); 
loopcond=loopcond+looptestsize(1:1); 
  
% repeated calls to Snobfit 
while loopcond == 0 % repeat 'til desired wavelength (+/‐ hard boundary) has been found  
% (if the stopping criterion is not fulfilled first) 
  if ncall0 == npoint  % initial call 
    [request,xbest,fbest] = snobfit(file,x,f,params,dx); 
    ncall0,xbest,fbest 
  else                 % continuation call 
    [request,xbest,fbest] = snobfit(file,x,f,params); 
  end 
  if prt>0, request, end 
  clear x 
  clear f 
  for j=1:size(request,1) 
    x(j,:) = request(j,1:n); 
%     f(j,:) = [feval(fcn,x(j,:))+fac*randn max(sqrt(eps),3*fac)]; 
    f(j,1) = feval(fcn,x(j,:)); 
    f(j,2) = uncertainty; 
  % computation of the (perturbed) function values at the suggested points 
  end  
  ncall0 = ncall0 + size(f,1); % update function call counter 
  [fbestn,jbest] = min(f(:,1)); % best function value 
  if fbestn < fbest 
    fbest = fbestn; 
    xbest = x(jbest,:); 
    ncall0,xbest,fbest % display current number of function values, 
                       % best point and function value if fbest has 
                       % changed 
   load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
   RR{9} = [RR{9}; [ncall0,xbest,fbest]]; 
   save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR'); 
  end 
 
load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
RR{5} 
looptest=find(RR{5}(:,2)>(lambdaObj+F1) & RR{5}(:,2)<(lambdaObj+F2)); 
looptestsize=size(looptest); 
loopcond=loopcond+looptestsize(1:1); 
end 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%% snobsofttest.m %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% file (m‐script) for applying the soft optimality theorem and SNOBFIT 
% to some Hock‐Schittkowski problems 
% clear; clear global; clear mex 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% beginning of data to be adapted 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
% global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj RR 
  
% filestem = 'AMN216_180108'; 
% lambdaObj = 530; 
%  
% MaxFlowRate = 40; 
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% MinFlowRate = 2; 
% MaxFlowRateDifferential = 5; 
  
RR2 = {[],[],[],[],[],[],[],[],[],[],[],[],[]}; 
  
save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
  
nprob = 96;     % problem number (nprob in {18,19,23,30,31,34,36,37,41, 
                % 53,60,65,66,71,73,74}) 
initfun = ['JDMfInit' int2str(nprob)];  % name of initial objective function used to assess old data 
fun = ['JDMf' int2str(nprob)];  % name of objective function 
Fun = ['JDMC' int2str(nprob)];  % name of constraint function 
file = 'hs';    % the intermediate data (after each call to SNOBFIT) 
                % are stored in hs.mat 
[u,v,x0,fglob,xglob] = hsdata(nprob);  
% bounds for the variables and the constraints, default starting point, 
% optimal function value and global minimizer 
n = length(u);  % dimension of the problem 
m = length(F1); % number of constraints  
% ncall = 100;   % limit on the number of function calls!!! 
% npoint = n+4;   % the standard starting point for snobfistsoft 
                   %npoint‐1 randomly 
                % generated points are used as input for the initial 
                % call to SNOBFIT!!! 
npoint = length (RR{1,5}(:,1))  %starting point for snobfitcombo                
nreq = n+4;     % number of points to be generated in the continuation 
                % calls to SNOBFIT!!! 
dx = (v‐u)'*1.e‐3; % resolution vector!!! 
p = 0.3;        % fraction of points of class 4 among the points of  
                % classes 2 to 4!!! 
% sigma = 10;    % choice of sigma in the merit function!!! 
% (column vector) 
prt = 0;        % print level 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% end of data to be adapted 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
RR2{11} = [lambdaObj;MaxFlowRate;MinFlowRate;MaxFlowRateDifferential;F1;F2;sigma;slope]; 
save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR','RR2'); 
  
params = struct('bounds',{u,v},'nreq',nreq,'p',p); % input structure 
x10 = []; 
f = []; 
F = []; 
change = 0; 
% generation of npoint‐1 random points in [u,v] 
  
% x = rand(npoint‐1,n); 
% x = x*diag(v‐u)+ones(npoint‐1,1)*u'; 
% x = [x0';x]; 
  
x = RR{8}; 
  
% computation of the objective function values and constraints for the  
% starting points 
f0 = Inf; % initialization of f0 
for j=1:npoint 
%   x(j,:) = snobround(x(j,:),u',v',dx); 
  ff = feval(initfun,x(j,:),j); 
  FF = feval(Fun,x(j,:)); 
  if size(FF,1) > 1 
    FF = FF'; 
  end 
  f = [f; ff]; 
  F = [F; FF]; 
  if (sum(F1'<=FF&FF<=F2')==n) 
    f0 = min(f0,ff); % f0 is the smallest function value among the 
                     % feasible ones of the initial points 
  end  
end 
x10 = [x10; x]; 
if isinf(f0)  
  f0 = 2*max(f)‐min(f); 
end 
Delta = median(abs(f‐f0)); 
% computation of the merit function for the starting points 
for j=1:npoint 
  fm(j,1) = softmerit(f(j),F(j,:),F1,F2,f0,Delta,sigma,slope); 
end 
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fm(:,2) = sqrt(eps)*ones(npoint,1); % set uncertainty of the merit  
                                    % function] 
                                     
load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
RR{11} = fm; 
RR{12} = fm; 
save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR','RR2'); 
  
ncall0 = 0; % function call counter 
while ncall0 < ncall  % repeat until the limit on function calls is  
                      % reached 
  if ncall0 == 0 % initial call 
    [request,xbest,fbest] = snobfit(file,x,fm,params,dx); 
    ncall0,xbest,fbest 
     
    load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
    RR2{9} = [RR2{9}; [ncall0,xbest,fbest]]; 
    save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
    
  elseif change == 1  % call if merit function has changed‐ reassesses fbest. 
    change=2 
    [request,xbest,fbest] = snobfit(file,x10,fm,params,dx); 
    ncall0,xbest,fbest 
     
    load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
    RR2{9} = [RR2{9}; [ncall0,xbest,fbest]]; 
    save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
       
  else                % continuation call 
    [request,xbest,fbest] = snobfit(file,x,fm,params); 
     
    load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
    RR2{9} = [RR2{9}; [ncall0,xbest,fbest]]; 
    save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
     
  end 
  if prt, request, end         % shows the suggested points, estimated 
                               % merit function values and class (rowwise) 
    clear x; clear fm 
  % compute merit function at the suggested points 
  for j=1:size(request,1) 
    x(j,:) = request(j,1:n); 
    x10 = [x10; x(j,:)]; 
    ff = feval(fun,x(j,:)); 
    f = [f; ff]; 
    FF = feval(Fun,x(j,:)); 
    if size(FF,1) > 1, FF = FF'; end 
    F = [F; FF]; 
    fm(j,1) = softmerit(ff,FF,F1,F2,f0,Delta,sigma,slope); 
    if ff <= fglob & min(FF'‐F1+sigma)>=0 & min(F2+sigma‐FF')>=0 
      ncall0 = ncall0 + j; 
      xsoft = x(j,:); 
      [fbestn,jbest] = min(fm(:,1)); 
      if fbestn < fbest 
        fbest = fbestn; 
        xbest = x(jbest,:); 
      end 
      ncall0,xbest,fbest,xsoft % show number of function values, best point 
                               % and function value and the point xsoft 
                               % fulfilling the conditions of the soft optimality 
                               % theorem (hopefully close to xglob) 
      return 
    end 
  end 
  fm(:,2) = sqrt(eps)*ones(size(request,1),1);  
   
  load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
  RR2{12} = [RR2{12};fm] ; 
  save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
   
  ncall0 = ncall0 + size(request,1); % update function call counter 
  [fbestn,jbest] = min(fm(:,1)); % best of the new merit function values 
  % if a better function value has been found, update fbest 
  if fbestn < fbest 
    fbest = fbestn; 
    xbest = x(jbest,:); 
    ncall0,xbest,fbest % display current number of function values, best 
                       % point and best function value if the latter 
                       % have changed 
   load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
   RR2{9} = [RR2{9}; [ncall0,xbest,fbest]]; 
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   save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
  
  end 
  if fbest < 0 & change == 0 
    K = size(x10,1); 
    ind = find(min(F‐ones(K,1)*F1',[],2)>‐eps&min(ones(K,1)*F2'‐F,[],2)>‐eps); 
    if ~isempty(ind) 
       
      for j=1:K %get fm values for all data sofar and save for the record 
        fm(j,1) = softmerit(f(j),F(j,:),F1,F2,f0,Delta,sigma,slope); 
      end 
      load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
      RR2{13} = [RR2{13};fm] ; 
      save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2');   
       
      change = 1; %calculate new Delta value and re‐evaluate all data. 
      f0 = min(f(ind)); 
      Delta = median(abs(f‐f0)); 
      disp('Change the merit function') 
      for j=1:K 
        fm(j,1) = softmerit(f(j),F(j,:),F1,F2,f0,Delta,sigma,slope); 
      end 
      fm(:,2) = sqrt(eps)*ones(K,1); 
      x = x10; 
       
      load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
      RR2{12} = [fm] ; 
      save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
       
      [fbestn,jbest] = min(fm(:,1)); % best of the new merit function values 
      % if a better function value has been found, update fbest 
      if fbestn < fbest 
        fbest = fbestn; 
        xbest = x(jbest,:); 
        ncall0,xbest,fbest % display current number of function values, best 
                       % point and best function value if the latter 
                       % have changed 
        load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
        RR2{9} = [RR2{9}; [ncall0,xbest,fbest]]; 
        save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
      end 
    end 
  end     
end 
ncall0,xbest,fbest  % show number of function values, best point and 
                    % function value 
                     
%Convert VirtualSpace to RealSpace and save 
xbestConv = JdMConvert(xbest); 
load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
RR2{10} = [xbestConv,fbest]; 
save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
  
ncall0,xbestConv,fbest  % show number of function values, best point and function value 
  
%Re‐evaluate best point 
JDMf96(xbest) 
  
% Slows pumps then cools down the chip  
if cooldown ==1 
    slow_pump(1); 
    slow_pump(2); 
    heatercontrol(1) 
end 
8.1.2 “JdM.m” 
Makes the function calls for the SNOBFit section of the optimisation described in 8.1.1. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% JdM.m %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
function f = JdM(x) 
  
persistent FunctionCalls 
persistent InfeasibleFunctionCalls 
global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj 
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%transform function space to enforce constraints 
x1 = MinFlowRate/(1+1/MaxFlowRateDifferential); 
y1 = x1/MaxFlowRateDifferential; 
x2 = MinFlowRate/(1+MaxFlowRateDifferential); 
y2 = x2*MaxFlowRateDifferential; 
x3 = MaxFlowRate/(1+MaxFlowRateDifferential); 
y3 = x3*MaxFlowRateDifferential; 
x4 = MaxFlowRate/(1+1/MaxFlowRateDifferential); 
y4 = x4/MaxFlowRateDifferential; 
  
[u1,v1] = TrapezoidToSquare(x1,y1,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u2,v2] = TrapezoidToSquare(x2,y2,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u3,v3] = TrapezoidToSquare(x3,y3,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u4,v4] = TrapezoidToSquare(x4,y4,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
u = [min([u1 u2 u3 u4]); min([v1 v2 v3 v4])]; 
v = [max([u1 u2 u3 u4]); max([v1 v2 v3 v4])]; 
  
[xx1,xx2] = SquareToTrapezoid(x(1),x(2),[x2; y2],[x1; y1],[x4; y4],[x3; y3]) 
  
if isempty(FunctionCalls) 
    FunctionCalls = 0; 
    close all; 
    figure(1); 
    subplot(1,2,1);  
    xlabel('xv'); ylabel('yv'); 
    subplot(1,2,2);  
    xlabel('xr'); ylabel('yr'); 
     
end 
if isempty(InfeasibleFunctionCalls) 
    InfeasibleFunctionCalls = 0; 
end 
  
FunctionCalls = FunctionCalls + 1 
Flow_1 = xx1; 
Flow_2 = xx2; 
  
SteadyState = 5; 
[wavelength,intensity,time] = acquire_spectrum_FF(Flow_1,Flow_2,SteadyState); 
  
wavelength = wavelength'; 
intensity = intensity'; 
wavelength = double(wavelength); 
[a,b] = fit1gaussian_strip(wavelength,intensity); 
  
[f,l,i,j] = utilityfunction(a); 
  
load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
RR{1} = wavelength; 
RR{2} = [RR{2}, intensity]; 
RR{3} = [RR{3}, b]; 
RR{4} = [RR{4}; time]; 
RR{5} = [RR{5}; a']; 
RR{6} = [RR{6}; [xx1, xx2]]; 
RR{7} = [RR{7}; f, l, i, j]; 
RR{8} = [RR{8}; x]; 
save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR'); 
  
figure(1); 
subplot(1,2,1); plot(x(1),x(2),'o','MarkerSize',4); hold on; 
axis([u(1) v(1) 0 1]); axis square; 
title(['Virtual Space Function Calls = ' num2str(FunctionCalls)]); 
subplot(1,2,2); plot(xx1,xx2,'o','MarkerSize',4); hold on; 
FlowRate = 0:0.1:MaxFlowRate; 
line(FlowRate,MaxFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,MinFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate*MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate/MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
axis([0 MaxFlowRate 0 MaxFlowRate]); axis square; 
title(['Real Space ‐ Function Calls = ' num2str(FunctionCalls)]); 
  
assignin('base','x1',x1); 
assignin('base','y1',y1); 
assignin('base','x2',x2); 
assignin('base','y2',y2); 
assignin('base','x3',x3); 
assignin('base','y3',y3); 
assignin('base','x4',x4); 
assignin('base','y4',y4); 
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8.1.3 “JDMfInit96” 
Reassesses the points acquired in the SNOBFit section of the optimisation described in 8.1.1, so that 
they can be used in the softSNOBFit section of the optimisation. 
function fI = JDMfInit96(x,j) 
  
persistent FunctionCalls 
persistent InfeasibleFunctionCalls 
global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj RR 
  
int = RR{1,5}(j,1); 
lambdaMax = RR{1,5}(j,2); 
FWHM = RR{1,5}(j,3); 
  
fI = ‐int*10; 
flambda = lambdaMax‐lambdaObj; 
Fdummy = StoreConstraints(x,flambda); 
8.1.4 “JDMf96.m” 
Makes the new function calls for the softSNOBFit section of the optimisation described in 8.1.1. 
function fI = JDMf96(x) 
  
persistent FunctionCalls 
persistent InfeasibleFunctionCalls 
global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj 
  
%transform function space to enforce constraints 
x1 = MinFlowRate/(1+1/MaxFlowRateDifferential); 
y1 = x1/MaxFlowRateDifferential; 
x2 = MinFlowRate/(1+MaxFlowRateDifferential); 
y2 = x2*MaxFlowRateDifferential; 
x3 = MaxFlowRate/(1+MaxFlowRateDifferential); 
y3 = x3*MaxFlowRateDifferential; 
x4 = MaxFlowRate/(1+1/MaxFlowRateDifferential); 
y4 = x4/MaxFlowRateDifferential; 
  
[u1,v1] = TrapezoidToSquare(x1,y1,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u2,v2] = TrapezoidToSquare(x2,y2,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u3,v3] = TrapezoidToSquare(x3,y3,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u4,v4] = TrapezoidToSquare(x4,y4,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
u = [min([u1 u2 u3 u4]); min([v1 v2 v3 v4])]; 
v = [max([u1 u2 u3 u4]); max([v1 v2 v3 v4])]; 
  
[xx1,xx2] = SquareToTrapezoid(x(1),x(2),[x2; y2],[x1; y1],[x4; y4],[x3; y3]) 
  
if isempty(FunctionCalls) 
    FunctionCalls = 0; 
    close all; 
    figure(1); 
    subplot(1,2,1);  
    xlabel('xv'); ylabel('yv'); 
    subplot(1,2,2);  
    xlabel('xr'); ylabel('yr'); 
     
end 
if isempty(InfeasibleFunctionCalls) 
    InfeasibleFunctionCalls = 0; 
end 
  
FunctionCalls = FunctionCalls + 1 
Flow_1 = xx1; 
Flow_2 = xx2; 
  
SteadyState = 5; 
[wavelength,intensity,time] = acquire_spectrum_FF(Flow_1,Flow_2,SteadyState); 
  
wavelength = wavelength'; 
intensity = intensity'; 
wavelength = double(wavelength); 
[a,b] = fit1gaussian_strip(wavelength,intensity); 
  
int = a(1); 
lambdaMax = a(2); 
FWHM = a(3); 
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fI = ‐int*10; 
flambda = lambdaMax‐lambdaObj; 
Fdummy = StoreConstraints(x,flambda); 
  
load(['C:\Experiments\Optimisation\Results\' filestem '.mat']); 
RR2{1} = wavelength; 
RR2{2} = [RR2{2}, intensity]; 
RR2{3} = [RR2{3}, b]; 
RR2{4} = [RR2{4}; time]; 
RR2{5} = [RR2{5}; a']; 
RR2{6} = [RR2{6}; [xx1, xx2]]; 
RR2{7} = [RR2{7}; fI]; 
RR2{8} = [RR2{8}; x]; 
save(['C:\Experiments\Optimisation\Results\' filestem '.mat'], 'RR', 'RR2'); 
  
figure(1); 
subplot(1,2,1); plot(x(1),x(2),'o','MarkerSize',4); hold on; 
axis([u(1) v(1) 0 1]); axis square; 
title(['Virtual Space Function Calls = ' num2str(FunctionCalls)]); 
subplot(1,2,2); plot(xx1,xx2,'o','MarkerSize',4); hold on; 
FlowRate = 0:0.1:MaxFlowRate; 
line(FlowRate,MaxFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,MinFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate*MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate/MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
axis([0 MaxFlowRate 0 MaxFlowRate]); axis square; 
title(['Real Space ‐ Function Calls = ' num2str(FunctionCalls)]); 
  
assignin('base','x1',x1); 
assignin('base','y1',y1); 
assignin('base','x2',x2); 
assignin('base','y2',y2); 
assignin('base','x3',x3); 
assignin('base','y3',y3); 
assignin('base','x4',x4); 
assignin('base','y4',y4); 
8.1.5 “acquire_spectrum_FF.m” 
Base level Matlab script that calls a Labview Virtual Instrument (using ActiveX) which sets flow rates, 
waits an appropriate time and then acquires the fluorescent spectra of CdSe QDs. 
function [wavelength,intensity,time] = acquire_spectrum_FF(Flow_1,Flow_2,SteadyState); 
  
lvserv = actxserver('LabVIEW.Application'); 
vi = invoke(lvserv,'GetViReference','C:\Experiments\SubVIs\sa_ff.vi'); 
vi.FPWinOpen = 1; 
vi.SetControlValue('FlowRate',Flow_1); 
vi.SetControlValue('FlowRate2',Flow_2); 
vi.Run; 
  
wavelength = vi.GetControlValue('Wavelength'); 
intensity = vi.GetControlValue('Spectrum'); 
time = vi.GetControlValue('Time'); 
8.2 softSNOBFit in Droplet Flow Reactor 
8.2.1 “snobsofttestAMN.m” 
Top level script which controls the optimisation.  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%% snobsofttest.m %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% file (m‐script) for applying the soft optimality theorem and SNOBFIT 
% to some Hock‐Schittkowski problems 
% clear; clear global; clear mex 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% beginning of data to be adapted 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 %This is a version of softsnobtest, created July2010 for droplet flow 
%Modified 16/08/10 to work to optimise FWHM: 
%    ‐f0 initialisation value changed form Inf to 25. 
%    ‐fun JDMf96 changed to JDMf96_FWHM. WIthin that changes made to fI=... 
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clear all; 
close all; 
  
try 
  
    global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj RR vol ratio 
  
    %Optimisation params: 
    filestem = 'AMNxxxxxxxx'; 
    lambdaObj = 525; 
    sigma = 5;             %soft boundary "distance" 
    slope = 4;              %slope of soft boundary 
    F1 = ‐0.5; F2 = 0.5;        %hard boundary 
    ncall = 45;             %number of function calls for the soft run 
    MaxResTime = 15; %maximum residence time in mins 
    MinResTime = 2; %minimum residence time in mins 
    MaxFlowRateDifferential = 10; 
  
    %Flow rate calculations 
    dia=1;          %diameter in mm 
    length_=1000;    %length in mm 
    vol=length_*0.25*pi*dia^2; 
    ratio=10;       %Ratio of carrierfluid to reagents.. 
  
    MaxFlowRate = (vol/MinResTime)/(ratio+1); 
    MinFlowRate = (vol/MaxResTime)/(ratio+1); 
  
    RR = {[],[],[],[],[],[],[],[],[],[],[],[]}; 
    RR{11} = [lambdaObj;MaxFlowRate;MinFlowRate;MaxFlowRateDifferential;F1;F2;sigma;slope]; 
    save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
    nprob = 96;     % problem number (nprob in {18,19,23,30,31,34,36,37,41, 
    % 53,60,65,66,71,73,74}) 
    fun = ['JDMf_FWHM' int2str(nprob)];  % name of objective function 
    Fun = ['JDMC' int2str(nprob)];  % name of constraint function 
    file = 'hs';    % the intermediate data (after each call to SNOBFIT) 
    % are stored in hs.mat 
    [u,v,F1,F2,x0,fglob,xglob] = hsdata(nprob); 
    % bounds for the variables and the constraints, default starting point, 
    % optimal function value and global minimizer 
    n = length(u);  % dimension of the problem 
    m = length(F1); % number of constraints 
    npoint = n+4;   % the standard starting point and npoint‐1 randomly 
    % generated points are used as input for the initial 
    % call to SNOBFIT!!! 
    nreq = n+4;     % number of points to be generated in the continuation 
    % calls to SNOBFIT!!! 
    dx = (v‐u)'*1.e‐3; % resolution vector!!! 
    p = 0.3;        % fraction of points of class 4 among the points of 
    % classes 2 to 4!!! 
    prt = 0;        % print level 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    % end of data to be adapted 
 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    params = struct('bounds',{u,v},'nreq',nreq,'p',p); % input structure 
    x10 = []; 
    f = []; 
    F = []; 
    change = 0; 
    % generation of npoint‐1 random points in [u,v] 
    x = rand(npoint‐1,n); 
    x = x*diag(v‐u)+ones(npoint‐1,1)*u'; 
    x = [x0';x]; 
    % computation of the objective function values and constraints for the 
    % starting points 
    f0 = 25; % initialization of f0 
    for j=1:npoint 
        x(j,:) = snobround(x(j,:),u',v',dx); 
        ff = feval(fun,x(j,:)); 
        FF = feval(Fun,x(j,:)); 
        if size(FF,1) > 1 
            FF = FF'; 
        end 
        f = [f; ff]; 
        F = [F; FF]; 
        if (sum(F1'<=FF&FF<=F2')==n) 
            f0 = min(f0,ff); % f0 is the smallest function value among the 
            % feasible ones of the initial points 
        end 
    end 
 
168
    x10 = [x10; x]; 
    if isinf(f0) 
        f0 = 2*max(f)‐min(f); 
    end 
    Delta = median(abs(f‐f0)); 
    % computation of the merit function for the starting points 
    for j=1:npoint 
        fm(j,1) = softmerit(f(j),F(j,:),F1,F2,f0,Delta,sigma,slope); 
    end 
    fm(:,2) = sqrt(eps)*ones(npoint,1); % set uncertainty of the merit function  
 
    load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
    RR{7} = [fm]; 
    save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
    ncall0 = npoint; % function call counter 
    while ncall0 < ncall  % repeat until the limit on function calls is 
        % reached 
        if ncall0 == npoint % initial call 
            [request,xbest,fbest] = snobfit(file,x,fm,params,dx); 
            ncall0,xbest,fbest 
        else                % continuation call 
            [request,xbest,fbest] = snobfit(file,x,fm,params); 
        end 
        if prt, request, end         % shows the suggested points, estimated 
        % merit function values and class (rowwise) 
        clear x; clear fm 
        % compute merit function at the suggested points 
        for j=1:size(request,1) 
            x(j,:) = request(j,1:n); 
            x10 = [x10; x(j,:)]; 
            ff = feval(fun,x(j,:)); 
            f = [f; ff]; 
            FF = feval(Fun,x(j,:)); 
            if size(FF,1) > 1, FF = FF'; end 
            F = [F; FF]; 
            fm(j,1) = softmerit(ff,FF,F1,F2,f0,Delta,sigma,slope); 
            if ff <= fglob & min(FF'‐F1+sigma)>=0 & min(F2+sigma‐FF')>=0 
                ncall0 = ncall0 + j; 
                xsoft = x(j,:); 
                [fbestn,jbest] = min(fm(:,1)); 
                if fbestn < fbest 
                    fbest = fbestn; 
                    xbest = x(jbest,:); 
                end 
                ncall0,xbest,fbest,xsoft % show number of function values, best point 
                % and function value and the point xsoft 
                % fulfilling the conditions of the soft optimality 
                % theorem (hopefully close to xglob) 
                return 
            end 
        end 
        fm(:,2) = sqrt(eps)*ones(size(request,1),1); 
  
        load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
        RR{7} = [RR{7};fm]; 
        save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
        ncall0 = ncall0 + size(request,1); % update function call counter 
        [fbestn,jbest] = min(fm(:,1)); % best of the new merit function values 
        % if a better function value has been found, update fbest 
        if fbestn < fbest 
            fbest = fbestn; 
            xbest = x(jbest,:); 
            ncall0,xbest,fbest % display current number of function values, best 
            % point and best function value if the latter 
            % have changed 
            load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
            RR{9} = [RR{9}; [ncall0,xbest,fbest]]; 
            save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
        end 
        if fbest < 0 & change == 0 
            K = size(x10,1); 
            ind = find(min(F‐ones(K,1)*F1',[],2)>‐eps&min(ones(K,1)*F2'‐F,[],2)>‐eps); 
            if ~isempty(ind) 
                RR{12}=RR{7}; % Save old fm values. 
                change = 1; 
                f0 = min(f(ind)); 
                Delta = median(abs(f‐f0)); 
                disp('Change the merit function') 
 
169
                for j=1:K 
                    fm(j,1) = softmerit(f(j),F(j,:),F1,F2,f0,Delta,sigma,slope); 
                end 
                fm(:,2) = sqrt(eps)*ones(K,1); 
                x = x10; 
                load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
                RR{7} = [fm]; 
                save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
            end 
        end 
    end 
    ncall0,xbest,fbest  % show number of function values, best point and 
    % function value 
  
    %Convert VirtualSpace to RealSpace and save 
    xbestConv = JdMConvert(xbest); 
    load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
    RR{10} = [xbestConv,fbest]; 
    save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
    ncall0,xbestConv,fbest  % show number of function values, best point and function value 
  
    %Re‐evaluate best point 
    JDMf_FWHM96(xbest) 
  
    finish=datestr(now) 
    %clear droplets and stop pumps 
    set_FR_drop(0.1,400,0.1) 
    pause(120) 
    stop_FR_drop 
  
catch 
    finish=datestr(now) 
    lasterr 
    %clear droplets and stop pumps 
    set_FR_drop(0.1,400,0.1) 
    pause(120) 
    stop_FR_drop 
end 
8.2.2 “JDMf_FWHM96.m” 
Makes the function calls and then returns the results to “snobsofttestAMN.m” (8.2.1). 
function fI = JDMf_FWHM96(x) 
  
persistent FunctionCalls 
persistent InfeasibleFunctionCalls 
global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj ratio 
  
%transform function space to enforce constraints 
x1 = MinFlowRate/(1+1/MaxFlowRateDifferential); 
y1 = x1/MaxFlowRateDifferential; 
x2 = MinFlowRate/(1+MaxFlowRateDifferential); 
y2 = x2*MaxFlowRateDifferential; 
x3 = MaxFlowRate/(1+MaxFlowRateDifferential); 
y3 = x3*MaxFlowRateDifferential; 
x4 = MaxFlowRate/(1+1/MaxFlowRateDifferential); 
y4 = x4/MaxFlowRateDifferential; 
  
[u1,v1] = TrapezoidToSquare(x1,y1,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u2,v2] = TrapezoidToSquare(x2,y2,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u3,v3] = TrapezoidToSquare(x3,y3,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u4,v4] = TrapezoidToSquare(x4,y4,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
u = [min([u1 u2 u3 u4]); min([v1 v2 v3 v4])]; 
v = [max([u1 u2 u3 u4]); max([v1 v2 v3 v4])]; 
  
[xx1,xx2] = SquareToTrapezoid(x(1),x(2),[x2; y2],[x1; y1],[x4; y4],[x3; y3]) 
  
if isempty(FunctionCalls) 
    FunctionCalls = 0; 
    close all; 
    figure(1); 
    subplot(1,2,1);     
    xlabel('xv'); ylabel('yv'); 
    subplot(1,2,2); 
    xlabel('xr'); ylabel('yr'); 
end 
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if isempty(InfeasibleFunctionCalls) 
    InfeasibleFunctionCalls = 0; 
end 
  
FunctionCalls = FunctionCalls + 1 
Flow_1 = xx1; 
Flow_2 = xx2; 
Flow_CF = ratio*(xx1+xx2); 
  
 [wavelength,intensity,time] = acquire_spectrum_drop_opt(Flow_1,Flow_CF,Flow_2); 
  
 [a,b] = fit1gaussian_strip(wavelength,intensity); 
  
int = a(1); 
lambdaMax = a(2); 
FWHM = a(3); 
  
fI=FWHM; 
flambda = lambdaMax‐lambdaObj; 
Fdummy = StoreConstraints(x,flambda); 
  
load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
RR{1} = wavelength; 
RR{2} = [RR{2}, intensity]; 
RR{3} = [RR{3}, b]; 
RR{4} = [RR{4}; time]; 
RR{5} = [RR{5}; a']; 
RR{6} = [RR{6}; [xx1, xx2]]; 
% RR{7} = [RR{7}; fI]; 
RR{8} = [RR{8}; x]; 
save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
figure(1); 
subplot(1,2,1); plot(x(1),x(2),'o','MarkerSize',4); hold on; 
axis([u(1) v(1) 0 1]); axis square; 
title(['Virtual Space Function Calls = ' num2str(FunctionCalls)]); 
subplot(1,2,2); plot(xx1,xx2,'o','MarkerSize',4); hold on; 
FlowRate = 0:0.1:MaxFlowRate; 
line(FlowRate,MaxFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,MinFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate*MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate/MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
axis([0 MaxFlowRate 0 MaxFlowRate]); axis square; 
title(['Real Space ‐ Function Calls = ' num2str(FunctionCalls)]); 
  
assignin('base','x1',x1); 
assignin('base','y1',y1); 
assignin('base','x2',x2); 
assignin('base','y2',y2); 
assignin('base','x3',x3); 
assignin('base','y3',y3); 
assignin('base','x4',x4); 
assignin('base','y4',y4); 
8.2.3 “acquire_spectrum_drop_opt.m” 
Sets the flow rates, waits the appropriate time and then acquires the spectrum. 
function [wavelength,intensity,time] = acquire_spectrum_drop_opt(f1,f2,f3); 
  
global vol 
  
%set flow rates... assumes 2 carrier fluid syringes 
set_FR_drop(f1,f2/2,f3) 
  
%wait for a set time 
waittime=(1.6*vol)/(f1+f2+f3) 
pause(60*waittime) 
  
%acquire spectrum 
[a,b,c] = acquire_spectrum_drop_peaksSNR(200);  % a = SNR, b = spec, c = changelog 
  
intensity=b/c(end,1); 
time=clock; 
wavelength=importdata('C:\Experiments\OOWaves.csv','\t'); 
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8.2.4 “acquire_spectrum_drop_peaksSNR.m” 
Script that acquires fluorescent spectrum for QDs in droplets, whilst ensuring the signal to noise ratio 
is above a set limit. The script “estimatenoise.m” used to assess the noise in the spectrum is by John 
D’Errico and is freely available online from Matlab Central. 
function [snr,y_av,changelog]=acquire_spectrum_drop_peaksSNR(targetSNR) 
  
%Mk 5 ‐ for AMN 569 onwards 
 %Changes from mk 4: 
% ‐ ensure that if the spectrometer saturates any time after the first 
%   30sec acquisition period, the data is ditched and start again. 
 %Changes from mk 3: 
% ‐ graph of SNR versus time for more than one 30 second 
% ‐ acquire the dark spectrum AFTER main spectra‐ will speed up acquisition 
%   if we have to autorange the integration time. 
% ‐ max time of 5 mins 
 %Code should take start taking 30 s of spectra at 50 ms int time and save 
%each spectrum. If peak size indicates saturation, start all over again. 
%From final array, pick out droplets and assess SNR. 
  
%Experimental code which disregards blank space by only averaging spectra 
%which are at least x% of the previous peak emission. 
  
 %starting integration time (ms) 
t_int=200; 
  
if nargin==0 
    targetSNR=200; 
end 
  
tic 
N = 2048; 
lambda = importdata('C:\Experiments\OOWaves.csv','\t'); 
% lambda = lambda(2:end); 
x = zeros(N,1); 
  
% ybar = 0*x; 
i = 0; 
   
%initialise log of changes 
changelog=[]; 
  
a=1; %a=1 signifies we have not got a satisfactory array of data yet 
  
open_shutter_drop 
  
sat=1; 
while sat==1 
    t=0; 
    sat=0; 
    yarray=[]; 
    tstart=toc; 
  
    %get spectra 
    while t<30 & sat==0 
         ynow = acquire_spectrum_drop(1,t_int(end)); 
        current_int_t=t_int(end); 
        peak=max(ynow(181:1024)); 
        if peak >4000 
            sat=1; 
            t_int=[t_int,t_int(end)*0.75]; 
        end 
        yarray=[yarray,ynow]; 
        pause(0.001) 
        t=toc‐tstart; 
        i=i+1; 
    end 
  
    changelog=[changelog;current_int_t,t,i] 
  
    if sat==0 
         %acquire dark spectrum 
        close_shutter_drop 
        ydark = acquire_spectrum_drop(20000/t_int(end),t_int(end)); 
  
        %subtract dark, pick out droplet spec, calculate SNR 
        x=max(max(yarray(76:1025,:))); 
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        d=max(yarray(76:1025,:),[],1)>(0.5*x); 
        avs=sum(d); 
        y_av=mean(yarray(:,d),2); 
        y_av=y_av‐ydark; 
        sigy = sqrt(estimatenoise(y_av(76:1025),lambda(76:1025))); 
        snr = mean(abs(y_av(76:1025)))/sigy; 
        SNR=snr 
  
        if snr>=targetSNR 
            p=1; 
        else 
            p=0; 
            open_shutter_drop 
        end 
  
        while p==0 & sat==0 
            yarray=[]; 
            tstart=toc; 
            t=0; 
            while t<30 & sat==0 
                ynow = acquire_spectrum_drop(1,t_int(end)); 
                ynow= ynow‐ydark; 
                peak=max(ynow(181:1024)); 
                if peak >4000 
                    sat=1; 
                    t_int=[t_int,t_int(end)*0.75]; 
                end 
                yarray=[yarray,ynow]; 
                pause(0.001) 
                t=toc‐tstart; 
                i=i+1; 
            end 
            changelog=[changelog;current_int_t,t,i] 
  
            if sat==0 
                x=max(max(yarray(76:1025,:))); 
                d2=max(yarray(76:1025,:),[],1)>(0.5*x); 
                avs2=sum(d2); 
                y_av2=mean(yarray(:,d2),2); 
                y_av=y_av*avs/(avs+avs2)+y_av2*avs2/(avs+avs2); 
                avs=avs+avs2; 
                sigy = sqrt(estimatenoise(y_av(76:1025),lambda(76:1025))); 
                snr = mean(abs(y_av(76:1025)))/sigy; 
                SNR=[SNR,snr] 
  
                figure(1) %plot SNR versus time 
                plot(SNR) 
  
                if snr>targetSNR | sum(changelog(:,2))>240 
                    p=1; 
                    close_shutter_drop 
                else 
                    p=0; 
                end 
            end 
        end 
    end 
end 
8.2.5 “acquire_spectrum_drop.m” 
Base level script that obtains spectra from a CCD spectrometer via Labview, using ActiveX coding. 
function [spec] = acquire_spectrum_drop(averages,int_time); 
  
n=nargin; 
  
lvserv = actxserver('LabVIEW.Application'); 
vi = invoke(lvserv,'GetViReference','C:\Experiments\SubVIs\Droplet_SA_matlab.vi'); 
vi.FPWinOpen = 1; 
vi.SetControlValue('Averages',averages); 
if n==2 
    vi.SetControlValue('Int time 2',int_time); 
end 
vi.Run; 
  
output = vi.GetControlValue('Spectrum'); 
wave=output{1}'; 
spec=output{2}';  
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8.3 softSNOBFit Virtual Experimentation 
The code used for virtual experimentation involves only slight changes to the code used for “real‐life” 
experimentation. As an example,  the code used  for replicating  the optimisation of   FWHM value  in 
droplet‐synthesised CdSe QDs are given below. 
8.3.1 “run_exp_queue.m” 
Script  for  running several sequential optimisations. The code  loads an Excel spreadsheet which has 
details  of  the  optimisation  parameters  to  be  tested  and  then  runs  the  optimisations  sequentially, 
storing the best reaction conditions for each run. 
clear all; close all; clc 
   
EQ=xlsread('C:\Experiments\Optimisation_Work\snobfitsoft_virtual\exp_queue.xls'); 
save(['C:\Experiments\Optimisation_Work\snobfitsoft_virtual\exp_queue.mat'], 'EQ'); 
  
nextexp=find(EQ(:,9)~=1); 
while length(nextexp)>0 
    nextexp=nextexp(1); 
  
    if length(num2str(EQ(nextexp,2)))==5 
        f=['AMN',num2str(EQ(nextexp,1)),'_','0',num2str(EQ(nextexp,2))]; 
    else 
        f=['AMN',num2str(EQ(nextexp,1)),'_',num2str(EQ(nextexp,2))]; 
    end 
   
    L=EQ(nextexp,3); 
    slop=EQ(nextexp,4); 
    sig=EQ(nextexp,5); 
    f1=EQ(nextexp,6); 
    f2=EQ(nextexp,7); 
    c=EQ(nextexp,8);  
    EQ(nextexp,9)=1; 
    save(['C:\Experiments\Optimisation_Work\snobfitsoft_virtual\exp_queue.mat'], 'EQ'); 
  
    snobsofttest_virtual(L,f,sig,slop,f1,f2,c); 
  
    close all; clear all 
    load(['C:\Experiments\Optimisation_Work\snobfitsoft_virtual\exp_queue.mat']); 
    nextexp=find(EQ(:,9)~=1); 
end 
  
finish=datestr(now) 
8.3.2 “snobsofttest_AMN.m” 
A version of  the “real‐life” code given  in 8.2.1,  that controls an  individual optimisation.  It has been 
modified  so  it  can  be  called  by  an  external  script  (8.3.1) which  can  supply  it with  the  necessary 
optimisation parameters. 
function snobsofttestAMN(lambdaObj,filestem,sigma,slope,F1,F2,ncall) 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%% snobsofttest.m %%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% file (m‐script) for applying the soft optimality theorem and SNOBFIT 
% to some Hock‐Schittkowski problems 
% clear; clear global; clear mex 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% beginning of data to be adapted 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%This is a version of softsnobtest, created July2010 for droplet flow 
%Modified 16/08/10 to work to optimise FWHM: 
%    ‐f0 initialisation value changed form Inf to 25. 
%    ‐fun JDMf96 changed to JDMf96_FWHM. WIthin that changes made to fI=... 
  
clear all; 
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close all; 
  
global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj RR vol ratio 
  
%Optimisation params: 
if nargin < 7 %If the script is started in isolation (ie not as part of series of expts) 
    clear all; 
    close all;     
    global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj RR 
    %if this script is being started in isolation, these details need to be entered: 
    lambdaObj = 535; 
    filestem = 'AMNtest2_290408' 
    sigma = 4;             %soft boundary centre 
    slope = 2;              %slope of soft boundary 
    F1 = ‐0.5; F2 = 0.5;        %hard boundary 
    ncall = 40;             %number of function calls for the soft run 
end 
  
filestem 
  
MaxResTime = 15; %maximum residence time in mins 
MinResTime = 2; %minimum residence time in mins 
MaxFlowRateDifferential = 10; 
  
%Flow rate calculations 
dia=1;          %diameter in mm 
length_=1000;    %length in mm 
vol=length_*0.25*pi*dia^2; 
ratio=10;       %Ratio of carrierfluid to reagents.. 
  
MaxFlowRate = (vol/MinResTime)/(ratio+1); 
MinFlowRate = (vol/MaxResTime)/(ratio+1); 
  
RR = {[],[],[],[],[],[],[],[],[],[],[],[]}; 
RR{11} = [lambdaObj;MaxFlowRate;MinFlowRate;MaxFlowRateDifferential;F1;F2;sigma;slope]; 
save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
nprob = 96;     % problem number (nprob in {18,19,23,30,31,34,36,37,41, 
% 53,60,65,66,71,73,74}) 
fun = ['JDMf_FWHM' int2str(nprob)];  % name of objective function 
Fun = ['JDMC' int2str(nprob)];  % name of constraint function 
file = 'hs';    % the intermediate data (after each call to SNOBFIT) 
% are stored in hs.mat 
[u,v,F1,F2,x0,fglob,xglob] = hsdata(nprob); 
% bounds for the variables and the constraints, default starting point, 
% optimal function value and global minimizer 
n = length(u);  % dimension of the problem 
m = length(F1); % number of constraints 
npoint = n+4;   % the standard starting point and npoint‐1 randomly 
% generated points are used as input for the initial 
% call to SNOBFIT!!! 
nreq = n+4;     % number of points to be generated in the continuation 
% calls to SNOBFIT!!! 
dx = (v‐u)'*1.e‐3; % resolution vector!!! 
p = 0.3;        % fraction of points of class 4 among the points of 
% classes 2 to 4!!! 
prt = 0;        % print level 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% end of data to be adapted 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
params = struct('bounds',{u,v},'nreq',nreq,'p',p); % input structure 
x10 = []; 
f = []; 
F = []; 
change = 0; 
% generation of npoint‐1 random points in [u,v] 
x = rand(npoint‐1,n); 
x = x*diag(v‐u)+ones(npoint‐1,1)*u'; 
x = [x0';x]; 
% computation of the objective function values and constraints for the 
% starting points 
f0 = 25; % initialization of f0 
for j=1:npoint 
    x(j,:) = snobround(x(j,:),u',v',dx); 
    ff = feval(fun,x(j,:)); 
    FF = feval(Fun,x(j,:)); 
    if size(FF,1) > 1 
        FF = FF'; 
    end 
    f = [f; ff]; 
    F = [F; FF]; 
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    if (sum(F1'<=FF&FF<=F2')==n) 
        f0 = min(f0,ff); % f0 is the smallest function value among the 
        % feasible ones of the initial points 
    end 
end 
x10 = [x10; x]; 
if isinf(f0) 
    f0 = 2*max(f)‐min(f); 
end 
Delta = median(abs(f‐f0)); 
% computation of the merit function for the starting points 
for j=1:npoint 
    fm(j,1) = softmerit(f(j),F(j,:),F1,F2,f0,Delta,sigma,slope); 
end 
fm(:,2) = sqrt(eps)*ones(npoint,1); % set uncertainty of the merit 
% function 
  
load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
RR{7} = [fm]; 
save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
ncall0 = npoint; % function call counter 
while ncall0 < ncall  % repeat until the limit on function calls is 
    % reached 
    if ncall0 == npoint % initial call 
        [request,xbest,fbest] = snobfit(file,x,fm,params,dx); 
        ncall0,xbest,fbest 
    else                % continuation call 
        [request,xbest,fbest] = snobfit(file,x,fm,params); 
    end 
    if prt, request, end         % shows the suggested points, estimated 
    % merit function values and class (rowwise) 
    clear x; clear fm 
    % compute merit function at the suggested points 
    for j=1:size(request,1) 
        x(j,:) = request(j,1:n); 
        x10 = [x10; x(j,:)]; 
        ff = feval(fun,x(j,:)); 
        f = [f; ff]; 
        FF = feval(Fun,x(j,:)); 
        if size(FF,1) > 1, FF = FF'; end 
        F = [F; FF]; 
        fm(j,1) = softmerit(ff,FF,F1,F2,f0,Delta,sigma,slope); 
        if ff <= fglob & min(FF'‐F1+sigma)>=0 & min(F2+sigma‐FF')>=0 
            ncall0 = ncall0 + j; 
            xsoft = x(j,:); 
            [fbestn,jbest] = min(fm(:,1)); 
            if fbestn < fbest 
                fbest = fbestn; 
                xbest = x(jbest,:); 
            end 
            ncall0,xbest,fbest,xsoft % show number of function values, best point 
            % and function value and the point xsoft 
            % fulfilling the conditions of the soft optimality 
            % theorem (hopefully close to xglob) 
            return 
        end 
    end 
    fm(:,2) = sqrt(eps)*ones(size(request,1),1); 
  
    load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
    RR{7} = [RR{7};fm]; 
    save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
    ncall0 = ncall0 + size(request,1); % update function call counter 
    [fbestn,jbest] = min(fm(:,1)); % best of the new merit function values 
    % if a better function value has been found, update fbest 
    if fbestn < fbest 
        fbest = fbestn; 
        xbest = x(jbest,:); 
        ncall0,xbest,fbest % display current number of function values, best 
        % point and best function value if the latter 
        % have changed 
        load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
        RR{9} = [RR{9}; [ncall0,xbest,fbest]]; 
        save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
    end 
    if fbest < 0 & change == 0 
        K = size(x10,1); 
        ind = find(min(F‐ones(K,1)*F1',[],2)>‐eps&min(ones(K,1)*F2'‐F,[],2)>‐eps); 
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        if ~isempty(ind) 
            RR{12}=RR{7}; % Save old fm values. 
            change = 1; 
            f0 = min(f(ind)); 
            Delta = median(abs(f‐f0)); 
            disp('Change the merit function') 
            for j=1:K 
                fm(j,1) = softmerit(f(j),F(j,:),F1,F2,f0,Delta,sigma,slope); 
            end 
            fm(:,2) = sqrt(eps)*ones(K,1); 
            x = x10; 
            load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
            RR{7} = [fm]; 
            save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
        end 
    end 
end 
ncall0,xbest,fbest  % show number of function values, best point and 
% function value 
  
%Convert VirtualSpace to RealSpace and save 
xbestConv = JdMConvert(xbest); 
load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
RR{10} = [xbestConv,fbest]; 
save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
ncall0,xbestConv,fbest  % show number of function values, best point and function value 
8.3.3 “JDMf_FWHM96.m” 
Makes a  function  call and  then  returns  it  to  “snobsofttestAMN.m”  (8.3.2).  Identical  to  the  real‐life 
version  (8.2.2)  except  it  acquires  spectral  data  by  interpolation  from  an  existing  set  of  results  by 
calling “acquire_spectrum_virtual.m” (8.3.4). 
function fI = JDMf_FWHM96(x) 
  
persistent FunctionCalls 
persistent InfeasibleFunctionCalls 
global MaxFlowRate MinFlowRate MaxFlowRateDifferential filestem lambdaObj ratio 
  
%transform function space to enforce constraints 
x1 = MinFlowRate/(1+1/MaxFlowRateDifferential); 
y1 = x1/MaxFlowRateDifferential; 
x2 = MinFlowRate/(1+MaxFlowRateDifferential); 
y2 = x2*MaxFlowRateDifferential; 
x3 = MaxFlowRate/(1+MaxFlowRateDifferential); 
y3 = x3*MaxFlowRateDifferential; 
x4 = MaxFlowRate/(1+1/MaxFlowRateDifferential); 
y4 = x4/MaxFlowRateDifferential; 
  
[u1,v1] = TrapezoidToSquare(x1,y1,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u2,v2] = TrapezoidToSquare(x2,y2,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u3,v3] = TrapezoidToSquare(x3,y3,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
[u4,v4] = TrapezoidToSquare(x4,y4,[x2; y2],[x1; y1],[x4; y4],[x3; y3]); 
u = [min([u1 u2 u3 u4]); min([v1 v2 v3 v4])]; 
v = [max([u1 u2 u3 u4]); max([v1 v2 v3 v4])]; 
  
[xx1,xx2] = SquareToTrapezoid(x(1),x(2),[x2; y2],[x1; y1],[x4; y4],[x3; y3]) 
  
if isempty(FunctionCalls) 
    FunctionCalls = 0; 
    close all; 
    figure(1); 
    subplot(1,2,1);  
    xlabel('xv'); ylabel('yv'); 
    subplot(1,2,2);  
    xlabel('xr'); ylabel('yr'); 
end 
  
if isempty(InfeasibleFunctionCalls) 
    InfeasibleFunctionCalls = 0; 
end 
  
FunctionCalls = FunctionCalls + 1 
flow1 = xx1; 
flow2 = xx2; 
Flow_CF = ratio*(xx1+xx2); 
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[wavelength,intensity,time] = acquire_spectrum_virtual(flow1,Flow_CF,flow2); 
  
wavelength = wavelength'; 
intensity = intensity'; 
[a,b] = fit1gaussian_strip(wavelength,intensity); 
  
int = a(1); 
lambdaMax = a(2); 
FWHM = a(3); 
  
fI=FWHM; 
flambda = lambdaMax‐lambdaObj; 
Fdummy = StoreConstraints(x,flambda); 
  
load(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat']); 
RR{1} = wavelength; 
RR{2} = [RR{2}, intensity]; 
RR{3} = [RR{3}, b]; 
RR{4} = [RR{4}; time]; 
RR{5} = [RR{5}; a']; 
RR{6} = [RR{6}; [xx1, xx2]]; 
% RR{7} = [RR{7}; fI]; 
RR{8} = [RR{8}; x]; 
save(['C:\Experiments\Optimisation_Work\Results\' filestem '.mat'], 'RR'); 
  
figure(1); 
subplot(1,2,1); plot(x(1),x(2),'o','MarkerSize',4); hold on; 
axis([u(1) v(1) 0 1]); axis square; 
title(['Virtual Space Function Calls = ' num2str(FunctionCalls)]); 
subplot(1,2,2); plot(xx1,xx2,'o','MarkerSize',4); hold on; 
FlowRate = 0:0.1:MaxFlowRate; 
line(FlowRate,MaxFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,MinFlowRate‐FlowRate,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate*MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
line(FlowRate,FlowRate/MaxFlowRateDifferential,'LineStyle',':','Color','k'); 
axis([0 MaxFlowRate 0 MaxFlowRate]); axis square; 
title(['Real Space ‐ Function Calls = ' num2str(FunctionCalls)]); 
  
assignin('base','x1',x1); 
assignin('base','y1',y1); 
assignin('base','x2',x2); 
assignin('base','y2',y2); 
assignin('base','x3',x3); 
assignin('base','y3',y3); 
assignin('base','x4',x4); 
assignin('base','y4',y4); 
8.3.4 “acquire_spectrum_virtual.m” 
Generates a spectrum based on given flow conditions, by interpolation from an existing result set. 
function [wavelength,intensity,time]=acquire_spectrum_FF(flow1,Flow_CF,flow2) 
 
filestem = 'AMN601_3F'; 
path = 'C:\Experiments\Optimisation_Work\Results\'; 
  
%Load in parameters, spectra, etc 
load([path filestem '.mat']); 
  
%Create variables from file  
fit_paramsTOT = RR{5}; 
xallTOT = RR{6}; 
  
%Differentiate between good and bad spectra/fits 
goodpoints = find(fit_paramsTOT(:,3)<95 & fit_paramsTOT(:,1)>0.6); 
badpoints = find(fit_paramsTOT(:,3)>95 & fit_paramsTOT(:,1)<0.6); 
  
fit_paramsTOT = fit_paramsTOT(goodpoints,:); 
xallTOT = xallTOT(goodpoints,:); 
  
num=length(xallTOT(:,1)); 
  
%Intensity interpolation 
FakeInt = griddata(xallTOT(1:(num‐1),1),xallTOT(1:(num‐1),2),fit_paramsTOT(1:(num‐1),1),flow1,flow2); 
x=isnan(FakeInt); 
if x==1 
FakeInt = griddata(xallTOT(1:(num‐1),1),xallTOT(1:(num‐1),2),fit_paramsTOT(1:(num‐1),1),flow1,flow2,'nearest'); 
end 
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% Wavelength interpolation 
FakeLambda = griddata(xallTOT(1:(num‐1),1),xallTOT(1:(num‐1),2),fit_paramsTOT(1:(num‐1),2),flow1,flow2); 
x=isnan(FakeLambda); 
if x==1 
FakeLambda = griddata(xallTOT(1:(num‐1),1),xallTOT(1:(num‐1),2),fit_paramsTOT(1:(num‐1),2),flow1,flow2,'nearest'); 
end 
  
% FWHM interpolation 
FakeFWHM = griddata(xallTOT(1:(num‐1),1),xallTOT(1:(num‐1),2),fit_paramsTOT(1:(num‐1),3),flow1,flow2); 
x=isnan(FakeFWHM); 
if x==1 
FakeFWHM = griddata(xallTOT(1:(num‐1),1),xallTOT(1:(num‐1),2),fit_paramsTOT(1:(num‐1),3),flow1,flow2,'nearest'); 
end 
  
%Generate fake spectrum 
c=log(2); 
c=FakeFWHM/(2*(2*c)^0.5); 
wavelength=[331.28:0.33541015625:1018.2]; 
intensity=FakeInt.*exp(‐((wavelength‐FakeLambda).^2)/(2*c.^2)); 
time=cputime; 
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