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Abstract. Previous studies have identified disordered functional (from
fMRI) and structural (from diffusion MRI) brain connectivities in Autism
Spectrum Disorder (ASD). However, ‘shape connections’ between brain
regions were rarely investigated in ASD –e.g., how morphological at-
tributes of a specific brain region (e.g., sulcal depth) change in relation
to morphological attributes in other regions. In this paper, we use con-
ventional T1-w MRI to define morphological connectivity networks, each
quantifying shape similarity between different cortical regions for a spe-
cific cortical attribute at both low-order and high-order levels. For ASD
identification, we present a connectomic manifold learning framework,
which learns multiple kernels to estimate a similarity measure between
ASD and normal controls (NC) connectomic features, to perform di-
mensionality reduction for clustering ASD and NC subjects. We bench-
mark our ASD identification method against supervised and unsuper-
vised state-of-the-art methods, while depicting the most discriminative
high- and low-order relationships between morphological regions in the
left and right hemispheres.
1 Introduction
Autism spectrum disease (ASD) is a neurodevelopmental disorder characterized
by altered cognitive functions, specifically difficulties in learning and impairment
in social interaction. The centers for Disease Control and Prevention (CDC) es-
timates autism’s prevalence as 1 in 68 children in the United States. Recently,
interest in understanding how ASD alters connectivity between different brain
regions has grown with the development of important technological and method-
ological neuroimaging tools. Most of connectomic studies on ASD in the litera-
ture [1,2,3] have mainly focused on structural and functional connectivity (FC)
derived from diffusion tensor imaging (DTI) and functional magnetic resonance
imaging (fMRI), respectively. For example, [4] used functional MRI to quantify
consistent spatial temporal FC patterns to distinguish between ASD subjects and
normal controls (NC). Another work [5] applied a unified connectivity framework
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on DTI that learns the underlying patterns of ASD pathology through projec-
tive non-negative decomposition into sets of discriminative, developmental and
reconstructive components. However, one of the potential limitations of solely re-
lying on fMRI or DTI are: (1) fMRI has low signal-to-noise ratio possibly induced
by non-neural noise, hence its derived functional connectivity strength between
pairs of ROIs can be spurious or noisy, and (2) fiber tractography methods can
produce largely variable and somewhat biased structural brain networks [6]. As
an alternative, we propose a different type of brain network: a morphological
network solely constructed from T1-w MRI. Since recent research on ASD re-
ported brain cortical thickness changes in autism during early childhood [7], we
specifically propose to build different morphological networks based on the mor-
phology of the cortical surface, where each network is associated with a unique
low-order cortical attribute such as sulcal depth or cortical thickness. However,
since simply concatenating morphological brain networks overlooks how their
relationship might be affected at a higher-order level by autism, we introduce
morphological high-order brain networks for autism identification. Unlike func-
tional high-order networks which model the dynamic brain activity within a
time-window [8], our high-order network (HON) is able to characterize more
complex interaction patterns among brain regions in morphology.
On the other hand, a very limited number of works used machine-learning
methods on human connectome data from MRI for ASD/NC classification [9], in
a supervised manner. For instance, [10] used a functional network estimated from
resting state fMRI to distinguish between ASD subjects and healthy controls.
[11], which adopted a network regularized support vector machine, used DTI to
identify faulty sub-networks associated with ASD. However, while the major-
ity of supervised machine-learning techniques are somewhat limited in terms of
scalability as they require reliable and accurate labeling of medical data, unsu-
pervised learning techniques can provide decision support for early intervention,
help develop data-driven guidelines for care plan management, and help group
patients by similar non-semantic features (i.e., latent representation of brain
disorder group or subgroup), to enable comparative effectiveness research (e.g.,
of medications) [12]. From a connectomic perspective, very few studies applied
unsupervised learning methods for brain disease applications [9]. For instance,
[13] computed spectral graph clustering to identify significant connectome mod-
ules for different brain disorder groups (Alzheimer’s disease (AD) and Significant
Memory Concern (SMC)). Another work [14] used a multi-view spectral cluster-
ing to group functional and structural brain networks of traumatic brain injury
(TBI) patients. However, to the best of our knowledge, no previous unsupervised
learning methods were used to distinguish between autistic and healthy brains
[9].
To fill this gap, we propose a high-order morphological connectomic mani-
fold learning for ASD identification using a novel unsupervised data clustering
method called single-cell interpretation via multikernel learning (SIMLR) [15].
SIMLR has many appealing aspects. First, it inputs high-order networks and
efficiently learns a similarity matrix between networks by combining multiple
kernels which provides a better fit to the inherent statistical distribution of the
HON data. Second, it is scalable and separates subpopulations more accurately
than conventional methods (e.g., PCA or t-SNE). Third, it improves weak simi-
larities between samples through graph diffusion, which adds transitive similar-
ities between dissimilar regions that have many similar neighboring regions. We
compare our framework with both supervised and unsupervised disease identifi-
cation techniques. To the best of our knowledge, this is the first work that: (1)
defines high-order morphological brain networks, (2) jointly integrates multiple
cortical morphological brain networks for autism identification, and (3) utilizes
unsupervised SIMLR technique on ASD connectomic data.
Fig. 1: Illustration of the proposed high-order connectomic manifold learning for
autistic brain state identification. (A) High-order morphological network con-
struction using multiple brain networks, each measuring a unique cortical at-
tribute (e.g., thickness) on the cortical surface. These are stacked together to
form a morphological brain tensor T s for subject s. (B) Given the high-order
feature matrix of all subjects, we used SIMLR [15] to learn proper weights for
multiple kernels, which measure different distances between subjects. Next, we
use the learned kernels to construct a symmetric similarity matrix S between
subjects. SIMLR imposes a low-rank constraint on S such that different pop-
ulations of the input data will be embedded into independent block-diagonal
structure that clusters similar samples. This outputs a latent data representa-
tion in a low-dimensional space, which is inputted to a clustering algorithm.
Each point in the 2D scatter plot represents an ASD or NC subject, and the
corresponding colors represent the true labels in each cluster.
2 High-order Connectomic Manifold Learning for
Unsupervised Clustering of Autistic and Healthy
Brains
In this section, we present the high-order connectomic manifold learning for
ASD identification using multiple kernels based on SIMLR technique introduced
Table 1: Major mathematical notations used in this paper.
Mathematical notation Definition
T s brain tensor of subject s in Rnr×nr×nv
Xk brain network in Rnr×nr denoting the k-th frontal-view of tensor T
Hs high-order morphological brain network for subject s
hs high-order feature vector extracted from the upper triangular part of H
s
Kl l-th learning kernel in Rn×n
n number of subjects
S similarity matrix in Rn×n for connectomic manifold learning
L latent matrix in Rn×c
c number of clusters
m number of kernels
w weighting vector of the kernels in Rm
In identity matrix in Rn×n
in [15]. We denote tensors by boldface Euler script letters, e.g., X . Matrices are
denoted by boldface capital letters, e.g., X, and scalars are denoted by lower-
case letters, e.g., x. For easy reference and enhancing the readability, we have
summarized the major mathematical notations in Table 1. Fig. 1 illustrates the
proposed pipeline for ASD/NC identification in four major steps. 1) construction
of low-order morphological network 2) construction of high-order morphological
network 3) feature extraction 4) connectomic manifold learning using SIMLR.
Low-order morphological network construction. For each subject s,
we construct a brain tensor T s of size Rnr×nr×nv for each cortical hemisphere,
where nr is the number of cortical regions of interest (ROIs) and nv is the number
of the tensor frontal views. Basically, for each cortical attribute (e.g., thickness),
we construct a morphological brain network that constitutes a frontal view in
T s. Let xki and xkj denote the mean of a cortical attribute of the i-th ROI and
the j-th ROI in the k-th frontal view respectively. We then compute the absolute
difference between xki and x
k
j which depicts the connectivity strength between
ROIs i and j. An element in the i-th row and j-th column of the k-th frontal
view Xk is defined as: Xkij = |xki − xkj |.
High-order morphological network construction (HON). As the low-
order network is unable to reveal the intrinsic similarities between more than a
pair of ROIs, we propose to construct a high-order morphological network based
on Pearson correlation to detect more complex interaction patterns between mul-
tiple brain regions. In addition to maintaining the pairwise relationship between
ROIs in the same morphological view, the morphological HON underlines the
relationship between ROIs across different views. Let ysij denote the vector of
the s-th subject corresponding to the connectivity strength between the i-th and
j-th ROIs across all views. Each row in the high-order network Hs represents
a pair of ROIs (i, j) and each column denotes a pair of ROIs (p, q). For a sub-
ject s, an element in Hs is defined using the Pearson’s correlation coefficient
as Hsij,pq = corr(y
s
ij , y
s
pq). We note that the entries H
s
ij,pq of the HON matrix
indicate the influence of the connectivity strength between the i-th and j-th ROI
on the connectivity strength between the p-th and q-th ROI. Thus, it underlines
the higher order relationship between multiple ROIs.
Feature Extraction. For each subject, features are extracted in a naive way.
Due to their symmetry, we concatenate the upper triangle elements of the HON
matrix for subject s into a long feature vector hs. The weights on the diagonal
are set to zero to avoid self-connectedness. Next, using K-fold data partition
scheme, the extracted features of all ASD and NC subjects, while excluding the
K-th fold, are fed into SIMLR.
High-order connectomic manifold learning. In this section, we briefly
present the framework introduced in [15] and how we extended it to our aim. The
main idea of SIMLR is to learn a pairwise similarity matrix of size n×n from an
input matrix of size n×d where n is the number of subjects and d is the dimension
of their associated feature vectors. This allows to learn the connectomic manifold
where all HON features {h1, . . . ,hn} are nested. Instead of using one predefined
distance metric which may fail to capture the nonlinear relationship in the data,
we use multiple Gaussian kernels with learned weights to better explore in depth
the similarity patterns among ASD and NC HONs. In other words, adopting
multiple kernels allows to better fit the true underlying statistical distribution
of the input matrix of high-order features. Additionally, constraints are imposed
on kernel weights to avoid a single kernel selection [15]. The Gaussian kernel is
expressed as follows: K(hi,hj) = 1
ij
√
2pi
e
(− |hi−hj |2
22
ij
)
, where hi and hj denote the
feature vectors of the i-th and j-th subjects respectively and ij is defined as:
ij = σ(µi + µj)/2, where σ is a tuning parameter and µi =
∑
l∈KNN(hi) |hi−hj |
k ,
where KNN(hi) represents the top k neighboring subjects of subject i. The
computed kernels are then averaged to further learn the similarity matrix S
through an optimization framework formulated as follows:
min
S,L,w
∑
i,j
−wlKl(hi,hj)Sij + β||S||2F + γtr(LT (In − S)L) + ρ
∑
l
wllogwl (1)
Subject to:
∑
l wl = 1, wl ≥ 0, LTL = Ic,
∑
j Sij = 1, and Sij ≥ 0 for all
(i, j), where:
1.
∑
i,j −wlKl(hi,hj)Sij refers to the relation between the similarity and the
kernel distance with weights wl between two subjects. The learned similarity
should be small if the distance between a pair of subjects is large.
2. β||S||2F denotes a regularization term that avoids over-fitting the model to
the data.
3. γtr(LT (In−S)L): L is the latent matrix of size n× c where n is the number
of subjects and c is the number of clusters. The matrix (In−S) denotes the
graph Laplacian.
4. ρ
∑
l wllogwl imposes constraints on the kernel weights to avoid selection of
a single kernel.
Fig. 2: ASD identification accuracy using our method and comparison super-
vised and unsupervised methods. We evaluated each of these methods on i) the
concatenated low-order morphological networks (i.e., 4 views) that we term with
CON, and ii) the high-order morphological networks (HON).
An alternating convex optimization is adopted where each variable is opti-
mized while fixing the other variables until convergence [15]. Once, the similarity
matrix S is obtained, a dimensionality reduction is performed on S using t-SNE
[16]. In other words, the data is projected onto a lower dimension that preserves
the similarity depicted in S resulting in an n× c latent matrix L. For visualiza-
tion, the same algorithm is used to create an embedding of S in a 2D space. A
K-means clustering is then applied to the latent matrix L to cluster similar sub-
jects and assess the concordance with the true labels (Fig. 1). It should be noted
that the true labels were only used in the form of distinct colors to intuitively
visualize the groups in (Fig. 1).
3 Results and Discussion
Evaluation dataset and method parameters. We evaluated the proposed
clustering framework on 80 subjects (40 ASD and 40 NC) from Autism Brain
Imaging Data Exchange (ABIDE I)1 public dataset, each with structural T1-
w MR image [17]. We used FREESURFER to reconstruct both right and left
cortical hemispheres for each subject from T1-w MRI. Then we parcellated each
cortical hemisphere into 35 cortical regions using Desikan-Killiany Atlas. For
each subject, we generated nv = 4 cortical morphological networks: X
1 denotes
the maximum principal curvature brain view, X2 denotes the mean cortical
thickness brain view, X3 denotes the mean sulcal depth brain view, and X4
denotes the mean of average curvature. For SIMLR parameters, using a nested
grid search, we set the number of clusters to c = 4. We used m = 21 kernels
where each kernel is determined by a set of hyperparameters (σ = 1 : 0.25 : 2.5,
number of top KNN neighbors in {10, 12, 14}), where σ is the variance parameter
of the Gaussian function.
Method evaluation and comparison methods. To evaluate the repro-
ducibility of our high-order connectomic manifold learning and clustering frame-
work, we used two k-fold cross-validation schemes (k = 5 and k = 10) using ran-
domized partitioning of data samples. The process was repeated 30 times and
the average classification performance reported as final result for all comparison
methods. We first compared our ASD/NC clustering method with Ward’s linkage
clustering [18], a widely used hierarchical clustering algorithm which optimizes a
Euclidean objective function as a criterion for merging a pair of clusters at each
step. This method was previously used for clustering functional HON networks
for Alzheimer’s disease diagnosis in [8]. Second, we compared the ASD/NC seg-
regation efficiency of our method with two classification frameworks based on
supervised linear support vector machine (SVM) classifier. Specifically, the first
supervised method learns a single SVM using training connectomic features. To
further evaluate SIMLR in a supervised manner, we propose a SIMLR-based en-
semble classifier learning framework, where we use SIMLR to cluster the training
data into different clusters, and then train an SVM classifier for each training
cluster. In the testing stage, we use label majority voting by all trained SVM
classifiers to label an input testing subject. Each of these methods was evaluated
on i) the concatenated low-order morphological networks (i.e., 4 views) that we
term with CON, and ii) the high-order morphological networks (HON). Fig. 2
displays ASD identification accuracies of all methods.
For the left hemisphere (LH), our method (Fig. 2–unsupervised SIMLR
HON) had the best performance in distinguishing between ASD/NC subjects
among all methods using both 5-fold and 10-fold cross-validation schemes, with
an average performance of 63.64%. We note that the accuracies increased in
average with HON across all methods, which might indicate that LH has more
discriminative regions at a higher-order morphological level, except for the su-
pervised SIMLR based ensemble SVM which scored better with CON. The low
performance of supervised SIMLR-based ensemble SVM can be explained by the
fact that SIMLR tends to produce more homogenous clusters, hence creating a
non-balanced data samples for SVM training. This points to the imbalanced data
issue for training supervised methods. On the other hand, results for the right
1 http://fcon_1000.projects.nitrc.org/indi/abide/
hemisphere (RH) were better in average with unsupervised SIMLR CON. The
performance of other methods also peaked when using CON features, except for
supervised SIMLR ensemble based SVM. This might indicate that morphological
changes due to ASD in RH regions occur at a low-order morphological connec-
tivity level rather than a higher order level. In other words, the RH pairwise con-
nectivity strength between regions in the same view depicts better the changes
associated with autism than the high order relationship between regions of dif-
ferent views. Still, the unsupervised methods scored better in performance than
supervised methods and the best discriminative power was obtained when using
the LH. For our best performing methods, we identified the top 2 discriminative
high-order relationships for LH: (1) (fusiform gyrus, parahyppocampal gyrus)
and (Lingual gyrus, pericalcarine cortex), and (2)(entorhinal cortex, transverse
temporal gyrus) and (fusiform gyrus, posterior cingulate cortex); along with the
top 2 discriminative low-order regions for RH: (1) entorhinal cortex and posterior
singulate cortex, and (2) precuneus cortex and postcentral gyrus.
4 Conclusion
In this paper, we presented the first work on a high-order connectomic mani-
fold learning using morphological brain networks for autism identification. Our
framework outperformed both supervised and unsupervised baseline methods
and was able to further identify the most discriminative relationships between
pairs of morphological brain connectivities. Noting that ASD classification is a
challenging problem, achieving 65.62% is quite promising based on solely T1-w
MR images. To improve the connectomic manifold learning for a more accurate
ASD/NC segregation, we will evaluate our method on the whole ABIDE dataset,
which allow more powerful statistical analysis of our results. Further, we will ex-
tend our unsupervised learning method to spatiotemporal connectomic data for
monitoring and predicting ASD progression.
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