letters to nature 166 NATURE | VOL 406 | 13 JULY 2000 | www.nature.com a positive (red to blue) chirp on the driving pulse can result in both a red shift and a spectral narrowing of the harmonic emission peaks 19 (although in that case no dramatic increase in brightness or selectivity was observed). The measured width of the optimized 27th harmonic is 0.24 eV, corresponding to our instrument resolution. Thus, the true peak and spectral enhancements may be even higher. Since the duration of the XUV pulse is probably somewhat shorter than the driving laser pulse, the resulting HHG spectrum corresponds to an XUV pulse much closer to the time-bandwidth limit than before optimization. This result illustrates quite clearly that pulse shaping can alleviate what had been thought to be a fundamental 'trade-off ' for use of HHG as a light source-that the use of very short driving pulses, although dramatically increasing the efficiency of HHG, results in a broader spectrum for the individual harmonic peaks.
a positive (red to blue) chirp on the driving pulse can result in both a red shift and a spectral narrowing of the harmonic emission peaks 19 (although in that case no dramatic increase in brightness or selectivity was observed). The measured width of the optimized 27th harmonic is 0.24 eV, corresponding to our instrument resolution. Thus, the true peak and spectral enhancements may be even higher. Since the duration of the XUV pulse is probably somewhat shorter than the driving laser pulse, the resulting HHG spectrum corresponds to an XUV pulse much closer to the time-bandwidth limit than before optimization. This result illustrates quite clearly that pulse shaping can alleviate what had been thought to be a fundamental 'trade-off ' for use of HHG as a light source-that the use of very short driving pulses, although dramatically increasing the efficiency of HHG, results in a broader spectrum for the individual harmonic peaks.
To explain the unexpected result that very slight changes in laser pulse shape can dramatically enhance and select individual harmonics, we consider the semi-classical rescattering model of HHG 25, 26 . From a classical point of view, electrons are ionized and accelerated away from the core during one half-cycle of the laser field, and can be subsequently driven back to the core when the laser field reverses. Some fraction of the ionized electrons can recombine with the parent ion and give off their energy in the form of high harmonics. This process occurs over a few optical cycles of the laser field, resulting in an approximately 5-fs X-ray burst. Particular harmonics are generated by electrons returning to the core with a specific return energy that is related to the exact time within the optical cycles when the electron is initially ionized.
We believe that the adaptive optimization algorithm finds a pulse with the correct phase sequence to ensure that the continuum X-ray emission generated by a particular cycle of the laser pulse reinforces constructively or destructively with different parts of the continuum generated by adjacent cycles. This coherent control can lead to channelling and redirection of energy between different high-order nonlinear interactions.
These findings therefore demonstrate a new type of intra-atomic 'phase matching' between the laser field and the wavefunction of the ionized electron. Preliminary calculations based on phase-only pulse shaping confirm this interpretation. From a quantum point of view, our optimized laser pulse can adjust the quantum phase of the electron wavefunction which returns to the core, to optimize it for a particular harmonic feature. This work may lead to other new methods for control of highly nonlinear systems, as well as improving the utility of the HHG source for application experiments in a broad range of science [27] [28] [29] [30] . 3 . As a result, the liquid dynamics at low temperature are related to the system's exploration of its own configuration space. The 'thermodynamic approach' to the glass transition considers the reduction in configuration space 4-8 explored as the system cools, and predicts that the configurational entropy 5,9,10 (a measure of the number of local potential energy minima sampled by the liquid) is related to the diffusion constant. Here we report a stringent test of the thermodynamic approach for liquid water (a convenient system to study because of an anomalous pressure dependence in the diffusion constant). We calculate the configurational entropy at points spanning a large region of the temperature-density plane, using a model 11 that reproduces the dynamical anomalies of liquid water. We find that the thermodynamic approach can be used to understand the characteristic dynamic anomalies, and that the diffusive dynamics are governed by the configurational entropy. Our results indicate that the thermodynamic approach might be extended to predict the dynamical behaviour of supercooled liquids in general.
As a liquid approaches the glass transition, its properties are dominated by local potential minima 1,2 in its energy landscape. The liquid experiences localized vibrations in the basins of attraction surrounding the minima, and rearranges via relatively infrequent inter-basin jumps
One of the most studied models of molecular liquids is the extended simple point charge (SPC/E) potential, designed to model the behaviour of water 11 . The dynamic properties of this model have been studied in detail in the weakly supercooled regime where the diffusion constant decreases by three or four orders of magnitude compared to its normal liquid value (ϳ10 −5 cm 2 s −1 ). In this temperature range the SPC/E dynamics have been shown to be consistent 12, 13 with the predictions of the mode-coupling theory (MCT) 14, 15 , and the locus of critical MCT temperatures T MCT (r) is also known 13 . The SPC/E potential is of particular interest for testing theories of the supercooled-liquid dynamics because, as observed experimentally for water, the diffusion constant D has a maximum as a function of the pressure P-or of the density ralong isotherms, and this maximum becomes more pronounced upon cooling 16 .
Here we calculate the SPC/E liquid entropy S, the vibrational entropy S vib of the liquid constrained in one typical basin of the potential energy landscape, and the configurational entropy S conf defined by S conf ϵ S Ϫ S vib , for state points covering a large region of the (T, r) phase diagram. Figure 1 shows the calculated entropies for one particular density. Figure 2a -c shows S, S vib and S conf as functions of r for several isotherms. Figure 2d shows the behaviour of D along the same isotherms. Both S conf and D show maxima which become more pronounced with decreasing temperature. Figure 2c and d demonstrates a remarkable correlation between the qualitative behaviours of S conf and D. Figure 2 also shows that at all temperatures, both D and S conf have maxima at r Ϸ 1:15 g cm Ϫ 3 . The presence of a maximum in S conf at r Ϸ 1:15 g cm Ϫ 3 is possibly explained by two density-dependent (and nearly temperature-independent) mechanisms balancing. Increasing density in water from the 'ideal' tetrahedral density (for ice, about 0.92 g cm −3 ) leads to the progressive destruction of the hydrogen-bond network. Hence the number of potential energy minima increases (and therefore so does S conf , which is a measure of the number of local landscape minima), as there are more configurations corresponding to a disordered tetrahedral network. At large enough density, core repulsion dominates the liquid properties, and we indeed find that increasing density decreases S conf (as fewer configurations are possible when the system becomes more densely packed).
The close connection between S conf and D shown in Fig. 2 occurs in the same region of the (T, r) plane where the dynamics of SPC/E water can be rather well described by MCT 12, 13 . Hence MCT appears to capture the reduction of the mobility due to entropic effects.
The phase diagram of liquid water is characterized by the wellknown isobaric density maxima line as well as a line of isothermal D maxima. The density maximum line coincides, from the Maxwell relation, ð‫ץ‬V=‫ץ‬TÞ P ¼ Ϫ ð‫ץ‬S=‫ץ‬PÞ T , to a line of S extrema. The lines of maximum S and maximum D in real water ( Fig. 3a ) and in SPC/E simulated water (Fig. 3b) , do not coincide. The hypothesis that S conf -not S-is the relevant quantity controlling the dynamics in supercooled states can be tested by comparing the line of isothermal S conf maxima with the line of D maxima. Figure 3b shows that the lines of maxima for S conf and D coincide within calculation uncertainties.
While the thermodynamic approach does not provide a quantitative prediction for D, our calculations allow us to test the functional form relating D and S conf proposed by Adam and Gibbs 5 . In the range of D values that we have probed (Fig. 3c ), we find agreement with the linear relation between log D and (TS conf ) −1 proposed theoretically 5 and verified experimentally in a smaller D range 17 .
Our results for S conf permit us to determine the locus of T K (r), which is calculated as the temperature 18 where S conf → 0. Note that Kauzmann defined T K to be the temperature at which the liquid entropy becomes equal to the crystalline entropy along an isobaric path. Kauzmann's definition coincides with the definition used here if the crystal vibrational entropy is a good approximation to the basin vibrational entropy. Our definition of T K (r) is related to the original definition of the Kauzmann temperature because at T K (r), the liquid S conf reaches the crystalline S conf , and thus at T K (r) the number of basins populated in thermal equilibrium is nonextensive. To estimate the difference in the two definitions, we also calculate the purely vibrational ice I h crystal entropy, and we find that the value for T K (r) is roughly 5 K lower than the one shown in Fig. 4 . The locus T K (P) can be estimated from knowledge of T K (r) and from the equation of state using the implicit relation for the pressure, P ¼ Pðr; T K ðrÞÞ.
The region T Ͻ T MCT defines the region where basin changes require a basin-hopping mechanism 19 . The ratio T MCT /T K is one measure of the fragility of a liquid 20 , and T MCT =T K → 1 is expected for an ideal fragile liquid. Figure 4 shows both T K and T MCT ; we see that T MCT =T K Ϸ 1:20-1:35, indicating that the liquid modelled by the SPC/E potential is fragile in the region of temperatures and densities studied here.
Finally, we note that our approach provides us with an estimate of the free energy which can be extrapolated to low temperature to search for the hypothesized liquid-liquid critical temperature 21, 22 . We find that, for the SPC/E potential, the critical point lies below the locus of T K (r) and hence cannot be accessed in equilibrium.
Ⅺ

Methods
Evaluation of S(T, r)
We first calculate S for a reference point (T ¼ 1;000 K and r ¼ 1:0 g cm Ϫ 3 ), and then calculate the entropy as a function of (T, r) via thermodynamic integration using the state 
Figure 4
The locus of the mode-coupling theory transition temperature T MCT (ref. 13 ) and the locus of the Kauzmann temperature T K . The locus T K (r) is estimated by performing an extrapolation of the (T, r) dependence of the configurational entropy. In the context of estimating T K from the analysis of experimental or numerical data, no distinction can be made between a scenario where S conf indeed goes to zero at T K (with a clear break in the first T derivative) and a scenario where the extrapolated S conf has a dramatic change in slope and approaches zero only at a much lower T. A slower change in S conf is expected to be accompanied by a slower decrease of D, related to a possible fragile-to-strong transition in water [27] [28] [29] , a topic of current debate. points simulated in ref. 13 , and new simulations extending to higher temperatures. Specifically, we integrate the relationship dS ¼ dE=T þ PdV=T along both constant T and constant V paths. To evaluate S (T ¼ 1;000 K, r ¼ 1:00 g cm Ϫ 3 ), we perform thermodynamic integration along the T ¼ 1;000 K isotherm starting from the known analytic value for an ideal gas of rigid triatomic molecules in the infinite volume limit. We verify the reliability of our results for S by checking that ͛dS ¼ 0 along several closed P-V cycles. It is convenient to find a functional form to fit the data for S(T). Recently it has been proposed theoretically 23 that-in classical fluids-the temperature dependence of the potential energy at constant volume follows a T 3/5 law on cooling, contributing an entropy variation that follows a T −2/5 law. This temperature dependence has been verified in several atomic system, such as Lennard-Jones, soft spheres, and charged systems in the limit of large densities or low T (ref. 23) . We find that temperature dependence is numerically obeyed in our molecular system for 200 Ͻ T Ͻ 300, and we use it to generate an analytic expansion for the free energy and the solid line in Fig. 1a .
Calculation of S vib
We use the technique presented in refs 24 and 25 to study the properties of the basins visited by the liquid at equilibrium. For each (T, r) we use the conjugate gradient algorithm 25 to calculate-for two independent systems and for 100 configurations-the corresponding local minima, called inherent structures 2 . The configurations we use span a time of at least 25 times the a-relaxation time of the density-density correlation function. We estimate S vib by adding anharmonic corrections to the harmonic contribution
where q i are the normal-mode frequencies of the inherent structure determined from the Hessian matrix 19 . Here k B is Boltzmann's constant, N is the number of molecules and~is Planck's constant. The harmonic approximation for a binary Lennard-Jones mixture is a valid estimate of S vib for temperatures around T MCT (refs 25, 26) . However, in the case of the SPC/E potential, we find that there are significant anharmonicities in the basins. This can be seen from the fact that, if the system were purely harmonic, the energy E should equal E basin , the energy of a minimum, plus the contribution E harm ¼ ð6N Ϫ 3Þk B T=2 of the harmonic solid approximation. In contrast with the binary mixture Lennard-Jones case 25, 26 , we find the vibrational contribution E vib ϵ E Ϫ E basin to be roughly 10% larger than the harmonic approximation, even at the lowest temperatures studied.
We estimate therefore the anharmonic contributions to S vib by heating inherent structures at constant volume and measuring the deviation of E vib from the harmonic approximation. For each collection of basins corresponding to a particular (T, r) state point, we calculate E vib in the range T ¼ 0-200 K and fit our results using the approximation E vib ¼ E harm þ aT 2 þ bT 3 with a, b used as fitting parameters. By integrating the relation dS vib ¼ dE vib =T, we find S vib ¼ S harm þ 2aT þ 3 2 bT 2 . We have checked that system remains confined in the same basin up to T Ϸ 200 K when heating the inherent structure from T ¼ 0 K on the time scale of 200 ps. We have evaluated this anharmonic contribution from the inherent structures of the simulations at T ¼ 210 K. However, using the inherent structures generated from higher temperature configurations does not affect our results.
