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Abstract
A new method of shower-image analysis is presented which appears very powerful
as applied to those Cherenkov Imaging Telescopes with very high definition imaging
capability. It provides hadron rejection on the basis of a single cut on the image
shape, and simultaneously determines the energy of the electromagnetic shower and
the position of the shower axis with respect to the detector. The source location is
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also reconstructed for each individual γ-ray shower, even with one single telescope,
so for a point source the hadron rejection can be further improved. As an example,
this new method is applied to data from the CAT (Cherenkov Array at The´mis)
imaging telescope, which has been operational since Autumn, 1996.
Key words: Gamma-Ray Astronomy, Atmospheric Cherenkov detector
1 Introduction
Most of the recent progress in ground-based γ-ray Astronomy has been ob-
tained from Atmospheric Cherenkov Telescopes (ACT) using the imaging tech-
nique, which permits efficient rejection of the large background of proton
or nucleus-induced showers. The utility of high-definition imaging has been
demonstrated by the results obtained with the Whipple (109 pixels) [1], CAN-
GAROO (220 pixels) [2], and HEGRA (271 pixels) [3] ACT’s, leading to the
discovery of several firmly established very-high-energy sources; e.g., the Crab
nebula [4], the pulsar PSR 1706-44 [5], and the two relatively nearby Active
Galactic Nuclei, Markarian 421 [6] and Markarian 501 [7]. Using a camera
with a large number of small pixels allows a more profound image analysis
than the usual procedure based on the first and second moments of the light
distribution [8], with improved background rejection and energy resolution.
The new image analysis described here takes advantage of the full imaging
information, including the detailed longitudinal development of the shower
(with a significant asymmetry between the top and the bottom of the shower)
as well as its lateral extension. This method is based on an analytical model
giving, for a genuine γ-ray shower, the average distribution of Cherenkov light
in the focal plane as a function of the following parameters: γ-ray energy Eγ ,
distance D between the shower axis and the telescope (or impact parameter),
the source position (defined by the vector ~ξ in the focal plane), and the az-
imuthal position φ of the shower image about the source in the focal plane.
This model is used to define a χ2-like function of Eγ, D, ~ξ, and φ. For each
observed shower, this function is minimized with respect to the parameters:
the minimized χ2 provides gamma-hadron discrimination; the γ-ray energy
determination automatically takes account of the impact parameter which is
obtained from the same fit. With this method, the origin of a genuine γ-ray
shower can be reconstructed even with one single telescope. This result stems
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from the fact that electromagnetic showers whose energies are known have a
well-defined longitudinal development with rather small fluctuations. In the
focal plane of an imaging ACT, this gives a well-defined longitudinal profile for
the image, which depends on the impact parameter and angular origin of the
shower. Therefore, the simultaneous measurement of Eγ and D in the preced-
ing fit also yields the source position ~ξ. For the case of a well-localized point
source, the energy resolution can be improved by fixing the source position
during the fit since there are fewer parameters in the fit.
In this article, the preceding method is illustrated as applied to the CAT
imaging telescope [9], operating since Autumn 1996 in the French Pyrenees.
Its very-high-definition imaging camera comprises a central region consisting
of 546 phototubes in a hexagonal matrix spaced by 0.13◦; this is surrounded
by 54 tubes in two “guard rings”. The angular diameter of the full field of
view is 4.8◦ (3.0◦ for the small pixels). The guard rings were installed in June
1997, so for the data and simulations used here, they are not included. A more
complete description of the CAT imaging telescope can be found in [9]. The
detector response has been simulated in detail, thus allowing the optimization
of the new image analysis on the basis of Monte-Carlo-generated γ-showers
against the background of real off-source data.
Section 2 is devoted to the full simulation of the instrument, allowing the
calculation of the variation of the equivalent detection area as a function of
Eγ for different zenith angles, thus defining the corresponding energy thresh-
olds. In Section 3, the semi-analytical model giving the average Cherenkov
light distribution in the focal plane for a γ-ray shower is described in detail
and shown to be consistent with results from complete simulations of electro-
magnetic cascades. In Section 4, the performance of the analysis method is
presented for different values of the zenith angle; the discussion is focused on
hadron rejection by a single cut on the image shape (and for a known point
source, an additional cut on direction), on the accuracy of the source location,
and finally on energy resolution.
2 Simulation of the detector response
The development of electromagnetic or hadronic air showers in the atmosphere
is simulated by a modified version of the program described in [10]. For each
event, the Cherenkov photons falling onto the mirror elements are followed in-
dividually according to their arrival times, initial directions, and wavelengths;
reflection from the Davies-Cotton mirror is calculated, taking into account
imperfections of the mirrors’ shapes and orientations. Typical aberration im-
ages from a point source are smaller than or comparable to the pixel size.
A wavelength-dependent fraction of photons is kept, reproducing the effect
3
of mirror reflectivity and Winston cones’ efficiency [11] as well as phototubes’
quantum efficiency. Photons from the sky-noise are also simulated, taking into
account the effect of AC coupling on the read-out electronics. The contribution
of typical star fields may be superposed. The time-structure and amplitude
fluctuation of the pulses generated by single γe’s have been parametrized on
the basis of tests with the CAT electronics. The signal from a given pixel is
obtained from the pile-up of the contributions from individual γe’s according
to their respective arrival times, taking account of the amplitude fluctuation
of ∼ 0.4γe. The comparator threshold is set at a level corresponding to three
times the height of the average single-γe signal. When a trigger occurs, the
phototube signal (corrected for the effect of propagation along the 28m cable)
is integrated over the 12ns time window provided by the fast gate, thus yield-
ing the simulated ADC output. These ADC outputs are then used as input to
the analysis procedure described in the following sections.
The preceding simulation of instrumental effects allows the calculation of the
equivalent detection area for γ-rays as a function of energy for a given zenith
angle Z. This is shown in Fig. 1.a for Zs of 0◦, 30◦, 45◦, and 60◦. Fig. 1.b
shows the corresponding event rates of γ-rays for a reference source with the
intensity and spectrum of the Crab nebula, as measured by the CAT telescope
[12]:
dφ
dE
= 2.46×
(
E
TeV
)−2.55
× 10−11 cm−2s−1TeV−1 (1)
The energy corresponding to the maximum event rate (“mode energy”) will
be considered as the nominal threshold of the telescope; it varies from 250
to 350 GeV between zenith and Z = 30◦ and increases to ≈ 700 GeV for
Z = 45◦. Examples of real images from a γ-ray candidate shower and from
hadron showers are shown in Fig. 2. Whereas γ-rays produce thin elongated
images (Fig. 2.a), patterns from hadron showers are often more chaotic or
patchy due to the superposition of several electromagnetic components due
to π0’s (Fig. 2.b and 2.c) and to Cherenkov rings or arcs generated by muons
falling onto the mirror or close (< 40m) to the telescope (Fig. 2.d). For hadron
showers with energies lower than 200 GeV, often the only component which
is seen is the Cherenkov light from a single muon; such muons are a source
of background in the case where the image is reduced to a short arc, which
mimics a low-energy γ-ray shower [13]. It should be noted, however, that the
CAT imaging telescope is surrounded by the seven detectors of the ASGAT
timing array [14] (whose collectors are 7m diameter each) which should permit
the rejection of most of these background events when it resumes operation
after upgrade, in 1998.
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Fig. 1. a) Equivalent detection area for γ-rays as a function of energy for various
values of zenith angle. The points show the values at which the acceptance was
evaluated from Monte Carlo simulations, the curves are a fit to these points. b)
Corresponding event rates per energy interval for γ-rays from a Crab-like source
with a spectrum as given in Equation (1).
3 Modelling of γ-shower images and image analysis method
For a given value of energy Eγ and impact parameter, D, the Cherenkov image
of an electromagnetic shower fluctuates about the mean image, as a result both
of intrinsic fluctuations of the shower and of statistical effects in the Cherenkov
light collection, as well as instrumental fluctuations. An analysis based on the
comparison between individual event images and the theoretical mean image
as a function of impact parameter and energy allows full advantage to be taken
of the high definition of the CAT imaging telescope camera. Such an analysis
requires an analytical model for γ-shower Cherenkov images.
In order to construct this model, we have used the results from a paper by
Hillas [15] in which the mean development of electromagnetic showers is de-
scribed and parametrized on the basis of Monte-Carlo simulations. The num-
5
(a) (b)
(c) (d)
Fig. 2. Real shower images in the CAT imaging telescope: a) γ-ray shower candidate
(estimated energy 620 GeV); b) and c) hadronic images; d) hadronic image with a
characteristic muon arc. The concentric circles represent the trigger region and the
small-pixel region, respectively.
ber of charged particles (e±) at a given atmospheric depth is given by the
Greisen formula. Their energy spectrum and the angular distribution of their
momenta with respect to the shower axis are given. Their spatial distribution
around the shower axis is not explicitly stated, but parametrizations of their
mean distance from this axis and of their spreads in the radial and azimuthal
directions are given as a function of their energy and momentum angle. These
parametrizations have been compared with our Monte-Carlo simulations, and
were found to be in very good agreement, except for the mean value of the
angular distribution which we have modified slightly (see Appendix 1). This
description of the mean shower development permits the mean Cherenkov im-
age to be deduced, with the additional use of the atmospheric density profile
as in [10], optical absorption as in [16], Cherenkov emission properties, and
some of the detector characteristics such as its light-collecting area, photo-tube
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quantum efficiency as a function of wavelength, and site altitude. The angular
distance from the source to the zenith has also to be taken into account.
In practice, the shower (for a given energy and impact parameter) is divided
into “slices” perpendicular to its axis at different depths, and the contribution
of each slice to the image is calculated. In such a slice, the contribution of
a charged particle (e±) with a given energy and direction and a given lateral
position with respect to the shower axis is evaluated as follows: the correspond-
ing cone of Cherenkov emission traces a circle on the plane perpendicular to
the shower axis containing the imaging telescope; rather than considering a
mirror with a fixed position with respect to the shower, we allow it to ro-
tate around the shower axis (the distance D is fixed) and use the intersection
of the corresponding ring with the circle of Cherenkov light to find the av-
erage contribution of these e±’s to the image as well as the position of the
photo-electrons in the focal plane (see Appendix 2 and Fig. 13). Summing
over the energy, direction, and averaging over the lateral position of all e±’s
in the slice gives the mean position of its image in the focal plane, its mean
transverse extension, and the corresponding density of γe’s. The sum of the
contributions of all the slices gives a full mean image description in terms of
the linear density of light along the image axis and the transverse extension
of the image as a function of position along this axis. The form of the trans-
verse profile is taken to be a constant shape, determined from Monte-Carlo
simulations. This form is scaled to the calculated transverse extension, which
varies with position along the image axis. The bi-dimensional profile of vertical
500GeV γ-ray showers thus obtained is shown in Fig. 3 for different values of
the impact parameter D. It can be seen that the longitudinal profiles of the
expected images are asymmetrical and that their position and general shape
depend on D. The consistency between this analytical calculation and the full
Monte-Carlo simulation can be checked in Fig. 4, which shows the lateral and
longitudinal profiles of the γ-images for various impact parameters, both from
full Monte Carlo simulations and as given by the model. It can also be seen
in Fig. 5, which shows the mean density of Cherenkov light on the ground
in a 4.6◦ acceptance calculated by both methods, and found to be in good
agreement.
For the comparison with an individual event image, the expected distribution
of γe’s in the focal plane (for given values of Eγ, D, and φ of the shower axis
projected in the image plane) is integrated over each pixel area, according to
the source angular position (defined by two angular coordinates ~ξ). A function
χ2(Eγ, D, ~ξ, φ) is then defined in such a way that its minimization with respect
to Eγ , D, ~ξ, and φ gives the values of those parameters which best fit the
model to the image. This function is a sum of squared differences between
expected and actual pixel contents divided by a quadratic error, extending
over all the pixels whose expected or actual content is above a given threshold
(2 γe). In the following expression, Qreali is the actual value of the charge
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Fig. 3. Bidimensional image profiles of 500 GeV vertical γ-showers (γe density) for
various values of impact parameter as given by the semi-analytical model. The x
(longitudinal) and y (lateral) axes are coordinates in the focal plane in degrees. The
source is at the origin. Note that the lateral scale is dilated by a factor of two.
collected in pixel i (measured in equivalent number of photo-electrons), Qmeani
is the expected mean contribution of the shower to pixel i for a given set of
model parameters, and Bi is the mean contribution of the noise calculated
on the basis of measured randomly-gated events, which contributes to the
fluctuations but not to the charge, due to the AC coupling. For the CAT
detector, the electronic noise dominates the night-sky background, since the
mirror and pixel size are small and the gate is short. The fluctuations in Qreali
and Qmeani are supposed proportional to the square root of the charge in the
pixel, giving:
χ2 =
1
k
∑
i
(Qreali −Qmeani )2
Bi +
1
2
(Qreali +Q
mean
i )
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Fig. 4. Longitudinal and lateral image profiles (γe density projected on the lat-
eral/longitudinal axis) of 500 GeV vertical γ-showers for various values of impact
parameter (D). The source is at the position of the star. The image profiles as given
by the semi-analytical model are shown by the full lines, the average image profiles
from full Monte Carlo simulations by dotted lines. For the lateral profiles, the width
of the profile decreases with increasing D.
The preceding expression is not a χ2 stricto sensu since the exact number
of degrees of freedom depends somewhat on the value of the fitted parame-
ters through the number of expected hit photo-tubes. The value of the error
factor k (here taken as 2.9) has no effect on the value of the fitted shower
parameters. It has been adjusted on simulations in order to have an approxi-
mately flat χ2 probability for simulated γ-shower images well above the trigger
threshold. The use of an energy or impact parameter dependent k-value is un-
der study. In the case of well-localized point sources, fits in which ~ξ is fixed
are used for improved energy resolution.
The fit is quite sensitive to the starting values, so a good estimation of these
values is needed. For this purpose the usual moment-based parameters are
calculated, but after a “principal cluster” image-cleaning procedure. In this
procedure the pixels with a charge less than a threshold of 2γe are zeroed; the
principal cluster consists of the largest number of contiguous pixels, all others
are then zeroed. This provides moment-based parameters for γ-images which
are more stable against the noise background (though these would not be
useful for background rejection, as this cleaning procedure makes the hadronic
background more “γ-like”). Relations between the moment-based parameters
and the values to be fitted have been defined on Monte-Carlo simulations;
these are then used to define the starting values for the fit.
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Fig. 5. Density of detected photons on the ground as a function of the impact
parameter: the full line corresponds to the semi-analytic model described in the
text; points with error bars show the result of full Monte Carlo simulations.
4 Results of the method when applied to the CAT images
Many of the sources in the EGRET catalogue [17] have well-identified radio,
optical, or X-ray counterparts, which give the source position to an accuracy
much better than can be achieved by ACT telescopes. Such sources with known
position are usually placed at the centre of the field of an imaging telescope.
However, many unidentified sources in the EGRET catalogue are located in
error boxes with typical size of 1◦. Ground-based Cherenkov detectors are,
in principle, able to localize such sources with a higher precision. In order
to observe these sources, different methods have been developed by imaging
Cherenkov telescope groups. Stereoscopy is the most direct way to find the
direction of a source, but requires at least two telescopes and reduces the
collection area [3]. For single-telescope experiments with sufficient background
rejection on an image-shape criterion, it is possible to perform de-localized
analyses assuming the source at the different points of a grid covering the field
of view or by examining the distribution of the intersections of the image axes
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[18]. However, an event-by-event analysis method such as that described here
is preferable since in the former methods the signal is more easily drowned-out
by the background.
The method has been tested on simulated γ-images provided by the Monte-
Carlo simulation program described above and a realistic simulation of the
detector response, including the measured variation in collection efficiency
and gain between the phototubes, and measured wavelength response of the
mirrors and Winston cones. For optimization of the cut values, these simulated
γ-images have been used together with the real background events from data
from off-source runs with the CAT imaging telescope. Gammas from a point-
like source with the Crab nebula spectrum [12] (see equation (1) above) were
simulated at various elevations. The capability of the method both for source
detection and for source spectrum measurement have been examined.
4.1 Source detection
As applied to the data, the method consists of minimizing the χ2 with respect
to Eγ , D, ~ξ, and φ. Fig 6 shows the χ
2 probability distributions obtained with
this fit for the simulated γ-ray events and real background events. A cut on
the χ2 probability value, P (χ2), provides a selection of γ-like events on the
basis of the image shape alone. The reconstructed angular origins obtained
for simulated γ-events accumulate around the actual source position which
in this case is at the centre of the field. The dispersion around the actual
source position has a typical RMS spread of 0.14◦. For each event, the ac-
curacy of the angular origin determination is better by a factor two in the
direction perpendicular to the image axis than in the direction of the image
axis (Fig. 7). The RMS longitudinal error typically varies from 0.2◦ to 0.1◦ as
the energy varies from the threshold to 2 TeV. The angular origins obtained
for background events are spread over the whole field with an approximately
Gaussian distribution with a 1.8◦ FWHM. Since this distribution is fairly flat,
2-dimensional skymaps of the angular origins of the showers could be used for
source detection, as can be seen from the reconstructed positions in data taken
on Markarian 501 in Fig. 8. The errors in angular reconstruction given above
are for a single shower; a point source with poorly defined position could thus
be localized to ∼ 1− 2′ with the combination of ∼ 100 such events.
For the present, a conservative procedure of monitoring the background is
used, based on the pointing angle α, similar to the “orientation” of Whipple
[8]: α is the angle at the image barycentre between the actual source position
and the reconstructed source position. The pointing angle does not use the full
information contained in the results of the fit, but has a fairly flat distribution
from 0◦ to about 120◦ for background events, which allows the background
11
Fig. 6. χ2 probability distribution for a fit with the source coordinates considered
as free parameters (constraint is from shape alone): a) vertical γ-ray showers; b)
real background (off-source data) showers. The upper line in each figure is for all
events above threshold, the shaded distributions for events with a fitted energy, Ef ,
greater than 350 GeV and a fitted impact parameter, Df , between 30 and 125 m.
level to be easily monitored. The cut on α is more efficient than a cut on the
angular distance between the source position and the reconstructed γ origin
since, as seen in Fig. 7, the position reconstructed is not symmetric about the
source position. The distribution of α for γ-events from a Crab-like source
exhibits a peak at 0◦ (Fig. 9) and a small accumulation at 180◦ corresponding
to events which are wrongly found to point away from the source. Around 17%
of the γ-events from a Crab-like source are in this situation. The proportion
of events with a wrongly reconstructed direction decreases with increasing
energy, from 22% at 200 GeV to 9% at 600 GeV and 4% at 1 TeV.
The significance of a signal is calculated using the usual formula: (ON −
OFF )/
√
ON +OFF [19], assuming equal time on and off-source. The signif-
icance per hour on a simulated Crab-like source at zenith has been calculated
for various cut values on α and P (χ2) (Fig. 10.a). The best result in terms
of both significance and efficiency for γ-events is obtained for a P (χ2) > 0.2
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Fig. 7. Distributions of longitudinal and transverse errors (with respect to the image
major axis) in the reconstruction of the source position for vertical showers with
P (χ2) > 0.2. The small bump at negative values of longitudinal error results from
wrong direction reconstruction (mainly for events close to the energy threshold).
Shaded histograms correspond to events with a fitted energy greater than 350GeV.
and α < 6◦, which gives 5.1
√
t σ where t is the on-source observation time in
hours, retaining 34% of the γ-events while giving a rejection factor of 120 on
background events. This rejection factor is smaller than for some comparable
experiments as there is a large rejection factor at the trigger level, allowing
a moderate background rate of 15 Hz at the zenith. At 45◦ from zenith the
best significance for the same cuts falls to 2.7
√
t σ. This is essentially due
to the higher energy threshold, leading to a lower event rate; on the other
hand, for the same γ-ray selection efficiency the background rejection factor
is comparable to that at zenith.
In order to estimate the efficiency of the χ2-method in the case of a source
with a poorly-defined position, a simulated Crab-like source has been set on
the edge of the trigger area (1◦ from the centre). In this case, the equivalent
detection area is divided by a factor of the order of two. Even for a source with
known position, when the source is not at the centre of the field it is possible
to use one side of the camera as the off region for the other side [20]. For a
Crab-like source at zenith, the same cuts in P (χ2) and α as for a source in
the centre of the camera give a 2.3
√
t σ significance, with a selection efficiency
for γ’s of 36% and a rejection factor of 116 above threshold (Fig. 10.b). This
means that the on-source run time has to be five times larger for a source on
the edge of the trigger area than for a source at the centre of the field for the
same significance. The corresponding significance obtained at 45◦ from zenith
for an off-centre source is 1.5
√
t σ.
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Fig. 8. The distribution of reconstructed angular origins for the data from a
30-minute run on Markarian 501 from April 16, 1997, for events with P (χ2) > 0.2.
The concentric circles represent the trigger region and the small-pixel region, re-
spectively. During the run, the optic axis described the small arc indicated due to
the mechanical flexibility of the structure, which is monitored as described in [9].
The number of events reconstructed in each bin of (0.050)2 is shown. No background
subtraction has been performed.
4.2 γ-ray energy measurement
For a source detected with a strong enough significance, the energy spectrum
can be studied by a detector with good energy resolution. The fit described
above in which the source position is a free parameter gives a first estimate of
the energy of each event to within about 30%. However, more precise spectral
studies can be carried out on point sources of γ-rays. The use of the source
position as a constraint in the fit provides a higher accuracy for impact param-
eter measurement and, as a consequence, for energy measurement. If trigger
selection effects are ignored in the Monte-Carlo program (thus accepting all
events above 100 GeV), the χ2 minimization with respect to Eγ , D, and φ
provides an unbiased energy measurement within about 25% (statistical error
14
Fig. 9. Distribution of the pointing angle α for events with P (χ2) > 0.2 (constraint
from shape alone): a) vertical γ-ray showers; b) Real background (off-source data)
showers. The upper line is for all events above threshold, the shaded histograms for
events with a fitted energy greater than 350 GeV.
only). Trigger selection effects are small for events well above the threshold, as
can be seen for simulated 400GeV γ-rays in Fig. 11. This figure also shows that
the distribution of the fitted event energies about the true energy is Gaussian
on a logarithmic scale. Consequently, the slope of a power-law spectrum can
be directly estimated with this technique. Close to the threshold, however,
the fitted energy Ef is overestimated as a consequence of the trigger selection.
Similarly, the small remaining bias in log(Ef/Eγ) at 400 GeV is due to show-
ers with large impact parameters for which the trigger selection is critical at
this energy since the telescope is then located at the border of the light pool
(Fig. 5). This effect is largely removed if only showers with a fitted impact pa-
rameter Df lower than 125m are included (shaded histogram in Fig. 11). The
bias induced by the trigger selection at different energies is best illustrated
by plotting 68% confidence intervals for Ef as a function of the true value Eγ
used in the simulation (Fig. 12). It can be seen that for Ef below 350GeV for
vertical showers, only an upper limit can be safely derived for Eγ. Therefore,
15
(a) (b)
Fig. 10. Detection significance for a Crab-like source at zenith in one hour of obser-
vation, shown as a function of the two cuts on P (χ2) and α: (a) for a source at the
centre of the camera; (b) for a source at 1◦ from the centre. The full lines indicate
contours of equal significance; dotted lines show fixed γ-ray selection efficiency.
Fig. 11. Distribution of ln(Ef/Eγ) for vertical 400GeV γ-ray showers satisfying the
selection cuts (the source location, ~ξ, being fixed in the fit). The shaded histogram
is further restricted to events with a fitted impact parameter 30 m < Df < 125 m.
spectrum measurement is reliable only above a spectrometric threshold, that
is, in the region in which Ef depends linearly on E. It is somewhat higher than
the nominal threshold which is relevant for source discovery. Fig. 12 also shows
the variation of the average values of log(Ef) on log(Eγ) for zenith angles 0
◦,
30◦, 45◦, and 60◦, showing the increase in the spectrometric thresholds with
increasing zenith angle. Restricting to events with Ef above the spectrometric
threshold and 30m < Df cosZ < 125m, the accuracy of the preceding method
is about 20% (statistical error only), independent of the zenith angle Z up to
16
Fig. 12. Fitted energy, Ef , versus true energy, Eγ , for γ-ray showers satisfying
the selection cuts (the source location, ~ξ, being fixed in the fit) and for which
30 m < Df cosZ < 125 m (Z = zenith angle). The shaded interval shows the 68%
confidence intervals for a source at the zenith. The effect of trigger selection on the
energy estimation can be seen.
45◦.
5 Conclusion
The method described above, based on a realistic analytic description of elec-
tromagnetic air showers, is best suited for those Cherenkov Imaging Telescopes
with a high-resolution camera. The light distribution in the focal plane is fully
exploited, yielding the shower direction from the asymmetry of the longitudi-
nal profile as well as the source position in the focal plane. Selection of γ-rays
on the basis of the image shape is performed by using a single χ2-variable
instead of a series of cuts on various image parameters. By combining the χ2
probability cut and a direction (α) cut, a significance of 5σ per hour can be
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achieved for a Crab-like source at the zenith. A future development of the
method would be to use the distribution of selected γ-ray origins on the celes-
tial sphere together with the known energy-dependent point spread function
of the method to estimate the significance by a maximum-likelihood method.
With the CAT telescope (250 GeV threshold), sources with the intensity of
the Crab nebula can be detected in one hour. This has been confirmed with
the results obtained in the 96/97 observing campaign. Moreover, sources with
poorly defined position can be localized with an accuracy of the order of an
arc minute on the basis of about 100 showers. The accuracy on γ-ray energy
is of the order of 20–25%. Biases induced by the trigger selection have been
investigated; in particular, care should be taken in spectrum measurement,
which is accurate only above a specific threshold, higher than that used for
source detection.
6 Appendix 1 : Angular distribution of e±’s in the analytic model
Let θe be the angle of a charged particle from the shower axis and Ee its kinetic
energy. In [15], the variable of interest is
w =
2(1− cos θe)
(Ee/21 MeV)2
.
In order to be in good agreement with the Monte-Carlo program [10], the
average value of w has been parametrized as
w =
0.9
1 + 120 MeV/Ee
instead of the corresponding formula given in [15].
7 Appendix 2 : Calculation of the mean image longitudinal and
transverse profiles
The notation used in the calculation of the semi-analytical model is shown in
Fig. 13. The origin O is taken on the shower axis Oz as the point closest to the
telescope mirror. We consider a charged particle (e±) at an angle θe from the
shower axis, with energy Ee. The x and y axes are chosen perpendicular to Oz
in such a way that this particle has no y component of velocity. The position of
the e± is then given by coordinates (xe, ye, ze) with ye = 0 and xe given in [15].
In Fig. 13, point E represents the e±’s mean position and the circle centered
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on O′ corresponds to Cherenkov light emitted from point E. As explained in
section 3, the telescope mirror is allowed to rotate around O at distance D
and the corresponding circle intersects the Cherenkov light circle at T and T ′
which are the telescope locations from which the e± contributes to the image.
Consider the location T and denote by Φ the angle (Ox,OT ); OT gives the
direction of the image axis in the focal plane and the angular coordinates in
this plane (in the longitudinal and transverse direction respectively) are given
by:
ξl =
D − xe cos Φ− ye sin Φ
ze − zT ξt =
xe sin Φ− ye cos Φ
ze − zT
where zT is the z-coordinate of the telescope. In order to include the contribu-
tion of position fluctuations, a semi-empirical procedure has been used. If the
charged particle position (xe, ye) is allowed to have a spread around E of σx
and σy (as given in [15]), the Cherenkov light circle does not always intersect
the circle centered on O with radius D; this results in an apparent reduction
of σx and σy. Therefore, the image transverse spread σt due to the preceding
e±’s is evaluated as follows:
σ2t = α
2 (x
2
e + σ
2
x) sin
2Φ + σ2y cos
2Φ
(ze − zT)2
where α has been adjusted to the value ≃ 0.5 in order to agree with the results
of Monte-Carlo calculations. The form of this semi-empirical formula is not
critical to the method, since the pixel size is much greater than σt.
In the calculation of the longitudinal profile, ξl is calculated for xe = xe and
ye = 0. The linear density of Cherenkov light along the image axis is given by
summing over the e±’s, i.e. over θe, Ee, and ze at fixed ξl(θe, Ee, ze):
dN
dξl
=
∫ ∫ ∫
ξl=ξl(θe,Ee,ze)
∂2Ne
∂θe∂Ee
dL
dze
P dθe dEe dze
where ∂2Ne/(∂θe∂Ee) gives the angular and energy distributions of the e
±’s,
dL/dze is the amount of Cherenkov light emitted per unit track length and P
is the fraction of this light which, on average, reaches the mirror:
P =
δω
π
S
4πDR
where the first ratio is the fraction of Cherenkov light impinging on the mirror
at T (the angle δω is defined in Fig. 13) and the second the probability to
find the mirror (with area S and radius R) around T . Similarly, the square
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of the overall transverse spread of the image Σt for a given value of ξl is
obtained by averaging σ2t (θe, Ee, ze) over θe, Ee, and ze at fixed ξl(θe, Ee, ze).
The light calculated in a given interval of ξl is considered to be distributed in
the transverse direction as indicated by the following formula, scaled to the
calculated spread Σt:
F (ξt) =
1√
2Σt
exp(−
√
2 | ξt |
Σt
) .
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