I. INTRODUCTION

I N QUESTIONNAIRE
analysis, a question is called "closed" if the respondent must select his response from a list of permitted answers. Multiple choice questions are examples of closed questions. If the answers are cate-gories or qualities, the question is also called a categorical question, and a questionnaire consisting of a series of categorical questions is called a categorical questionnaire. The type of categorical questionnaire we shall discuss in this paper is one in which the respondent is instructed to answer every question. (This is in contrast with the "branching" or "tree" or "funneling" type of questionnaire where such instructions appear as "If your answer to question 1 is a, go to question 5; if your answer is b, go to question 6." Branching types of questionnaires can be treated by graph theory (Picard [l] ).
The analysis of categorical questionnaires, poses many interesting problems of which we shall consider two: the assessment of which questions are worthwhile and which questions should be excluded (variable selection), and the problem of discriminant analysis. These two problems are considered here as variants of a single problem which we shall attack using information theoretic techniques.
The use of information theoretic techniques is especially appealing in the analysis of questionnaire data since the entire purpose of such data is to answer some specific queries, and the worth of each question should be deOOlS-9448/81/0700-0438$00. 75 01981 IEEE termined according to how much information is supplied by the question toward answering these queries. To make this mathematically rigorous, suppose we wish to decide whether a respondent belongs in group 1 or group 2, with respective generalized densities fi and f2 with respect to some measure X. If the prior probabilities of group i membership are ri, i = 1,2, then the log odds ratio in favor of group 1 membership is In 7~~ /r*. If an observation x is made on the respondent, Bayes' theorem may be used to determine the new posterior log odd ratio in favor of group 1 membership. The difference between the posterior and prior log odds ratio is taken as a measure of the amount of information supplied by the observation x for discrimination in favor of group 1 membership. One easily works out that this difference is In ( f,( x)/fi( x)), and this quantity is called the information gain from the observation in favor of group 1 membership, or simply the information gain'(cf. Kullback [2] ). The expected information gain is obtained by randomizing x according to the density f, obtaining the directed information measure
The symmetric measure of information between the two groups is called the divergence between the groups and is denoted by
For the categorical questionnaires we shall be considering, we take X as counting measure and the integrals become summations: J(.fl, .&I = zi(Pi -qi) ln (Pi/'qi) where fi(xi) = P,[X= xi] =pi andf,(xi) = PJX= xi] = qi.
It should be noted that information theoretic methods have been proposed before for branching, or funneling type questionnaires. In these type of questionnaires, information coding and transmission ideas can be used successfully for analysis. This approach is quite different from the one presented here for analysis of nonbranching categorical questionnaires which have an essentially multinominal structure (as opposed to graph theoretic structure). In these previous studies discussion on sequencing of questions occur, while here we assume a fixed questionnaire structure is presented to all respondents. For further discussion of information theoretic techniques in branching questionnaires, see Terrenoire [3] and Picard [l] . Our work is different from others in that we emphasize the "distance measure" interpretation of the divergence and the statistical distribution properties of the sample estimates. Previous uses of information theory in questionnaire analysis emphasized coding and stochastic sequencing of questionnaires. For a review of these methods applied to convergence of "pseudoquestionnaires" see Terrenoire [3]-[5] , and Chenais and Terrenoire [6] .
II. VARIABLE SELECTION: ASSESSING QUESTION "WORTH"
One purpose of a questionnaire may be to obtain a summary index of how much of a certain attribute is possessed by the respondent. For example a psychiatric screening exam might measure how much "mental stress" is exhibited by a respondent, while in an industrial context, a quality control checklist might measure how much "propensity to fail" is exhibited by a certain machine. Employment screening exams which hope to measure a candidate's potential job success are another example. In each case a value is assigned in some manner to each possible response to a question. The overall questionnaire score of a respondent is obtained by summing the values of his responses.
One method of assessing the discriminatory power of a particular question is to compare a respondent's overall score with that obtained on that particular question. The common approach described by Goode and Hatt [7] is as follows:
In calculating discriminative power the investigator sums the arbitrarily scored items for each person and places the sheets or scores in an array (from the lowest to the highest scores). He then selects out those who fall (in the upper quartile) and who fall (in the lower quartile) . . the upper and lower quartiles are compared.
The method we propose here is in this vein. We divide the respondents into quartiles, Q,, Q2, Q3, and Q4, based upon their overall questionnaire scores excluding the question we wish to assess, and we measure the worth of that particular question by the amount of information it possesses for discriminating between the high and low scorers. (Q, and Q4 respondents, respectively) Let p,, B2; . . ,pk denote the proportion of high scorers (group Q4> and 4,, B2;. . ,& denote the proportion of low scorers (Q,) responding to the k permitted answer to the question under consideration. Suppose there are n respondents in each of the reference groups Q, and Q4 (e.g., pi = (number in group 1 responding i)/n). A measure of the amount of information in the question for discriminating between Q, and Q4 (and hence a measure of the worth of the question) is given by taking a linear function of the estimated information theoretic divergence between Q, and Q4 on the question. We define the D-value of the question to be
We would discard a question if D is too close to zero, indicating that there is not sufficient information furnished by the question to discriminate between the high and low questionnaire scorers. The philosophy here is that any question that cannot discriminate between the extremes is of little value. Kullback [2] shows that under a null hypothesis of (p,; * .,pk) = (4,;. -,qk) (corresponding to the question having no discriminatory value), the asymptotic distribution of D is x2(k -1). Thus our procedure is to retain a question only if D > XT-,(k -1) where xf-,(k -1) is the 1 -cuth quantile of the x2(k -1) distribution, and (Y is a prechosen threshold level. The probability of erroneously including a nondiscriminating question by using this procedure converges to ~1 as the sample size increased. For questionnaires such as employment screening questionnaires in which, for legal reasons, each question's inclusion must be justified, this property is very desirable. One can then conclude at a predetermined level of significance that each question included does indeed discriminate.
The above approach can also be used for assessing the discriminatory power of a question for distinguishing between two pre-established groups. Assume we have n, respondents from group 1 and n2 respondents from group 2. For a particular question X, let ex and gx represent the empirical response probabilities of groups one and two, respectively, over the k, categorical answers. The empirical divergence for question X is
It tells us the amount of information available in question X for discriminating between the two known groups. Asymptotically D(X) is x2( k, -1) for nondiscriminating questions, whereas for discriminating questions it is noncentral X2( k, -1) with noncentrality parameter equal to the discriminatory power of question (cf. Kullback [2] ). Again, only questions with D(X) significantly greater than zero are retained.
III. A SEQUENTIAL VARIABLE SELECTION TECHNIQUE
The previous variable (question) assessing scheme can be extended to obtain a sequential selection technique. If each individual question's worth need not be established, however, the overall questionnaire is to contain as much information as possible, then the following sequential method may be used. The general philosophy we use is to select questions in order of decreasing additional information furnished for discriminating between the groups. When the amount of additional information furnished falls below some given level y, the selection scheme terminates. Again we let fix and Qx denote the observed response probabilities for the n, respondents from group 1 and n2 respondents from group 2, respectively, over the k, categorical answers for question X.
Our sequential procedure begins by choosing for first inclusion the most informative question X for discriminating. In this first step our procedure is similar in philosophy to that described by Levine [8] , Brockett, Haaland, and Levine [9] , and by Goldstein and Dillon [lo] (see also Goldstein and Dillon [ 111, for selecting binary variables for inclusion in a multiway contingency table discrimination framework). In our case we do not assume that two categorical questions have the same number permissible categorical responses, e.g., the questions "sex" and "income level" may have a markedly different number of response categories. This prohibits us from using the GoldsteinDillon procedure. We shall use the quantity D(X) from (1) as a measure of information in question X for discrimination (cf. Kullback [2] , Gokhale and Kullback [12] ). Asymptotically D(X) has a X2( k, -1) distribution, and this is why direct comparison of the calculated D(X) values is impossible. A question with k, = 11 answers is expected to have a D(X) value of 10, whereas a question with k, = 2 would be expected to have a D(X) value of 1 under the hypothesis that the question is not discriminating. This does not directly imply, however, that the question with 11 answers is more informative than the question with two answers.
Since D(X) has a x2( k, -1) distribution under the null hypothesis that the two groups behave the same on that question, and since it has a noncentral X2( k, -1) distribution with a noncentrality parameter equal to the discriminatory power of the question in the case where the alternative hypothesis holds and the question actually discriminates, we shall use the p-value of the D(X) statistic as a measure of the discriminatory power of question X. If where Q is the cumulative distribution function (cdf) for the standard N(0, 1) variate. These formulas make the calculation of the px values quite simple, and the approximations involved are quite good (see Zar [ 131) . Using the p-values, which are distributed uniformly over [0, l] under the null hypothesis of no discriminatory power, we select as the first question that question X with minimum px value, provided this px value is significantly small. We can assess significance for min, 4Xcm px = .!Ji, by using the distribution function F(t) = 1 -(1 -t)" for 0 I t 5 1 as the cdf for min,,X,,pX.
Thus the best question has significant discriminatory power at level of significance (Y if min,,,,,p,I
1 -(1 -a) 'lm. (The Goldstein-Dillon procedure does not employ the actual distribution for their selection statistic, and hence will not lead to a fixed type 1 error.) Having chosen the first question for inclusion according to this procedure, we select the second question for inclusion as that question which yields the maximum additional information to the already selected first question. 
where pylx and qylx are the conditional probability distributions of groups 1 and 2, respectively, over the answers to question Y given that question 1 was answered x, i.e. so the above ratio has (asymptotically) an F distribution with parameters (ky -1, k, -1) (see Brockett, Haaland, and Levine [14] ).
In this paper we shall also present a different approach based upon information theoretic analysis similar to that used in contingency table analysis (cf. Gokhale and Kullback [12] and Kullback [2] . This method is more convenient to use than Goldstein and Dillon's technique since one utilizes the entire set of answers to the previous question for determining the usefulness of a proposed new question rather than having to condition individually upon each possible response. Goldstein and Dillon's technique could result in different respondents obtaining at least a different sequence of questions and perhaps an entirely different set of questions. Since the order of presentation of questions has been shown to make a statistically significant difference in questionnaire scores (cf. Payne [ 151, Oppenheim [16] , and for an up-to-date bibliography and study, see Kalton, Collins, and Brook [ 17] ), we desire a unified approach to variable selection not dependent upon the particular answers to previous questions. We select a single set and order of questions and give everyone the identical set in order.
Let xijy denote the number of respondents in group i (i = 1,2) who answer j to question 1 and y to question Y, and p(i, j, y) represent the corresponding proportion of respondents in group i with these answers. A test of the hypothesis that the inclusion of question Y yields no additional discriminatory power can be obtained by testing the hypothesis that the conditional distribution of Y is independent of the group classification given the answer to question 1, i.e.,
The worth of question Y is assessed by the p-value for co) rejecting H,, y. Using the directed divergence distance measure to test H{y? yields the statistic
where the dot replacing a subscript is the usual convention for "sum over that variable", i.e., xii, = Bt~,x~~, and so on. The distribution of I( Y 11) under H,'y& is asymptotically x2 with k,(k, -1) degrees of freedom (cf. Kullback [2] , or Gokhale and Kullback [ 121) . If the p-value for the second question is significant, we proceed on to select the third question by the same procedure. We test if the group classification and the answer to question Z, 3 I Z I m are conditionally independent given the response to questions 1 and 2. The information statistic is i=l j=l k=l [=I which is x2 with k,k,(k, -1) degrees of freedom. Again, the p-values for each question 3 I Z 5 m are compared to determine if the minimump-value question is significant. If it is, we include it as question 3 and proceed until we obtain a nonsignificant result. When we finally find a nonsignificant result, we quit adding questions and consider the questionnaire complete.
One problem with utilizing contingency table methods of analysis is the rapid proliferation of cells, resulting in possible empty cells. Empty cells here will not bother us, but zero marginals will. The problem of zero marginals, and the resulting loss of degrees of freedom is discussed in Gokhale and Kullback [12] . Another approach is to break the questionnaire into subsets of three or four questions each, each group of questions being treated separately. (These groups of questions are called "items" in the questionnaire literature.) For example, an item concerning economic status might be treated separately from an item concerning health, which in turn is treated separately from an item concerning education level. Each item is analyzed to obtain the questions in that particular set that should be included. The best subsets of each item are combined to form the overall questionnaire. This item analysis is preferred when there is item independence (cf. latent trait models-Hambleton and Cook [ 181). Still another approach to the sparse cells problem is the "nearest neighbor" approach of Hills [19] . One groups together respondents whose previous answers differ in only one place on one question. This method is most useful when there is question dependence. Discriminant analysis for discrete data involves two processes: first, one must score the categories, and second, one must combine the individual question scores to obtain an overall questionnaire score to be used for classification. The procedure we shall discuss here involves information theoretic scoring. This method is effective for nonordinal data, and outperforms Fisher's LDF when reversals are present. Letp, = (ptl,. . . ,&k,) and q1 = (qt,; * '&,) denote the For simplicity we shall assume a first-order model of group 1 and group 2 response probabilities for the k, question interaction. In most applications to questionnaire answers to question t. By scoring the ith answer via the analysis, the number of questions (variables) is fairly large information gain In ( pti /qti) in favor of group 1 member-and the number of respondents possible is constrained by ship, we may transform the nonordinal data into ordinal time, money, availability, etc. For hierarchical contingency data. The larger the score, the more likely is group 1 table models using log linear models, it has been found membership. (This is not true with raw scoring if the two that for discrimination purposes, the first-order model groups' responses are polarized with respect to each other.) outperforms the second-(or higher) order models even It should be noted that using information gain scoring when dependence is present until the available sample size coupled with classical LDF upon the transformed data has is roughly twice the number of possible states (cf. Chang, proven to be an effective technique for analysis of nonordi-Lachenbruch, and Clarke [25] [30] ), and is particularly reasonable in questionnaire analysis since the questions are usually designed so that the order of presentation does not matter. Thus a respondent answers question one, say on income, and then independently aniwers question two, say on history of heart disease, etc. It should be noted that this assumption of a first-order model does not imply lack of correlation between question responses for the observed overall group of respondents. Indeed, in practice there is much dependence between questions; however, this dependence is intimately connected to the group membership variable. This conditional independence assumption is also common in latent trait models for questionnaires (cf. Hambleton and Cook
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If we are given samples of size n, and n2 from group 1 and group 2, we may estimate pti and qri from these training samples, and pick a number s* such that c( 1,2) + 42,l) is minimized, where ~ (1,2) is the percentage of the n, respondents in group 1 with score < s*, and r(2,l) is the percentage of the n2 respondents in group 2 with score > s*. We classify a respondent into group 1 if his questionnaire score is 2 s* and into group 2 otherwise; therefore c( i, j) represents the percentage misclassified as belonging to group j. We note that the classification was not important in Section III, whereas here it is of primary importance. Our method will be called discrimination using information gain (DIG) for short.
Simulation studies were run to assess the power of this procedure relative to Fisher's LDF available in the statistical package for the social sciences (SPSS) computer package. Also compared were the question weighting schemes of Rao [31] , SPSS (cf. Cooley and Lohnes [32] ), and the divergence weights from Section II.
The first two questionnaires we simulated are presented in Table I . Each question was simulated independently according to the given probability structure. Note that in Questionnaire I, questions 1, 2, 3 discriminate well but in a different way than do 5 and 10. The remaining questions in Questionnaire I discriminate moderately well except for 6, which essentially does not discriminate the groups.
Questionnaire II is a more extreme example of a questionnaire which discriminates very well, but upon which the SPSS Fisher method will produce distorted results since the centroids of the multivariate distributions generated by these probability structures coincide. Table II gives the apparent error rates using Fisher's LDF as available in SPSS computer package and DIG. The percent of group i misclassified as belonging to group j is denoted ~(i, j). As predicted, DIG does much better for these types of questionnaires, since DIG does not depend upon the centroid separation of the two groups, but rather the "information gain" available from the questionnaire. This superiority of DIG also holds for the determination of significant questions. Table III shows the Rao, SPSS, and DIG weighting method. The Rao and SPSS methods distort the relative discriminatory power of the questions in Questionnaires I and II, whereas the DIG method correctly orders them according to the information present in the question for discrimination between the groups. The worth of a question which discriminates between the groups in a nonordinal way is assessed by DIG but not the other two. This is because the DIG procedure measures the "information distance" between the two probability measures corresponding to the two groups, and not the Euclidean distance between two real numbers (centroids) which ostensibly represent the groups. In fairness it should be noted that no claim of optima&y for LDF in these situations has ever been asserted; however, due to easy availability of LDF on computer packages, it is often used anyway. Hence, this comparison is useful.
We also ran the simulation for 10000 samples in each group with Questionnaire I. For DIG, we found ~(1,2) = 7.6 percent, ~(2,l) = 5.6 percent, whereas for SPSS, ~(1,2) = ~(2,l) = 20 percent. With Questionnaire II using DIG we found ~(1,2) = 5 percent, c(2,l) = 4 percerit; for SPSS, r(i, j) = 49 percent. These results verify the theoretical conclusion that for this type of questionnaire, with discriminating but nonoidinal questions, DIG is preferred. Examples of such questions might be marital status, or questions on political extremes. The DIG weights are also more reliable indicators of question discriminatory power.
V. APPLICATIONS
We shall present several examples in which the information theoretic methods of analysis were used on actual data. We consider first a psychiatric screening questionnaire developed by Dr. H. 'Davidian, Head of the Department of Psychiatry, University of Tehran, Tehran, Iran. In this questionnaire the permitted responses to questions such as "Do you feel restless?" are "never", "occasionally", "frequently", "always". The questionnaire was designed so that each question measures the degree of some aspect of the respondent's "mental stress". The question responses are all ordered by degree in the same direction; "mentally ill" patients are presumed to respond to the "high" end, "normals" at the "low" end. Since this is so, the two groups' score centroids should be well separated and consequently, both LDF and DIG should discriminate well.
The questionnaire consisted of 46 questions and was designed for the purpose of classifying each respondent as "mentally ill" or "normal". It was given to 143 respondents, 90 of whom were classified prior to the administration of the questionnaire as "mentally ill" while the rest were "normal". The values assigned to the responses were 0 for "never", 1 for "occasionally", 2 for "frequentiy" and 3 for "always". SPSS was run using this raw scoring technique. Essentially SPSS and DIG behave the same for this nice ordinal data. The question weights developed by SPSS and DIG, as expected, gave essentially the same assessment of question worth. The question weights were used to shorten the questionnaire. The 22 questions with the highest weights were selected. (Psychiatric technical considerations also played a part in the choice of these questions.) Using this new "reduced" questionnaire it was found that the apparent error rate was ~(1,2) = ~(2,l) = 0 for the DIG analysis, whereas for the SPSS analysis it was ~(1,2) = 0 and ~(2,l) = 4 percent. This questionnaire has been used for screening purposes in Iran. The use of the reduced questionnaire has resulted in a considerable saving in time over the original questionnaire. (Note: in all of these simulations the apparent error rate is used, and hence is optimistically biased.)
The second set of data upon which these methods have been used involved a survey conducted by the Pan Ameri- can Health Organization (PAHO) on child mortality in 1969-1970 in South American couritries. Among the questionnaires was one covering the socioeconomic status of a household and various environmental factors. Some questions were "What type of water supply do you have?" with such permitted resonses as "piped water", "well", "rain water"; and "What is the marital status of the mother?," with the responses "married", "divorced", "separated". We note here that many of these questions had answers that were not essentially ordinal; hence, reversals may occur, and a linear discriminant function may be inappropriate. (Because of a coritractual agreement between PAHO and the World Health Organization, (WHO), Geneva, Switzerland, where these data were analyzed, we are not able to disclose details of this questionnaire or of the analyses.) We analyzed 12 questions from this questionnaire. Group 1 consisted of all those households where a child under five years died of malnutrition or diarrhea. The second group consisted of households where a child died from other causes. In ali there were 952 households; however, complete information was available only on 154 in group 1, and 37 in group 2. We chose only those questionnaires without missing responses since SPSS needs a special program for missing data (DIG does not), and we wanted a direct comparison between the two methods. The proportion of answers of each group to each response is given in Table IV . From Table V we find that for DIG, ~(1,2) = 12, ~(2,l) = 24, and for SPSS, r&2) = 26, ~(2,l) = 25. It should be noted that the results of SPSS and DIG agree upon which of the questions are significantly discriminating (Table VI) except for question 9, which DIG found to be highly discriminating and SPSS found to be not discriminating. The importance of question 9 was lost to SPSS since it discriminated in a nonordinal manner. Consequently, if one uses SPSS on data that is not essentially ordinal, one may unintentionally eliminate significant variables.
As a final example of how this method has been used we briefly sketch the following. The acceptability group in the human reproduction division of the WHO has used the DIG technique to assess the feasibility and acceptability of various modes of contraception. In particular they used this method to determine for which groups of people a paper birth control pill is acceptable. Various factors affect the acceptability of the paper pill. For example, the persons involved may refuse to eat paper, the climate may be such that the paper cannot be kept dry, or the life style may be such that the paper sheets cannot be kept clean. On the other hand if the paper pill is acceptable in a particular region, it reduces costs and is easier to store and admimster. A categorical questionnaire was designed to ascertain which groups would accept the paper pill and was given to samples in Alexandria and Cairo, Egypt; Cariche and Ibaden, India; Manila, the Phillippines; Stockholm, Sweden; and Bangkok, Thailand. It was desired to find which questions or factors discriminated between those respondents who accepted the paper pill and those who did not. Also it was desirable to know how effective each question was in distinguishing between the groups.
Both SPSS and DIG analysis was performed on the data using sample sizes of about 200 in each country. Both produced the same set of discriminating questions, and approximately the same error rates (20-30 percent) . We cannot present a detailed description of the data collected since this study is still ongoing, and the WHO has priority on the publication of the exact data. Nevertheless, this example and previous examples show how information theory has been successfully applied to real data. For further information on the contraceptive study, contact Dr. B. Cristian, Human Reproduction Division, WHO, Geneva, Switzerland. There is also a computer program written by Busca and Diethelm at WHO that can be used to implement the DIG analysis.
