Handwritten digit recognition is a classical pattern recognition problem and it has significant research and application value. Bayesian network is an effective tool to apply probability and statistics into uncertainty reasoning and data analysis of complicated system. On the basis of the analysis of the classification and connection weight design method of Bayesian network model, this paper learns and researches the structure learning and parameter learning method of Bayesian network in both complete data and incomplete data, proposes the Bayesian network classifier to be applied in handwritten digit recognition and builds the Bayesian network model for handwritten digit model. This network model uses the training sample set, identifies the topological structure of Bayesian network by integrating as much prior knowledge as possible and determine the conditional probability table for various variables in the given network structure. The experiment results proves that the Bayesian network classifier built in this paper has excellent effect and the sample training classifier improves the classification efficiency to a large extent and it can accurately reject the counter-example and reduce the false accept rate.
INTRODUCTION
Handwritten digit recognition is a branch of optical character recognition technology and a conventional research field of the discipline of pattern recognition. It mainly researches how to use the computer to automatically recognize the digits written in the paper in hand. In recent years, Bayesian network has become increasingly influential internationally (Hossein and Azadeh et al., 2015) . Combining the expression of graph theory with the computation ability and probability theory, it has many strengths in handling uncertainty problems, including the flexible and clear-cut topological structure, the comprehensible and expressive semantic and the strong processing capacity. At present, the researchers have conducted much research work on it and they have raised pre-processing and pattern recognition algorithm, which greatly improves the recognition accuracy of handwritten digit; however, there are still many technological difficulties in the handwritten digit recognition technology till this day. In particular, there is still room for improvement in recognition accuracy for the off-line handwritten recognition and such problems as the construction of Bayesian network are still to be solved (Olarik and Mahir et al., 2015; Ashutosh and Karamjeet et al., 2015) .
The basic principle of handwritten digit recognition is to perform pattern matching on the input sample digit and the corresponding standard sample digit and take the sample digit with the maximum similarity as the recognition result. There are only 10 kinds of digits and the strokes are rather simple, but practically, the correct recognition rate of digit is not so high as that of the printed characters, nor even the on-line handwritten characters. Bayesian network stemmed from the mid 1980s. "An Essay toward Solving a Problem in the Doctrine of Chances", a paper written by Bayesian, a mathematician, is the foundation of Bayesian theory. Judea Pearl from University of California in America has come up with Bayesian network model for the first time in 1986. As a kind of graphical model, it has most of the properties of graphical models and it is the outcome of probability theory and graph theory. The structure learning in Bayesian network uses the training sample set and determines the topological structure of Bayesian network by integrating as much prior knowledge as possible. On the other hand, with given network structure, parameter learning determines the conditional probability table for various variables in Bayesian network (Jerónimo and Iñaki et al., 2013; Carlos and Pilar et al., 2013) . Handwritten digit recognition has a brilliant application prospect in many fields. Scholars have done plenty of research work in this field and proposed many pre-processing and pattern recognition algorithms that greatly improve the recognition accuracy of handwritten digit. So far, however, the recognition accuracy of handwritten digit recognition is still to be enhanced and the problems like parameter selection are still to be resolved (Nibaran and Ram et al., 2015) . This paper first analyzes the general process of handwritten digit recognition preprocessing, mainly including graying, binaryzation, character refinement, slant correction, character segmentation and normalization. When performing pre-processing on the handwritten digit image, it introduces the parameter training and structure training algorithm based on Bayesian network and builds Bayesian network classifier model, the feature extraction of which is better suitable for the big variability of handwritten digit. The experiment proves that the method of this paper can achieve a better result in handwritten digit recognition.
FEATURE EXTRACTION OF HANDWRITTEN DIGIT RECOGNITION

Graying
Gray image is a special color image with the same , R G and B components. There are 255 kinds of change ranges for one of its pixel point, so the image of different formats is usually first transformed into gray image in the digital image processing so as to reduce the calculation of the subsequent image. Just like color image, the description of gray image can also reflect the distribution and features of the global and local chroma and brightness levels of the entire image. Following are the most frequently used graying methods.
(1) Single-component method The values of the three components of , R G and B in three-channel image can be taken as the gray value of the gray image respectively. We can select one of them as the gray image as required in the practical applications. At this time, the graying formula is as follows.
Here, ( , ) f x y is the pixel value of the gray image after graying at the location of ( , )
x y and ( , ) R x y , ( , ) G x y and ( , ) B x y refer to the value of three components respectively. (2) Maximum value method This method first calculates the maximum value of these three components of every pixel location and then takes it as the graying result, namely ( , ) 
(3) Mean value method For color image, this method firstly calculates the mean value of three-channel components and takes it as the gray value of the image, namely ( , ) 
(4) Weighted mean method In the image graying, weighted mean method is the most commonly-used at present according to the significance of each of the three components or other requirements, give different weights to the three components. Then calculate the weighted result and take the weighted mean value as the result of the graying. In other words, conduct graying on the input image signal according to the following formula.
The following Fig.1 is the colour image and it's , R G and B component. 
Binaryzation
The image binaryzation processing is to set the gray value of the points in the image as 0 or 255. In other words, present the entire image as obvious black-and-white effect. Obtain the binary image which can still reflect the global and local features from the handwritten digit image with 256 brightness levels through proper threshold selection. Firstly, the image binaryzation is in favor of further image processing to simplify the image and reduce the data, which can highlight the contour of the interesting targets. In the digital image processing, binary image takes an important role and it can be processed through histogram, gray change and orthogonal transformation. The image is even segmented into binary image for processing. All the pixels with gray level bigger than or equal to the threshold are confirmed as specific objects and the gray value is presented as 255, otherwise, these pixel points will be excluded outside the object region. The pixels with a gray value of 0 represent the background or exceptional object region. According to the selection of different thresholds, the current binaryzation algorithm includes fixed threshold and adaptive threshold. The widely used binaryzation methods include two-peak method, iteration method and OTSU method (Jawad, 2015) . Fig.1 is the sample of binaryzation. 
Character Refinement
Normally, start the feature extraction of handwritten digit from the extraction of font structure. It is generally believed that in the binarized character image, the character feature with recognition value mainly focused on the contour or skeleton of the character and it mainly concerns the geometrical shape of the lines, not the width. Additionally, it is quite difficult to extract the features from the wider lines, so it is required to refine the objects to be processed so as to highlight the shape characteristics and reduce redundant information. Bayesian network training uses the existing data to modify the prior knowledge and each training will adjust the prior probability of Bayesian network, making the new Bayesian network can better reflect the knowledge contained in the data.
The basic principle of refinement is to remove the black spots layer by layer from the boundary of the character until it finds a set, which coincides with its boundary. The connectivity of refined image shall be consistent with the original image and preserve the complete feature information. The refined "skeleton" can be the center line of the original image as far as possible. The refined image can be single-pixel as far as possible, namely complete refinement. The speed of the refinement algorithm can be as fast as possible (Parshuram and Ravinda, 2015) . 
Character Segmentation
Character segmentation is to segment every character of the multi-row or multi-character image from the entire image. Every character is independent from each other. Select one or a group of features according to different applications of the image. It can be the brightest or darkest point and the point located in the cluster center. Select a description condition, transform the source image into single-channel gray-level image, perform threshold operation on the gray image to get the binary image, form the character image lattice with specific binary images, form the lattice of single character and take it as the input data of single-character recognition to facilitate the character recognition. The principle of character segmentation is mainly to use some characteristics of the character itself, e.g. the orderly arrangement, the certain interval between the characters and the fixed width-weight ratio of the character(J.M. and M.P. et al., 2014; Nibaran and Jagan et al., 2012) . Expand outward from this point. First add the point pixel into the result set and then continuously connect it with every pixel in the set. Put the pixels which meet the descriptor into the set and proceed the last process until no new nodes which meet the conditions will be added into the set, as shown in Fig.5 . 
REPRESENTATION, LEARNING AND INFERENCE OF BAYESIAN NETWORK
Bayesian network is a graphical pattern which describes the dependency of the random variables and it is a model which can be used for inference. Bayesian network represents the cause-and-effect relationship between the random variables in the digraph form and quantizes such relationship through conditional probability.
Representation of Bayesian Network
An important application of Bayesian network is to calculate the posterior probability under the circumstance of certain given proof and then perform fault diagnosis and learning update of the network.
Assume the sample space of the experiment E is S , A is the event of E , 1 2 , , , n B B B  is a division of S and ( ) 0 P A  ， ( ) 0( 1, 2, , )
The above formula is called Bayesian formula. As the sample information changes constantly, the posterior probability also updates continuously. The last posterior probability will be used as the prior probability of another adjustment in order to get the new posterior probability. This is a continuously-renewed and repeatedly-adjusted process (Obaidullah et al., 2015; Baoping and Yonghong et al., 2013) .
Bayesian Network Model and Constitution
To learn Bayesian network structure from the data is to find the network with the best data set matching in the given data sets. First, define a random variable S , representing the uncertainty of network structure and provide the prior probability distribution ( ) P S and then calculate the posterior probability distribution ( | ) P S D . According to Bayesian' theorem,
Here, ( ) P D is a normalized constant irrelevant to structure and ( | ) P D S is the boundary likelihood (Wei and Xiaorong et al., 2013) .
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In this way, what is needed to confirm the posterior distribution of network structure is to calculate the boundary likelihood of the data for every possible structure. On the premise of unrestricted multinomial distribution, independent parameter and using Dirichlet prior and data integrity, the boundary likelihood of the data is equal to the product of the boundary likelihood for every ( , ) i j pair, namely
Learning of Bayesian Network 3.3.1. Parameter Learning of Bayesian Network
Another part of Bayesian network is to reflect the local probability distribution, namely the network parameter, of the relevance between the variables, which is usually called as conditional probability table. The table has listed all possible conditional probabilities of every node corresponding to its parent node. It is agreed that Bayesian network takes the parent node of node v as the condition and i v is independent from the nonchild node condition of any i v . The probability value represents the correlation intensity or confidence coefficient between the child node and its parent node. The probability of the node with no parent node is its prior probability. Bayesian network structure is the result to abstract the data instance and it is a macro description of the problem field. Probability parameter is the accurate representation of the correlation intensity between the variables (nodes) and it belongs to the part of quantitative description (Jonathan L, 2013).
Network parameter P is the set of the conditional probability table of Bayesian network and every element of P represents the conditional probability table of node i v . The chain rule from probability is
Here, i v is the node set.
Structure Learning of Bayesian Network
Structure learning is the core of Bayesian network learning and effective structure learning method is the premise to build the optimal Bayesian network structure. Bayesian network is the unified probability reasoning structure and it provides a uniformly continuous solution for the reasoning under the condition of uncertain knowledge. A Bayesian network includes a group of nodes, which represent some random variables and which are connected with arc to reflect the correlation of the nodes. After some nodes have obtained the evidence information, Bayesian network spreads and fuses the information among the nodes and every node will be distributed with a confidence coefficient consistent with the probability theorem until the network reaches a new balance (Abdelaziz and Afif, 2013) .
(1) Define the random variable. See the unknown parameter as the random variable and mark it as  . Take the density of simultaneous distribution 
(2) Identify the prior distribution density ( ) p  . Use conjugate distribution prior distribution. If there is not any information on the prior distribution, use the Bayesian assumption with no information prior distribution.
(3) Use Bayesian' theorem to calculate the posterior distribution density.
(4) Make judgment for the problems to be solved with the calculated posterior distribution density. A Bayesian network is made of network structure and conditional probability. The network is a directed acyclic graph formed by several nodes and directed arc. In the entire recognition process, the key is the selection of sample feature extraction method and the design of classifier. A rapid and complete feature extraction method and a highly-efficient and accurate classifier determine the classification effect and the performance of the recognition system. The algorithm stops when the structure score is not increased by adding lines. Not every iteration will optimize the model structure and parameters at the same time. On the contrary, fix the model structure for several parameter optimizations, perform another structure and parameter optimization and conduct this process alternatively (Yifang, 2016) .
COMPARATIVE ANALYSIS OF EXPERIMENT RESULT
In order to facilitate the processing of data information, this paper performs pre-processing on the given data. It obtains the 32×32 digital matrix through image enhancement, binaryzation, refinement and normalization to facilitate the extraction of digital features. However, such matrix has many dimensions and a long training time. In order to reduce the training time, this paper divides the matrix into non-overlapping 4×4 matrix blocks with coarse gridding feature extraction method and every block is consisted of certain pixel points, thus forming an 8×8 input matrix and reducing the matrix dimensions. The digital training sample selects 600 single digit samples for training and the training sample selects 20 non-overlapping digit samples for test. Fig.6 is the digital image sample to be recognized while Fig.7 and Fig.8 are the prediction of actual delay rate of the training data and the data prediction to be inspected respectively. Tab.1 has listed the recognition results as well as the accuracy rate and false accept rate of ten digits with the method of this paper. It can be seen from Tab.1 that the method of this paper has a high recognition rate on the test sample set of different types. It has a higher recognition rate for 0 and 1 and a lower rate on 4 and 6. The experiment result shows that Bayesian network recognition model is the key to choose the proper classifier. Besides, improve the performance of the classifier in the training so that the classifier based on such excellent classification ability can have the optimal segmentation combination and a higher recognition rate in the segmentation recognition. The Bayesian classifier in this paper can accurately segment some digit characters through effective features and it reduces the burden of network classifier as well as the conflicts among the features. In the meanwhile, as the local classifier processes few targets, it can describe and recognize the class of the characters with more exquisite and pointed features. Bayesian network classification recognition model has strong classification ability and it is an effective handwritten digit recognition model with high accuracy.
CONCLUSIONS
In accordance with the structure principles of digit character, this paper has discussed and proposed a Bayesian network classification algorithm based on association rules, which designs a better Bayesian network structure classifier with the concavity feature classification and association rules of character to select more effective features to achieve a more accurate classification result. The experiment analysis has shown that the method of this paper is effective. To use the algorithm proposed in this paper and build the Bayesian network model can effectively reduce the error rate of handwritten digit recognition and improve the recognition rate of the characters.
