This paper is concerned with the open problem whether BFGS method with inexact line search converges globally when applied to nonconvex unconstrained optimization problems. We propose a cautious BFGS update and prove that the method with either Wolfe-type or Armijo-type line search converges globally if the function to be minimized has Lipschitz continuous gradients.
Introduction
BFGS method is a well-known quasi-Newton method for solving unconstrained optimization problems. Because of favorable numerical experience and fast theoretical convergence, it has become a method of choice for engineers and mathematicians who are interested in solving optimization problems.
Local convergence theory of BFGS method has been well established [3, 4] . The study on global convergence of BFGS method has also made good progress. In particular, for convex minimization problems, it has been shown that the iterates generated by BFGS are globally convergent, if the exact line search or some special inexact line search is used [1, 2, 5, 8, 13, 14, 15] . On the contrary, however, little is known concerning global convergence of BFGS method for nonconvex minimization problems. Indeed, so far, no one has proved global convergence of BFGS method for nonconvex minimization problems, or has given a counter example that shows nonconvergence of BFGS method. Whether BFGS method converges globally for a nonconvex function remains unanswered. This open problem has been mentioned many times and is currently regarded as one of the most fundamental open problems in the theory of quasi-Newton methods [7, 12] .
Recently, the authors [10] proposed a modied BFGS method and established its global convergence for nonconvex unconstrained optimization problems. The authors [9] also proposed a globally convergent Gauss-Newton based BFGS method for symmetric nonlinear equations that particularly contain unconstrained optimization problems as a special case. The results obtained in [9] and [10] positively support the open problem. However, the original question still remains unanswered.
The purpose of this paper is to study this problem further. We introduce a cautious update in BFGS method and prove that the method with Wolfe-type or Armijo-type line search converges globally if the function to be minimized has Lipschitz continuous gradients. Moreover, under appropriate conditions, we show that the cautious update eventually reduces to the ordinary update.
In the next section, we present BFGS method with cautious update. In Section 3, we prove global convergence and, under additional assumptions, superlinear 1 convergence of the algorithm. In Section 4, we report some numerical results with the algorithm.
Some notations: For a real-valued function f : R n ! R, g(x) and G(x) denote the gradient and Hessian matrix of f at x, respectively. For simplicity, g(x k ) and G(x k ) are often denoted by g k and G k , respectively. For a vector x 2 R n , kxk denotes its Euclidean norm.
Algorithm
Let f : R n ! R be continuously dierentiable. Consider the following unconstrained optimization problem: min f(x); x 2 R n :
The ordinary BFGS method for (2.1) generates a sequence fx k g by the iterative scheme:
x k+1 = x k + k p k ; k = 0; 1; 2; : : : ; where p k is the BFGS direction obtained by solving the linear equation
The matrix B k is updated by BFGS formula
where s k = x k+1 0 x k and y k = g k+1 0 g k . A good property of BFGS formula (2.3) is that B k+1 inherits the positive deniteness of B k as long as y T k s k > 0. The condition y T k s k > 0 is guaranteed to hold if the stepsize k is determined by the exact line search f(x k + k p k ) = min >0 f(x k + p k ) (2.4) or Wolfe-type inexact line search
where 1 and 2 are positive constants satisfying 1 < 2 < 1. In particular, if k = 1 satises (2.5), we take k = 1. Global convergence of BFGS method with line search (2.4) or (2.5) for convex minimization problems has been studied in [1, 2, 5, 8, 13, 14, 15] .
Another important inexact line search is Armijo-type line search that nds a k satisfying
where is a constant such that 2 (0; 1). Line search (2.6) is usually implemented by letting k be the maximum value in the set f i j i = 0; 1; 2; : : :g, where 2 (0; 1) is a given constant. Armijo-type line search does not ensure the condition y T k s k > 0 and hence B k+1 is not necessarily positive denite even if B k is positive denite. In order to ensure the positive deniteness of B k+1 , the condition y T k s k > 0 is sometimes used to decide whether B k is updated or not. More specically, B k+1 is determined by
Computationally, the condition y T k s k > 0 is often replaced by the condition y T k s k > , where > 0 is a small constant. In this paper, we propose a cautious update rule similar to the above and establish a global convergence theorem for nonconvex problems. For the sake of motivation, we state a lemma due to Powell [14] . kg(x k )k = 0:
Notice that if f is twice continuously dierentiable and uniformly convex, then (2.8) always holds. Therefore, global convergence of BFGS method follows from Lemma 2.1 immediately. However, in the case where f is nonconvex, it seems dicult to guarantee (2.8) . Maybe this is a reason why global convergence of BFGS method has not been proved. In [10] , the authors proposed a modied BFGS method by usingỹ k = Ckg k ks k + (g k+1 0 g k ) with a constant C > 0 instead of y k in the update formula (2.3). Global convergence of the modied BFGS method in [10] is proved without convexity assumption on f by means of Lemma 2.1 with a contradictory assumption that fkg k kg are bounded away from zero. However, this method lacks the scale-invariance property the original BFGS method enjoys. We now further study global convergence of BFGS method for (2.1). Instead of modifying the method, we introduce a cautious update rule in the ordinary BFGS method. To be precise, we determine B k+1 by
otherwise; (2.10) where and are positive constants. Now, we state the BFGS method with cautious update.
Algorithm 1
Step 0 Choose an initial point x 0 2 R n and an initial symmetric and positive denite matrix B 0 2 R n2n . Choose constants 0 < 1 < 2 < 1, > 0 and > 0.
Let k := 0.
Step 1 Solve the linear equation (2.2) to get p k .
Step 2 Determine a stepsize k > 0 by (2.5) or (2.6).
Step 3 Let the next iterate be x k+1 := x k + k p k .
Step 4 Determine B k+1 by (2.10).
Step 5 Let k := k + 1 and go to Step 1. Remark. It is not dicult to see from (2.10) that the matrix B k generated by Algorithm 1 is symmetric and positive denite for all k, which in turn implies that ff(x k )g is a decreasing sequence whichever line search (2.5) or (2.6) is used. 
Taking trace operation on the both sides of (3.3), we get for any k tr (B k+1 ) = tr (B 0 ) 0
Now we establish global convergence of Algorithm 1. We rst show that Algorithm 1 converges globally if K is nite. If Wolfe-type line search (2.5) is used, then we get from (3.1) and the second inequality of (2.5)
where the last inequality follows from (3.6). This implies
Therefore, we get from (2.12)
This together with (3.6) implies (3.5). Next, we consider the case where k is determined by Armijo-type line search (2.6). Let = lim sup k!1 k . If > 0, then using an argument similar to the above, we get (3. We proceed to showing global convergence of Algorithm 1 in the case where K is innite. We will deduce a contradiction with the assumption that there is a constant > 0 such that kg k k (3.7) holds for all k. Before establishing a global convergence theorem for Algorithm 1, we show some useful lemmas. 
By the mean-value theorem, there is a k 2 (0; 1) such that f(
where the rst inequality follows from (3.1) and the last inequality follows from (3.14). The last inequality contradicts the assumption = 0. The proof is then complete. On the other hand, the second inequality of (2. where the last inequality follows from (3.9). Letting q ! 1 yields a contradiction, because Lemma 3.3 ensures that the left-hand side of the above inequality is greater than a positive constant. The proof is complete.
2 Theorems 3.1, 3.2 and 3.3 show that there exists a subsequence of fx k g converging to a stationary point of (2.1). The following theorem shows that if additional conditions are assumed, then the whole sequence converges to a local optimal solution of (2.1). Theorem 3.4 Let f be twice continuously dierentiable. Suppose that s k ! 0. If there exists an accumulation point x 3 of fx k g at which g(x 3 ) = 0 and G(x 3 ) is positive denite, then the whole sequence fx k g converges to x 3 . If in addition, G is H older continuous and the parameters in the line searches satisfy ; 2 2 (0; 1=2), then the convergence rate is superlinear.
Proof
The assumptions particularly imply that x 3 is a strict local optimal solution of (2.1). Since ff(x k )g converges, it follows that x 3 is an isolated accumulation point of fx k g. Then, by the assumption that fs k g converges to zero, the whole sequence fx k g converges to 
Numerical Experiments
This section reposts some numerical experience with Algorithm 1. We tested the algorithm on the following three problems taken from [11] . We applied Algorithm 1, which will be called CBFGS method (C stands for cautious), with Wolfe-type or Armijo-type line search to these problems and compared it with the ordinary BFGS method. We used the condition maxfkg(x k )k; kx k 0 x 3 kg 10 05 as the stopping criterion. For each problem, we chose dierent initial starting points but the same initial matrix B 0 = I, i.e., the unit matrix. For each problem, the parameters common to the two methods were set identically. Specifically, we chose the parameters as follows. We set the parameters as 1 = 0:1 and 2 = 0:49 in Wolfe-type line search (2.5) and = 0:1 in Armijo-type line search (2.6).
As to the parameters and in the cautious update (2.10), we rst let Tables 1-4 , where P1, P2 and P3 stand for Problems 1,2, and 3, respectively, and k stands for the number of iterations. For CBFGS method,`o' denotes the number of times the condition in the cautious update was not met, that is, the numbers of k's such that y T k s k =ks k k 2 < kg k k .
For BFGS method,`o' denotes the number of k's such that y T k s k < 10 017 . Note that, for BFGS method with Wolfe-type line search,`o' is normally zero since y T k s k is always positive because of the second inequality in (2.5). In the tables, The results show that in most cases, CBFGS method performs equally well compared with the ordinary BFGS method. We observed that the condition in the cautious update was usually satised. However, when it was violated too often, CBFGS method performed worse than BFGS method.
The results also show that the choice of parameters and are important computationally. If we choose and appropriately, then the condition in the cautious update is almost always satised and CBFGS method essentially reduces to the ordinary BFGS method. 8.0E-6 0 Table 5 
