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Abstract
Marine biomineralising organisms provide a fundamental link between bi-
ology and global geochemical cycles, and retain an unparalleled record of past
ocean conditions in the trace element and isotope chemistry of their shells.
These ‘palaeoproxy’ tracers provide our main means of understanding past
climate. This thesis considers aspects of biomineral formation, architecture
and preservation, in the context of their use in as a source of palaeoproxies.
I apply cutting edge mineralogical techniques available at synchrotron
light sources to probe the fundamental processes of biomineralisation, the
mechanisms behind trace element incorporation, and the post-depositional
preservation of biominerals in marine sediments: all processes that are fun-
damental to the veracity of palaeoproxy records. Data from five synchrotron
experiments are presented, spanning four distinct instruments and tech-
niques, each suited to investigating specific topics within biomineralisation
and palaeoproxy research.
The early stages of biomineral formation in the larvae of Crassostrea gigas
(pacific oyster) are probed using X-ray total-scattering techniques, revealing
the presence of an amorphous precursor mineral phase in early stage larvae.
An exploratory study of the distribution and coordination of proxy trace
elements in foraminifera, ostracod and brachiopod specimens is conducted
using PhotoEmission Electron Microscopy, highlighting the capabilities and
limitations of the instrument, and providing significant new insights into the
biomineralogy of marine ostracods. The distribution and atomic coordina-
tion of of Mg and B, two prominent paleoproxy tracers, are probed using a
Scanning Transmission X-ray Microscope, providing insights into the mech-
anisms behind both proxies. In combination with numerical modelling, this
leads to the proposal of a novel model of ion transport foraminiferal calcifica-
tion. Finally, the processes of early diagenesis in on the Ontong-Java plateau
are probed using a combination of synchrotron X-ray Computed Tomogra-
phy and chemical electron microprobe analysis, to reveal the action of both
dissolution and reprecipitation of foraminiferal calcite in core top samples.
These investigations demonstrate, for the first time, a range of new tech-
niques capable of measuring the fundamental processes behind biomineral
deposition and preservation. The results are discussed in terms of their
implications for biomineralisation processes, and our understanding of the
mechanisms that underpin widely used palaeoproxies.
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Chapter 1
Introduction
Atmospheric CO2 is higher today than at any time in the past 15 million years
[Pagani et al., 2005b; Tripati et al., 2009], and the rate of CO2 increase is un-
precedented. The resulting global warming is driving unpredictable climate
changes [IPCC, 2013], which combined with the growth of human popula-
tions, are driving extinction rates to extreme highs, matched only by global-
scale mass extinctions in the fossil record [Baronnet et al., 2011]. These
worrying trends lend an urgency to our efforts to understand anthropogenic
global warming, and ultimately how the long-term climate will respond to
these perturbations. Global ground- and satellite-based observations, com-
bined with computer simulations have offered significant advances in this
regard, but our ability to forecast a system as complex as the climate of the
Earth is limited by our understanding of it; predictive modelling attempts
will always be clouded by uncertainties.
An alternate line of investigation lies in the consideration of past ana-
logues of our current predicament: studying the progress, consequences and
recovery of catastrophic events in the geologic past. In an extension of James
Hutton’s famous adage “The present is the key to the past”, the past may
also be the key to the future. However, there are inherent problems in in-
vestigating the geological past: it is impossible to observe directly. Instead,
researchers must rely on ‘proxies’ for past environmental variables. Ice cores
provide an excellent source of atmospheric and dust records [Augustin et al.,
2004; Petit et al., 1999], but they are necessarily limited to high-latitude
regions, and relatively recent geological periods (the last 800 kyr). While
invaluable in understanding recent climate (e.g. glacial cycles), they do not
provide the global coverage, or geologic time perspective required to thor-
oughly investigate past climates. Lower-latitude geologic climate data are
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available from numerous sources: evaporite inclusions, pollen grains, fossil
leaf stomata, tree rings, fossil assemblage structure and alkenone saturation
all hold information about the world they were created in. Most of these
recorders of past climate have limited spatial and temporal abundance, how-
ever, and are unable to provide the global, long-term perspective required to
interpret past climates. An ideal proxy recorder is globally and temporally
ubiquitous, short-lived, and easily-preserved in the fossil record. The calcium
carbonate shells of marine organisms meet all these criteria.
Changes in the physical and chemical state of the oceans are closely linked
to global climate, endowing marine climate records with a wider global sig-
nificance. Marine carbonate biominerals are globally ubiquitous, and have
been continually present throughout the past 740 millions years. The car-
bonate shell of an organism records chemical traces of the environment in
which it was formed, providing a near-continuous archive of marine ocean
chemistry and climate with near-global coverage [Broeker and Peng, 1982].
By measuring changes in the trace chemistry of marine shells, it is possible to
reconstruct the state of the ocean the animal lived in, and draw inferences as
to the state of the global climate system (Fig. 1.1). Carbonate biominerals
provide a chemical archive of the history of the ocean, and global climate.
These chemical archives provide the ideal material from which to examine
prehistoric climate, and offer the ability to extensively study the global effects
of past ‘analogue’ warming events, like the one we are currently experiencing.
These carbonate archives have been instrumental in forming our under-
standing of global climate, but they are not without their complications. In
an ideal world, the trace chemistry of carbonate biominerals would follow the
thermodynamic rules of crystal growth. The resulting proxy tracers would
then also follow relatively straightforward, predictable rules, and allow the
robust derivation of palaeoclimate information from shell chemistry. Unfor-
tunately, this is not the case. There are three major junctures throughout
the creation and preservation of a carbonate shell where the tracer chemistry
can differ from an ideal inorganic system: during the biological capture of
chemicals required to build the shell (ion transport), during the controlled
deposition of the mineral itself (mineral growth), and post-mortem, while
the shell lies in marine sediments for millions of years, undergoing a range of
possible modifications (diagenesis).
Extensive research has been undertaken to investigate aspects of all these
areas of uncertainty, seeking to elucidate the mechanisms behind the proxies
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17-My-long trend toward cooler conditions
as expressed by a 3.0‰ rise in !18O with
much of the change occurring over the early-
middle (50 to 48 Ma) and late Eocene (40 to
36 Ma), and the early Oligocene (35 to 34
Ma). Of this total, the entire increase in !18O
prior to the late Eocene ("1.8‰) can be
attributed to a 7.0°C decline in deep-sea tem-
perature (from "12° to "4.5°C). All subse-
quent !18O change reflects a combined effect
of ice-volume and temperature (40), particu-
larly for the rapid #1.0‰ step in !18O at 34
Ma. On the basis of limits imposed by bot-
tom-water and tropical temperatures, it has
been estimated that roughly half this signal
("0.6‰) must reflect increased ice volume
(24, 41), though independent constraints on
temperature derived from benthic foraminif-
eral Mg/Ca ratios argue for a slightly greater
ice-volume component ("0.8 to 1.0‰) (42).
This long-term pattern of deep-sea warming
and cooling is consistent with reconstructions
of early Cenozoic subpolar climates based on
both marine and terrestrial geochemical and
fossil evidence (43–47 ).
Following the cooling and rapid expan-
sion of Antarctic continental ice-sheets in the
earliest Oligocene, deep-sea !18O values re-
mained relatively high (#2.5‰), indicating a
permanent ice sheet(s), likely temperate in
character (48), with a mass as great as 50% of
that of the present-day ice sheet and bottom
temperatures of "4°C (18). These ice sheets
persisted until the latter part of the Oligocene
(26 to 27 Ma), when a warming trend reduced
the extent of Antarctic ice. From this point
until the middle Miocene ("15 Ma), global
ice volume remained low and bottom water
temperatures trended slightly higher (49, 50),
with the exception of several brief periods of
glaciation (e.g., Mi-events) (39). This warm
phase peaked in the late middle Miocene
climatic optimum (17 to 15 Ma), and was
followed by a gradual cooling and reestab-
lishment of a major ice-sheet on Antarctica
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Fig. 2. Global deep-sea oxygen and carbon isotope records based on data
compiled from more than 40 DSDP and ODP sites (36). The sedimentary
sections from which these data were generated are classified as pelagic
(e.g., from depths #1000 m) with lithologies that are predominantly
fine-grained, carbonate-rich (#50%) oozes or chalks. Most of the data
are derived from analyses of two common and long-lived benthic taxa,
Cibicidoides and Nuttallides. To correct for genus-specific isotope vital
effects, the !18O values were adjusted by $0.64 and $0.4‰ (124),
respectively. The absolute ages are relative to the standard GPTS (36,
37). The raw data were smoothed using a five-point running mean, and
curve-fitted with a locally weighted mean. With the carbon isotope
record, separate curve fits were derived for the Atlantic (blue) and Pacific
above the middle Miocene to illustrate the increase in basin-to-basin
fractionation that exceeds "1.0‰ in some intervals. Prior to 15 Ma,
interbasin gradients are insignificant or nonexistent (39). The !18O
temperature scale was computed for an ice-free ocean ["1.2‰ Standard
Mean Ocean Water (SMOW )], and thus only applies to the time pre-
ceding the onset of large-scale glaciation on Antarctica ("35 Ma)
(43). From the early Oligocene to present, much of the variability
("70%) in the !18O record reflects changes in Antarctica and North-
ern Hemisphere ice volume (40). The vertical bars provide a rough
qualitative representation of ice volume in each hemisphere relative
to the LGM, with the dashed bar representing periods of minimal ice
coverage (!50%), and the full bar representing close to maximum ice
coverage (#50% of present). Some key tectonic and biotic events are
listed as well (4, 5, 35).
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Figure 1.1: The ‘Zachos stack’: an example of a palaeoproxy record. This
compilation of δ18O (temperature and global hydrology) and δ13C (ocean
‘producti ity’) isotope records from th shells of benthic foraminifera p -
vid s a compre nsive reco d of the hydrology, temperatur and productiv-
ity of the ocean o er e last 65 m llion years. Major global environm n al
events can be linked to inflections and features in the record, revealing how
they affected Earth climate. Figure taken from Zachos et al. [2001].
we rely on to understand global climate. However, the nature of biominerals
is such that these studies often serve to reveal an additional underlying layer
of complexity, and further obscure the mechanisms behind a proxy. These
studies are often thwarted by the spatial and chemical constraints of available
analytical techniques, which are unable to reveal the complexity in sufficient
detail. Nevertheless, such studies are vital to our understanding of proxy
tracers, and ultimately to our confidence in past environmental records.
In this thesis, I apply state-of-the-art X-ray diffraction, spectroscopic and
imaging techniques, to investigate aspects of biomineralisation mechanisms,
tracer incorporation, and the preservation of biominerals. These experiments
take advantage of recent developments in techniques from materials science
and condensed matter physics, and apply them to address outstanding ques-
tions in the field of biomineralisation research, and palaeoproxy development.
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Data from experiments examining the structural and mineralogical traits of
biominerals are interpreted in the context of the biology of marine calcifyers,
and the implications for the broader scale interpretation of palaeoproxies and
global climate records.
1.1 The Evolution of Biominerals
The evolution of life on Earth has revolved around minerals. In the begin-
ning, clay and carbonate minerals are thought to have played a central role in
the development of self-replicating biomolecules in the Archaean (∼ 3.5 Bya),
which formed the basis of all life [Cleaves et al., 2008; Neveu et al., 2013].
During the continued evolution of life, numerous organisms began to fa-
cilitate [Allwood et al., 2006], and eventually control the precipitation of
mineral structures [Porter and Knoll, 2000; Porter et al., 2003]. Following
the evolution of ‘biomineralisation’ (∼ 742 Mya, in the neoproterozoic), the
trait spread and diversified, with numerous organisms harnessing the physi-
cal qualities of minerals to form hard body parts: teeth, protective armour,
and even lenses were sculpted from carbonate, silicate and phosphate miner-
als [Knoll, 2003]. The acquisition of mineral body parts played a significant
role in the Cambrian Explosion, the largest diversification of life in the fossil
record [Knoll, 2003]. This major evolutionary event was the ‘watershed’ of
biomineralisation, which saw the establishment, and eventual rise to domi-
nance of marine mineralised organisms.
Since the Cambrian, biomineralisation has seen five major events that
have defined the nature of mineralised life today (Fig. 1.2). The Ordovician
Radiation saw the compounding of the explosion of diversity at the start of
the Cambrian, and the further diversification of mineral form and function.
This period saw the rise of heavily mineralised marine groups that still domi-
nate today [corals, cephalopods, bivalves, gastropods, byozoans, brachiopods
and echinoderms; Droser et al., 1996]. The rise of these groups firmly estab-
lished the biological role in global carbon and silica cycles that remains today
[Maliva et al., 1989]. Over the next 200 My, the marine mineralising commu-
nity remained largely unchanged, save for the the spread and diversification
of calcified foraminifera during the Devonian [Pawlowski et al., 2003], and
the evolution of phosphatised vertebrate skeletons, which ultimately provided
the structural support required for the colonisation of land [Clack, 2002].
This period of abundant mineralisation and diversification was brought
Chapter 1: Introduction 5
to an end by the catastrophic end-Permian mass extinction; the largest ex-
tinction event in the fossil record. The precise causes of the extinction are
unknown [Erwin et al., 2002], but evidence of massive volcanism has led to
suggestions of widespread oceanic acidification from CO2 release (hypercap-
nia). This acidification event had a catastrophic impact on marine calcifiers
[Knoll et al., 1996], particularly those that were unable to actively regulate
their internal pH and mineralisation mechanisms. The end-Permian extinc-
tion eradicated 88% of calcified genera, but had a relatively minor effect on
silicified and phosphatised organisms, transforming the mineralising commu-
nity.
The recovery from this extinction was gradual, and saw the two-step re-
evolution of calcifying organisms, bringing calcifiers close to their present day
state. First, a transformation of phytoplankton communities starting in the
mid Triassic allowed the rise of mineralised phytoplankton: coccolithophorids
(calciferous) and diatoms (siliceous). The diversification and spread of these
species moved the major sites of carbonate and silica deposition away from
continental shelves, and into the deeper ocean, transforming the biogeochem-
istry of the carbonate and silica cycles, and marking a major turning point
in the global importance of marine biominerals [Thierstein and Young, 2004].
The Cretaceous brought a second evolution of marine calcifying animals, as
part of an ‘arms race’ with vertebrate predators. Increases in the strength
and efficacy of shell-crushing vertebrate predators gave rise to the thickening
of marine calcified shells, and the development of elaborate shell architec-
tures to add structural integrity, and the adoption of burrowing, infaunal
habits to avoid predators [Harper, 2003; Vermeij, 1977].
Since the evolution of biomineralisation in the Neoproterozoic (∼ 742 ±
6 Mya), the employment of mineral structures by biology has become a
near-ubiquitous part of life. Today, the ability to form and sculpt min-
eral structures for specific life processes is present in an astonishing range
of organisms, with disparate and diverse life histories: from plants to mam-
mals, earthworms to plankton. Three minerals have prevailed in biological
structures: carbonates (CaCO3), phosphates (Ca−PO4 variants) and sili-
cates (SiO2). Each mineral type is present across a wide range of organisms,
and is employed in a variety of functional roles. The formation, architecture
and preservation of carbonate biominerals provide the subject for this thesis.
The earliest observed biomineral structure was a carbonate [∼ 742±6 Mya
Porter and Knoll, 2000; Porter et al., 2003]. Today, the ability to produce
Chapter 1: Introduction 6
Figure 1.2: A summary of the major events in the history of biomineralisa-
tion, after Knoll [2003].
calcareous skeletal material is posessed by 16 evolutionarily diverse eukaryote
phyla [58 distinct groups in total Knoll, 2003]. As such, calcification is highly
polyphyletic (there is no common, mineralising ancestor), and it is believed
to have evolved independently in eukaryotes at least 28 times [Knoll, 2003].
This either implies that environmental conditions have consistently favoured
the evolution of calcification throughout geological time, or that the cellular
processes underpinning biomineralisation are similar to those employed in
other life processes, or a combination of the two.
Before the advent of biomineralisation, the global carbon cycle was gov-
erned by the balance between the weathering of terrigenous carbonate and
silicate minerals, and the spontaneous deposition of carbonates in shallow
coastal environments, facilitated by the evaporation-driven concentration of
seawater. Patterns preserved in Proterozoic stromatolites suggest that bac-
teria aided this deposition [Allwood et al., 2006], but did not actively control
it. Given the importance of carbon in cellular metabolism, and calcium in
cellular signalling processes, the machinery required for controlled calcifica-
tion was only a small evolutionary step away. These coastal CaCO3-rich
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environments provided the ideal environment for protists to take this evo-
lutionary step, and begin to biomineralise. The independent evolution of
mineralisation throughout evolutionary history suggests that conditions of-
ten transpire to favour calcification; even today, the majority of the ocean is
supersaturated with respect to calcium carbonate.
The long, complex evolution of carbonate biominerals has left an exten-
sive archive of skeletal material. The fossil record consists predominantly
of the mineralised parts of animals, and as such the physical record left by
biomineralisation has formed the basis of our understanding of the evolution
of life. However, these biomineral archives record more than just morphol-
ogy: their chemistry retains traces of the world that they were formed in.
This observation underpins a major field of palaeo-environmental research,
using the chemistry of relict carbonate biominerals as a ‘proxy’ to reconstruct
past environments, and understand the global climate system.
1.2 Palaeoproxies
The mineral shells of calcifying organisms record the physical and chemi-
cal state of the oceans in which they grow [Lea, 2003]. These carbonate
archives of ocean chemistry are preserved for millions of years in marine sed-
iments, providing detailed environmental records that are crucial to our un-
derstanding of past, present and future climate changes [Bo¨hm et al., 2012;
Branson et al., 2013; Elderfield et al., 2006; Hemming and Hanson, 1992;
Kunioka et al., 2006; Lea, 2003; Misra and Froelich, 2012]. The investiga-
tion of biomineral trace chemistry began in the early 20th century [Clarke
and Wheeler, 1917, 1922]. These studies revealed variability both within and
between calcareous invertebrate species, and laid the foundations for the sys-
tematic analysis of biomineral trace chemistry [for a summary of early work,
see Dodd, 1967], and the subsequent development of environmental proxies.
These tracer-environment links exist in numerous organisms, but the
‘workhorse’ of the palaeoproxy community are the foraminifera: a group of
microscopic calcified amoeboid protozoans, which exist in numerous planktic
and benthic forms, and are globally ubiquitous. The abundance of these mi-
croscopic organisms in marine sediments allows the collection of time series
from cores of ocean sediments with relative ease, allowing the reconstruction
of extensive palaeo-environmental records from numerous worldwide loca-
tions. Records from these microscopic organisms offer insights into numer-
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Table 1.1: Trace element ant isotope proxies in foraminifera.
Environmental
Tracer Parameter Reference
δ13C Ocean Carbonate System
and ‘Productivity’
Spero et al. [1997]
δ18O Temperature, Global Ice
Volume
Urey et al. [1951]
Mg/Ca Temperature Chave [1954]; Elderfield and Ganssen
[2000]; Nu¨rnberg [1995]
Na/Ca Salinity(?) Wit et al. [2013]
Sr/Ca Seawater Chemistry, Pres-
sure(?), Temperature(?)
Stoll and Schrag [1998]
87Sr/
86Sr Diagenesis Hess et al. [1986]; Richter and Depaolo
[1987]
B/Ca Seawater Carbonate System Yu et al. [2007]
δ11B pH Hemming and Hanson [1992]
δ7Li Seawater Chemistry, Conti-
nental Weathering
Misra and Froelich [2012]
Ba/Ca Alkalinity Boyle [1981]; Ho¨nisch et al. [2011]
Cd/Ca Phosphate, Temperature Boyle [1981, 1988]; Bryan and Mar-
chitto [2010]; Rickaby and Elderfield
[1999]
U/Ca Temperature, Seawater
Chemistry, Carbonate
Ion(?)
Russel et al. [2004]
Cu/Ca Nutrient Boyle [1981]
Zn/Ca Silicic Acid (Si cycle) Boyle [1981]; Bryan and Marchitto
[2010]
143Nd/
144Nd Ocean circulation Vance and Burton [1999]
Mn/Ca Diagenesis Boyle [1983]
ous biogeochemical parameters (Table 1.1), and have been instrumental in
developing our understanding of the global climate system.
The first proxy investigations considered the isotopes of oxygen in foraminifera
[Urey et al., 1951, as shown in Fig. 1.1], which are related to ocean temper-
ature via the equilibrium isotope fractionation [Urey, 1947; Urey and Greiff,
1935]. Equilibrium fractionation describes the tendency for heavier isotopes
to preferentially reside in phase with stronger chemical bonds, in which a
heavier isotope has a lower bond vibrational energy than a lighter isotope
[Urey, 1947; Urey and Greiff, 1935]. Simply put, a heavier isotope forms
stronger bonds than a light isotope, so will preferentially accumulate in a
phase that offers stronger bonds. Subsequent investigations of foraminiferal
oxygen isotopes revealed an additional opportunity for oxygen fractionation:
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during seawater evaporation and precipitation. This revelation added a hy-
drological component to the foraminiferal oxygen isotope signal [Shackleton,
1967], and showed that the resulting patterns were the combined result of
both temperature and the hydrological cycle, complicating the interpretation
of the isotope signal. Further analyses of foraminiferal calcite revealed that
Mg/Ca ratios reflected calcification temperature [Nu¨rnberg, 1995; Nu¨rnberg
et al., 1996]. This discovery offered the possibility of deconvolving the ef-
fects of temperature and hydrology in the oxygen isotope record, allowing
the reconstruction of global ice volume through geological time [Elderfield
and Ganssen, 2000]. Since the recognition of the potential of foraminiferal
palaeoproxies, extensive research has revealed numerous measurable proxy el-
ements, that have been used to reconstruct a diverse range of environmental
parameters (Table 1.1).
Throughout the development of foraminiferal palaeoproxies, it has be-
come apparent that proxy tracer elements show considerable inter- and intra-
species variability. Fundamentally, the amount a proxy tracer varies in re-
sponse to an environmental variable (the ‘sensitivity’ of a proxy) can be
significantly different between different organisms, as can the absolute con-
centration of the tracer. Proxy elements rarely adhere to the predictions
of inorganic calcite precipitation experiments. This implies a decoupling of
foraminiferal calcite composition from seawater, and introduces uncertainties
in the interpretation of palaeoproxies from ‘vital effects’ [Erez, 2003; Urey
et al., 1951; Weiner and Dove, 2003] and ‘diagenetic’ sources [the post depo-
sitional modification of the biomineral Killingley, 1983; Urey et al., 1951].
Uncertainty from vital effects stem from two sources: the active control of
the composition of the calcifying environment, and the precise mechanism of
biomineral growth employed by the organism. It is clear from the micro- and
nano-scale chemical and structural heterogeneity within foraminiferal calcite
[Branson et al., 2013; Erez, 2003; Kunioka et al., 2006; Sadekov et al., 2005]
that the incorporation of proxy tracers is certainly under the influence of bio-
logical processes. Thus far, the impact of vital effects have been accounted for
by robust, species-specific calibration studies [Anand et al., 2003; Elderfield
et al., 2006; Nu¨rnberg et al., 1996], and do not represent an insurmountable
barrier to the application of proxy elements from extant species. However,
this reliance on empirical links raises significant problems in reconstructing
palaeoproxy records from extinct species, where calibrations are impossible.
Fundamentally, our understanding of how trace elements are incorporated
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into foraminiferal calcite is incomplete, which undermines the veracity of the
environmental records derived from chemical palaeo-proxies. Records are
complicated by the ‘black box’ of foraminiferal biology and biomineralisa-
tion processes [Erez, 2003; Urey et al., 1951; Weiner and Dove, 2003; Zeebe
et al., 2008], and development of a mechanistic understanding of palaeoprox-
ies is overdue to resolve these uncertainties, and increase confidence in past
global climate records.
The effects of diagenetic processes cannot be accounted for using empirical
calibrations, as the modification of a biomineral structure in the sediment is
highly variable, depending on the local sedimentary conditions [Bathurst,
1975; Berner, 1980]. These processes are poorly understood, and present a
significant source of uncertainty in palaeoproxy reconstructions [Berger, 1970;
Brown and Elderfield, 1996; Lohmann, 1995; Pearson et al., 2001; Richter and
Depaolo, 1987; Richter and DePaolo, 1988; Richter and Liang, 1993; Schrag
et al., 1995; Schrag, 1999], despite attempts to account for these processes by
careful selection of ‘pristine’ specimens, and the use of chemical indicators of
diagenetic processes (Mn/Ca, Fe/Ca, Sr/Ca; Table 1.1).
1.3 The Biomineralogy of Marine Calcifiers
and Palaeoproxies
This thesis examines aspects of the incorporation and preservation of palaeo-
proxy elements, from the fundamentals of biomineral growth, to the incorpo-
ration mechanisms of trace elements, and finally the preservation of biomin-
erals in the sediments. I apply cutting-edge mineralogical techniques avail-
able at synchrotron light sources to address outstanding biological, chemical
and physical questions pertaining to the incorporation and preservation of
palaeoproxy tracers.
I begin with a consideration of the fundamental processes of biominer-
alisation: the controlled growth of a carbonate mineral. Chapter 2 reviews
the thermodynamics of crystal growth in the context of biomineralisation,
outlining the fundamental strategies an organism may employ to precipitate
a precise, biologically useful mineral structure. An important emerging ma-
terial in biomineralisation research is amorphous calcium carbonate (ACC),
which is thought to play a part in most, if not all, biomineralisation sys-
tems. The presence of this material in biomineral systems has significant
implications for the incorporation of proxy elements, as it distinguishes the
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mineral growth environment from the ideal inorganic analogue systems that
are tacitly assumed in the interpretation of proxy records. This enigmatic
material is extremely hard to detect, and thus far detection methods have
involved invasive sample preparation methods, which could destroy or alter
the delicate ACC structure. The difficulty of detecting ACC in biological sys-
tems makes deciphering its significance complicated, and its structure and
role remain enigmatic. In this context, this chapter presents data from the
in-vivo analysis of an ACC phase in the larvae of Crassostrea gigas (Pacific
oyster). This is accomplished through the collection of synchrotron X-ray
total-scattering data from a range of larval stages. These data allow the gen-
eration of Pair Distribution Functions (PDFs), which describe the frequency
density of atom-pair distances within a structure, and are particularly useful
for identifying medium- and short-range order in amorphous gel and liquid
phases (such as ACC). This chapter seeks to demonstrate a new, relatively
straightforward method for the investigation of biomineral ACC phases, with-
out the need for extensive, complicated sample preparation techniques.
Next, the nano-scale structural and chemical heterogeneity that is pre-
velant within biomineral structures is considered. Chapter 3 provides an
account of internal trace element heterogeneity in biominerals, and the tech-
niques that have been used to investigate them. Here, I present data from
the first application of a Photo Emission Electron Microscope (PEEM) in-
strument to biomineral samples. A PEEM is a surface-sensitive synchrotron
X-ray instrument, which allows the qualitative mapping of trace element dis-
tribution, and the simultaneous determination of the coordination of trace
elements through Near Edge X-ray Absorption Fine Structure (NEXAFS)
spectroscopy. This technique was originally developed for conductive, manu-
factured materials, and its application to minor elements in carbonate sam-
ples is previously untested. If PEEM is applicable to biominerals, it of-
fers unparalleled nanometer-scale mapping capabilities, with an invaluable
spectroscopic dimension. Data from Mg, Sr, S, and Na are presented from
foraminifera, ostracod and brachiopod specimens, with the aim of comparing
trace element distribution and coordination patterns between a diverse set
of biominerals, offering insights into their nano-scale architecture and the in-
corporation of trace elements. The range of biomineral complexity spanned
by these specimens offers a good context in which to test the limits of the
PEEM instrument, while collecting useful data that elucidates the mecha-
nisms behind biomineralisation and proxy incorporation mechanisms.
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Chapters 4 and 5 focus on the mechanisms behind two major foraminiferal
palaeoproxies: the Mg/Ca palaeothermometer [Nu¨rnberg, 1995; Nu¨rnberg
et al., 1996], and the B palaeo-pH and carbonate system tracers [Hemming
and Hanson, 1992; Yu et al., 2007]. The data for both these studies are
gathered from specifically-prepared wafers of foraminiferal calcite, which are
thin enough to allow analysis in a Scanning Transmission X-ray Microscope
(STXM). This synchrotron X-ray instrument provides 25 nm spatial resolu-
tion, and offers the ability to collect high energy-precision NEXAFS spectra,
and simultaneously map the distribution of trace elements. Compared to
the PEEM instrument described in Chapter 3, the STXM offers a significant
increase in sensitivity and energy-resolution, offering higher quality spectral
and mapping data, at the cost of extensive sample preparation.
The Mg/Ca ratio of foraminiferal calcite is a widely accepted and ap-
plied empirical proxy for ocean temperature [Bohaty et al., 2012; Elderfield
and Ganssen, 2000; Garidel-thoron et al., 2005; Lea et al., 2000; Nu¨rnberg
et al., 2000]. However, recent observations of internal Mg heterogeneity [Eg-
gins et al., 2003; Kunioka et al., 2006; Sadekov et al., 2005], and suggestions
of organic-bound Mg in corals [Finch and Allison, 2008] have raised con-
cerns over the mechanism behind the Mg/Ca palaeothermometer, calling for
a thorough fundamental investigation of the state of Mg in foraminiferal
calcite, which has thus far been lacking in the literature. My investigation
of Mg in foraminiferal calcite in Chapter 4 seeks to resolve the outstand-
ing questions surrounding the coordination, and ultimately the incorpora-
tion mechanisms of Mg in foraminifera. Data on the coordination of Mg in
foraminifera are able to conclusively demonstrate the mechanisms behind the
Mg/Ca palaeothermometer.
An important, emerging foraminiferal proxy element is B [Foster, 2008;
Hemming and Hanson, 1992; Henehan et al., 2013; Pearson and Palmer,
2009; Pearson et al., 2009; Yu et al., 2007], which offers insights into the
pH and carbonate chemistry of past oceans: a vital parameter in context of
ocean acidification, driven by anthropogenic CO2. The theory behind the B
proxies assumes the incorporation of B(OH)4 from seawater directly into the
calcite mineral, whereupon it transforms to B(OH)3 in the mineral structure
[Hemming and Hanson, 1992]. However, recent investigations into the coordi-
nation of B in carbonate minerals [Klochko et al., 2008; Rollion-Bard et al.,
2011] have revealed a much more complex picture, which undermines the
theory behind the application of B proxies. The investigation of B described
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in Chapter 5 seeks to resolve the uncertainties surrounding the coordination
of B in foraminiferal calcite, and provide the first map of internal B distri-
bution within foraminiferal calcite. The B coordination data conclusively
resolve the question of B coordination in foraminifera, and provide strong
evidence to explain the mechanisms behind the B palaeoproxies. The map-
ping of B and Mg within the foraminiferal calcite reveals a remarkable trend,
which is at odds with our current understanding of foraminiferal calcifica-
tion mechanisms. With the aid of numerical models of B incorporation into
foraminiferal calcite, a novel mechanism of ion transport in foraminifera is
proposed, which is uniquely able to account for the observed spatial (and
hence temporal) relation between B and Mg distribution, as well as the pat-
terns seen in all major palaeoproxy elements.
After the consideration of ion transport and biomineralisation mecha-
nisms, the last chapter moves on to the third source of uncertainty in palaeo-
proxy records: diagenesis. Chapter 6 revisits a seminal study of early di-
agenesis on the Ontong-Java plateau by Brown and Elderfield [1996], this
time using synchrotron X-ray Computed Tomography (sXCT) techniques.
This novel view of foraminiferal diagenesis provides a new perspective on the
specimens analysed by Brown and Elderfield [1996], providing a means to
quantitatively assess the diagenetic changes occuring within the foraminiferal
test. These data shed new light on an old problem, and while they uphold
the original processes identified by Brown and Elderfield [1996], they also
provide evidence of an additional diagenetic processes, which previous tech-
niques were unable to identify.
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Chapter 2
Biomineral Formation
The formation of a biomineral is the starting point of all the complex geolog-
ical and chemical processes that follow. The biological processes that control
the production of calcium carbonate, and the sensitivity of those processes
to environmental conditions define the role that an organism plays in global
carbon cycle feedbacks, and its application as a palaeo-climate recorder.
Understanding fundamental biomineralisation processes is particularly
urgent, in context of the rapid acidification of the surface ocean driven by
the anthropogenic release of CO2 [Orr et al., 2005; Raven et al., 2005]. This
acidification could have catastrophic impacts on marine calcifying organisms,
and the ecosystems they support, that are impossible to predict without un-
derstanding the sensitivity of calcifying organisms to environmental changes.
Organisms relying on highly unstable precursor phases during mineralisation
may be at a significant disadvantage as ocean pH drops. Understanding the
responses of key marine ecosystems such as coral reefs, commercially impor-
tant fisheries (shellfish), and the pelagic drivers of the marine carbon cycle
(calcifying plankton) is of paramount importance in predicting future cli-
mate changes. The response of calcification to ocean acidification could be a
significant factor in global warming scenarios.
This chapter reviews the strategies employed by marine organisms to pro-
duce calcium carbonate biominerals, and presents data from a novel method
for analysing the early stages of biomineralisation in the Pacific Oyster (Cras-
sostrea gigas).
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Table 2.1: The persistent polymorphs of CaCO3. Aragonite is metastable,
and vaterite much more so. Information from www.mindat.org.
Density Hardness Solubility ∆Gf
Polymorph Crystal system Space Group (g cm−3) (Mohs) (-log Ksp) (kJ mol−1)
Calcite Trigonal R3¯c 2.710 3 8.30 -1128.8
Aragonite Orthorhombic mmm 2.947 3.5-4 8.12 -1127.8
Vaterite Hexagonal P63/mmc 2.645 3 7.73 -1125.5
Figure 2.1: The unit cells of calcite and aragonite minerals, viewed along
three axes (a, b and c in aragonite, a*, b* and c in calcite).
2.1 Carbonate Biominerals
Calcium carbonate exists in three crystalline polymorphs: the common min-
erals calcite and aragonite (Fig. 2.1), and the rare mineral vaterite (Table
2.1). There is also a fourth transient amorphous calcium carbonate (ACC)
phase that can act as a precursor to the more stable minerals, in line with
the Ostwald’s Rule of Stages [Ny´vlt, 1995]. Aragonite, and to a greater ex-
tent vaterite, are meta-stable, and will eventually transform to calcite. The
structure and behaviour of biogenic ACC remains largely unknown, and is a
key topic in biomineralisation research.
The majority of global CaCO3 precipitation occurs in the oceans with
the aid of calcifying organisms - from vast coral reefs, to microscopic min-
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eralising plankton. Organisms deposit both calcite and aragonite mineral
structures, depending largely on environmental conditions, and interactions
between the organism and the calcifying structure. Vaterite is rarely de-
posited as a primary biomineral phase, although there is evidence that it
occurs as a transitory phase in inorganic precipitation [Pouget et al., 2009],
and is deposited during repair to damaged biomineral structures [Kabalah-
Amitai et al., 2013].
2.1.1 Evolution of Biomineralisation and Seawater
Biogenic calcification has evolved at least 28 times throughout evolution-
ary history [Knoll, 2003], and exhibits a range in form and function that
matches the diversity of the taxa that use it. The polyphyletic nature of
calcification suggests that the mechanisms are based (at least in part) on
common underlying biochemical pathways. The existence of these pathways
would endow any taxa that possesses them with the potential to develop
calcification mechanisms, given the appropriate set of evolutionary pressures
and environmental conditions.
The main factor that has facilitated the repeated evolution of calcification
in marine organisms is the chemistry of seawater [Knoll, 2003], which is
largely supersaturated with respect to CaCO3 (Ω > 1).
Ω =
[Ca2+][CO3
2−]
Ksp
(2.1)
Ksp = [Ca
2+][CO3
2−] at equilibrium (2.2)
Where Ksp is the equilibrium solubility product, which varies with pressure
and temperature. Fundamentally, a crystal will precipitate if the reaction
will bring about a negative change in the Gibbs free energy (∆G) of the
system, when Ω > 1.
In seawater, Ca is abundant and conservative, with a residence time that
far exceeds ocean mixing [Broeker and Peng, 1982]. Concentrations of Ca
have varied through geologic time, as continental weathering and export
fluxes have varied [Hardie, 1996]. The concentration of CO3
2– is more com-
plex, as dissolved inorganic carbon (DIC) in seawater exists in equilibrium
between three species (Fig. 2.2):
CO2g ⇐⇒ CO2aq+H2O ⇐⇒ (H2CO3) ⇐⇒ HCO3−+H+ ⇐⇒ CO32−+2 H+
(2.3)
Chapter 2: Biomineral Formation 18
0
500
1000
1500
2000
4 6 8 10
pH
µM
Species
CO2
HCO3
−
CO3
2−
Figure 2.2: Bjerrum plot showing the change in speciation of DIC with pH.
Vertical line represents a typical modern seawater pH (8.2). Reducing the
pH of modern seawater, e.g. by the addition of anthropogenic CO2, lowers
the availability of CO3
2– (Eqn. 2.3), and reduces carbonate saturation.
The state of this equilibrium is determined by the pH of the ocean; increas-
ing the concentration of H+ in seawater pushes the equilibrium towards CO2.
Thus the abundance of CO3
2– is determined by both the ocean pH, and total
DIC content (Fig. 2.2). It is possible to routinely maintain supersatura-
tion in seawater with respect to CaCO3, because of the high concentrations
of Mg and organic molecules in seawater, which inhibit the precipitation of
calcite and aragonite [Berner, 1975; Chave and Suess, 1970]. The oceans
have remained largely supersaturated with respect to CaCO3 minerals since
the Proterozoic [Knoll, 2003], with the exception of several mass extinction
events, and with secular variations in seawater chemistry driving changes
between aragonite- and calcite-dominated communities [aragonite vs calcite
seas; Hardie, 2003; Stanley and Hardie, 1998]. The maintained supersatu-
ration of ocean waters provides an ideal environment for the evolution of
calcification, where the sole requirement for precipitating a crystal is either
removing the inhibitory molecules from seawater, or concentrating the al-
ready abundant Ca2+ and CaCO3, or a combination of the two.
All cells possess the underlying molecular machinery to facilitate calcifi-
cation: Ca2+ channels and transporters for ion concentration [Sanders et al.,
1999], and a range ofc carbon concentrating mechanisms [Aizawa and Miy-
achi, 1986] are all commonplace. Existing in supersaturated seawater lowers
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the energetic investment required to form a carbonate mineral by providing
an environment that is already conducive to crystal growth [Knoll, 2003].
Natural selection would then favour organisms that produced more ‘useful’
biominerals, leading gradually to increasing complexity, and finer control over
the mineral structures. In an under-saturated environment the energetic cost
of concentrating ions from the environment specifically for biomineralisation
would severely reduce the probability of the appearance of biomineralising
mechanisms.
The ability of carbonate minerals to produce complex, mineral-organic
hybrid structures with physical properties that far exceed the raw mineral
has been central to the success of calcified organisms. The production of
these structures is only possible through a fine control over the mechanisms
of crystal growth. Before considering the precise mechanisms of biomineral
growth and control, it is necessary to have a more fundamental grasp of the
thermodynamic and kinetic controls on crystal deposition. It is likely that
these principles will not be perfectly adhered to in complex biomineralisa-
tion systems, where the likely involvement of amorphous precursor phases
preclude the consideration of biominerals as precipitates grown from a free
solution. They underpin the growth and dissolution of crystals, however, and
must remain at the heart of our understanding of biomineralisation [Yoreo
and Vekilov, 2003].
2.1.2 An Overview of Classical Crystal Growth
Mineral formation is governed by the thermodynamic drive to minimise the
Gibbs free energy (G) of a system [Gibbs, 1876, 1878]. The specifics of crystal
growth and dissolution are controlled by the kinetics of molecule attachment
and detachment at the growth edge of the crystal. The basic thermodynamic
forces driving crystal growth are described by:
G = H − TS (2.4)
H = U + pV (2.5)
U =
∫ (
TδS − pδV +
∑
i
µiδNi
)
(2.6)
The Gibbs free energy of a substance (G) is the difference between its en-
thalpy (H ) and entropy (S ) at a given temperature (T ). Enthalpy is the sum
of the internal energy of a substance (U ), and amount of energy required to
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make space for it by displacing its environment (determined by pressure, p,
and volume, V ). The internal energy describes the total energy within a sub-
stance - it is the sum of the kinetic (from particle movement) and potential
(the static electric energy of atoms, and the energy in chemical bonds) energy
of a substance. Ni refers to the number and µi to the chemical potential of
particles of type i in the system.
The kinetic forces governing crystal growth can be described in basic
terms as the ‘energy landscape’ that atoms encounter. This landscape is
defined by changes in the energy barrier presented to the binding of new
molecules, caused by the heterogeneity of atom configurations on a crystal
face. The precipitation of crystals from a saturated solution can be separated
into two distinct phases: nucleation and growth.
Nucleation
Nucleation describes the combination of a number of crystal units in a stable
configuration that provides a substrate for the growth of a crystal [Hohenberg
and Halperin, 1977]. The formation of a nucleus requires an energetically
favourable environment, where the change in Gibbs free energy (∆G) associ-
ated with crystallisation is negative. Nucleation is favoured when a solution
is supersaturated with respect to the crystal, when the activity product of the
solute (AP) of the solution is greater than its activity product at equilibrium
(Ksp). Saturation is defined as:
σ ≡ ln
(
AP
Ksp
)
(2.7)
where at equilibrium:
AP = [A]a[B]b[C]c...[N ]n = Ksp (2.8)
where [N ] denotes the activity of a solute constituent, and n is the stoichio-
metric number of the constituent. Saturation is an expression of a thermo-
dynamic state, and is directly proportional to the chemical potential (∆µ)
of a solution:
∆µ = kBTσ (2.9)
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Which is defined as the difference between the free energy of the solution and
the Gibbs free energy of the solution at equilibrium (∆Gsol):
∆Gsol = −kBT ln(Ksp) (2.10)
∆µ = kBT ln
(
AP
Ksp
)
= kBT ln(AP ) + ∆Gsol
(2.11)
Where kB is the Boltzmann constant. As more atoms are added to the
solution above equilibrium, enthalpy and entropy remain constant, while the
Gibbs free energy of solution is raised above the equilibrium low point. This
higher energy state provides a source of energy for nucleation, and increases
the likelihood of crystal formation.
A nucleus forms as random fluctuations in energy overcome the kinetic
barrier to binding and atoms join together. These embryonic nuclei are
initially made up of only a few atoms, with a high surface area:volume ratio.
The bulk material of the nucleus is composed of crystalline material, with
an appropriately low ∆G. However, the molecules on the surface (or more
appropriately, ‘interface’, as the subject is a phase-phase boundary, rather
than a phase-vacuum boundary) of the structure are less well-bound and add
to the ∆G of the nucleus. The ∆G of a nucleus can be expressed as:
∆G = ∆Gb + ∆Gs (2.12)
where the subscripts b and s correspond to the bulk and interfacial free
energy changes respectively. For any structure, the surface area and volume
can be described relative to each other:
V ∝ d3 (2.13)
A = fd2 (2.14)
where d is a dimension of the nucleus, and f is a scaling factor that varies
with the geometry of the nucleus. This allows the extension of (2.12) to
cover any nucleus shape [Kashchiev and Rosmalen, 2003; Yoreo and Vekilov,
2003], incorporating the saturation state, growth unit volume (Ω) and the
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Figure 2.3: The thermodynamics of nucleation. a) shows the interaction of
the bulk and surface free energies of an embryonic nucleus, which combine
to dictate a critical nucleus size (dc) after which the growth of the embryo
brings thermodynamic stability. There is an energy barrier associated with
obtaining this critical size, shown by ∆Gc. b) shows the inverse relation
of dc to the saturation (σ) of the solution. As this dc value relates to the
probability of nucleus formation, this can be equated to the length of time
before nucleation will occur in a supersaturated solution.
interfacial free energy of the structure (α):
∆G = −V kBTσ
Ω
+ Aα = −d
3kBTσ
Ω
+ fd2α (2.15)
The bulk crystal term is always negative, and the interfacial energy term
is always positive. From this it is apparent that the nucleus will achieve
stability above a critical size threshold (dc), and that there is a link between
dc and σ [Fig. 2.3; Neilsen [1964]]. The precise relation to σ is dependent on
nucleus geometry, but in general terms dc is inversely proportional to σ, and
can be described by substituting (2.13) and (2.14) into (2.15), and setting
the derivative equal to zero:
dc =
2fαΩ
3kBTσ
(2.16)
The critical nucleus size corresponds to an energy barrier (∆Gc) that must
be achieved for a nucleus to become stable (Fig. 2.3), which is also inversely
proportional to σ.
It is useful here to consider nucleation in terms of probability, which
equates to the rate of nucleation in a solution. Embryonic nuclei are formed
by random fluctuations in energy that overcome the kinetic barrier to the
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binding of atoms. The probability of a nucleus persisting is therefore in-
creased by reducing the critical size of the nucleus, which brings a con-
comitant decreased energy requirement reach the critical size. This can be
achieved by two processes: by increasing σ (Fig. 2.3), or by decreasing the
interfacial energy of the nucleus.
The case above describes homogenous nucleation, where embryos form
freely within a host phase, and the whole of the surface contributes to the
interfacial free energy of the nucleus. It is useful to consider such systems
to fully understand the barriers to crystal nucleation, particularly when con-
sidering the results of inorganic precipitation experiments. Understanding
the nucleation and growth of minerals in a free solution is particularly rel-
evant to precipitation experiments investigating the incorporation of trace
elements into carbonate minerals, which often produce disparate behaviours
under different growth regimes and at different growth rates.
In natural and experimental conditions the barrier to nucleation is often
reduced through the use of a nucleation substrate: the positive contribution
to ∆G from the ∆Gs is significantly reduced in heterogenous nucleation,
which acts to reduce the critical size threshold of the nucleus [Chernov, 1984;
Neilsen, 1964]. Substrates can also act to increase the frequency of embryo
nucleation, and control crystal orientation of the crystal. The former is
accomplished by providing an atomically rough surface containing sites where
the kinetic barrier to the attachment of a crystal growth unit is reduced
(relative to the joining of two growth units in free solution). The latter is
achieved through interaction with anisotropic growth units: the unit will
bind to the substrate surface such that its free energy is minimised. The ∆G
of a heterogenous nucleus is given by:
∆G = ∆Gb + ∆Ghc + ∆Gcs −∆Ghs (2.17)
∆G = −V kBTσ
Ω
+ Ahcαhc + Acsαcs − Ahsαhs (2.18)
where the subscripts hc, cs, and hs signify the host-crystal, crystal-substrate
and host-substrate boundaries respectively. The hs term is negative because
the presence of the nucleus on the surface removes an area of host-substrate
surface, bringing a reduction in ∆G. The lower dc inherent in heterogenous
nucleation makes it the norm in natural systems, where substrates are plen-
tiful. Coupled with the potential to control the position and orientation of
crystal nucleation, the use of substrates is ideally suited for the manipulation
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of mineral growth by biological processes. In biomineral production, the use
of specific nucleation sites formed by organic molecules is commonplace, and
the orientation and position of these nucleation sites offers some control over
the architecture of the biomineral.
Another facet of nucleation worth considering here is Ostwald’s rule of
stages. This states that all the metastable polymorphs of a mineral are passed
through in order of stability en route to the precipitation of the most-stable
phase [Threlfall, 2003]. This works on the principle that the kinetic barrier
to forming embryonic nuclei of a less stable (less ordered) phase is lower than
that associated with forming a more highly ordered, stable structure. The
next polymorph in the stability series would then nucleate within the first,
eventually transforming the initial structure into the most stable phase. This
should be thought of as a general principle, however, rather than a strict law,
as often the kinetics of atom rearrangement within a precipitated less-stable
phase prohibit nucleation of the next phase on any reasonable timescale. A
clear example of this is the stability of aragonite relative to calcite, which is
stable enough that it does not transform into calcite on a biological timescale.
Aragonite does, however, transform to calcite on geologic timescales during
carbonate diagenesis.
Crystal nucleation is inevitable in a supersaturated solution, but the prob-
ability of forming a viable nucleus (and therefore time before nucleation)
depends on the critical size at which the nucleus attains thermodynamic sta-
bility, and its associated energy barrier. This is governed by the saturation
of the solution, and the interfacial free energy of the nucleus. Once a thermo-
dynamically stable nucleus has formed, it moves into a growth phase, where
the kinetics of atom attachment and detachment dictate the growth of the
crystal.
Growth
Once a stable nucleus has formed in a solution, crystal growth proceeds
following the Terrace-Ledge-Kink (TLK) model of Burton et al (1951). This
model describes an ideal landscape of atomically flat terraces, with mono-
molecular step edges punctuated by ‘kink’ dislocation sites (imperfections
in the crystal lattice, Fig. 2.4; Chernov [1989, 1961, 1984]). A kink site
creates a unique energetic environment, presenting (in a cubic system) a site
with three sides adjacent to the bulk crystal, and three sites open to the
solution. Following the principles of nucleation, an atom joining at a kink
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Figure 2.4: The geometry of the TLK growth mechanism.
site adds to the crystal bulk with a minimal contribution to the surface area,
thus reducing the free energy of the structure. The kinetic barrier to joining
a kink site is larger than adsorbing to a terrace or ledge, but the increase
in thermodynamic stability the addition brings causes these kink-additions
to persist. Conversely, in an undersaturated solution kink sites will provide
the main site of dissolution, as the molecules there are less securely bound
than those in the terraces or ledges. Burton et al’s (1951) model requires
the constant generation of kink sites by the constant shifting, attaching and
detaching of molecules caused by fluctuations in energy [Burton et al., 1951;
Chernov, 1984; Frenkel, 1932]. Thus, crystal growth is limited only by the
kinetics of molecule attachment and detachment, as kinks sites are always
plentiful.
The kinetics of growth are in part governed by the energy barriers to
molecule attachment, but the main obstacle is the energy barrier to des-
olvation - the energy required to dehydrate a molecule before it can join
the crystal [Chernov, 1961, 1984]. Desolvation presents an energy barrier to
molecules joining the structure [Petsev et al., 2003], that is controlled entirely
by the solute chemistry. Detachment rate, on the other hand, is independent
of solute chemistry, dictated by the bond strengths in the crystal, and the
amount of energy in the system (e.g. temperature). Growth occurs when the
influx of molecules exceeds the detachment of molecules - the point defined
by the equilibrium solubility product (Ksp). The speed of growth will depend
on the composition of the host solution (e.g. σ), and on the number of kink
sites available to accept molecules, which is related to the rate of detachment
Davis et al. [2000]. Thus, more soluble crystals will grow faster in a super-
saturated solution, as a greater number of kink sites are made available to
incoming molecules.
In simple terms, the rate of step advancement (Rs) of a growing crystal
can be defined as the difference between the rate of molecule attachment
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(Ra) and detachment (Rd):
Rs = Ra −Rd (2.19)
v
b
= chFPa − ν
n∑
i
Pd,i (2.20)
where v = step velocity, b = depth of a kink, c = distance between molecules,
h = step height, F = flux of molecules to the step, Pa = probability of
attachment, ν = detachment attempt frequency and Pd,i = the probability
of detachment for a site of type i, where because of growth unit anisotropy it
is necessary to sum over all the different detachment sites. If we assume that
activity is approximately equal to concentration in the solution, the flux of
molecules to the step is proportional to concentration, and the probability of
detachment becomes a function of the energy associated with each site:
v
b
= chBC − ν
n∑
i
e
−Ei
kBT (2.21)
where B is a term which incorporates geometry, temperature, mass and dif-
fusion dynamics. At equilibrium (C = Ce) and v = 0, the second term of
the equation must equal the first, so:
v
b
= chBC − chBCe
v = cbhB(C − Ce)
v = Ωβ(C − Ce)
(2.22)
where β is the ‘kinetic coefficient’ and is inversely proportional to growth
unit size Chernov [1961, 1984].
This ideal model requires a source of new terraces to maintain growth.
These new terraces can come from 2D nucleation: the spontaneous formation
of ‘islands’ of molecules on the terrace. However, as with 3D nucleation, a
2D nucleus has an interfacial energy that renders it unstable before a crit-
ical size, which is often prohibitively large at low supersaturations. The
maintained growth at low supersaturations observed in all crystals relies on
kink dislocations to provide a permanent source of new terraces on a growth
surface Frank [1949]. These imperfections in the crystal lattice provide a
permanent kink site in the terrace, which forms the centre of a characteristic
growth spiral. The structure of these spiral growth mounds is described by
their step speed (v) and hillock slope (p), which is defined by step height
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78 De Yoreo & Vekilov 
the hillock slope, p, times the step speed, v. But the hillock slope is just h/W where h is 
the step height, which is fixed by the crystal structure. So controls on terrace width are 
also important factors in determining growth rates (Burton et al. 1951). 
To quantify growth on dislocation hillocks, we use the example of calcite (Teng et 
al. 1998, 2000). Growth of calcite on the {104} faces occurs on 3.1 Å monomolecular 
steps generated by dislocations. The advance of these steps leads to the formation of 
polygonal growth hillocks with steps parallel to the < 481 > and < 441> directions as 
illustrated in Figure 19a. The presence of a c-glide plane generates two distinct pairs of 
crystallographically identical steps denoted as the positive and negative steps due to the 
angles that the step risers make with the terraces (Paquette and Reeder 1995). The terrace 
widths of the two step types, WB±B are related to the step speeds, v B±B through W B+B/WB−B = v B+B/v B−B.
The birth of a new spiral segment is shown in Figure 20. If this new step segment 
remains in equilibrium with the adjacent reservoir of growth units, then it will only 
advance when the change in free energy, ¨g, associated with the addition of a new row of 
growth units is negative. Taking into account the anisotropy in calcite step structure, one 
can show that ¨g for a straight step is: 
¨g B±B = −(L/b)¨µ + 2c<γ> B±PB P(20a)  
<γ> B+B=(1/4)[2(γB+B+γB−B)+(γB++B+γB+−B)] (20b) 
<γ> B
−
B=(1/4)[2(γB+B+γB−B)+(γB−−B+γB+−B)] (20c) 
Figure 19. AFM images of dislocation hillocks on (a) calcite, (b) canavalin (c) brushite and (d) calcium 
oxalate monohydrate.
Figure 2.5: An atomic force micrograph of a well developed growth spiral
around a dislocation on the calcite (104) face. The anisotropy of the calcite
structure generates acute and obtuse angled growth steps either side of the
c glide plane. Image from Yoreo and Vekilov [2003].
(h) divided by terrace width (W ). The growth of the crystal face that the
hillock is adding to is therefore given by pv or v h
W
[Burton et al., 1951].
A dislocation provid s a kink site with a growing ledge normal to the
kink. As this ledge grows out it adds molecules to the kink, which gradually
elongates. This elongate kink will eventually pass a critical length, where
the addition of a new row of molecules will lower its free en rgy, and begin
to grow in its own right. This criti l length is similar to th critical size
threshold for 2D and 3D nucleation, and i controlle by th in erfacial free
energy term of the emerging ledge. The fundamental difference here is t at
the kink is enlarged to its critical size threshold by a separate ledge that
has already exceeded the critical size, thus compensating for the free energy
increase associated with lengthening the emerging ledge. The critical length
of an new ledge can be given by:
∆G± = −L
b
∆µ+ 2c < λ >± (2.23)
The structure of these spirals is dependent on the structure of the crystal
growth units. As these basic units are often anisotropic, this leads to varia-
tion in the structure of step edges on the different faces of the growth spiral.
These configurational differences bring concomitant anisotropy in step kinet-
ics, causing some faces to grow faster than others, generating differences in
terrace width and altering the overall structure of the growth hillock. In the
model case of the calcite (104) face [Teng et al., 1998], this leads to obtuse
(+) and acute (-) step edges parallel to 48¯1 and 4¯41 arranged either side of
a c-glide plane (Fig. 2.5).
The anisotropic nature of the growth steps in carbonate minerals is such
that foreign ions interact with different growth faces in different ways. The
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face-specific interaction with ionic impurities (especially Mg; Davis et al.
[2000, 2004]) and various biomolecules [Yoreo and Dove, 2004; Yoreo et al.,
2007] can lower the effective supersaturation of the face [Davis et al., 2000,
2004; Paquette and Reeder, 1995], and produce a remarkable range of crystal
structures (Fig. 2.6). This could provide the range of form required to
produce biomineral structures.
Organisms exert a fine control over the location, shape, orientation and
size of the crystals produced during biomineralisation. Nucleation is al-
most certainly controlled by oriented poly-aspartate rich proteins and acidic
polysaccharide molecules [Cusack and Freer, 2008], but the subsequent growth
mechanism of crystal precipitation is less clear. The simplest solution is that
crystals grow in thermodynamic equilibrium with the internal calcification
medium, following the classic ‘Terrace-Ledge-Kink’ (TLK) model [Burton
et al., 1951]. However, in the absence of modifying factors, this growth
mechanism favours the production of perfect rhombohedral calcite crystals
that are far removed from the complex structures seen in biominerals. While
simple chemical additives could theoretically be sufficient to produce the di-
verse range of biomineral structures [Fig 2.6, Meldrum, 2003; Meldrum and
Coelfen, 2008], the complexity of a system required to produce a complex
biomineral structure through the control of these ‘impurities’ is consider-
able, and it is likely that other processes are in operation. Instead, research
into biomineralisation mechanisms is increasingly finding evidence to support
the use of amorphous precursor phases in and non-classical crystal growth
mechanisms in biomineralisation.
2.1.3 Non-Classical Crystal Growth: Amorphous Pre-
cursors
Advances in biomineralisation frequently promulgate the importance of ‘amor-
phous’ precursor phases in facilitating the fine-scale biological control seen
upon mineral deposition [Addadi et al., 2003; Beniash et al., 1997; Gower,
2008; Politi et al., 2008; Raz et al., 2003; Weiner and Addadi, 2011; Weiner
et al., 2002, 2005, 2009; Xu et al., 2004]. Following the Ostwald’s principle,
such models typically advocate the deposition of small parcels of amorphous
calcium carbonate (ACC) to the site of biomineralisation, which then act as
‘building blocks’ during mineralisation [Faatz et al., 2004; Navrotsky, 2004;
Radha et al., 2010]. In the context of classical crystal growth, this describes
the concentration of Ca2+ and CO3
2– in a controlled area that attains a
Chapter 2: Biomineral Formation 29
Figure 2.6: (A) Rhombohedral calcite crystals, grown with no additives.
The remaining diverse calcite structures were grown in the presence of
various organic additives: (B) 70.8:0.7:3.5:25 wt% octane-dodecanol-SDS-
CaHCO3; (C) 10 nM poly(a,L-aspartate); (D) Agarose Gels; (E) 1mM
Ca and PEO22−PNaStS49 with a Ca:S ratio of 1.25; (F) 1,3-diamino-
2-hydroxypropane-N,N,NA,NA-tetraacetate. Images are taken from (A)
Weiner and Dove [2003], (B & C) Meldrum [2003], (D, E & F) Meldrum
and Coelfen [2008]
Chapter 2: Biomineral Formation 30
similar density to the mature mineral phase, with some stabilising element
that prevents the nucleation or growth of a coherent crystalline structure.
On contact with an external nucleation site, or on removal of the stabilising
element, the nucleation and growth of the mature mineral phase can then
occur rapidly, following the thermodynamic drives to crystal nucleation and
growth. The physical principles governing the nucleation and growth of the
mineral from solution are therefore still applicable in this situation, but the
precipitation cannot be considered in terms of mineral growth from an open
solution: dehydration barriers and the importance of kink sites in growth
will likely be negligible in the extremely high localised saturation conditions
within the ACC.
This mechanism both provides a convenient mechanism to achieve a fine
control over mineral architecture, and de-localises the process of crystal
growth, and the associated requirements of ion transport and proton re-
moval. The role of ‘building block’ structures is indicated in atomic force
microscopy (AFM) scans of numerous biogenic carbonates, many of which
exhibit a similar, ‘globular’ appearance (Fig. 2.7). Some suggest this is evi-
dence of the deposition of ACC containing vacuoles, which crystallise in-situ,
in alignment with existing crystalline material or templates. Biogenic ACC
is anhydrous [Addadi et al., 2003; Politi et al., 2006; Raz et al., 2003], which
allows it to transform without altering biomineral macro-structure (mini-
mal change in volume). This supports the ‘building block’ hypothesis. A
mineralogical investigation of this transformation in larval urchin spicules
[Politi et al., 2008] revealed a rapid transition through three distinct mineral
phases, describing a crystallisation pathway that “propagates in a tortuous
path through preexisting 40- to 100-nm amorphous units, via a secondary
nucleation mechanism”.
ACC has been directly observed in a diverse range of organisms (Table
2.2), and its presence is anecdotally supported in numerous others by sub-
micron-scale structural features (Fig. 2.7). The employment of ACC precur-
sors in biomineralisation raises questions about the application of traditional
TLK crystal growth principles to biomineral systems: the transformation
mechanism from ACC to a mature crystalline phase is poorly understood,
and is likely to vary considerably depending on the its stabilisation mecha-
nism. Organic molecules are known to control the creation and stabilisation
of ACC [Aizenberg et al., 1996, 2002; Raz et al., 2003; Wang et al., 2009].
They are capable of doing this alone or in cooperation with Mg ions [Aizen-
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Figure 2.7: The characteristic ‘globular’ morphology indicative of the pres-
ence of ACC during early biomineralisation, revealed by atomic force mi-
croscopy in a diverse range of organisms: (A) foraminifera, (B) coral, (C)
corraline algae, (D) pearl, (E) gastropod, (F) echinoderm, (G) brachiopod,
and H) fish otolith. Images from Cuif et al. [2011]
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Table 2.2: Observations of ACC to date. Table expanded after Addadi et al.
[2003].
Kingdom/ Observed Mature
Phylum Deposits Function CaCO3 Form References
Plantae Cystoliths in leaves Light dispersion calcite, Aragonite, Levi-Kalisman et al. [2002]
Vaterite, ACC Gal et al. [2012b]
Gal et al. [2012a]
Arthropoda/ Cuticle Stiffens Exocuticle ACC, calcite Levi-Kalisman et al. [2002]
Crustacea Travis [1963]
Gastroliths Temporary Storage ACC Travis [1963]
Storage Structure Temporary Storage ACC Raz et al. [2002]
Porifera Spicule Core ? calcite, ACC Aizenberg et al. [1996]
Ascidacea Spicule (body) Structural calcite, Aragonite, Lowenstam [1989]
Vaterite, ACC Levi-Kalisman et al. [2000]
Levi-Kalisman et al. [2002]
Aizenberg et al. [2002]
Echinodermata Larval Spicule Precursor Phase calcite, ACC Beniash et al. [1997]
Adult Spines Politi et al. [2004]
Politi et al. [2006]
Politi et al. [2008]
Cnidaria/ Spicules Mechanical Support calcite, Aragonite, Kingsley and Watabe [1982]
Gorgonacea ACC
Mollusca/ Granules Temporary Storage ACC, Vaterite Watabe et al. [1976]
Bivalvia
Bivalvia Larval Shell Precursor Phase Aragonite, ACC Weiss et al. [2002]
Lee et al. [2006]
Jacob et al. [2008]
Gastropoda Spicules Stiffens Tissue? ACC Odum [1951]
Platyhelminthes Corpuscules ? ACC Brand et al. [1965]
berg et al., 2002; Loste et al., 2003; Raz et al., 2003; Wang et al., 2009], which
introduce disorder into the ACC structure and reduce the concentration of
organic molecules required to prevent crystallisation [Politi et al., 2009]. It
has also been suggested that membrane lipids can stabilise ACC [Loste et al.,
2004], making the transport of vesicle-bound ACC to the mineral growth face
feasible. The stabilised ACC structure has a nascent short-range order simi-
lar to that of the mature phase into which it will transform [Politi et al., 2006].
This observation implies a structure that is primed to crystallise rapidly by
aligning nano-structured units to create medium-, and eventually long-range
order throughout an amorphous material. This scenario fits well with obser-
vations of a rapid sequential transition moving through distinct amorphous
sub-phases [Politi et al., 2008; Radha et al., 2010; Weiner and Addadi, 2011;
Xu et al., 1998], that are most probably associated with the alignment of
short-range units and the extension of order through the structure.
The initiation of ACC transformation requires the stabilisation mecha-
nisms that are in place to be removed or overcome. This could happen via
a secondary nucleation mechanism (e.g. contact with a crystalline calcite
‘seed’), which provides a nucleation surface for the short-range subunits to
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conform to, and starts a wave of crystallisation that propagates through the
structure [Politi et al., 2008; Weiner and Addadi, 2011]. This mechanism
could crystallise around the stabilising molecules, capturing them as impu-
rities in the calcite or in interstitial micro-domains, or expel them from the
structure as the crystallisation front advances. The expulsion of Mg during
the crystallisation of ACC has been observed in the precipitation of a high-
Mg calcite from seawater, where the initial precipitate is a high-Mg ACC,
which later transforms to a lower-Mg calcite [Raz et al., 2000]. Alternatively,
crystallisation may occur under a more active biological control, where the
organism regulates the removal of Mg and/or the removal or catalysis of the
stabilising biomolecules to allow crystallisation.
To fully grasp the significance of these enigmatic amorphous phases, con-
siderable further research is necessary into their stabilisation and crystal-
isation mechanisms, and into the extent of their ubiquity in mineralising
organisms. Thus far, investigations of biogenic ACC phases have involved
extensive sample extraction and preparation procedures [e.g. Beniash et al.,
1997; Politi et al., 2004], which are risky, given the delicate nature of the
ACC. While these preparation methods provide a strong guard against false-
positives in ACC detection, they raise questions about whether the ACC
structure analysed is the same as the ACC that exists during the biominer-
alisation process. In short, a method to observe in-vivo ACC would greatly
enhance our confidence in earlier studies of ACC structure, and would con-
siderably reduce the opportunity for false-negative results.
With this in mind, I explore the potential of Pair Distribution Function
patterns derived from synchrotron total X-ray scattering data collected from
recently-alive, frozen samples of Pacific Oyster larvae (Crassostrea gigas).
The sample preparation required by this technique is minimal, and offers the
possibility of identifying the short- and medium-range structure of in-vivo
ACC phases.
2.2 Searching for in-vivo ACC
2.2.1 The Pacific Oyster, Crassostrea gigas
Oysters (Fig. 2.8) are an ecologically and financially important group of
marine calcifyers. They are abundant worldwide, where they are extensively
farmed for commercial markets, and form extensive beds that serve as nurs-
eries for numerous fish species.
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Figure 2.8: The adult shell of Crassostrea gigas, the Pacific Oyster. Found
on seashores and in restaurants across the world. The shells reaches 10-20
cm long. Image from Wikipedia.
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Figure 2.9: Oyster larvae development.
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Box 1
A fertilised Mytilus edulis egg (1) develops into its adult form 
over 15-35 days depending on the temperature, food supply 
and salinity range.  Over this period the larvae moves through 
several distinct developmental stages. The first stage is a 
motile ciliated embryo that develops a few hours after 
fertilisation (2).  This embryo continues to gain complexity, 
transforming into the 'trochophore' (3) - a complex, motile 
form that has no feeding apparatus and is still reliant on the 
yolk-sac for nutrients.  The larvae next develop a functional 
mouth and digestive tract, marking the transition into the 
'veliger' stage (4 & 5).  Shortly after this transition the delicate 
'prodissoconch I' shell (4), recognisable by a straight hinge 
giving it a characteristic D-shape and a lack of growth rings, 
is produced by the 'shell gland'.  With continued feeding and 
development the veliger stage grows and extends its shell, 
beginning to deposit the 'prodissoconch II' shell (5) with the 
marked growth rings characteristic in mature shells. The 
prodissoconch II shell forms the basis for continued shell 
production throughout the organisms life.  The larvae 
continues to grow and accrete shell, moving into the 
Pediveliger stage (6) when the larvae has photosensitive eye-
spots and an elongated foot with a 'byssal' gland.  At this 
stage the larvae switch from a planktic to a benthic mode as 
the foot allows the larvae to attach to a substrate, where it 
continues to filter-feed and grow in size.  From this initial 
contact the larvae may move around to find a suitable 
substrate, where it anchors itself with bissus threads (from the 
byssal gland) and remains for its adult life.  This study 
pertains to the accretion of the prodissoconch II shell 
produced in the Veliger stage (5).
7 Shows the anatomy surrounding the calcification edge.  The 
Extrapallial Fluid (EPF) is enclosed by a layer of epithelial 
cells.  The shell marked here is marked as aragonitic (as the 
prodissoconch shells analysed in this experiment were purely 
aragonitic), but adult specimens have an internal layer of 
aragonitic nacre, and an external layer of prismatic calcite. 
The shell is protected on the outside by an organic 
membrane - the periostracum.
Nacre (Aragonitic)
Periostracum Extrapallial Fluid 
(EPF)
Connective Tissue
Epithelial Cells
7
Figure 2.10: Adult oyster calcification site.
Like all bivalves, C. gigas begins its life cycle with a planktic stage. After
a synchronised spawning event, a fertilised C. gigas egg (2.9.1) develops into
its adult form over 15-35 days depending on the temperature, food supply
and salinity range. Over this period the larvae moves through six distinct
developmental stages, before attaching to a substrate and assuming a sessile
habit. The first stage is a motile ciliated embryo that develops a few hours
after fertilisation (2.9.2). This embryo continues to gain complexity, trans-
forming into the ‘trochophore’ (2.9.3) - a complex, motile form that has no
feeding apparatus and is still reliant on the yolk-sac for nutrients. The larvae
next develop a functional mouth and digestive tract, marking the transition
into the ‘veliger’ stage (2.9.4 & 5). Shortly after this transition the delicate
‘prodissoconch I’ shell (2.9.4), recognisable by a straight hinge giving it a
characteristic D-shape and a lack of growth rings, is produced by the ‘shell
gland’. With continued feeding and development the veliger stage grows and
extends its shell, beginning to deposit the ‘prodissoconch II’ shell (2.9.5) with
the marked growth rings characteristic in mature shells. The prodissoconch
II shell forms the basis for continued shell production throughout the organ-
isms life. The larvae continues to grow and accrete shell, moving into the
Pediveliger stage (2.9.6) when the larvae has photosensitive eye-spots and an
elongated foot with a ‘byssal’ gland. At this stage the larvae switch from
a planktic to a benthic mode as the foot allows the larvae to attach to a
substrate, where it continues to filter-feed and grow in size. From this initial
contact the larvae are termed ‘spats’, and move around to find a suitable
substrate, where they anchor with bissus threads (from the byssal gland)
and remain for their adult life.
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Figure 2.10 Shows the anatomy surrounding the calcification edge in the
prodissoconch-bearing veliger stages. The Extrapallial Fluid (EPF) where
calcification occurs is enclosed by a layer of epithelial cells. The prodisso-
conch shell is aragonitic, but adult specimens have an internal layer of arag-
onitic nacre, and an external layer of prismatic calcite. The shell is protected
on the outside by an organic membrane - the periostracum.
Larval mineralogy evolves throughout ontogeny, as different stages be-
gin to lay down the foundations for the adult shell (Fig. 2.11). Knowledge
of the changes in larval mineralogy allowed samples for this study to be
concentrated towards the early stages, where ACC is likely to be most abun-
dant. This study examines the evolution of mineralogy from veliger to adult
stages, using a novel X-ray diffraction approach that focuses on the detection
of amorphous precursor phases.
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Figure 2.11: Changes in C. gigas bulk larval mineralogy with time, deter-
mined by X-ray powder diffraction [Data from Lee et al., 2006]. ‘ACC’ is
labelled tentatively, as lab-source X-ray diffraction is insufficient to classify
an amorphous signal as ACC, as it could arise from organic matter or water
in the samples. The stages sampled in this study are noted below the larval
mineralogy plot.
2.2.2 The Pair Distribution Function
A pair distribution function (PDF) provides a quantitative measure of the
distribution of inter-atomic distances between pairs of atoms in a structure
[Billinge and Kanatzidis, 2004; Dove et al., 2002]. The function is obtained
Chapter 2: Biomineral Formation 37
from the Bragg and diffuse scattering from a solid or liquid out to high scat-
tering vectors (Q, or high angle), and is largely dependent on weak signals
often dismissed as diffuse ‘background’, but are in fact distinguishable from
it. Diffuse scattering arises from instantaneous fluctuation of the atomic
density from the average density (which gives rise to the Bragg peaks; Dove
[2002]), and contains information pertaining to the short- and medium-range
order in a structure. The ability to characterise atom pair distributions in
materials without long-range order makes PDF analysis an ideal technique
for investigating the structure of liquids, gels, and ‘crystallographically chal-
lenged’ materials, revealing order in structures that might previously have
been considered to be entirely random.
Pair distribution functions require data collected to high scattering vec-
tors (Q). This is necessary to provide sufficient diffuse scattering data above
the influence of Bragg peaks, to allow meaningful analysis. The technique
has its roots in neutron scattering, where the nuclear scattering length does
not decay with Q. Developments in high energy synchrotron X-ray diffraction
have recently allowed the collection of meaningful scattering data to high Q,
facilitating the application of PDF methods to X-ray data. Such diffraction
experiments gather X-ray scattering intensity as a function of Q (eqn. 2.24),
I(Q).
Q =
4pisinθ
λ
(2.24)
I(Q) is then converted to the structure function S(Q):
S(Q) =
I(Q)−∑ ci|fi(Q)|2
|∑ cifi(Q)|2 + 1 (2.25)
which incorporates a Q-dependent atomic scattering factor (f ), which cor-
responds to the scattering from a single atom, dependent on the atomic
number (z ), and X-ray atomic form factor (Fig. 2.12) of each atom type
(i), which is present at a given concentration (c). The structure function
essentially applies a Q-dependent amplification to I(Q). This is a necessary
step in generating PDF functions from X-ray data, because X-ray scattering
is driven by electron density, rather than atom nuclei (as in neutron scatter-
ing). Thus, the resulting I(Q) pattern must be corrected for the drop off in
atom scattering with Q [Goodwin et al., 2010].
A Fourier transform is then used to calculate the radial pair distribu-
tion function (G(r)) from S(Q), and derive structural information from the
Chapter 2: Biomineral Formation 38
1
10
50 100 150
keV
f1
element
C
Ca
H
N
O
P
l
l
l
l l
l
C CaH NO P
0.1
1.0
10.0
0 10 20 30 40
Mass
f1
Energy
l 90
100
Figure 2.12: The atom scattering factors of the major constituents of the
larval samples: water, organic matter and calcium carbonate. The change in
atom scattering factor with energy (left) and mass (right) at the experimental
energies used is shown.
diffraction pattern:
G(r) =
2
pi
∫ Qmax
Q=0
Q[S(Q)− 1]sin(Qr)dQ (2.26)
These techniques have been used successfully alongside reverse Monte
Carlo (RMC) techniques to investigate the structure of synthetic ACC [Good-
win et al., 2010; Michel et al., 2008]. These studies cite the creation of
biomineral structures, and the potential for biomimetic material synthesis as
the main driver behind their experiments, but the analogy of an inorgani-
cally precipitated ACC to an organic precursor phase is debatable, given the
diverse range of structures observed in biogenic ACC. It is unclear whether
the phase identified by Goodwin et al. [2010] is representative of a biogenic
ACC phase. The RMC refinement performed by Goodwin et al. [2010] re-
veals a hydrous channel structure, that is responsible for stabilising the ACC.
Observations of anhydrous biogenic ACC [Addadi et al., 2003; Politi et al.,
2006; Raz et al., 2003] imply that biogenic ACC should stand apart from
Goodwin’s model. Furthermore, both the studies of Goodwin et al. [2010]
and Michel et al. [2008] examine a calcite-precursor ACC. Observations that
ACC has a nascent short-range order similar to the crystalline phase it will
eventually transform into [Politi et al., 2006], suggests that the ACC in oyster
larvae could be structurally distinct from Goodwin’s ACC.
Here, the evolution of mineralogy in the larvae of C. gigas is evaluated
using X-ray scattering and PDF techniques, allowing the simultaneous as-
sessment of mineral and amorphous phase evolution.
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Table 2.3: The stages of the oyster life cycle sampled.
Stage Size Notes
Trochophore ∼ 30µm Sampled live
Early veliger < 65µm Dead 3 hours
Early veliger 75-90µm Sampled live
Late veliger 90-105µm Sampled live
Spat >260µm Dead 3 hours
Adult calcite N/A
Adult nacre N/A
2.2.3 Sample Collection and Preparation
Samples of various stages of triploid Crassostrea gigas were obtained from
Seasalter Shellfish (Whitstable; Table 2.3). Live mid and late-stage velliger
larvae were filtered from large batch cultures using polythene sieves, trans-
ferred to vials and immediately frozen in dry ice (−80◦C), where they were
stored until analysis. Because of availability problems owing to the spawning
cycle at Seasalter Shelfish, spat and early stage veliger samples were taken
from waste stock that had been dead for three hours before collection. Live
male and female individuals were taken for spawning to collect the early
trochophore stage larvae, and their shells were further sampled as mature
end-member crystalline phases. Oysters were spawned in a three litre beaker
of filtered seawater (obtained from Seasalter Shellfish), maintained at 22◦C.
Trochophore stage larvae were sampled by filtering after five hours, when
all live larvae had undergone the transition from embryo to veliger. The
resulting filtrate was immediately frozen in dry ice, and stored frozen until
analysis. Samples were stored at -80◦C for up to 24 hours before analysis.
Freezing has previously been successful in maintaining biogenic amorphous
phases for 48 hours [Politi et al., 2006, 2008].
Prior to X-ray analysis, the samples were loaded into 1mm Kapton capil-
laries. This required a momentary de-frosting of the sample material (for no
more than 30 seconds). Some samples were ground briefly before analysis to
remove single crystal diffraction features, while others were loaded without
grinding. Similar diffraction patterns and PDF functions were obtained from
ground and unground samples.
2.2.4 Data Collection and Analysis
X-ray diffraction data were gathered at Beamline I12 (Hutch 1) of the Di-
amond Light Source (Rutherford Appleton Laboratory), using a large area
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(42 cm x 42 cm) 2D Thales Pixium RF4343 detector at a working distance
of ≈ 427 mm. Samples were mounted in 1 mm Kapton capillary tubes, and
oscillated ±5◦ throughout analysis to help obtain a representative powder
diffraction pattern (minimise the impact of single crystal diffraction spots).
All samples were kept frozen in a N2 vapour cryo stream throughout analysis.
Sample measurements were split over several collections, to prevent the loss
of entire datasets if a collection was interrupted. These sub-measurements
were summed after collection to provide a single diffraction pattern for each
sample.
Scattering data were collected at monochromatic wavelengths correspond-
ing to both 90 (Qmax ≈ 21.91 A˚−1) and 100 keV (Qmax ≈ 24.65 A˚−1), because
the ideal trade-off between peak resolution and Qmax was uncertain. Wave-
length was calibrated using a powdered CeO2 standard using proprietary
routines in Igor Pro. The Pixium detector performed an automatic dark-field
correction alongside each data collection, and regular blank measurements of
an empty Kapton capillary tube were taken throughout analysis. These blank
measurements were summed, normalised to count time and subtracted from
the count-normalised sample patterns to correct for the Kapton scattering
signal.
Data were converted from 2D diffraction patterns to Pair Distribution
Functions (PDFs) in two steps:
1. Reduction from 2D to 1D using the ‘Nika’ package for Igor Pro [Ilavsky,
2012]. At this stage various noise reduction routines and masking op-
tions are available.
2. 1D diffraction patterns are converted to Pair Distribution Function
(PDF) patterns using the PDFgetX3 python package [Juhas et al.,
2013]. At this stage the parameters affecting the fourier transform pro-
cesses of the conversion, and the elemental composition of the sample
become important.
2.2.5 2D Data Reduction
The Pixium detector (Fig. 2.13) is made up of two horizontal panels. In the-
ory, each panel should produce identical patterns, but the diffraction patterns
extracted from the top and bottom panels differed in a non-linear way (Fig.
2.14). Only data from the top detector panel were used for PDF analyses,
owing to a lower density of dead pixels and defects.
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Figure 2.13: A darkfield-corrected diffraction image of an empty Kapton
capillary, used to normalise all sample patterns. Red denotes the mask used
to remove dead pixels, and the central beamstop. The top and bottom panels
of the detector are separated by the horizontal line of dead pixels bisecting
the beamstop. Only data from the top half of the detector was used in
analyses.
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Figure 2.14: The differences between the 100 keV diffraction pattern from
an empty Kapton capillary from the bottom and top detector panels. The
panels differed in a non-linear manner, with between -20 to 40% variations
from the whole detector pattern.
1D diffraction patterns were extracted from the top panel of the Pixium
detector using the ‘Nika’ package, following a standard routine. The raw
diffraction images of the sample and an empty Kapton capillary were nor-
malised to their respective collection times. The empty Kapton diffraction
pattern was subtracted from the sample diffraction pattern. A mask was used
to remove dead pixels, and exclude the bottom half of the detector, and the
beam-stop. A 1D diffraction pattern was generated by circular integration
around a defined centre point (determined from a CeO2 reference material).
The 1D diffraction patterns differed between samples, but were similar
between energies. To compare crude mineralogy, Q-space diffraction patterns
were converted to a CuKα (1.5406A˚) 2θ scale (following eqn. 2.24), and
compared to powder diffraction patterns from geologic calcite and aragonite
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samples measured on a Bruker D8 Advanced diffractometer (Fig. 2.15).
The observed sample diffraction patterns reflect the general mineralogical
observations observed by Lee et al. [2006], showing an evolution from arag-
onitic to calcitic mineralogy throughout larval development. Strong diffrac-
tion peaks from ice crystals were present in all larval samples, which vary
in relative intensity according to the orientation of individual ice crystals.
Diffraction patterns from both adult samples exhibit clear calcite peaks,
while those from larval stages exhibit aragonitic patterns, with the excep-
tion of the trochophore stage, the scattering from which does not present
any crystalline carbonate peaks. Normalised intensity plots are useful to ex-
amine the mineralogy of the specimens, but present a misleading impression
of the abundance of each phase, due to variations in structure factor between
phases. The raw intensities of calcite and aragonite peaks (Fig. 2.16) show
an increase of calcite in adult samples, and a maximum aragonite peak in-
tensity in the mid-late veliger stages, in line with the expected evolution of
larval mineralogy (Fig. 2.11).
Pair Distribution Function Analysis
A Pair Distribution Function (PDF, G(r)) represents the probability of find-
ing an atom in a structure at a given distance from any other. It is equivalent
to the distribution of atom-atom distances, akin to a 1-D Patterson self-
correlation function [Patterson, 1935]. Conversion from high Q-range total
scattering diffraction patterns to PDF was performed using the PDFgetX3
program [Juhas et al., 2013]. The conversion was performed in three steps,
each with parameters that could be tuned to modify the resulting PDF:
Diffraction patterns (I(Q)) were converted to to scattering functions (S(Q)).
This normalises the diffraction pattern such that it oscillates around 1.
The scattering vector limits of I(Q) used to generate S(Q) can be defined
(qmin and qmax), and the composition of the material is defined, since the
normalised S(Q) depends on scattering strengths. The scattering function
(S(Q)) was then converted the structure factor (F(Q)). The maximum Q
limit of S(Q) (qmaxinst) can be defined at this stage, as well as the radius of
the polynomial background correction (rpoly). The F(Q) was then converted
to a radial pair distribution function, G(r), by fast Fourier transformation.
Each parameter defined in the PDF conversion (qmin, qmax, qmaxinst, rpoly) ef-
fects the resulting PDF in different ways. The sensitivity of PDF conversion
to each of these parameters was explored using data from the trochophore
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Early Veliger, dead (<65µm)
Mid Veliger (75−90µm)
Late Veliger (>90µm)
Spats (>260 µm)
Adult 2
Adult 1
Aragonite
Calcite
20 40 60 80
CuKα 2θ
In
te
ns
ity
 (a
.u.
)
Energy (keV)
90
100
Figure 2.15: Intensity-normalised 1D diffraction patterns from all samples,
recalculated to a CuKα 2theta scale, and compared to calcite and aragonite
reference materials. Diagnostic calcite and aragonite peaks are represented
by dashed and dotted lines, respectively. The two adult samples apprear
to be solely calcite, with a small calcite presence in the Spat sample. Spat
and veliger stage larvae bare dominant aragonitic characteristics, with some
additional low angle peaks, not present in the aragonite diffraction pattern.
The aragonite peaks are less dominant in the Trochophore stage, although
they do appear to be present. Blue vertical lines mark diffraction rings from
ice crystals [Dowell and Rinfret, 1960], which vary in height significantly
based on the orientation of the ice crystals.
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Figure 2.16: The raw intensity of calcite (104) and aragonite (221) peaks that
stand apart from the water diffraction peaks. The evolution in mineralogy
implied by the change in peak intensities is in line with the observations of
Lee et al. [2006].
sample (Fig. 2.17).
Sample composition is a significant factor in PDF conversion, and was not
precisely known in the larval samples. Samples are predominantly a mixture
of water, organic matter and CaCO3, in unknown proportions. The organic
matter was approximated following the Redfield ratio (C106N16P; Redfield
[1934]):
Sample = a[CalciumCarbonate] + b[OrganicMatter] + c[Water] (2.27)
Sample = a[CaCO3] + b[C106N16P] + c[H2O] (2.28)
where a+b+c = 1.
The differences in atom scattering factors between elements (Fig. 2.12)
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Figure 2.17: The effect of each of the parameters defined during the PDF con-
version is evaluated, with all other parameters set to default values (qmin=0,
qmax=25, qmaxinst=22, rpoly=0.9). These parameters either acted to
change the magnitude of the G(r) fluctuations, or alter the magnitude of
‘ringing’ artefacts. A combination of parameters that minimised ringing
artefacts, while maximising the G(r) fluctuations was chosen, and applied
to all PDFs. These were: qmin=1, qmax=22, qmaxinst=25, rpoly=0.9.
mean that organic matter and water will have a relatively minor effect on
the diffraction pattern, compared to a similar volume of calcium carbonate.
However, as the relative abundances of materials in the samples is unknown,
the sensitivity of PDF conversions to sample composition must be evalu-
ated. The effect of sample composition was assessed by generating multiple
PDFs, varying the sample composition by 10 wt% steps between the three
end-member substances (water, organic matter and CaCO3; Fig. 2.18). To
evaluate the magnitude of change attributable to each component, the sum of
squared difference between variable composition PDFs and a PDF generated
solely with CaCO3 was calculated, as Ca produces the most intense scatter-
ing, and should be the main component of the X-ray diffraction pattern, if
it is present. In general, the introduction of water had a much larger effect
on the PDF than the introduction of organic matter.
The presence of water acted to amplify the variation in the resulting PDF,
while the introduction of organic material dampened PDF oscillations. No-
table deviations from this trend are observed at R < 2 A˚, particularly in
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Figure 2.18: The effect of varying the composition of the sample between
CaCO3, organic matter and water end members on the PDF generated from
the Trochophore and Adult samples. Range plots on the left show the Q-
dependent effect of composition on the PDF, with the three end member lines
calculated. Ternary plots on the right denote the sum of squares difference
from the CaCO3 end member, and is an indication of how sensitive the PDF
is to each component.
the Trochophore sample, where the variation in components of the sample
significantly alters the PDF. This effect was less pronounced in the Adult
sample, which is predominantly calcite. Above R ∼ 2A˚, variations in com-
position modified the amplitude of the PDF in a relatively uniform way over
the range of distances calculated, and should not have a significant effect on
interpretation. Uncertainties in sample composition preclude meaningful in-
terpretation of data at R < 2 A˚ in poorly crystalline samples (Trochophore,
Veliger and to a lesser degree, Spat). Taking these factors into account, the
resulting PDFs for all analysed samples were calculated, assuming 80 wt%
CaCO3, with 10 wt% each water and organic matter.
Sample PDFs show marked differences between different larval stage sam-
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ples (Fig. 2.19). The 100 keV data show discernably higher resolution than
90 keV PDFs in the veliger-spat samples, demonstrating the importance of
collecting data to high Qmax over peak resolution. Both adult samples are
qualitatively identical for the two wavelengths used, as well as to each other
within experimental error, and are a good match to the PDF of calcite (cal-
culated from calcite structure using PDFgui; Farrow et al. [2007]). Veliger
and spat samples all exhibit similarities to the PDF of aragonite, but present
some consistent differences, notably at 4.5, 7.5, and 14 A˚. The trochophore
PDF is characteristic of an amorphous material, with pronounced peaks < 7
A˚, and relatively featureless above 7 A˚. The most prominent of the differ-
ence between veliger and aragonite PDFs align with major feature of the
trochophore PDF (at 4.5 A˚), suggesting that the substance responsible for
the trochophore PDF may also be present in the other larval stages. These
differences could be attributable to organic material, ice or ACC.
It is unlikely that additional signal arises from ice crystals, given the long-
range order inherent in its crystalline structure (Fig. 2.20), and the relatively
low scattering factors of H and O. This narrows the additional signal down to
either organic matter or ACC. If present in the sample, Ca has the strongest
atomic scattering factor by around an order of magnitude (Fig. 2.12), which
favours the detection of ACC over organic matter. The dissimilarities from
the ACC pattern of Goodwin et al. [2010] and the mismatch between the
trochophore PDF peaks and ACC coordination shells determined by EXAFs
spectroscopy [Addadi et al., 2003] do not favour the assignment of the tro-
chophore PDF to a form of ACC (Fig. 2.19). However, EXAFs and Raman
studies note that each form of ACC investigated at an atomic level has had
a distinct microstructure [Addadi et al., 2003; Weiss et al., 2002], which sug-
gests that the Trochophore PDF could indeed represent a distinctive ACC
phase, with the dominant coordination shells at 3.75 and 4.5 A˚ suggesting a
previously unobserved ‘loose’ structure. The observation that biogenic ACCs
are anhydrous [Addadi et al., 2003; Politi et al., 2006; Raz et al., 2003], and
bear a nascent short-range order similar to the phase that they will transform
into [Politi et al., 2006] further supports the assignment of the trochophore
PDF to an ACC phase: the prominent features of the PDF are similar to the
main short-range features of aragonite in the veliger samples.
Chapter 2: Biomineral Formation 49
Calculated
Calcite
Adult 1
Adult 2
Calculated
Aragonite
Spats
(>260 µm)
Late Veliger
(>90µm)
Mid Veliger
(75−90µm)
Early Veliger
(<65µm)
Trochophore
(35−50µm)
Goodwin et
al, 2010
0 5 10 15 20
r ( A°  )
G
(r)
Energy (keV)
100
90
Figure 2.19: PDFs generated from all datasets, compared to that collected by
Goodwin et al 2010 from inorganic ACC, and calculated aragonite and calcite
PDFs. PDFs of both adult samples (P-1 and P-2) bear a strong similarity to
that of calcite. Data from veliger and spat show aragonitic features, but bear
some significant differences. The trochophore sample has a PDF distinct from
from other larval samples, with a less pronounced long-range order. None
of the generated PDFs is a perfect match for that produced by Goodwin
et al. [2010] (main peak marked by dashed line), and the main trochophore
PDF peaks did not match any of the ACC coordination sphere distances,
determined from EXAFs data [Marked by vertical grey lines; Addadi et al.,
2003]. The greyed out area on the left denotes the region of prohibitive
uncertainty caused by the uncertainties in sample composition.
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Figure 2.20: Calculated PDFs from two different types of ice: Ice II and
Antarctic ice. Structure data for the calculations are from Kamb [1964] and
Fortes et al. [2004], respectively.
2.3 Conclusions
Pair Distribution Functions have great potential in the analysis of in-vivo
ACC phases. The minimal sample preparation, and suitability for struc-
tural investigations of amorphous phases [e.g. Goodwin et al., 2010], render
the technique highly suitable for investigating biogenic ACC. As highlighted
by this preliminary investigation, deconvolving the contributions of organic
matter, ice, crystalline phases and ACC is complex, and requires a compre-
hensive knowledge of sample composition. A detailed compositional analysis
of samples following X-ray data collection (i.e. quantifying C, N, P, Ca and
water content) would aid the interpretation of the PDFs, and should even-
tually allow the refinement of specific ACC structures using reverse Monte
Carlo methods, as demonstrated by Goodwin et al. [2010]. Such analyses of
composition require considerable quantities of sample, which may preclude
the application of this technique to species that are not available on a com-
mercial scale, or easily cultured.
The analysis performed here demonstrates that the early stage biominer-
alisation of oyster larvae moves from a discernible short-range ordered (peaks
out to 5 A˚), but long-range disordered, trochophore stage, which is distinct
from the veliger stage. The PDFs of early, mid and late veliger stages are
all similar, indicating little change in biomineralogy through these growth
stages. The structure of the skeletal parts of spats appears similar to that of
aragonite, with some tentative sign of calcite formation. Calcite production
is a minor component of the skeleton, until the adult shell begins to form.
From these results, it appears that the form of ACC present in-vivo in
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larval oysters is quite distinct from the structure observed by Goodwin et al.
[2010]. By association, it can be inferred that the crystallisation pathway
of the ACC is also distinct. Goodwin et al. [2010]’s ACC developed rapidly
into crystalline calcite. The ACC of trochophore stage larvae is structurally
distinct, as seen in it’s PDF. The PDF of trochophore ACC bears more
resemblance to the aragonitic veliger stages than Goodwin et al. [2010]’s
ACC, agreeing with previous observations that biogenic ACC bears a nascent
short-range order similar to the phase that it will transform in to [Politi et al.,
2006].
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Chapter 3
Photo-Electron Microscopy of
Biominerals: Trace Element
Heterogeneity
Marine organisms obtain the majority of ions for biomineral production di-
rectly from seawater. Given the relative abundance of ions in seawater (Table
3.1), it is not surprising that the carbonate minerals they deposit are not per-
fectly pure: carbonate biominerals contain trace amounts (generally less than
0.5 wt%) of ‘foreign’ chemicals. The ‘trace element’ content is usually far
below the composition predicted by seawater chemistry and inorganic precip-
itation experiments [de Nooijer et al., In Press]. This trace element deficit,
combined with the barriers to precipitating carbonate directly from seawater
[Dove and Jr, 1993; Dove et al., 2004], reveals that biominerals are produced
in a biologically controlled environment that is distinct from seawater. The
organism maintains a fine control over the composition of a ‘calcification
fluid’, as well as exerting specific influences over the architecture of crystal
growth, by means of organic ‘scaffold’ structures, and gel-like matrices [Ad-
dadi and Weiner, 1985; Addadi et al., 2006; Weiner and Dove, 2003; Weiner
and Erez, 1984]. All these processes can act to vary the trace element content
of the mineral [Cusack and Freer, 2008; Scho¨ne et al., 2010].
It therefore follows that any factor that effects the processes controlling
biomineralisation, will have a consequent effect on the trace element content
of the mineral. The biological processes controlling the calcifying fluid are
sensitive to the physical and chemical environment they are exposed to [Ben-
tov and Erez, 2006], linking the external environment to the site of mineral
growth. On a more fundamental level, the processes of mineral growth and
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Table 3.1: The composition of seawater [SW; DOE, 1994], and the calcite
test of a typical hyaline planktic foraminifera [de Nooijer et al., In Press].
mol/mol Ca mmol/mol Ca
Element mol kg SW−1 g kg SW−1 SW Foram
Cl– 0.54586 19.3524 53.099 trace
Na+ 0.46906 10.7837 45.628 6.5
Mg2+ 0.05282 1.2837 5.138 1
SO4
2– 0.02824 2.7123 2.747 3.125
Ca2+ 0.01028 0.4121 - -
K+ 0.01021 0.3991 0.993 1.5
HCO3
– 0.00177 0.108 0.172 -
Br 0.00084 0.0673 0.082 trace
B(OH)3 0.00032 0.0198 0.031 -
CO3
2– 0.00026 0.0156 0.025 -
B(OH)4
– 0.0001 0.0079 0.010 trace
Sr2+ 0.00009 0.0079 0.009 1.1
F– 0.00007 0.0013 0.007 trace
CO2 0.00001 0.0004 0.001 -
OH– 0.00001 0.0002 0.001 -
impurity incorporation are also sensitive to the mineralisation environment,
so physical parameters that cannot be excluded from the calcification site
by biology (e.g. temperature) also exert an influence over the trace element
content of a biomineral [Katz, 1973; Mucci, 1987; Mucci and Morse, 1983].
The environmental sensitivity of physical crystal growth processes and the
biological mechanisms controlling the chemical growth environment combine
to endow the trace element and isotopic composition of carbonate biominer-
als with an ability to record the environment they were produced in [Bender
et al., 1975; Boyle, 1981, 1988; Broeker and Peng, 1982]. This trait has al-
lowed the extensive reconstruction of a wide range of palaeo-environmental
parameters from these carbonate archives of past climate [Table 1.1, Elder-
field and Ganssen, 2000; Lea, 2003; Misra and Froelich, 2012; Pearson et al.,
2009; Yu et al., 2007].
While indispensable to our understanding of global climate cycles, the
combination of biological and physical processes that determine trace ele-
ment content can make the resulting palaeo-proxies hard to decipher, and
can obscure the true driver behind a trace chemical trend [e.g. Pagani et al.,
2005a; Scho¨ne, 2008]. The key to deconvolving these biological and physical
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controls on trace element content lies in the chemical heterogeneity of the
minerals. Biominerals are heterogeneous at multiple levels: between species,
differences in the mechanisms of ion transport and calcification can drive
order-of-magnitude differences in trace chemistry Dodd [1967]. Within indi-
viduals the chemistry of different anatomical parts [Cusack and Freer, 2008],
or between material laid down at different life stages [Cusack and Freer, 2008;
Elderfield et al., 2002], can vary significantly. And finally, chemistry can show
systematic variations at the nano-scale within sections of biomineral [Bran-
son et al., 2013; Eggins et al., 2003, 2004; Erez, 2003; Kunioka et al., 2006;
Sadekov et al., 2005, 2010]. These nano-scale chemical patterns are the hall-
marks of biomineralisation processes, and hold the key to understanding the
processes of mineral growth and trace element incorporation in biominerals,
and thus the mechanisms behind palaeo-proxies.
3.1 Mapping Trace Elements at the Nano-
Scale
The first suggestions of small-scale trace element heterogeneity in biomin-
erals came from the electron microprobe analysis of bivalve shells [Wada
and Suga, 1976], and further experiments expanded into proton microprobe
analyses [Carriker et al., 1982]. These experiments revealed multi-element
ontogenetic variation in the shells, but were unable to access the underly-
ing micro- and nano- scale variability. All these early analyses were limited
in spatial resolution by instrument technology, with focussed beam sizes in
excess of 400 µm.
The first glimpses into micro-scale trace element variability in biomin-
erals were gained after the advancement of electron microprobe techniques
allowed the use of a single micron-sized focused electron beam to produce
over-sampled transects and raster maps of trace element chemistry [Eggins
et al., 2004; Erez, 2003; Sadekov et al., 2005]. These techniques revealed
the systematic variation of multiple trace elements (Ca, Mg, Sr, S and Na)
within the tests of foraminifera. The adaptation of laser ablation mass spec-
trometry (LA-ICPMS) techniques [Eggins et al., 2003; Sadekov et al., 2010]
provided a further advance in the assessment of foraminiferal heterogene-
ity. These techniques brought the power of inductively coupled plasma mass
spectrometry (ICPMS) analysis, able to measure a wider range of elements
as well as isotopes, at the cost of spatial resolution. Efforts were also made
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to explore particle-induced X-ray emission (PIXE) microscopy [Gehlen et al.,
2004], which benefits from being a non-destructive technique. However, the
PIXE techniques suffers from lower spatial resolution (∼ 2 µm), without sig-
nificant gains in measurement sensitivity, or the range of accessible trace el-
ements. Further technological developments have made secondary ionisation
mass spectromety (SIMS, micro-SIMS, and later nano-SIMS) instruments
available for carbonate analyses, allowing the measurement of multiple el-
ements and isotopes at micron [Kunioka et al., 2006] and down to 25 nm
scales (Eggins & Sadekov; Gagnon et al, both unpublished), marking the
state-of-the-art in spatial trace element measurements.
All the above techniques have been invaluable in revealing the fine scale
trace element variability driven by biomineralisation mechanisms. However,
in most cases these studies reveal additional layers of complexity in biomin-
eralisation processes, which raise further questions about the incorporation
mechanisms of trace elements. For example, the coincidence of trace element
variations with organic-rich regions [e.g. Erez, 2003] suggest that these trace
elements might be hosted in organic molecules, rather than in the mineral
lattice. To address these questions, techniques that reveal the nano-scale dis-
tribution, as well as the atomic coordination of trace elements are necessary.
These techniques would identify whether trace elements are hosted in the
mineral lattice structure, in organic materials, or in an alternate interstitial
phase.
Spectroscopic techniques to investigate the atomic coordination of indi-
vidual elements within a structure have been developed over the last decades
at synchrotron light sources. Various forms of X-ray absorption spectroscopy
(XAS), including Near Edge X-ray Absorption Fine Structure (NEXAFS
or, synonymously, XANES) and Extended X-ray Absorption Fine Structure
(EXAFS) spectroscopy, have been applied to investigate element coordina-
tion in bulk biomineral samples [Finch and Allison, 2007, 2008; Foster et al.,
2008, 2009]. The development of synchrotron X-ray microscope instruments,
providing fine-focused, monochromatic X-ray beams, has added spatial dis-
cretion to these techniques, allowing the simultaneous nano-scale mapping
and spectroscopy of specific elements within a structure [Branson et al., 2013;
Cuif et al., 2003; Cusack et al., 2008b; Farges et al., 2009]. Such techniques
provide a route to developing a comprehensive picture of trace element in-
corporation in biominerals.
While these techniques were developed primarily for use in condensed
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matter physics and materials sciences, they can be pushed to their limits to
analyse trace elements in carbonate biominerals. Such data provide quali-
tative nano-scale maps of trace element abundance, as well as information
on the atomic-level coordination of specific elements, providing unparalleled
insights into the formation of biominerals, and the incorporation of trace ele-
ments. The ability of X-ray spectroscopy to target specific elements within a
structure is fundamental to the material in this, and the following two chap-
ters (4 & 5). It is therefore necessary to briefly consider the background of
these techniques, and the importance of synchrotron light sources in facili-
tating them.
3.1.1 Element Specific X-ray Spectroscopy
The key principle underlying X-ray spectroscopy is the potential for incoming
ionising radiation to excite a core electron of an atom to an unoccupied higher
state, leaving a core hole. The excitation of the electron absorbs a photon of
the incoming radiation (Fig. 3.1.1), and the filling of the core hole left by an
excited electron emits a photon of light (Fig. 3.1.2a). Auger processes can
further create a cascade of electrons to fill the core hole, causing an electron
to escape the sample surface (Fig. 3.1.2b). These two reactions underpin
absorption and fluorescence spectroscopy.
For a core electron to be excited, the energy of the incoming radiation
must equal the binding energy of an occupied electron shell. Thus, the unique
electronic configurations of atoms allows X-ray spectroscopy to target spe-
cific elements within a structure, by tuning the energy of the incident X-ray
radiation. The spike in X-ray absorption at a given energy is termed an
absorption ‘edge’. An atom can have multiple edges, corresponding to the
binding energies of the various electron shells (K, L, M, N, O, P and Q) and
subshells (s, p, d, f and g). The precise position of the edge can vary with by
the redox state of the atom, which alters the binding energy of the electron
shells (Fig. 3.2).
Beyond the absorption edge, further spectral features are produced by
multiple scattering effects (in the ‘near-edge’ region out to +150 eV above
the edge) and atom pair scattering effects (in the ‘fine structure’ region, from
150-2000 eV above the edge). Two distinct types of spectroscopy have been
developed to investigate these regions: Near Edge X-ray Absorption Fine
Structure (NEXAFS, synonymous with X-ray Absorption Near Edge Struc-
ture, XANES), and Extended X-ray Absorption Fine Structure (EXAFS).
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Figure 3.1: When the energy of incoming ionising radiation is equal to the
binding energy of an occupied electron shell (n), an electron will be excited
to an unoccupied higher state (u). The excitation of this electron absorbs
a photon of the incoming radiation (1). This leaves a core hole in an inner
electron shell, that must be filled. The replacement electron can either come
from the unoccupied shell that the original electron was excited to (u) or,
more commonly, from an alternate higher occupied shell (n’). The refilling
of the core hole produces two observable effects: (2a) an electron falling back
into the hole emits a photon, and (2b) Auger effects can lead to the escape
of a secondary electron from the sample surface.
The EXAFS features are useful for accessing atom pair information, allowing
quantitative reconstruction of atom coordination environments using Fourier
transform methods [Addadi et al., 2003; Hasse et al., 2000, for biomineral-
isation examples]. However, this technique is poorly suited for the analysis
of trace elements, where high-order absorption features from more abundant
elements can easily obscure minor EXAFS patterns. This technique is not
dealt with further in this thesis.
The NEXAFS technique is better suited for the analysis of trace elements,
as they depend on a much smaller energy window, and so provide less oppor-
tunity for interference from other elements. The NEXAFS spectrum provides
qualitative information on the coordination state of the element of interest,
by comparison to known standard reference materials. Attempts have been
made to model NEXAFS spectra, but the quantum dynamical nature of the
interactions have thus far precluded the accurate fitting of NEXAFS data
from theory.
The unifying factor of X-ray spectroscopy data is the requirement for
an intense, tunable source of X-rays. The sub-eV energy precision is vital
to the accuracy of the NEXAFS spectra, and high intensity facilitates the
collection of adequate count statistics from low-yielding samples on a feasible
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Figure 3.2: The NEXAFS or XANES spectrum is made up of three parts: the
pre-edge, where the target element is absorbing none of the X-rays, the edge,
which corresponds to the binding energy of an electron shell of the target
element. The precise position and shape of the absorption edge is determined
by the redox state of the element, and its immediate coordination. Finally,
the post-edge (to +150 eV) has a higher base absorption rate than the pre-
edge, and is shaped by multiple scattering from the element’s next-nearest
neighbours, out to two binding shells from the target element. Effects in this
regions are quantum mechanical, and are extremely difficult to model. An
idealised edge is shown by the dotted line, and a more realistic edge is shown
by the solid line. The deviation from the idealised sharp edge is caused by
subtle variations in the local atomic environment of the target element within
a sample.
experimental timescale. To meet these requirements, it is necessary to turn
to synchrotron light sources.
3.1.2 Synchrotron Radiation
X-ray light for use in experiments (e.g. powder diffraction or CT scanning)
can be generated in the laboratory, using specialised light bulbs known as
X-ray tubes. These devices emit X-rays by bombarding an anode target with
high energy (40 kV) electrons from a tungsten filament, producing a discrete
wavelength corresponding to the X-ray emission lines of the anode target
material (typically Cu, Mo or W). The X-ray wavelength produced can be
selected using a monochromator crystal, or by filtering with absorbing foils.
Fundamentally, the energies produced by laboratory sources are constrained
to a specific wavelength, determined by the anode material in the X-ray
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tube. Furthermore, the radiation generated is incoherent, with an intensity
limited by the filament current. For any type of spectroscopy experiment,
it is necessary to finely tune the energy of the incident radiation, which is
difficult using laboratory X-ray tubes.
Synchrotrons are a type of circular particle accelerator originally devel-
oped by the high energy physics community, which accelerate electrons close
to the speed of light in a guiding magnetic field generated by a ring of elec-
tromagnets, termed ‘bending magnets’ (Fig. 3.3). Once at high energy, these
electrons may be passed through an insertion device (an ‘undulator’ or ‘wig-
gler’), which oscillates the electrons to produce brilliant, monochromatic,
coherent and polarised light. The oscillation of electrons in the undulator
enhances synchrotron X-ray emission at the apex of each oscillation. These
X-rays add constructively, and produce intense harmonics in the emitted ra-
diation. Changing the gap between the undulator magnets, and selecting the
emitted harmonic by altering the exit slits of the monochromator allows the
photon energy of the resulting X-rays to be fine-tuned to a specific required
energy.
The radiation produced by the insertion device is brilliant, polarised and
tuneably near-monochromatic. The use of such insertion devices increases
the X-ray intensity by many orders of magnitude, with X-rays from a syn-
chrotron undulator being up to 10 orders of magnitude more intense than
a standard laboratory X-ray tube. Before use in experiments, the beam is
further refined using a monochromator (by difraction from a crystal that can
be tilted and bent to select specific wavelengths, and shape, or ‘condition’
the beam), and passed through various aperture slits to achieve the beam
characteristics required by the experiment. Depending on the nature of the
instrument and the experiment the beam can be left in this ‘raw’ state, and
simply used to illuminate a sample, or can be focussed to a fine point us-
ing diffractive X-ray lens optics, known as a zone-plate. A zone plate uses
Fresnel diffraction of X-rays to focus the incoming radiation on to a specific
point on the sample. The specific optic arrangements of different beamlines
vary widely, depending on the experimental requirements of the end-station:
beam size, energy, intensity and polarisation etc.
3.1.3 Photo Emission Electron Microscopy
In this chapter, I employ Photo-Emission Electron Microscopy (PEEM),
which images the secondary electrons emitted from the sample surface (Fig.
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Figure 3.3: The generation of synchrotron X-rays begins with the produc-
tion of electrons from a cathode, which are fed into the linear accelerator.
These electrons are fed into the booster synchrotron, where they are further
accelerated to ∼99.99% the speed of light; the operating speed of the stor-
age ring. Electrons are introduced from the booster synchrotron into the
storage ring (10s-100s m in diameter) in ‘bunches’. These electrons travel
round the storage ring, passing through the insertion devices at the junctions
with beamlines, generating X-rays with specific, tuneable characteristics for
experimental use. A typical insertion device, an undulator, is conceptually
illustrated on the right. In this device, periodic alternating pairs of magnets
cause the electrons to oscillate, add constructively and emit coherent brilliant
X-rays. The emitted X-rays pass into the beamlines, where optical elements
include a monochromator, apertures and collimators to produce the specific
beam characteristics required by the experiment.
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Figure 3.4: The PEEM optics that focus and detect secondary electrons
excited from the sample.
3.2.2b) caused by exposure to ionising radiation of a specific energy. Rather
than focussing the X-rays onto a specific point on the sample, this technique
illuminates the entire sample in a wide beam of synchrotron X-rays. The
emitted photo-electrons are passed through magnetic electron-optics to fo-
cus them onto an imaging sensor, allowing nm-scale 2D imaging at specific
X-ray energies (Fig. 3.4). The first PEEM instruments used ultra violet
(UV) radiation to excite surface photo-electrons [Bru¨ch, 1933], and served
to demonstrate the potential of PEEM instruments to measure topography,
chemical composition and the magnetic properties in a sample. The utility
of PEEM has evolved with improvements in detectors, electron optics, and,
vitally, the availability of synchrotron light sources, moving to higher ener-
gies than UV. Exposure to any type of ionising radiation will cause a sample
to produce secondary electrons, but synchrotron light brings the ability to
fine-tune the wavelength of coherent monochromatic X-rays to target the
electronic structure of specific atoms in a structure.
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Figure 3.5: The foraminifera Amphistegina lessonii. This benthic, single-
celled amoeboid protist produces an intricate shell (or ‘test’) ∼ 500µm
in diameter. The region of the shell studied in this experiment repre-
sents a cross section through the outer part of the test wall. Image from
www.foraminifera.eu.
The distribution of Mg, Na, S and Fe in foraminifera, brachiopod and
ostracod specimens were investigated using the Spin-resolved Photo Emis-
sion Electron Microscope (SPEEM) branch of the BESSY II synchrotron
(beamline UE49-SPEEM), Berlin.
3.2 PEEM Analysis of Biominerals
3.2.1 Sample Preparation
Samples of foraminifera (Fig. 3.5), ostracod (Fig. 3.6) and brachiopod (Fig.
3.7) calcite were analysed. Foraminifera of the species Amphistegina lessonii
were obtained from a stock culture maintained by Dr G Langer (Depart-
ment of Earth Sciences, Cambridge). Specimens of Krithe ostracods were
obtained from Dr A Elmore (Durham University), from a core top taken at
2700m on the Gardar Drift (Iceland Basin, NE Atlantic), well above the lyso-
cline (4000 m). Brachiopod specimens of Liothyrella uva from the Antarctic
peninsula were obtained from Dr E Harper (Department of Earth Sciences,
Cambridge) and Prof L Peck (BAS, Cambridge). The brachiopods came from
an ocean acidification incubation experiment, and were grown under ambi-
ent (∼390 ppm) CO2, then transferred to an elevated (∼ 1221 ppm) CO2
environment. Approximately half the shell of the specimen examined here
was grown under the elevated CO2 conditions, and allows the comparison of
trace elements in the calcite grown under different conditions.
Samples were mounted in epoxy resin and polished, following a modifica-
tion of standard petrographic sample preparation techniques. Samples were
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Figure 3.6: An ostracod of the genus Spelaeoecia. The animal looks a lot
like a small shrimp living inside a bivalved carapace up to ∼ 500µm long,
which it can open and close. This genus, and the Krithe examined here, are
benthic in habit, and crawl around over the surface of the sediment, eating
bacteria and detritus from the surface of fine sediment grains. The carapace
material examined in this chapter is a view of a cross section through one
valve of the carapace. Image from NOAA.
Figure 3.7: Brachiopods are superficially similar to bivalve mollusks, but have
very different biology and shell structure. These Liothyrella uva specimens
are found in the Antarctic ocean, where they feed on plankton that they filter
from the seawater. A cross-section of a shell ∼ 2 cm in diameter is examined
here. Image from http://antarcticdiver.wordpress.com.
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broken to expose regions of interest, and attached to a resin preparation
mount, with the region of interest attached with carbon tape, in plane with
the base of the mount. An EpoFix epoxy resin was prepared, and poured del-
icately over the samples, to minimise disturbance. Still wet, the resin mounts
were placed in a vacuum oven, pumped down to a rough vacuum for five min-
utes, and brought back to atmospheric pressure. This pump/vent cycle was
repeated six times (until the resin no longer bubbled under vacuum), to allow
maximum degassing. This was necessary because of the ultra-high vacuum
maintained in the PEEM chamber, to minimise the possibility of degassing
during the experiment preventing data collection. Resin mounts were left
to set for 36 hours. Once set, the resin discs were removed from the sam-
ple mounts, and remnant adhesive from the carbon tape was removed using
petroleum ether. Rough edges and defects were removed from the discs using
400 grade polishing paper. The reverse side of the discs were roughly sanded,
to reduce the sample thickness to ∼ 2mm (required to fit into the PEEM
sample holders). The sample surface of the discs was then polished, using
an increasingly fine sequence of polishing papers (from 400 to 4000), then
using diamond solutions (6 - 0.1 µm), and finally using colloidal silica (1-5
nm). Following polishing, samples were cut to the required PEEM dimen-
sions using a diamond saw, being careful not to scratch the surface. Because
of the reliance of the PEEM technique on achieving high electronic potential
at the sample, the samples then underwent a two step carbon coating, to
provide a thin (1-2 nm) conductive coat over the sample region, and a thick
coat on the resin (∼ 50nm). To achieve this, small protective paper windows
were placed over the specimens, and a thick carbon coat was applied to the
surrounding area. The paper windows were then removed with compressed
air, and a second, thin carbon coat was applied to coat the entire sample
surface.
At the beamline, samples were mounted in proprietary PEEM sample
holders, designed to secure the specimen and provide a conductive path
across the sample surface. Samples were loaded into a primary chamber,
and pumped down until a sufficient vacuum was attained to allow transfer to
the manipulation chamber (< 10−7 mbar). Once in the manipulation cham-
ber, samples were left to degass until the vacuum reached beamline operation
level (∼ 10−9 mbar, requiring up to 24 hours).
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Table 3.2: The electron binding energies of elements studied here, within the
range of the PEEM instrument (180-1800 eV). Data from Thompson et al.
[2009].
Elements Energy (eV) Edge
Na 1070.8 K
Mg 1303.0 K
S 162.5-163.6 L2-3
Fe 719.9 L2
3.2.2 Data Collection and Analysis
Two forms of data were collected during analysis: spectral image stacks
(Mono S scan) and difference maps between specified on- and off-peak ener-
gies (X scan). Data were collected at either the K or L2-3 edges of Mg, Na,
S and Fe(Table 3.2).
Data were analysed using a proprietary set of macros written within
IGOR Pro [Kronast, 2013].
Spectral Image Stacks (Mono S)
Spectral image stacks were collected by performing a monochromator sweep
(Mono S) scan (continuously changing the energy between two points over
a set period), while continuously capturing images of a set exposure length
throughout the energy change. Thus, each image represented the integrated
electron yield over a known energy range, defined by the rate of the Mono S
scan, and the image collection time. This setup maximised data collection
efficiency, but reduced the energy resolution of the resulting spectra, as each
image integrated over the energies between each step, rather than recording
an image at a discrete energy. It is possible to record discrete energy step
scans on this instrument, but this greatly increases collection times, and was
not feasible in the timeframe of the experiment. For NEXAFS spectral scans
the range extended to approximately -15 eV and +30 eV either side of the
edge under consideration (Table 3.2), collecting an image every 0.5 seconds,
equivalent to 0.1-0.2 eV. In processing, numerous image stacks were collected,
which were aligned and summed in IGOR Pro, and resampled to a uniform
eV scale. Cumulative count times for different specimens and elements are
provided in Table 3.3. Spectra were extracted from specific regions within the
specimen to examine element coordination as a function of spatial coordinate.
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Table 3.3: The total detector count times (in seconds per energy step) for
spectra and map collections. Where X Scan count times are not specified,
but maps are shown, the maps were extracted from the Mono S scans, and
those count times apply.
Mono S X Scan
Sample Element (Spectra, s) (Map, s)
Foraminifera Mg 5 -
Na 0.5 -
Ostracod Mg 13 4400
Na 0.5 -
S 1 1200
Fe 0.5 1200
Brachiopod Mg 3 1680
(Normal CO2) Na 0.5 1200
S 2.5 1200
Brachiopod Mg 2.5 1200
(High CO2) Na 0.5 2000
S 3 1200
After extraction, spectra were imported into R [R Core Team, 2012],
where a linear background running through the first and last five points
of each spectrum was subtracted, and each spectrum was normalised to a
uniform scale (0-1). It is important to note that while spectra from different
specimen regions may appear qualitatively identical, in reality the intensity
of the spectrum may have been different. This demonstrates a change in the
concentration of the element under examination, without a change in the
local atomic environment. The similarity of coordination inferred from the
similarity of the spectra is valid.
Difference Maps (X scan)
Difference maps were used to map peak intensities, and provide a qualita-
tive map of trace element distribution in the specimen. Difference maps
correct an on-peak image for non element-specific emission and illumination
inhomogeneities, thus revealing the variation in edge peak height across the
specimen. Sets of 40 on-edge and 40 pre-edge images of two seconds expo-
sure each were collected, aligned and summed in IGOR Pro. The summed
on-edge images was then divided by the pre-edge image, to provide the peak
intensity map. Total collection times for difference maps of all specimens
and elements can be seen in Table 3.3.
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Instrument Limitations
The PEEM instrument is designed and optimised for analysing conductive
samples, which are normally manufactured, and extremely well characterised.
A number of challenges arose in applying this technique to resin-mounted
calcium carbonate specimens. The specimens considered here are electrical
insulators, which poses a significant surface charging problem and consequent
high chance of image distortion. The affect of ionising radiation on the spec-
imens is largely unknown, although at the relatively low energies considered
here, the risk of damage is low. However, samples were continuously ex-
posed to a high current throughout the experiment, increasing the risk of
damage, particularly to delicate organic structures. The PEEM technique is
extremely surface-sensitive (top 10s of nm), making the quality of the results
particularly sensitive to the condition of the sample surface, and the sample
preparation techniques.
The reliability of element mapping with the PEEM instrument is ad-
versely affected by the lengthly data processing required to align and com-
bine Mono S datasets, extract NEXAFS spectra, and identify the position of
absorption edges. Combined with the high cost, and inevitable shortages of
instrument time, this produces a pressure to quickly and ‘roughly’ identify
edge and pre-edge energies of an element for mapping, which on further ex-
tensive analysis may be revealed to be imperfectly placed, at peak shoulders,
or missing the peak entirely. Where this was realised mid-experiment, the
pre-edge and edge energies of the peak map scans were adjusted accordingly,
and maps were created from a compilation of these datasets. Where no edge
was evident in the NEXAFS spectrum, the pre-edge and edge energies were
used from the closest analogue specimen.
In spite of all these drawbacks, the PEEM instrument has the potential
to provide an unparalleled route to the simultaneous nano-scale mapping of
trace element distribution and determination of trace element coordination.
While other techniques [e.g. STXM, Chapters 4 and 5; Branson et al., 2013]
are also capable of this (at higher energy resolution), they require extensive,
costly sample preparation procedures that have the potential to damage and
alter the specimens. PEEM samples simply require polishing to an extremely
fine finish, which by comparison is cheap, easy and fast. This technique has
the potential to provide a new, relatively low-cost means of investigating
trace elements in biominerals.
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Figure 3.8: The original defective (left) and reconstructed (right) electron
microprobe maps of the brachiopod specimen.
3.3 Electron Probe Maps
To augment the PEEM data, electron microprobe maps of the specimens were
taken after the PEEM analysis. Wide scale chemical maps of the specimens
would have been invaluable in identifying and choosing sample regions while
at the PEEM instrument, but the surface damage inherent in the electron mi-
croprobe mapping technique would have introduced significant topography,
and rendered PEEM analyses impossible. Electron microprobe maps were
collected using a modified technique after [Sadekov et al., 2005], employing
a finer beam (∼1 µm Θ), and a smaller step size (0.5 µm).
In mapping these specimens, the resin-mounted carbonates are prone to
charging, which can cause the electron beam to shift erratically. In these
cases, a severely distorted, artefact-ridden image is produced, which compli-
cates analysis. In mild cases, it is possible to reconstruct the defective image,
by aligning lines of pixels based on the locations of the specimen edges (iden-
tified by maximum intensity differential). This procedure is imperfect, as it
cannot be guarunteed that the beam shift is restricted to one dimension, and
it can also drift perpendicular to the line of pixels in the image. However,
provided with an estimate of the original edge position, the lines of defec-
tive pixels can be realigned to produce a serviceable, qualitative map of the
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specimen.
This procedure has been performed on the brachiopod microprobe maps
presented later in this chapter (Fig. 3.19). The effects of the reconstruction
can be seen in Figure 3.8.
3.4 PEEM Results and Discussion
3.4.1 NEXAFS Spectra
Before elemental maps could be generated from PEEM data, the position
of the absorption edge of the element of interest had to be determined in
each specimen. To characterise the absorption edge, Near-Edge X-ray Ab-
sorption Fine Structure (NEXAFS, Section 3.1.1) spectra of each element
were collected from selected specimen regions. The collection of NEXAFS
spectra allowed the identification of the absorption edge and pre-edge posi-
tions specific to the specimens, to allow the creation of element-specific peak
maps.
Spectra were collected for Mg, Na, Fe and S in foraminifera, ostracod
and brachiopod (from ambient and elevated CO2) specimens. In all cases
‘bright’ and ‘dark’ refer to the different brightness of off-peak images of the
specimens (see Sections 3.4.2-3.4.3). ‘Onband’ and ‘offband’ refer to the
banded structures unique to the foraminifera specimen (see Section 3.4.2).
Foraminifera [Branson et al., 2013] and brachiopods [Cusack et al., 2008b]
have previously been shown to host Mg substituting for Ca in the calcite min-
eral lattice. As such, it is clear that the relatively sharp peak at ∼ 1314 eV
evident in foraminifera and the high-CO2 brachiopod (Fig. 3.9) represents
Mg hosted in an octahedral coordination, substituted for Ca in the structure.
There is no sign of Mg in the normal-CO2 brachiopod specimen, presumable
because a low-Mg region of the brachiopod was examined. The narrow field
of view and unwieldy xy controls of the PEEM makes it difficult to identify
ideal specimen areas. The Mg absorption edge in the ostracod specimen is
broad and lacks the sharp feature seen in the foraminiferal spectra. It bears
no similarity to the Mg spectra of previously measured Mg-bearing min-
eral phases [Chapter 4; Branson et al., 2013; Cusack et al., 2008b; Farges
et al., 2009; Finch and Allison, 2007, 2008; Foster et al., 2008], which tend
to be characterised by sharp peaks. The lack of similarity to the spectrum
of calcite-hosted Mg, shows that the Mg in the ostracod carapace is not
substituted for Ca in the calcite mineral structure. The broad ostracod Mg
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Figure 3.9: Mg is evident is all specimens, except the ambient CO2 brachio-
pod. Vertical lines on the spectra show the energies of pre-edge (dashed)
and edge (solid) images used to map element distribution. The ‘onband’ and
‘offband’ labels refer to foraminiferal Mg banding, shown in Fig 3.13.
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Figure 3.10: The Na spectra were extremely noisy, and are fitted with local
regression (LOESS) lines of best fit. No coherent patterns emerge in the Na
spectra, although given the relatively low collection times (Table 3.3), the
signal:noise may not be high enough to conclusively determine the coordi-
nation of Na. Vertical lines on the spectra show the energies of pre-edge
(dashed) and edge (solid) images used to map element distribution.
spectrum, devoid of any clearly defined peaks characteristic of previously
measured Mg-bearing mineral phases, implies a highly variable Mg coordi-
nation in the ostracod. Given the organic-mineral structure of the ostracod
carapace, such inhomogeneity in Mg coordination environment is most likely
provided by a mixture of complex organic molecules. The Mg may well be
hosted in the chitinous framework that interleaves the mineral structure,
which is known to have a relatively high Mg content [Chivas et al., 1983].
The Na NEXAFS spectra were highly variable throughout the specimens
(Fig. 3.10), and bore no resemblance to any Na spectra available in the
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Figure 3.11: Differences in the Fe NEXAFS spectra from the ‘bright’ and
‘dark’ specimen regions are evident in the ostracod data. Fe was not mea-
sured in other specimens. The Fe data are very noisy, so are shown with a
local regression (LOESS) line of best fit to highlight the Fe NEXAFS fea-
tures. Vertical lines on the spectra show the energies of pre-edge (dashed)
and edge (solid) images used to map element distribution.
literature [de Wispelaere et al., 2004; Neuville et al., 2004]. The lack of
similarity to published reference spectra could be attributed to the low signal
to noise level in the Na NEXAFS spectra, owing to the low count-times
used in their collection, and the lower quantum efficiency for the Na K-edge
transitions. While this noise precludes the meaningful conclusions on the Na
coordination states, these spectra do provide a basis from which to map Na
in the specimens, by confirming the precise position of the Na K-edge.
The Fe NEXAFS spectrum was only measured from the ostracod speci-
men (Fig. 3.11), where two distinct broad peaks are evident at ∼ 720 and
∼ 745 eV. These peaks bear no resemblance to any previously published Fe
L-edge spectra [Chan, 2004; Goh et al., 2006], so it is not possible to deduce
the Fe coordination state. The relative intensities of these peaks changes
between the ‘bright’ and ‘dark’ areas (Fig. 3.15), which may be due to vari-
ations in crystallite orientation or Fe coordination.
The S spectral region suffers from a prominent, non-linear background
caused by interferences from the absorption edges of other elements. Despite
these background features, the S edge is clearly visible in spectra recorded
from both the brachiopod and ostracod specimens. It is notable that two
peaks appear to be consistently present to varying degrees in all S spectra:
at∼ 150 and∼ 160 eV. The positions of these peaks are distinct from the S L-
edge spectra for any published mineral phase [Fleet, 2005; Kasrai et al., 1990;
Pingitore et al., 1995], although the broad nature of the peaks might suggest
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Figure 3.12: The S NEXAFS spectra of the brachiopod specimens both show
a pronounced peak at ∼158 eV. The S spectra from the ostracod specimen
shows a disparity in trace element coordination between ‘bright’ and ‘dark’
regions. Vertical lines on the spectra show the energies of pre-edge (dashed)
and edge (solid) images used to map element distribution.
a range of coordination environments, such as organic material, particularly
in the ostracod specimen.
There is a marked difference in the intensity of the two S peaks between
‘bright’ and ‘dark’ regions of the ostracod specimen, as seen in Fe. This
difference it best described by a shift in relative peak intensity from the
∼ 160 eV peak to the ∼ 150 eV peak in the ‘dark’ spectrum. This shift is
most likely driven by variations in crystal orientation, or possibly a change
in S coordination. This difference is also evident in the high-CO2 brachiopod
specimen, where a similar intensity shift is observed in the ‘bright’ spectrum.
3.4.2 Foraminifera
The internal heterogeneity of multiple trace elements (Mg, S, Ba, Na, Sr) in
foraminifera (Fig. 3.5) tends to follow systematic banded patterns, normal
to the growth axis of the shell [Branson et al., 2013; Eggins et al., 2003,
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Figure 3.13: An off-peak image of the foraminiferal specimen, accompanied
by Mg and Na K-edge peak intensity maps for the same region. In all cases
brightness denotes a higher value. Colour scales are omitted, as brightness
is on an arbitrary, qualitative scale.
2004; Erez, 2003; Kunioka et al., 2006; Sadekov et al., 2005, 2010]. As such,
foraminifera offer a good test of the mapping capabilities of the PEEM in-
strument.
An off-peak PEEM image (from 1295 eV, below the Mg K-edge) of the
foraminiferal specimen (Fig. 3.13) reveals a banded variation in total electron
yield across the sample, implying a systematic variation in sample density.
Numerous bright spots are also evident on the sample, and it is unclear
whether these represent surface variations, topography or real structural fea-
tures. Elemental maps at the Mg K-edge reveal a variation in the intensity,
concomitant with the bright bands seen in the off-peak image, suggesting
that these bands contain elevated Mg, in agreement with previous studies
[Branson et al., 2013; Eggins et al., 2003, 2004; Erez, 2003; Kunioka et al.,
2006; Sadekov et al., 2005, 2010]. The corroboration of the results of these
past studies demonstrates the ability of the PEEM instrument to map trace
elements in carbonate minerals. Furthermore, the identification of Mg band-
ing in the structure, and the shape of the Mg NEXAFS spectra identified
with the PEEM instrument are in agreement with a more extensive analy-
ses of foraminiferal Mg, using an alternative X-ray spectroscopy technique
[STXM, see Chapter 4; Branson et al., 2013]. The nano-scale resolution and
non-destructive nature of the PEEM instrument offers a significant advance
from most previous methods, particularly the commonly used electron mi-
croprobe and laser ablation mass spectrometry techniques.
There is a slight suggestion of Na heterogeneity on the lower side of the
sample, but the variations are too slight to assign these fluctuations to clear
systematic variations in Na peak intensity, and they may well be an artefact
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Figure 3.14: Electron microprobe maps of Mg, Na, Sr and Fe in a separate
region of the foraminiferal specimen. Data presented are raw count ratios,
and are purely qualitative. In all cases, brighter signifies a higher trace
element content.
generated by some aspect of the PEEM instrument.
Electron microprobe maps of the foraminiferal specimen corroborate the
PEEM results, revealing the presence of the expected banded variations in
Mg in a different region of the specimen (Fig. 3.14). These maps further
reveal systematic variations in Na, which were not evident in the PEEM
data, despite Na concentration typically being six times higher than Mg in
foraminiferal calcite [de Nooijer et al., In Press]. This could be attributed to
the selection of incorrect pre-edge and edge Na mapping energies, as the Na
edge was not obvious in the foraminiferal spectrum (Fig. 3.10). Both Fe and
Sr are below the detection limit of the microprobe instrument.
The successful detection of Mg banding in foraminifera demonstrates the
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potential of PEEM for imaging carbonate-bound trace elements, and vali-
dates the application of the technique to other, less well-characterised speci-
mens: ostracods and brachiopods.
3.4.3 Ostracod
Ostracods (Fig. 3.6) are microscopic crustacea, which produce a bi-valved
protective calcite carapace with a distinctive ‘bean’ shape. The carapace is
shed every 2-3 days [Turpen and Angell, 1971], providing a continuous source
of readily-preserved carbonate material that contains a chemical record of the
environment it was produced in [Dwyer et al., 2002]. Alongside their abun-
dance and euryhaline habitat range, this shedding behaviour makes them
an ideal source of palaeo-proxy material. Considerable effort has been in-
vested in advancing the use of ostracod Mg/Ca and Sr/Ca in reconstructing
palaeo-temperature and salinity of water bodies [Chivas et al., 1983, 1986a,b;
Cronin et al., 2000; de Deckker and Forester, 1988; de Deckker et al., 1988;
Dwyer et al., 1995; Wansard and Mezquita, 2001]. Specifically, it has been
proposed that the Sr/Ca ratio reflects water salinity, and Mg/Ca reflects a
combination of salinity and temperature.
In common with all palaeoproxies, ostracod chemical records are not
without their problems [Elmore et al., 2012; Ito and Forester, 2008; Ito
et al., 2003]. One of the major problems facing the application of ostra-
cod chemical proxies is the complexity underlying shell deposition. Unlike
unicellular foraminifera, with comparatively straightforward biomineralisa-
tion, crustacea (including ostracods) mineralise their cuticle via a series of
complex steps, involving numerous epidermal layers, chitinous frameworks
and organic-rich gel layers [Yamada et al., 2005]. Furthermore, it has been
observed that the main carbonate component of in-vivo crustacean cuticle is
amorphous calcium carbonate (ACC, see Chapter 2), rather than crystalline
calcite [Becker et al., 2005; Raz et al., 2002]. Given the inherent similarities
in crustacean mineralisation processes, it is highly likely that the ‘calcite’
valves of ostracods are ACC in-vivo, transforming to crystalline calcite ei-
ther during mineralisation, or post-mortem. This hypothesis is supported
by indirect morphological observations of ‘globular’ amorphous structures
enclosed between a chitinous ‘scaffold’ in the ostracod carapace [Jorgensen,
1970]. If true, alongside the potential extensive involvement of an organic
matrix component in the ostracod carapace, this has significant implications
for trace element incorporation, and introduces considerable uncertainties
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Figure 3.15: PEEM peak maps of Mg, Na and S from a region of the ostracod
specimen, with an off-peak image showing the total electron yield of the
region (a measure of density). The two right hand Mg maps are higher
magnification of areas of the first map. The high magnification map on the
far right suffered from random beam defocussing episodes (indeterminate
cause), so is blurry.
into their application in palaeo-proxy reconstructions.
As demonstrated in the analysis of the foraminiferal specimen, PEEM
imaging techniques are capable of mapping the nano-scale distribution of
trace elements, and offer potential insights into their local environment through
NEXAFS spectra. These capabilities have the potential to elucidate the
trace element incorporation mechanisms of ostracods, and highlight the im-
portance of accounting for complex crustacean biomineralisation mechanisms
in interpreting palaeoproxy records derived from them. The specimen un-
der consideration is of the genus Krithe, a benthic marine ostracod that has
seen some application in reconstructing marine bottom water temperatures
[Elmore et al., 2012].
The total electron yield off-peak PEEM image of Krithe reveals a texture
reminiscent of early TEM micrographs taken of ostracods [Jorgensen, 1970],
with a distinctive ‘globular’ texture, resembling the hall-marks of an ACC
phase (Chapter 2). The assignment of the bright and dark regions in the total
electron yield image to crystal grains is supported by the relative shifts in
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Figure 3.16: A second set of Mg peak maps from a different area on the
ostracod specimen. The right hand map is an enlargement of a section of the
left hand map.
NEXAFS peak intensity in Na and S. The elemental peak maps of Na, S and
Mg all reflect this pattern, displaying a superficially similar granular texture
(Fig. 3.15 & 3.16). On closer examination, each granule contains an element-
specific pattern: Mg is elevated on the upper right of each granule (Fig. 3.15
& 3.16), and deplete on the lower left, while Na shows the opposite pattern:
elevated on the lower left, and deplete on the upper right (Fig. 3.15). This
implies a compositional directionality to these granules, which may well be a
feature of the growth mechanism used to deposit the carbonate granules in
the carapace structure. Higher-magnification regions of the Mg map confirm
the observations of this pattern, although decreased signal to noise caused by
the lower total electron yield at high magnification makes the patterns less
clear. The patterns in S distribution are more subtle, exhibiting ‘marbling’
effects, with fine bright lines bisecting a darker background - there are no
‘accents’ and ‘shadows’ that give the Mg and Na map features their apparent
3D appearance (Fig. 3.15). These fine bright S lines appear to enclose the
globular structures seen in the other maps and the off-peak image, and are
reminiscent of an enclosing organic framework, which is most likely chitinous.
At the whole-carapace length-scale, electron microprobe maps reveal a
slight trend for higher Mg and Na content at the outer edges. However,
these trends are too week to confidently assign as a structural, systematic
trace element variation. As with the foraminifera, Fe and Sr are below the
detection limit of the instrument.
The combination of high-resolution PEEM maps and electron microprobe
data data reveal a fine-scale elemental heterogeneity at the nano-scale. This
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Figure 3.17: Large scale electron microprobe maps of a cross section of the
ostracod carapace. Data presented are raw count ratios, and are purely
qualitative. In all cases, brighter signifies a higher trace element content.
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type of heterogeneity is distinct from the micron-scale heterogeneity observed
earlier in foraminifera, and exists on a single-crystal-grain basis, rather than
bisecting the underlying shell microstructure, as in foraminifera [Cuif et al.,
2012, , and Nehrke, pers. comm.]. Combined with the lack of evidence for a
consistent, coherent coordination environment for Mg, Na, S and to a lesser
extent Fe within the ostracod carapace (Figs 3.9, 3.10, 3.12 and 3.11, respec-
tively), this is indicative of a complex, biologically active biomineralisation
mechanism, with the extensive involvement of complex organic molecules.
These results imply a trace element incorporation mechanism far-removed
from the inorganic thermodynamic models that current interpretations of
palaeo-proxies tend to pre-suppose, and provide evidence to suggest that
commonly used proxy elements are hosted in organic structures within the
carapace, rather than within a mineral phase. Based on these observations,
it is clear that a thorough understanding of ostracod biomineralisation is
necessary to explain these nano-scale heterogeneity patterns, before ostracod
carapace trace element measurements can be confidently used as a palaeo-
ceanographic tool.
3.4.4 Brachiopod
The Liothyrella uva (Fig. 3.7) specimen analysed here was collected, cul-
tured and kindly donated by Ms E Cross, Dr E Harper (Earth Sciences,
University of Cambridge) and Prof L Peck (British Antarctic Survey). Their
experiments aim to assess the impact of anthropogenic ocean acidification on
marine brachiopods, one of the most carbonate-dependent phyla worldwide
(over 90% of its body mass is calcite). Because of the increased fugacity of
CO2 at low temperatures, high-latitude regions are treated as a bellwether
for the global impacts of ocean acidification. Experiments focussed on high-
latitude species like L. uva are key in worldwide efforts to predict the impacts
of ocean acidification [Peck, 2007].
Brachiopod shells present a significant increase in structural complex-
ity from the foraminifera and ostracod specimens, and they are one of the
least understood biomineralising groups [Cusack et al., 2008a; Griesshaber
et al., 2007; Pan and Watabe, 1988; Perez-Huerta and Cusack, 2008; Perez-
Huerta et al., 2009]. The shell is made up of two distinct calcite forms: the
outer edge of the shell is enclosed by a relatively thin layer of ‘primary’ pris-
matic calcite, and the bulk of the shell is formed by a complex arrangemenet
of fibrous ‘secondary’ calcite [Cusack et al., 2008a; Griesshaber et al., 2007;
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Parkinson et al., 2005; Williams, 1968; Williams and Wright, 1970]. Both cal-
cite types are bisected by complex, narrow apertures called punctae, which
are a distinctive diagonsitc feature of brachiopod shells. The precise func-
tion of punctae is unknown, with possible roles as sensory devices, storage
compartments or in respiration [Perez-Huerta et al., 2009]. In general, bra-
chiopod biomineralisation occurs via the accretion of micron-scale spherulites
of calcite within chitinous organic envelopes [Cusack et al., 2008a; Pan and
Watabe, 1988; Perez-Huerta and Cusack, 2008]. These spherulites are char-
acteristic of amorphous precursor phases (Chapter 2), and coalesce to form
thin rods, and eventually a solid crystalline material [Pan and Watabe, 1988].
These create both the primary calcite layer, and the characteristic elongate
calcite mesocrystal fibres that make up the secondary calcite [Cusack et al.,
2008a; Perez-Huerta and Cusack, 2008; Perez-Huerta et al., 2008].
Like most other ubiquitous calcifying organisms, brachiopods have re-
ceived considerable attention as recorders of carbonate palaeo-proxies [Brand
et al., 1983; Grossman et al., 1996]. However, applications of brachiopod
palaeoproxy records are hampered by a lack of understanding of mineral-
isation mechanisms [Griesshaber et al., 2007]. Trace element mapping of
brachiopod calcite has the potential to shed considerable light on the mech-
anisms of shell growth and ion transport in these organisms, which underpin
their use as palaeo-proxy archives. Comparison of brachiopod calcite pro-
duced under elevated CO2 conditions to ‘normal’ brachiopd calcite also has
the potential to reveal aspects of brachiopod sensitivity to ocean acidification.
In analysing the L. uva specimen in the PEEM instrument, the identifica-
tion of regions of interest was severely hampered by the extremely restricted
field of view. Alongside the cumbersome sample movement apparatus, this
unfortunately precluded the thorough comparison of brachiopod calcite pro-
duced under high and low CO2, because of difficulties in finding comparable
regions in the different materials. In the three regions mapped, off-peak
PEEM images reveal three distinct textures (Fig. 3.18): secondary fibrous
calcite, primary calcite interspersed with punctae, and secondary calcite bi-
sected by the bore holes of endolithic algae (Dr E Harper, pers. comm.).
The differences between these regions preclude the meaningful comparison
of high- and ambient-CO2 regions. Rather, the chemical differences between
the morphologically distinct regions are addressed.
The distribution of Mg in the secondary calcite of the brachiopod speci-
men proved to be below the detection limit of the PEEM instrument, with
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maps only presenting diagonal striping artefacts, in plane with the beam
direction and alignment of the aperture slits. In the primary calcite, the
punctae exhibit elevated Mg content, but no Mg variations is evident in the
calcite itself, beyond the diagonal striping artefacts seen in the other two
samples. Sodium also appears to be below the detection limit in the sec-
ondary calcite, but appears elevated in the bore holes of the endolithic algae,
which may have incorporated some seawater after death. The primary calcite
exhibits an apparently random ‘flecked’ distribution of Na, with numerous
bright spots that do not appear to correspond to any distinguishable fea-
ture. The punctae again exhibit slightly elevated Na-content. This feature is
most likely produced by an unknown aspect of biomineralisation, given the
formation of brachiopod calcite from micron-scale spherules. It is possible
that some spherules are elevated in Na, although the current understanding
of brachiopod mineralisation does not provide a mechanism to explain this.
Sulfur appears slightly deplete on the boundaries between the secondary cal-
cite fibrils. This is surprising, given the likely association between S and
organic matter, and the chitinous nature of these boundaries. It is possible
that S could be more abundant in the crystalline phase, acting as an ACC sta-
bilising factor alongside other organics during biomineralisation. This would
imply a high organic content within secondary brachiopod calcite, which has
not been observed. In the primary calcite region, the punctae appear de-
pleted in S. This implies that the punctae are infilled with epoxy mounting
resin, rather than pristine organic material, and renders the interpretation
of trace element data from the punctae suspect. The calcite itself shows lit-
tle variation, although a dappling effect is evident, implying very fine-scale
variation in S content at the nano-scale. The region bored by the endolithic
algae again presents a dappled S pattern, implying heterogeneity beyond the
resolution of these images.
The chemical data on the brachiopod samples present a narrow field of
view glimpse of an extremely complicated biomineral. While chemical dif-
ferences are evident between the morphologically distinct regions, the differ-
ences are such that no single region alone can be considered representative of
a brachiopod calcite ‘type’. Given the overall lack of understanding of bra-
chiopod biomineralisation mechanisms, the patterns observed in this study
are difficult to interpret. PEEM mapping and spectroscopy has great po-
tential to examine brachiopod biomineralisation, but these analyses remain
exploratory: the context to interpret the data is not available in the litera-
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ture, or from this study.
When the field of brachiopod biomineralisation research has developed
further, PEEM mapping of brachiopods could provide an invaluable tool with
which to investigate details of their biomineralisation. The high resolution
provided by PEEM is necessary to investigate the chemical heterogeneity,
which is suggested by these first results to be too fine to be investigated using
broader-scale mapping techniques. At the length scale of electron microprobe
maps, the brachiopod specimen reveals no significant systematic variations
in trace metal chemistry (Fig. 3.19). A single, high-Mg band is evident,
corresponding to the transition from normal to elevated CO2 conditions.
This was probably caused by the physiological stress of the environmental
change, causing the brachiopod to lay down an excessive layer of organic
matter.
3.5 Conclusions
The PEEM technique has great potential in the analysis of trace elements in
carbonate biominerals, despite some severe experimental limitations. This
chapter has validated the application of PEEM spectroscopy and peak map-
ping to carbonate samples, successfully applied them to a simple specimen,
and tested the limits of their application in the analysis of a complex, poorly
understood specimen.
The identification of well-documented Mg banding in the foraminifera
specimen, and the similarity of the foraminiferal Mg NEXAFS spectrum to
published spectra [Branson et al., 2013] demonstrate that the PEEM in-
strument is capable of detecting and mapping trace elements in carbonate
biominerals. In itself, this is a significant accolade for the PEEM, given its
background in materials science applications, and the extremely low concen-
tration of trace elements in the insulating carbonate material.
After a laborious search to locate the microscopic ostracod specimen in
the instrument, the real utility of the technique became apparent, revealing
nano-scale intra-grain variability in ostracod calcite granules. The spectral
aspect of the technique also came into its own, revealing Mg, Fe and S spectra
characteristic of poorly defined coordination environments. These data have
significant implications for the use of ostracods as palaeoproxy recorders, and
highlight the need for further research into ostracod biomineralisation before
these records can be interpreted with confidence.
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Figure 3.18: The three regions of the L. uva brachiopod specimen mapped
in the PEEM instrument for Mg, Na and S. Off-peak images reveal three
distinct textures of secondary fibrous calcite (left), primary calcite bisected by
punctae (middle), and secondary calcite with evidence of boring by endolithic
algae (right). Note that the S map of endolithic algae was damaged during
collection, and the dark smudges on the mid left and upper right are artefacts
caused by X-ray beam damage.
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Mg/Ca Na/Ca
Fe/Ca
5 µm
Sr/Ca
Figure 3.19: Large scale electron microprobe maps of the brachiopod shell
cross section. These data have been reconstructed, as described in section
3.3, to correct for electron beam shifts caused by sample charging. Data
presented are raw count ratios, and are purely qualitative. In all cases,
brighter signifies a higher trace element content.
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After the triumph of the ostracod analyses, the PEEM technique was
pushed beyond its limits in an attempt to investigate a large, complex and
poorly understood sample: a barachiopod. The difficulties in navigating
the sample prevented the identification of analogous regions in the high- and
ambient-CO2 regions of the shell, precluding meaningful investigations of the
effect of ocean acidification on shell chemistry. The variety of results from the
regions analysed also prevent the extrapolation of chemical trends to more
general ostracod calcite types. The complexity of the sample and the limi-
tations of the PEEM instrument combined to prevent the full interpretation
of these preliminary data.
The results highlight both the utility of the PEEM technique in analysing
biominerals, and the importance of the careful selection of appropriate sam-
ples.
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Chapter 4
Magnesium in Foraminiferal
Calcite
4.1 Introduction
The Mg/Ca ratio of foraminiferal calcite is a widely accepted and applied
empirical proxy for ocean temperature [Bohaty et al., 2012; Elderfield and
Ganssen, 2000; Garidel-thoron et al., 2005; Lea et al., 2000; Nu¨rnberg et al.,
2000]. The construction of Mg/Ca records from foraminifera preserved in
ocean sediments has been instrumental in developing our understanding of
global climate, but the mechanisms behind the proxy have remained largely
unknown. The use and interpretation of the Mg/Ca palaeothermometer is
based on the assumption that, just as in inorganic precipitates, Mg is hosted
in the calcite mineral lattice [Finch and Allison, 2007]. However foraminiferal
Mg/Ca ratios differ significantly from those derived from inorganic precipita-
tion experiments [Bohaty et al., 2012; Elderfield and Ganssen, 2000; Garidel-
thoron et al., 2005; Lea et al., 1999, 2000; Morse and Bender, 1990; Nu¨rnberg
et al., 2000]. Compared to these inorganic calcites, most foraminifera contain
orders of magnitude less Mg [Morse and Bender, 1990], Mg in foraminiferal
calcite is around three times more sensitive (up to ∼ 10% per ◦C) to tem-
perature change [Lea et al., 1999], and both Mg concentration and tempera-
ture sensitivity show high inter- [Morse and Bender, 1990] and intra-species
[Elderfield et al., 2002] variability between organisms inhabiting similar envi-
ronments [Hintz et al., 2006; Kisakuerek et al., 2008; Lea et al., 1999; Russell
et al., 2004]. These disparities are labelled “vital effects” [Urey et al., 1951;
Weiner and Dove, 2003], and are broadly attributed to biological mechanisms
that influence the calcification process. As long as the offsets caused by these
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vital effects are systematic, and remain consistent within species, they can be
overcome by robust calibration studies [Anand et al., 2003; Elderfield et al.,
2006; Nu¨rnberg et al., 1996], and do not represent an insurmountable barrier
to the application of the palaeothermometer. However, evidence suggests
that foraminiferal Mg incorporation may be more complex: foraminiferal Mg
is highly heterogeneous at the sub-micron scale [Chapter 3; Eggins et al.,
2004; Erez, 2003; Kunioka et al., 2006; Sadekov et al., 2005], and high Mg
areas coincide with elevated concentrations of organic molecules, Na, S and
other trace elements [Erez, 2003; Kunioka et al., 2006]. Internal heterogene-
ity is both diverse, with different species exhibiting either systematic banding
(Fig. 4.5) or apparently random variations [Sadekov et al., 2005], and large,
with [Mg] varying by up to a factor of ten across the test. The coincidence of
Mg enrichment with high concentrations of other trace elements and organic
molecules [Erez, 2003; Kunioka et al., 2006] raises the possibility that Mg is
incorporated in association with these other components, rather than directly
substituted for Ca. If Mg exists in association with organics, Na or S, or in
a coordination state other than that corresponding to ideally substituted
into calcite, the connections drawn between modern and fossil species drawn
by the application of empirical calibrations must be questioned. Further-
more, if the coordination of Mg differs between the high-Mg (‘on-band’) and
low-Mg (‘off-band’) regions, this would imply a complex two-phase incorpo-
ration mechanism, which would invalidate inorganic precipitation analogies.
The small size (typically <500 µm Θ, walls 5-50 µm thick) and high purity
(>99% CaCO3) of foraminifera has thus far precluded the direct mineralog-
ical investigation of foraminiferal Mg. Here nano-scale synchrotron X-ray
spectroscopy techniques are used to address the fundamental uncertainties
raised by internal Mg/Ca heterogeneity, by conducting a nano-scale miner-
alogical investigation of the atomic coordination of Mg in on- and off-band
regions through the foraminiferal test [Branson et al., 2013].
4.2 The Mg/Ca Palaeoproxy
The relationship between the Mg content of biominerals and temperature was
first observed by Chave (1954). This observation spawned numerous other
investigations of biomineral Mg/Ca ratio (reviewed in Bender et al. [1975];
Dodd [1967]; Lea [2003]), gathering data to inform its use as a palaeother-
mometer. Initially, there was some discussion as to whether the Mg signal
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was ‘real’ or was an artefact generated by a contaminant phase, but extensive
analyses alongside developments in cleaning techniques provided conclusive
evidence for the connection between temperature and measured Mg/Ca ra-
tios, as well as correlations with the more established δ18O proxy [Savin and
Douglas, 1973]. This proxy has since been developed and applied by a large
community of scientists, collating calibrations from core top, sediment trap
and cultured specimens [Anand et al., 2003; Dekens et al., 2002; Hastings
et al., 1998; Kilbourne and Gupta, 1973; Kisakuerek et al., 2008; Lear et al.,
2002; Nu¨rnberg, 1995; Nu¨rnberg et al., 1996] to derive palaeo-temperature
records from foraminiferal Mg/Ca [e.g. Ishikawa and Oda, 2007; Lear et al.,
2000; Martin et al., 2002]. This ability to independently measure palaeo-
temperatures has allowed the deconvolution of global ice volumes from δ18O
records (which records changes in temperature and the seawater isotope ra-
tio/ice volume, e.g. Billups and Schrag [2002]), providing comprehensive
records that have profoundly changed our understanding of global climate.
In an effort to understand the Mg/Ca palaeothermometer, scientists have
turned to inorganic precipitation experiments, which also show a positive ex-
ponential increase in Mg/Ca of around 3% per ◦C [Burton and Walter, 1987;
Fuchtbauer and Hardie, 1976; Katz, 1973; Mucci, 1987; Oomori et al., 1987].
These results agree with theoretical predictions for inorganic crystals growing
from solutions [Lea et al., 1999; Lea, 2003], and fit with our understanding
of Mg substitution in calcite, which is endothermic and favoured at higher
temperatures. However, there has been some disagreement between these ex-
periments as to the main factor controlling Mg/Ca [Morse and Bender, 1990;
Paquette and Reeder, 1995; Rimstidt and Balog, 1998], with reports of solu-
tion Mg/Ca [Berner, 1975; Mucci and Morse, 1983] and carbonate chemistry
[Burton and Walter, 1991] exerting equal or greater influence over mineral
Mg/Ca (Fig. 4.1). These data provide useful insights into the partitioning
(or distribution1) of Mg in crystals grown in equilibrium with a parent solu-
tion, but it quickly became apparent that they did not accurately represent
the incorporation of Mg into foraminiferal tests relative to seawater.
Foraminifera have Mg partitioning coefficients between 50-200 times smaller
than inorganically precipitated calcite [Bender et al., 1975; Hastings et al.,
1998; Katz, 1973; Lerman, 1965; Morse and Bender, 1990], and the expo-
nential increase in Mg/Ca with temperature [Kisakuerek et al., 2008; Lea
1Partitioning and distribution coefficient are used interchangeably in the literature on
this topic, and are defined as Mg/CasolidMg/Casolution . In foraminiferal calculations the solution value
is taken from seawater.
Chapter 4: Magnesium in Foraminiferal Calcite 92
10 20 30 40 50
1
2
5
10
50
20
0
T
M
g/
Ca
 (m
mo
l/m
ol)
a)
l l
l
l
l
l
l l l
l
l l
l l
Combined Data
G. ruber (white)
G. ruber (pink)
G. sacculifer
P. obliquiloculata
G. inflata
G. aequilateralis
O. universa
N. dutertrei
G. bulloides
G. conglobatus
G. truncatulinoides
G. crassaformis
G. hirsuta
G siphonifera
Planktic Species
P. opercularis
Q. yabei
Benthic Species
Open symbols are foraminiferal data.
Closed symbols are inorganic data.Inorganic data
Seawater Salinity
M
g/
Ca
 (m
mo
l/m
ol
b)
2
6
10
20
10
0
20
0
25 29 33 37 41 45
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 4 8 12 16 20
Solution Mg/Ca
l l l l
l l l l
l
l
l
pH
M
g/
Ca
 (m
mo
l/m
ol
c)
2
6
10
20
10
0
20
0
6.5 7.0 7.5 8.0 8.5 9.0
l
l l
l
lll
l l
l
l ll ll
l
ll ll lll l l
ll
l l l lll l l l
l l
5C
25C
37C
50C
Figure 4.1: A compilation of published Mg/Ca data from inorganic precip-
itates and foraminifera. (a) The exponential increase in Mg/Ca with tem-
perature. This trend is observed in both foraminiferal calcite and inorganic
data, although the majority of foraminiferal species are more sensitive to
temperature changes than inorganic experiments, with the exception of P.
opercularis and Q. yabei. Inorganic data are compiled from Chilingar (circles;
1962), Katz (triangles; 1973), Fuchtbauer and Hardie (squares ;1976), Mucci
(diamonds ;1987) and Oomori et al (upside down triangles,1987), with expo-
nential equations fitted to the data following the form Mg/Ca = A × eBT .
Foraminiferal calibration lines are drawn from Table 3 of Anand et al(2003)
following the same functional form. Raw data is omitted for clarity, except
in the data from Toyofuku et al (open circles; 2000), who report the high-Mg
values for P. opercularis and Q. yabei. (b) The link between calcite Mg/Ca
and solution Mg/Ca (for the inorganic data), and foraminiferal Mg/Ca and
seawater salinity. Inorganic data are taken from Mucci and Morse (1983;
square symbols indicate data from a solution with [Ca] similar to seawater,
circles to a solution with [Ca] half of seawater). The line is a linear line of
best fit through the data. Foraminiferal data are compiled from Lea et al
(squares; 1999), Toyofuku et al (circles; 2000), Ferguson et al (lines only,
data are omitted for clarity; 2008) and Kisakuerek et al (triangles ; 2008).
Foraminiferal Mg/Ca increases with salinity in all cases except the high-Mg
milliolid foraminifera analysed by Toyofuku et al (2000). (c) The connection
between pH and Mg/Ca. Inorganic data are from Burton and Walter (cir-
cles; [Burton and Walter, 1991]), who conducted pH manipulations at four
temperature levels. Foraminiferal data are taken from Lea et al (triangles;
1999), Russel et al (+ symbols; 2004) and Kisakuerek et al (circles; 2008).
Combined datasets for O. universa and G. bulloides appear to show clear
negative correlations, but considered alone the studies appear to show a more
complex picture (see text).
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et al., 1999; Nu¨rnberg et al., 1996; Russel et al., 2004] is around three times
more sensitive than predicted by inorganic experiments (Fig. 4.1a; typically
9 ± 1% per ◦C; Lea et al. [1999]). Lea (2003) suggests that Mg/Ca tem-
perature sensitivity might scale with total Mg concentration, with a higher
thermodynamic response in low-Mg systems. This hypothesis cites the dif-
ferences between neritidae (a miliolid genus) and hyaline foraminifera, which
produce high- and low Mg calcite, respectively, by fundamentally different
mechanisms. The response of neritic Mg/Ca is much closer to that pre-
dicted by inorganic precipitation experiments, suggesting that the calcite
is precipitated in near-thermodynamic equilibrium with seawater [Toyofuku
et al., 2000]. No inorganic precipitation experiment extends down to the
low-Mg conditions that might emulate the precipitation environment of hya-
line foraminifera, but in the data available there is no evidence for increased
temperature sensitivity with reductions in media Mg [Katz, 1973; Oomori
et al., 1987].
A study of higher calcareous invertebrates revealed that calcite Mg/Ca
increased with media Mg/Ca at constant salinity [Ries, 2004], which is in
agreement with inorganic precipitation data [Mucci and Morse, 1983]. Hya-
line foraminifera exhibit a similar response to increasing seawater salinity
[Ferguson et al., 2008; Kisakuerek et al., 2008; Lea et al., 1999; Nu¨rnberg
et al., 1996], although the strength of the response is highly species specific
(Fig. 4.1b). This could suggest that foraminiferal Mg/Ca might depend on
the absolute concentration of Mg in solution, rather than external Mg/Ca
per se, as an increase in the external partial pressure of Mg could increase
Mg ‘leakage’ into the calcification space. From a culture experiment, Lea et
al (1999) concluded that, though significant, the effects of salinity and pH
on foraminifera Mg/Ca are secondary to that of temperature, and simply
act to increase the standard error of Mg/Ca derived temperature estimates
from ±1.1 to ±1.3 ◦C. Kisakuerek et al (2008), on the other hand, concluded
that the effects of salinity are significant enough to warrant inclusion in the
Mg/Ca palaeo-thermometer equation. A study of neritic and high-Mg rotilid
benthic foraminifera [Toyofuku et al., 2000], however, found no such salinity
trend (Fig. 4.1b).
Foraminiferal Mg/Ca also exhibits a negative connection to solution pH
[Kisakuerek et al., 2008; Lea et al., 1999; Russel et al., 2004], although the
precise nature of this relationship is unclear (Fig. 4.1c). A combination of
datasets reveals negative correlation with seawater pH in O. universa and
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G. bulloides, but examination of data from the individual studies reveals a
more complex relationship. Some report media pH to be insignificant above
a critical threshold (8.2 in Russel et al. [2004], 8.0 in Kisakuerek et al. [2008],
with large increases in Mg/Ca below these values, while work by Lea et al
(1999) shows a linear decrease in Mg/Ca with increasing pH across a range
spanning these reported thresholds (7.5-8.5). The apparent discrepancy in
the response of organisms of the same species [Lea et al., 1999; Russel et al.,
2004] could be caused by differences in experimental set-up, cryptic phys-
iological differences between the species used, or the paucity of pH levels
sampled in some of the experiments. Russel et al (2004) and Kisakeurek
et al (2008) also report a negative Mg/Ca correlation with [CO3
2–] below
around 200 µmol/kg.
The differences between the Mg/Ca response of foraminifera and inor-
ganically precipitated calcite lead to an inescapable conclusion: foraminiferal
calcite is not precipitated in chemical equilibrium with seawater. Subsequent
experiments have begun to explore the mechanisms behind this decoupling,
revealing that foraminifera precipitate their tests from a tightly controlled
micro-environment [Chapter 5; Bentov and Erez, 2006; de Nooijer et al.,
2009b; Debenay et al., 2000; Erez, 2003; Weiner and Addadi, 2011]. The
biological mechanisms governing these micro-environments are poorly un-
derstood, but are clearly evident in the Mg/Ca variability observed both be-
tween and within species [Anand and Elderfield, 2005; Blackmon and Todd,
1959; Elderfield and Ganssen, 2000; Kisakuerek et al., 2008; Lea et al., 1999;
Russel et al., 2004]. Much of the inter-species variations observed can be
explained by differences in the depth and temperature ranges they inhabit
[Ferguson et al., 2008; Pearson et al., 1993; Skinner and Elderfield, 2005;
Steinke et al., 2005]. However, these variations are also evident in species
that naturally inhabit similar environments or are cultured under identical
conditions (e.g. Kisakuerek et al. [2008]; Lea et al. [1999]; Russel et al.
[2004]), which can only be attributed to inter-species physiological differ-
ences. Observations of Mg/Ca variation between different sized tests within
the same species (representing distinct physiological stages; Elderfield et al.
[2002]) further emphasise the importance of physiology. In addition to these
inter- and intra-species differences, there is considerable Mg/Ca heterogene-
ity within individual tests [Anand and Elderfield, 2005; Brown and Elderfield,
1996; Eggins et al., 2003, 2004; Elderfield et al., 2002; Hathorne et al., 2009;
Kunioka et al., 2006; Sadekov et al., 2005]. The Mg is distributed in discrete
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bands of high- (up to 10 mmol/mol) and low-Mg (0-5 mmol/mol) calcite
across chamber walls [Fig. 4.5 Sadekov et al., 2005]. High-Mg areas coin-
cide with peak concentrations of Na, Cl, S [Erez, 2003], Sr, Ba and organic
components (Kunioka et al. [2006], although Erez [2003] did not consistently
observe the correlation with Sr).
The role of biological control in the incorporation of Mg is evident in the
thermodynamic disequilibrium of foraminiferal calcite with seawater, and
in the Mg/Ca heterogeneity observed at the inter-species, intra-species and
intra-test levels. The lack of a comprehensive understanding of this biologi-
cal control introduces considerable uncertainties to our interpretation of the
Mg/Ca record. The record of a single species is normally assumed to be an
internally consistent temperature record, but if the biological mechanisms
involved in the Mg incorporation pathway are sensitive to parameters other
than temperature (as biology certainly is), signals from other environmental
parameters could be introduced that complicate the Mg/Ca record, as is ev-
ident from (Fig. 4.1). Our understanding of the Mg/Ca proxy is based on
empirical calibrations, and lacks a coherent physical grounding. The major
areas of uncertainty in the ‘recording’ end (i.e. excluding diagenetic pro-
cesses) of the Mg/Ca proxy are the mechanisms by which Mg is excluded
from the calcification environment, and the mode of Mg incorporation in the
test. These fundamental questions were outlined by Dodd [1967] when the
proxy was in its infancy, and remain largely unanswered.
4.3 Mg Incorporation Scenarios
The Mg/Ca signal in foraminifera is complicated by the biologically con-
trolled processes of ion tansport and manipulation, and mineral precipitation.
The uncertainty surrounding the Mg/Ca palaeothermometer stems from a
lack of understanding of these fundamental processes. A clear unanswered
question in the Mg/Ca system is how the Mg is hosted in the foraminiferal
test. An answer to this question would provide a physical grounding to the
Mg/Ca proxy, and could give insights into aspects of foraminifera ion trans-
port and calcification mechanisms. There are three possible modes of Mg
incorporation in foraminifera: 1) by ideal substitution into the calcite lat-
tice, 2) in micro-domains of a distinct Mg phase or 3) by association with
organic compounds Dodd [1967].
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4.3.1 Ideal substitution into the calcite lattice
It is well accepted that Mg is incorporated by direct substitution for Ca in
high-Mg calcite biominerals (e.g. Chave [1952]; Titschack et al. [2011]); so
much so that Mg distorts the mineral lattice, and the positions and shapes
of calcite X-ray diffraction peaks can be used to estimate the Mg-content of
biominerals [Titschack et al., 2011]. Given the observed capacity of calcite
to host high concentrations of Mg in the lattice (up to 20 mol%, Bischoff
et al. [1983]), it is often tacitly assumed that foraminifera follow the same
mechanism, and that test Mg is incorporated in thermodynamic equilibrium
with the calcification fluid. There is no direct evidence to support this mech-
anism, but there are suggestions in the data that implicate ideal substitution.
Primarily, the exponential increase in Mg/Ca with temperature follows the
same functional form as inorganic precipitation experiments, which fits with
our understanding of Mg substitution as an endothermic process [Lea et al.,
1999; Lea, 2003]. There are also observations of a strong negative correlation
between [Mg] and [Ca] across the intra-test Mg-rich bands [Erez, 2003; Ku-
nioka et al., 2006], which Erez et al (2003) interpret as evidence for the direct
substitution of Mg for Ca. ‘Ideal’ substitution for Ca is also the only fea-
sible route to Mg incorporation in inorganically-precipitated crystals [Davis
et al., 2000, 2004], and if foraminiferal calcite grows by a classical ‘TLK’
mechanism (Chapter 2), Mg will almost certainly be hosted in the calcite
lattice structure. However, suggestions that foraminifera calcify by a more
complex mechanism, alongside observations of organic-hosted Mg in other
organisms [Finch and Allison, 2008], highlights the possibility of Mg inclu-
sion in interstitial micro-domains, or by association with organic molecules
in the foraminiferal test.
4.3.2 In micro-domains of a distinct Mg phase
Mg could be hosted in interstitial microdomains of a distinct mineral phase,
which exists between fine grains of calcite making up the bulk of foraminiferal
calcite. This could arise if Mg plays a role in stabilising ACC precursors, and
is excluded from the structure during crystallisation. An ACC sub unit has
been compared to a ‘building block’, and the point at which crystallisation
begins in a collection of sub units is unclear (Chapter 2). If several layers of
sub units have built up before crystallisation, excluded Mg may be trapped in
nm-scale interstitial spaces at the interfaces between the crystalline units (for
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sub unit texture, see Figure 2.7). Spatial correlations between Mg and other
trace elements in the Mg-rich bands [Erez, 2003; Kunioka et al., 2006] could
also be taken to support this mechanism, as Mg might associate with other
trace elements that have been excluded during crystallisation, and trapped
in these interstitial spaces. The existence of Mg as a separate mineral phase
has been observed in high-Mg calcite precipitating organisms [Schmalz, 1965;
Weber and Kaufman, 1965], but the low Mg content in foraminifera has thus
far prevented the detection of such phases. The spatial correlation with sulfur
is particularly interesting, as observations by Pingatore et al (1995) revealed
that sulphate can substitute for the carbonate ion in the calcite lattice. The
large sulphate ion might facilitate the inclusion of Mg ions in lattice-bound
micro-domains, substituting for Ca to counteract the strain induced by the
sulphate.
4.3.3 By association with organic compounds
Organic molecules are known to interact with Mg in the regulation of ACC
[Aizenberg et al., 2002; Loste et al., 2003; Raz et al., 2003; Wang et al.,
2009], and it is likely that this association continues, after crystallisation, as
the mineral grows around the organic structures. Data from coral aragonite
show that Mg is hosted in a disordered phase, that is most likely organic
material [Finch and Allison, 2008]. These results are not directly compa-
rable to foraminiferal Mg/Ca, because aragonite and calcite are fundamen-
tally different, but this demonstrates the feasibility of organic-hosted Mg in
biominerals. Evidence for this mechanism can again be taken from the cor-
relation between Mg and organics across the Mg-rich intra-test bands [Erez,
2003; Kunioka et al., 2006], but this data set can be interpreted to provide
evidence for all three of the mechanisms considered thus far.
4.4 Synchrotron Scanning Transmission X-ray
Microscopy
To evaluate these three scenarios, element-specific Near Edge X-ray Absorp-
tion Fine Structure (NEXAFS, Section 3.1.1) spectroscopy can be used to
directly measure the distribution and coordination of Mg in foraminiferal thin
sections. These measurements were carried out using the Sanning Transmis-
sion X-ray Microscope (STXM; Fig. 4.2) beamline of the Advanced Light
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Figure 4.2: A schematic showing the layout of the ALS 11.0.2 STXM instru-
ment. The instrument recieves monochromatic X-rays, tuned to a specific
energy by the undulator and monochromator upstream of the instrument.
These X-rays are focused using a zone plate lens (Section 3.1.2) of either 20
or 40 nm, producing a 25 or 45 nm focussed beam. The focus beam passes
through an order selecting aperture, to minimise high-order harmonics the
impact of high order harmonics. The samples, mounted on an aluminium
STXM sample holder, rest on a 3-axis Piezoelectric stage (not shown), allow-
ing the working distance (z) and x,y position of the sample to be controlled
with nm precision. After the X-rays have interacted with the sample, trans-
mitted X-rays are measured using a scintillation counter detector, operating
in pulse-counting mode (absorption mode), or emitted x-rays are measured
using a front-mounted Amptek CCD detector (fluorescence mode).
Source synchrotron (ALS, Berkeley, CA; Section 3.1.2). This instrument of-
fered a high spatial resolution (down to 25 nm), and a much better energy
resolution (∼ 0.1 eV) than the PEEM instrument employed in Chapter 3,
but required extensive sample preparation to isolate and mount foraminiferal
samples, and thin them for analysis in a transmission instrument.
4.4.1 Sample Preparation
Recently alive specimens of Orbulina universa (Fig. 4.3) and Amphistegina
lessonii (Fig. 3.5) were obtained from plankton tow samples and cultures,
respectively. Individual tests were broken into several pieces with a fine
scalpel blade in ethanol, and the fragments mounted on double-sided tape
with the flattest broken edge in plane with the tape surface (so the majority
of the fragment protruded normal to the tape surface). These mounted frag-
ments were set in epoxy resin following a standard procedure for preparing
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Figure 4.3: A live Orbulina universa cell. These planktic foraminifera float
freely in the water, a single cell living inside its calcium carbonate test and
amongst the fine crystal spines that host endosymbiotic algae. Image from
Howard Spero, UC Davis.
petrographic samples. Samples are analysed under a rough vacuum in the
11.0.2 STXM, so extensive degassing measures were not necessary, as with
the PEEM instrument in Chapter 3. The set resin blocks were cleaned with
petroleum ether to remove traces of the tape adhesive, and polished to expose
the edges of the test fragments. The polished surface was carbon coated, and
imaged in an SEM to guide the location of the sample fragments in a focused
ion beam (FIB) instrument.
Sections were cut bisecting the test wall perpendicular to the polished
surface in a Helios NanoLab FIB, following a modification of FEITMs stan-
dard procedure for producing and extracting TEM samples [Reyntjens, 2006].
Deviations from the normal methods were necessary because the foraminifera
sections were wedge shaped, and larger and thicker than normal TEM sec-
tions. Wedge-shaped samples were required to allow for uncertainties in the
required sample thickness for STXM analysis.
A protective platinum layer was deposited on the polished surface (Fig
4.4.A) and rough trenches were cut on three sides of the sample using the
highest available current (30kV, 21 nA; Fig 4.4.B). The section shape re-
fined using a 9.3 nA beam, leaving a 4 µm thick section (Fig 4.4.C) which
was cut out using a 2.8 nA beam and transferred to a TEM grid using an
OmniprobeTM micromanipulator (Fig 4.4.D-E). Once attached to the TEM
grid with platinum, a series of angled polishing cuts were made to form the
sample into the desired wedge shape (Fig 4.4.F). These cuts were made at
0.92 and 0.46 nA (both at 30 kV), decreasing the current as the sample
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Figure 4.4: A series of SEM images showing the preparation of a foraminiferal
calcite wafer for STXM analysis. (A) A layer of platinum deposited over the
designated sample region, (B) roughly milled areas either side of the sample
region, (C) a third side has been milled, and the free-standing wafer section
has been cut around 3 sides, ready for lift-out, (D) Omni-Probe attached
to the wafer with platinum, (E) after lift-out, the sample is aligned with a
TEM grid, and attached with platinum. The Omni-Probe is then cut free,
and the final section (F) is further thinned and polished, with sequentially
lower energy.
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neared completion. The final sections thinned from approximately 2 µm
to extinction along their shortest axis. The FIB milling process is known to
leave an amorphous damaged layer on the surface of the specimen [McCaffrey
et al., 2001]. The thickness of the damaged layer is proportional to the beam
energy, and varies with the angle of the beam relative to the sample [McCaf-
frey et al., 2001]. A 30 kV beam was used at all sample preparation stages
for speed, and low angle milling (beam parallel to sample) was employed
to minimise the angle component of sample damage. This milling setup is
estimated to leave 20-24 nm of amorphous damaged material on the sample
surface [Gao et al., 2004; Giannuzzi et al., 2005]. All X-ray analyses were
performed on sections of the sample > 1.8 µm thick, so this damaged layer
comprised < 3% of the analysed material. Previous studies have obtained
meaningful STXM and TEM data from FIB-prepared biogenic calcite sam-
ples [Benzerara et al., 2011; Kudo et al., 2010; Obst et al., 2009], suggesting
this damage layer should not significantly influence the results.
4.4.2 Electron Probe Mapping
Electron probe maps were taken from the polished resin blocks adjacent to
the site of FIB milling using a Cameca SX100. The scan setup was modified
from a previous study [Sadekov et al., 2005], employing a finer beam (∼1 µm
Θ), and a smaller step size (0.5 µm).
4.4.3 STXM Data Acquisition and Analysis
Data were gathered at the STXM branch of beamline 11.0.2 at the Advanced
Light Source (ALS, Berkeley, CA) [Bluhm et al., 2006]. This instrument
(Fig. 4.2) has a spatial resolution of ∼25 nm, which allowed mapping of Mg
bands in fine detail (Fig. 4.5 B & D), and extraction of NEXAFS spectra
from precise on- and off-band regions to examine Mg coordination. A NEX-
AFS spectrum measures the absorption of X-rays at and above (to +150
eV) the ionization energy (or absorption edge) of an element. Specific el-
ements within a sample can be targeted because of their unique ionization
energies. The position of the absorption edge is influenced by the electronic
structure of the atom, and features of the post absorption edge region are
defined by multiple scattering from the atoms next-nearest-neighbours. The
features of a NEXAFS Mg-spectrum are determined by the Mg coordina-
tion: the number, arrangement and species of its nearest-neighbour atoms,
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and in turn their environment (what else they are bonded to) - everything
that influences the local electronic structure around the atom of interest.
In the consideration of these Mg spectra, it is important to note that only
the immediate environment around the Mg is relevant, and not the long-
range structure of the whole phase. All samples were mounted on aluminium
STXM sample holders. The TEM mounts containing the foraminiferal sec-
tions were attached using carbon tape, and powder reference samples were
applied to Silson 100 nm Si3N4 TEM windows fastened to the sample mounts
with rapid setting epoxy. Prior to data acquisition the sample chamber was
evacuated (to 40 Pa) and flooded with He gas to 34-50 kPa to minimise X-
ray absorption in air. STXM images and NEXAFS spectra were collected
in both transmission [Bluhm et al., 2006] and fluorescence [Hitchcock et al.,
2010] modes. Transmitted X-rays were collected using a scintillation counter,
operating in pulse counting mode at low flux (<20 Mhz), and in analogue
mode at higher fluxes while in fluorescence mode (>20 Mhz). In fluorescence
mode emitted X-rays were collected using a front-mounted Amptek X123
Super-SDD detector, recording Mg Kα (1254 eV) and Kβ (1302 eV) emis-
sion bands. Zone plates were 25 and 40 nm in transmission and fluorescence
modes, respectively. The 25 nm zone plate gave the best spatial resolution
(∼30 nm spot size), but the short working distance (1000-1200 µm) and lower
flux made it unsuitable for use with the fluorescence detector. The 40 nm
zone plate decreased the spatial resolution (to ∼45 nm), but lengthened the
working distance (2000 µm) to physically accommodate the front-mounted
Amptek detector and minimise the background scatter it picked up from the
OSA, and allowed a higher flux, which improved fluorescence data quality.
STXM images presented here (Fig. 4.5) were taken after a rough NEX-
AFS spectrum was recorded to find the position of the Mg K-edge, which
arises from the excitation of s-shell electrons [Thompson et al., 2009]. They
are presented as simple absorption maps, as the wedge shape of the samples
precludes the meaningful interpretation of optical density maps of the whole
section.
Samples were analysed following a standard procedure: a series of STXM
images were taken at the Mg K-edge ( 1314 eV) with increasing spatial resolu-
tion to locate a region of interest (in transmission mode, an area with 30-90%
absorption). NEXAFS spectra were then collected by taking either a stack
of images or line transects at a series of energy steps across the absorption
edge (Fig. 4.6). In absorption mode the acquisition area always included
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2 µm
Figure 4.5: The distribution of Mg in foraminifera. Electron microprobe
maps of the samples reveal patterns of Mg/Ca banding (A), which are in
agreement with Scanning Transmission X-ray Microscope (STXM) images of
Mg-Specific X-ray absorption (B, arbitrary units) in the thin-section samples
(C). This confirms that the STXM Mg signal is real, and not an artefact of
sample density or thickness variations. This is evident in the uniformity of
the off-peak STXM Optical Density (OD) images of the thin section samples
(C). In (C) brightness is a function of absorbed photons, and the dark areas
either side of the Orbulina specimen are sections of the resin used to mount
the samples. Magnified areas of the STXM images denoted by dashed yellow
boxes show the length scale of Mg heterogeneity to be in the order of 1-
300 nm (D). The Mg bands in the Amphistegina specimen (B & D) taper
towards the bottom of the image. This reflects a decrease in sample thickness,
not a reduction in Mg content. The Amphistegina (B) image was taking in
transmission mode (25 nm Zone Plate, 150 nm step, 2 ms dwell), and the
Orbulina (B) image in fluorescence mode (40 nm Zone Plate, 100 nm step,
50 ms dwell). The colour scale bar denotes Mg/Ca in the electron microprobe
maps (A), and the STXM images are in arbitrary units.
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Figure 4.6: A schematic showing the data collection format at the STXM.
Three data types were collected: single raster images (i.e. image E1), raster
image stacks (represented by the whole schematic), or linescans, which are
essentially a single line of image pixels in the schematic.
an off-sample region for background (I0) normalisation, and conversion to
optical density (OD = -log(I/I0)). This was not necessary in fluorescence
mode, as the variations in fluorescence I0 over the energy range considered
are negligible. Absorption spectra were normalised to I0 and extracted from
the image stacks or line scans using the aXis2000 IDL widget package [Hitch-
cock, 1997]. For the reference materials, if the quality of a single spectrum
was poor extra spectra were collected, and data summed to improve quality,
effectively increasing the pixel count time. All spectra collected during the
experiment can be seen in Figure 4.7. Spectrum processing, fitting, analysis
and graphing were performed in R [R Core Team, 2012; RStudio, 2013]. The
presented on- and off-band Mg spectra are averages of multiple on- and off-
band regions to improve data quality. On- and off-band regions were selected
by hand, leaving an un-selected margin on the edges of the bands. To ensure
the size or shape of the selection area did not influence the resulting spectra,
multiple sizes and shapes of selection were compared, and in all cases the
results were the same. Prior to analysis all spectra were normalised so their
range was 0 to 1. Before normalisation, the maximum optical density in any
spectra was 1.75, well below the level where saturation effects are seen on this
beamline (above 2.4-2.6). Specimen spectra were fitted with combinations of
Chapter 4: Magnesium in Foraminiferal Calcite 105
1300 1310 1320 1330 1340 1350 1360
X−Ray Energy (eV)
1
El
ec
tro
n 
Yi
el
d 
(A
rbi
tra
ry
 U
ni
ts
)
Orbulina
Amphistegina
Dolomite
Hydromagnesite
Magnesite
Brucite
Epsomite
Mussel Muscle Tissue
Figure 4.7: Mg NEXAFS edges. The normalised Mg K-edge NEXAFS spec-
tra collected from the samples and reference materials in this study are
shown. The sample spectra are at the top, and the reference spectra pre-
sented in descending order based on their similarity to the sample spectra.
reference spectra and a linear background using a linear least squares model
(lm). Data were collected over a period of reduced beam stability, which
introduced a variable error in energy accuracy between the samples, particu-
larly between samples collected in different beamtime shifts. To account for
this uncertainty, all but one spectrum (dolomite) were allowed to drift by up
to ±0.5 eV during the fitting process. The dolomite spectrum was the major
component of all fits, and was used as an internal energy standard.
There is some uncertainty surrounding the relative scaling of peak inten-
sities with Mg concentration in different Mg-bearing phases, and therefore
the sensitivity of the technique to detecting combinations of different Mg co-
ordination states. Most candidate phases had peaks that were distinct from
the sample spectra, and their presence would have been clearly manifest in
a systematic modification of the Mg peak shape. However, organic matter
produces a diffuse, featureless peak (Fig. 4.7), as it does not contain Mg in a
single, well-defined coordination. This would be hard to detect if the organic
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Figure 4.8: The sensitivity of the technique to organic-hosted Mg. The
count-normalised 1314 eV Mg peak heights from three biogenic calcites
(foraminifera and two echinoderm samples) are shown as a function of
weight% Mg. Peak height shows a linear increase with Mg concentration,
which is unsurprising as the linearity of this relationship underlies electron-
probe and XRF techniques. The count-normalised Mg peak height from the
organic reference material (muscle tissue of Mytilus edulis) produced a dis-
proportionately intense peak, implying that the method was more sensitive
to organic-hosted Mg than calcite-hosted Mg, and rendering the detection of
organic-hosted Mg in the spectra feasible.
spectra were also very weak. To explore this, I examined the relationship
between Mg peak intensity and Mg concentration in biogenic Mg-calcite and
organic matter (Fig. 4.8). This reveals that the technique is more sensitive
to organic-hosted Mg than calcite-hosted Mg, demonstrating that organic-
hosted Mg would be apparent if it were significantly present in the high-Mg
bands. Fluorescence spectra will exhibit a similar trend, as they are governed
by the same physical principles.
4.4.4 Spectral Fitting
Regardless of the relative intensities of the crystalline and organic compo-
nents of the sample spectra, the ability to detect the presence of organic-
hosted Mg depends on the efficacy of the spectral fitting algorithm used to
analyse the data. The inclusion of an organic component in the foraminiferal
calcite would be expected to broaden and diffuse the peaks of the foraminiferal
Mg spectrum. This is best expressed as a linear mixture between two mate-
rials (Fig. 4.9)
In determining the coordination of Mg in foraminifera, reference spectra
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Figure 4.9: The continuum between NEXAFS spectra produced by
foraminiferal calcite Mg (black) and organic-hosted Mg (blue). Bold lines
show 20% isoclines. This is how the foraminiferal Mg spectrum is expected
to change, if a percentage of the Mg was hosted in an organic or amorphous
environment. Note it is assumed that following Figure 4.8 the 100% organic
peak should be more intense than the foraminiferal spectrum. Here, the mix-
ture is modelled assuming their intensities are equal, and as such offer a a
conservative estimate of how the spectra would change.
were compared to the foraminiferal Mg spectrum using a least squares re-
gression model. This model also had to take account of an unknown shift
in eV, as data were collected during a time of reduced beam stability. To
validate the results of this fitting procedure, and assess its ability to detect
organic-bound Mg in the presence of experimental limitations (noise, and
the unknown eV shift), a theoretical study of the model based on artificially
generated data was undertaken.
The fitting model consisted of two, iterative steps: First, a combination
of a scaled reference spectrum and a y = mx+ c linear background are fitted
to the sample spectrum using a simple linear regression model (lm), and the
sum of squares value for the fit is returned. Next, the sample spectra is
shifted in eV (within experimental bounds of ±0.5), and the fit is repeated
until the function reaches a minimum. This second step had to use a more
complex fitting method, which allowed the imposition of eV shift limits: the
‘L-BFGS-B’ method of the ‘optim’ command, which is a qausi-Newton code
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for bound-constrained optimisation.
A Monte Carlo approach was used to explore the efficacy of the fitting
algorithm: 500 ‘sample’ spectra were randomly generated from mixtures of
foraminiferal and organic Mg spectra, with a random addition of noise and
an eV shift, within specified experiment-based limits. The upper standard
deviation limit of the added noise was twice the maximum experimentally
observed noise level (0.03), and the limit of the introduced eV shift was 1.5
times the maximum experimentally observed eV shift (0.75). Once gener-
ated, the spectra were then run through the fitting algorithm, using the two
‘parent’ spectra (foraminiferal and organic Mg) as the fit components. This
allowed the assessment of the model efficacy in identifying organic contri-
butions to the spectrum in different noise conditions and with different eV
offsets in the data.
The main potential error sources in the model are from experimental
noise, and the unknown eV offset. The effects of these error sources on
the ability to detect the presence of organic matter in NEXAFS spectra are
reported in Figures 4.10-4.12. In figures 4.10-4.12 black dots represent gener-
ated spectra that fell within the bounds of the experiment (noise sd < 0.012,
—eV shift— <0.5). Generated spectra that exceeded these limits are given
as grey crosses, and are reported to illustrate the behaviour of the fitting
model outside the experimental bounds.
Within the noise and eV shift limits of the experimental spectra, the
95% confidence interval of % organic matter determinations is 4.2 percentage
points. This is increased to 7.1 percentage points if the experimental noise
is doubled, and the eV shift is increased by a factor of 1.5. Furthermore,
the nature of the model is such that the over-estimation of % organic Mg is
favoured in spectra with low % organic Mg: the model favours false positives,
with regard to identifying the presence of organic-hosted Mg.
4.4.5 STXM Results
Raster X-ray absorption images map Mg distribution at much higher res-
olution than the electron microprobe (Fig. 4.5 B & D vs. A). This high-
resolution mapping reveals that the broad ( 2-3 µm) Mg rich bands observed
in A. lessonii by the electron probe were in fact made up of sequential finer
(< 500 nm) bands in close proximity, revealing that banding is much finer-
grained than previously thought [Sadekov et al., 2005].
Spectra gathered from on- and off-band regions in A. lessonii and O.
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Figure 4.10: The % organic (left) and % crystalline (right) Mg estimated
from the generated spectra using the fitting model. The model performs well
within experimental noise and eVshift bounds, although accuracy is reduced
outside the experimental bounds.
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Figure 4.11: The effects of an eV offset on the model fits. The grey regions
denote data outside the experimental eV shift bounds. The left plot shows
that, within experimental bounds (black dots), the model is able to correctly
identify the eV shift in the data to a high degree of accuracy. A line of best
fit shows a good agreement with a 1:1 line (obscured by the data), with a
high R2. On the right, the effects of the eV shift on the ability to correctly
identify the percentage of organic material in the generated spectra. This
shows a trend for decreasing accuracy with increasing eV shift, particularly
when the eV shift is negative. In spite of this trend, 95% of the organic
Mg estimates are within 4.2 percentage points of the expected values, within
experimental bounds.
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Figure 4.12: (A) The effects of noise on the model. The grey region denotes
a noise standard deviation above the maximum observed in the experiment.
The accuracy of the % organic Mg determination does not change with the
introduction of experimental noise, and 95% of estimates within experimental
bounds were within 4.2 percentage points of the expected value. This shows
that the fitting model is robust, within the noise conditions of the experiment.
(B) The effect of % organic Mg in the generated spectra on the ability to
detect it. Estimates become less accurate when less organic Mg is present in
the sample spectra, although within experimental bounds (black dots), 95%
of estimates are within 4.2 percentage points of the expected values. Outside
experimental bounds (including grey crosses), the 95% of the estimates lay
within 7.1 percentage points of the expected value. The distribution of errors
also show that at low % organic Mg, the model tends to over-estimate organic
material in the spectra, which favours the identification of organic Mg, if it
is present.
univera were identical within instrumental error, as is evident from the fea-
tureless (to within instrumental noise) residuals in Figure 4.13.
A linear-least-squares fitting procedure was used to compare the spectra
of foraminiferal Mg to those of reference materials with known Mg coordi-
nation (Figs 4.7 & 4.14). Both individual reference spectra, and mixtures of
reference spectra were considered in the fitting model. The foraminiferal Mg
spectrum was most similar to that of dolomite (Fig. 4.14), although the fit
was not perfect in either O. universa or A. lessonii (R2 = 0.967 and 0.953,
respectively). The fit was either marginally improved (in A. lessonii) or not
affected (in O. universa) by the inclusion of minor hydromagnesite and mag-
nesite components in the model (indicated by R2 values in Fig. 4.14). The
inclusion of spectra from brucite, epsomite and Mytilus edulis tissue were
detrimental to the fit.
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Figure 4.13: Uniform Mg coordination. Normalized Mg K-edge NEXAFS
spectra collected from high- and low-Mg bands in O. universa (1 and 2) and
A. lessonii (3 and 4) reveal that Mg is coordination is uniform throughout
the test. The residuals comparing each scan to all others are shown, with
their identity denoted by the numbers on the right hand side. The spectra
are identical to within instrumental error, as is evident in the featureless
(within the instrumental noise) residuals.
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Figure 4.14: Identifying the Mg environment. I compare the local Mg envi-
ronment in O. univera and A. lessonii to the candidate minerals dolomite,
hydromagnesite and magnesite. The normalized Mg K-edge NEXAFS spec-
trum from foraminiferal Mg is shown at the top, with mixtures of candidate
mineral spectra determined by linear least squares fitting displayed below.
Each fit consists of one or more candidate spectra combined with a linear
background. The dolomite spectrum alone is a good fit for the foraminiferal
Mg, although not perfect. The fit is marginally improved by including extra
materials in the mixture, but importantly the shape of the residuals (shown
below each model on the same scale) does not alter significantly, and the
increase in goodness of fit (indicated by R2) is minimal.
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4.5 Discussion
First, the question of whether the observed differences in Mg concentration
(Fig. 4.5) are accompanied by variations in Mg coordination are addressed,
by comparing NEXAFS spectra gathered from on- and off-band regions. The
Mg banding could either be produced by variations in the concentration of
Mg hosted in a single phase, or be the result of a multi-host-phase system,
where a background Mg environment is augmented by an alternate Mg host
phase in the bands. The reference NEXAFS spectra demonstrate the sen-
sitivity of this technique to changes in the coordination and speciation of
atoms around Mg: closely related mineral phases produce disparate spectra
(Fig. 4.7). Therefore, I would expect a single-host-phase system (Mg in a
single coordination) to produce uniform spectra throughout the test, and the
spectra produced by a multi-host-phase system (with multiple Mg coordina-
tions) to vary between the on- and off-band regions. The coincidence of Mg,
S, Na and organic maxima in the test [Erez, 2003] suggests that Mg is struc-
turally associated with these other components in the high-Mg bands, and
thus exists in a two-phase system. The data, however, conclusively demon-
strate that the coordination of Mg is uniform across the banding of individual
tests and between the two species (Fig. 4.13). This reveals that intra-test
Mg heterogeneity does not result from a multi-host Mg incorporation system,
but is driven by variations in the concentration of Mg in a single coordina-
tion. The similarity between these two disparate species also suggests that
these results are more broadly applicable to other foraminifera that exhibit
Mg banding [Sadekov et al., 2005].
The uniformity of Mg coordination reveals that Mg is hosted in a single
atomic environment in foraminifera, but the nature of this environment is
unknown. To address this second problem, I compare the foraminiferal Mg
spectra to those of various model materials: dolomite, magnesite, hydromag-
nesite, brucite, epsomite and organic material (the muscle tissue of Mytilus
edulis, Fig. 4.7). The spectrum produced by foraminiferal Mg is most similar
to that produced by dolomitic Mg (Fig. 4.14). Dolomite ((CaMg)(CO3)2)
has the same mineral structure as calcite, with Ca and Mg occupying equiv-
alent octahedral sites in the lattice; Mg is ideally substituted for Ca. It is
important to emphasise that the similarity to the dolomite spectrum indi-
cates that the local atomic environment, or coordination of Mg is similar, not
that dolomite is present in the test structure. A survey of Mg spectra in the
literature [Farges et al., 2009; Finch and Allison, 2007, 2008; Trcera et al.,
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2009] confirms that the only published NEXAFS Mg spectra that bears a
resemblance to foraminiferal Mg are dolomite and Mg-calcite. One other no-
table candidate Mg coordination is that of northupite (Na3Mg(CO3)2Cl, seen
in Farges et al, 2009), which produces a similar spectrum to dolomite. How-
ever, this similarity is only superficial, as is evident from examination of the
D peak of the spectra ( 1330 eV in Farges dolomite, 1322 eV in our dolomite,
owing to differences in energy calibration). The ‘D’ peak of northrupite is
at lower energy than the D peak of dolomite, and I observe a shift in the
opposite direction in our foraminiferal calcite (Fig. 4.7, relative to dolomite).
If the extra on-band Mg were hosted in a northupite-like coordination, this
would be manifest in a split D peak in the on-band spectra, which I do not
see. The literature also reveals that NEXAFS is capable of detecting disor-
dered organic-bound Mg in carbonate minerals (Farges et al., 2009; Finch
and Allison, 2008). This reveals that Mg is ideally substituted for Ca in
foraminiferal calcite, and validates the long-held assumption underpinning
the Mg/Ca proxy.
The dolomite spectrum is not a perfect fit for foraminiferal Mg (Fig.
4.14). The goodness-of-fit (indicated by R2 values in Fig. 4.14) is marginally
improved in A. lessonii by including hydromagnesite (Mg5(CO3)4(OH)2 ·
4 (H2O)) or magnesite (MgCO3) Mg-environments alongside dolomite in the
model (Fig. 4.14). The presence of a magnesite environment component
would indicate Mg clustering, while a hydromagnesite environment suggests
Mg associated with hydroxyl groups. Fitting a mixture of dolomite, mag-
nesite and hydromagnesite spectra to the foraminiferal Mg, magnesite dom-
inates the minor fit component in A. lessonii, while it is of similar impor-
tance as hydromagnesite in O. universa (although there is no improvement
in goodness-of-fit in the latter, Fig. 4.14). This implies that Mg clustering
may be more prominent in the higher-Mg calcite produced by A. lessonii.
However, it is important to note that the shape of the fit residuals do not
alter significantly with the addition of these extra environments, indicating
that neither of these additional coordinations fully account for the differ-
ences between the Mg in dolomite and foraminiferal calcite. These disparities
can be attributed to the compositional differences between dolomite (∼50%
Mg) and foraminiferal calcite (< 0.5% Mg), creating a different next-nearest-
neighbour Mg environment in the crystal structure [Finch and Allison, 2007].
The increase in goodness-of-fit in the two- and three-phase mixtures are so
small that the interpretation of these minor phase components must remain
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tentative. I conclude from these results that Mg is ideally substituted for Ca
in foraminifera, with the caveat that a small fraction may be present in close
proximity to other Mg atoms in the calcite, or in association with hydroxyl
groups.
These results give insights into the calcification processes of foraminifera.
I conclusively demonstrate that banding is not caused by variations in the
concentration of a separate, non-calcite Mg-bearing organic or mineral phase,
or by the alternation between Mg being hosted in distinct coordinations (a
two-phase Mg system). Intra-test Mg bands represent variations in the con-
centration of ideally substituted Mg in the calcite lattice. Therefore, they
must either be the result of variations in the mechanism of crystal growth
that affect Mg fractionation from the calcification fluid, or of changes in the
chemical or physical mineralisation environment. The Mg/Ca palaeother-
mometer in its current form relies on the latter hypothesis, where changes in
the physical environment (i.e. temperature) will effect the incorporation of
Mg in a uniform way, despite biologically driven changes in solution chem-
istry. However, if the mechanism of crystal growth varies, so too will the
sensitivity of Mg/Ca in different regions to temperature, and the ratio of
on-band/off-band regions in the tests becomes a complicating factor that is
not measured routinely in Mg/Ca analysis.
When combined with previous NEXAFS studies of Mg-calcites [Finch and
Allison, 2007], these results provide strong evidence that the mechanism of
crystal growth is constant in the foraminifera species studied here. An inves-
tigation of Mg in diverse inorganic calcite samples [Finch and Allison, 2007]
revealed variations in Mg coordination that were detectable in NEXAFS
spectra. These variations are not associated with differences in [Mg] between
the inorganic calcites [Finch and Allison, 2007], indicating that they stem
from differences in the mineral formation mechanism. Based on this observa-
tion, the degree of uniformity of Mg spectra gathered from on- and off-band
regions in A. lobifera or O. universa (Fig. 4.13) implies the action of a sin-
gle, continuous Mg incorporation (and therefore mineralisation) mechanism
throughout the test structure. Furthermore, atomic force microscopy (AFM)
studies of foraminiferal calcite [Nehrke, pers comm; Cuif et al., 2012] report
a uniform mosaic of 100 nm globular units of calcite running throughout
the test, in spite of compositional variations (Chapter 2). If the mechanism
of crystal growth varied significantly between compositional bands, I would
expect to see some microstructural heterogeneity between on- and off-band
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regions, which is not observed. Together, these observations suggest that
Mg is substituted into calcite by a uniform mechanism, and that Mg/Ca is
entirely dependent on the physical and chemical calcification environment,
rather than a variation in the mechanism of mineral growth.
This allows a working model of foraminiferal Mg incorporation to be de-
veloped, in which an ultimate connection between temperature and Mg/Ca
is evident. In this model, the mineral in the whole test structure is de-
posited via a uniform crystallisation mechanism. Internal Mg heterogeneity
is driven by variations in the chemistry of the calcification fluid, which stem
from fluctuations in the biological mechanisms responsible for introducing
the well-documented ‘vital effect’ Mg/Ca offsets [Weiner and Dove, 2003].
For example, diurnal changes in the balance between organism respiration
and symbiont photosynthesis can drive local pH changes of up to one unit,
which would effect solution chemistry and crystal growth rate, and influence
Mg incorporation [Eggins et al., 2004; Wolf-Gladrow et al., 1999]. Inorganic
precipitation experiments show that the incorporation of Mg into calcite is
highly sensitive to the chemical mineralisation environment [Elhadj et al.,
2006a; Katz, 1973; Mucci, 1987; Mucci and Morse, 1983; Stephenson et al.,
2008], and that variations in calcification fluid chemistry would be sufficient
to drive internal heterogeneity. The chemical environment can affect Mg in-
corporation in diverse ways, from simple increases in the concentration of
Mg in the fluid [Mucci and Morse, 1983], to changes in the pH, saturation
state and crystal growth rate [Burton and Walter, 1991], to considerably
more complex interactions between defects on crystal growth faces and or-
ganic ligands [Elhadj et al., 2006b; Stephenson et al., 2008] or other trace
cations [Stephenson et al., 2011]. My data cannot reveal which aspect of
solution chemistry drives internal Mg/Ca variations, which are undoubtedly
important in determining test Mg/Ca. Beyond these local variations in the
chemical mineralisation environment, ocean temperature exerts a constant
influence over the physical environment of crystal growth. Irrespective of
the chemistry of the calcification fluid, and the mechanism by which Mg/Ca
incorporation is modulated, temperature will affect the amount of Mg in-
corporated into the calcite lattice, following the basic thermodynamic and
kinetic principles underlying an endothermic substitution. The fact that Mg
is hosted in a calcite lattice means that temperature will always influence
the amount of Mg incorporated into the calcite, relative to the solution the
calcite is precipitating from. Furthermore, the enhanced temperature sensi-
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tivity of foraminiferal Mg/Ca [Lea et al., 1999] (c.f. inorganic precipitation
experiments) reveals that the biological mechanisms controlling the calcifi-
cation fluid are also temperature sensitive [Bentov and Erez, 2006], and act
to amplify foraminiferal Mg/Ca. Id est, if the water is warmer, foraminiferal
Mg/Ca will increase in both on-band and off-band regions (or vice versa), as
a result of temperature driven changes in the kinetics of crystal growth, and
the chemistry of the calcification fluid. Thus, ocean temperature influences
the Mg/Ca of the whole test, in spite of local Mg/Ca variations.
4.6 Conclusions
My results provide a fundamental step towards a mechanistic understanding
of the Mg/Ca paleotemperature proxy, and biomineralisation. By conclu-
sively demonstrating the ideal substitution of Mg into the calcite lattice I have
confirmed a long-held, yet untested assumption behind the Mg/Ca proxy,
supporting the presence of an ultimate inorganic thermodynamic connection
between seawater temperature and foraminiferal Mg/Ca. I demonstrate that
foraminiferal Mg is not hosted in organic molecules, or in a secondary in-
terstitial mineral or organic environment. Furthermore, the consistency of
the Mg coordination throughout the test provides evidence to suggest that
foraminifera employ a uniform mechanism of crystal growth. This supports
the links between calcite-bound trace elements (like Mg) and the external
environment upon which palaeoproxies rely.
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Chapter 5
Boron in Foraminiferal Calcite
5.1 Introduction
Foraminiferal calcite is structurally and compositionally heterogeneous at
various length-scales [Chapters 3 and 4; Branson et al., 2013; Elderfield et al.,
2002; Erez, 2003; Kunioka et al., 2006; Sadekov et al., 2005]. Examination of
heterogeneity at these different scales can provide insights into the processes
and potential sources of uncertainty underlying palaeoproxies. Nano-scale
investigations reveal patterns driven by the biomineralisation mechanisms
of foraminifera themselves: ion transport, and crystal growth processes [e.g.
Chapter 4; Branson et al., 2013]. Thus far, the study of trace element specia-
tion, bonding environments and spatial distribution at the tens of nanometre
length scale has not been possible.
In this chapter I describe the the nano-scale spatial distribution and
chemical coordination of boron and magnesium in a ∼100 nm thick wafer
of foraminiferal calcite, novel synchrotron X-ray techniques. Combined with
numerical models of palaeo-proxy incorporation, the results provide strong
evidence to explain the mechanisms behind two major palaeoproxies for tem-
perature (Mg) and pH (B), and lead me to propose a new model of biomin-
eralisation in foraminifera. This gives a new context to the consideration
of biomineralisation mechanisms, which are central to the incorporation of
all palaeo-proxies. Fundamentally, this new model is able to reconcile the
behaviour of all major palaeoproxies with a physiologically plausible mecha-
nism.
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Figure 5.1: The speciation (A) and isotope fractionation (B) of boron in
seawater. pKB = 8.5975 (25
◦C and 35 salinity) from Dickson [1990], αB =
1.0272 from Klochko et al. [2008], [B] = 420 µM [DOE, 1994]
5.2 The Boron Palaeoproxies
5.2.1 Boron in Seawater
Dissolved boron in seawater is a conservative metalloid, homogeneous in both
concentration and isotopic composition (δ11BSW = 39.6± 0.4h) with a long
residence time [τB ∼ 10 Myr; Foster, 2008]. In aqueous solution boron un-
dergoes pH dependent speciation between trigonal boric acid (B(OH)3) and
the tetrahedral borate anion (B(OH)4
–; Fig. 5.1A); Zeebe and Wolf-Gladrow
[2001]). Their speciation follows simple acid dissociation rules, and the equi-
librium dissociation constant (pKB) is sensitive to pressure [Culberson and
Pytkowicx, 1968], salinity and temperature [Dickson, 1990].
pKB = −log10(K∗B) (5.1)
K∗B =
[B(OH)−4 ][H
+]
[B(OH)3]
(5.2)
[B(OH)−4 ] =
[B]
1 + [H+]/K∗B
(5.3)
[B(OH)3] =
[B]
1 +K∗B/[H+]
(5.4)
Where square brackets denote the concentration of an aqueous species in
seawater.
The lower vibrational energy of trigonal B drives a species-specific isotope
fractionation between 10B (∼20%) and 11B (∼80%) [Klochko et al., 2006;
Urey et al., 1951], which is concomitantly pH dependent (Fig. 5.1B). The
distribution of B isotopes between species and substances is described using
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‘δ’ notation, which compares the isotope ratio (in this case 11B/10B) in a
sample, to that in a standard:
δ11BSample =
(
[11B]/[10B]Sample
[11B]/[10B]Standard
− 1
)
× 1000 (5.5)
The equilibrium:
10B(OH)3 +
11 B(OH)−4 ↔ 11B(OH)3 +10 B(OH)−4 (5.6)
is defined by a fractionation factor, αB (and the related B):
αB =
[11B(OH)3][
10B(OH)
]
4
[10B(OH)3][11B(OH)
]
4
(5.7)
B = 1000(αB − 1) (5.8)
δ11B(B(OH)−4 ) =
δ11Bsw[Bsw]− B[B(OH)3]
[B(OH)−4 ] + αB[B(OH)3]
(5.9)
δ11B(B(OH)3) = δ
11B(B(OH)−4 ) + B (5.10)
This fractionation factor has been empirically measured [Kakihana et al.,
1977; Klochko et al., 2008], and calculated from theory [Zeebe, 2005], and
can be used to calculate the δ11B of each species in seawater. Estimates of
αB for aqueous solutions vary widely in the literature [1.0176 to ∼1.0500;
Klochko et al., 2006; Sanchez-Valle et al., 2005; Zeebe, 2005], and show a
dependence on temperature [Ho¨nisch et al., 2008] and particularly solution
composition [Klochko et al., 2006]. The widely accepted αB assumed for
palaeo-proxy reconstructions is a measured seawater value of 1.0272±0.0003
[Klochko et al., 2006].
The dissociation, and fractionation of isotopes between the B species is
near instantaneous, within the timeframe of foraminiferal calcification.
5.2.2 Boron in Foraminifera
Boron is an important, emerging foraminiferal proxy element [Foster, 2008;
Hemming and Hanson, 1992; Henehan et al., 2013; Pearson and Palmer, 2009;
Pearson et al., 2009; Yu et al., 2007]. The concentration and isotopic com-
position of B in foraminiferal calcite (B/CaCal and δ
11BCal) are hypothesised
to record the carbonate ion concentration and pH of seawater, respectively
[Hemming and Hanson, 1992; Yu et al., 2007]. These proxies have the poten-
tial to provide an invaluable view of the long-term and ocean carbon cycles.
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Understanding the ocean carbonate system is particularly vital today, in light
of anthropogenic CO2 driven ocean acidification, which is predicted to have
a devastating effect on numerous marine ecosystems [Raven et al., 2005].
The fidelity of B as palaeo-pH indicator hinges on the solitary uptake
of B(OH)4
– from seawater into biominerals, allowing δ11BCal and B/CaCal to
record the pH and carbonate chemistry of their growth habitat [following Fig.
5.1; Hemming and Hanson, 1992; Yu et al., 2007]. This mechanism was first
proposed by Hemming and Hanson [1992], and is based on both the similarity
of the δ11BCal trend to the seawater δ
11B(OH)4
– line, and on the physical
rules of the crystal growth environment: the anionic B(OH)4
– species will be
attracted to a positively-charged calcite growth surface, while the B(OH)3
species will not. However, the tetrahedral BO4
5– does not fit easily into the
calcite lattice, where the most plausible substitution is BO3
3– for the planar
trigonal CO3
2– oxyanion in the calcite structure. Hemming and Hanson [1992]
propose that B is attracted to the calcite growth surface as B(OH)4
–, and
transforms to the planar trigonal BO3
3– species during incorporation into
the growing crystal. This could occur by the sequential formation of BO-Ca
bonds during incorporation, weakening the fourth B-OH bond to the point
where it breaks, allowing BO3
3– to be incorporated into the calcite. If true,
this mechanism allows pH to be reconstructed from foraminiferal δ11BCal
using knowledge of the dissociation and fractionation of B in seawater, as
described by Zeebe and Wolf-Gladrow [2001]. It is worth noting at this
point, that this theoretical mechanism does not address the issue of how the
growing foraminiferal calcite is exposed to seawater B(OH)4
–. Regardless of
this, assuming δ11BCal is equal to δ
11B(OH)4(SW)
–, equations 5.2 and 5.4 can
be used to solve equation 5.9 for [H+]:
pH = −log(H+) (5.11)
= pK∗B − log
(
− δ
11BSW − δ11BCal
δ11BSW − αBδ11BCal − B
)
(5.12)
The attraction of B(OH)4
– to the calcite growth surface has been directly
observed [Ruiz-Agudo et al., 2012], but it remains unclear whether B(OH)3 is
also attracted and incorporated. The theory of Hemming and Hanson [1992]
predicts that calcite will contain trigonally coordinated B, with the isotopic
signature of B(OH)4
–.
Unfortunately, published studies investigating the coordination of calcite-
bound B using Nuclear Magnetic Resonance (NMR) spectroscopy present a
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more complicated picture, which does not support the sole incorporation of
B(OH)4
– [Table 5.1; Klochko et al., 2008; Sen et al., 1994]. This undermines
the theory behind the proxies, the application of equation 5.12, and the verac-
ity of both B proxies as palaeo-pH indicators. However, the NMR techniques
used in these studies necessitate a large (∼100-200 mg) sample size, and no
clay removal or chemical cleaning steps are reported in their methods. They
are therefore prone to contamination from secondary B-bearing phases (e.g.
B-rich authigenic marine clays or organic material), and do not conclusively
discount the use of B based proxies: given the relative concentrations of B in
foraminifera and clay (orders of magnitude different), a single clay particle
in the NMR sample chamber would be enough to skew the result. This is
emphasised by the conflicts between these NMR studies, as well as with B
palaeoproxy theory.
Table 5.1: The coordination of B in biogenic and inorganic calcites, as de-
termined by NMR spectroscopy.
Reference Trigonal Tetrahedral Material
Sen et al. [1994] > 90% < 10% Biogenic & Synthetic
Klochko et al. [2008] 36-46% 54-64% Foraminifera & Inorganic ppt.
The application of nano-scale X-ray microscopy and spectroscopy tech-
niques allows the direct, unambiguous examination of B in pure foraminiferal
calcite.
5.3 Methods
The coordination and distribution of B and Mg in cultured specimens of
Amphistegina lessonii were analysed using Near-Edge X-ray Absorption Fine
Structure (NEXAFS) spectroscopy at the 11.0.2 Scanning Transmission X-
ray Microscope (STXM) beamline of the Advanced Light Source (ALS) Syn-
chrotron (Berkeley National Laboratory, CA; Fig 4.2). Three separate spec-
imens were studied, all of which produced qualitatively identical results. For
brevity, only the results from a single specimen are presented here.
5.3.1 Foraminifera Culturing
Foraminifera samples were cultured by K. Kaczmarek (Alfred Wegener Insti-
tute, Bremerhaven) in modified seawater matrix with elevated B concentra-
tion (10x normal). This was necessary to increase the B concentration of the
calcite and bring it above the detection limit of the STXM instrument. All
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methods described in this section (5.3.1)) were carried out by K Kaczmarek,
and are described here to offer a full account of the nature of the samples
analysed.
Culture Conditions
Living specimens of the benthic symbiont bearing foraminifera Amphistegina
lessonii were obtained by from a coral reef aquarium at the Burgers Zoo
(Arnhem, The Netherlands) in November 2011. SCUBA divers collected ap-
proximately 2 kg of sediment on which different species of foraminifera are
known to live. The sediment was transported to the Alfred Wegener In-
stitute (Bremerhaven, Germany) immediately and transferred into a small
aquarium (5L) filled with filtered (0.2 µm pore-size) North Sea Water (NSW).
The aquarium was equipped with a circulation pump to supply air and a time
switched light source providing a light/dark cycle (12h/12h). Approximately
300 specimens of A. lessonii were transferred to well plates containing NSW
and incubated at 25◦C. After two weeks, half of the specimens had asexually
reproduced, yielding 20-60 juveniles per specimen. Juveniles were transferred
into two sets of petri dishes containing modified North Sea Water mNSW,
adjusted to be in equilibrium with a pCO2 of 180 ppm and 380 ppm (de-
tails see below). These petri dishes were placed into two separate boxes each
connected to a gas mixing system providing a constant pCO2 of 180 ppm
and 380 ppm (constant gas flow of 40 L/hour). Concentration of CO2 was
logged using CO2 sensors (type FY0D00CO2B10 Ahlborn) and did not vary
more than 25 µatm from the value set. To avoid evaporation of mNSW in
the petri dishes, the gas was saturated with water by bubbling it through
a fritted wash bottle filled with de-ionized water. The experimental setup
was placed in a temperature-controlled (25◦C) room. Heat produced by the
lamps used to realize the day/night light cycle caused the temperature within
the boxes containing the petri dishes to vary by 2◦C. Light intensity was 100-
150 mol photons m2s–1. Every third day mNSW was replaced by a mNSW
pre-equilibrated for 24 hours with the corresponding pCO2. Each time the
mNSW was replaced, the foraminifera were fed with concentrated and ster-
ilized Dunaliella salina algae. Before feeding algae had been centrifuged to
minimize dilution of the mNSW, and exposed to 90◦C for twenty minutes
after to exclude bacteria from the petri dishes. After a growth period of
three months, foraminifera were removed from the petri dishes, bleached in
diluted NaOCl:H2O (1:3) for six hours, rinsed four times in deionized water,
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and dried at 50◦C for 12 hours.
Media Preparation and Analysis
Two batches of mNSW were prepared. Both were based on sterile filtrated
(0.2 µm pore size) natural Sea Water collected near Helgoland. Batch one
was in equilibrium with 180 ppm CO2, batch two was in equilibrium with
380 ppm CO2. Boron was added as B(OH)3 to both batches of mNSW,
yielding a final concentration of 45 ppm. The carbon system for the two
batches of mNSW were determined in Octave, using the csys.m script [Zeebe
and Wolf-Gladrow, 2001], after modification to allow calculations of borate
concentration. Equilibrium constants for K1 and K2 of Mehrbach and total
scale for pH were used. Temperature was set to 27.2 ◦C, and salinity to 32.
Input parameters were pH and pCO2, which were determined during media
preparation. Adding B(OH)3 into NSW causes the pH to drop. The pH
of batch two was titrated back using NaOH until the original pH of 8.1 was
reached. Batch one was prepared by bubbling with a gas containing 180 ppm
CO2 until the pH at the equilibrium state (8.1) was reached.
To measure the paramters of the mNSW, 200 ml of each batch was trans-
ferred in polyethylene beakers, and incubated alongside the foraminiferal
petri-dishes. After one day the salinity and pH of these solutions were mea-
sured and samples were taken for the determination of calcium, boron, dis-
solved inorganic carbon (DIC), and total alkalinity (TA). These measure-
ments were repeated weekly. Salinity measurements were performed using
a conductivity meter (WTW Multi 340i) interfaced with a TetraCon 325
sensor. The pH measurements were carried out by means of a combined
pH glass electrode (Metrohm) interfaced to a Radiometer pH-Meter. Af-
ter calibration (NBS scale) the conversion to total scale was performed by
measuring a Tris/Tris-HCl seawater buffer prepared following Dickson et al.
[2007]. Calcium and boron concentrations were determined by ICP-MS. TA
was measured by triplicate potentiometric titrations using a TitroLine alpha
plus auto sampler (Schott Instruments). mNSW samples and an in-house
standard (NSW) were measured consecutively. The latter is calibrated regu-
larly against Certified Reference Material Batch No. 54 of Dickson (Scripps
Institution of Oceanography). The average reproducibility is ±10 µmol/kg.
Determination of DIC was performed photometrically in triplicates with a
TRAACS CS800 QuaAAtro autoanalyzer with an average reproducibility of
±10 µmol/l based on calibrations of an in-house standard (NSW) calibrated
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against Certified Reference Material Batch No. 54 of Dickson (Scripps Insti-
tution of Oceanography).
The specimen presented here was cultured in the 180 ppm CO2 mNSW.
Further specimens were analysed from 380 ppm CO2, and produced qualita-
tively identical results.
5.3.2 Sample Preparation
Thin-sections for STXM analysis were prepared using a Helios Nanolab fo-
cused ion beam (FIB) instrument, following a modified method after Chapter
4 [Branson et al., 2013]. A different FIB polishing process was adopted in the
present study, where the beam energy was reduced throughout the milling
process to minimise sample surface damage (Table 5.2). This was necessary
because the lower energy of the B K-edge [c.f. the Mg K-edge, studied in
Chapter 4; Branson et al., 2013] necessitated a thinner section, where surface
damage became an important consideration. The sample preparation method
is estimated to leave 3.3nm of amorphous damaged material on each side of
the sample. All STXM analyses were performed on sections between 100-700
nm thick, so this damaged layer comprised 0.94-6.62% of the analysed mate-
rial. Previous studies have obtained meaningful STXM and TEM data from
FIB-prepared biogenic calcite samples [Chapter 4; Benzerara et al., 2011;
Branson et al., 2013; Kudo et al., 2010; Obst et al., 2009], and unfocused ion
milling instruments have been previously used to thin calcite samples for B
analysis [Rollion-Bard and Erez, 2010], suggesting that this damaged layer
will have insignificant impact on the results.
Table 5.2: The estimated depth of sample damage during FIB milling at the
different energies used. Estimates are derived from a line of best fit through
sample damage data from crystalline Si samples [Gao et al., 2004; McCaffrey
et al., 2001], and are the best available estimates for the extent of damage in
the samples.
Energy Angle from Estimated
Stage (kV) parallel (◦) Damage (nm)
Rough Cuts 30 90 > 25
Thinning > 4µm 30 < 3 23.78± 0.43
Thinning > 3µm 16 < 3 13.55± 0.29
Thinning > 2µm 8 < 3 7.70± 0.36
Thinning > 0.5µm 5 < 3 5.51± 0.40
Final Polish 2 < 3 3.31± 0.45
I further quantified the thickness of this amorphous damage layer, and
confirmed the predominantly crystalline nature of the milled sample by Trans-
mission Electron Microscope (TEM) imaging (Fig. 5.2, using a Jeol 200CX
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TEM). These images reveal a complex internal crystalline structure in the
wafer, indicating that the FIB milling process did not cause significant sig-
nificant alterations to the bulk of the sample. The complexity evident within
the samples is the combined result of subtle orientation variations of crys-
tallites, the overall architecture of the foraminiferal calcite, and the relative
thickness of the sample in question. As such no clear patterns are evident
in these preliminary images, and considerable effort will be required to thor-
oughly investigate foraminifereal calcite by TEM. The thick, wedge-shaped
samples available here, are not suitable for extensive TEM investigations.
The amorphous damage layer was manifest in these images by a thin strip
of featureless material along the thin end of the sample wedge. The maxi-
mum thickness of this rim was ∼ 300 nm, which given the sample geometry
(∼ 1000 nm, thinning to extinction over ∼ 20 µm), gives a conservative esti-
mate of the amorphous damage layer as 7.5 nm on each side of the sample.
This is higher than the measured value from crystalline silica (Table 5.2),
owing to the differences between calcite and silica. This gives a revised sam-
ple damage estimate of between 2.1-15% of the analysed material (varying
with thickness), All measurements contributing to this calculation are con-
servative, and as such this presents and estimate of the upper limit of sample
damage.
5.3.3 STXM Data Acquisition
The STXM branch of beamline 11.0.2 at the ALS [Bluhm et al., 2006] has an
energy resolution of 0.1 eV, and a spatial resolution of approximately 45nm
(40 nm zone plate) at the B and Mg K-edges. This allowed the examination
of B and Mg at the nano-scale, and the extraction of NEXAFS spectra from
specific regions in the test to examine atomic coordination (Section 3.1.1).
The NEXAFS spectrum measures the absorption of X-rays at and above (to
+150 eV) the ionisation energy (or ‘absorption edge’) of an element. The
ionisation energy (or energies) of an element is determined by its electronic
structure, allowing specific elements of interest within a material to be tar-
geted. In the case of B, the K-edge at approximately 194 eV was targeted,
which results from the excitation of s-shell electrons.
Samples were mounted on aluminium STXM sample holders, which sus-
pended the samples in free space in the X-ray beam. Powder reference mate-
rials were applied to X-ray transparent SilsonTM100 nm Si3N4 TEM windows
for analysis. The sample chamber was evacuated to 40 Pa and flooded with
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Figure 5.2: TEM brightfield images of the wedge-shaped foraminiferal calcite
wafer analysed in the STXM instrument. Two low-magnification images are
overlayed on an X-ray absorption STXM image (at 213 eV, above the B edge).
These images reveal a complex internal structure within the wafer, indicating
that the FIB preparation process did not cause extensive sample damage.
Signs of FIB damage are evident along the lower edge of the sample wedge,
manifest as a diffuse, featureless darker band of material, shown in greater
detail in two higher-magnification images. Electron diffraction patterns from
this rim (A) and a region just inside the rim (B) reveal a transition from
amorphous to crystalline material over 250 nm.
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Figure 5.3: A histogram of un-normalised optical density (OD) values in the
sample data. The vertical line represents the lower limit where saturation
effects are observed at the 11.0.2 STXM beamline. Above this limit absorp-
tion values become non-linear, which introduces significant uncertainties into
the data. All collected data were below this limit.
He to 34-50 kPa to minimise X-ray absorption in air. Transmitted X-rays
were collected using a scintillation counter, operating in pulse counting mode
[Bluhm et al., 2006].
STXM peak-map images were taken after a rough NEXAFS spectrum was
recorded to precisely locate the absorption edge of B (194 eV) or Mg (1314
eV) in the sample. Samples were analysed following a standard procedure:
a low-magnification image was taken at the B K-edge to identify features of
interest in the sample, and smaller regions of interest were imaged at higher
magnification, and across the target NEXAFS energy range. All images con-
tained an off-sample region for background (I0) normalisation and conversion
to optical density (OD) (-log(absorption/I0)). The maximum optical density
in any spectra was 2.03, below the level where saturation effects are seen
on this beamline (Fig. 5.3; above 2.42.6). NEXAFS spectra were extracted
from these image stacks by averaging over the pixels in a region of interest.
For the reference materials (Fig. 5.4), if the quality of a single spectrum
was poor extra spectra were collected, and data summed to improve quality,
effectively increasing the pixel count time.
5.3.4 Data Processing and Analysis
The position of the absorption edge is influenced by the electronic structure
of B, defined by the nearest-neighbour atomic environment (i.e. those ele-
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Figure 5.4: Spectra from danburite and boric acid reference materials show
the position of the trigonal and tetrahedral B peaks.
ments that B is directly bonded to, and how they are arranged), and the
post-edge features are determined by multiple scattering interactions with
the next-nearest-neighbours (the atoms bonded to the nearest-neighbours).
The features of a NEXAFS B-spectrum are determined by the coordination of
the atom: the number, arrangement, species and coordination of its nearest-
neighbour atoms - everything that influences the local electronic environment
around the B atoms of interest. The NEXAFS spectra are particularly sensi-
tive to the oxidation states of elements, and hence provide a robust method
for distinguishing between B(OH)3 and B(OH)4
–, which is the focus of this
study.
Maps of the Mg distribution in the sample were created following the
methods described in Section 4.4.3 of Chapter 4.
The positions of the ‘trigonal-’ and ‘tetrahedral-B’ peaks reported in the
literature [e.g. Fleet and Muthupari, 2000] were confirmed through the anal-
ysis of danburite (BO4) and boric acid (BO3; Fig. 5.4). Peak windows
identified from these materials were used in generating the B coordination
maps in Figure 5.6.
The majority of data collected were in the form of spectral image stacks.
An image stack represents a 3D volume of data with spatial x and y dimen-
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sions, and a z energy dimension: each pixel in x and y contains a NEX-
AFS spectrum (Fig. 4.6). Before analysis, image stacks were corrected for
sample drift using the ‘StackReg’ plugin in the Fiji image analysis package
[Schindelin et al., 2012; Thevenaz et al., 1998]. Aligned image stacks were
then imported into the R environment (R Core Team, 2012; RStudio) for
all remaining processing and analysis. During import, image stacks were
normalised to I0, and converted to OD (-log(absorption/I0)) before all anal-
ysis. Data importing and processing functions and routines written in R are
available in Appendix A. A major benefit of the image stack format is the
addition of a nano-scale spatial element to the spectral data: this allowed the
removal of anomalous regions, which were mainly present around the edges
of holes in the sample (masked out in and Fig. 5.6). These artefacts were
predominantly caused by errors in the drift-correction routine, which also
introduce an uncertainty in the spatial position of ∼100 nm, reducing the
effective image resolution.
At low energies NEXAFS spectra are complicated by high-order absorp-
tion edges of other elements, and their multiple scattering effects. Combined
with the heterogeneity of foraminifera test chemistry, each pixel in an image
stack will have a subtly different background signal beyond the measured
I0, determined by unknown variations in chemistry. To overcome this, the
spectrum from each xy pixel in an image stack was independently corrected
following the methods of Fleet and Muthupari [2000], who were able to ade-
quately remove significant variations in spectra background from low-B sam-
ples. Their correction involved two steps: 1) subtract a linear background
based on the pre-edge region, which is assumed to be zero in NEXAFS stud-
ies, and 2) subtract a second linear background from the region above peak
‘A’, based on the data points at the base of peak ‘A’ (just above 194.5 eV) to
the post-spectrum region 20 eV above this (Fig. 5.5). This method removed
the majority of the background signal, leaving easily-comparable, distinct B
NEXAFS peaks. The extensive removal of background signal around the B
spectra carries the risk of distorting and modifying the resulting B spectra.
The normalisation procedure of Fleet and Muthupari [2000] was devised for
a quantitative analysis of trigonal and tetrahedral B abundance in B-bearing
minerals, where it was found to allow the determination of species abundance
to ±10% [Fleet and Liu, 2001; Fleet and Muthupari, 2000]. For my purposes,
the important feature is the presence or absence of the trigonal and tetra-
heral B peaks, which this normalisation should not alter. Following the error
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Figure 5.5: The two-step normalisation procedure described by Fleet and
Muthupari [2000]. (A) The un-normalised spectrum with the first correction
line fitted to the pre-edge region shown in red. (B) The intermediate spec-
trum after subtraction of the red line, with the second normalisation line
shown in blue. Blue highlighted regions show the data used in the second
normalisation stage. (C) The final, normalised spectrum.
estimates of Fleet and Muthupari [2000], the complete absence of one peak
indicates that the sample is > 90% of the other species. Furthermore, as
each spectrum is subjected to the same normalisation process, the intensities
of the peaks are internally comparable, even if there is some error inherent
in their absolute intensities.
Following this correction, peak-intensity maps and spectra could be read-
ily extracted from regions of interest in the sample.
Generating Peak Maps
Peak maps (Fig. 5.6) were generated from the mean of the five most intense
data points within an eV window encompassing the B(OH)3 peak (identified
in Fig. 5.4). This was necessary to account for subtle differences in the po-
sition of the B peak, and helped reduce noise in the resulting image. The
B(OH)4
– peak was not considered in mapping, because it was not elevated
above background at any point in the sample: there was no evidence for
tetrahedrally coordinated B anywhere in the sample. An important consid-
eration in NEXAFS peak mapping is the dependency of peak intensity on the
orientation of the species under consideration. This has the potential to com-
plicate estimates of the distribution of B in calcite. However, foraminifera
present a relatively uniform crystal orientation, with radially-oriented colum-
nar calcite crystals. Given the small scale of the specimen, and the planar
orientation of CO3
2– site in the calcite mineral lattice (for which B substitutes
as BO3
3–), this orientation effect should be consistent across the sample. The
non-ideal orientation of BO3
3– in the X-ray beam could reduce the intensity
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Figure 5.6: Maps of trigonal B and Mg OD peak intensity in the sample
section. Image brightness relates to the optical density of the trigonal B, and
Mg peaks (values shown in scale).
of the trigonal B peak in the sample, but would do so uniformly. The ob-
served B heterogeneity is therefore the result of changes in concentration,
rather than crystal orientation.
5.4 B in Foraminiferal Calcite
5.4.1 Coordination
The distribution and coordination of Mg in the foraminiferal calcite lattice is
discussed earlier [Chapter 4; Branson et al., 2013; Sadekov et al., 2005], and
as such this element serves as a reference point from which to examine the
behaviour of B in foraminifera. Before comparing these two elements, the
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Figure 5.7: B in foraminiferal calcite is uniformly hosted as the trigonal
BO3
3– species, substituted for CO3
2– in the calcite lattice. No tetrahedrally
coordinated B was observed in foraminiferal calcite. This is at odds with
previous NMR observations [Klochko et al., 2008; Rollion-Bard et al., 2011;
Sen et al., 1994], but the technique used here benefits from much higher
spatial resolution and sensitivity than previous methods.
uncertainties surrounding the incorporation of B into the biomineral must
be addressed. Theory predicts that B is incorporated in two steps: first
B(OH)4
– is attracted to the charged surface of a growing crystal, and then
transforms to a trigonal planar BO3
3– species to substitute for CO3
2– in the
mineral lattice [Hemming and Hanson, 1992; Ruiz-Agudo et al., 2012]. Some
experimental results, in particular NMR, are in conflict with this theory,
finding B in both trigonal and tetrahedral forms in biominerals [Klochko
et al., 2008; Rollion-Bard et al., 2011; Sen et al., 1994]. In contrast to those
earlier results on bulk crushed samples, the B NEXAFS data presented here
provide unequivocal evidence to establish that B is trigonally coordinated
in foraminiferal calcite (Fig. 5.7). These results support the fundamental
tenet behind the B palaeo-proxies, and call previous studies of B coordina-
tion in biominerals into question. The approach used here has a significant
advantage over previous methods [Allen et al., 2011; Klochko et al., 2008;
Rollion-Bard et al., 2011; Sen et al., 1994], as it benefits from nano-scale
spatial resolution, which allows the identification and avoidance of any con-
taminant phases in the sample (such as authigenic marine clays or organic
molecules), which previous studies were susceptible to. The confirmation of
B as a calcite-bound trace element in trigonal coordination allows meaningful
comparison with the distribution of Mg in foraminiferal calcite.
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Figure 5.8: (A) The pixel data density in the unnormalised Mg and B peak
maps (Fig. 5.6). Differences arise from the differences in absolute concen-
tration of B and Mg in the test, and differences in the quantum efficiency
of electronic transitions responsible for the X-ray absorption edges. (B) The
pixel data density of the maps after the normalisation procedure, which were
used to create Mg B comparison plot in Figure 2. Normalisation steps were:
1) Identify the high-concentration and low-concentration band regions in the
density plot (dashed lines in B). 2) Match the data based on these features.
3) Scale the matched histograms to range 0-1. Figure 5.9 was then created
from the normalised data, following Eqn. 5.13
5.4.2 Distribution
To compare the distributions of B and Mg, a single, comparative distribution
map was created from the Mg and B peak maps. To make this comparative
map, the histograms of the Mg and B peak maps were scaled to match each
other (Fig. 5.8), normalised between 0-1, and the maps were aligned using
the centres of physical sample defects (holes). A comparative distribution
map (Fig. 5.9) was then created pixel by pixel, with the intensities obtained
according to:
ComparativePixel =
BPixel
MgPixel
− 1 (5.13)
such that a zero intensity pixel in the comparative map (white in Figure 5.9)
corresponds to the situation where the relative intensity of Mg and B are
equal. If variations in Mg and B were perfectly matched and synchronous,
the entire image would appear white. Parts B and C of Figure 5.9 show
sections of the normalised intensity of Mg and B used to create part A. Values
in these plots represent the change in Mg and B concentration relative to the
Mg or B data range, not the absolute concentration of either element, which
is impossible to determine from these data.
Figure 5.9 shows that spatial variations in B and Mg are systematically
asynchronous in the calcite, with the B maximum proceeding the Mg maxi-
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mum in the direction of growth by ∼ 1.5 µm. This contrasts with previous
studies of multiple trace element heterogeneity [Erez, 2003], which predomi-
nantly report a synchronicity in the variation of trace elements. However, the
study of Erez [2003] was restricted to electron microbprobe transect, with >1
µm spatial resolution, which would have prevented the detection of this de-
coupled banding. Further nano-sims investigation of multiple trace element
heterogeneity [Kunioka et al., 2006] reveal a more complicated picture with
no marked synchronicity, but the proximity of trace element concentrations
to the detection limit of the instrument preclude the confident description of
relative concentration trends. Neither of these multiple trace element studies
measured the concentration of B. The only previous study of the distribution
of B in foraminfiera was conducted using laser ablation mass spectrometry
[Allen et al., 2011], and presents a complex pattern of B incorporation, with
no clear consistent patterns. The features revealed in the STXM data pre-
sented here would have been difficult to detect using laser ablation techniques,
owing to their relatively small spatial scale, and the inherent ‘smoothing’ in
laser ablation; it is possible that these types of patterns were not detected in
the study of Allen et al. [2011].
Fundamentally, the incorporation of B and Mg are governed by similar
rules: the distribution coefficient (kD) increases with growth rate, and the
concentration in the mineral increases with solution concentration [Hobbs
and Reardon, 1999; Mucci and Morse, 1983; Ruiz-Agudo et al., 2012]. As
both Mg and B will experience the same conditions at the growing crystal
face, the observed spatial mismatch therefore implies temporally decoupled
B and Mg concentrations in the calcification fluid (CF) throughout a cham-
ber biomineralisation event. Mg concentration reaches an early maximum,
then decreases, while B increases through mineralisation to a later maxi-
mum, before both decline together. This may be explained in terms of an
isolated Mg pool in the calcification fluid that becomes depleted during min-
eralisation episode, and a constant B influx that increases the concentration
of B in the CF throughout mineralisation: the concentrations of ions are de-
coupled throughout biomineralisation. This scenario implies the need for a
re-assessment of our understanding of ion-transport mechanisms and palaeo-
proxy incorporation in foraminifera.
Based on the distribution of Mg and B, the evolution of CF chemistry
throughout mineralisation required to produce these patterns can be con-
sidered (Fig. 5.9C). At the start of calcification (Fig. 5.9C.a), the Mg
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Figure 5.9: The relative distribution of Mg and B in foraminiferal calcite.
(A) The normalised peak ratio of Mg and B in the specimen: white denotes
a perfect spatial match in relative Mg and B intensity. (B) The transect
highlighted by the grey bar in (A), showing three distinct calcification events.
(C) The average of the mineralisation events identified in (B) highlights the
overall pattern of Mg concentration maxima preceding B. Small letters in
(C) denote areas of the pattern further discussed in the text.
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concentration reaches its maximum, while B incorporation is minimal. A
volume of seawater is enclosed by pseudopodia at the start of this stage [Be´
et al., 1979; Spero, 1988], which remains isolated from seawater throughout
mineralisation; the flux of additional Mg from seawater must be negligible to
produce the observed banding). Calcification begins slowly, in a controlled,
organic-matrix environment, which acts to reduce the uptake of both Mg
and B. Since they have a high surface affinity, it is likely that the relatively
‘sticky’ B species are adsorbed on to the organic matrix molecule in this
stage, further reducing B incorporation. As mineralisation progresses, crys-
tal growth becomes distant from these initial organic matrix molecules and
the incorporation of both B and Mg increases towards the Mg peak. In the
next stage (Fig. 5.9C.b) B reaches its maximum in the calcite, while the
Mg concentration starts to decline. As the mineral growth processes must
remain relatively similar, this increase must be driven by an enrichment of
B in the CF, caused by a maintained influx of B throughout calcification.
Decreasing Mg concentration in this stage is driven by the depletion of the
initial Mg pool. Towards the end of calcification (Fig. 5.9C.c) the concen-
tration of both trace elements decline. The combined decline of B and Mg
implies a mechanism that reduces the kD of both elements simultaneously,
most probably a decrease in crystal growth rate, in spite of a continued ad-
dition of B to the CF. This requires a mechanism where an initial pool of
Mg is diluted or depleted throughout mineralisation, while the concentration
of B increases. This decoupling of Mg and B transport offers a new context
for the consideration of biomineralisation mechanisms in foraminifera, which
has significant implications for the incorporation of all palaeoproxy elements.
5.5 Biomineralisation and δ11B
My nano-scale spectroscopy data have revealed the coordination of B in sam-
ples devoid of any contamination, and shown that it is all trigonally coordi-
nated. Even though these results agree with the model of sole B(OH)4
– incor-
poration, as described by Hemming and Hanson [1992], δ11BCal of foraminifera
is rarely the same as seawater δ11B(OH)4
–: offsets in both magnitude and
slope are observed [e.g. Henehan et al., 2013]. The biomineralisation mech-
anisms of foraminifera clearly exert an influence over the incorporation of B
into the carbonate crystal structure. This may happen at two stages: during
ion transport to the calcification fluid (CF), or during the precipitation of
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the mineral itself.
Foraminiferal chamber formation is initiated by enclosing a volume of sea-
water in a dense network of pseudopodia [Be´ et al., 1979; Erez, 2003; Spero,
1988], isolating the CF, from which the mineral will grow. The architecture
and chemistry of this ‘privileged-space’ are not known, but are central to the
biomineralisation process. During chamber formation the foraminifera must
process a large volume of seawater, several times their own cell volume, pro-
viding evidence for an active control of CF composition during biomineralisa-
tion [de Nooijer et al., In Press]. To produce calcite of average foraminiferal
composition, the organism must maintain a constant flux of ions to enable
calcite precipitation, remove Mg, which inhibits calcite growth [Davis et al.,
2000; de Nooijer et al., In Press], and dispose of the protons produced during
calcification [Glas et al., 2012].
The mineral precipitation mechanisms of foraminifera are unknown. It
seems likely that foraminifera calcify via an amorphous precursor phase [Cuif
et al., 2012; Weiner, 2008; Weiner and Addadi, 2011; Weiner and Dove, 2003;
Weiner et al., 2002, 2005, 2009], which will be disparate from the classical
‘terrace-ledge-kink’ growth of inorganic precipitates [Chapter 2; Yoreo and
Vekilov, 2003; Yoreo et al., 2009]. This mechanism could itself exert an
isotope fractionation effect during the incorporation of B into the calcite
mineral. However, owing to our lack of understanding of foraminiferal cal-
cite growth, the magnitude, direction and importance of this effect remains
unclear.
Whichever crystal growth pathway is employed by the foraminifera, the
δ11B and pH of the CF will be fundamental to the δ11BCal retained in the
mineral. This renders the ion transport mechanism in foraminifera central
to the operation of the B palaeoproxies. Two major models describing ion
control mechanisms in foraminifera have been proposed: vacuolisation [Ben-
tov and Erez, 2005; Bentov et al., 2009; Erez, 2003] and membrane transport
[Nehrke et al., 2013]. The vacuolisation model assumes the transport of Ca
and dissolved inorganic carbon (DIC) occurs via modified seawater vacuoles
(a partially open environment). The membrane transport model assumes
active transport of all ions for calcification occurs directly across the pseu-
dopodial membranes (in a closed environment).
The concentration and isotopic composition of different trace elements in
foraminifera can be interpreted to support either type of ion control mecha-
nism. This, therefore, stands as an unresolved paradox in proxy development.
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Mg is heavily depleted in foraminiferal calcite [Bentov and Erez, 2006], im-
plying calcification occurs in a closed environment. In contrast, the isotope
ratios and partition coefficients (kD) of Li and Sr suggest that precipitation
occurs from an open seawater environment [Bo¨hm et al., 2012; Misra and
Froelich, 2012], and the kD of Na and Ba support an enriched seawater en-
vironment [de Nooijer et al., In Press]. This paradox is further complicated
when one takes pH into account: the δ11BCal is sensitive to seawater pH
[Sanyal et al., 1995], which implies an active link between the pH of seawater
and the B in the CF. In the light of the large proton flux from the calcifi-
cation site [Glas et al., 2012], this presents an intriguing mechanistic puzzle,
which can be addressed with the aid of numerical models of the δ11B proxy.
5.5.1 Modelling Ion Transport and δ11B
While biominerals such as foraminiferal tests do appear to record a δ11BCal
close to seawater δ11B(OH)4
–, the route to incorporating B(OH)4
– into the
calcite structure is complicated by the rapid pH-, temperature- and solution-
sensitive speciation and isotope fractionation of aqueous B; until B is fixed
in the calcite crystalline structure, it will be constantly and rapidly re-
equilibrating, depending on the chemistry of the solution it is in. Fundamen-
tally, the ‘B environment’ that the growing crystal is exposed to will depend
on the δ11BCF and the pH of the CF. Given that the δ
11BCal responds to
seawater pH, there must therefore be an active pH-sensitive link between the
B environment of seawater and CF. This requires an externally-driven varia-
tion in either or both of the CF pH, or δ11BCF. The observed δ
11BCal-pHSW
link in foraminifera therefore implies one of three scenarios (Fig. 5.10):
A) That the total CF δ11B and pH are similar to seawater.
B) That pH is held constant at the calcification site, and δ11BT of the CF
changes with external pH (e.g. by importing a pH-dependent proportion
seawater B(OH)3 and B(OH)4
– into the CF).
C) That CF δ11BT is significantly different from seawater, and a consistent
offset from seawater pH at the calcification site brings the δ11B(OH)4
–
back to seawater values.
Scenario A provides the most parsimonious mechanism for the proxy,
and is implicit in much of the B literature, which assumes that seawater
B(OH)4
– is directly incorporated into calcite. This scenario requires a direct
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Figure 5.10: Illustrations of the three scenarios that could produce the ob-
served δ11BCal-pH trend in foraminifera. Letters correspond to the descrip-
tions in the text. Black points are cultured G. ruber specimens from Henehan
et al. [2013]. The increase in δ11BT with pH in scenario (B) is arbitrary, fit
to the data.
connection to seawater B and pH, and some mechanism by which foraminifera
δ11BCal is modified from seawater δ
11B(OH)4
–, both in absolute value, and
in the slope of the pH response. The connection to seawater pH would
require a significant water flux, given the magnitude of proton export during
calcification [Glas et al., 2012], which raises questions regarding the control
of other ions during mineralisation (e.g. Mg2+).
Scenario B implies that the similarity of δ11BCal to seawater δ
11B(OH)4
–
is coincidental, and places the pH dependence of the δ11BCal proxy in the
transport mechanisms of B across cellular membranes. The apparent ability
of this mechanism to fit experimental data is dependent on the shape of the
δ11BCF-pH response, which is arbitrary in this plot. The feasibility of this
mechanism is discussed in more detail later in this section.
Scenario C is extremely unlikely, as it requires a consistent δ11B offset
from seawater, which will be impractical, given the speciation and fractiona-
tion changes that occur in seawater with pH variation: if δ11B is offset from
seawater, the offset should change with pH, as in scenario B. Furthermore,
maintaining a large, linear offset from seawater pH is unlikely, given the
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magnitudes of proton production and ion import that are implicit during
calcification.
With the help of numerical models, the candidate ion transport models
can be evaluated in the context of their ability to provide a link between
the ‘B environment’ of seawater and CF, and produce one of the scenarios
described in Figure 5.10.
Vacuolisation
The vacuolisation model describes the transport and modification of endo-
cystosed fluids from seawater to the CF. Vacuoles certainly play a role in
biomineralisation, and have been extensively observed in foraminifera [Ben-
tov and Erez, 2005; Bentov et al., 2009; de Nooijer et al., 2009b; Erez, 2003;
Nehrke et al., 2013]. Observations report a significant elevation of pH within
the vacuoles, and around the calcification site [to pH > 9; Bentov et al.,
2009; de Nooijer et al., 2009b]. Combined with the significant proton export
throughout mineralisation [Glas et al., 2012], this implies a heavily-regulated
CF pH, as in scenarios B and C (Fig. 5.10). Under this regime, endo-
cytosed seawater is imported, undergoes chemical modification (e.g. Mg-
removal), and has its pH elevated. The magnitude of δ11BCal values observed
in foraminifera is therefore incompatible with this mechanism (Fig. 5.11). If
the vacuoles provide a sufficient ion flux for calcification, they will keep the
δ11BCF similar to seawater, which combined with the vacuole pH elevation
renders this mechanism unable to satisfy scenarios B or C: both δ11BCF and
pH will be held constant. Therefore, if the pH of the calcification environ-
ment is elevated, the vacuolisation model cannot be a significant source of
ions for biomineralisation.
The resolution of the microscopy techniques used to infer the elevation of
CF pH does not allow discrimination between the pH signal from vacuoles
around the calcification site, and the CF itself: it is possible that an apparent
elevation in CF pH is in fact a clustering of vacuoles around the calcification
site. It is also possible that the high-pH vacuoles are distinct from a second
vacuole type, which simply transports ions from seawater without pH mod-
ification. This mechanism would allow the direct connection between CF
and seawater described in scenario A. The high-pH vacuoles might perform
a distinct role in calcification, for example they could play a role in pro-
ton export from the mineralisation surface, acting as a short-range proton
transport mechanism (a proton ‘sponge’) to help drive the flux observed by
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Figure 5.11: The change in B speciation (A) and isotope fractionation (B)
associated with the shift from seawater pH (range indicated by blue bar) and
vacuole pH (range indicated by green bar). The resulting pH shift elevates
the δ11B(OH)4
– signal to far beyond observed δ11BCal values, indicating that
the pH of the vacuoles and the calcification site cannot operate at elevated
pH unless the δ11BCF is ∼ 15 ± lighter than seawater, which is impossible in
the vacuolisation system.
Glas et al. [2012]: the high-pH fluid is not necessarily released into the CF
mineralisation environment. The action of this second ‘transporter’ vacuole
type is unlikely, as the flux necessary to maintain an active seawater-CF link
is significant, and minimal vacuolisation is observed at the time of maximal
calcification [Nehrke et al., 2013]. It must therefore be concluded that this
mechanism cannot be the main source of ions for biomineralisation, although
vacuoles certainly play a role in chamber formation.
Membrane Transport
The membrane transport mechanism describes a closed CF system, where
all ions for calcification are actively transported across the pseudopodial net-
work. Given the magnitude of proton export during mineralisation Glas et al.
[2012], it is extremely unlikely that a direct seawater-CF pH link would be
maintained in a closed CF system, so this mechanism favours scenarios B or
C (Fig. 5.10). Structurally, this mechanism requires that ions must cross
an outer membrane from seawater into the pseudopodial cytosol, then from
the pseudopodial cytosol into the CF. This mechanism may therefore be con-
sidered in terms of a three-box system, consisting of seawater, pseudopodial
cytosol, and the calcification fluid, each separated by a biological membrane.
Each box has a distinct chemical environment, and the speciation and
fractionation of B is assumed to be instantaneous on the timescale of ion
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transport. The main differences between the boxes was pH: variable in sea-
water, fixed at 7 in the pseudopodial cytosol [a typical eukaryote cytosol
value; Madshus, 1988], and either fixed at 9 in the CF [de Nooijer et al.,
2009a], or allowed to vary with seawater pH. The molarity and charge bal-
ance of the three boxes are assumed to be similar, given the cell’s limited
osmoregulatory capacity.
Schematically, the model follows three steps:
1. Seawater (SW) has a fixed δ11BT, and the B speciation and fractiona-
tion are defined by seawater pH, salinity and temperature.
2. In the cytosol (CY), the δ11BT is determined by the proportion of
the different B species that are transported across the membrane from
seawater. Speciation is then pH-dependent (as in seawater), and the
isotopes fractionate in the same way, but relative to this new δ11BT of
the pool.
3. In the calcification fluid (CF), the δ11BT is again determined by the
proportion of B species transported from the cytosol. The B specia-
tion and fractionation is again driven by the pH of the space, and the
δ11B(OH)4
– is incorporated as the δ11BCal signal.
The uneven transport of B species across biological membranes is realis-
tic, given the differences in charge between the species: neutral B(OH)3 is
able to diffuse across membranes, while the charged B(OH)4
– is membrane-
impermeable, and must enter via leakage through other ion transport mech-
anisms, or specific uptake channels [Dordas et al., 2000; Hu and Brown,
1997]. The rate of B(OH)3 diffusion across biological membranes can vary
by two orders of magnitude, depending on the protein and lipid structure of
the phospholipid bilayer [Dordas and Brown, 2000]. The uptake of B(OH)4
–
by specific transport channels has been observed in plants [Dordas et al.,
2000], but this mechanism is unlikely to act here, as there is no biominerali-
sation benefit to the energetic import of B into the CF. Leakage of B(OH)4
–
through ion transport mechanisms is based entirely on theory, and has not
been observed in nature. Bicarbonate transporters (or other DIC transport
mechanisms) are likely candidates, owing to the similar charge:size ratio of
B(OH)4
– and HCO3
–. It is impossible to constrain the absolute fluxes of ei-
ther ion across a membrane, so instead it is necessary to consider their ratio,
the Transport Ratio (TR). Two end-member scenarios exist, corresponding
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Figure 5.12: How TR changes with pH, as defined by (A) Eqn. 5.16 and (B)
Eqn. 5.21.
to sole B(OH)3 (TR=0) or B(OH)4
– (TR=1) uptake, alongside a number of
intermediate TR scenarios, where both species are taken up.
The TR becomes the key aspect in this model, as it defines the δ11BT of
each pool, effectively implementing scenario B (Fig. 5.10). TR is defined as
the proportion of total B influx that crosses the membrane as B(OH)4
–:
TR =
B(OH)−4 influx
B(OH)3 influx +B(OH)
−
4 influx
(5.14)
However, because the abundance of B species in seawater changes with pH
(Fig. 5.1A), it is unrealistic for the TR to remain constant across a seawater
pH range. This pH dependence is accommodated by defining a variable TR
at B equilibrium (TReq, where pH = pKB, and the species are present in
equal proportions), and vary TR as a function of pH.
Defining TR
Given the importance of TR in the model, two possible expressions to link
TR and pH are examined:
1. TR is a simple function of B(OH)4
–/B(OH)3.
2. TR is related to pH and B(OH)4
–/B(OH)3 via a logarithmic function.
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In the first case, the value of the transport ratio is described by a variable
TR, which is simply:
TR = TReq
[B(OH)−4 Source]
[B(OH)3 Source]
(5.15)
Given the dependence of speciation on pH (Eqns. 5.3 and 5.4), this can be
redefined as:
TR = TReq
K∗B
[H+]Source
=
TReq 10
−pKB
10−pHSource
(5.16)
Because of the exponential nature of B(OH)4
–/B(OH)3, the TR produced
by this relationship often exceeds 1. Because this is impossible within the
definition of TR, all values produced above 1 are clipped to 1 (Fig. 5.14A)
This clipping is unrealistic, and produces artefacts in the model results.
The second TR scenario relates TR to pH (and B(OH)4
–/B(OH)3) via
a generalised logarithmic function, which removes these artificial clipping
effects (Fig. 5.14B):
y = L+
U − L
1 +Q e−r(x−M)
(5.17)
Where U and L are the upper and lower limits of the function, r is the maxi-
mum gradient, M is the x-coordinate of maximum gradient, and Q describes
the shape of the logarithmic curve, shifting the value of y at point M. In the
case of TR:
L = 0
U = 1
M = pKB
r =
δy
δx
(
10−pKB
10−pH pH=pKB
)
= ln(10)
Q ∼ TReq
(5.18)
Therefore:
TR =
1
1 +Q e−ln(10)(pH−pKB)
(5.19)
Q can then be linked to TReq by solving Eqn. 5.19 for pH = pKB:
Q =
1
TReq
− 1 (5.20)
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Figure 5.13: A diagrammatic representation of the three box model used to
describe the membrane transport model. The TReq in this scenario is 0.75,
and the TR-pH dependency is defined using the logarithmic function (Eqn.
5.21). The δ11B environment of each box is defined following equations 5.23
and 5.24
and thus,
TR =
1
1 +
(
1
TReq
− 1
)
e−ln(10)(pH−pKB)
(5.21)
Model Set up
Given a value for TR, the δ11BT of each pool is defined by the proportion of
B(OH)4
– and B(OH)3 transported from the subsequent pool (Fig. 5.13):
δ11Bpool = (1− TR)× δ11B(OH)3(source) + TR× δ11B(OH)4(source)− (5.22)
where TR is defined as in Eqn. 5.16 or 5.21
Following this system, the δ11B of the CY and CF pools is defined as:
δ11BCY = (1− TRpH:SW )× δ11B(OH)3(SW) + TRpH:SW × δ11B(OH)−4(SW)
(5.23)
δ11BCF = (1−TRpH:CY )×δ11B(OH)3(CY)+TRpH:CY× δ11B(OH)−4(CY) (5.24)
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Figure 5.14: Models of foraminiferal δ11BCal in the membrane transport ion
control mechanism. How the transport ratio of B(OH)4
–/B(OH)3 changes
with pH is fundamental to the model, so two TR functions have been tested
(Fig. 5.12). Dashed lines show the pKB of B. The logarithmic function in B
presents a more realistic scenario than the artificial clipping of TR necessary
in A. The bottom plots show the resulting δ11BCal, for a range of (TReq)
values. Dashed black line represents seawater δ11B(OH)4
–, and black points
represent cultured G. ruber δ11BCal values from [Henehan et al., 2013]. All
models were run using B system parameters for 25◦C and 35 salinity.
The pH-driven change in seawater B speciation exerts an influence over the
import ratio of the species, which defines the δ11BCF, alters δ
11B(OH)4(CF)
and drives the δ11BCal proxy (in theory, as in Fig. 5.10B).
Model Results
It is evident from Figure 5.14 that the membrane transport model is unable
to reproduce the observed δ11BCal trend when the pH of the calcification en-
vironment is elevated (pH=9), and disconnected from seawater. If the CF
pH is directly connected to seawater, membrane transport is able to produce
δ11BCal similar to measured values (Fig. 5.15), but this connection is at odds
with the closed nature of the membrane transport ion transport mechanism.
Because of the magnitude of proton production during calcification, a direct
connection between seawater pH and CF implies an open calcification envi-
ronment, with a concomitant connection to other seawater parameters (trace
elements, Mg and etc.).
The only way that this mechanism could provide the observed δ11BCal
trends is if solely B(OH)4
– was transported across the pseudopodial mem-
branes (B(OH)3 diffusion is negligible), it has some (as yet unobserved) means
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Figure 5.15: The membrane transport model is able to approach observed
δ11BCal values if the pH of the CF is the same as seawater pH. However, in
light of the proton flux produced during calcification, and the closed nature
of the membrane transport model, this link is extremely unlikely.
of being transported across the pseudopodial cytosol without experiencing
the neutral pH that must exist there, and if all of the transported B is
incorporated from the CF into the calcite (thus overcoming the effects of re-
speciation in the CF). This scenario is possible, and would reconcile observed
δ11BCal trends with the membrane transport model, but as yet no physiolog-
ical mechanism has been observed that could provide the necessary B(OH)4
–
transport pathway.
5.6 Supervised Channels
The models of δ11B demonstrate that the B palaeoproxies require an active
connection between the B environment ([B], δ11B and pH) of seawater and
pH. Neither of the existing ion transport models can provide this connection,
and corroborate the observed δ11BCal data with an ion transport mechanism.
The vacuolisation model under-supplies ions for calcification [Nehrke et al.,
2013] and is not able to produce any of the scenarios required to produce
the observed δ11BCal trends (Fig. 5.10). The membrane transport method
can supply the CF with the necessary Ca and DIC flux [Holtz et al., 2013],
but its closed architecture is critically decoupled from seawater pH and δ11B.
Furthermore, if all the ions for calcification were transported across mem-
branes, most elements barring Ca and DIC should become depleted during
calcification, whereas foraminiferal calcite is enriched in several minor ele-
ments [e.g. Na; de Nooijer et al., In Press] which cannot be accounted for by
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Figure 5.16: The Supervised Channel Ion Transport mechanism. Seawater
enters the calcification space via narrow (nm-µm scale) gaps in the pseu-
dopodial network that encloses the calcification environment [Be´ et al., 1979;
Erez, 2003; Spero, 1988]. The pseudopodia have an active metabolism [Spero,
1988], which quantitatively removes Mg from the incoming fluid. A concomi-
tant flux of Cl– and water are also removed, to maintain charge and osmotic
balance. This concentrates the incoming fluid with respect to DIC, Ca and
other elements, and provides the ion flux drive mineralisation. During crystal
growth in the CF the uptake of ions into the crystal a significant proton flux
is generated, and CF molarity is reduced. Water and protons are transported
out of the CF via the pseudopodial network, and set up a counter-current
flow mechanism that aids the efficient removal of Mg from the incoming sea-
water. The incoming fluid brings a flux of minor trace elements (e.g. B),
which are not removed in the channels. Their concentration in the CF will
increase throughout mineralisation, as their influx will generally exceed up-
take into the growing crystal. This leads to the enrichment of a number of
trace elements in the foraminiferal calcite (Na, Sr, Ba), relative to that pre-
dicted by inorganic kD values and seawater composition [de Nooijer et al., In
Press], but does not alter their isotopic makeup.
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this mode of calcification. Finally, in the membrane transport mechanism,
the δ11BCal pH proxy relies on a serendipitous ratio of diffusive B(OH)3 and
active B(OH)4
– uptake to generate the observed δ11BCal values, and cannot
reliably produce the observed link between seawater pH and δ11BCal (Figs.
5.14 and 5.15)
To provide such a system, a novel ion transport mechanism in foraminifera
is proposed here (the ‘Supervised Channel Mechanism’), which allows the
maintenance of a B flux from seawater without a concomitant flux of Mg
(Fig. 5.16). The removal of Mg is fundamental to foraminiferal calcifica-
tion, as its presence in seawater concentrations inhibits calcite precipitation
[Berner, 1975]. Existing ion transport mechanisms are able to provide a flux
of B without Mg throughout mineralisation, but cannot account for observed
B isotope ratios in foraminiferal calcite, which require an active link between
both seawater B and pH, and the CF. The Supervised Channel mechanism
reconciles the nano-scale and bulk-scale behaviours of all measured trace el-
ement and isotope proxies with a physiological mechanism. It provides a
direct connection between seawater and CF chemistry, providing a mecha-
nism for the δ11BCal proxy, and has the potential to bring a new confidence
to a suite of minor element proxies in foraminifera.
The efficacy of the Supervised Channel mechanism is evident in its abil-
ity to explain the poorly understood B proxies for ocean pH and carbonate
chemistry: B/CaCal and δ
11BCal [Foster, 2008; Hemming and Hanson, 1992;
Henehan et al., 2013; Yu et al., 2007]. It provides a route to connect seawater
pH and δ11B to the CF, and ultimately δ11BCal. This fulfils the requirements
of the simplest candidate δ11BCal mechanism (Fig. 5.10.A), providing a direct
connection between both seawater pH and δ11BSW, and the CF. However, a
direct seawater-CF connection is not sufficient to fit foraminiferal δ11BCal
data, which exhibits a species-specific offset in magnitude and slope from
δ11B(OH)4
–. Foraminiferal δ11BCal data from controlled culture experiments
[Henehan et al., 2013; Sanyal et al., 1996, 2001] can be fitted to within ana-
lytical uncertainty by minimal tuning of two parameters of the calcification
model: the pH of the calcification site, and the α value describing the isotope
fractionation between the two aqueous B species (Fig. 5.17). Tuning these
parameters is realistic, in context of the Supervised Channel mechanism:
• The pH of the calcification site will depend on the relative influx rate
of seawater-like fluid, the size of the calcification site, and the proton
production by mineralisation. A steady state between these parameters
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Figure 5.17: Cultured δ11BCal fitted in context of the Supervised Channel
mechanism.
will be reached, defining the pH of the mineralisation environment, and
introducing a consistent offset from seawater pH.
• The ionic composition of the incoming fluid is not the same as seawa-
ter. Given the variability of observed aqueous α values, and its clear
dependence on solution composition, it is reasonable to tune α to re-
flect the compositional differences between seawater and the CF. My
choice of α for the proposed model fits (Fig. 5.17) is well within the
range of published values.
Benthic foraminiferal B/CaCal has been proposed as a proxy for the car-
bonate ion concentration of its growth environment [Yu et al., 2007]. How-
ever, it has remained unclear which aspect of the carbonate system is best
reflected by B/CaCal. The B/CaCal variation in foraminiferal calcite is driven
by changes in pH-dependent speciation of seawater B and DIC. I propose
that changes in speciation of BSW and DIC would drive changes in B/CaCal
by varying the competition between HCO3
– and B(OH)4
– for binding sites at
the calcite growth edge. The Supervised Channel mechanism connects the
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factors controlling B/CaCal (pH, and [B]SW and DIC) in the CF directly to
seawater chemistry, validating its use as a carbonate system proxy. Inter-
species vital effects in both B/CaCal and δ
11BCal can be explained by differ-
ences in the efficacy of the Supervised Channel network, and the efficiency
of proton removal mechanisms, which drive the observed species-specific dif-
ferences in CF chemistry. The direct connection between seawater and CF
chemistry authenticates the species-calibrated application of both B proxies
to palaeo-environmental records.
It is therefore possible to reconstruct seawater pH from δ11BCal records
using:
pH = pK∗B−log
(
− δ
11BSW − δ11BCal
δ11BSW − αB(Species)δ11BCal − B(Species)
)
−pHoffsetSpecies
(5.25)
In previous studies empirical calibrations have been created by varying α and
, and introducing a species-specific δ11BCal offset [e.g. Henehan et al., 2013].
This new equation follows similar principles, but each tuned parameter is
underpinned by a mechanistic model of ion transport.
The Supervised Channel mechanism is further able to offer an explaina-
tion of the intra-test and climate driven variability in all major trace element
and isotope proxies.
5.6.1 Proxies and Supervised Channels
The Supervised Channel mechanism predicts two types of trace and isotope
element behaviour, ‘primary’ and ‘secondary’. The primary elements are ei-
ther important in inhibiting or promoting crystal growth, or are biologically
important. These elements are actively moderated by the ion concentration
mechanisms in the channels. Both the concentration and isotope ratios of
these elements are under significant biological control, which leads to the
observed variability between foraminiferal species. The secondary trace el-
ements are insignificant in crystal growth and biology, and enter the CF
unhindered through the Supervised Channels. The prediction of these types
of behaviour provides some testable hypotheses, which can be addressed with
existing and future culture data.
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Figure 5.18: The predicted intra-test patterns of concentration and isotope
fractionation of primary elements into foraminiferal calcite throughout a
chamber precipitation event (left to right). All scales are arbitrary, and plots
serve to illustrate the expected trend, not the magnitude of the changes.
The decline in precipitation rate towards the end of calcification is inferred
from the combined decrease of B and Mg content of the test towards the
end of mineralisation (Fig. 5.9). The Mg/Ca trend is observed in the data,
and explained in the main text. The concentration of S, N and P would be
expected to spike at the start of calcification, where the concentrations of
organic molecules are at a maximum. The concentration of these elements
would then either follow secondary behaviour (Fig. 5.19), or be removed in
the Supervised Channels, and remain low throughout mineralisation. Con-
comitantly, the isotopes of S, N and P associated with these organic molecules
would be expected to be lighter. The gradual possible increase isotope en-
richment through calcification could be driven by the uptake of S, N or P in
the Supervised Channels to fuel transport mechanisms, which would enriched
CF in heavy isotopes throughout calcification. The isotopes of calcium are
known to change with crystal growth rate [Lemarchand et al., 2004], and
the decline towards the end of the mineralisation event reflects this. The
isotopes of C will be affected by the relative inputs of C directly from seawa-
ter, via a possible alternative DIC transport mechanism, or by diffusion from
metabolic processes. These fluxes will establish a C isotope steady state,
which will remain relatively constant throughout mineralisation.
5.6.2 Primary Elements
Primary elements are those that are important in the initiation or main-
tenance of calcification, or are involved in the biological mechanisms that
surround the calcification site.
Ca, C and O are actively imported into the mineralisation environment
to enable calcite precipitation. The limiting element in this import is C,
which is present in a 1:5 C:Ca ratio in seawater. It is therefore likely that
an additional C flux is present, either via a separate transport mechanism,
or via CO2 diffusion from seawater and from the respiration of the active
metabolism in the pseudopodial network. A source of metabolic C would
enable the δ13C proxy to record a cellular metabolism signal. The isotopes
of Ca will not be significantly altered from seawater, and their record in the
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mineral will be a function of the crystal growth mechanism. The isotopes of
O will be relatively unaltered, but may retain a metabolic signal, if a flux of
metabolic O is imported alongside a metabolic CO2 flux.
Mg is a severe inhibitor of calcite growth, and its removal from the CF is
paramount in ion transport mechanisms. In the Supervised Channel mech-
anism, Mg is quantitatively removed from the incoming seawater via active
transport mechanisms: all Mg in the foraminiferal calcite comes from the
initial pool of seawater enclosed by the pseudopodia at the start of calcifi-
cation. The Mg content of calcite will therefore be severely depleted, but
the isotopes of Mg will be a function of the crystal growth mechanism, and
appear as if precipitated from seawater.
Nutrients such as N, P and S will all be involved in the organic matrix
molecules associated with the start of calcification, and as such their con-
centration maxima should coincide with these organic-rich layers. Beyond
the organic matrix, these should behave more as a secondary element, and
increase throughout mineralisation, although this increase will be heavily
damped, because the nutrients may be taken up in the pseudopodial net-
work. This is particularly true for P, which is also a calcite growth inhibitor.
Table 5.3: Table of primary elements, their concentration and isotope com-
position in the CF relative to seawater, and their role in the organism and
biomineralisation that could modulate the CF chemistry. Full explanation
in the text.
Element CF Concentration CF Isotopes Role
Ca Elevated Seawater Calcification
C Elevated Depleted Calcification, metabolism
O Elevated Seawater/Depleted Calcification, metabolism
Mg Depleted Seawater Inhibits calcification,
metabolism (mitochondria)
N Depleted Enriched Metabolism, calcification-organics
P Depleted Enriched Metabolism, calcification-organics
S Depleted Enriched Metabolism, calcification-organics
5.6.3 Secondary Elements
The concentration of secondary elements in the CF, depending on their rates
of influx and eﬄux, will increase or remain at seawater levels throughout min-
eralisation. Whole-test content will therefore tend to be the similar or higher
than that predicted by inorganic kD values from seawater, and be sensitive to
seawater chemistry, which determines the influx of each element into the CF.
Variations at a whole-organism level will be driven by the interaction of each
element with the foraminifera’s crystal growth mechanism: the behaviour of
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Figure 5.19: Schematics of intra-shell variation in trace element concentra-
tion, predicted by the Supervised Channel ion transport mechanism. The
concentration of a given trace element in the calcite will primarily be a func-
tion of its abundance in the CF, and the crystal precipitation rate. Precip-
itation trends shown here are inferred from the B and Mg data. Concen-
tration trends reflect the tendency for secondary trace elements to increase
in concentration throughout mineralisation, including the possibility that a
steady-state concentration will be reached during mineralisation. In context
of this, the calcite trace element content will exhibit one of three type re-
sponses, defined by the combination of element concentration and crystal
growth rate. The fundamental difference between the three types is the re-
sponse of kD to crystal precipitation rate: kD increases with growth rate in
type 1, is independent of growth rate in type 2, and decreases with growth
rate in type 3.
kD is not constant across all elements. Isotopically, these elements will ap-
pear as if precipitated directly from seawater [as seen in Bo¨hm et al., 2012;
Hemming and Hanson, 1992; Misra and Froelich, 2012], and be a function
of the crystal growth mechanism. Inter-species variations will be driven by
variation ins the influx/eﬄux ratios of different ions, and by differences in
the mineral precipitation mechanism.
On an intra-shell scale, the concentration of secondary elements will in-
crease throughout mineralisation (Fig. 5.19, Table 5.4), but the isotope pool
will remain similar to seawater (Fig. 5.20, Table 5.4). The intra-shell trace
element heterogeneity is driven by a combination of crystal precipitation rate
(driving changes in kD) and CF concentration (Fig. 5.19). The sensitivity of
the kD of different elements to mineral precipitation rate will play an impor-
tant role in defining their internal heterogeneity. This model also allows for
the possibility of isotope ratio heterogeneity (Fig. 5.20), caused by crystal
growth-rate driven isotope fractionation [e.g. Lemarchand et al., 2004].
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Figure 5.20: Schematics of intra-shell variation in the isotope ratios of trace
elements, predicted by the Supervised Channel ion transport mechanism.
Precipitation trends shown here are inferred from the B and Mg data. The
flux of water through the Supervised Channels renders the CF in isotopic
equilibrium with seawater: unless there is a large, external change during
the calcification event, the CF isotope ratio will remain constant. The incor-
poration of isotopes into the mineral is therefore the sole function of growth
rate, and elements can exhibit one of three type responses: in type 1, a
faster precipitation rate fractionates against the heavy isotope, in type 2
precipitation rate has a negligible or constant fractionation effect, in spite
of precipitation rate, and in type 3 a faster precipitation rate fractionates
against the light isotope.
Table 5.4: The predicted intra-shell type-responses of foraminiferal trace ele-
ments and isotope ratios, predicted from inorganic precipitation experiments.
Type responses are show in Figures 5.19 and 5.20. N.D. = No Data.
Trace Element Isotope
Element Response Response References
Li N.D. Type 2 Hathorne and James [2006]
Misra and Froelich [2012]
B Type 1 Type 2 This Study; Hemming and Hanson [1992]
Na Type 1 - Busenberg and Plummer [1985]
Mn Type 3 - Dromgoole and Walter [1990]; Lorens [1981]
Fe Type 1 N.D. Dromgoole and Walter [1990]
Sr Type 1 N.D. Lorens [1981]; Tesoriero and Pankow [1996]
Zn Type 1 N.D. Crocket and Winchester [1966]
Ba Type 1 N.D. Tesoriero and Pankow [1996]
Cd Type 3 Type 2 Lorens [1981]; Tesoriero and Pankow [1996]
Horner et al. [2011]
Rare Earths Type 2 - Zhong and Mucci [1995]
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5.7 Conclusions
The unequivocal sole presence of trigonal B in foraminiferal calcite resolves
considerable uncertainties surrounding the mechanisms behind the B palaeo-
pH and carbonate chemistry proxies. This result upholds the original proxy
mechanism proposed by Hemming and Hanson [1992], greatly increasing our
confidence in the B palaeoproxies.
The distribution of B in the foraminiferal calcite relative to Mg presents
a complex trace element incorporation scenario, which existing models of
foraminiferal ion transport are unable to explain. Based on this distribution,
and numerical models of B incorporation in foraminifera, a new model of
foraminiferal ion transport is proposed: the Supervised Channel mechanism.
The Supervised Channel mechanism is uniquely able to explain the decou-
pling of Mg and B observed in foraminiferal calcite, while providing a coher-
ent, mechanistic explanation of all measured intra-shell and climate-driven
variations in other foraminiferal trace element and isotope proxies. It offers a
comprehensive understanding of palaeoproxy incorporation in foraminifera,
by providing a direct link between seawater and the precipitating mineral.
This allows minor trace elements to be considered as inorganic precipitates in
an open seawater or pore fluid environment, highlighting the utility of minor
trace elements in foraminifera, which have the potential to provide a host of
new proxy information as instruments become capable of measuring them.
This transforms our confidence in the B palaeo-pH proxies, and validates the
records they produce.
Chapter 6
Early Diagenesis in
Foraminifera
Here, I examine the final major source of uncertainty in carbonate palaeo-
proxies: the post-mortem preservation of biogenic carbonates. There is a
long-standing concern over the effects of ‘diagenesis’ on the chemistry of sed-
imentary biominerals [Killingley, 1983; Urey et al., 1951]. The primary con-
cern is whether chemical palaeoproxy measurements of ancient biominerals
truly reflect the chemistry of the shell when it was originally formed.
6.1 Diagenesis: Effects and Evidence
Diagenesis encompasses all the processes that bring about changes in a sedi-
ment after deposition [Bathurst, 1975; Berner, 1980]. The range of processes
covered by this term, and their possible effects are wide-ranging and complex.
In the context of carbonate biominerals and palaeoproxies, these processes
have the potential to modify original trace element and isotope chemistry, dis-
connecting shell chemistry from environmental variables [Frank et al., 1999].
In fact, one of the initial uses of shell chemistry was to assess the effects of
diagenesis on carbonate sediments [Dodd, 1967; Friedman, 1964]. This raises
problems for the derivation of palaeo-environmental information from car-
bonate biominerals. The effects of diagenesis are highly variable, depending
on the physico-chemical sedimentary environment (which is not necessarily
constant through time), and the length of time they have been buried. The
extent of diagenesis, and the consequent chemical modification of biominer-
als, is hard to estimate. This introduces a significant source of uncertainty
in carbonate-derived palaeoproxies [Lorens et al., 1977; Savin and Douglas,
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a b
Figure 6.1: SEM micrographs of the cross sectional structure of pristine (a)
and remineralised (b) test walls, showing an example of structural diagene-
sis. The remineralised structure is the result of diagenetic alteration of the
foraminiferal test in the sediments, where a series of dissolution and pre-
cipitation events grow crystals inorganically from the pore-fluids. Images
courtesy of Paul Pearson (Cardiff University).
1973].
In the context of palaeoproxies, four processes have the potential to mod-
ify trace element or isotope chemistry: dissolution of original material, pre-
cipitation of new material, adsorption of chemicals onto the mineral surface
and solid diffusion of tracers in to or out of the sample bulk. These processes
can be roughly divided into ‘structural’ (dissolution/precipitation; Fig. 6.1;
Sexton et al. [2006]) and ‘non-structural’ (adsorption/solid diffusion; Lorens
et al. [1977]; Savin and Douglas [1973]) processes. However, these cate-
gories are not absolute: neomorphic recrystallisation of biominerals at the
nano-scale can occur, replacing the original test structure such that the new
material is almost impossible to distinguish from the old, except by chemical
analysis [Folk, 1965; Sexton et al., 2006].
Throughout the development and application of carbonate palaeoproxies,
attempts have been made to quantify the effects of diagenesis [Berger, 1970;
Brown and Elderfield, 1996; Lohmann, 1995; Pearson et al., 2001; Richter and
Depaolo, 1987; Richter and DePaolo, 1988; Richter and Liang, 1993; Schrag
et al., 1995; Schrag, 1999]. These attempts have included comprehensive
observational investigations [Berger, 1970], chemical models of Sr isotope ex-
change with the sediments [Richter and Depaolo, 1987], trace element mass
balance estimates of dissolution [Brown and Elderfield, 1996], and compara-
tive chemical studies of foraminifera deemed to be more or less well preserved
[Pearson et al., 2001]. Estimates of diagenesis from these studies vary widely
between locations and species, ranging from reports of near-pristine sam-
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ples preserved in terrigenous deposits in the Tanzanian coast [Pearson et al.,
2001], to near-complete alteration in specimens from below the lysocline on
the Ontong-Java plateau [Brown and Elderfield, 1996]. These studies high-
light the complexity of diagenetic processes, and their dependence on both
the sedimentary environment, and the architecture of the pristine biogenic
mineral.
The complex processes of diagenesis have been the topic of numerous
theses: 64 are immediately available by searching for ‘carbonate diagene-
sis’ on the British Library’s electronic thesis archive (EThOS). As such, the
treatment of diagenesis here will be necessarily narrow, and restricted to
the examination of early diagenetic processes in a single species, in a single
location. This chapter seeks to add a new tool to the evaluation of diagene-
sis in foraminifera: synchrotron X-ray Computed Tomography (sXCT). This
technique has the potential to allow the direct investigation of foraminiferal
mineralogy with sub-micron resolution, which can be coupled with spatial
chemical measurements (e.g. laser ablation mass spectrometry or electron
microprobe) to comprehensively investigate the dissolution and reprecipita-
tion of carbonate biominerals. Because of the exploratory nature of the tech-
nique, analyses have been restricted to well-characterised samples of Globoro-
talia tumida (a sub-thermocline planktic foraminifera) from the Ontong-Java
Plateau, previously analysed by Brown and Elderfield [1996].
6.2 Diagenesis on the Ontong-Java Plateau
The Ontong-Java plateau lies in the equatorial western Pacific (Fig. 6.2),
and has been the site of several studies considering the effects of diagenesis
Berger et al. [1982]; Brown and Elderfield [1996]; Elderfield et al. [1982];
Lingen and Packham [1975]; McCorkle et al. [1995]. Foraminifera from this
site suffer from notoriously poor preservation, and as such it provides an ideal
site at which to investigate an extreme end-member case for early carbonate
diagenesis.
Brown and Elderfield [1996] set out to investigate depth-related trends in
trace element ratios (M/Ca) seen in planktic foraminifera collected from core
top samples [Lorens et al., 1977; Rosenthal and Boyle, 1993; Russel, 1994].
Depth-related trends should not appear in core top planktic foraminifera,
which will have lived and calcified at approximately the same time, in rela-
tively uniform (within a species) conditions. The existence of these depth-
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Figure 6.2: The Ontong Java plaeau lies in the western equatorial Pacific.
The samples analysed here are taken from core top specimens over a range of
depths spanning the calcite lysocline at ∼ 3400 m [Berger et al., 1982]. The
calcite saturation horizon at this location is at 3000 m, although the water
below 1600 m is only slightly supersaturated with respect to calcite [Broeker
and Peng, 1982; McCorkle et al., 1995].
related trends is strong evidence for the post-depositional modification of
foraminiferal chemistry. Based on these trends, the occurrence of post-
depositional modification is uncontroversial, but the extent of the alteration,
and the processes involved have been the subject of some debate.
In their study of G. tumida and Globigerinoides sacculifer, Brown and
Elderfield [1996] conclude that depth-related trends observed in the species
is the result of the preferential dissolution of higher-impurity calcite. Their
conclusion is primarily based on the observation of bimodal calcite composi-
tion in G. tumida, which is revealed through electron probe analyses to have
higher Mg in ‘primary’ chamber calcite, and lower Mg in a fringe of ‘keel’
calcite. Based on this, and experimental dissolution experiments, they con-
clude that the primary, higher-impurity calcite preferentially dissolves below
the lysocline, giving rise to the depth-driven changes in Mg content.
At the introduction of ‘chamber’ and ‘keel’ calcite, it is worth considering
the terminology attached to foraminiferal calcite types, which are diverse in
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Table 6.1: The different types of calcite described in foraminifera. Adapted
from Hemleben et al. [1989].
Calcite Type Description
Primary/
Chamber
Calcite formed during the procular or juvenile stages of
the foraminiferal life cycle. Typically porous, with pro-
nounced laminations separated by organic- and Mg-rich
layers. Forms a base for the spines, in spinose species.
Keel An angled rim surrounding the outer edge foraminifera
with reinforcing elements. A build up of calcite around
the edges of the test often leads to a bulbous rim to the
test, which is structurally distinct from chamber calcite.
The primary difference is the lack of pores in the calcite,
although laminations are still present.
Gametogenic A thick encrusting layer of calcite, formed in the lat-
ter stages of the foraminiferal life cycle, often prior to
the release of gametes during sexual reproduction (hence
‘gametogenic’).
Crust Any crust deposited over the whole of the original test
structure. Gametogenic crusts can often be considered
under this umbrella term, but crusts can also include
MnO crusts, or calcite precipitated during diagenesis.
In general, the origin and nature of foraminiferal ‘crusts’
are poorly understood, and diverse.
the literature (Table 6.1).
Brown and Elderfield [1996]’s study considered the comparison between
‘inner’ primary calcite, and ‘outer’ calcite, which they considered synony-
mous with the ‘keel’ calcite. However, according to definitions in the lit-
erature (Table 6.1), this outer enclosing calcite should more appropriately
be labelled ‘crust’, as it is present on the whole test, rather than the outer
fringe. Indeed, even when examined under a light microscope the difference
between a pristine, keel-bearing G. tumida, and an encrusted specimen with
a ‘frosty’ appearance was evident. Investigation at this scale further reveals
that the encrusted specimens are more obvious in deeper core tops. This
implies that the ‘keel’ calcite referred to by Brown and Elderfield [1996] is in
fact a combination of calcite from both keel and crust calcite types.
With this distinction in mind, the specimens of Brown and Elderfield
[1996] will be revisited, using novel techniques to investigate the subtleties
of early diagenesis in these foraminifera. The question of whether the crusts
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present on the G. tumida specimens can be considered a diagenetic feature, or
are life feature that causes encrusted specimens to be preferentially preserved
below the lysocline will be considered.
6.3 Methods
The internal structure of G. tumida specimens from the Ontong Java plateau
was probed with synchrotron X-ray Computed Tomography (sXCT) at the
I13 imaging beamline of the Diamond Light Source synchrotron [Rutherford
Appleton Laboratory; Pesˇic´ et al., 2013; Rau et al., 2007a,b, 2011]. Speci-
mens were taken from remnant samples used by Brown and Elderfield [1996];
a study that will form the basis of the work undertaken here. The sXCT
technique is extremely sensitive to phase contrasts [Rau et al., 2011], com-
pared with the more readily available laboratory source XCT methods. This
makes it ideal for analysing subtle structural changes in complex biominerals,
where the entire structure is made of calcite: sXCT is better able to identify
subtle changes in calcite density, and is particularly sensitive to detecting the
edges between distinct calcite materials (e.g. overgrown calcite vs original
‘shell’ calcite).
6.3.1 Synchrotron X-Ray Computed Tomography
The I13 tomography beamline [6.3; Pesˇic´ et al., 2013] is located in a separate
building, 250 m away from the main synchrotron. This extra distance helps
obtain highly collimated X-rays, using a series of precisely placed aperture
slits (collimators) to exclude diverging X-rays, and preserve only the most
parallel, coherent beam. The high degree of collimation and coherence that
this achieves lends sXCT its main advantage over laboratory XCT methods:
sensitivity to phase contrast [Rau et al., 2011].
Phase contrast imaging is based on differences in the refractive indices
of different phases. These differences cause slight changes in the angle of an
incident beam as it meets a phase boundary, following Snell’s law (Fig. 6.4;
Wolf and Kro¨tzsch [1995]):
sin θ1
sin θ2
=
v1
v2
=
n1
n2
=
λ1
λ2
(6.1)
where θ is the angle relative to an axis normal to the phase boundary, v is
the velocity of light in each phase, n is the refractive index of each phase,
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Figure 6.3: The setup of the I13 tomography instrument at Diamond. The
hutch is placed 250 m away from the storage ring to maximise beam col-
limation and coherence. X-rays generated by an undulator in the storage
ring enter the hutch and pass through various aperture slits (collimators),
before entering the monochromator. The X-ray energy is fine-tuned in the
monochromator, and the light travels ∼ 12 m, passing through further aper-
ture slits to refine the beam shape. The sample is mounted on a rotating
stage, with precise triple-axis piezo motor driven movement control. The
sample is illuminated, and the transmitted X-rays are converted to visible
light on a scintillation screen. An objective lense then focusses this visible
image onto a CCD camera.
and λ is the wavelength of the light in each phase.
In the context of X-ray tomography, the incoming coherent light is re-
fracted from boundaries in the sample, creating an angular divergence in the
transmitted ray, proportional to the magnitude of the phase difference. At
the scintillation screen, this angular difference translates to a ‘bright’ and a
‘dark’ edge on either side of a phase boundary, as transmitted photons are
diverted from their original course towards one side of the phase boundary
(Fig. 6.5). The ability to detect the phase boundary is a function of the
refraction angle, and the sample-detector distance. If the refraction is large
(∆n is large), the offset from the phase boundary will be observable at a
relatively short detector distance, as the transmitted light diverges rapidly
and produces an observable offset. If the refraction is small (∆n is small), a
greater detector distance is required to produce a similar observable effect.
To observe the refraction, the photon shift in the plane normal to the beam
direction must exceed one pixel on the detector. Under experimental condi-
tions, the signal:noise ratio and the nature of the sample often require a larger
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Figure 6.4: An illustration of Snell’s law, showing the change in angle (θ) and
wavelength λ of an incident beam moving from phase 1 to phase 2, driven by
differences in the speed that light can travel through them v, which is also
described by their ‘refractive index’ (n).
shift, to ensure the boundaries are consistently visible. The dependence of
phase contrast imaging on subtle changes in refraction angle highlights the
importance of using a coherent light source for these experiments: any di-
vergence in the incoming beam will act to blur the observed phase contrast.
6.3.2 Sample Mounting and Experimental Parameters
Ideally, tomographic samples should be freely suspended in the synchrotron
beam. This is practically impossible, so foraminiferal samples were attached
to aluminium sample pins using gel super-glue, such that the specimens were
suspended in the glue, tens of microns above the top of the sample pin. The
low X-ray absorption density of the super-glue (relative to the calcite sample)
means that the glue has a minimal effect on the final reconstruction. With
sufficient care, multiple foraminifera could be mounted on each sample pin
(a maximum of six was achieved), increasing the number of samples that
could be analysed in a single collection. Sample pins were attached to a
magnetic base, which itself was attached to a rotating sample mount (Fig.
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Figure 6.5: A schematic of the interaction of X-rays with a sample, and the
effect of sample-detector difference on the observed absorption pattern. The
sample considered here is of uniform density, with a rim of higher density.
Following Snell’s law (Eqn. 6.1, Fig. 6.4), the incoming X-rays refract at the
boundary between the two phases, changing the angle of the transmitted ray.
If the detector is close to the sample, the angular change of the transmitted
ray is hard to observe because the transmitted ray has not had far to diverge
from its original course. As detector distance is increased, the effect of the
angle change becomes more obvious, causing a bright and dark fringe on each
side of the phase boundary. The distance at which these phase boundaries
is observable will depend upon the refractive indices of the two phases: a
greater difference will be evident at a shorter distance.
6.3). Before data collection, the approximate sample centre of rotation was
found by rotating the sample through 180◦, and adjusting the sample xy
position.
Optimum phase contrast for the foraminiferal samples was determined to
be at 15 keV (undulator gap 5.26 mm), with a sample-detector distance of 23
mm. Images were collected every 0.1◦ through a 180◦ rotation, totalling 1800
projection images, with 1.5 s exposure per image. A 10x optical objective
was used to provide a spatial resolution of 0.45 µm per 450 nm detector
pixel. Sets of 20 darkfield (shutter closed) and brightfield images (sample out)
were taken periodically throughout each scan, and summed to provide bright
and darkfield images to normalise the sample images for inhomogeneities in
illumination and background noise. This normalisation was applied to all
sample images, following:
Samplenorm =
Sample−Darkfield
Brightfield−Darkfield (6.2)
The I13 beamline was still undergoing commissioning while these data
were collected: essentially, experiments were conducted while the beam-
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Figure 6.6: A schematic demonstrating the construction of a sinogram, and
its use in identifying the centre of rotation for tomographic reconstruction.
A stack of images at multiple rotation angles is collected during the tomo-
graphic scan (left). A sinogram is created by taking a single line of pixels,
perpendicular to the axis of rotation, and creating a new image with angle
and x dimensions (right). The movement of a feature (shown by the black
dot) through the rotation of the sample is showen by a sinuous vertical trace
in the sinogram, the middle of which is the centre of rotation.
line was still under construction. As a result numerous imperfections ex-
isted in the experimental hutch: monitor screens and standby lights in the
beam hutch contributed significantly to background noise, and the abundant
‘builder’s dust’ from new concrete and building works rapidly collected on
scintillation screens and the X-ray optics. The background noise from lights
in the hutch was largely eliminated by attaching a small piece of black plastic
over the objective lens aperture. Inhomogeneities in the plastic introduced
some consistent noise in the brightfield images, but these were removed by the
normalisation procedure. The scintillation screen was replaced at the start of
the experiment, but due to the high cost of the part, was not replaced again
despite a considerable build up of dust throughout the experimental period
(48 hours). These artefacts were largely removed during image normalisation,
and no artefacts were observed in the tomographic reconstructions.
6.3.3 Tomographic Reconstruction
Multi-angle stacks of projection images were converted to a 3D data volume
using proprietary routines available on the computing cluster at Diamond.
These routines work by creating a series of sinograms from every line of y
pixels in the projection image stack (Fig. 6.6). A 2D image slice normal to
the rotation axis is then reconstructed from each the sinogram, providing a
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Figure 6.7: A schematic demonstrating the action of the tomographic recon-
struction algorithm. For each image slice there are 1800 views of the sample
(5 shown), with a known centre of rotation. Each projection view contains
brightness information along 1800 vectors bisecting the sample. These vec-
tors can be combined to provide brightness values for their intersections on
a square grid of pixels, defined by the x axis of the raw projection images.
stack of image slices that could be combined to a 3D data volume. Sinograms
were converted to 2D image slices using a multi-angle projection algorithm,
which calculates the brightness of each xy pixel in the slice, based on the
combined brightness information in all the projection images (Fig. 6.7).
Precisely determining the centre of rotation of the sample is vital to the
reconstruction process, and it is also essential that the axis of rotation is
precisely vertical. An incorrect axis of rotation leads to ‘swirling’ reconstruc-
tion artefacts, and blurring in the tomographic data. The centre of rotation
was determined via an iterative process, implemented in a bash script, which
interacts with the ImageJ program, and the Diamond data processing clus-
ter (Appendix B). The script presents a raw projection image to the user in
ImageJ, and prompts the user for the number of a line of y pixels to use for
centre of rotation determination (ideally, a line of y pixels containing sharp,
distinct features that would produce a useful sinogram). Once selected, the
script submitted a sinogram reconstruction task to the cluster, presents the
user with the generated sinogram, and requests an approximate x -value for
the centre of rotation. The selected sinogram is then submitted to the cluster
for conversion to a 3D image slice, using the given centre of rotation, as well
as 10 other centre of rotations in steps of 10 pixels, 5 above and 5 below
the initial guess. The reconstructed slices are presented to the user, and a
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Figure 6.8: A representative slice through the wall of a G. tumida specimen
(a), showing the materials identified as ‘test’ (red) and ‘crust’ (blue) calcite
(b). The identification was based on the texture of the material (internally
complex vs. homogeneous), as well as the existence of a fine boundary be-
tween the two calcite types. The granular material above the test calcite is
clay, and was not measured. The same criteria were used in both 3D and
slice-based segmentation.
second centre of rotation estimate is requested, based on the quality of the
reconstructed images. This is repeated twice more, reducing the range of the
additional centre of rotation guesses, using step sizes of 1, then 0.5. Once
the optimum centre of rotation was estimated, the script submitted the en-
tire reconstruction job to the computing cluster, and monitored job progress.
The creation of this script (Appendix B) marked a significant streamlining of
the reconstruction process, and has since been implemented in the Diamond
user workflow as the standard method of centre of rotation determination
and tomographic reconstruction.
6.3.4 Tomographic Data Segmentation
High resolution tomographic reconstructions produce a considerable volume
of data (50-120 GB per sample, depending on the physical size of the sam-
ple). Processing these data volumes presents a considerable challenge, as
they are often far beyond the RAM limits of readily-available computing fa-
cilities. To process these data, two approaches were attempted: slice-based
segmentation of single, full-resolution image slices, and 3D segmentation of
heavily downsampled data volumes. Data processing required the labelling
of pixels (or voxels, a pixel in three dimensions) as one of three structurally
distinct types of material: ‘crust’, ‘test’ or ‘clay’.
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The slice based technique used a script to randomly select a number
of image slices from an 3D volume. These slices were then processed in
ImageJ, by manual marquee selection of different materials, and colouring
them in in shades of grey. An ImageJ macro was then applied to count the
number of pixels of each shade of grey, and return the area of each material
in the processed slice. More advanced cluster-based automated trainable
segmentation using machine learning algorithms were attempted [Hall et al.,
2009; Schindelin et al., 2012], but the nature of the sample materials did not
lend themselves to this technique. One of the main features used in manual
segmentation was the identification of fine boundary lines, highlighted by the
phase contrast sensitivity of sXCT, which were not always present, and had to
be interpolated through the structure. The machine learning algorithms were
based predominantly on texture and brightness, which were not sufficient to
distinguish between the different materials.
In 3D segmentation was performed using the itk-SNAP program [Yushke-
vich et al., 2006]. Two methods were evaluated within this program: auto-
mated active contour methods, and semi-manual use of the ‘adaptive paint-
brush’ tool. The active contour methods propagate a set of defined starting
points within a material, based on the shape of the selected region and the
brightness of the pixels surrounding the region. Three parameters can be
defined to determine the behaviour of the propagation: the propagation,
advection and curvature velocities. While these techniques initially seemed
promising, the non-constant material boundaries often led to ‘leakage’ from
one material to the other in regions were the phase boundary was weak or
absent. The most visually accurate results were obtained using the adaptive
paintbrush tool. This tool filled a 3D volume of a defined size based on the
brightness, and presence of sharp gradients within the box - i.e. if the centre
of the box was placed on one side of a sharp phase contrast boundary, the
selection would not cross that boundary. Ultimately the majority of segmen-
tation was performed using a mixture of the adaptive paintbrush tool, and
manual selection where this tool was inadequate (i.e. when extrapolating
phase boundaries from a fragmented border).
6.3.5 Electron Probe and SEM Analyses
After tomographic analysis, the same samples were mounted in EpoFix c©
resin, polished to a 3 µm finish and carbon coated, before imaged in a Jeol
JSM-S20, and analysis for trace element chemistry using a Cameca-SX100
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electron microprobe.
Electron microprobe maps were collected using a modified technique after
[Sadekov et al., 2005], employing a finer beam (∼1 µm Θ), and a smaller step
size (0.5 µm). Individual point measurements from different materials, and
transects of points bisecting the materials were collected using a defocussed
beam (∼ 4µm, at 10 nA and 15 keV), and a longer count time to increase
the signal:noise.
6.4 Results
6.4.1 Tomography
Tomographic imaging was performed on a total of 11 specimens from seven
depths (Fig. 6.9) bisecting the lysocline on the Ontong-Java plateau (Fig.
6.2). The number of specimens was severely limited by the nature of the
sXCT technique, but triplicate specimens from the shallowest and deepest
locations were analysed to provide some estimate of the reproducibility of
the results. Primary analysis of the tomograms reveals several prominent
features: as depth increases, the external sutures (features delineating the
chamber boundaries) and porous structure characteristic of the foraminiferal
test become less distinct, and is eventually replaced by an homogeneous
coarse, blocky ‘crust’. Internally, the chamber walls appear to fragment with
depth, with gaps opening up within the walls, and in the deepest samples
the internal walls have disappeared altogether. Pristine chamber calcite is
structurally complex, with signs of internal laminations, and numerous fine
pore structures. The external block crust lacks internal laminations, but does
occasionally exhibit signs of a porous structure.
Tomographic imaging of G. tumida clearly reveals the presence of a keel
structure, but also a calcitic crust, particularly on specimens from deep core
tops (Fig. 6.10). As the keel structure is contiguous with the primary calcite,
both keel and primary calcite morphotypes are grouped together and labelled
‘test’ calcite, distinct from the enclosing ‘crust’ calcite. This schema of ‘test’
and ‘crust’ calcite types was adopted throughout image analysis.
The ability to accurately determine the abundance of each calcite mor-
photype is key to the consideration of the provenance of the calcite types.
The results of 2D and 3D segmentation techniques show a general agreement,
but do not correlate well owing to the scatter in the 2D data (Fig. 6.11),
raising considerable doubts as to the veracity of tomography data. However,
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Figure 6.9: A representative tomogram (top) and 2D image slice of G. tumida
specimens from the seven depth sites considered. Note the transition from a
well-formed, ‘pristine’ ultrastructure in the shallowest specimen, to a blocky
encrusted appearence in the deepest specimen. The deeper specimen also
lacks any internal structure. The top row of samples are from above the
lysocline (∼ 3400 m), and the bottom row are from below. Numbers above
the tomograms indicate sampling depth.
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Figure 6.10: Tomographic slices through shallow (left) and deep (right)
foraminiferal specimens, showing the ‘pristine’ state (left), with primary (red)
and keel (yellow) calcite highlighted, and the ‘modified’ state (right), with
primary (red), keel (yellow) and crust (blue) calcites. For the purposes of
segmentation, the keel and primary calcite types are considered together as
‘test’ calcite.
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Figure 6.11: The results from 2D and 3D data segmentation show a similar
overall trend, but are weakly correlated, due to the spread in the 2D segmen-
tation data. The number of voxels and pixels presented here are normalised
to the length of each individual foraminifera, to account for individual size
differences.
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Figure 6.12: The change in length-normalised test thickness, crust abun-
dance and test abundance with core top depth. All data are normalised
to the length of the test to account for size differences. Black triangles in
the abundance plots represent the results of 3D data segmentation, while
coloured dots represent 2D data. The grey background denotes sub-lysocline
depths. There is a marked increase in test thickness with core top depth.
There is also a trend for increased crust abundance, and decreased test abun-
dance with depth. These trends are seen in both 2D and 2D data, although
the 3D data presents a more linear response in crust abundance than the 2D
data. The square root of the 3D data are presented, scaled to demonstrate
the similarity of the trends.
when considered in context of a depth trend (Fig. 6.12), the 3D segmentation
data can be scaled to show a similar overall pattern to the 2D data. Because
of uncertainties surrounding which segmentation technique is most accurate,
both will be evaluated.
Despite uncertainties in the accuracy of segmentation technique, both
2D and 3D data reveal similar trends in the absolute, length-normalised
abundance of crust and test material with depth (Fig. 6.12). Crust shows
a marked increase in abundance with depth, while test shows the reverse
trend. There is also an increase in length-normalised whole wall thickness
with depth, implying a thickening of the structure with depth.
When considered in terms of % abundance, the crust increases with depth,
and the test decreases with depth, in general agreement with Brown and
Elderfield [1996]. However, the magnitude of the change, and the absolute %
values measured here differ by between 20-75% from Brown and Elderfield
[1996]’s calculated abundance values.
Chapter 6: Early Diagenesis in Foraminifera 176
l
ll
l
l
l
ll l
l
l
l l
l
l
l
l ll
l
Crust Test1000
2000
3000
4000
5000
0 25 50 75 100
% of Whole Foraminifera
W
a
te
r D
ep
th
 (m
)
Figure 6.13: The change in the relative abundance (%) of crust (blue) and test
(red) calcite within the foraminifera with depth. Hollow diamonds represent
the calculated values of Brown and Elderfield [1996], solid points represent
the means for 2D segmentation data, and triangles represent data from 3D
segmentation. Each technique yields a similar trend of more ‘test’ in shallow
water, and more ‘crust’ in deep water, but the magnitude and shapes of
the trends vary significantly. Note that these data represent a change in the
relative abundance of the materials, which could represent either a dissolution
of test or a precipitation of crust, or a combination of the two.
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Figure 6.14: The composition of test and crust calcite, as measured by elec-
tron microprobe analyses. The box plot shows the median (black line), up-
per and lower quartiles (box) and data range (whisker) out to 1.5× the inter
quartile range. Outliers are plotted as points above or below the whisker.
Below are density distribution function plots of each trace element, showing
the relative distribution of measurements from the test and crust (n=33).
The significance of the difference between the two materials, determined by
a Mann-Whitney non-parametric test, is marked by asterisks in the legend
(* p<0.05, ** p<0.005, *** p<0.0005). No asterisk denotes no significant
difference between the test and the crust material.
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Figure 6.15: An electron microprobe map of Mg, Fe, Na, S and Sr in a region
of a specimen containing ‘test’ and ‘crust’ calcite morphotypes, and clay par-
ticles. The upper left is an electron backscatter image of the mapped region,
and trace element maps are presented as the logarithm of count intensity, to
enable to simultaneous viewing of patterns in the clay and calcite materials,
which had much lower concentrations.
6.4.2 Chemistry
Electron probe measurements revealed that the crust calcite had significantly
lower concentrations of Mg, S, Na, K, Al and Si than the test (Fig. 6.14,
determined by a Mann-Whitney U test). The concentrations of Sr and Mn
were not significantly different, and although Fe appeared to have a higher
concentration in the test, the difference was not significant. These results
agree with those of Brown and Elderfield [1996], who found significantly
lower Mg in their ‘keel’ (‘crust’, here) calcite, than in the ‘chamber’ (‘test’,
here) calcite. An electron microprobe map of a region containing clay, test
and crust calcite further emphasises these differences (Fig. 6.15).
Chemical depth transects (Fig. 6.16) also showed similar trends to Brown
and Elderfield [1996], with a large significant (∼40%) Mg decrease with
depth, and a lesser decrease in Sr. The analysis of other elements reveals
further depth-related trends, with significant decreases in bulk S, Na and K
with depth (Fig. 6.17). In contrast, the concentrations of Al, Fe, Si and Mn
appear to increase in the deepest specimens. Given the relative abundance
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Figure 6.16: Variations in the composition of test and crust calcite with
depth, as determined by electron microprobe analyses. Lines represent the
mean value at each depth, and envelopes represent their standard deviations.
The black dashed line represents the mean (bulk) composition (again, with
a standard deviation envelope). The black ‘x’ points in the Mg and Sr plots
are bulk measurements from Brown and Elderfield [1996]. In the case of
Sr, these points show a good agreement with the bulk line from these tests,
and are largely obscured. For Mg, these points follow a similar trend (gen-
eral decrease with depth), but are consistently ∼1 mmol/mol higher than
the measurements in this study. The grey background denotes sub-lysocline
depths.
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Figure 6.17: Significant (p < 0.05) Spearman’s ρ correlation coefficient be-
tween trace element content and depth for crust, test and whole foram (total).
ρ = ±1 denotes a perfect monotonic positive or negative correlation. The p
value is denoted by the size of the black dot, and the greyed out region on
the right marks the trace elements identified in Figure 6.16 that are prone to
clay contamination. It is notable that the whole foram depth trends in Mg,
Sr, S and Na are more manifest in crust composition than test composition.
The high positive correlation in the test calcite seen in Al, Fe and Si are
caused by the high data spread in the deepest specimens, which could be the
result of measuring clay materials caught amongst the test calcite.
of these elements in clay sediments Aplin [1993], it is likely that these data
reflect contamination by clay particles, rather than a real trend, particularly
given the spread of the data for test calcite, which is porous and could contain
fine particles.
With the exception of Sr and K, all trace elements that exhibit the char-
acteristic negative bulk correlation with water depth also exhibit a negative
correlation within the proportion of crust calcite (Fig. 6.17). Concomitantly,
the test calcite of these samples exhibits either a weaker or absent correlation
with depth.
6.5 Crusts in G. tumida : Dissolution vs. Re-
precipitation
Through the application of newly available synchrotron X-ray Computed To-
mography (sXCT) techniques, and the improvements in electron microprobe
technology, this study is able to add an important new perspective to the
diagenetic processes at work on the Ontong-Java plateau.
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6.5.1 Evidence for Dissolution
In general, the data presented here corroborate the results of Brown and
Elderfield [1996]: decreases of Mg, and to a lesser extent Sr with depth are
evident (Fig. 6.16), and the calculated change in the relative abundance
of test and crust material is demonstrated (albeit on a different magnitude;
Fig. 6.13). Through observations of the crust (referred to in their study as
‘keel’) and test (‘chamber’) composition, Brown and Elderfield [1996] were
able to infer that a preferential dissolution of high-Mg calcite was driving the
observed trace element-depth trends. The effects of laboratory dissolution
experiments on bulk composition further backed their conclusion.
The decrease in absolute (Fig. 6.12) and relative (Fig. 6.13) test abun-
dance with depth, alongside the decrease in Mg, Sr, S, Na and K with depth
(Figs. 6.16 & 6.17), in context of the higher trace element content of the test
(Fig. 6.14), all provide strong evidence to support the increased dissolution
of primary test calcite at depth. Alongside the results of Brown and Elder-
field [1996], it can be conclusively concluded that the primary calcite of G.
tumida dissolves at depth and leads to a chemical modification of the bulk
calcite.
Following basic principles, this dissolution should not be seen extensively
above the lysocline, and certainly not above the calcite saturation horizon.
This would predict a two-step trace element-depth relationship, with an in-
flection around the lysocline or saturation horizon. While there appears to
be some indication of such a relationship in the Mg/Ca and S/Ca data (Fig.
6.12), no such pattern is evident in any of the other trace elements, or in
the results of Brown and Elderfield [1996]. Given the limited samples sizes
in this study [c.v. Brown and Elderfield, 1996], the trend observed may be
biased by an anomalously high Mg/Ca observed at 3000 m, and this two-step
trend should be treated with caution. In the absence of this two-step trend,
a continuous dissolution with depth is implied, as indicated by the change
in relative abundance of crust and test (Fig. 6.13). This is plausible, given
the only fractional supersaturation levels present below ∼ 1600 m at the site
[Berger et al., 1982]. The addition of Mg and other impurities to calcite in-
troduces strain in the crystal structure, and increases the Gibb’s free energy
of the mineral (Chapter 2). This makes higher-impurity calcite dissolve more
easily, which effectively acts to raise the lysocline for the high-Mg test calcite.
This provides a mechanism to affect a continuous dissolution with depth, as
first the highest-impurity calcite dissolves in fractionally supersaturated wa-
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ter, followed by increasingly pure calcite until the foraminifera is below the
pure calcite lysocline, at which point dissolution continues indiscriminately.
This process is able to account for the depth-related trends in trace ele-
ment content of G. tumida, but does not fully explain the sXCT and chemical
data presented here. Revisiting Brown and Elderfield [1996]’s samples with
a suite of new techniques suggests a more complex system, involving both
the dissolution and reprecipitation of foraminiferal calcite.
6.5.2 Evidence for Reprecipitation?
The data presented here add the ability to quantitatively examine the abun-
dance of crust and test material, and bring a suite of new trace element data.
Three aspects of these new data suggest that reprecipitation of calcite plays
a role in the early diagenesis of G. tumida: the increase in test thickness with
depth, the increase in crust abundance with depth, and the changes in crust
composition with depth.
First, sXCT analyses revealed an increase in foraminiferal wall thickness
with depth (Fig. 6.12). If dissolution of high-Mg calcite was the sole driver
of the trace element-depth trends observed in G. tumida, a key depth trend
would be expected: dissolution is a destructive processes, and should lead to
more dissolved foraminifera being thinned, damaged or even fragmented in
deeper water with lower carbonate saturation. The sXCT data here reveal
the reverse trend, implying a post-depositional alteration of foraminifera that
leads to wall thickening.
Second, 2D and 3D sXCT data reveal the subtleties of the wall thickness
change. The increase in thickness is accompanied by an increase in the ab-
solute amount of crust material, and decrease in the amount of test material
(Fig. 6.12). This provides evidence for the dissolution of original test cal-
cite, but also implies that the crust calcite grows thicker in deeper water,
over-compensating for the dissolution of test calcite, and causing an overall
increase in wall thickness.
Together, these sXCT data provide strong evidence of a concomitant dis-
solution and reprecipitation of G. tumida calcite. However, the chemical
analysis of test and crust calcite (Fig. 6.14) reveals that the crust calcite
is more pure than the test calcite. This is at odds with the evidence for
calcite re-precipitation, given the differences in the typical impurity con-
tent of foraminiferal calcite and inorganic calcite precipitated from seawater
[de Nooijer et al., In Press]. In general, foraminifera produce calcite with
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much lower trace element content, with a distinct trace element make up:
foraminiferal calcite [Allen et al., 2011; Lea and Boyle, 1991; Rickaby and
Elderfield, 1999; Segev and Erez, 2006; Terakado et al., 2010] tends to be
enriched in Na relative to its inorganic counterpart, which is relatively en-
riched in Mg, Sr and S [Ishikawa and Ichikuni, 1984; Kitano et al., 1975;
Rimstidt and Balog, 1998]. The main chemical difference between crust and
test calcite seen here is in the magnitude of the trace element; their relative
abundance stays relatively constant. This does not suggest that the crust
calcite is inorganically deposited from a seawater environment, but rather
suggests the crust mineralisation is the result of a life process, which de-
posits a thick crust of ‘blocky’, coarse calcite that is of higher purity than
primary test calcite.
If this were the case, individuals bearing these crusts would be prefer-
entially preserved in deep waters, where the crust would make them more
resistant to dissolution. Indeed, crusts of similar morphology have been ob-
served forming on live Globorotalia truncatulinoides from sediment traps, and
in culture experiments in response to a decrease in temperature [Hemleben
et al., 1989]. The life-deposition of such a crust would increase the sinking
speed of the foraminifera, reducing the opportunity for dissolution in the
water column, and the crust of high-purity calcite would be more dissolution
resistant in the sediments. This provides a further line of evidence to support
preferential preservation, rather than diagenetic crust precipitation.
One final line of evidence offers strong support for the diagenetic origin
of the crusts: the depth trends in the composition of crust, test and bulk
calcite (Fig. 6.17). The chemical composition of a life feature would be ex-
pected to remain relatively constant with depth, and the dissolution hypoth-
esis states that the removal of the high-impurity end member calcite leads to
the depletion of foraminiferal trace elements with depth. Composition depth
transects show the expected negative trace element correlations in the bulk
material, but also reveal negative correlations in crustal Mg, Sr, S and Na
(Figs. 6.16 & 6.17). This could also be explained by the preferential dissolu-
tion of higher-impurity calcite within the crust, but the homogeneity of the
crust structure, relative to the complex, porous structure of the test, makes
this unlikely. Crust dissolution would have to proceed from the outside in,
as opposed to the test calcite, where pores and lines of weakness are clearly
exploited by dissolution processes to access internal areas of higher-impurity
(Fig. 6.9).
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The internal architecture of the crusts, the presence of a consistent phase
boundary between the test and the crust, the thickening of the foraminiferal
wall, and increase in crust abundance with depth, and the changes in crust
chemistry with depth combine to provide strong evidence that the crust ob-
served on G. tumida is a post-depositional diagenetic feature. However, this
leaves the paradox of their composition, which implies a foraminiferal origin,
unanswered.
This paradox can be explained through the consideration of the crust
precipitation environment. Dissolution of high-Mg foraminiferal calcite is
clearly prevalent in the carbonate sediments of the Ontong-Java plateau. The
dissolution of these foraminifera would enrich the surrounding pore fluids in
a high-Ca, low Mg fluid (relative to seawater). With depth, this dissolution
becomes extensive in the under-saturated waters, as is evident from the lack
of internal structure in the deep specimens (Fig. 6.9), and lower-Mg calcite
is also dissolved. This further enriches the pore fluids in Ca, and depletes it
in Mg, and results in a reduction of trace element pore fluid with depth, as
the foraminifera are more extensively dissolved.
The relatively coarse crystalline structure, and rhombohedral surface habit
of the crust implies a relatively slow growth rate, at close to equilibrium con-
ditions. A rapid growth rate would produce a more polycrystalline structure,
with numerous, fine-grained crystals, as opposed to the angular crystal habit
observed on the surface of the deep specimens. Assuming exchange with sea-
water is negligible in the long term (which is a major assumption), the crust
could precipitate in the sediments, growing slowly from a trace-element de-
plete fluid that is predominantly made from dissolved primary foraminiferal
calcite. This could occur in a sediment where the calcite saturation of pore
fluids is close to one, facilitating the dissolution of Mg-enriched calcite (with
respect to which the pore fluids would be slightly undersaturated), and the
subsequent precipitation of a more pure calcite, in near-equilibrium condi-
tions. This accounts for the similar trace element content of the crust, with
the reduction in concentration from the foraminiferal calcite assigned to inor-
ganic fractionation factors associated with the slow (near-equilibrium) growth
of inorganic calcite [e.g. Berner, 1975]. Based on the radial orientation of the
calcite rhombohedra in the crust, the original foraminiferal test must act as
a nucleation substrate for the diagenetic crust. This allows the superficial
preservation of test features (e.g. pores), owing to the preferential growth of
calcite along the c-axis, and lends the crust a ‘biogenic’ porous appearance
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until the crust becomes so extensive that these features are obscured (as in
the deepest specimens analysed here; Fig. 6.9).
This scenario offers an explanation of the depth-related thickening of
foraminiferal walls, the increase in crust abundance, and the decrease in test
abundance. It augments the dissolution effect observed by Brown and El-
derfield [1996] with a second diagenetic process, which has the potential to
further alter palaeoproxy signals. In the context of palaeoproxies, this mech-
anism would complicate their interpretation, by effectively introducing an
offset determined by equilibrium fractionation factors of trace elements, and
introduce a smoothing effect, determined by the rates of pore fluid diffusion
within the sediments. It is also likely that dissolution of non-foraminiferal
carbonate (e.g. from coccolithophores) would contribute to the composition
of the pore fluid, and consequently the crust calcite.
While this study is limited in scope by the necessarily small sample size,
the utility of sXCT techniques is clearly evident in the ability to observe
structural changes in the foraminiferal test, and quantify the changes in the
abundance of difference materials. While extremely basic, the ability to ex-
amine and quantify architectural changes of this nature has been lacking in
the field of micropalaeontology, and as seen in these data, chemical obser-
vations can obscure some of the processes at work behind a trend: changes
in the relative abundance of materials could be attributed to dissolution,
precipitation or both.
6.6 Conclusions
Through the application of sXCT and electron microprobe techniques, this
chapter re-evaluates the conclusions of Brown and Elderfield [1996] in con-
text of the ability to quantify changes in the architecture and chemistry of
foraminiferal tests. Brown and Elderfield [1996]’s inference that the pref-
erential dissolution of high-Mg calcite at depth was driving reductions in
foraminiferal trace element content is upheld, and an additional process is
revealed that has the further potential to modify carbonate-based palaeo-
proxies: reprecipitation. The ability to quantify the abundance of different
materials within the volume of the foraminiferal test reveals that the pri-
mary test calcite dissolves with depth, but also that the walls of the test
grow thicker, and the abundance of a coarse calcite crust increases with
depth. Chemical analyses of the crust calcite reveal a decrease in trace ele-
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ment content with depth, implying a closed-loop sedimentary system, where
the dissolved primary calcite is able to re-precipitate to form the calcitic
crust, using the original test structure as a nucleation substrate.
While this study is restricted in scope by a severely limited sample size,
the preliminary findings presented here warrant further investigation to ex-
amine the feasibility of the proposed mechanism, and its importance in
palaeoproxy records.
Chapter 7
Conclusions
7.1 Summary
I have described investigations of aspects of the biomineralogy of marine cal-
cifying organisms, from the fundamental formation processes of biominerals,
to the mechanisms of tracer element incorporation, and their post-mortem
preservation in marine sediments. I have exploited the cutting-edge miner-
alogical techniques available at synchrotron light sources to answer outstand-
ing questions in biomineral and palaeoproxy research.
In Chapter 2 I explore a new technique for the in-vivo analysis of amor-
phous calcium carbonate (ACC) precursor phases in biomineralisation. Thro-
ugh the use of X-ray total scattering techniques, I was able to derive Pair Dis-
tribution Functions (PDFs) from the frozen, whole larvae of the Pacific oyster
(Crassostrea gigas), and investigate the evolution of mineralogy throughout
larval ontogeny. Using this technique, I detected what appears to be an ACC
phase in the earliest larval stages, with a nascent short-range order similar to
aragonite, which is the dominant mineral phase in later larval stages. This
study demonstrates the feasibility of a relatively straightforward technique
for the investigation of in-vivo ACC, without the need for extensive sample
preparation that risks damaging or destroying the delicate precursors. These
PDF analyses offer new insights into the evolution of larval mineralogy in
the Pacific oyster, detecting an ACC phase in the trochophore stage larvae,
which were previously thought to be devoid of mineral structures.
Next, I describe the distribution and coordination of a selection of trace
elements in foraminifera, ostracod and brachipod specimens. Nano- and
micro-scale variations in trace element distribution bear the hallmarks of
biomineralisation processes, and offer the opportunity to gain insights in the
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formation of a biomineral, through consideration of the final mineral prod-
uct. In Chapter 3 the first application of PhotoEmission Electron Microscopy
(PEEM) techniques to biomineral samples is presented. The utility of the
PEEM technique is demonstrated, through application to a relatively well-
understood foraminiferal specimen, before moving on to the investigation of
the trace element distribution and coordination in poorly-understood ostra-
cod and brachiopod specimens.
Analysis of the ostracod specimen provides important new insights into
their biomineralisation and trace element incorporation mechanisms. PEEM
mapping reveals single-crystal-grain trace element heterogeneity of Mg, Na
and S. Additionally, Mg and Na exhibit a directionally consistent heterogene-
ity throughout the ostracod carapace, which is most likely the result of the
mineral precipitation mechanism employed by the organism. The distribu-
tion of S reveals concentration on grain boundaries, suggesting the presence
of organic materials interlacing nano-scale mineral grains. Near Edge X-ray
Absorption Fine Structure (NEXAFS) spectra from Mg, Na, S and Fe ab-
sorption edges reveal no single, identifiable coordination environment for any
of the elements (with the possible exception of Fe). The lack of discernible
features in these spectra imply a highly variable trace element coordination
environment in the ostracod carapace, which, in context of its organic-mineral
matrix structure, is most likely provided by complex organic molecules. This
provides evidence that commonly used palaeoproxy elements from ostacod
calcite are most likely hosted in an organic structure, rather than in the
calcite mineral, which has significant consequences for the interpretation of
ostracod-based palaeoproxy records.
Attempts to investigate a poorly-understood brachiopod sample hit the
limits of the PEEM technique: the complexity of the sample and the nature
of the PEEM instrument combined prevented the meaningful interpretation
of the data. However, the preliminary data do reveal evidence of nano-scale
structural heterogeneity in brachiopod calcite, which would not be detectable
using more commonly-applied lower-resolution techniques (such as electron
microprobe mapping). These preliminary results highlight the utility of the
PEEM technique in analysing biominerals, but also demonstrate its short-
falls in exploratory studies: primarily, the extremely narrow field of view
(max 25 µm) makes the analysis of poorly-understood, complex biominerals
extremely difficult. The results presented in this chapter highlight the poten-
tial for PEEM techniques in investigating the distribution and coordination
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of biomineral trace elements.
Having considered the construction of biominerals, and the heterogeneity
of trace elements, I move on to consider the mechanisms behind the incor-
poration of two prominent palaeoproxy elements: Mg and B. Through the
application of NEXAFS spectroscopy techniques using a Scanning Trans-
mission X-ray Microscope (STXM), I have been able to determine the co-
ordination and distribution of these elements in foraminiferal calcite at the
10s-of-nanometre length scale. These data resolve significant outstanding
uncertainties concerning the incorporation of these proxy elements, and pro-
vide fundamental evidence to explain the mechanisms behind the Mg- and
B-based palaeoproxies.
Chapter 4 describes the study of the coordination of Mg in foraminiferal
calcite, from which I consequently infer the mechanism behind the Mg/Ca
palaeothermometer proxy. In this chapter I address concerns raised by obser-
vations of internal Mg heterogeneity, and suggestions of organic-associated
Mg in other organisms, which give cause to question the fundamental ther-
modynamic assumptions underpinning the Mg/Ca palaeothermometer proxy.
The NEXAFS spectra presented in this chapter conclusively demonstrate the
ideal substitution of Mg into the calcite lattice, confirming a long-held, yet
untested assumption behind the Mg/Ca proxy. This supports the presence of
an inorganic thermodynamic connection between seawater temperature and
foraminiferal Mg/Ca. Furthermore, The foraminiferal Mg spectrum is invari-
ant between high- and low-Mg bands within the calcite, and between two,
disparate foraminiferal species, indicating that this result can confidently be
extended to other hyaline foraminifera. The consistency of the Mg coordi-
nation throughout the test also suggests that foraminifera employ a uniform
mechanism of crystal growth. These data support the links between calcite-
bound trace elements (like Mg) and the external environment, upon which
palaeoproxies rely.
Chapter 5 outlines the study of the coordination and distribution of B
in foraminiferal calcite. Uncertainties surrounding the coordination of B in
calcite undermine the theory behind the B carbonate system and pH proxies.
New NEXAFS data resolves this issue, by unequivocally demonstrating the
sole presence of trigonal B in foraminfieral calcite. This result supports the
original proxy mechanism proposed by Hemming and Hanson [1992], greatly
increasing our confidence in the B palaeoproxies.
The combined mapping of B and Mg in foraminiferal calcite reveals an
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asynchronism in trace element incorporation, with changes in Mg concen-
tration consistently leading changes in B concentration in the direction of
growth. Based on the numerical modelling of B incorporation, it becomes ap-
parent that none of the existing models of foraminiferal ion transport are able
to explain this trend, or provide a mechanism that explains the B isostope pH
proxy. Based on the observed B and Mg distribution and numerical models,
I propose a new ion transport mechanism in foraminifera: the Supervised
Channel mechanism.
The Supervised Channel mechanism is uniquely able to explain the decou-
pling of Mg and B I observe in foraminiferal calcite, while providing a coher-
ent, mechanistic explanation of all measured intra-shell and climate-driven
variations in other foraminiferal trace element and isotope proxies. It offers a
comprehensive understanding of palaeoproxy incorporation in foraminifera,
by providing a direct link between seawater and the precipitating mineral.
This allows minor trace elements to be considered as inorganic precipitates
in an open seawater or pore fluid environment, highlighting the utility of
minor trace elements in foraminifera, which have the potential to provide a
host of new proxy information as instruments become capable of measuring
them. This has the potential to transform our confidence in the B palaeo-pH
proxies, and validates the records they produce.
Finally, I consider the post-depositional diagenetic alteration of foramini-
fera, which have the potential to alter, or completely overwrite palaeoproxy
records. The complexity, and consequent lack of understanding of carbonate
diagenesis makes diagenesis a significant source of uncertainty in palaeoproxy
records. In Chapter 6, I revisit a seminal study of early diagenesis on the
Ontong-Java plateau [Brown and Elderfield, 1996], using synchrotron X-ray
Computed Tomography (sXCT) techniques to explore new aspects of dia-
genetic alteration in the foraminifera G. tumida. The sXCT technique is
extremely sensitive to phase contrast, making it ideal for identifying bound-
aries between similar mineral phases, and in this case discriminating between
original ‘test’ and secondary ‘crust’ calcite. Through the chemical analysis of
G. tumida, Brown and Elderfield [1996] conclude that depth-related trends in
trace element chemistry were driven by the preferential dissolution of high-Mg
calcite in the foraminifera. The sXCT data supports suggestions that disso-
lution occurs in the foraminifera, revealing a directly-observable degradation
and removal of ‘primary’ test calcite. However, combined with spatially-
resolved chemical data from electron probe micro analyses, the sXCT data
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reveal the action of a second diagenetic process, that was previously impossi-
ble to distinguish: the precipitation of a secondary, calcite crust. The chem-
istry of the crust, and depth-related trends in the abundance and chemistry
of the various calcite types imply a ‘closed loop’ precipitation environment,
where the calcite crust is precipitated from a solution primarily consisting
of dissolved high-Mg foraminiferal calcite. This mechanism could occur in a
system where pore fluids are saturated with CaCO3, causing the slow dissolu-
tion of high-Mg calcite, and the re-precipitation of a low-Mg crust, driven by
impurity-related differences the effective saturation state of the pore fluids.
While this study is restricted in scope by a severely limited sample size, the
preliminary findings presented here warrant further investigation to examine
the feasibility of the proposed mechanism, and its importance in palaeoproxy
records.
Overall, these experiments contribute to our understanding of biominer-
alisation mechanisms and palaeoproxies. I add to our understanding of early
stage biomineralisation in bivalves, provide a new perspective on trace el-
ement incorporation in foraminifera and brachiopods, and demonstrate the
action of diagenesis in foraminiferal calcite. These experiments have con-
tributed significant new knowledge to the incorporation of trace elements,
and the interpretation of palaeoproxy records, by probing the fundamental
assumptions behind trace element incorporation with novel, mineralogical
techniques.
7.2 Future Research
The overarching theme in this dissertation has been the application of special-
ist techniques available at synchrotron light sources, to address outstanding
questions in biomineral and palaeoproxy research. These instruments offer
capabilities that have great potential to address numerous unanswered ques-
tions in these fields, but by their very nature, synchrotron experiments are
hard to conduct, and carry a degree of risk. Owing to the scale of synchrotron
facilities, the number of potential users, and the cutting-edge nature of the
techniques, gaining access to these facilities can be difficult, particularly for
users in the biomineral or palaeoproxy community, who do not have prior
experience with the techniques. Difficulties in ascertaining the suitability of
an instrument to address a given question, and the exploratory nature of the
required sample preparation techniques generate a considerable risk associ-
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ated with carrying out these experiments. These risks can be off-putting to
synchrotron beamline scientists when allocating beamtime, given the costs
associated with running their instruments, and daunting to scientists em-
barking on a time-consuming synchrotron experiment. As such, synchrotron
light sources have played a relatively minor role in biomineral and palaeo-
proxy research thus far.
This thesis describes the successful application of four distinct synchrotron
X-ray techniques to address wide-ranging topics in biomineral and palaeo-
proxy research. The studies presented here provide a proof of these tech-
niques, and provide a basis for expanding them to the consideration of other
biominerals and trace elements.
The PEEM microscope offers a relatively straightforward means to inves-
tigate the nano-scale distribution, and to a lesser extent coordination (owing
on the relatively low energy-resolution of the instrument) of biomineral trace
elements. This technique could provide significant insights into biomineral
formation and trace element incorporation, through the extension to other
organisms and trace elements. The STXM instrument provides similar tech-
niques, with superior energy resolution and sensitivity, allowing the mapping
of less abundant trace elements, and the investigation of their coordination.
These increases in sensitivity and energy resolution come at the cost of com-
plex, expensive sample preparation, but the data quality from this instru-
ment warrant the extension of this technique to other organisms and trace
elements.
Moving into diffraction techniques, I demonstrate the ability of PDFs
derived from total X-ray scattering data to detect in-vivo amorphous calcium
carbonate precursor phases. This relatively straightforward technique could
be applied to numerous species, to investigate the ubiquity and structure of
biogenic amorphous calcium carbonates.
Tomographic imaging techniques are available from laboratory-source in-
struments, but the phase contrast sensitivity available at synchrotron light
sources is ideally suited for examining the micro-architecture of biominerals.
These techniques could be applied to numerous other organisms, in the study
of the architecture and diagenesis of biominerals.
This thesis highlights the potential of multi-disciplinary collaborations,
using techniques from materials science and condensed matter physics to ad-
dress biological and chemical questions. The scope for these collaborations
are limited only by our understanding of biominerals, and our ability to dis-
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cern suitable questions that will benefit from these analyses. Fundamentally,
these techniques allow us to probe the assumptions that underpin our use of
biomineral palaeoproxies, and physically test the veracity of palaeoclimate
records. The techniques applied in this thesis only brush the surface of avail-
able synchrotron techniques, and I foresee a significant increase in the use
and importance of these techniques in biomineral and palaeoproxy research
in the near future.
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Appendix A: R Code
Version 2.12 - 3.02 of R were used in analysing data [R Core Team, 2012].
Owing to the open source nature of the R environment, updates are contin-
uous and incremental, and software updates were performed as they became
available. These updates were interface-drive, and do not represent a sub-
stantive change in processing methods - i.e. data analysis will not be not
affected by these updates. For a complete R update history, see http://cran.r-
project.org/bin/macosx/old/, between October 2010 and January 2014.
The following code relies heavily on several R packages, all freely available
through the CRAN repositories:
• ggplot2 [Wickham, 2009]
• plyr [Wickham, 2011]
• reshape2 [Wickham, 2007]
• gridExtra [Auguie, 2012]
• gtools [Warnes et al., 2013]
• zoo [Zeileis and Grothendieck, 2005]
A.1 STXM Data Analysis
Pre-existing analysis packages were unable to offer the fine level of control
over the data required to adequately analyse the foraminiferal samples. I
therefore processed all data in the R environment, using proprietary functions
and routines. A minimal working example of these routines is provided below,
applicable to a STXM image stack produced at the 11.0.2 beamline of ALS.
The scriptcs below have been tested on data collected between April 2012
and June 2013. Changes to the STXM software may break them.
Appendix A: R Code 232
The STXM instrument produces three forms of data: line scans, raster
images and raster image stacks. The latter is a 3-dimensional data format,
with spatial (xy) and energy (keV, and coincidentally time) elements.
A.1.1 Line Scans
Load Data
The following function takes a ‘.xim’ file produced by the STXM software,
and assumes that the associated ‘.hdr’ file containing the relevant metadata is
in the same directory. Note that regular expressions in importing data and
working with file name strings are specifically tailored to the data format
from the 11.0.2 STXM instrument.
l o a d l i n e s c a n <− f unc t i on ( f i l e p a t h ) {
r e q u i r e ( reshape2 )
# I s o l a t e f i l e name from path
tmp=s t r s p l i t ( f i l e p a t h , ” /” )
scan=sub ( ’ a . xim ’ , ’ ’ , as . cha rac t e r (tmp [ [ 1 ] ] [ l ength (tmp [ [ 1 ] ] ) ] ) )
fpath=sub (tmp [ [ 1 ] ] [ l ength (tmp [ [ 1 ] ] ) ] , ’ ’ , f i l e p a t h )
# I d e n t i f y and load metadata f i l e
m e t a f i l e=f i l e ( paste ( fpath , ”/” , scan , ” . hdr ” , sep =””) )
meta=readLines ( m e t a f i l e )
c l o s e ( m e t a f i l e )
# Get eV s c a l e from metadata f i l e
eV=as . numeric ( s t r s p l i t ( gsub ( ” [\ t =() Points ; ] ” , ” ” , meta [ grep ( ’ PAxis ’ , meta )
+1]) , ’ , ’ ) [ [ 1 ] ] )
eV=eV [ 1 : eV [ 1 ] + 1 ]
# Get the s p a t i a l s c a l e o f the scan ( i . e . the l i n e l ength ) from the
metadata f i l e
x=as . numeric ( s t r s p l i t ( gsub ( ” [\ t =() Points ; ] ” , ” ” , meta [ grep ( ’ QAxis ’ , meta )
+1]) , ’ , ’ ) [ [ 1 ] ] )
x=x [ 1 : x [ 1 ] + 1 ]
# Load the data from the . xim f i l e i n to a matrix ( d i s tange by energy )
data=matrix ( scan ( f i l e p a t h , n <− l ength (eV) ∗ l ength ( x ) , qu i e t=T) , l ength (eV)
, l ength ( x ) , byrow <− FALSE)
# Label the axes o f the matrix
rownames ( data ) <− eV
colnames ( data ) <− x
# ’ melt ’ ( s e e reshape2 manual ) the r e s u l t i n g matrix in to a 3−column data .
frame (x , eV and I columns )
df=melt ( I )
names ( df ) <− c ( ’ eV ’ , ’ x ’ , ’ I ’ )
# Number each data po int − t h i s i s used in l a t e r f u n c t i o n s
I$po in t <− id ( df [ ’ x ’ ] , drop=T)
# Return the r e s u l t i n g data frame
return ( df )
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}
# the data are loaded by c a l l i n g the func t i on :
l d f <− l o a d l i n e s c a n ( ’/ t h i s / i s /where/my/ data / are . xim ’ )
I0 Normalisation
Spectra were normalised to I0 after plotting the linescan to identifying the
spatial (x) position of the I0 region.
# Plot the l i n s c a n data to i d e n t i f y the l i m i t s o f the $ i 0 $ x reg i on
r e q u i r e ( ggp lot2 )
ggp lot ( l d f ) + geom raster ( aes ( x=x , y=eV , f i l l =I ) )
# Use t h i s func t i on to normal i se the data to I0
i 0 . norm . l i n e s c a n <− f unc t i on ( df , xlower=−In f , xupper=I n f ) {
r e q u i r e ( p ly r )
# For in fo rmat ion on the ddply funct ion , s ee the p ly r manual .
df <− ddply ( df , ’ eV ’ , f unc t i on ( f ) {
f $ i 0 <− mean( f $ I [ f$x>xlower & f$x<xupper ] )
f
})
df$OD <− −l og ( d f $ I / d f $ i 0 )
re turn ( df )
}
# To normal i s e the data :
l d f <− i 0 . norm . l i n e s c a n ( ld f , xupper=[upper . x . l i m i t ] )
Extract Spectra
2D linescan data over are averaged by eV to extract a spectrum:
spec . e x t r a c t . l i n e s c a n <− f unc t i on ( df , xlower=−In f , xupper=I n f ) {
spec <− ddply ( subset ( ld f , x>xlower & x<xupper ) , ’ eV ’ , f unc t i on ( f ) {
out$I = mean( f $ I [ f$x>xlower & f$x<xupper ] )
out$I . sd = sd ( f $ I [ f$x>xlower & f$x<xupper ] )
out
})
r e turn ( spec )
}
# To e x t r a c t a spectrum :
l i n e . spectrum = spec . e x t r a c t . l i n e s c a n ( l d f )
# re tu rn s a 3 column data frame with eV , I (mean) and I . sd ( standard
dev i a t i on ) .
Background Normalisation
Many spectra require a single or double background correction (e.g. double
background correction of boron spectra, Fig. 5.5).
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# S i n g l e background c o r r e c t i o n
l in bkgsub = func t i on ( specdf , reg ion , yvar=’OD’ , mode=’append ’ ) {
i f ( l ength ( r eg i on ) !=2) stop (” ’ reg ion ’ must be a 2−number vec to r o f the form
c ( lower−eV−bound , upper−eV−bound ) ”)
i f ( ! ’ eV ’ %in% colnames ( specd f ) ) stop (” ’ specdf ’ must conta in an ’eV
var i ab l e ’ . The y−v a r i a b l e can be s p e c i f i e d , but d e f a u l t s to ’OD’ . ” )
pre=data . frame ( x=specdf$eV [ specdf$eV>=reg ion [ 1 ] & specdf$eV<=reg ion [ 2 ] ] , y=
specd f [ [ yvar ] ] [ specdf$eV>=reg ion [ 1 ] & specdf$eV<=reg ion [ 2 ] ] )
l i nbkg=lm( y˜x , data=pre )
l inbkg=p r e d i c t ( l inbkg , newdata=data . frame ( x=specdf$eV ) )
i f (mode==’append ’ ) {
specd f [ [ paste ( yvar , ” . l i n ” , sep =””) ] ]= specd f [ [ yvar ]]− l i nbkg
} e l s e i f (mode==’rep lace ’ ) {
specd f [ [ paste ( yvar , ” . o r i g ” , sep =””) ] ]= specd f [ [ yvar ] ]
specd f [ [ yvar ] ]= specd f [ [ yvar ]]− l i nbkg
} e l s e stop ( ’ mode must be ”append” or ” r e p l a c e ” ’ )
r e turn ( specd f )
}
# Double background c o r r e c t i o n ( This works with 2D and 3D data ,
i n c o r p o r a t i n g the spectrum e x t r a c t i o n step above )
l i n bkg sub 2 = func t i on ( df , range1 , range2 , yvar=’OD’ , avg . range , p l o t t i n g=F) {
i f ( p l o t t i n g ) r e q u i r e ( gr idExtra , ggp lot2 )
i f ( miss ing ( avg . range ) ) avg . range=rep (T, nrow ( df ) )
# aveage . range i s a l o g i c a l vec to r denot ing which o f the data po in t s are
to be average to e x t r a c t the spectrum . This i s more expandable that a
s imple demarkation o f x l i m i t s , and a l l ows the e x t e r n a l s e l e c t i o n o f (
e . g . ) areas , or th r e sh o l d i ng based on peak i n t e n s i t y .
df$yvar=df [ [ yvar ] ]
d f$range1=range1
df$range2=range2
df$avg . range=avg . range
# subt rac t f i r s t l i n e
avg = ddply ( df [ df$avg . range , ] , ’ eV ’ , summarise ,mu=mean( yvar ) , range1=range1
[ 1 ] , range2=range2 [ 1 ] )
l i nbkg=lm(mu˜eV , avg [ avg$range1 , ] )
l i nbkg=data . frame (eV=unique ( df$eV ) , l i n=p r e d i c t ( l inbkg , newdata=data . frame (
eV=unique ( df$eV ) ) ) )
df=merge ( l inbkg , df , by=’eV ’ )
df$yvar=df$yvar−d f $ l i n
i f ( p l o t t i n g ) range1 = make . poly ( data . frame ( x=c ( min ( df$eV [ df$range1 ] ) ,max(
df$eV [ df$range1 ] ) ) , y=c(− In f , I n f ) , f a c t o r=c ( ’ Region 1 ’ , ’ Region 1 ’ ) ) ,
f a c t o r . var=’ f a c to r ’ )
i f ( p l o t t i n g ) p . avg1 = qplot ( x=eV , y=mu, data=avg , geom=’ l i n e ’ ) + geom polygon
( aes ( x=x , y=y ) , data=range1 , alpha =0.1 , f i l l =’red ’ , show . guide=F) +
geom l ine ( aes ( x=eV , y=l i n ) , data=l inbkg , c o l =’red ’ ) + theme bw ( ) + xlab (
l a b e l=yvar )
d f $ l i n=NULL
# subt rac t second l i n e
avg = ddply ( df [ df$avg . range , ] , ’ eV ’ , summarise ,mu=mean( yvar ) , range1=range1
[ 1 ] , range2=range2 [ 1 ] )
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l i nbkg=lm(mu˜eV , avg [ avg$range2 , ] )
l i nbkg=data . frame (eV=unique ( df$eV ) , l i n=p r e d i c t ( l inbkg , newdata=data . frame (
eV=unique ( df$eV ) ) ) )
l i n b k g $ l i n [ l inbkg$eV<min ( avg$eV [ avg$range2 ] ) ]= l i n b k g $ l i n [ l inbkg$eV==min (
avg$eV [ avg$range2 ] ) ]
d f=merge ( l inbkg , df , by=’eV ’ )
df$yvar=df$yvar−d f $ l i n
# I f the p l o t t i n g opt ion i s T, t h i s shows the norma l i s a t i on proce s s
i f ( p l o t t i n g ) {
tmp . eV=unique ( df$eV [ df$range2 ] )
tmp . d i f f=d i f f (tmp . eV)
tmp .mu=mean(tmp . d i f f )
s p l i t=tmp . eV [ tmp . d i f f >2∗tmp .mu]+tmp .mu/2
range2 = make . poly ( data . frame ( x=c ( min ( df$eV [ df$range2 & df$eV<=s p l i t ] ) ,
max( df$eV [ df$range2 & df$eV<=s p l i t ] ) , min ( df$eV [ df$range2 & df$eV>
s p l i t ] ) ,max( df$eV [ df$range2 & df$eV>s p l i t ] ) ) , y=c(− In f , In f ,− In f , I n f ) ,
f a c t o r=c ( ’ Region 1 ’ , ’ Region 1 ’ , ’ Region 2 ’ , ’ Region 2 ’ ) ) , f a c t o r . var=’
f a c to r ’ )
p . avg2 = qplot ( x=eV , y=mu, data=avg , geom=’ l i n e ’ ) + geom polygon ( aes ( x=x , y=
y , group=f a c t o r ) , data=range2 , alpha =0.1 , f i l l =’blue ’ , show . guide=F) +
geom l ine ( aes ( x=eV , y=l i n ) , data=l inbkg , c o l =’blue ’ ) + theme bw ( ) +
xlab ( yvar )
avg = ddply ( df [ df$avg . range , ] , ’ eV ’ , summarise ,mu=mean( yvar ) , range1=range1
[ 1 ] , range2=range2 [ 1 ] )
p . avg3 = qplot ( x=eV , y=mu, data=avg , geom=’ l i n e ’ ) + theme bw ( ) + xlab ( yvar )
g r id . arrange (p . avg1 , p . avg2 , p . avg3 , nco l =1)
}
df [ [ paste ( yvar , ’ . o r ig ’ , sep = ’ ’) ] ]= df [ [ yvar ] ]
d f [ [ yvar ] ] = df$yvar
df$yvar=NULL
d f $ l i n=NULL
df$range1=NULL
df$range2=NULL
df$avg . range=NULL
return ( df )
}
# the p l o t t i n g opt ion o f t h i s second func t i on r e l i e s on an a d d i t i o n a l
f unc t i on to make a ggplot2−ready polygon dataframe from given l i m i t s :
make . poly = func t i on ( df , f a c t o r . var ) {
# i f ( ! ’ x ’ %in% names ( df ) & ! ’ y ’ %in% names ( df ) | l ength ( nco l )<3) stop ( ’
Input must be a dataframe conta in ing x , y and f a c t o r ( de f ined in f a c t o r .
var ) columns . ’ )
ddply ( df , f a c t o r . var , f unc t i on ( f ) {
x=s o r t ( f$x )
y=s o r t ( f$y )
f a c t o r=unique ( f [ f a c t o r . var ] )
i f ( l ength ( x ) !=2) stop ( paste (”Too many x po in t s f o r f a c t o r ’” , f a c to r
, ” ’ . ” , sep =””) )
i f ( l ength ( y ) !=2) stop ( paste (”Too many y po in t s f o r f a c t o r ’” , f a c to r
, ” ’ . ” , sep =””) )
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data . frame ( x=c (x , rev ( x ) ) , y=c ( rep ( y [ 1 ] , 2 ) , rep ( y [ 2 ] , 2 ) ) ) })
}
A.1.2 Raster Images
Raster images were not used extensively in analysis, rather as a guide to allow
the identification of specific sample areas. As such, two functions for loading
all the raster images of a sample, and then plotting them were created. These
functions take an external data.frame, labelled ‘flags’, which contains the
name of each raster image in a folder, and a true/false flag, denoting whether
the image should be loaded or ignored.
Load Images
This function requires a ‘flag’ data frame (flags), a path to the raster data
location (path), and a path to the image metadata location (metapath).
l oad image gg=func t i on ( f l a g s , path , metapath ) {
# Remove a l l e n t r i e s o f the f l a g s dataframe where ‘ f l a g ’ does not equal T.
i . e . don ’ t load the images you ’ re not i n t e r e s t e d in .
f l a g s=subset ( f l a g s , subset=f l a g s $ f l a g==T)
# Check to see whether the ’ path ’ v a r i a b l e i s g iven .
i f ( ! miss ing ( path ) ) {
f l a g s $pa th=path # i f i t i s , put the path in the f l a g s data . frame , f o r
easy coding l a t e r
} e l s e i f ( ! ’ path ’ %in% colnames ( f l a g s ) ) {
# i f i t i sn ’ t , and the path isn ’ t a l r eady a column in the f l a g s data .
frame , thrown an e r r o r .
stop (”No path provided : must e i t h e r be in the f l a g s s t r i ng , or provided
s e p a r a t e l y . ” )
}
# check to see i f metapath i s g iven .
i f ( ! miss ing ( metapath ) ) {
f lags$metapath=metapath # i f i t i s , s e t i t as a column in f l a g s .
} e l s e i f ( ! ’ metapath ’ %in% colnames ( f l a g s ) ) {
f lags$metapath=f l ag s$pa th # i f i t i sn ’ t , assume i t ’ s the same as the
path v a r i a b l e ( normally f i n e )
cat (”∗ o∗ l oad image gg note : Image load ing func t i on i s expect ing the .
hdr metadata
f i l e to be in the same l o c a t i o n as the . xim data f i l e ( i . e . that
f lags$metapath == f l ag s$pa th .
”)
}
# c y c l e through the f l a g s va r i ab l e , l oad ing each image as an element o f a
l i s t .
# load ing command are s p e c i f i c a l l y t a i l o r e d to the . xim and . hdr f i l e s
produced by the ALS STXM, and e x t r a c t in fo rmat ion from f o r the complex
headers o f the se f i l e s .
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ims=l i s t ( )
cat ( paste (’>> Loading ’ , nrow ( f l a g s ) , ’ images . . .
’ ) )
f o r ( i in 1 : nrow ( f l a g s ) ) {
image=f l a g s [ i , ]
scan=image$scan
m e t a f i l e=f i l e ( paste ( image$metapath , ’ / ’ , image$meta , sep =””) )
meta=readLines ( m e t a f i l e )
c l o s e ( m e t a f i l e )
# Get metadata f o r scan
tmp=as . numeric ( s t r s p l i t ( gsub (” [ ˆ0 −9 . , ] ” , ”” , meta [ grep (” StackAxis ” , meta )
+1]) , ” , ” ) [ [ 1 ] ] )
eV=tmp [ 2 : l ength (tmp) ]
tmp=as . numeric ( s t r s p l i t ( gsub (”[ˆ−+0−9. , ]” ,”” , meta [ grep (” PAxis ” , meta ) +1])
, ” , ” ) [ [ 1 ] ] )
x=tmp [ 2 : l ength (tmp) ]
xp=c ( x+d i f f ( x ) [ 1 ] , x [ l ength ( x ) ]+2∗ d i f f ( x ) [ 1 ] )
tmp=as . numeric ( s t r s p l i t ( gsub (”[ˆ−+0−9. , ]” ,”” , meta [ grep (” QAxis ” , meta ) +1])
, ” , ” ) [ [ 1 ] ] )
y=tmp [ 2 : l ength (tmp) ]
yp=c ( y+d i f f ( y ) [ 1 ] , y [ l ength ( y ) ]+2∗ d i f f ( y ) [ 1 ] )
I=melt ( matrix ( scan ( paste ( image$path , ’ / ’ , image$ f i l e , sep =””) , n = length ( x
) ∗ l ength ( y ) , qu i e t=T) , l ength ( x ) , l ength ( y ) , byrow = FALSE) )
x r=data . frame ( x=x , Var1=rank ( x ) )
y r=data . frame ( y=y , Var2=rank ( y ) )
I=merge ( I , x r , by=’Var1 ’ )
I=merge ( I , y r , by=’Var2 ’ )
I$eV=eV
I$scan=scan
I$Var1=NULL
I$Var2=NULL
colnames ( I ) [ 1 ]= ’ I ’
ims [ [ i ] ]= I
cat ( paste ( ’ ’ , scan , ’ loaded ( ’ , i , ’ / ’ , l ength ( f l a g s $ s c a n ) , ’ ) .
’ , sep =””) )
}
ims=do . c a l l (” rbind ” , ims ) # combine the l i s t i n to a s i n g l e data . frame
cat (’>> Done . ’ )
r e turn ( ims )
}
Plot Images
# generate a p l o t f o r each sample , and p lace them in a l i s t
p l o t s = d lp ly ( images , ’ scan ’ , f unc t i on ( f ) {
ggp lot ( ) + t h e m e c l a s s i c ( ) + xlab ( ’ x ( m ) ’ ) + ylab ( ’ y ( m ) ’ ) +
geom raster ( data=f , aes ( x=x , y=y , f i l l =log ( I ) ) , alpha =0.8) + theme ( legend .
Appendix A: R Code 238
p o s i t i o n =’none ’ ) + s c a l e f i l l g r a d i e n t ( low=’black ’ , high=’white ’ )
})
# add an nco l argument to the l i s t , to s p e c i f y the number o f columns o f
p l o t s to draw ( i n t e r p r e t e d by arrangeGrob )
p l o t s = c ( p lo t s , nco l =3)
# c a l l the arrangeGrob ( gr idExtra package ) funct ion , us ing the p l o t s l i s t as
the argument l i s t
p = do . c a l l ( arrangeGrob , p l o t s )
p # p r in t the r e s u l t i n g p l o t
Load Data
This function takes a directory as its argument, which must contain a se-
quence of .xim files, and a .hdr metadata file.
l o a d s t a c k g g = func t i on ( path , i r i n g . norm=F) {
# get the scane name ( f o l d e r name from path )
scan = basename ( path )
# i d e n t i f y the a s s o c i a t e d metadata f i l e , and load i t in .
m e t a f i l e=f i l e ( paste ( path , ”/” , scan , ” . hdr ” , sep =””) )
meta=readLines ( m e t a f i l e )
c l o s e ( m e t a f i l e )
# Get metadata f o r scan
r eg s=as . numeric ( gsub (” [ˆ0 −9 ]” ,”” , meta [ grep (” Regions ” , meta ) ] [ 1 ] ) ) # s i n g l e
or mult i r eg i on scan ?
# i f only one r eg i on . . . e x t r a c t metadata in to a data . frame
i f ( r eg s==1) {
metadf=ldp ly ( meta [ grep (” Image [0−9]{3}” , meta ) ] , f unc t i on ( f ) s t r s p l i t ( as .
cha rac t e r ( s t r s p l i t ( f , ” [ { } ] ” ) [ [ 1 ] ] [ 2 ] ) , ” [ ; =\\ ] ” ) [ [ 1 ] ] )
metadf=data . frame ( StorageRingCurrent=as . numeric ( metadf$V2 ) , Energy=as .
numeric ( metadf$V4 ) ,Time=as . cha rac t e r ( metadf$V6 ) , ZP dest=as . numeric (
metadf$V8 ) , ZP error=as . numeric ( metadf$V10 ) )
}
# otherwi se the same in fo rmat ion i s ex t rac t ed l a t e r on .
data=l i s t ( )
t=1
f o r ( i in 1 : r eg s ) {
i f ( regs >1) {
metadf=ldp ly ( meta [ grep ( paste (” Image [0−9]{3} ” , i −1, sep =””) , meta ) ] ,
f unc t i on ( f ) s t r s p l i t ( as . cha rac t e r ( s t r s p l i t ( f , ” [ { } ] ” ) [ [ 1 ] ] [ 2 ] )
, ” [ ; =\\ ] ” ) [ [ 1 ] ] )
metadf=data . frame ( StorageRingCurrent=as . numeric ( metadf$V2 ) , Energy=as .
numeric ( metadf$V4 ) ,Time=as . cha rac t e r ( metadf$V6 ) , ZP dest=as . numeric
( metadf$V8 ) , ZP error=as . numeric ( metadf$V10 ) )
}
# e x t r a c t metadata f o r r eg i on
i f ( nrow ( metadf )>0) {
# e x t r a c t x and y s c a l e s
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tmp=as . numeric ( s t r s p l i t ( gsub (”[ˆ−+0−9. , ]” ,”” , meta [ grep (” PAxis ” , meta )
+1] [ i ] ) , ” , ” ) [ [ 1 ] ] )
x=tmp [ 2 : l ength (tmp) ]
tmp=as . numeric ( s t r s p l i t ( gsub (”[ˆ−+0−9. , ]” ,”” , meta [ grep (” QAxis ” , meta )
+1] [ i ] ) , ” , ” ) [ [ 1 ] ] )
y=tmp [ 2 : l ength (tmp) ]
# get dwel l time
tmp=s t r s p l i t ( meta [ grep ( ’ Dwell ’ , meta ) ] [ 1 ] , ’ ; ’ ) [ [ 1 ] ]
dwe l l=as . numeric ( gsub (” [ˆ0 −9 ]” ,”” , tmp [ l ength (tmp) ] ) )
# l i s t a l l data f i l e s in the d i r e c t o r y ( . xim ) , and i d e n t i f y the . xim
f i l e s f o r the d i f f e r e n t scan r e g i o n s
tmp=l i s t . f i l e s ( path , ” ∗ . xim ”)
i f ( regs >1) {
xims=tmp [ grep ( paste (”∗” , i −1 ,”. xim ” , sep =””) ,tmp) ]
} e l s e {
xims=tmp [ grep ( paste ( ”∗ . xim ” , sep =””) ,tmp) ]
}
# I d e n t i f y the number o f s l i c e s
x imsl=length ( metadf$Energy )
# load in an image s l i c e f o r each energy
f o r ( j in 1 : x imsl ) {
# load in matrix from . xim , and convert i t i n to a data . frame
mat = matrix ( scan ( paste ( path , ”/” , xims [ j ] , sep =””) , n = length ( x ) ∗
l ength ( y ) , qu i e t=T) , l ength ( x ) , l ength ( y ) , byrow = FALSE)
rownames (mat) = x
colnames (mat) = y
I=melt (mat , va lue . name=’I ’ , varnames=c ( ’ x ’ , ’ y ’ ) ) # convert the matrix
to a data . frame (x , y , I )
I [ c ( ’ StorageRingCurrent ’ , ’ eV ’ , ’ Time ’ , ’ ZP dest ’ , ’ ZP error ’ ) ]=metadf [ j
, ] # add the metadata
I$ r eg=i # l a b e l the r eg i on
I$scan=scan # l a b e l the scan
I$po in t=id (tmp [ c ( ’ x ’ , ’ y ’ ) ] , drop=T) # a s s i g n each p i x e l a number , f o r
f o r l a t e r coding
I$dwe l l=dwel l # get the dwel l time
data [ [ t ] ]= I # a s s i g n each image to a l i s t element ( use t , not j , to
accommodate mu l t ip l e r e g i o n s )
t=t+1
}
}
}
i f ( i r i n g . norm) { # normal i se f o r f l u c t u a t i o n s in s to rage r ing cur rent (
g e n e r a l l y n e g l i g i b l e )
dfout=rbind . f i l l ( data )
d fout$ I = dfout$ I ∗500/ dfout$StorageRingCurrent
re turn ( dfout )
} e l s e re turn ( rbind . f i l l ( data ) )
}
Normalise to I0
# p lo t the top image from the stack to i d e n t i f y the l o c a t i o n o f the i 0
r eg i on
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ggp lot ( subset ( df , eV==eV [ 1 ] ) , aes ( x=x , y=y , f i l l =I ) ) + geom raster ( ) +
coord equa l ( )
# Generate per−p i x e l spec t ra p l o t s to i d e n t i f y bes t i 0 r eg i on ( rough i 0 y
l i m i t de f ined , everyth ing the re p l o t t ed in red . )
i 0 y=c (0 , 2 ) # de f ined based on examination o f the top image o f the s tack
i f ( p l o t t i n g ) ggp lo t ( subset ( df , y < i 0 y [ 1 ] | y > i 0 y [ 2 ] ) , aes ( x=eV , y=I ) ) +
geom l ine ( aes ( group=point ) , alpha =0.2 , s i z e =0.2 , co l ou r=”black ” , show guide=
F) + t h e m e c l a s s i c ( ) + geom l ine ( data=subset ( df , y >= i 0 y [ 1 ] & y <= i 0 y
[ 2 ] ) , aes ( x=eV , y=I , group=point ) , co l ou r=”red ” , alpha =0.1 , s i z e =0.2 ,
show guide=F)
i f ( p l o t t i n g ) ggsave ( paste (name , ’ i 0 r e d . pdf ’ , sep =””) , width=8, he ight =8)
# Def ine i 0 based on the in fo rmat ion in the specra plot , and examine the
r e s u l t i n g po int s e l e c t i o n . Ref ine u n t i l r ea sonab l e i 0 i s s e l e c t e d .
i 0=subset ( df , eV>213 & I>39000) # s e l e c t i 0 r eg i on us ing l o g i c a l index . In
t h i s case , where I>39000 and eV>213 ( the h i ghe s t i n t e n s i t y p i x e l s )
ggp lot ( subset ( df , eV==eV [ 1 ] ) , aes ( x=x , y=y , f i l l =I ) ) + geom raster ( ) +
geom point ( data=i0 , aes ( x=x , y=y ) , alpha =0.3 , co l ou r =’red ’ ) # view the
s e l e c t i o n , in context o f the other spec t ra .
# Extract these spec t ra to use as i 0 .
i 0=subset ( df , d f$po int %in% i0$po in t )
i 0=ddply ( i0 , ’ eV ’ , summarise , i 0=mean( I ) ) # average the i 0 spec t ra to a s i n g l e
l i n e .
# view i 0 spectrum
qplot ( x=eV , y=i0 , data=i0 , geom=’ l i n e ’ ) + t h e m e c l a s s i c ( )
# Convert the data to to OD, us ing the func t i on :
ODcalc gg = func t i on ( df , i 0 ) {
i f ( ! ’ eV ’ %in% colnames ( i 0 ) | ! ’ i0 ’ %in% colnames ( i 0 ) ) stop (” i 0 must be a
dataframe conta in ing ’eV ’ and i 0 ’ v a r i a b l e s . ” )
i f ( any ( i0$eV %in% unique ( df$eV ) == F) ) {
i 0=approx ( i0$eV , i 0$ i 0 , unique ( df$eV ) )
names ( i 0 ) = c (”eV” ,” i 0 ”)
}
OD = merge ( df , i0 , by=’eV ’ )
OD$OD = −l og (OD$I/OD$i0 )
OD$i0=NULL
return (OD)
}
OD=ODcalc gg ( df , i 0 )
## Plot OD spec t ra
ggp lot (OD, aes ( x=eV , y=OD) ) + geom l ine ( aes ( group=point ) , alpha =0.2 , s i z e =0.2 ,
co l ou r=”black ” , show guide=F) + t h e m e c l a s s i c ( )
# Anomalous spec t ra are ev ident from sample edges , and d e f e c t s . F i l t e r the se
out by ad ju s t i ng the l o g i c a l c r i t e r i a in t h i s s e c t i on , such that only
d e f e c t s are removed
tmp = subset (OD, eV==213 & (OD<0.75 | OD>2.04) | eV==eV [ 1 ] & OD < 0 . 7 5 ) #
s e l e c t i o n c r i t e r i a
# Check l o c a t i o n o f removed p i x e l s in s tack
ggp lot ( subset (OD, eV==eV [ 1 ] ) , aes ( x=x , y=y , f i l l =I ) ) + geom raster ( ) +
geom point ( data=tmp , aes ( x=x , y=y ) , alpha =0.3 , co l ou r =’red ’ )
# Check spec t ra to be removed .
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ggp lot ( subset (OD, ! ( po int %in% tmp$point ) ) , aes ( x=eV , y=OD) ) + geom l ine ( aes (
group=point ) , alpha =0.5 , s i z e =0.2 , co l ou r=”black ” , show guide=F) + geom l ine
( data=subset (OD, po int %in% tmp$point ) , aes ( x=eV , y=OD, group=point ) , alpha
=0.5 , s i z e =0.2 , co l ou r=”red ” , show guide=F) + t h e m e c l a s s i c ( )
# once the l o g i c a l c r i t e r a are r e f i n e d to remove the anomalous spectra ,
apply the f i l t e r to the OD data
OD=subset (OD, ! ( po int %in% tmp$point ) )
Background Correction and Filtering
# Subtract l i n e a r backgrounds from a l l spectra , based on the same reg i on .
Method i s s i m i l a r to l i n e s c a n code , but dea l s with each p i x e l s epara te ly
, r a the r than c o r r e c t i n g from an average .
l i n b k g s u b 2 s e p = func t i on ( df , range1 , range2 , ze ro . range , yvar ) {
i f ( p l o t t i n g ) r e q u i r e ( gr idExtra )
df$range1=range1
i f ( miss ing ( range2 ) ) df$range2=F e l s e df$range2=range2
i f ( miss ing ( zero . range ) ) d f$ze ro . range=F e l s e d f$ze ro . range=zero . range
# df$avg . range=avg . range
# Transform the data in to a matrix o f [ point , eV ] , va l=yvar
mat=acas t ( df , eV˜ point , va lue . var=yvar )
ind=ddply ( df , ’ eV ’ , f unc t i on ( f ) {data . frame ( range1=f$range1 [ 1 ] , range2=
f$range2 [ 1 ] , z e ro . range=f $ z e r o . range [ 1 ] ) })
eV . r1 = ind$eV [ ind$range1 ]
eV . r2 = ind$eV [ ind$range2 ]
l i n 2=any ( ind$range2 )
norm=any ( ind$zero . range )
l i n=apply (mat , 2 , f unc t i on ( f ) {
tmp=f−p r e d i c t ( lm( yvar ˜eV , data . frame (eV=eV . r1 , yvar=f [ ind$range1 ] ) ) ,
newdata=data . frame (eV=ind$eV ) )
i f ( l i n 2 ) {
bkg = p r e d i c t ( lm( yvar ˜eV , data . frame (eV=eV . r2 , yvar=tmp [ ind$range2 ] ) ) ,
newdata=data . frame (eV=ind$eV ) )
bkg [ ind$eV<min( ind$eV [ ind$range2 ] ) ]=bkg [ ind$eV==min ( ind$eV [ ind$range2
] ) ]
tmp=tmp−bkg
}
i f (norm) tmp=tmp − mean(tmp [ ind$zero . range ] )
tmp
})
l i n=melt ( l i n , varnames=c ( ’ eV ’ , ’ point ’ ) , va lue . name=paste ( yvar , ’ . norm ’ , sep
= ’ ’) )
df=df [ , ! names ( df ) %in% c ( ’ range1 ’ , ’ range2 ’ , ’ z e ro . range ’ ) ]
r e turn ( merge ( df , l i n , by=c ( ’ eV ’ , ’ point ’ ) ) )
}
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OD. l i n . norm=l i n b k g s u b 2 s e p (OD,OD$eV<193 ,OD$eV>195 & OD$eV<196 | OD$eV>208 ,
yvar=’OD’ )
# Plot l i n e−normal i sed spec t ra
ggp lot (OD. l i n . norm , aes ( x=eV , y=OD. norm) ) + geom l ine ( aes ( group=point ) , alpha
=0.2 , s i z e =0.2 , co l ou r=”black ” , show guide=F) + t h e m e c l a s s i c ( )
# Examine the p o s i t i o n s o f non−conforming spec t ra . . .
c u t o f f =0.036 # i d e n t i f i e d by non−background va lue s at low and high energy
ggp lot ( subset (OD, eV==eV [ 1 ] ) , aes ( x=x , y=y , f i l l =I ) ) + geom raster ( ) +
geom point ( data=subset (OD. l i n . norm , (OD. norm>=c u t o f f & eV<193) | (OD. norm
>=c u t o f f & eV>207) ) , aes ( x=x , y=y ) , alpha =0.5 , co l ou r =’red ’ )
# I f the se spec t ra are from edge r e g i o n s / de f e c t s , exc lude them
tmp = subset (OD. l i n . norm , (OD. norm>=c u t o f f & eV<193) | (OD. norm>=c u t o f f & eV
>207) )
OD. l i n . norm=subset (OD. l i n . norm , ! ( po int %in% tmp$point ) )
Spatial Spectra Extraction
Spectra could then be extracted from specific regions using logical indexing.
This could be achieved either by manually determining xy limits, or through
OD thresholding at a specific energy:
subset (OD. l i n . norm , eV<194 & eV>192 & OD > 1) # s e l e c t s p i x e l s where OD in
the t r i g o n a l B peak reg i on i s g r e a t e r than 1 ( an a r b i t r a r y value , used
f o r demonstrat ion purposes ) .
# Spectra can then be ext rac t ed from these r e g i o n s . . .
highB = ddply ( subset (OD. l i n . norm , eV<194 & eV>192 & OD > 1) , ’ eV ’ , summarise ,
OD. norm=mean(OD. norm) )
# and in the i n v e r s e case . . .
lowB = ddply ( subset (OD. l i n . norm , eV<194 & eV>192 & OD < 1) , ’ eV ’ , summarise ,OD
. norm=mean(OD. norm) )
Once extracted, these spectra could be treated as simple xy data, allowing
various fitting procedures (as in Chapter 4) and analyses to be performed on
them using standard R optimisation functions (e.g. lm, nls and optim; see
R manual).
A.2 Electron Microprobe Data
The processing capabilities of the proprietary Cameca software were insuffi-
cient for treating carbonate data, so electron probe maps were processed and
plotted in R.
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A.2.1 Maps
Maps were dealt with on a case-by-case basis, as the different processing
requirements for each specimen precluded the creation of a generalised func-
tion. An example workflow was:
# Def ine a working d i r e c to ry , conta in ing a l l the probe maps ( saved as a s c i i
t ex t f i l e s )
wd = ’ Image&P r o f i l e s / ’
# l i s t a l l . tx t f i l e s in d i r e c t o r y
l s = l i s t . f i l e s (wd , ’ . txt ’ , f u l l . names=T)
# load a l l . txt f i l e s , r ead ing in metadata
maps = ldp ly ( l s , f unc t i on ( f ) {
raw = gsub ( ’ \xb5m ’ , ’ ’ , r eadLines ( f , n=33) ) # read in raw text , removing
s p e c i a l c h a r a c t e r s (\xb5m) that break R’ s a b i l i t y to read the f i l e . . .
e lement = gsub ( ’ [ a−zA−Z : ]+ ( [ MKSNFgare]+) .∗ ’ , ’\\1 ’ , raw [ grep ( ’ Image ’ , raw )
] ) # Use a r e g u l a r exp r e s s i on to f i n d the element name . In t h i s case ,
t a i l o r e d to i d e n t i f y Mg, Fe , Na or S
im = as . matrix ( read . del im ( f , sk ip =33) ) # load matrix
rownames ( im) = 1 : nrow ( im) ∗0 .5 # s e t s c a l e
colnames ( im) = 1 : nco l ( im) ∗0 .5
im = melt ( im , va lue . name=’I ’ , varnames=c ( ’ x ’ , ’ y ’ ) ) # convert matrix to data .
frame
im$element=element # l a b e l the element
im$sample=gsub ( ’ [0−9]+. txt ’ , ’ ’ , basename ( f ) ) # name the sample
im
})
# outputs a data . frame with a l l the images in the f o l d e r , l a b e l l e d by
element and sample
# d e f i n e a norma l i s a t i on funct ion , to a l low mapping on the same s c a l e
norm = func t i on ( x ) (x−min (x , na . rm=T) ) /max(x−min(x , na . rm=T) , na . rm=T)
# normal i se the data .
maps = ddply (maps , c ( ’ sample ’ , ’ element ’ ) , f unc t i on ( f ) {
f $ I . norm=norm( f $ I )
f
})
# downsample the data to reduce no i s e
inte rp2d = func t i on ( df , yvar=’ I . norm ’ ) {
mat = acas t ( df , x˜y , va lue . var=yvar )
i f ( ! even ( nrow (mat) ) ) mat = mat [ 2 : nrow (mat) −1 ,]
i f ( ! even ( nco l (mat) ) ) mat = mat [ , 2 : nco l (mat)−1]
out = matrix (0 , nrow (mat) /2 , nco l (mat) /2)
f o r ( i in seq (2 , nrow (mat) ,2 ) ) {
f o r ( j in seq (2 , nco l (mat) ,2 ) ) {
out [ i /2 , j /2 ] = mean(mat [ ( i −1) : i , ( j−1) : j ] )
}
}
r e turn ( melt ( out , varnames=c ( ’ x ’ , ’ y ’ ) , va lue . name=yvar ) )
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}
# apply downsampling
maps . low = ddply (maps , c ( ’ sample ’ , ’ element ’ ) , f unc t i on ( f ) in te rp2d ( f ) )
# d e f i n e a d i f f e r e n t co l ou r s c a l e f o r each element
c o l s = data . frame ( element=c ( ’ Fe ’ , ’Mg’ , ’ Na ’ , ’ S ’ , ’ Sr ’ ) , c o l=c ( ’ green ’ , ’ red ’ , ’
blue ’ , ’ orange ’ , ’ purple ’ ) , s t r i ng sAsFac to r s=F)
# make a l i s t o f p l o t s from the downsampled data
ps . low = d lp ly (maps . low , ’ sample ’ , f unc t i on ( s ) {
d lp ly ( s , ’ element ’ , f unc t i on ( f ) {
ggp lot ( f , aes (y , x , f i l l =log ( I . norm) ) ) + geom raster ( ) + coord equa l ( ) +
s c a l e f i l l g r a d i e n t n ( c o l o u r s=c ( ’ black ’ , c o l s $ c o l [ co l s$e l ement==
f$e lement [ 1 ] ] , ’ white ’ ) , na . va lue =’black ’ ) + s c a l e x c o n t i n u o u s ( expand
=c (0 , 0 ) ) + s c a l e y c o n t i n u o u s ( expand=c (0 , 0 ) ) + theme ( a x i s . t ex t=
element blank ( ) , a x i s . t i c k s=element blank ( ) , a x i s . t i t l e=element blank
( ) , l egend . p o s i t i o n =’none ’ , a x i s . l i n e=element blank ( ) ) + geom polygon (
data=data . frame ( x=c (42 ,42 , In f , I n f ) , y=c (0 , 6 , 6 , 0 ) ) , aes (x , y ) , f i l l =’
black ’ ) + annotate ( ’ text ’ , 4 6 . 5 , 1 . 5 , l a b e l=f$e lement [ 1 ] , c o l ou r =’white
’ , h ju s t =0.5 , v ju s t =0, f o n t f a c e =’bold ’ )
})
})
# add a nco l argument , to be passed to arrangeGrob
p . 2 . low = c ( ps . low$disk1 2 , nco l =2)
# c a l l arrangeGrob , us ing the p l o t l i s t as the input argument
p . low = do . c a l l ( arrangeGrob , p . 2 . low )
# Draw the p l o t
p . low
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# ! / bin /bash
echo ””
echo ”∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗”
tput bold ; tput s e t f 1
echo ”Semi−Automated tomogram r e c o n s t r u c t i o n s c r i p t f o r use at Diamond
Beamline I13−I ”
tput sgr0 ; tput s e t f 1
echo ” ver 1 . 0 , 14 th October 2012”
echo ”by Oscar Branson (ob266@cam . ac . uk ) ”
tput sgr0
echo ”∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗”
tput bold ; tput s e t f 4
read −p ” Se s s i on Name ( e . g . mt5846−1) : ” −a user
tput sgr0 ; tput bold ; tput s e t f 1
echo ” Ava i l ab l e Tomography Scans : ”
tput sgr0 ; tput s e t f 1
cd / d l s / i 13 / data /2012/ $user /
f i n d ∗ . nxs −maxdepth 1 −s i z e +1M
tput sgr0 ; tput bold ; tput s e t f 4
#user=mt5846−2; echo ”User : $user ”
read −p ”Choose Scan No : ” −a scan
#scan =4908; echo ”Scan : $scan ”
tput sgr0
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
echo ”Load modules : ”
cd / d l s / i 13 / data /2012/ $user / p r o c e s s i n g / s ino /
module load i12
module load imagej
module load g l o b a l / c l u s t e r
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
echo ” Se t t i ng up f i l e s t ruc ture , and gene ra t ing sinograms . ”
tput sgr0
python2 . 6 / d l s sw / i13 / so f tware /gda/ c o n f i g / tomography scr ipt s /
mklinksFromNXSFile . py −f ”/ d l s / i 13 / data /2012/ $user / $scan . nxs” −−
shutterOpenPhys 1 .0 −−shutterClosedPhys 0 .0 −−stageInBeamPhys 0 .0 −−
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stageOutOfBeamPhys 6 .0 −−outd i r ”/ d l s / i 13 / data /2012/ $user / p r o c e s s i n g ” −−
s i no
echo ”Done . ”
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
echo ”Examine a pro j e c t i on , and choose a sinogram l i n e (y−a x i s number ) .
Close ImageJ to cont inue . ”
imagej . . / rawdata/ $scan / p r o j e c t i o n s / p 00002 . t i f
tput s e t f 4
read −p ”Sinogram number : ” −a s inono
tput sgr0
p r i n t f −v s ino no ”%05d” $s inono
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
echo ”Find approximate cen t r e o f r o t a t i o n (x−a x i s number ) in the sinogram ,
then c l o s e ImageJ . ”
tput sgr0
imagej $scan / sinograms / s i n o $ s i n o n o . t i f f
tput bold
tput s e t f 4
read −p ”Approx cent r e o f r o t a t i o n : ” −a rotaprox
tput sgr0
p r i n t f −v rotaprox ”%0.1 f ” $rotaprox
cd / d l s / i 13 / data /2012/ $user / p r o c e s s i n g / s ino / $scan
s t ep s =20 #; p r i n t f −v s t ep s ”%0.1 f ” $ s t eps
s t e p s i z e =10; p r i n t f −v s t e p s i z e ”%0.1 f ” $ s t e p s i z e
window=$ ( echo $s t eps $ s t e p s i z e | awk ’{ p r i n t f ”%0.1 f \n” , $1 /2∗$2 } ’ )
s t a r t p o i n t=$ ( echo $rotaprox $window | awk ’{ p r i n t f ”%0.1 f \n” , $1−$2 } ’ )
n o s i n o s=1 #; p r i n t f −v n o s i n o s ”%0.1 f ” $no s ino s
s i n o s t e p=1 #; p r i n t f −v s i n o s t e p ”%0.1 f ” $ s i n o s t e p
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
echo ” Centre o f r o t a t i o n scan +−$window from $rotaprox in s t ep s o f $ s t e p s i z e
. ”
tput sgr0
echo ”Command: qcentrexml . py $ s t a r t p o i n t $ s t eps $ s t e p s i z e $s inono $no s ino s
$ s i n o s t e p ”
qcentrexml . py $ s t a r t p o i n t $ s t eps $ s t e p s i z e $s inono $no s ino s $ s i n o s t e p
s i n o d i r =‘ l s c ent r e output | t a i l −1‘
s i n o t i f =‘ l s c ent r e output / $ s i n o d i r | head −1‘
s i n o l o c=/d l s / i 13 / data /2012/ $user / p r o c e s s i n g / s ino / $scan / cent r e output /
$ s i n o d i r
s i n o c t= $ ( l s $ s i n o l o c −1 | wc − l )
## This command w i l l not work − the re i s a bug in Red Hat that prevents the
use o f spaces in the ’ run ’ command ( i . e . s p l i t s ”Image Sequence . . . ” to ”
Image” and ” Sequence . . . ” , which makes no sense to imageJ . Can be
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patched , but must happen in the main module , so I can ’ t do i t .
Temporary f i x implemented below ( l e s s automated ) .
##imagej −eva l ’ run (” Image Sequence . . . ” , ”open=$ s i n o l o c / $ s i n o t i f number=
$ s i n o c t s t a r t i n g=1 increment=1 s c a l e =100 f i l e =[ ] or =[ ] s o r t ”) ; ’
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold ; tput s e t f 1
echo ”CoR Refinement Round 1 :”
tput sgr0 ; tput bold
echo ”Open image sequence o f the r e cons t ruc t ed s l i c e s , and r e f i n e
approximate cent r e o f r o t a t i o n . Close ImageJ to cont inue the s c r i p t . ”
tput sgr0
echo ”Path i s : $ s i n o l o c ”
imagej
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold ; tput s e t f 4
read −p ”Approx Centre o f Rotation : ” −a rotaprox
tput sgr0
s t ep s =20 #; p r i n t f −v s t ep s ”%0.1 f ” $ s t eps
s t e p s i z e =1; p r i n t f −v s t e p s i z e ”%0.1 f ” $ s t e p s i z e
window=$ ( echo $s t eps $ s t e p s i z e | awk ’{ p r i n t f ”%0.1 f \n” , $1 /2∗$2 } ’ )
s t a r t p o i n t=$ ( echo $rotaprox $window | awk ’{ p r i n t f ”%0.1 f \n” , $1−$2 } ’ )
n o s i n o s=1 #; p r i n t f −v n o s i n o s ”%0.1 f ” $no s ino s
s i n o s t e p=1 #; p r i n t f −v s i n o s t e p ”%0.1 f ” $ s i n o s t e p
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
echo ” Centre o f r o t a t i o n scan +−$window from $rotaprox in s t ep s o f $ s t e p s i z e
. ”
tput sgr0
echo ”Command: qcentrexml . py $ s t a r t p o i n t $ s t eps $ s t e p s i z e $s inono $no s ino s
$ s i n o s t e p ”
qcentrexml . py $ s t a r t p o i n t $ s t eps $ s t e p s i z e $s inono $no s ino s $ s i n o s t e p
s i n o d i r =‘ l s c ent r e output | t a i l −1‘
s i n o t i f =‘ l s c ent r e output / $ s i n o d i r | head −1‘
s i n o l o c=/d l s / i 13 / data /2012/ $user / p r o c e s s i n g / s ino / $scan / cent r e output /
$ s i n o d i r
s i n o c t= l s $ s i n o l o c −1 | wc − l
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold ; tput s e t f 1
echo ”CoR Refinement Round 2 :”
tput sgr0 ; tput bold
echo ”Open image sequence o f the r e cons t ruc t ed s l i c e s , and r e f i n e
approximate cent r e o f r o t a t i o n . Close ImageJ to cont inue the s c r i p t . ”
tput sgr0
echo ”Path i s : $ s i n o l o c ”
imagej
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold ; tput s e t f 4
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read −p ”Approx Centre o f Rotation : ” −a rotaprox
tput sgr0
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold ; tput s e t f 4
read −p ”Do you want to f u r t h e r r e f i n e the Centre o f Rotation ? ( y |N) : ” −a
cho i c e
tput sgr0
i f [ [ ” $cho i c e ” == y ] ] ; then
s t ep s =20 #; p r i n t f −v s t ep s ”%0.1 f ” $ s t eps
s t e p s i z e=$ ( echo 1 2 | awk ’{ p r i n t f ”%0.1 f \n” , $1/$2 } ’ )
window=$ ( echo $s t eps $ s t e p s i z e | awk ’{ p r i n t f ”%0.1 f \n” , $1 /2∗$2 } ’ )
s t a r t p o i n t=$ ( echo $rotaprox $window | awk ’{ p r i n t f ”%0.1 f \n” , $1−$2
} ’ )
n o s i n o s=1 #; p r i n t f −v n o s i n o s ”%0.1 f ” $no s ino s
s i n o s t e p=1 #; p r i n t f −v s i n o s t e p ”%0.1 f ” $ s i n o s t e p
tput bold
echo ” Centre o f r o t a t i o n scan +−$window from $rotaprox in s t ep s o f
$ s t e p s i z e . ”
tput sgr0
echo ”Command: qcentrexml . py $ s t a r t p o i n t $ s t eps $ s t e p s i z e $s inono
$no s ino s $ s i n o s t e p ”
qcentrexml . py $ s t a r t p o i n t $ s t eps $ s t e p s i z e $s inono $no s ino s
$ s i n o s t e p
s i n o d i r =‘ l s c ent r e output | t a i l −1‘
s i n o t i f =‘ l s c ent r e output / $ s i n o d i r | head −1‘
s i n o l o c=/d l s / i 13 / data /2012/ $user / p r o c e s s i n g / s ino / $scan / cent r e output
/ $ s i n o d i r
s i n o c t= l s $ s i n o l o c −1 | wc − l
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold ; tput s e t f 1
echo ”CoR Refinement Round 3 :”
tput sgr0 ; tput bold
echo ”Open image sequence o f the r e cons t ruc t ed s l i c e s , and r e f i n e
approximate cent r e o f r o t a t i o n . Close ImageJ to cont inue the
s c r i p t . ”
tput sgr0
echo ”Path i s : $ s i n o l o c ”
imagej
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
tput s e t f 4
read −p ” Fina l Centre o f Rotation : ” −a rotaprox
tput sgr0
e l s e
tput s e t f 4
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echo ” Fina l Centre o f Rotation : $rotaprox ”
tput sgr0
f i
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
echo ”Modify s e t t i n g s xml f i l e . Save , and c l o s e g e d i t be f o r e cont inu ing . . . ”
tput sgr0
cp s e t t i n g s . xml s e t t i n g s u s e d . xml
g ed i t s e t t i n g s u s e d . xml
s l e e p 15
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold ; tput s e t f 1
echo ”Confirm that your s e t t i n g s f i l e i s c o r r e c t . I f you continue , j obs w i l l
be submitted to the c l u s t e r . ”
tput s e t f 4
read −p ”Do you want to proceed with the r e c o n s t r u c t i o n ? ( y |N) : ” −a setok
tput sgr0
i f [ [ ” $setok ” == y ] ] ; then
recon arrayxml . py −I s e t t i n g s u s e d . xml −o . . / . . / r e c o n s t r u c t i o n / $scan
/ −C $rotaprox
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
echo ” Reconst ruct ions submitted . P lease wait f o r c l u s t e r to complete
a l l j obs . Monitor us ing ’ qstat ’ . ”
#s l e e p 1
#echo ”Opening ’ watch −n 60 qstat ’ ( c t r l+c to e x i t ) ” . . .
tput sgr0
#s l e e p 1
#echo ” 3 . . . ”
#s l e e p 1
#echo ” 2 . . . ”
#s l e e p 1
#echo ” 1 . . . ”
#watch −n 60 qs ta t
e l s e
echo ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
tput bold
tput s e t f 4
echo ”Automated rout in e stopped be f o r e c l u s t e r submiss ion . . . ”
tput sgr0
echo ”To cont inue your r e cons t ruc t i on , f o l l o w the ’ Proc B’
i n s t r u c t i o n s on http :// con f luence . diamond . ac . uk/ d i s p l ay /BLXIIII /
Tomo+Reconstruct ion+from+T i f f+F i l e s+on+I13 to proce s s the
r e c o n s t r u c t i o n s . ”
echo ”∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗”
f i
