In the paper, the deviation of the spline estimator for the unknown probability density is approximated with the Gauss process. It is also found zeros for the infimum of variance of the derivation from the approximating process.
Introduction
The present work is a continuation of the work [1] , that's why we use notations admitted in it. We shall not turn our attention to more detailed review because it is given [1] .
Let 1 2 , , , n X X X  be a simple sample from the parent population with the probability density ( ) 
In the second section of the work, Theorem 2 and 3 are proven:
( ) ( ) 
Formulation and Proof the of Main Results
It holds the following Theorem 1. Let ξ and η be random variables, in addition ( )
The proof of this statement is easy, therefore we omit it. Theorems 2 and Theorem 3 will be proved by the mthods given in [2] . log log n n n n n
Then under our assumption a) and b) concerning ( ) f x , there exists a constant 18 0 C > such that for sufficiently large n ( )
Proof. By the main Theorem from [1] ,
and for any 0 
where
One can easily note that ( ) n MS x is a cubical spline interpolating of
On the other hand
By Theorem 9 from the monograph [3] we get
The relation (5) implies that for arbitrary 0
It remains to choose , then there will be not more than two roots in each interval.
Proof. At the beginning of the proof of the theorem, we proceed as in [2] . Let 1 , ht hs T ∈ . Then using the relation ( [4] , p. 28) ( )
, cov , 
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We find analogously 
