We discuss coin-weighing problems with a new type of coin: a chameleon. A chameleon coin can mimic a fake or a real coin, and it can choose which coin to mimic for each weighing independently.
Introduction
We all have played with problems where we had real coins and fake (counterfeit) coins. The second author invented a new type of a coin: a chameleon coin. This coin can mimic a fake or a real coin. It also can choose which coin to mimic for each weighing independently.
In coin-weighing literature many authors prefer using the word counterfeit, rather than fake. Unfortunately, the word "counterfeit" starts with the same letter as the word "chameleon." Thus, we prefer to use the word "fake" and we utilize the letter F to denote the f ake coin. The letter C is reserved for the chameleon coin.
You cannot find the chameleon coin if it does not want to be found, because it can consistently behave as either real or fake.
Suppose we have real, fake and chameleon coins in the mix. The usual task of identifying the fake coins using a balance scale cannot be achieved: the chameleons can pretend to be fake coins. What we can do is to find a small number of coins some of which are guaranteed to be fake.
Consider the simplest setup, when we have one fake coin and one chameleon in our mix of N coins. The fake coin is lighter than real coins. All real coins weigh the same. Our task now is: to find two coins, one of which has to be fake. We will call the finding of these two coins using the minimum number of weighings an FC-problem. We denote FC(N ) the smallest number of weighings for which the FC-problem with N coins has a solution. The standard research goal would be to find the lower and upper bounds for FC(N ).
It is often more convenient to solve the inverse problem: for a given number of weighings w find or bound the largest number of coins N (w) for which the problem has a solution.
The task of solving an N -coin problem in w weighings we call a (w, N )-problem. If the problem is solvable, we call its solution a (w, N )-solution or a (w, N )-algorithm.
We start with the main result, describing the bounds for N (w) in Section 2. In Section 3 we discuss the connection between our problem and the problem of finding two fake coins.
In Section 4 we produce the proof of the main result. We start the proof with an educational example of how to solve the problem for 3 n coins in 2n weighings in Section 4.1. We continue by describing what happens for a small number of weighings in Section 4.2. Section 4.3 discusses an important idea of scaling. We find bounds for scalable solutions in Section 4.4. We introduce the notion of pseudo-solution in Section 4.5. The ideas of scaling and pseudo-solutions allow us to reach our bounds and finish the main proof.
We follow with an important idea of invariants and monovariants for our algorithms in Section 5. Finally we discuss the bounds for FC(N ) in Section 6.
Main Result
Our main result is the following theorem: Theorem 1. The largest number of coins N (w) for which there exists a (w, N )-algorithm and where the number of weighings does not exceed 5 is the following:
For larger values of w the following bound holds:
The first part of the theorem is due to our computer program that checked all possibilities. The bound for more than five weighings is proven in Section 4.
In Section 3 we study the connection of our problem with the FF-problem. In the FF-problem we are given that N coins have exactly two fake coins in the mix. The fake coins weigh the same and are lighter than real coins. The goal is to find the fake coins. We use the connection between the FF and FC-problems to produce the information-theoretic bound (ITB) that serves as the upper bound for N (w):
Our results for up to ten weighings are presented in Table 1 . The second row shows the largest number of coins for which a solution with the given number of weighings is found. The numbers in bold show the proven best solution.
number of weighings w 1 2 3 4 5 6 7 8 9 10 (w, n)-algorithm found 2 4 6 11 20 36 60 108 180 324 ITB for N (w) 3 4 7 13 22 38 66 115 198 344 Now we prove the information-theoretic bound for N (w) from Theorem 2.
Proof of Theorem 2. Suppose the chameleon always pretends to be fake. That means at the end we will find the fake coin and the chameleon. We need to differentiate between N 2 possibilities. Therefore, the smallest number of weighings supplied by the ITB must be at least log 3 N 2
. Or, the number of coins N (w) that can be processed in w weighings must be not more than 2 · 3 w + 1/4 + 1/2 .
If the chameleon always pretends to be fake, the FC-problem becomes the FF-problem. It is known that the largest number of coins that can be processed in the FF-problem is very close to the ITB [3, 5] . In fact, the second and the third authors wrote a program and found the solutions to FF-problems that coincide with the bound for up to 10 weighings inclusive [4] .
If, on the other hand, the chameleon decides not to behave as a fake every time, then as soon as we find the fake coin we do not need to look for the second coin, the chameleon. That means it might be possible to find the fake coin faster then the ITB. As we are looking for the number of weighings that guarantees finding the fake coin, then the problem of finding two fake coins gives us a bound.
Lemma 3. Any algorithm that solves the FC-problem can be used to solve the FF-problem.
Proof. At the end of an FC-algorithm we have one coin or two coins left. The output of one coin means that this coin is the only one that can be fake. In the FF-problem such an outcome is impossible. Therefore, the corresponding branches of the FC-algorithm will not be used.
Two coins at the end of the FC-algorithm could mean one of two possibilities:
(i) The output coins are the fake and the chameleon.
(ii) The output coins are the fake and a real coin.
In the second case we do not know which of the coins is fake and which one is real. But in any case, the chameleon is not in the output. This means the chameleon pretended to be real at some point. Thus this variant in the FF-problem will not appear.
In the FC-algorithm, we never lose the fake coin. That means using the same process for the FF-problem we will not lose a fake coin. That means our output would always consist of two fake coins.
The ITB can also be deduced as an immediate corollary of the above lemma: The number of coins, N , in an (w, N )-solution cannot be more than the largest possible number of coins in an FF-algorithm with the same number of weighings. On the other hand, not every algorithm for the FF-problem can be used to solve the FC-problem. The difference is already seen when we restrict ourselves to one weighing. If we have one fake and one chameleon, we can not process more than 2 coins. If we have 2 fake coins, we can process three coins. The FC-problem is way more complicated than the FF-problem as it is not known how the chameleon decides to behave.
The Proof of the Main Theorem
Our goal is to process the largest number of coins with a given number of weighings. The main idea behind our algorithms is scaling. Sometimes given a (w, N )-algorithm, it is possible to construct a (w + 2,3N )-algorithm. The method that we use is called scaling and (w,N )-algorithms/solutions that allow us to do that we call scalable.
In the next section we present a (2n,3 n )-solution to get us started.
3 n coins in 2n weighings
To describe a (2n,3 n )-solution let us start with 2 weighings and 3 coins. We use this example to explain our pseudo-code. Each line begins with its number. After it we have the weighing in the format 1 10 v 4 5 meaning coins 1 and 10 are weighed versus coins 4 and 5. The weighing is followed by a colon, after which we describe in order actions for three different results: equality, the first pan is lighter, and the second pan is lighter. Each action is one of the following:
• ⇒ L means go to line L.
• (a) means only coin a is fake.
• (a, b) means the fake coin is either a or b.
• () means this branch is impossible and there is no output.
• sym indicates the symmetry of the weighing and its result; therefore the resulting go-to line is omitted as being equivalent to another line.
The line numbers after ⇒ in line L are always 3L + 1, 3L + 2 and 3L + 3. The sym symbol implies that line 3L + 3 is omitted as a symmetric version of line 3L + 2. This is a (2,3)-solution in our pseudo-code:
First weighing:
Second weighing:
In case the pseudo-code is difficult to follow, here is a detailed explanation. Denote the 3 coins x 1 , x 2 , and x 3 . First, we compare coins x 1 and x 2 . If the scale balances or x 1 is lighter, we compare coins x 1 and x 3 . The case when x 1 is heavier is symmetric to the case when it is lighter and we will omit it from the following list explaining the outcomes of two weighings:
(i) x 1 = x 2 and x 1 = x 3 . Coin x 1 must be the chameleon. The fake coin is either x 2 or x 3 .
(ii) x 1 = x 2 and x 1 < x 3 . Coin x 3 cannot be fake. The fake coin is one of x 1 and x 2 .
(iii) x 1 = x 2 and x 1 > x 3 . Coin x 1 cannot be fake. If coin x 2 is fake, then x 1 has to be the chameleon and x 3 has to be real. This creates a contradiction. The fake coin is x 3 .
(iv) x 1 < x 2 and x 1 = x 3 . Similarly to case (ii), the fake coin is one of x 1 and x 3 .
(v) x 1 < x 2 and x 1 < x 3 . Coin x 1 must be fake.
(vi) x 1 < x 2 and x 1 > x 3 . Coin x 1 must be the chameleon, and coin x 3 must be fake. Now let us go back to 3 n coins. We start with dividing coins into three parts of equal sizes: X 1 , X 2 , and X 3 . In the first weighing we compare X 1 with X 2 . The case when X 1 > X 2 is omitted below as it can be resolved by symmetry. In the second weighing we compare X 1 against X 3 . Therefore, we have the following 6 cases for the first two weighings. To understand the future idea of scaling the reader may compare these cases to the 6 cases above when the total number of coins is 3:
(1) X 1 = X 2 and X 1 = X 3 . Pile X 1 contains the chameleon. Piles X 2 or X 3 contain the fake coin.
(2) X 1 = X 2 and X 1 < X 3 . Piles X 1 and X 2 each contain a non-real coin, but we do not know which pile contains which coin.
(3) X 1 = X 2 and X 1 > X 3 . Pile X 1 cannot contain the fake coin. If X 2 contains the fake, then X 1 has to contain the chameleon and X 3 has to contain only real coins. This creates a contradiction. The fake coin is in pile X 3 , which may or may not contain the chameleon.
(4) X 1 < X 2 and X 1 = X 3 . Similarly to case (ii), piles X 1 and X 3 each contain a non-real coin, but we do not know which pile contains which coin.
(5) X 1 < X 2 and X 1 < X 3 . Pile X 1 contains the fake coin. It may or may not contain the chameleon.
(6) X 1 < X 2 and X 1 > X 3 . Pile X 3 contains the fake coin and pile X 1 contains the chameleon.
The result can be summarized as one of these three groups:
• Cases 1 and 6: We have a pile of size not more than 2 · 3 n−1 that contains the fake coin and does not contain the chameleon.
• Cases 2 and 4: We have two piles of size 3 n−1 , one containing the fake coin and the other the chameleon, but we do not know which is which.
• Cases 3 and 5: We have a pile of size 3 n−1 that contains the fake coin and may or may not contain the chameleon. Now the next step. In Cases 1 and 6, we have a pile that contains the fake coin and does not contain the chameleon. That means we are in the setting of the first-ever coin puzzle [1, 2, 6] of finding a single light fake coin out of N coins. The standard method allows us to find one fake coin out of 3 n−1 coins in n − 1 weighings. Using the same method we can find two coins with one fake in n − 1 weighings if the total number of coins does not exceed 2 · 3 n−1 . So in Cases 1 and 6 the total of n + 1 weighings is enough to solve the problem.
In Cases 2 and 4, we have two piles each containing a non-real coin, but we do not know which pile contains which coin. We can process each pile separately as if it contains a false coin. After n − 1 weighings for each pile we will end up with the fake coin and another coin which might or might not be the chameleon. The total number of weighings is 2n.
In Cases 3 and 5, after two weighings we are at the same place as where we started but we have a pile 3 times smaller. Invoking induction we can find the two coins in 2n weighings.
The number of coins we can process with this algorithm for 2n weighings is 3
n . We will later find faster algorithms.
A small number of weighings
Now we want to exhaustively discuss what happens for a small number of weighings. Let us consider one weighing. If it is unbalanced, then the fake coin cannot be in the heavier pile. If it balances, the fake coin can be anywhere. Thus one weighing cannot solve the problem for any number of coins exceeding 2.
How many coins can we process in 2 weighings? We already know from Section 4.1 that we can process 3 coins. Can we do better? Yes, we can. Below we present our (2,4)-solution using the pseudo-code we described in Section 4.1. In case the pseudo-code is difficult to follow, here is a detailed explanation. Denote the 4 coins x 1 , x 2 , x 3 , and x 4 . First, we compare coins x 1 and x 2 .
Suppose the first weighing balances: x 1 = x 2 . That means, if one of these two coins is fake, then the other has to be the chameleon. Then we compare {x 1 , x 2 } against {x 3 , x 4 }. If the second weighing is unbalanced, then the lighter pan has the fake coin. If it is balanced, then the fake coin has to be on the opposite pan from the chameleon. That means x 1 and x 2 cannot both be non-real coins, which means the fake coin is one of x 3 and x 4 .
Suppose the first weighing is not balanced:
That means x 2 cannot be fake and x 1 is either the fake or the chameleon. In the second weighing we compare x 3 against x 4 . If the second weighing balances, the fake coin cannot be there. Indeed, the fake coin can only balance against the chameleon, but the set {x 3 , x 4 } cannot have both of them. If the second weighing is not balanced, then the heavier coin cannot be the fake one. Thus the two lighter coins contain the fake coin.
Thus we can process 4 coins in two weighings. Notice that this is more coins than we could process using the algorithm in Section 4.1.
We performed an exhaustive computer search for the FC-problem. We found that the greatest number of coins that can be processed in two weighings is 4. Other computational results are in Table 2 . Starting from 6 weighings the computer was not powerful enough to completely answer the question. The last line shows the best known result for finding two fake coins [4] . The numbers in bold show the proven best solutions. number of weighings 1 2 3 4 5 6 7 fake and chameleon 2 4 6 11 20 36 62 two fake 3 4 7 13 22 38 66 (1, 5) , (1, 6) .
Note that the () in the output in line 4 means that this situation is impossible.
Line numbers are not consecutive because we skip line 3 as symmetric to line 2 and line 6 as unneeded (output (5, 6) was written at line 1).
A ( Can we use the ideas we found for small number of weighings and extend them to a larger number of weighings? Our goal is to find the largest number of coins that can be processed with a given number of weighings. The main method here is scaling, and it will be covered in the next section.
Scaling
Let us go back to the classical problem of finding one fake coin, that is known to be lighter, from a set of coins. If a solution with w weighings and N coins exists, we can extend it to a solution with w + 1 weighings and 3N coins. We do it by replacing every coin in the set of N coins by three coins and perform w weighings on these N groups. At the end we know which group of three coins contains the fake coin and we can find it in one weighing. We want to extend this idea to our situation, but it is not that straightforward. Now let us describe scaling. Consider a set of weighings for N coins. Imagine that each coin represents a triple of coins. We can use our set of w weighings on 3N coins by treating each triple as one coin. This set of weighings is called scaling.
We call a (w,N )-solution scalable if scaling the first w weighings of this solution to 3N coins can be extended to a (w + 2,3N )-solution. Not every solution is scalable.
Let us consider two examples. First example: a (2,3)-solution from the beginning of Section 4.1 is scalable. The resulting (4,9)-solution is exactly the one described in Section 4.1. If we continue scaling we get the (2n,3 n )-solution from the same section. Second example: a (2,4)-solution is not scalable. If it were, then a (4,12)-solution would have existed, but our exhaustive search showed that it does not exist.
Let us study the (2,4)-solution from Section 4.2 and see why exactly it is not scalable. Suppose we try to scale the (2,4)-solution once. We have 12 coins that are divided into four groups of three: X 1 , X 2 , X 3 , and X 4 .
Consider the scaling of the two weighings of the (2,4)-solution and see what we can conclude. The cases up to symmetry are:
• X 1 = X 2 and X 1 +X 2 = X 3 +X 4 . Group X 3 +X 4 contains the fake coin.
It may not contain the chameleon. We can finish in two weighings.
• X 1 = X 2 and X 1 + X 2 < X 3 + X 4 . Groups X 1 and X 2 contain one non-real coin each. We can finish in two weighings.
• X 1 = X 2 and X 1 + X 2 > X 3 + X 4 . Group X 3 + X 4 contains the fake coin. It may or may not contain the chameleon. We cannot finish in two weighings because the FC-problem cannot be solved for 6 coins in two weighings.
• X 1 < X 2 and X 3 = X 4 . Group X 1 contains the fake coin. It may or may not contain the chameleon. We can finish in two weighings.
• X 1 < X 2 and X 3 < X 4 . Groups X 1 and X 3 contain one non-real coin each. We can finish in two weighings.
If some solutions are scalable and others are not, why are we interested in the scaling idea? The beauty is that it is easy to say which solution is scalable and which is not.
After these examples we can formulate when scaling does not work. Suppose at the end of the (w,N )-solution we found two coins a and b one of which is fake. These coins become 6 coins after the scaling and we know in what situations we cannot finish the solution in two weighings: Lemma 4. We cannot scale that algorithm that outputs two coins a and b if every weighing is one of the following: (i) a and b are in the same (lighter) pan.
(ii) a and b are not on the scale and the scale balances.
(iii) a is on the lighter pan and b is not on the scale.
(iv) b is on the lighter pan and a is not on the scale.
Otherwise, we can scale.
Proof. First we show that we cannot scale in the given cases. After scaling we get 6 coins: one of them is fake and the chameleon may be there. That means if the chameleon pretends to be fake, we will have to distinguish 15 pairs of coins, while in two weighings the best we can do is distinguish nine possibilities.
Now we want to show that in all other cases we can scale. Suppose we know that coins a and b were on the scale at some point or another, but not always in the same pan.
Suppose there was a weighing when they were opposite each other. The weighing has to be balanced. Otherwise the heavier pan does not contain the fake coin, thus no coin from the heavier pan can be in the output of the algorithm. After the scaling each group corresponding to a and b contains not more than one non-real coin, which we can find in one weighing per group. Thus we can scale in this case. Now suppose that a and b were never opposite each other on the scale. None of the coins was ever on the heavier pan as otherwise it would not have been in the output.
(i) If both a and b were on lighter pans, then after the scaling the corresponding groups have exactly one non-real coin.
(ii) Suppose both coins a and b only participated in balanced weighings. That means all weighings are balanced and the fake coin was always opposite the chameleon. That means neither a or b can be a chameleon, but one of them is fake and we do not know which one. After scaling one of the groups a and b contains the fake coin and the other group contains only real coins. (Note. The existence of such situation might seem counter-intuitive, so here is a (3-4)-solution where this happens. We compare coins 1 against 2, 3 against 4, and 2 against 4. If all the weighings balance, then either 1 or 3 are fake.) (iii) The case when a always participates in a balanced weighing and b is on a lighter pan at least once is impossible, as in this case a cannot be fake.
We showed that all other cases are scalable.
Notice that in the (2,4)-solution, the coins 3 and 4 are always together and they are the output in some of the cases. Therefore, the (2,4)-solution is not scalable.
Corollary 5.
We can scale if each of the output coins a and b was on the scale at some point, and they were not always on the same pan.
The beauty of scaling is that if we can scale once we can scale many times. Proof. By Corollary 5 the output of a (w,N )-solution are coins a and b that were on the scale at some point, and not always on the same pan. After scaling, these two coins become two groups of three coins and the new output is two coins, one from each group. That means that the output of a (w + 2,3N )-solution is two coins that were on the scale at some point and not always on the same pan. Therefore, the (w + 2,3N )-solution is scalable.
Our computer search found a scalable (4,10)-solution, which is shown in Appendix A. After scaling three times it becomes a (10,270)-solution, which is better than the (10,243)-solution we found in Section 4.1.
Notice that the (3,6)-solution in Section 4.2 is not scalable. Line 7 outputs coins 5 and 6 that were always together.
Here we show a scalable (3,6)-solution: Suppose there is a non-scalable solution. When scaling we might get six coins at the end that require three rather than two weighings to process. Interestingly, the scaled solution becomes itself scalable because there exist a scalable (3,6)-solution:
Lemma 7. Scaling a non-scalable (w,N )-solution generates a scalable (w + 3,3N )-solution.
Bounds for scalable weighings
In this section we present an upper bound for the number of coins that can participate in a scalable (w,N )-solution.
If a (w,N )-solution is scalable, then there exists a (w +2k,N ·3 k )-solution, for any positive k. Therefore,
Taking the limit when k tends to infinity, we get:
This bound either matches the ITB for any solution or is less than the ITB by 1. For example, from this bound we can see that a scalable (4,13)-solution does not exist without performing a computer search. We call this bound an induced bound from scalability.
In addition to that, we have information-theoretic consideration to suggest a slightly stronger bound:
Proof. Suppose we have N coins that later will become groups of coins. If the chameleon and the fake coin are in different groups, we need to find both of them as the chameleon can pretend to be fake. If the chameleon and the fake coin are in the same group we just need to find the group. Overall we have to produce N (N + 1)/2 answers.
The ITB for scalability differs from the ITB for any solution N (w)exactly by 1. The results are summarized in Table 3 . For example, the ITB for scalalbility allows us to deduce, without performing a computer search, that the (3,7)-scalable solution does not exist.
Pseudo-solutions
According to our exhaustive computer search a scalable (4,11)-solution does not exist. But we found a non-solution that is scalable. How can a nonsolution become a solution?
Consider an example. Suppose you have an algorithm that outputs k coins such that the fake is there and the chameleon is not. If we replace each coin by three coins and add two more weighings, then we can find two coins containing one fake out of total of 18 coins. Thus, if k < 7, the non-solution after scaling becomes a solution. We call such a non-solution a pseudo-solution.
Here is a (4,11)-pseudo-solution:
First weighing: 0. 1 2 3 4 v 5 6 7 8 : ⇒ 1, ⇒ 2, ⇒ 3. sym Second weighing:
Lines 13 and 14 correspond to the lack of solution. They produce a list of 5 or 6 coins that do not contain the chameleon, but contain the fake.
After scaling, this pseudo-solution becomes a scalable (6,33)-solution. Indeed, these 5(6) coins after the scaling become 15(18) coins, that do not contain the chameleon. In two weighings we can reduce this group to 2 coins as required. After more scalings we get a (4 + 2k,11 · 3 k ) solution. We proved computationally that a (4,12)-pseudo-solution deso not exist. We also found a scalable (6,36)-solution presented in Appendix D, which propagates to a (6+2n,36·3 n )-solution, providing our bound for an even number of weighings. In addition, we found a scalable (5,20)-solution presented in Appendix C, which propagates to a (5 + 2n,20 · 3 n )-solution, providing a bound for an odd number of weighings.
This completes the proof of Theorem 1.
Invariants
In this section we want to discuss some invariants and monovariants that allowed us to speed up the program and find scalable solutions and pseudosolutions.
To do it we want to represent N coins that after scaling will become N groups of three coins as a graph with N vertices. A directed edge from a to b means if the group corresponding to a contains a fake, then the group corresponding to b may contain a chameleon. A loop from a to a means after the scaling, the group corresponding to a may contain both non-real coins. We will call two edges from a to b and from b to a a double edge.
The starting graph, before the weighings, has edges from every vertex to every vertex, including a loop at every vertex. The starting graph for three vertices is in Figure 1 . • E is the number of vertices that have outgoing edges leading to vertices without outgoing edges. Before the weighings E = 0. We will also use E to refer to those vertices.
• F is the number of loops. Before the weighings F = N .
After each weighing we replace the graph with three new graphs, corresponding to the three different outcomes. In Figure 2 we show what happens with the starting graph above after the first weighing comparing a and b. The graph on the left represents the outcome a = b. If the fake coin is in the group corresponding to a, then the chameleon can only be in b, and vice versa. If the fake coin is in the group corresponding to c, then the chameleon can be anywhere. The graph in the middle represents the outcome a < b. If the fake coin is in the group corresponding to a, the chameleon can be anywhere. The fake coin cannot be in b. If the fake coin is in c, then the chameleon is in a. The graph on the right represents the outcome a > b and is symmetric to the graph in the middle. We sum the values for all of the outcomes. Notice that in the example above, after the first weighing D = 3, E = 2, and F = 3.
We first show that D and F are invariant after any number of weighings.
Lemma 9. The value D is invariant.
Proof. Consider a weighing of a group of coins A against a group B. Denote by C the leftover pile. If the weighing balances, then either the fake coin is in one group and the chameleon is in the other, or the fake coin is in group C and the chameleon can be anywhere. That means all the double edges between vertices inside A and between verticesB, as well as the double edges from C to A or B disappear. Equivalently, only the double edges between A and B and inside C remain.
If A is lighter than B, then B cannot contain the fake coin, and C cannot contain both non-real coins. Moreover, if C contains the fake coin, then the chameleon is in A. Thus, all the outgoing edges from B and all the directed edges inside C disappear. Also, the directed edges from C to B disappear. Equivalently, only the double edges inside A and the double edges from A to C remain.
By similarity when A is lighter than B, then only the double edges inside B and the double edges from B to C remain.
To summarize, each double edge remains for exactly one outcome of the weighing.
Lemma 10. The value F is invariant.
Proof. Consider a weighing of a group of coins A against a group B. Denote by C the leftover pile.
If the weighing balances then either the fake coin is in one group and the chameleon is in the other, or the fake coin is in group C and the chameleon can be anywhere. That means the loops for all the coins in both groups A and B disappear. Equivalently, only loops in C remain.
If A is lighter than B, then B cannot contain the fake coin, and C cannot contain both non-real coins. Moreover, if C contains the fake coin, then the chameleon is in A. That means all the loops in B and C disappear. Equivalently, only loops in A remain.
Similarly, if A is heavier than B, only loops in B remain. To summarize, each loop remains for exactly one outcome of the weighing.
Now we want to discuss the value E.
Lemma 11. The value E does not decrease after a weighing.
Proof. What happens to the vertices from E? If a coin from E participates in a weighing, it stays in E if and only if it is on the lighter pan. If a coin from E does not participate in a weighing and the weighing balances, then the coin stays in the set. If the weighing does not balance, the coin may or may not disappear from E. In any case, a coin from E remains in E in at least one of the three new graphs corresponding to different outcomes of the weighing.
Also, new vertices in E can appear. Therefore, the value of E is nondecreasing.
What happens to the graphs and the values D, E, and F at the end of a scalable solution or pseudo-solution?
At the end of a scalable solution (pseudo-solution) each output has to be one of the following:
(i) Two coins with one double edge and no loops.
(ii) Up to 2 coins from E for a solution or upto 6 coins from E for a pseudo-solution.
(iii) A coin with a loop, accompanied by not more than one coin from E.
Theorem 12. At the end of a scalable (w,N )-pseudo-solution we have:
Proof. The number of answers of type (i) is D. The number of answers of type (iii) is F . The number of answers of type (ii) is up to (E − F )/6. This is because some of the coins from E could have participated in the type (iii) answer, but no more than F of those. The rest of the coins from E are divided into groups of not more than 6.
At the end of a scalable (w,N )-pseudo-solution we have:
Plugging in D = N (N − 1)/2 and F = N , we get the corollary:
Corollary 13. N (N + 1) ≤ 3 w .
For a scalable solution this corollary provides another proof of Lemma 8. We now see that the same bound is true for a pseudo-solution.
Theorem 12 is a very useful tool in trimming the useless branches during the run of our program.
Any Number of Coins
Up to now our goal was to find and/or bound the largest number of coins we can process with a given number of weighings: N (w). What about the original question of finding FC(N )? Can we bound the number of weighings for any number of coins?
Our exhaustive computer search combined with bounds provides the information about FC(N ) for small N that is collected in Table 4 . It is possible to extend the algorithms we know to process any number of coins that require not too many weighings. Suppose N = aK + r, where 0 ≤ r < a. The following theorem estimates the bound.
Theorem 14. FC(N ) ≤ FC(K) + FC(2a + r).
Proof. Use the best algorithm for K coins on K groups each containing a coins. The algorithm will output two groups of size a. The fake coin is either in these two groups or in the leftover group of r coins. Use the best algorithm for these 2a + r coins. It has to output the fake coin. Our discussion in Section 3 supplied us with the following lower bound for FC(N ): FC(N ) ≥ log 3 N 2 ≈ log 3 2 · log 3 N.
The corollary above gives us the upper bound:
FC(N ) ≤ 3 log 3 N.
Our intuition and experiments suggest that in reality FC(N ) is close to the lower bound.
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