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CHARACTERIZATION OF M-COMPACT SETS VIA
STATISTICALLY CONVERGENT SEQUENCES
SUSMITA SEAL1, SUMIT SOM2, SUDESHNA BASU3, LAKSHMI KANTA DEY4
Abstract. In this paper, we study stability of M -compactness for lp sum of Banach
spaces for 1 ≤ p <∞. We also obtain a characterization of M -compact sets in terms
of statistically maximizing sequence, a notion which is weaker than a maximizing
sequence. Moreover, we introduce the notion of I-M -compactness of a bounded
subset M of a normed linear space X with respect to an ideal I and show that it is
equivalent to M -compactness for non-trivial admissible ideals.
1. Introduction
Let X be a real normed linear space and G be a nonempty, bounded subset of X.
For any x ∈ X, the farthest distance from x to the set G is denoted by δ(x,G) and is
defined by
δ(x,G) = sup
{
‖x− e‖ : e ∈ G
}
.
Throughout our discussion, we consider only bounded subsets of X only. We recall the
following two definitions:
Definition 1.1. [13] Let X be a real normed linear space and M be a nonempty
bounded subset of X. A sequence {xn}n∈N in X is said to be maximizing if there exists
x ∈ X such that ‖xn − x‖ → δ(x,M) as n→∞.
Definition 1.2. [13] Let S ⊆ X. Then S is said to beM -compact if every maximizing
sequence in M has a convergent subsequence.
In this paper we study certain stability results forM -compact sets in Banach spaces.
M -compact sets were first introduced and subsequently studied by Vlasov [16]. It
is not difficult to show that M -compactness is a proper generalization of the usual
compactness andM -compact sets may not be closed. M -compact sets have been widely
studied in the context of farthest distance maps [13]. Recently, it was proved that an
uniquely remotal M -compact set with compact derived set is a singleton [13].
In this work, we prove the stability of M -compact sets with respect to ℓp sum for
1 ≤ p < ∞. We also give a characterization of M -compact sets in terms of statis-
tically maximizing sequence in a normed linear space introduced in [15]. We prove
the stability of M -compact sets under ℓp sum. We introduce a new notion of con-
vergence of sequences in a normed linear space, namely, I-convergence and use it to
define I-maximizing sequence and I-M compactness and explore its relationship to
M -compactness. Statistical convergence for real numbers was introduced in [5] and
subsequently studied in great details in [9, 14]. Statistical limit points were studied
extensively in [1,2,6–8]. It was also studied in context of measure theory in [10]. In [4],
statistical convergence was studied in the context of approximation theory and in [3], it
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was studied in the context of Banach Spaces. The notion of I-convergence for real num-
bers was extensively studied in [11,12] in an attempt to generalize the notion statistical
convergence for real numbers.
2. Stability of M-compactness under ℓp-sum
Lemma 2.1. Let X and Y be two normed linear spaces and Z = X ⊕p Y (1 6 p <
∞). Let M ⊆ X and N ⊆ Y be bounded subsets of X and Y respectively. Then
zn = (xn, yn) ∈ M ⊕p N is a maximizing sequence in M ⊕p N if and only if (xn) and
(yn) are maximizing sequences in M and N respectively.
Proof. Firstly, let {zn}n∈N be a maximizing sequence in M ⊕p N . Then there exists
z ∈ X ⊕p Y such that as n→∞,
‖zn − z‖p → δ(z,M ⊕p N);
=⇒ ‖(xn, yn)− (x, y)‖p → δ((x, y),M ⊕p N) = (δ(x,M)p + δ(y,N)p)1/p;
=⇒ (‖xn − x‖p + ‖yn − y‖p)1/p → (δ(x,M)p + δ(y,N)p)1/p;
=⇒ ‖xn − x‖p + ‖yn − y‖p → δ(x,M)p + δ(y,N)p);
=⇒ (δ(x,M)p − ‖xn − x‖p) + (δ(y,N)p − ‖yn − y‖p)→ 0.
Since, δ(x,M)p − ‖xn − x‖p > 0 and δ(y,N)p − ‖yn − y‖p > 0 ∀ n,
we have, δ(x,M)p − ‖xn − x‖p → 0 and δ(y,N)p − ‖yn − y‖p → 0.
Claim: ‖xn − x‖ → δ(x,M) as n→∞.
If δ(x,M) = 0 then ‖xn − x‖ = 0 = δ(x,M) for all n ∈ N.
If δ(x,M) 6= 0, choose 0 < b < δ(x,M). Then there exists N0 ∈ N such that
δ(x,M)p ≥ ‖xn − x‖p > bp ∀ n ≥ N0 i.e. δ(x,M) ≥ ‖xn − x‖ > b ∀ n ≥ N0.
Thus, ∀n ≥ N0, we have,
0 ≤ δ(x,M) − ‖xn − x‖
=
δ(x,M)p − ‖xn − x‖p
δ(x,M)p−1 + δ(x,M)p−2‖xn − x‖+ · · ·+ ‖xn − x‖p−1
≤ δ(x,M)
p − ‖xn − x‖p
bp−1p
→ 0 as n→∞.
Hence ‖xn − x‖ → δ(x,M). Similarly, ‖yn − y‖ → δ(y,N) as n→∞.
Conversely, let {xn}n∈N and {yn}n∈N be maximizing sequences in M and N re-
spectively. Then there exist x ∈ X and y ∈ Y such that ‖xn − x‖ → δ(x,M) and
‖yn − y‖ → δ(y,N) as n→∞. Thus
‖xn − x‖p + ‖yn − y‖p → δ(x,M)p + δ(y,N)p as n→∞,
i.e. ‖(xn, yn)− (x, y)‖pp → δ(x,M)p + δ(y,N)p = δ((x, y),M ⊕p N)p as n→∞. Hence,
‖(xn, yn)− (x, y)‖p → δ((x, y),M ⊕p N) as n→∞.

Remark 2.2. Arguing similarly, we have, suppose X = ⊕lpXi and Mi ⊂ Xi for all
i ∈ N. Let {xn}n∈N be a maximizing sequence in ⊕lpMi. Then the i-th co-ordinate
sequence {x(i)n }n∈N is maximizing in Mi for all i ∈ N (1 6 p <∞).
Proposition 2.3. Let X and Y be two normed linear spaces and Z = X ⊕p Y . Then
H ⊂ X and N ⊂ Y are M -compact if and only if H ⊕p N is M -compact where
1 6 p <∞.
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Proof. Firstly, let H and N be M -compact subsets in X and Y respectively. Let
{zn}n∈N be a maximizing sequence in H ⊕p N . Let zn = (xn, yn), xn ∈ H, yn ∈
N for all n ∈ N. Then by Lemma 2.1, {xn}n∈N and {yn}n∈N are maximizing sequences
inH andN respectively. SinceH isM -compact, {xn}n∈N has a convergent subsequence
{xnk}k∈N. Since, ‖ynk−y‖ → δ(y,N) as k →∞, so, {ynk}k∈N is a maximizing sequence
in N . Since N is M -compact, so, {ynk}k∈N has a convergent subsequence {ynkl}l∈N.
It follows that, {(xnkl , ynkl )}l∈N is a convergent subsequence of {(xn, yn)}n∈N. Thus
H ⊕p N is M -compact.
Conversely, let H⊕pN be M -compact. So, H⊕pN is bounded and consequently, H
andN both are bounded subsets ofX and Y respectively. Let {xn}n∈N be a maximizing
sequence in H. Then there exists x ∈ X such that ‖xn−x‖ → δ(x,H) as n→∞. Since,
N is bounded, so, for fix y ∈ Y, δ(y,N) exists. So, there exists a sequence {yn}n∈N ∈ N
such that ‖yn − y‖ → δ(y,N) as n → ∞. Hence by Lemma 2.1, zn = (xn, yn) is
a maximizing sequence in H ⊕p N and ‖(xn, yn) − (x, y)‖p → δ
(
(x, y),H ⊕p N
)
as
n → ∞. Since H⊕p N is M -compact, {(xn, yn)}n∈N has a convergent subsequence
{(xnkynk)}k∈N. It follows that, {xnk}k∈N is a convergent subsequence of {xn}n∈N. Thus
H is M -compact. Similarly, N is M -compact. 
Our next example shows that Proposition 2.3 is not true for p = ∞.
Example 2.4. In R, let A = [−5, 5], B = [−1, 1] \ {0}. Then A and B are both M -
compact. But A⊕∞B is not M -compact. Indeed, let {(5− 1n , 1n)}n∈N be a sequence in
A⊕∞ B. Then ‖(5 − 1n , 1n)− 0‖ → δ
(
0, A ⊕∞ B
)
as n→∞ and hence, a maximizing
sequence. We use the fact δ
(
(x, y),M ⊕∞ N
)
= max
{
δ(x,M), δ(y,N)
}
. But, {(5 −
1
n ,
1
n)}n∈N has no convergent subsequence in A ⊕∞ B. Consequently, A ⊕∞ B is not
M -compact.
3. M-compact sets and Statistically Convergent Sequences
Definition 3.1. [14] A sequence {xn}n∈N in a normed linear space X is said to be
statistically convergent to x ∈ X if for each ε > 0,
lim
n→∞
1
n
∣∣∣{k ≤ n : ‖xk − x‖ ≥ ε}∣∣∣ = 0.
If a sequence {xn}n∈N statistically converges to x, then we denote it as, stat-lim xn = x.
We recall the following definition from [15].
Definition 3.2. [15] Let X be a real normed linear space and M be a nonempty,
bounded subset of X. A sequence {xn}n∈N ⊂ M is said to be statistically maximizing
if there exists x ∈ X such that
{
‖xn − x‖
}
n∈N
is statistically convergent to δ(x,M) =
sup
{
‖x− y‖ : y ∈M
}
as n→∞.
It was proved in [15] that a maximizing sequence is statistically maximizing. But
the converse is not true. We quote the example from [15] for completeness.
Example 3.3. Let R be the set of all real numbers. Let M = [−1, 1]. Now
δ(0,M) = sup
{
|x| : x ∈M
}
= 1.
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Let {xn}n∈N in [−1, 1] be defined as
xn =
{
0 if n = m2 for some m ∈ N,
1− 1n if n 6= m2 for all m ∈ N.
Then {xn}n∈N is not maximizing. Indeed, for any x ∈ R, the real sequence
{
|xn −
x|
}
n∈N
is not convergent in R. But, {xn}n∈N is statistically convergent to δ(0,M) = 1.
Indeed, let 0 < ε ≤ 1. Now
1
n
∣∣∣{k ≤ n : |xk − 1| ≥ ε}∣∣∣ = 1
n
(
[
√
n] + d
)
≤
√
n
n
+
d
n
=⇒ lim
n→∞
1
n
∣∣∣{k ≤ n : |xk − 1| ≥ ε}∣∣∣ = 0.
Here d is a finite positive integer. Hence, the sequence {xn}n∈N is statistically maxi-
mizing in M.
We need the following lemma and omit the easy proof.
Lemma 3.4. Let X and Y be two normed linear spaces.
(1) If {xn}n∈N and {yn}n∈N statistically converge to x and y respectively then {xn+
yn}n∈N statistically converges to x+y.
(2) Let {xn}n∈N be a real sequence such that 0 6 xn 6 x for all n. Then {xpn}n∈N
statistically converges to xp if and only if {xn}n∈N statistically converges to x
for 1 6 p <∞.
Proposition 3.5. Let X and Y be two normed linear spaces and Z = X ⊕p Y (1 6
p < ∞). Let M ⊆ X and N ⊆ Y be bounded subsets of X and Y respectively. Then
zn = (xn, yn) ∈ M ⊕p N is a statistically maximizing sequence in M ⊕p N if and only
if (xn) and (yn) are statistically maximizing sequences in M and N respectively.
Proof. Firstly, let {xn}n∈N and {yn}n∈N be statistically maximizing in M and N re-
spectively. Then there exists x0 ∈ X and y0 ∈ Y such that stat-lim ‖xn − x0‖ =
δ(x0,M) and stat-lim ‖yn− y0‖ = δ(y0, N). Now, from Lemma 3.4, stat-lim ‖xn−x0‖p
+ ‖yn − y0‖p = δ(x0,M)p + δ(y0, N)p.
=⇒ stat-lim ‖(xn, yn)− (x0, y0)‖pp = δ
(
(x0, y0),M ⊕p N
)p
;
=⇒ stat-lim ‖(xn, yn)− (x0, y0)‖p = δ
(
(x0, y0),M ⊕p N
)
.
Conversely, let {(xn, yn)}n∈N be statistically maximizing in M ⊕p N . Then there
exists (x0, y0) ∈ X⊕pY such that stat-lim ‖(xn, yn)−(x0, y0)‖p = δ
(
(x0, y0),M⊕pN
)
.
Then by Lemma 3.4,
stat-lim ‖xn − x0‖p + ‖yn − y0‖p = δ(x0,M)p + δ(y0, N)p.
Let ε > 0. Then
lim
n→∞
1
n
∣∣∣{k ≤ n : δ(x0,M)p − ‖xk − x0‖p ≥ ε}∣∣∣
M COMPACTNESS IN NORMED LINEAR SPACES 5
6 lim
n→∞
1
n
∣∣∣{k ≤ n : δ(x0,M)p − ‖xk − x0‖p + δ(y0, N)p − ‖yk − y0‖p ≥ ε}∣∣∣
= lim
n→∞
1
n
∣∣∣{k ≤ n : δ(x0,M)p + δ(y0, N)p − (‖xk − x0‖p + ‖yk − y0‖p) ≥ ε}∣∣∣ = 0.
So, stat-lim ‖xn − x0‖p = δ(y0, N)p. Similarly, stat-lim ‖yn − y0‖p = δ(y0, N)p . By
Lemma 3.4, we have, stat-lim ‖xn−x0‖ = δ(x0,M) and stat-lim ‖yn− y0‖ = δ(y0, N).

Corollary 3.6. Suppose X = ⊕lpXi and Mi ⊆ Xi. Let {xn}n∈N be a statistically
maximizing sequence in ⊕lpMi. Then {x(i)n }n∈N is statistically maximizing in Mi for all
i ∈ N for 1 6 p <∞.
Remark 3.7. We do not know whether the converse of Corollary 3.6 is true or not.
The following lemma is easy to prove.
Lemma 3.8. ( [14]) {xn}n∈N is statistically convergent to x if and only if there exists
a set K= {k1 < k2 < k3 < . . . } ⊆ N s.t. lim
n→∞
xkn = x and limn→∞
1
n
|K ∩ [1, n]| = 1.
Proposition 3.9. Suppose A ⊆ X. Then the the following are equivalent:
(1) A is M -compact.
(2) Every statistically maximizing sequence in A has a convergent subsequence.
(3) Every statistically maximizing sequence in A has a statistically convergent sub-
sequence.
Proof. (1)⇒ (2) Let {xn}n∈N be a statistically maximizing sequence in A. Then there
exists x ∈ X such that ‖xn − x‖n∈N is statistically convergent to δ(x,A). By Lemma
3.8, {‖xn − x‖}n∈N has a subsequence {‖xnk − x‖}k∈N such that ‖xnk − x‖ → δ(x,A)
as k → ∞. Thus {xnk}k∈N is a maximizing sequence in A. Since A is M -compact, so,
{xnk}k∈N has a convergent subsequence. Consequently, {xn}n∈N also has a convergent
subsequence.
(2)⇒ (3) Obvious.
(3) ⇒ (1) Let {xn}n∈N be a maximizing sequence in A. Then there exists x ∈ X
s.t. ‖xn − x‖ → δ(x,A) as n → ∞. Hence {‖xn − x‖}n∈N is statistically convergent
to δ(x,A), i.e., {xn}n∈N is a statistically maximizing sequence in A. Hence it has a
statistically convergent subsequence {xnk} in A. By Lemma 3.8, there exists a conver-
gent subsequence {xnkl} of {xnk}. Consequently, {xnkl} is a convergent subsequence of{xn}. Thus A is M -compact. 
Remark 3.10. (1) Proposition 3.9 gives a characterization of M -compact sets in
terms of statistically maximizing sequence which is a weaker notion than max-
imizing sequence.
(2) It was proved in [15] that if M ⊆ X. If {xn}n∈N is a statistically maximizing
sequence in M then {xn}n∈N is a statistically maximizing sequence in M.
4. I-Convergence and I-M-compactness
We first recall the following definitions from [11].
Definition 4.1. [11] Let X 6= φ . A class I ⊂ 2X of subsets of X is said to be an ideal
in X provided that I is additive and hereditary, i.e., I satisfies the following conditions:
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(1) φ ∈ I.
(2) A,B ∈ I =⇒ A ∪B ∈ I (additivity).
(3) A ∈ I , B ⊂ A =⇒ B ∈ I (hereditary).
An ideal is called non-trivial if X /∈ I.
Definition 4.2. [11] A non-trivial ideal I in X is called admissible if {x} ∈ I for each
x ∈ X.
Definition 4.3. [11] Let I be a non trivial ideal in N. A sequence {xn}n∈N of real
numbers is said to be I−convergent to x ∈ R if for every ε > 0, the set A(ε) = {n :
|xn − x| ≥ ε} ∈ I.
Likewise, we define,
Definition 4.4. Let I be a non trivial ideal in N and X be a real normed linear space.
A sequence {xn}n∈N in X is said to be I-convergent to x ∈ X if for every ε > 0, the
set A(ε) = {n : ‖xn − x‖ ≥ ε} ∈ I. If a sequence {xn}n∈N I-converges to x, then we
denote it as, I-lim xn = x.
Remark 4.5. Clearly if I is a non-trivial admissible ideal in N , then norm convergence
implies I-convergence.
Proposition 4.6. If I is a non-trivial admissible ideal in N then {xn}n∈N I-converges
to x implies {xn}n∈N has a convergent subsequence which converges to x.
Proof. If possible, let {xn}n∈N has no such convergent subsequences. Then there exists
ε > 0 and there exists N0 ∈ N such that
‖xn − x‖ ≥ ε ∀ n ≥ N0.
Since {xn}n∈N is I-convergent to x, so, {n ∈ N : ‖xn − x‖ ≥ ε} ∈ I. Also, {N0, N0 +
1, N0 + 2, . . . } ⊆ {n ∈ N : ‖xn − x‖ ≥ ε} =⇒ {N0, N0 + 1, N0 + 2, . . . } ∈ I. Now, since
I is admissible, so {1, 2, . . . , N0 − 1} ∈ I. Hence, N = {1, 2, . . . , N0 − 1}
⋃{N0, N0 +
1, N0 + 2, . . . } ∈ I, which is a contradiction (since I is non trivial). 
Now, we recall an important example of I convergence from [11].
Example 4.7. Let ∅ 6= M $ N. Put IM = 2M . Then IM is a non trivial ideal in N
which is not admissible. Also, a sequence {xn}n∈N is IM -convergent if and only if it is
constant in N \M.
Definition 4.8. Let X be a real normed linear space and M be a nonempty, bounded
subset of X. A sequence {xn}n∈N ⊂M is said to be I-maximizing if there exists x ∈ X
such that
{
‖xn − x‖
}
n∈N
is I-convergent to δ(x,M) = sup
{
‖x− y‖ : y ∈M
}
.
We have the following lemma. We omit the easy proof.
Lemma 4.9. (1) [11] If the real sequences {xn}n∈N and {yn}n∈N are I-convergent
to x and y respectively then {xn + yn}n∈N is I-convergent to x+ y.
(2) If {xn}n∈N be a real sequence such that 0 ≤ xn ≤ x for all n. Then {xpn}n∈N I
converges to xp if and only if {xn}n∈N I converges to x. (1 ≤ p <∞)
Proposition 4.10. Let X and Y be two normed linear spaces and Z = X ⊕p Y (1 ≤
p < ∞). Let M ⊆ X and N ⊆ Y be bounded subsets of X and Y respectively. Then
zn = (xn, yn) ∈ M ⊕p N is a I-maximizing sequence in M ⊕p N if and only if xn and
yn are I-maximizing sequences in M and N respectively.
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Proof. Firstly, let {xn}n∈N and {yn}n∈N be I-maximizing sequences in M and N re-
spectively. Then there exists x0 ∈ X and y0 ∈ Y such that I-lim ‖xn−x0‖ = δ(x0,M)
and I-lim ‖yn − y0‖ = δ(y0, N). Now, from Lemma 4.9,
I − lim‖xn − x0‖p + ‖yn − y0‖p = δ(x0,M)p + δ(y0, N)p
=⇒ I − lim‖(xn, yn)− (x0, y0)‖pp = δ
(
(x0, y0),M ⊕p N
)p
,
=⇒ I − lim‖(xn, yn)− (x0, y0)‖p = δ
(
(x0, y0),M ⊕p N
)
.
Conversely, let {(xn, yn)}n∈N be I−maximizing inM⊕pN. Then there exists (x0, y0) ∈
X ⊕p Y such that
I − lim‖(xn, yn)− (x0, y0)‖p = δ((x0, y0),M ⊕p N),
=⇒ I − lim‖xn − x0‖p + ‖yn − y0‖p = δ(x0,M)p + δ(y0, N)p.
Let ε > 0. Then{
n ∈ N : δ(x0,M)p − ‖xk − x0‖p ≥ ε
}
⊆
{
n ∈ N : δ(x0,M)p − ‖xk − x0‖p + δ(y0, N)p − ‖yk − y0‖p ≥ ε
}
=
{
n ∈ N : δ(x0,M)p + δ(y0, N)p − (‖xk − x0‖p + ‖yk − y0‖p) ≥ ε
}
.
Since, {
n ∈ N : δ(x0,M)p + δ(y0, N)p −
(
‖xn − x0‖p + ‖yn − y0‖p
)
≥ ε
}
∈ I
=⇒
{
n ∈ N : δ(x0,M)p − ‖xk − x0‖p ≥ ε
}
∈ I.
So, I-lim ‖xn − x0‖p = δ(x0,M)p. Similarly , I-lim ‖yn − y0‖p = δ(y0, N)p. Lastly, by
Lemma 4.9, I-lim ‖xn − x0‖ = δ(x0,M) and I-lim ‖yn − y0‖ = δ(y0, N). 
Corollary 4.11. Suppose X = ⊕lpXi and Mi ⊆ Xi for all i. If {xn}n∈N is I-
maximizing in ⊕lpMi then the ith co-ordinate sequence {x(i)n }n∈N is I-maximizing in
Mi for 1 ≤ p <∞ for all i.
Definition 4.12. A ⊆ X is I-M -compact if every I-maximizing sequence in A has a
convergent subsequence in A.
Remark 4.13. Clearly, compactness implies I-M -compactness. Also, I-M -compactness
coincides with M -compactness for I = IF in where IF in is the class of all finite subsets
of N.
Proposition 4.14. If I is a non-trivial admissible ideal in N then M -compactness and
I-M -compactness are equivalent.
Proof. Let S ⊂ be M -compact. Also let {xn}n∈N be an I-maximizing sequence in S.
Then there exists x0 ∈ X such that I-lim ‖xn − x0‖ = δ(x0, S). Then by Proposition
4.6, {xn}n∈N has a subsequence {xnk}k∈N such that ‖xnk − x0‖ → δ(x0, S) as k →∞.
Thus {xnk}k∈N is a maximizing sequence in S. So, by M -compactness {xnk}k∈N has a
convergent subsequence and hence {xn}n∈N has a convergent subsequence.
Conversely, let S is I-M -compact. Also, let {xn}n∈N be a maximizing sequence in S.
Then there exists x0 ∈ X such that ‖xn − x0‖ → δ(x0, S) as n→∞. Then by Remark
4.5, I-lim ‖xn − x0‖ = δ(x0, S). So, by I −M compactness, {xn}n∈N has a convergent
subsequence {xnk}k∈N. Hence S is M -compact. 
Proposition 4.15. If A is I-M -compact then A¯ is I-M -compact.
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Proof. Let {xn}n∈N be a I-maximizing sequence in A¯. Then there exists x ∈ X such
that ‖xn−x‖ is I-convergent to δ(x, A¯). Let ε > 0 .Then there exists sequence {yn}n∈N
in A such that ‖yn − xn‖ < ε2 ∀ n ∈ N. Now,∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ ≤ ∣∣∣‖yn − x‖ − ‖xn − x‖∣∣∣+ ∣∣∣‖xn − x‖ − δ(x, A¯)∣∣∣
=⇒
∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ < ε
2
+
∣∣∣‖xn − x‖ − δ(x,A)∣∣∣.
Then{
n ∈ N :
∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ ≥ ε} ⊆ {n ∈ N : ∣∣∣‖xn − x‖ − δ(x,A)∣∣∣ ≥ ε
2
}
∈ I,
=⇒
{
n ∈ N :
∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ ≥ ε} ∈ I.
Thus, {yn}n∈N is an I-maximizing sequence in A. Since A is I-M -compact so there
exists a subsequence {ynk}k∈N of {yn}n∈N such that ynk → y0 ∈ A as k →∞. So, there
exists k0 ∈ N such that ‖ynk − y0‖ < ε2 ∀ k ≥ k0. Thus, ∀k ≥ k0,
‖xnk − y0‖ ≤ ‖xnk − ynk‖+ ‖ynk − y0‖ <
ε
2
+
ε
2
< ε.
So, xnk → y0 (∈ A ⊆ A¯) as k →∞. Hence, A¯ is I-M -compact. 
Remark 4.16. Converse of the above Proposition is not true since M -compactness
and I −M compact coincide for admissible ideals and it is known that M -compactness
of A¯ may not imply M -compactness of A.
We now give an example to show that I-M -compact set may not be closed.
Example 4.17. We take I = IF in (class of all finite subsets of N). Then M -compact
coincides with I −M compact. Now since in R, [-1,0)∪(0,1] is M -compact so it is also
I −M compact but it is not closed.
Now in next two different examples, we show that in general, I-M -compactness and
M -compactness are two independent notions.
Example 4.18. Let A = [−1, 1] \ {0}, IM = 2M where M = {5, 6, 7, . . . }.
Define, {xn}n∈N in A as,
xn =
{
1 if n = 1, 2, 3, 4;
1
n if n ≥ 5.
Then |xn| = 1 ∀ n ∈ N \M and thus {|xn|}n∈N IM−converges to 1 = δ(0, A). So,
{|xn|}n∈N is IM−maximizing sequence in A . But clearly {|xn|}n∈N has no convergent
subsequence in A. But, A is M -compact. Let {xn}n∈N be a maximizing sequence in A.
Then there exists x ∈ R such that
|xn − x| → δ(x,A) = δ(x, A¯).
Thus {xn}n∈N is maximizing sequence in A¯. Since A¯ is compact then it is M -compact
and hence {xn}n∈N has a convergent subsequence {xnk}k∈N. So, let xnk → x0 ∈ A¯ as
k →∞. Now,
|xnk − x| → |x0 − x|.
So, |x0 − x| = δ(x, A¯). Since A is remotal, so there exists x1 ∈ A such that |x1 − x| =
δ(x,A) = δ(x, A¯). If possible let, x0 /∈ A. Then x0, x1 ∈ A¯ such that x0 6= x1 and
|x1−x| = δ(x, A¯) = |x0−x|. Thus, x = 0 [as the farthest point map, F (x, A¯) is singleton
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∀x 6= 0] and so {x0, x1} = {1,−1}. Thus, x0 = 1 or -1, which is a contradiction, since
1,−1 both in A. Thus x0 ∈ A and hence A is M -compact.
Example 4.19. Let A = [−1, 1), IP = 2P where P = {2, 4, 6, . . . }. Here A is not M -
compact. Indeed, {1− 1n}n∈N is a maximizing sequence for in A but it has no convergent
subsequence in A. But A is IP -M -compact. Let {xn}n∈N be a IP -maximizing sequence
in A. Then there exists x ∈ R such that |xn − x| is IP -convergent to δ(x,A). Thus,
|xn − x| = δ(x,A) ∀n /∈ P =⇒ |xn − x| = δ(x,A) ∀n ∈ {1, 3, 5, 7, . . . }. Claim, x ≥ 0.
If not, let x < 0. Then δ(x,A) = |x − 1|. Now, |xn − x| < |x − 1| = δ(x,A) , which
is a contradiction. So, our claim is true. Thus, δ(x,A) = |x− (−1)| = |x+ 1|. Hence,
|xn − x| = |x+ 1| and xn ∈ A ∀ n ∈ {1, 3, 5, 7, . . . } So, xn = −1 ∀ n ∈ {1, 3, 5, 7, . . . }.
So, {x2n+1}n∈N is a convergent subsequence of {xn}n∈N.
Remark 4.20. Example 4.19 also shows that there exists a set, namely, [−1, 1), which
is not closed as well as not M -compact but is I-M -compact. Also, In this case ideal
I 6= IF in.
5. A Variation
We introduce another form of compactness.
Definition 5.1. A ⊆ X is I-I-M -compact if every I-maximizing sequence in A has a
I-convergent subsequence in A.
Remark 5.2. From Remark 4.5 and Proposition 4.6, it is clear that if I is a non-trivial
admissible ideal on N thenM -compactness, I-M -compactness and I-I-M -compactness
are all equivalent.
Next, we give an example to show that compactness does imply I-I-M -compact.
Example 5.3. Let A = [−1, 1]. Clearly A is compact. Let, IM = 2M where M =
{5, 6, 7, . . . }. Define {xn}n∈N in A as,
xn =


1 if n = 1, 2,
−1 if n = 3, 4,
1
n if n ≥ 5.
Then {|xn|}n∈N is IM−convergent to 1 = δ(0, A). and so {xn}n∈N is IM -maximizing in
A.
Claim: {xn}n∈N has no IM -convergent subsequence in A. If not, let { xnk }k∈N be
an IM -convergent subsequence of {xn}n∈N which is IM -convergent to x. Then xnk =
x ∀ k ∈ N \M =⇒ xnk = x ∀ k = 1, 2, 3, 4, a contradiction, since {xn}n∈N cannot have
a subsequence of this form.
Remark 5.4. The above example also shows that I-M -compact does not imply I-I-
M -compact. Indeed, A = [−1, 1] is also I-M -compact.
Proposition 5.5. If A is I-I-M -compact then A¯ is I-I-M -compact.
Proof. Let {xn}n∈N be a I-maximizing sequence in A¯. Then there exists x ∈ X such
that ‖xn−x‖ is I-convergent to δ(x, A¯). Let ε > 0. Then there exists sequence {yn}n∈N
in A such that ‖yn − xn‖ < ε2 ∀ n ∈ N. Now,∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ ≤ ∣∣∣‖yn − x‖ − ‖xn − x‖∣∣∣+ ∣∣∣‖xn − x‖ − δ(x, A¯)∣∣∣
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=⇒
∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ < ε
2
+
∣∣∣‖xn − x‖ − δ(x,A)∣∣∣.
Then{
n ∈ N :
∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ ≥ ε} ⊆ {n ∈ N : ∣∣∣‖xn − x‖ − δ(x,A)∣∣∣ ≥ ε
2
}
∈ I,
=⇒
{
n ∈ N :
∣∣∣‖yn − x‖ − δ(x,A)∣∣∣ ≥ ε} ∈ I.
Thus, {yn}n∈N is I-maximizing in A. Since A is I-I-M -compact, so, there exists
a subsequence {ynk}k∈N of {yn}n∈N such that {ynk}k∈N is I-convergent to y0 ∈ A.
Now it can be verified that, {xnk}k∈N is I-convergent to y0 ∈ A ⊆ A¯ and hence A¯ is
I-I-M -compact. 
Remark 5.6. Converse of the above theorem is not be true as it is not true for M -
compact.
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