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1. Introduction
1.1. Background and the main results
Our work is mainly motivated by the recent work of Jaramillo and Nualart [9] who considered the
problem on the existence of collision of the eigenvalues of Gaussian orthogonal ensemble (GOE)
process and Gaussian unitary ensemble (GUE) process associated with Gaussian random fields.
Let N ∈ N be fixed and consider a centered Gaussian random field ξ = {ξ(t) : t ∈ RN+} defined
on a probability space (Ω,F ,P) with covariance given by
E [ξ(s)ξ(t)] = C(s, t),
for some non-negative definite function C : RN+ ×RN+ → R. Let {ξi,j , ηi,j : i, j ∈ N} be a family of
independent copies of ξ. For β ∈ {1, 2}, and d ∈ N with d ≥ 2 fixed, consider the following d × d
1
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matrix-valued process Xβ = {Xβi,j(t); t ∈ RN+ , 1 ≤ i, j ≤ d} with entries given by
Xβi,j(t) =

ξi,j(t) + ι1[β=2]ηi,j(t), i < j;√
2ξi,i(t), i = j;
ξj,i(t)− ι1[β=2]ηj,i(t), i > j.
(1.1)
Throughout this paper, we denote by ι =
√−1 the imaginary unit. Clearly, for every t ∈ RN+ ,Xβ(t)
is a real symmetric matrix for β = 1 and a complex Hermitian matrix for β = 2. In particular,
X1(t)/
√
C(t, t) belongs to GOE and X2(t)/
√
2C(t, t) belongs to GUE, respectively.
Let A1 be a real symmetric deterministic matrix and A2 be a complex Hermitian deterministic
matrix. Suppose that {λβ1 (t), · · · , λβd (t)} is the set of eigenvalues of
Y β(t) = Aβ +Xβ(t) (1.2)
for β = 1, 2.
For a = (a1, . . . , aN ), b = (b1, . . . , bN ) ∈ RN+ satisfying ai ≤ bi for 1 ≤ i ≤ N , let I = [a, b] be
the closed interval defined by
I = [a, b] =
N∏
j=1
[aj , bj] ⊆ RN+ . (1.3)
In this paper, we consider the following question on collisions of the eigenvalues of Xβ: for
k ∈ {2, 3, . . . , d}, when can
P
(
λβi1 (t) = · · · = λβik (t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
> 0 ? (1.4)
This question was first studied by Dyson in a pioneering and fundamental work [5] for N = β = 1,
k = 2, and ξ being a standard Brownian motion. Dyson proved that the eigenvalue processes
{λβi (t), t ≥ 0} (i = 1, . . . , d) satisfy a system of the Itoˆ stochastic differential equations with
non-smooth diffusion coefficients and never collide, i.e.,
P
(
λ1i (t) = λ
1
j (t) for some t > 0 and 1 ≤ i < j ≤ d
)
= 0. (1.5)
The stochastic process {(λβ1 (t), . . . , λβd (t)), t ≥ 0} is called the Dyson non-colliding Brownian
motion. For more information, see Anderson et al. [1]. Nualart and Pe´rez-Abreu [14] proved that
(1.5) still holds in the case where N = β = 1 and ξ is a Gaussian process with Ho¨lder continuous
paths of the order larger than 1/2; furthermore, it was also shown that the eigenvalues of a
symmetric random matrix associated with fractional Brownian motion with index H ∈ (1/2, 1)
satisfy a system of equations, which is an extension of Dyson’s SDEs to the case of fractional
Brownian motion. More recently, Jaramillo and Nualart [9] studied Question (1.4) for k = 2 and
Xβ (β = 1, 2) that are associated with a general class of Gaussian random fields. They provided
optimal sufficient condition in terms of the Bessel-Riesz capacity and a necessary condition in
terms of Hausdorff measure for (1.4) to hold with k = 2.
We also would like to mention some progress on the study of the eigenvalues of matrix-valued
processes driven by fractional Brownian motion. Pardo et al. [15] obtained high-dimensional con-
vergence in distribution for the empirical spectral measure of a scaled symmetric fractional Brow-
nian matrix, and the result was extended to centered Gaussian processes in Jaramillo et al. [10].
For a scaled fractional Wishart matrix, Pardo et al. [16] obtained SDEs for the eigenvalues, con-
ditions for non-collision of eigenvalues, and the high-dimensional convergence in distribution of
the empirical spectral measure. Recently, Song et al. [17] obtained high-dimensional convergence
for the empirical spectral measure of symmetric and Hermitian matrix processes whose entries
are generated from the solution of stochastic differential equation driven by fractional Brownian
motion with index H ∈ (1/2, 1).
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In the present paper, we aim to investigate the existence of multiple spectral collisions for
matrix-valued Gaussian processes. Note that for particle systems, it is natural and interesting to
investigate multiple collisions (see, e.g., [3, 7, 8]). Our main objective is to extend the work [9],
which dealt with the collision of two eigenvalues (k = 2 in (1.4)), to the collision of multiple
eigenvalues (k ≥ 2) case and also to determine for β ∈ {1, 2} the Hausdorff dimension of the set
Cβk of collision times:
Cβk = {t ∈ I : λβi1(t) = · · · = λ
β
ik
(t) for some 1 ≤ i1 < · · · < ik ≤ d}. (1.6)
The notions of Hausdorff measure, Hausdorff dimension, and capacity will be recalled in the
Appendix (Section 4). We refer to Falconer [6] or Mattila [13] for a systematic account on fractal
geometry and related topics.
We will assume that the associated Gaussian random field ξ = {ξ(t) : t ∈ RN+} satisfies the
same conditions as in [9]. Namely, let (H1, . . . , HN ) ∈ (0, 1)N be a constant vector. We assume
that the following conditions (A1) and (A2) hold:
(A1) There exist positive and finite constants c1, c2 and c3, such that E[ξ(t)
2] ≥ c1 for all t ∈ I,
and
c2
N∑
j=1
|sj − tj |2Hj ≤ E
[
(ξ(s)− ξ(t))2] ≤ c3 N∑
j=1
|sj − tj |2Hj
for all s = (s1, . . . , sN), t = (t1, . . . , tN ) ∈ I.
(A2) There exists a positive constant c4 such that for all s, t ∈ I,
Var [ξ(t)|ξ(s)] ≥ c4
N∑
j=1
|sj − tj |2Hj ,
where Var [ξ(t)|ξ(s)] denotes the conditional variance of ξ(t) given ξ(s).
As an example, we mention that if BH = {BH(t) : t ∈ RN+} is a fractional Brownian motion
with index H ∈ (0, 1) which is a centered Gaussian random field with covariance function
C(s, t) =
1
2
(‖s‖2H + ‖t‖2H − ‖s− t‖2H), ∀ s, t ∈ RN+ ,
where ‖ · ‖ is the Euclidean norm, then BH satisfies (A1) and (A2) with H1 = · · · = HN = H .
Conditions (A1) and (A2) allow Gaussian random field ξ = {ξ(t) : t ∈ RN+} to be anisotropic
in the sense that the behavior of ξ(t) may be different in different directions. Examples of such
Gaussian random fields include the Brownian sheet, fractional Brownian sheets, and the solution
to stochastic heat equation. See [19] for more examples and properties of Gaussian random fields
that satisfy (A1) and (A2).
The following are the main results of this paper. For the real-valued case, we have
Theorem 1.1. Let Y β (β = 1) be the matrix-valued process defined by (1.2) with eigenvalues
{λβ1 (t), . . . , λβd (t)}. The associated Gaussian random field ξ = {ξ(t) : t ∈ RN+} satisfies (A1) and
(A2). Then for any k ∈ {2, . . . , d} the following statements hold:
(i) If
∑N
j=1
1
Hj
< (k + 2)(k − 1)/2, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= 0.
(ii) If
∑N
j=1
1
Hj
> (k + 2)(k − 1)/2, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
> 0.
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(iii) If
∑N
j=1
1
Hj
> (k + 2)(k − 1)/2, then with positive probability, the Hausdorff dimension of
the set Cβk of collision times given in (1.6) is
dim
H
Cβk = min1≤ℓ≤N
{ ℓ∑
j=1
Hℓ
Hj
+N − ℓ−Hℓ (k + 2)(k − 1)
2
}
=
ℓ0∑
j=1
Hℓ0
Hj
+N − ℓ0 −Hℓ0
(k + 2)(k − 1)
2
,
(1.7)
where ℓ0 is the smallest ℓ such that
∑ℓ
j=1
1
Hj
> (k+2)(k−1)/2, i.e.,∑ℓ0−1j=1 1Hj ≤ (k+2)(k−1)2 <∑ℓ0
j=1
1
Hj
with the convention
∑0
j=1
1
Hj
:= 0.
To illustrate this theorem, we consider the special case of a symmetric matrix-valued process
Xβ associated with fBm BH .
Corollary 1.1. Let β = 1 and Y β be a matrix-valued process given in (1.2) associated with fBm
BH . Then for any k ∈ {2, . . . , d} the following hold:
(i) If N < (k + 2)(k − 1)H/2, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= 0.
(ii) If N > (k + 2)(k − 1)H/2, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
> 0.
(iii) If N > (k + 2)(k − 1)H/2, then with positive probability,
dimH Cβk = N −H
(k + 2)(k − 1)
2
.
The following are the results for the complex-valued case.
Theorem 1.2. Let Y β (β = 2) be the matrix-valued process defined by (1.2) with eigenvalues
{λβ1 (t), . . . , λβd (t)}. The associated Gaussian random field ξ = {ξ(t) : t ∈ RN+} satisfies (A1) and
(A2). Then for any k ∈ {2, . . . , d} the following statements hold:
(i) If
∑N
j=1
1
Hj
< k2 − 1, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= 0.
(ii) If
∑N
j=1
1
Hj
> k2 − 1, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
> 0.
(iii) If
∑N
j=1
1
Hj
> k2 − 1, then with positive probability, the Hausdorff dimension of the set Cβk
of collision times given in (1.6) is
dim
H
Cβk = min
1≤ℓ≤N
{ ℓ∑
j=1
Hℓ
Hj
+N − ℓ−Hℓ
(
k2 − 1)}
=
ℓ0∑
j=1
Hℓ0
Hj
+N − ℓ0 −Hℓ0
(
k2 − 1),
where ℓ0 is the smallest ℓ such that
∑ℓ
j=1
1
Hj
> k2 − 1.
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Corollary 1.2. Let β = 2 and Y β be a matrix-valued process given in (1.2) associated with fBm
BH . Then for any k ∈ {2, . . . , d} the following hold:
(i) If N < (k2 − 1)H, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= 0.
(ii) If N > (k2 − 1)H, then
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
> 0.
(iii) If N > (k2 − 1)H, then with positive probability,
dim
H
Cβk = N −H(k2 − 1).
Remark 1.1. In the cases when
∑N
j=1
1
Hj
= (k+2)(k−1)/2 in Theorem 1.1 and when∑Nj=1 1Hj =
k2 − 1 in Theorem 1.2, it is an open problem (except for the matrix-valued processes associated
with the Brownian sheet) whether there exist k eigenvalues of Y β (β = 1, 2) that coincide. This
is related to the problem on hitting probability of Gaussian random fields in critical dimensions,
which is still open in general. We refer to the seminal paper [11] for the resolution of the problem
for the Brownian sheet and to [4] for a solution of the problem on the hitting probability of a
singleton. We believe that there is no collision of k eigenvalues of Y β in the critical cases of∑N
j=1
1
Hj
= (k + 2)(k − 1)/2 (β = 1) and ∑Nj=1 1Hj = k2 − 1 (β = 2), respectively. However,
a rigorous proof would have to rely on new methods that are different from those in the present
paper. We plan to study this problem in a subsequent project.
1.2. Notations and preliminaries
In this subsection, we introduce some notations and preliminaries on matrices that will be used
in the proofs.
For a vector space Rm or Cm, let ‖ · ‖ be the Euclidean norm and 〈·, ·〉 be the corresponding
inner product. For a metric space X , we denote by Br(x) the open ball centered at x ∈ X with
radius r. We also denote by D(d) the set of diagonal real matrices of dimension d. For a matrix A,
denote by A∗ the conjugate of the transpose of A. We also denote by A∗,j the j-th column of A.
If A is a square matrix, then we denote by Spec(A) the spectrum of A, i.e. the set of eigenvalues
of A. We also denote by EAλ the eigenspace associated with λ ∈ Spec(A).
We denote by S(d) and H(d) the set of real symmetric d × d matrices and the set of complex
Hermitian d×d matrices, respectively. By the canonical identification, an element x ∈ Rd(d+1)/2 is
considered the same as x˜ = {x˜i,j , 1 ≤ i, j ≤ d} ∈ S(d) with x˜i,j = xi(2d−i+1)/2−d+j , 1 ≤ i ≤ j ≤ d,
or equivalently, a symmetric matrix
x˜ =

x˜11 x˜12 · · · x˜1d
x˜12 x˜22 · · · x˜2d
. . . . . . . . . . . .
x˜1d x˜2d · · · x˜dd

can be viewed as a (unique) row vector (x1, x2, . . . , xd(d+1)/2) = (x˜11, . . . , x˜1d, x˜22, . . . , x˜2d, . . . , x˜dd).
In a similar way, one can identify x ∈ Rd2 with x˜ ∈ H(d) whose entries are
x˜i,j =
{
x(i−1)(2d−i+2)/2+1, i = j,
x(i−1)(2d−i+2)/2+1+j−i + ιxd(d+1)/2+(i−1)(2d−i)/2+j−i, i < j,
J. Song, Y. Xiao & W. Yuan/Collision of multiple eigenvalues 6
or equivalently, a Hermitian matrix
x˜ =

x˜11 x˜12 · · · x˜1d
x˜12 x˜22 · · · x˜2d
. . . . . . . . . . . .
x˜1d x˜2d · · · x˜dd

can be understood as a (unique) row vector
(x1, x2, . . . , xd2)
=
(
x˜11,Re(x˜12), . . . ,Re(x˜1d), x˜22,Re(x˜23), . . . ,Re(x˜2d), . . . , x˜dd,
Im(x˜12), . . . , Im(x˜1d), Im(x˜23), . . . , Im(x˜(d−1)d)
)
.
Throughout the paper, for a vector x in Rd(d+1)/2 (Rd
2
, resp.), the symbol x˜ means the corre-
sponding matrix in S(d) (H(d), resp.). We now introduce some other notations.
For a vector x in Rd(d+1)/2 or Rd
2
, let Ei(x) be the i-th smallest eigenvalue of x˜. Then Ei(x)
is a continuous function of x for each i ∈ {1, . . . , d}, noting that (E1(x), . . . , Ed(x)) are ordered
roots of the characteristic polynomial of x˜.
For k ∈ {1, . . . , d}, define
S(d; k) = {x ∈ Rd(d+1)/2| Ei+1(x) = Ei+2(x) = · · · = Ei+k(x), for some 0 ≤ i ≤ d− k} (1.8)
and
H(d; k) = {x ∈ Rd2 | Ei+1(x) = Ei+2(x) = · · · = Ei+k(x), for some 0 ≤ i ≤ d− k}. (1.9)
Due to the canonical identification between vectors and matrices mentioned above, we also regard
the set S(d; k) (H(d; k), reps.) of vectors as the set of d×d symmetric (Hermitian, resp.) matrices,
each element of which has at least k identical eigenvalues.
For m, n ∈ N, let Rm×n (Cm×n, resp.) be the space of m × n real (complex, resp.) matrices,
and we take the Frobenius norm, i.e., for A ∈ Cm×n,
‖A‖ =
( m∑
i=1
n∑
j=1
|Aij |2
)1/2
. (1.10)
Thus ‖A‖ is just the Euclidean norm of A, if we consider A as a vector of size m · n.
For l ∈ {0, 1, . . . , d− 1}, define
O(d; l) = {A ∈ Rd×(d−l) : A∗A = Id−l}, (1.11)
and
U(d; l) = {A ∈ Cd×(d−l) : A∗A = Id−l}, (1.12)
recalling that A∗ is the conjugate of the transpose of A. In particular, for the case l = 0, we denote
O(d) = O(d; 0) and U(d) = U(d; 0), which are the set of d× d orthogonal matrices and the set of
d× d unitary matrices, respectively.
By the regular level set theorem ([18, Theorem 9.9], [9, Theorem 4.2]), one can show that (see,
e.g., [9, page 7])O(d; l) is a smooth submanifold of Rd(d−l) of dimension d(d−l)− 12 (d−l)(d−l+1) =
1
2 [d(d − 1) − l(l − 1)] and U(d; l) is a smooth submanifold of Cd(d−l) ∼= R2d(d−l) of dimension
2d(d− l)− (d− l)2 = d2 − l2, and therefore,
O(d; l) ∼= R 12 [d(d−1)−l(l−1)]; U(d; l) ∼= Rd2−l2 , for l ∈ {0, 1, . . . , d− 1}.
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2. The real case: proof of Theorem 1.1
In this section, we deal with the matrix (1.1) for β = 1 and prove Theorem 1.1.
First, we provide an upper bound for the dimension of S(d; k) given in (1.8). It is clear that the
set S(d) = S(d; 1) of d×d real symmetric matrices has dimension d(d+1)/2. For the dimension of
S(d; k), k = 1, . . . , d, the upper bound 12 [d(d+1)− k(k+1)]+ 1 is a direct consequence of Lemma
2.1 below. Note that this result was obtained in [9, Proposition 4.5] for the case k = 2.
Lemma 2.1. (i) Fix k ∈ {1, . . . , d − 1}. Let ∆ : Rd−k+1 → D(d) be a function that maps each
vector u = (u1, . . . , ud−k+1) ∈ Rd−k+1 to a d× d diagonal matrix ∆(u) with entries given by
∆i,i(u) =
{
ui, 1 ≤ i ≤ d− k;
ud−k+1, d− k + 1 ≤ i ≤ d.
(2.1)
Then there exists a compactly supported smooth function Γ : R
1
2 [d(d−1)−k(k−1)] → Rd×d, such that
the mapping
G : Rd−k+1 × R 12 [d(d−1)−k(k−1)] → S(d)
given by
G(u, v) = Γ(v)∆(u)Γ(v)∗, (u, v) ∈ Rd−k+1 × R 12 [d(d−1)−k(k−1)], (2.2)
satisfies
S(d; k) ⊆
{
x ∈ Rd(d+1)/2 : x˜ ∈ Im(G)
}
, (2.3)
where Im(G) is the image of the mapping G.
(ii) If k = d, the dimension of S(d; d) is 1.
Proof. It is easier to prove (ii). If k = d, then S(d; d) consists of all symmetric matrices whose
eigenvalues are all the same, and S(d; d) has dimension 1.
Next we prove (i). For k ∈ {1, . . . , d − 1}, we will follow the approach used in the proof of
[9, Proposition 4.5], which is based on the Gram-Schmidt orthonormalisation applied to manifolds.
For ǫ > 0, let I
(k)
ǫ denote the following open interval
I(k)ǫ = (−ǫ, ǫ)
1
2 [d(d−1)−k(k−1)] . (2.4)
Recall that O(d; k) is defined in (1.11). For an arbitrary fixed matrix A ∈ O(d; k), the columns
{A∗,1, . . . , A∗,d−k} of A are orthonormal, and hence we can extend them to an orthonormal basis of
Rd. Thus, there exists an orthogonal matrix Aˆ ∈ O(d), such that Aˆ∗,j = A∗,j for all 1 ≤ j ≤ d−k.
Also recalling (Section 1.2) thatO(d; k) is a smooth manifold of dimension 12 [d(d−1)−k(k−1)],
by the definition of chart (see e.g. [18, Definition 5.1]), there exists a neighbourhood U(A) of A in
O(d; k) such that U(A) is smoothly diffeomorphic to I
(k)
ǫ . Namely, we can choose 0 < δ <
1
4d such
that there exists a positive number ǫ (which may depend on A) and a smooth diffeomorphism
φ : I(k)ǫ → U(A) ⊂ O(d; k) ∩Bδ(A) (2.5)
satisfying φ(0) = A. Here Bδ(A) is the the open ball with radius δ centered at A in the space
Rd×(d−k) of d × (d − k) matrices under the Frobenius norm ‖ · ‖ given by (1.10). Thus, for any
matrix B ∈ U(A), we have ‖A − B‖ < δ, and hence ‖Aˆ∗,j − B∗,j‖ = ‖A∗,j − B∗,j‖ < δ for
1 ≤ j ≤ d− k. Furthermore,∣∣∣∣∣∣
∥∥∥∥∥Aˆ∗,d−k+1 −
d−k∑
j=1
〈B∗,j , Aˆ∗,d−k+1〉B∗,j
∥∥∥∥∥− 1
∣∣∣∣∣∣
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=
∣∣∣∣∣∣
∥∥∥∥∥Aˆ∗,d−k+1 −
d−k∑
j=1
〈B∗,j , Aˆ∗,d−k+1〉B∗,j
∥∥∥∥∥−
∥∥∥∥∥Aˆ∗,d−k+1 −
d−k∑
j=1
〈Aˆ∗,j , Aˆ∗,d−k+1〉Aˆ∗,j
∥∥∥∥∥
∣∣∣∣∣∣
≤
∥∥∥∥∥∥
d−k∑
j=1
〈B∗,j , Aˆ∗,d−k+1〉B∗,j −
d−k∑
j=1
〈Aˆ∗,j , Aˆ∗,d−k+1〉Aˆ∗,j
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
d−k∑
j=1
〈B∗,j , Aˆ∗,d−k+1〉(B∗,j − Aˆ∗,j)
∥∥∥∥∥∥+
∥∥∥∥∥∥
d−k∑
j=1
〈B∗,j − Aˆ∗,j , Aˆ∗,d−k+1〉Aˆ∗,j
∥∥∥∥∥∥
≤ 2(d− k)δ < 1
2
.
In the above we have used the orthonormality of the family {Aˆ∗,i}1≤i≤d as well as the triangle
inequality. Hence, we can see that ‖Aˆ∗,d−k+1 −
∑d−k
j=1 〈φ∗,j(v), Aˆ∗,d−k+1〉φ∗,j(v)‖ is bounded away
from zero for all v ∈ I(k)ǫ , where φ∗,j(v) is the j-th column vector of φ(v) for j = 1, . . . , d − k.
Thus, the following mapping, for v ∈ I(k)ǫ ,
ϕk−1(v) =
Aˆ∗,d−k+1 −
∑d−k
j=1 〈φ∗,j(v), Aˆ∗,d−k+1〉φ∗,j(v)
‖Aˆ∗,d−k+1 −
∑d−k
j=1 〈φ∗,j(v), Aˆ∗,d−k+1〉φ∗,j(v)‖
(2.6)
is well-defined and smooth. Note that ‖ϕk−1 − Aˆ∗,d−k+1‖ could be arbitrarily small as δ goes to
0. Hence, similarly, the mappings, for 0 ≤ l ≤ k − 2 and v ∈ I(k)ǫ ,
ϕl(v) =
Aˆ∗,d−l −
∑k−1
i=l+1〈ϕi(v), Aˆ∗,d−l〉ϕi(v)−
∑d−k
j=1 〈φ∗,j(v), Aˆ∗,d−l〉φ∗,j(v)
‖Aˆ∗,d−l −
∑k−1
i=l+1〈ϕi(v), Aˆ∗,d−l〉ϕi(v)−
∑d−k
j=1 〈φ∗,j(v), Aˆ∗,d−l〉φ∗,j(v)‖
(2.7)
are well-defined and smooth, if δ is taken sufficiently small. Note that (2.6) is included in (2.7) as
the case l = k−1. By the construction (the Gram-Schmidt orthonomalization), one can verify that
the family of vectors {φ∗,1(v), . . . , φ∗,d−k(v), ϕk−1(v), . . . , ϕ0(v)} are orthonormal for all v ∈ I(k)ǫ .
Therefore, we may construct a smooth function
Γ : R
1
2 [d(d−1)−k(k−1)] → Rd×d
with compact support such that for v ∈ I(k)ǫ
Γ∗,j(v) =
{
φ∗,j(v), 1 ≤ j ≤ d− k,
ϕd−j(v), d− k + 1 ≤ j ≤ d.
(2.8)
Recall that φ in (2.5) is a diffeomorphism, and the set
UΓ(A) =
{
(Γ∗,1(v), . . . ,Γ∗,d−k(v)) : v ∈ I(k)ǫ
}
= φ(I(k)ǫ ) = U(A) (2.9)
is an open subset of O(d; k) containing A. Hence, the collection of the sets {UΓ(A) : A ∈ O(d; k)}
forms an open cover for O(d; k).
Due to the compactness of O(d; k), one can find a finite number of open covers {UΓ(i)(Ai), i =
1, . . . ,M} of the form of (2.9) for some M ∈ N, such that
O(d; k) =
M⋃
i=1
UΓ(i)(Ai), (2.10)
where A1, . . . , AM are distinct matrices in O(d; k), Γ
(1), . . . ,Γ(M) are smooth mappings of the
form (2.8) supported in the intervals I
(k)
ǫ1 , . . . , I
(k)
ǫM respectively, and
UΓ(i)(Ai) =
{(
Γ
(i)
∗,1(v), . . . ,Γ
(i)
∗,d−k(v)
)
: v ∈ I(k)ǫi
}
.
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For 1 ≤ i ≤M , we define mappings G(i) : Rd−k+1 × I(k)ǫi → S(d) by
G(i)(u, v) = Γ(i)(v)∆(u)Γ(i)(v)∗,
for v ∈ I(k)ǫi and u ∈ Rd−k+1.
For an arbitrary fixed x ∈ S(d; k), we have the decomposition x˜ = QDQ∗ for some Q ∈ O(d)
and D ∈ D(d). We assume that the last k eigenvalues are the same, i.e., Dd−k+1,d−k+1 =
· · · = Dd,d, by rearranging the diagonal of D and the columns of Q if necessary. Note that
the matrix (Q∗,1, . . . , Q∗,d−k) ∈ O(d; k). Thus by (2.10), there exists i0 ∈ {1, . . . ,M} such that
(Q∗,1, . . . , Q∗,d−k) ∈ UΓ(i0)(Ai0 ), and hence one can find v ∈ I(k)ǫi0 such that (Q∗,1, . . . , Q∗,d−k) =
(Γ
(i0)
∗,1 (v), . . . ,Γ
(i0)
∗,d−k(v)). By the construction (2.8), both {Γ(i0)∗,1 (v), . . . ,Γ(i0)∗,d (v)} and {Q∗,1, . . . , Q∗,d}
are orthonormal bases of Rd with the first d−k vectors coinciding, and hence {Γ(i0)∗,1 (v), . . . ,Γ(i0)∗,d (v)}
also forms a basis of eigenvectors for x˜.
Let u = (D1,1, . . . , Dd−k+1,d−k+1) ∈ Rd−k+1 then D = ∆(u). Thus, x˜ has the decomposition
x˜ = Γ(i0)(v)∆(u)Γ(i0)(v)∗ = G(i0)(u, v).
Since x ∈ S(d; k) is arbitrarily chosen, we conclude that
S(d; k) ⊆
{
x ∈ Rd(d+1)/2 : x˜ ∈
M⋃
l=1
Im(G(l))
}
.
Finally, let ǫ = max{ǫ1, . . . , ǫM}, then for any smooth function Γ supported on I(k)3Mǫ satisfying
Γ(y) = Γ(j+1) (y − (3jǫ, 0, . . . , 0)) ,
for y ∈ Bǫ (3jǫ, 0, . . . , 0) ⊆ R 12 [d(d−1)−k(k−1)] for some j ∈ {0, 1, . . . ,M − 1}, the mapping G
defined by (2.2) satisfies (2.3).
Consider S(d; k) defined in (1.8) as the set of d × d symmetric matrices which have at least
k identical eigenvalues. The following lemma, which is an extension of [9, Lemma 4.3], claims
that the eigenvectors of matrices in S(d; k) are continuous at the matrices with d− k + 1 distinct
eigenvalues.
Lemma 2.2. Fix k ∈ {1, . . . , d}. Let A ∈ S(d; k) be a symmetric matrix with decomposition
A = PDP ∗ for some P ∈ O(d) and D ∈ D(d), such that |Spec(A)| = d − k + 1. Then for any
ǫ > 0, there exists δ > 0, such that for all B ∈ S(d; k) satisfying
max
1≤i,j≤d
|Ai,j −Bi,j | < δ,
we have |Spec(B)| = d − k + 1, and there exists a spectral decomposition B = QFQ∗, where
Q ∈ O(d) and F ∈ D(d) satisfy
max
1≤i≤d
|Di,i − Fi,i| < ǫ, max
1≤i,j≤d
|Qi,j − Pi,j | < ǫ. (2.11)
Proof. The proof of this lemma is similar to that of [9, Lemma 4.3]. We include it for the reader’s
convenience.
The first inequality of (2.11), which describes the continuity of the eigenvalues, follows directly
from the continuity of the functions E1, . . . , Ed which are introduced in Section 1.2. The second
inequality of (2.11) claims that eigenvectors, considered as functions of matrices in S(d; k), are
continuous at A ∈ S(d; k) with Spec(A) = d − k + 1. The key idea to prove this is to represent
eigenprojections as matrix-valued Cauchy integrals.
Noting that A ∈ S(d; k) and |Spec(A)| = d− k + 1, without loss of generality we assume
D1,1 < · · · < Dd−k+1,d−k+1 = · · · = Dd,d. (2.12)
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For i = 1, . . . , d−k+1, let CAi ⊆ C\Spec(A) be any smooth closed curve around Di,i and denote
by IAi the closure of the interior of CAi . We can choose the curves {CAi : 1 ≤ i ≤ d − k + 1} with
sufficiently small diameters so that IA1 , . . . , IAd−k+1 are disjoint. For simplicity, let CAi = CAd−k+1
and IAi = IAd−k+1 for d− k + 1 < i ≤ d.
For δ > 0, we define
Uδ =
{
B ∈ S(d; k) : max
1≤i,j≤d
|Ai,j −Bi,j | < δ
}
.
By the continuity of the functions E1, . . . , Ed−k+1 and (2.12), there exists δ > 0, such that for all
B ∈ Uδ, we have E1(B) < · · · < Ed−k+1(B) and Ei(B) ∈ IAi for 1 ≤ i ≤ d − k + 1. Noting that
Uδ ⊆ S(d; k), we have
E1(B) < · · · < Ed−k+1(B) = · · · = Ed(B), ∀B ∈ Uδ, (2.13)
and
Ei(B) ∈ IAi , ∀B ∈ Uδ, 1 ≤ i ≤ d. (2.14)
For i = 1, . . . , d, define the mappings ΘAi : Uδ → S(d) by the following matrix-valued Cauchy
integrals:
ΘAi (B) =
1
2πι
∮
CAi
(ζId −B)−1dζ .
Then they are continuous with respect to B for B ∈ Uδ. By [12, page 200, Theorem 6], the matrix
ΘAi (B) is a projection over the sum of the eigenspaces associated with eigenvalues of B that
are inside IAi . Hence, by (2.13) and (2.14), ΘAi (B) is a projection over the eigenspace EBEi(B) for
1 ≤ i ≤ d, noting that IA1 , . . . , IAd−k+1 are disjoint.
For 1 ≤ j ≤ d− k, we define
wj =
ΘAj (B)P∗,j∥∥ΘAj (B)P∗,j∥∥ , (2.15)
which clearly are unit eigenvectors of Ej(B) = Fj,j for j = 1, . . . , d − k, noting that the matrix
ΘAj (B) is a projection over EBEj(B). For d− k + 1 ≤ j ≤ d, we define iteratively for B ∈ Uδ with δ
being sufficiently small, by applying the Gram-Schmidt orthonormalizing process to the linearly
independent set
{
ΘAd−k+1(B)P∗,d−k+1, · · · ,ΘAd (B)P∗,d
}
:

wd−k+1 =
ΘAd−k+1(B)P∗,d−k+1∥∥ΘAd−k+1(B)P∗,d−k+1∥∥ ,
wj =
ΘAj (B)P∗,j∥∥ΘAj (B)P∗,j∥∥ −∑j−1i=d−k+1
〈 ΘAj (B)P∗,j
‖ΘAj (B)P∗,j‖
, wi
〉
wi∥∥∥∥ ΘAj (B)P∗,j‖ΘAj (B)P∗,j‖ −∑j−1i=d−k+1
〈 ΘAj (B)P∗,j
‖ΘAj (B)P∗,j‖
, wi
〉
wi
∥∥∥∥
, j = d− k + 2, . . . , d,
(2.16)
which are unit eigenvectors of Ej(B) = Fj,j = Fd−k+1,d−k+1 for j = d− k + 1, . . . , d, noting that
EBEd−k+1(B) = · · · = EBEd(B) is a k-dimensional vector space.
Recall that ΘAj (B) is a continuous function of B for B ∈ Uδ with δ sufficiently small and that
ΘAj (A)P∗,j = P∗,j , for all 1 ≤ j ≤ d. Also note that the inner product 〈u, v〉 is a continuous
function of (u, v), and hence ωj , j = 1, . . . , d, defined by (2.15) and (2.16) are continuous functions
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of B in a sufficiently small neighborhood Uδ of A. Thus, for any ǫ > 0, one can find a sufficiently
small positive constant δ, such that for all B ∈ Uδ,
max
1≤j≤d
‖P∗,j − wi‖ < ǫ.
Thus if we denote the matrix Q = [ω1, . . . , ωd], then B = QFQ∗ and the the second inequality of
(2.11) is satisfied. The proof is concluded.
The following result is an extension of [9, Proposition 4.7], and it shows that (12 [d(d+1)−k(k+
1)] + 1) is an optimal upper bound for the dimension of S(d; k).
Lemma 2.3. Let k ∈ {1, . . . , d}. For x0 ∈ S(d; k) with |Spec(x˜0)| = d− k+1, there exists δ0 > 0
such that S(d; k) ∩Bδ0(x0) is a (12 [d(d+ 1)− k(k + 1)] + 1)-dimensional manifold. In particular,
S(d; k) ∩Bδ0(x0) has positive (12 [d(d+ 1)− k(k + 1)] + 1)-dimensional Lebesgue measure.
Proof. The result is obvious if k = d. Now we prove for the case k ∈ {1, . . . , d− 1}.
Let P ∈ O(d) andD ∈ D(d) such that x˜0 has the decomposition x˜0 = PDP ∗. Since x0 ∈ S(d; k)
and |Spec(x˜0)| = d−k+1, we assume without loss of generality thatD1,1 < · · · < Dd−k+1,d−k+1 =
· · · = Dd,d.
Denote by A ∈ O(d; k) the matrix obtained from P by deleting the last k columns. For ǫ > 0,
recall that I
(k)
ǫ is defined in (2.4). Then similar to the proof of Lemma 2.1, one can show the
orthogonality of the vectors φ∗,1(v), . . . , φ∗,d−k(v), ϕk−1(v), . . . , ϕ0(v), where φ : I
(k)
ǫ → O(d; k) ∩
Bγ(A) with γ ∈ (0,
√
2/2) being sufficiently small is a diffeomorphism and {ϕj , j = 0, . . . , k − 1}
are smooth functions given by (2.7). Define G¯ : Rd−k+1 × I(k)ǫ → S(d; k) by
G¯(u, v) = Γ(v)∆(u)Γ(v)∗,
where Γ : I
(k)
ǫ → O(d) is given in (2.8). In particular, recall that φ(0) = A and hence x˜0 = G(u0, 0)
where u0 ∈ Rd−k+1 consists of the d− k + 1 distinct eigenvalues of x˜0.
To show that the manifold S(d; k) ∩Bδ0(x0) has dimension 12 [d(d+ 1)− k(k + 1)] + 1 and has
positive (12 [d(d+1)−k(k+1)]+1)-dimensional Lebesgue measure, it is sufficient to show that there
exist open sets U ⊆ Rd−k+1 × I(k)ǫ and V ⊆ S(d; k) ∩Bδ0(x0), such that the map G¯|U : U → V is
a homeomorphism.
Let
r0 =
1
2
min
µ,λ∈Spec(x˜0)
µ6=λ
|µ− λ|. (2.17)
By Lemma 2.2, for some fixed γ0 ∈ (0, γ), there exists δ0 such that for each x ∈ S(d; k)∩Bδ0(x0),
it has the decomposition x˜ = QEQ∗ with Q ∈ O(d) ∩Bγ0(P ) and E ∈ D(d) ∩Br0(D).
Let uj = Ejj for j = 1, . . . , d and denote u = (u1, . . . , ud−k+1) ∈ Rd−k+1. Then by the
definition (2.17) of r0 and the fact E ∈ D(d) ∩ Br0(D), we have u1 < u2 < · · · < ud−k+1 =
· · · = ud. Furthermore, for the eigenvectors associated with the d − k non-repeated eigenvalues,
(Q∗,1, . . . , Q∗,d−k) belongs to O(d; k) ∩Bγ0(A) noting that Q ∈ O(d) ∩Bγ0(P ). Thus, as in the
proof of Lemma 2.1, there exists v ∈ I(k)ǫ such that φ(v) = (Q∗,1, . . . , Q∗,d−k), and by (2.8) we can
construct {Γ∗,1(v), . . . ,Γ∗,d(v)} as an orthonormal basis of eigenvectors of x˜. Therefore we have
the following representation
x˜ = Γ(v)∆(u)Γ(v)∗ = G¯(u, v). (2.18)
Now we choose V = S(d; k)∩Bδ0 (x0) and U = G¯−1(V ). Then G¯|U is surjective. The continuity
of the mapping G¯ implies that U is open in Rd−k+1 × I(k)ǫ . To show G¯|U is a homeomorphism, it
suffices to show the following conditions are satisfied:
(a1) G¯|U is injective;
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(a2) G¯−1 is continuous over V .
First we show that G¯ : U → S(d; k)∩Bδ0(x0) is injective. Suppose that for x ∈ S(d; k)∩Bδ0 (x0),
it has the following spectral decompositions,
x˜ = Γ(v)∆(u)Γ(v)∗ = Γ(v′)∆(u′)Γ(v′)∗.
We aim to show that (u, v) = (u′, v′).
Denote u′ = (u′1, . . . , u
′
d−k+1). If ui 6= u′i for some 1 ≤ i ≤ d − k, then the corresponding unit
eigenvectors Γ∗,i(v) = φ∗,i(v) and Γ∗,i(v
′) = φ∗,i(v
′) belong to different eigenspaces and hence are
orthogonal, therefore, ‖φ∗,i(v) − φ∗,i(v′)‖ =
√
2. However, recall φ : I
(k)
ǫ → O(d; k) ∩Bγ(A) with
γ <
√
2/2, and this implies that for 1 ≤ i ≤ d− k,
‖φ∗,i(v)− φ∗,i(v′)‖ ≤ ‖φ∗,i(v) −A∗,i‖+ ‖φ∗,i(v′)−A∗,i‖ < 2γ <
√
2.
This is a contradiction, and hence ui = u
′
i for 1 ≤ i ≤ d − k, which further implies that u = u′
noting that the set of d− k + 1 eigenvalues are uniquely determined by x˜.
Thus, the two unit vectors φ∗,i(v) and φ∗,i(v
′) belong to the same 1-dimensional eigenspace E x˜ui
for 1 ≤ i ≤ d− k, and hence φ∗,i(v′) ∈ {φ∗,i(v),−φ∗,i(v)}. This implies that φ∗,i(v) = φ∗,i(v′) for
1 ≤ i ≤ d − k, i.e., φ(v) = φ(v′), noting that ‖φ∗,i(v) − φ∗,i(v′)‖ <
√
2. Therefore, v = v′ since φ
is a diffeomorphism.
Now we show that the condition (a2) is satisfied. Consider any sequence {xn}n∈N ⊆ V , such that
limn→∞ xn = x ∈ V . Let (un, vn) = G¯−1(xn) ∈ Rd−k+1×I(k)ǫ and (u, v) = G¯−1(x) ∈ Rd−k+1×I(k)ǫ ,
and thus
xn = Γ(vn)∆(un)Γ(vn)
∗, x = Γ(v)∆(u)Γ(v)∗.
By the continuity of the functions E1, . . . , Ed which map the matrices to their eigenvalues in
ascending order, it is clear that
lim
n→∞
un = u. (2.19)
By the definition of V and Γ, φ(un) ∈ O(d; k) ∩Bγ0(A). Recalling that φ : I(k)ǫ → O(d; k) ∩
Bγ(A) is a diffeomorphism and that 0 < γ0 < γ, the set K = φ
−1(O(d; k) ∩Bγ0(A)) ⊆ I(k)ǫ is
compact, which implies the sequential compactness of the sequence {vn}n∈N. Let v′ be a limit
point of the sequence, then there exists a subsequence {vmn}n∈N, such that limn→∞ vmn = v′. By
the continuity of the mappings Γ and ∆, we have
x = lim
n→∞
xmn = lim
n→∞
Γ(vmn)∆(umn)Γ(vmn)
∗ = Γ(v′)∆(u)Γ(v′)∗.
Hence, we have, for i = 1, . . . , d, Γ∗,i(v
′) ∈ E x˜∆i,i(u). Since ∆(u) ∈ Br0(D), we have ∆1,1(u) < · · · <
∆d−k+1,d−k+1(u), which implies that the eigenspace E y˜∆i,i(u) is 1-dimensional for 1 ≤ i ≤ d − k.
Then similarly to the proof of (a1), using the fact that both φ(v) and φ(v′) belong to Bγ(A) with
γ <
√
2/2, one can show that φ(v) = φ(v′), and hence v = v′ noting that φ is a diffeomorphism.
This implies
lim
n→∞
vn = v, (2.20)
since an arbitrary subsequence of {vn, n ∈ N} has a subsequence which converges to the common
limit v.
By (2.19) and (2.20), we obtain the continuity of the map G¯−1 and (a2) is proved. The proof
is concluded.
Now we are ready to prove Theorem 1.1.
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Proof of Theorem 1.1. We first prove Part (i). By Lemma 2.1, there exists a smooth map
G : R
1
2 [d(d+1)−(k+2)(k−1)] → S(d)
such that S(d; k) ⊆ Im(G). As a consequence, the Hausdorff dimension of S(d; k) is at most
1
2 [d(d+ 1)− (k + 2)(k − 1)].
Notice that, recalling that β = 1,
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= P
(
Y β(t) ∈ S(d; k) for some t ∈ I)
= P
(
Xβ(t) ∈ (S(d; k)−Aβ) for some t ∈ I)
≤ P (Xβ(t) ∈ (Im(G)− Aβ) for some t ∈ I)
= P
(
Xβ(I) ∩ (Im(G)−Aβ) 6= ∅) .
(2.21)
By applying Lemma 4.2 to the last term in (2.21), we see that
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
≤ c6Hd(d+1)/2−Q
(
Im(G)−Aβ)
= c6Hd(d+1)/2−Q (Im(G))
= 0,
where Q =
∑N
j=1
1
Hj
. In the above, the first equality follows from the translation invariance of
Hausdorff measure and the second equality follows from the fact that d(d + 1)/2 −Q > 12 [d(d +
1)− (k + 2)(k − 1)]. This proves (i) in Theorem 1.1.
Next, we prove Part (ii). We choose x0 ∈ S(d; k) satisfying Spec(x˜0) = d − k + 1. By Lemma
2.3, there exists δ0 > 0, such that S(d; k) ∩Bδ0(x0) is a 12 [(d(d+ 1)− (k + 2)(k − 1)]-dimensional
manifold. Then, similarly to (2.21), we have
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= P
(
Xβ(t) ∈ (S(d; k)−Aβ) for some t ∈ I)
≥ P (Xβ(t) ∈ (S(d; k) ∩Bδ0(x0)−Aβ) for some t ∈ I)
= P
(
Xβ(I) ∩ (S(d; k) ∩Bδ0(x0)−Aβ) 6= ∅)
≥ c5Cd(d+1)/2−Q(S(d; k) ∩Bδ0(x0)−Aβ)
= c5Cd(d+1)/2−Q(S(d; k) ∩Bδ0(x0)) > 0.
In the above, we have used the lower bound on hitting probability in Lemma 4.2 and the last step
follows from the fact that d(d + 1)/2−Q < d(d+ 1)/2− (k + 2)(k − 1)/2.
Finally, we prove Part (iii) by applying Lemma 4.3. Notice that
Cβk = (Y β)−1(S(d; k)) ⊆ (Xβ)−1
(
Im(G) −Aβ),
where (Y β)−1(B) = {t : Y β(t) ∈ B} denotes the inverse image of B under the mapping Y β . By
applying Part (a) of Lemma 4.3 with B = Im(G)−Aβ we have
dim
H
Cβk ≤ min1≤ℓ≤N
{ ℓ∑
j=1
Hℓ
Hj
+N − ℓ−Hℓ (k + 2)(k − 1)
2
}
a.s. (2.22)
On the other hand, for any x0 ∈ S(d; k) with with |Spec(x˜0)| = d−k+1, let Bδ0(x0) be the open
ball in Lemma 2.3. Since
Cβk ⊇ (Y β)−1(S(d; k) ∩Bδ0(x0)) = (Xβ)−1
(
S(d; k) ∩Bδ0(x0)−Aβ
)
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and the Lebesgue measure on S(d; k) ∩Bδ0(x0)− Aβ satisfies condition (4.1). It follows from (b)
of Lemma 4.3 that with positive probability,
dimH Cβk ≥ min1≤ℓ≤N
{ ℓ∑
j=1
Hℓ
Hj
+N − ℓ−Hℓ (k + 2)(k − 1)
2
}
. (2.23)
Thus the first equality in (1.7) follows from (2.22) and (2.23). The second equality in (1.7) is
elementary and can be verified directly. This finishes the proof of Theorem 1.1.
3. The complex case: proof of Theorem 1.2
In this section, we consider the matrix (1.1) for the case β = 2 and we develop our results following
the idea of [9].
Lemma 3.1. For every A ∈ U(d; k), there exists a constant δ > 0, such that the set
ΥAδ = {B ∈ U(d; k) ∩Bδ(A) : 〈A∗,j , B∗,j〉 = |〈A∗,j , B∗,j〉|, 1 ≤ j ≤ d− k}
is a (d2 − d− k2 + k)-dimensional submanifold of U(d; k) ∩Bδ(A).
Proof. Consider the manifold Td−k = {eιθ : θ ∈ [−π/2, π/2)}d−k ⊆ Cd−k and define a smooth
mapping f : U(d; k) ∩Bδ(A)→ Td−k by
f(B) =
( 〈A∗,1, B∗,1〉
|〈A∗,1, B∗,1〉| , . . . ,
〈A∗,d−k, B∗,d−k〉
|〈A∗,d−k, B∗,d−k〉|
)
.
Noting that ‖A∗,j‖ = 1 for 1 ≤ j ≤ d − k, the mapping f is well-defined for sufficiently small
δ > 0.
We denote 1 := f(A) = (1, . . . , 1). Note that ΥAδ = f
−1(1) and the tangent space T1Td−k of
Td−k at 1 is ιR
d−k. Suppose B ∈ ΥAδ , i.e., B ∈ U(d; k) ∩ Bδ(A) such that f(B) = 1 and let
v = (v1, . . . , vd−k) ∈ ιRd−k be an arbitrary fixed element in T1Td−k. Then there exists ǫ > 0 such
that the curve θ : (−ǫ, ǫ)→ ΥAδ on U(d; k) ∩Bδ(A) given by
θ∗,j(t) = exp(vjt)B∗,j
satisfies θ(0) = B. Moreover, DBf(θ˙(0)) =
d
dtf(θ(t))|t=0 = v. Thus, noting that θ˙(0) ∈ TBΥAδ
and v is an arbitrary vector in T1Td−k, we have shown that DBf : TBΥ
A
δ → T1Td−k is surjective,
which implies that 1 is a regular value. Therefore, by Lemma 4.1, ΥAδ = f
−1(1) is a submanifold
of U(d; k) ∩Bδ(A) of dimension (d2 − k2)− (d− k).
The following lemma is the complex version of Lemma 2.1, which shows that d2 − k2 + 1 is an
upper bound for the dimension of H(d; k).
Lemma 3.2. (i) Fix k ∈ {1, . . . , d − 1}. Let ∆ : Rd−k+1 → D(d) be the function that maps the
vector u = (u1, . . . , ud−k+1) ∈ Rd−k+1 to the diagonal matrix ∆(u) = {∆i,j(u) : 1 ≤ i, j ≤ d}
given by (2.1). Then there exists a compactly supported smooth function Γ̂ : Rd
2−d−k2+k → Cd×d
such that the mapping Ĝ : Rd−k+1 × Rd2−d−k2+k → H(d) given by
Ĝ(u, v) = Γ̂(v)∆(u)Γ̂(v)∗, (u, v) ∈ Rd−k+1 × Rd2−d−k2+k (3.1)
satisfies
H(d; k) ⊆
{
x ∈ Rd2 : x˜ ∈ Im(Ĝ)
}
, (3.2)
where Im(Ĝ) is the image of the mapping Ĝ.
(ii) If k = d, the dimension of H(d; d) is 1.
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Proof. The proof is similar to the proof of Lemma 2.1. We sketch the proof of (i) below.
For ǫ > 0, we denote Î
(k)
ǫ = (−ǫ, ǫ)d2−d−k2+k. For each A ∈ U(d; k), we can choose Aˆ ∈ U(d),
such that A∗,j = Aˆ∗,j for 1 ≤ j ≤ d − k. By Lemma 3.1, the dimension of the smooth manifold
ΥAδ is d
2 − d− k2 + k, where δ is a sufficiently small positive constant. Hence, there exists ǫ > 0
and a smooth diffeomorphism φ̂ : Î
(k)
ǫ → ΥAδ with φ̂(0) = A. As in the proof of Lemma 2.1, the
functions {ϕ̂k−1, . . . , ϕ̂0} given by
ϕ̂l(v) =
Aˆ∗,d−l −
∑k−1
i=l+1〈ϕ̂i(v), Aˆ∗,d−l〉ϕ̂i(v)−
∑d−k
j=1 〈φ̂∗,j(v), Aˆ∗,d−l〉φ̂∗,j(v)
‖Aˆ∗,d−l −
∑k−1
i=l+1〈ϕ̂i(v), Aˆ∗,d−l〉ϕ̂i(v)−
∑d−k
j=1 〈φ̂∗,j(v), Aˆ∗,d−l〉φ̂∗,j(v)‖
are smooth for 0 ≤ l ≤ k − 1. Let Γ̂ : Rd2−d−k2+k → Cd×d be a smooth mapping with compact
support satisfying
Γ̂∗,j(v) =
{
φ̂∗,j(v), 1 ≤ j ≤ d− k;
ϕ̂d−j(v), d− k + 1 ≤ j ≤ d,
(3.3)
for all v ∈ Î(k)ǫ . Let gA : U(d; k) ∩Bδ(A)→ ΥAδ be a smooth mapping with the columns given by
gA∗,j(B) =
|〈B∗,j , A∗,j〉|
〈B∗,j , A∗,j〉 B∗,j , 0 ≤ j ≤ d− k.
Recall that the set
ÛΓ̂(A) =
{(
Γ̂∗,1(v), . . . , Γ̂∗,d−k(v)
)
: v ∈ Î(k)ǫ
}
= φ̂(Î(k)ǫ ) = Υ
A
δ
is open, and hence (gA)−1(ΥAδ ) = (g
A)−1(ÛΓ̂(A)) := V̂Γ̂(A) is open inU(d; k). Thus, the collection
{V̂Γ̂(A) : A ∈ U(d; k)} forms an open cover for the compact set U(d; k), and there exists a finite
subcover for U(d; k), say,
U(d; k) =
L⋃
l=1
V̂Γ̂(l)(Al).
We define mappings Ĝ(l) by Ĝ(l)(u, v) = Γ̂(l)(v)∆(u)Γ̂(l)(v)∗ for (u, v) ∈ Rd−k+1 × Î(k)ǫl for l =
1, . . . , L.
For x ∈ H(d; k) with decomposition x˜ = Q∆Q∗ with ∆ ∈ D(d) and Q ∈ U(d), we assume that
∆d−k+1,d−k+1 = · · · = ∆d,d and ∆ = ∆(u) for some u ∈ Rd−k+1. For (Q∗,1, . . . , Q∗,d−k) ∈ U(d; k),
there exist 1 ≤ l0 ≤ L, such that (Q∗,1, . . . , Q∗,d−k) ∈ V̂Γ̂(l0)(Al0), and hence there exists v ∈ Î(k)ǫl0
such that (Q∗,1, . . . , Q∗,d−k) = (g
Al0 )−1(Γ̂
(l0)
∗,1 (v), . . . , Γ̂
(l0)
∗,d−k(v)). Therefore, Γ̂
(l0)
∗,1 (v), . . . , Γ̂
(l0)
∗,d−k(v)
are unit eigenvectors of x˜ associated with ∆1,1(u), . . . ,∆d−k,d−k(u), and Γ̂
(l0)
∗,d−k+1(v), . . . , Γ̂
(l0)
∗,d (v)
are orthonormal eigenvector of x˜ associated with the eigenvalue ∆d−k+1,d−k+1(u). Therefore, we
have shown that x˜ = Γ̂(l0)(v)∆(u)Γ̂(l0)(v)∗.
Finally, the function Ĝ can be constructed via {Ĝ(l), l = 1, . . . , L} in the same way as the
function G in the proof of Lemma 2.1. The proof is concluded.
The following result is the complex version of Lemma 2.2. The proof is similar to that of Lemma
2.2 and hence is omitted.
Lemma 3.3. Fix k ∈ {1, . . . , d}. Let A ∈ H(d; k) be a Hermitian matrix with decomposition
A = PDP ∗ for some P ∈ U(d) and D ∈ D(d) such that |Spec(A)| = d − k + 1. Then for every
ǫ > 0, there exists δ > 0, such that for all B ∈ H(d; k) satisfying
max
1≤i,j≤d
|Ai,j −Bi,j | < δ,
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we have |Spec(B)| = d− k+1, and there exists a spectral decomposition of the form B = QFQ∗,
where Q ∈ U(d) and F ∈ D(d) satisfy
max
1≤i≤d
|Di,i − Fi,i| < ǫ, max
1≤i,j≤d
|Qi,j − Pi,j | < ǫ.
The following lemma is the complex version of Lemma 2.3, which indicates that d2 − k2 + 1 is
an optimal upper bound for the dimension of H(d; k).
Lemma 3.4. Let k ∈ {1, . . . , d}. For x0 ∈ H(d; k) with |Spec(x˜0)| = d−k+1, there exists δ0 > 0,
such that H(d; k) ∩Bδ0(x0) is a (d2 − k2 + 1)-dimensional manifold with positive (d2 − k2 + 1)-
dimensional Lebesgue measure.
Proof. The proof is similar to the proof of Lemma 2.3, and we sketch it for k ∈ {1, . . . , d− 1}.
Suppose x˜0 = PDP
∗, where P ∈ U(d), D ∈ D(d) with D1,1 < · · · < Dd−k+1,d−k+1 = · · ·Dd,d.
Recall Î
(k)
ǫ = (−ǫ, ǫ)d2−d−k2+k. Let A ∈ U(d; k) be the matrix obtained from P by deleting last k
columns. Then for some sufficiently small ǫ, γ > 0, we have a diffeomorphism φ̂ : Î
(k)
ǫ → ΥAγ such
that φ̂(0) = A. As in the proof of Lemma 2.3, we can construct a smooth map Γ̂ : Î
(k)
ǫ → U(d),
such that Γ̂∗,j(v) = φ̂∗,j(v) for all v ∈ Î(k)ǫ and 1 ≤ j ≤ d− k.
Next, we define the map G¯ : Rd−k+1 × Î(k)ǫ → H(d; k) by G¯(u, v) = Γ̂(v)∆(u)Γ̂(v)∗. Then by
Lemma 3.3, for some fixed γ0 ∈ (0, γ), there exists δ0 > 0 such that for all x ∈ H(d; k) ∩Bδ0(x0),
there exist Q ∈ U(d) and E ∈ D(d), such that x˜ = QEQ∗ with
Q ∈ U(d) ∩Bγ0(P ), E ∈ D(d) ∩Br0(D),
where r0 is given by
r0 =
1
2
min
µ,λ∈Spec(x˜0)
µ6=λ
|µ− λ|.
For x = Q∆Q∗, if we multiply the j-th column Q∗,j of Q by
|〈Q∗,j ,A∗,j〉|
〈Q∗,j ,A∗,j〉
for 1 ≤ j ≤ d− k, the
decomposition still holds, which is again denoted by x = Q∆Q∗. Now (Q∗,1, . . . , Q∗,d−k) ∈ ΥAγ0 ⊂
ΥAγ . Hence, there exists v ∈ Î(k)ǫ such that φ̂(v) = (Q∗,1, . . . , Q∗,d−k). Proceeding as in the proof
of Lemma 2.3, we obtain the decomposition
x˜ = Γ̂(v)∆(u)Γ̂(v)∗ = G¯(u, v), (3.4)
for some u ∈ Rd−k+1.
Now we choose V = H(d; k)∩Bδ0(x0) and U = G¯−1(V˜ ). Then G¯|U is surjective and U is open
in Rd−k+1× Î(k)ǫ . As in the proof of Lemma 2.3, to prove the desired result, it suffices to show the
following conditions hold:
(b1) G¯|U is injective;
(b2) G¯−1 is continuous over V .
First we show that G¯ : U → H(d; k) ∩ Bδ0(x0) is injective. Suppose that for x ∈ H(d; k) ∩
Bδ0(x0), it has the following spectral decompositions,
x˜ = Γ̂(v)∆(u)Γ̂(v)∗ = Γ̂(v′)∆(u′)Γ̂(v′)∗.
We shall show that (u, v) = (u′, v′).
Similar to showing (a1) in the proof of Lemma 2.3, one can deduce that u = u′ first. Thus, the
two unit vectors Γ̂∗,i(v) and Γ̂∗,i(v
′) belong to the same 1-dimensional complex eigenspace E x˜∆i,i(u)
for 1 ≤ i ≤ d − k. Therefore, there exists θ ∈ C with |θ| = 1 such that Γ̂∗,i(v′) = θΓ̂∗,i(v) for
1 ≤ i ≤ d− k.
J. Song, Y. Xiao & W. Yuan/Collision of multiple eigenvalues 17
On the other hand, the vector φ̂(w) = (Γ̂∗,1(w), . . . , Γ̂∗,d−k(w)) is in Υ
A
γ for all w ∈ Î(k)ǫ , and this
implies that θ is a non-negative real number. As a consequence, we have θ = 1 and φ̂(v) = φ̂(v′).
Therefore v = v′ since φ̂ is a diffeomorphism.
Now we show that (b2) is satisfied, following a similar way as for (a2) in the proof of Lemma 2.3.
Consider any sequence {xn}n∈N ⊆ V , such that limn→∞ xn = x ∈ V . Let (un, vn) = G¯−1(xn) ∈
R
d−k+1 × Î(k)ǫ and (u, v) = G¯−1(x) ∈ Rd−k+1 × I(k)ǫ , and thus
xn = Γ̂(vn)∆(un)Γ̂(vn)
∗, x = Γ̂(v)∆(u)Γ̂(v)∗.
Using similar arguments in the proof of Lemma 2.3, one can show that limn→∞ un = u and
that the sequence {vn}n∈N is compact. Let v′ be a limit point of the sequence, then there exists a
subsequence {vmn}n∈N, such that limn→∞ vmn = v′. By the continuity of the mappings Γ̂ and ∆,
we have
x = lim
n→∞
xmn = lim
n→∞
Γ̂(vmn)∆(umn)Γ̂(vmn)
∗ = Γ̂(v′)∆(u)Γ̂(v′)∗.
Since ∆(u) ∈ Br0(D), we have ∆1,1(u) < · · · < ∆d−k+1,d−k+1(u), and hence the eigenspace
E x˜∆j,j(u) is 1-dimensional for 1 ≤ j ≤ d− k. Thus, there exists θ ∈ C with |θ| = 1, such that
Γ̂∗,j(v
′) = θΓ̂∗,j(v), ∀1 ≤ j ≤ d− k.
Thus, similar to the proof of (b1), we have θ = 1 and hence φ̂(v′) = φ̂(v), which implies that v = v′
recalling that φ̂ is a diffeomorphism. This implies that limn→∞ vn = v. Thus limn→∞(un, vn) =
(u, v) and (b2) is proved. This finishes the proof of Lemma 3.4.
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. The proof is similar to that of Theorem 1.1, which is sketched below.
We first prove Part (i). By Lemma 3.2, there exists a smooth map Ĝ : Rd−k+1×Rd2−d−k2+k →
H(d), such that H(d; k) ⊆ Im(Ĝ). The Hausdorff dimension of the image set Im(Ĝ) is at most
d2− k2+1. Thus, by Lemma 4.2, denoting Q =∑Nj=1 1Hj , we derive thart if d2−Q > d2− k2+1,
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= P
(
Y β(t) ∈ S(d; k) for some t ∈ I)
≤ P
(
Xβ(I) ∩ (Im(Ĝ)−Aβ) 6= ∅)
≤ c6Hd2−Q
(
Im(Ĝ)−Aβ) = 0.
Next, we prove (ii). We choose x0 ∈ H(d; k) satisfying Spec(x˜0) = d − k + 1. By Lemma 3.4,
there exists δ0 > 0, such that H(d; k) ∩Bδ0 (x0) is an (d2 − k2 + 1)-dimensional manifold. Thus,
by Lemma 4.2, when d2 −Q < d2 − k2 + 1, we have
P
(
λβi1(t) = · · · = λβik(t) for some t ∈ I and 1 ≤ i1 < · · · < ik ≤ d
)
= P
(
Xβ(t) ∈ (S(d; k)−Aβ) for some t ∈ I)
≥ P (Xβ(I) ∈ (S(d; k) ∩Bδ0(x0)−Aβ) 6= ∅)
≥ c5Cd2−Q(S(d; k) ∩Bδ0(x0)−Aβ) > 0.
The proof of (iii) is similar to that in the proof of Theorem 1.1 and is omitted. This finishes
the proof.
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4. Appendix
4.1. Manifold
We collect some materials on manifold which are used in the proofs. The reader is referred to [18]
for more details.
Let M be a smooth submanifold of Rn, its tangent plane TxM at x ∈ M is defined as the set
of vectors of the form θ′(0), where θ : (−ǫ, ǫ) → M for some ǫ > 0 is a smooth curve satisfying
θ(0) = x. Let M,N be smooth manifolds and f : M → N is a smooth mapping. The derivative
of f at x ∈ M , denoted by Dxf , is defined as the mapping Dxf : TxM → Tf(x)N which maps
v = θ′(0) ∈ TxM to Dxf(v) := ddtf(θ(t))|t=0.
Definition 1. Suppose f :M → N is a smooth map between smooth manifolds. A point q ∈ N is
called a regular value if f is a submersion at each p ∈ f−1(q), i.e. Dpf : TpM → TqN is surjective.
Lemma 4.1. If q is a regular value of a smooth map f : M → N , then f−1(q) is a submanifold
of M of dimension dimM − dimN .
4.2. Hausdorff dimension and capacity
We recall briefly the definitions of Hausdorff measure, Hausdorff dimension, and Bessel-Riesz
capacity that are used in this paper. For a systematic account on these and other fractal dimensions
we refer to [6] or Mattila [13].
Let n ∈ N be fixed and q > 0 be a constant. For any subset A ⊆ Rn, the q-dimensional Hausdorff
measure of A is defined by
Hq(A) = lim
ε→0
inf
{∑
i
(2ri)
q : A ⊆
∞⋃
i=1
Bri(xi), ri < ε
}
.
It is known that Hq(·) is a metric outer measure and every Borel set in Rn is Hq-measurable. The
Hausdorff dimension dim
H
(A) defined by
dim
H
(A) = inf{q > 0 | Hq(A) = 0} = sup{q > 0 | Hq(A) > 0}.
The Bessel-Riesz capacity of order q of A is defined by
Cq(A) =
(
inf
µ∈P(A)
∫∫
Rn×Rn
fq(‖x− y‖)µ(dx)µ(dy)
)−1
,
where P(A) is the family of probability measures supported in A, and the function fq : R+ → R+
is given by
fq(r) =

r−q, q > 0;
ln
( e
r ∧ 1
)
, q = 0;
1, q < 0.
Hausdorff dimension and Bessel-Riesz capacity are related by the following Frostman theorem:
dimH(A) = inf{q > 0 | Cq(A) = 0} = sup{q > 0 | Cq(A) > 0}.
4.3. Hitting probabilities
Finally, we collect some results from [2] on the hitting probabilities of Gaussian random fields that
satisfy conditions (H1) and (H2). For further development see [4].
Let n ∈ N, let W = {(W1(t), . . . ,Wn(t)) : t ∈ RN+} be an n-dimensional Gaussian random
field, whose entries are independent copies of {ξ(t) : t ∈ RN+}. Then we make use of the following
lemmas.
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Lemma 4.2. [2, Theorem 2.1] Consider the interval I of the form (1.3). Suppose that the as-
sumptions (A1), (A2) hold. Let B ⊆ Rn be a Borel set, then there exist positive constants c5, c6
that depend only on I, G, H, such that
c5Cn−Q(B) ≤ P
(
W−1(B) ∩ I 6= ∅) ≤ c6Hn−Q(B),
where Q =
∑N
j=1
1
Hj
.
When W−1(B) ∩ I 6= ∅, its Hausdorff dimension is studied in [2]. For proving Part (iii) in
Theorems 1.1 and 1.2 in the present paper, we formulate Theorems 2.3 and 2.5 in [2] as follows.
Lemma 4.3. Consider the interval I of the form (1.3). Suppose that the assumptions (A1) , (A2)
hold. Let B ⊆ Rn be a Borel set such that dim
H
(B) ≥ n−Q. Then the following statements hold:
(a) Almost surely,
dim
H
(W−1(B) ∩ I) ≤ min
1≤i≤N
{ i∑
j=1
Hi
Hj
+N − i−Hi(n− dimH(B))
}
.
(b) Assume that dim
H
(B) > n − Q and there is a finite constant c7 ≥ 1 with the following
property: For every η ∈ (0, dimH(B)) there is a finite Borel measure µη with compact support
in B such that
µη
(
Bρ(x)
) ≤ c7 ρη for all x ∈ Rn and ρ > 0. (4.1)
Then with positive probability,
dim
H
(W−1(B) ∩ I) ≥ min
1≤i≤N
{ i∑
j=1
Hi
Hj
+N − i−Hi(n− dimH(B))
}
.
The key feature of Condition (4.1) is that the constant c7 is independent of η, even though the
probability measure µη may depend on η. For the proofs of Theorems 1.1 and 1.2, we take µη as
the restriction of the Lebesgue measure on the manifolds S(d; k)∩Bδ0(x0) and H(d; k)∩Bδ0(x0),
respectively. Both of these measures are independent of η and they satisfy (4.1).
Acknowledgement. The research of Y. Xiao is partially supported by NSF grant DMS-
1855185.
References
[1] Greg W Anderson, Alice Guionnet, and Ofer Zeitouni, An introduction to random matrices, Vol. 118, Cam-
bridge university press, 2010.
[2] Hermine Bierme´, Ce´line Lacaux, and Yimin Xiao, Hitting probabilities and the Hausdorff dimension of
the inverse images of anisotropic Gaussian random fields, Bull. Lond. Math. Soc. 41 (2009), no. 2, 253–
273.MR2496502
[3] Cameron Bruggeman and Andrey Sarantsev, Multiple collisions in systems of competing Brownian particles,
Bernoulli 24 (2018), no. 1, 156–201.MR3706753
[4] Robert C Dalang, Carl Mueller, and Yimin Xiao, Polarity of points for gaussian random fields, The Annals
of Probability 45 (2017), no. 6B, 4700–4751.
[5] Freeman J Dyson, A brownian-motion model for the eigenvalues of a random matrix, Journal of Mathematical
Physics 3 (1962), no. 6, 1191–1198.
[6] Kenneth Falconer, Fractal geometry, Third, John Wiley & Sons, Ltd., Chichester, 2014. Mathematical foun-
dations and applications.MR3236784
[7] T. E. Harris, Diffusion with “collisions” between particles, J. Appl. Probability 2 (1965), 323–338.MR184277
[8] Tomoyuki Ichiba and Ioannis Karatzas, On collisions of Brownian particles, Ann. Appl. Probab. 20 (2010),
no. 3, 951–977.MR2680554
J. Song, Y. Xiao & W. Yuan/Collision of multiple eigenvalues 20
[9] Arturo Jaramillo and David Nualart, Collision of eigenvalues for matrix-valued processes, Random Matrices:
Theory and Applications (2019), 2030001.
[10] Arturo Jaramillo, Juan Carlos Pardo, and Jose´ Luis Pe´rez, Convergence of the empirical spectral distribution
of Gaussian matrix-valued processes, Electron. J. Probab. 24 (2019), Paper No. 10, 22.MR3916330
[11] Davar Khoshnevisan and Zhan Shi, Brownian sheet and capacity, The Annals of Probability 27 (1999), no. 3,
1135–1159.
[12] Peter D. Lax, Functional analysis, Pure and Applied Mathematics (New York), Wiley-Interscience [John Wiley
& Sons], New York, 2002.MR1892228
[13] Pertti Mattila, Geometry of sets and measures in euclidean spaces: fractals and rectifiability, Cambridge
university press, 1999.
[14] David Nualart and Victor Pe´rez-Abreu, On the eigenvalue process of a matrix fractional brownian motion,
Stochastic Processes and their Applications 124 (2014), no. 12, 4266–4282.
[15] Juan Carlos Pardo, Jose´-Luis Pe´rez, and Victor Pe´rez-Abreu, A random matrix approximation for the non-
commutative fractional Brownian motion, J. Theoret. Probab. 29 (2016), no. 4, 1581–1598.MR3571255
[16] , On the non-commutative fractional Wishart process, J. Funct. Anal. 272 (2017), no. 1, 339–
362.MR3567507
[17] Jian Song, Jianfeng Yao, and Wangjun Yuan, Eigenvalue distributions of high-dimensional matrix processes
driven by fractional brownian motion, arXiv:2001.09552 (2020).
[18] Loring W. Tu, An introduction to manifolds, Second, Graduate Texts in Mathematics, vol. 218, Springer, New
York, 2011.MR2954043
[19] Yimin Xiao, Sample path properties of anisotropic gaussian random fields, A minicourse on stochastic partial
differential equations, 2009, pp. 145–212.
