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     The thesis discusses questions about the nature of the human mind, the process of language 
acquisition and the cognitive development in general and presents results of connectionist 
modelling of one of the seminal developmentally-psycholinguistic phenomena – segmentation 
of continuous speech flow on the basis of phonotactic and prosodic cues. In the general part 
of the thesis there is at first briefly introduced the philosophical topic of mind-body problem 
and then there is described intellectual, historical and cognitively-anthropological background 
of the computational-representational paradigm which is in the contemporary cognitive 
science the most prevailing view of the human mind treating the mental life as a kind of 
computation in the sense of manipulation and transformation of syntactic structures. There are 
in detail introduced two competing interpretations of this statement in the form of physical 
symbol system hypothesis and connectionism which differ primarily about the opinion on 
how far from the level of ordinary thought and concepts we should look for the formal rules 
specifying mental computation. There are also mentioned two alternative theories in the form 
of dynamic (or embodied) cognitive science and theory of distributed cognition according to 
which the nature of intelligence doesn’t lie (only) in the manipulation of complex inner 
representations of the outer world but mainly in dynamical interaction between larger number 
of various factors occurring inside and outside the organism. What follows is a short 
introduction to the theory of dynamical systems with explanation of concepts like phase 
space, attractor, bifurcation and the range of other concepts and tools which are used for 
description of dynamical systems’ behavior, including the behavior of the range of various 
types of artificial neural networks. In much more detail there are discussed biological and 
technical principles behind the working of connectionist models and the methodology of  
connectionist modeling of cognitive processes. Subsequently there are introduced some basic 
characteristics of language and the main developmental tasks faced by child acquiring its 
mother language like spech segmentation, acquiring a meaning of words and grammar. In the 
context of the nature vs. nurture debate there is described the connectionist approach to some 
of these topics which offers utterly new perspective not only on the nature of innate 
predispositions which enable relatively effortless and rapid language acquisition but also on 
the nature of the very cognitive development and the knowledge (mental representations) 
acquired by a child. Special part of the thesis refers to research project within which was with 
the help of Tlearn simulation software created connectionist model of segmentation of 
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continuous speech flow using the statistical information about the distribution of sounds in the 
selected sample of Czech language and intonation cues contained in the speech in the form of 
regular stress on the first syllable of a word. Elman’s Simple Recurrent Network (SRN) was 
used and it was trained on uninterrupted succession of sounds forming several randomly 
ordered words in diverse grammatical forms. The task of the net was to anticipate its next 
input in two different experimental conditions – with and without the information about the 
location of stress on the first syllable of certain word. The results of the first simulation 
experiment confirmed that SRN is able to discover statistical regularities in cooccurrence of 
sounds in language input which is demonstrated in differential erroneous performance of SRN 
in the task of prediction of various sounds in dependence on their location in a word. Thanks 
to this effect word boundaries are in continuous speech flow clearly marked as locations 
where the conditional probability of the next sound, given the preceding sounds, is very low. 
The usage of inflecting language demonstrated that similar principle can also be used to locate 
the boundary between the root of a word and its grammatical ending. By reason of possibility 
to distinguish a root of a word apart from a grammatical ending a new definition of a word 
boundary was proposed as a location of considerable contrast between conditional probability 
of first sound and conditional probability of one or more immediately following sounds. The 
results of the first simulation experiment demonstrated that addition of prosodic cue into 
training environment of UNS significantly (p < 0,0001) sharpens the contrast defining the 
word boundary in the continuous  speech flow and by that it facilitates its identification. 
Further analysis revealed that this effect is caused partly by worse performance of SRN in the 
task of anticipation of the first sound of a word and partly by better performance of SRN in 
the task of anticipation of one or more sounds which follow immediately. The second 
simulation experiment revealed that the second mechanism could be only a consequence of 
unrepresentative content of the training environment and that if we used more representive 
sample of Czech language in which in the position tightly behind the first sound with the 
stress would occur as many different sounds as in the position tightly behind the same sound 
but without stress the contribution of prosodic cue for speech segmentation would be 
mediated mainly (or exclusively) by more erroneous performance of UNS in the task of 
anticipation of the first sound of a word. The results of realized simulations indicate that 
Elman’s SRN in association with newly defined word boundary is plausible model of word 
segmentation which is able to implement within one single conceptual framework the usage 
of phonotactic and prosodic cues which are assumed to be exploited in some way by small 




     Diplomová práce diskutuje otázky spojené s povahou lidské mysli, procesu osvojování 
jazyka a kognitivního vývoje a prezentuje výsledky konekcionistického modelování jednoho 
z klíových vývojov psycholingvistických jev – segmentace spojitého toku ei na 
jednotlivá slova za využití fonotaktických a prozodických vodítek. V obecné ásti práce je 
nejdíve uvedeno filozofické téma psychofyzického problému a následn je popsáno 
myšlenkové, historické a kognitivn-antropologické pozadí v souasné kognitivní vd zcela 
pevládajícího komputan-reprezentaního paradigmatu, v rámci kterého je lidská mysl 
pojímána jako druh výpotu ve smyslu manipulace a transformace syntaktických struktur. 
Podrobn jsou pedstaveny dv soupeící interpretace tohoto tvrzení v podob hypotézy 
fyzikálního symbolového systému a konekcionismu, které se liší zejména v názoru na to, jak 
blízko (nebo daleko) bžným myšlenkám a pojmm by se mla hledat formální pravidla 
specifikující mentální výpoet. Zmínny jsou rovnž dv alternativní teorie v podob 
dynamické (nebo také tlesné) kognitivní vdy a teorie distribuované kognice, podle kterých 
podstata inteligence nespoívá (pouze) v manipulaci komplexními vnitními reprezentacemi 
okolního svta, ale pedevším v dynamické interakci mezi vtším potem rzných faktor, 
které se nacházejí jak uvnit tak i vn organismu. Následuje struný úvod do problematiky 
(matematického) modelování dynamických systém, kde jsou vysvtleny pojmy jako fázový 
prostor, atraktory, bifurkace a ada dalších pojm a nástroj, které se používají k popisu 
chování dynamických systém, vetn chování ady rzných druh umlých neuronových 
sítí. Podrobnji jsou v práci pojednány biologické a technické principy, na nichž je založena 
innost konekcionistických model, a také metodologie spojená s konekcionistickým 
modelováním kognitivních proces. Následn jsou v práci strun pedstaveny nkteré 
základní charakteristiky jazyka a z nich vyplývající hlavní vývojové úkoly, které stojí ped 
díttem osvojujícím si svj mateský jazyk, jako je  segmentace ei, osvojování významu 
slov a gramatiky jazyka. V kontextu debaty nativismus vs. empirismus je pak popsán pístup 
k nkterým z tchto témat z perspektivy konekcionismu a jeho specifického pojetí lidské 
mysli jako statistického (a paraleln-distribuovaného) procesoru, které nabízí zcela nový 
pohled nejen na povahu vrozených pedpoklad, které dítti umožují se snadno a rychle 
nauit svému mateskému jazyku, ale také na povahu samotného kognitivního vývoje a 
díttem osvojovaných poznatk (mentálních reprezentací). Speciální ást práce pak referuje o 
výzkumném projektu, v jehož rámci byl s pomocí simulaního softwaru Tlearn vytvoen 
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konekcionistický model segmentace spojitého toku ei za využití statistických informací o 
distribuci jednotlivých hlásek ve vybraném vzorku eského jazyka a intonaních nápovd 
obsažených v ei v podob stálého pízvuku na první slabice slova. Použita byla Elmanova 
jednoduchá rekurentní sí (SRN), která byla trénována na neperušované posloupnosti hlásek 
tvoících nkolik náhodn seazených slov v rzných gramatických tvarech. Úloha sít 
spoívala v anticipaci svého píštího vstupu ve dvou rzných experimentálních podmínkách -  
s a bez informace o umístní stálého pízvuku na první slabice uritého slova. Výsledky 
prvního simulaního experimentu potvrdily, že SRN dokáže v jazykovém vstupu objevit 
statistické zákonitosti v souvýskytu jednotlivých hlásek, které se projevují v její rozdílné 
chybovosti pi predikci jednotlivých hlásek podle toho, na jaké pozici ve slov se tyto hlásky 
nacházejí, díky emuž jsou ve spojitém toku ei jasn vyznaeny hranice jednotlivých slov 
jako místa nízké podmínné pravdpodobnosti výskytu další hlásky za pedpokladu výskytu 
všech pedcházejících hlásek. Použití flektivního jazyka prokázalo, že obdobný princip je 
možné využít rovnž pi lokalizaci hranic mezi koenem slova a jeho gramatickou 
koncovkou. Z dvodu možnosti odlišení zaátku slova od gramatické koncovky byla navržena 
nová definice hranice slova jako místa výrazného kontrastu mezi podmínnou 
pravdpodobností výskytu první hlásky a jedné nebo více bezprostedn následujících hlásek. 
Výsledky prvního simulaního experimentu prokázaly, že pidání prozodického vodítka do 
tréninkového prostedí UNS statisticky signifikantn (p < 0,0001) vyostuje kontrast, který 
definuje hranici slova ve spojitém toku ei, a tak i usnaduje její identifikaci. Další analýza 
prokázala, že tento efekt je zpsoben jednak zvýšením chybovosti UNS pi predikci první 
hlásky a jednak snížením chybovosti UNS pi anticipaci jedné nebo více hlásek, které po 
první hlásce bezprostedn následují. Druhý simulaní experiment demonstroval, že v pípad 
druhého mechanismu by se mohlo jednat pouze o artefakt nereprezentativního obsahu 
tréninkového prostedí UNS a že pi použití reprezentativnjšího vzorku eského jazyka, ve 
kterém by se na pozici tsn za první hláskou s pízvukem prostídalo stejné množství 
rzných hlásek jako za stejnou hláskou bez pízvuku, by byl pínos prozodického vodítka pro 
segmentaci spojitého toku ei zprostedkován pedevším (nebo výhradn) nárstem 
chybovosti UNS pi anticipaci první hlásky nového slova. Celkov výsledky provedených 
simulací naznaují, že Elmanova jednoduchá rekurentní sí ve spojení s nov definovanou 
hranicí slov pedstavuje plausibilní model segmentace ei, který v rámci jednoho 
konceptuálního rámce dokáže implementovat proces exploatace fonotaktického a 
prozodického vodítka, o kterých se pedpokládá, že je malé dti v njaké podob využívají pi 




„Skutená záhada: „Já“ hledí dovnit a nenachází nic než neurony.“ 
PAUL BROKS, Do zem ticha. Lidský mozek – tajemný svt „uvnit hlavy“ 
 
„Si, abbiamo un‘ anima. Ma è fatta di tanti piccoli robot.“1 
GIULIO GIORELLI 
 
    „Dv vci naplují mysl obdivem a úctou tím vtšími, ím astji a vytrvaleji o nich 
pemýšlíme;“2 lidská mysl ve mn a jazyk, kterým mohu nejrznjší její obsahy penášet do 
mysli druhých lidí. Tato volná parafráze slavného Kantova výroku výstižn vyjaduje nejen 
hlavní pedmt této diplomové práce, který spadá do oblasti vývojové a kognitivní 
psychologie a psycholingvistiky, ale také autorovu vlastní motivaci k jejímu sepsání. Lidská 
mysl a jazyk byly odedávna považovány za dva výsostné znaky lovka, které ho mly 
odlišovat od zbytku živoišné íše, a jako takové vždy fascinovaly a souasn provokovaly 
zvdavost a pedstavivost rzných myslitel, kteí se snažili pijít na kloub tomu, co stojí 
v základech tchto dvou specificky lidských duševních mohutností. Museli se pi tom potýkat 
s absencí vhodné sady dostaten jemných a zárove dostaten pesných pojmových 
nástroj, s jejichž pomocí by bylo možné se zmocnit podstaty jinak velice tžko 
uchopitelných duševních jev s jejich nehmotnou, neviditelnou a vysoce abstraktní povahou 
(jakkoli závislou na lidského mozku jakožto biologickém substrátu lidského myšlení). 
Pojmové nástroje, kterými tito myslitelé disponovali, byly píliš hrubé na to, aby se jim 
podailo lidskou mysl a s ní spojené duševní schopnosti bezezbytku spoutat zákony tohoto 
svta a vysvtlit, jak by je bylo možné fyzicky realizovat.  
     Tato situace se zmnila až nkdy okolo poloviny 20. století, kdy se díky pokrokm v teorii 
formálních systém objevila „nová úrove analýzy, která je nezávislá na fyzice, ale pesto je 
ve své podstat mechanistická… vda o struktue a funkci oddlené od materiální substance“3 
(Pylyshyn, 1986, s. 68). Tato nová úrove analýzy umožnila vznik kognitivní vdy - nové 
vdy o kognitivních procesech lidské mysli, která zaala být považována za formu výpotu ve 
smyslu manipulace a transformace syntaktických struktur. Práv této základní myšlence 
kognitivní vdy se detailn vnuje první kapitola diplomové práce, jejíž obsah má do znané 
                                                 
1 „Ano, máme duši. Ta se ale skládá z velkého množství drobných robot.” Citováno podle Dennett, 2004a, s. 1 
2 Citováno podle Rádl, 1999, s. 301 
3 „…a new level of analysis, independent of physics yet mechanistic in spirit… a science of structure and 
function divorced from material substance.“ 
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míry charakter jakési kognitivní archeologie i kognitivní antropologie, která odkrývá 
myšlenkové, ale i sociální a historické pozadí komputan-reprezentaního paradigmatu, které 
má v souasné kognitivní vd naprosto dominantní postavení, jakkoli se v posledních deseti 
dvaceti letech objevují urité formy „hereze“ v podob dynamické (nebo také tlesné) 
kognitivní vdy i teorie distribuované kognice, které jsou zde rovnž strun pedstaveny.     
     Krom prezentace (a urité kritiky) nkterých základních princip kognitivistického 
paradigmatu jsou v rámci první kapitoly uvedeny a na nkolika málo konkrétních píkladech 
také demonstrovány dv hlavní interpretace tohoto specifického pojetí lidské mysli a z nich 
vyplývající možné pístupy k modelování kognitivních proces prostednictvím symbolových 
a konekcionistických výpoetních model. Nejvtší pozornost je pitom vnována modelm 
založeným na paraleln distribuovaném zpracovávání informací – tzv. PDP (parallel 
distributed processing) i konekcionistickým modelm, známým též pod názvem umlé 
neuronové sít. Tžišt tohoto tématu se nachází ve druhé kapitole. Vzhledem k vysoce 
dynamické povaze chování ady rzných druh PDP systém je toto téma uvedeno struným 
úvodem do problematiky (matematického) modelování dynamických systém a s tím spjaté 
terminologie, na kterou je v prbhu textu práce asto odkazováno. Samostatn jsou pak 
pojednány technické a biologické principy, na nichž je založena innost PDP systém, které 
matematicky modelují dynamiku šíení a zpracovávání informací v lidském mozku. Pomrn 
detailn je popsána rovnž metodologie konekcionistického modelování kognitivních 
proces.  
     Díky svému vysoce specifickému zpsobu zpracovávání informací a schopnosti se uit na 
základ svých vlastních „zkušeností“ PDP modely zásadním zpsobem ovlivnily probíhající 
debatu o povaze mentálních reprezentací, kognitivního (a speciáln jazykového) vývoje a za 
ním se skrývajících vrozených predispozic umožujících dítti napíklad se snadno a rychle 
nauit svému mateskému jazyku. Práv tato problematika je pedmtem tetí kapitoly. Ta se 
nejdíve vnuje nkolika základním charakteristikám jazyka, od kterých potom plynule 
pechází k nkterým hlavním tématm vývojové psycholingvistiky jako jsou fáze osvojování 
jazyka, e zamená na dít (tzv. baby-talk nebo také child-directed spech), segmentace 
plynulého proudu ei na jednotlivá slova, senzitivita dítte k prozodické a hláskové struktue 
jazyka, osvojování významu slov a gramatických pravidel atp. V závru této kapitoly jsou 
nastínny zpsoby pístupu k nkterým z tchto vývojov psycholingvistickým témat 
z perspektivy konekcionismu a je zde také poukázáno na možný pínos konekcionistického 
modelování pro výzkum jazykového a obecn kognitivního vývoje.  
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     Ten je pak demonstrován ve tvrté a poslední kapitole, která referuje o výzkumné ásti 
diplomové práce, v jejímž rámci byl s pomocí simulaního softwaru Tlearn vytvoen 
konekcionistický model jednoho z klíových vývojov psycholingvistických jev, který se 
objevuje v prbhu osvojování jazykové kompetence – model segmentace spojitého toku ei 
na základní jednotky (slova) za využití statistických informací o distribuci jednotlivých hlásek 
ve vybraném vzorku eského jazyka a intonaních nápovd obsažených v ei v podob 
stálého pízvuku na první slabice slova. Výstupem této simulace je - krom ilustrace 
konkrétní aplikace konekcionistické metodologie, která není v eské odborné psychologické 
obci píliš asto využívána – hlubší vhled do (možné) povahy mentálních proces a 
reprezentací souvisejících s osvojováním jazykové kompetence v eském jazyce. 
     Vzhledem k vysoce abstraktní povaze ady myšlenek a pojm uvádných v této práci jsem 
se pi jejich popisu a vysvtlování vždy snažil o co možná nejvtší názornost, a to 
prostednictvím rzných metafor i pirovnání a etných obrazových ilustrací (což bohužel 
také pisplo k výraznému nárstu potu stránek). Práce je proto místy koncipována tém 
jako didaktická píruka – tená v ní nalezne etné odkazy na webové stránky a na 
doprovodný materiál umístný na piloženém CD, díky emuž má tená jedinenou možnost 
si adu zde uvádných myšlenek a pojm „osahat“ a vyzkoušet tak íkajíc na vlastní kži. 
Navzdory znanému rozsahu práce (a jejímu mnohoslibnému názvu) není tato práce niím 
jiným než nepatrným škrábnutím po povrchu ohromného množství poznatk 
nashromáždných za bezmála 50 let existence kognitivn psychologického a 
psycholingvistického výzkumu, a jako taková tak v žádném pípad nemže být považována 
za njaký vyerpávající pehled všech teorií, hypotéz i výzkum, které kdy byly vysloveny 
nebo provedeny v rámci studia osvojování jazyka. Její pínos – vedle nepatrného rozšíení 
poznatk o možnostech jednoho konkrétního konekcionistického modelu jednoho 
konkrétního psycholingvistického jevu – spoívá pedevším v inspiraci pro další výzkum 
vedený v intencích konekcionistického pohledu na podstatu lidské mysli. Na závr tohoto 
úvodu mohu už jen vyslovit pání, aby tená pi tení této diplomové práce zažil stejné 








1 Kognitivistické paradigma  
 
„In our daily lives we all predict and explain other people’s behavior from what we think they know and what we 
think they want. Beliefs and desires are the explanatory tools of our own intuitive psychology, and intuitive 
psychology is still the most useful and complete science of behavior there is. To predict the vast majority of 
human acts – going to refrigerator, getting on the bus, reaching into one’s wallet – you don’t need to crank 
through a mathematical model, run a computer simulation of a neural network, or hire a professional 
psychologist; you can just ask your grandmother.“ 
STEVEN PINKER, How The Mind Works 
 
„How can intelligence emerge from nonintelligence? … you can build a mind from many little parts, each 
mindless by itself. I call „Society of Mind“ this scheme in which each mind is made of many smaller processes. 
These we’ll call agents. Each mental agent by itself can only do some simple thing that needs no mind or thought 
at all. Yet when we join these agents in societies – in certain very special ways – this leads to true intelligence .“ 
MARVIN MINSKY, The Society of Mind 
 
„Sedl si na pohovku, která se zdála býti skutenou, nebo pokud skutená nebyla, tak ho alespo udržela, a 
vzhledem k tomu, že práv to se od pohovek oekává, tak to podle všech relevantních hledisek skutená pohovka 
byla.“ 
DOUGLAS ADAMS, Život, vesmír a vbec 
 
1.1 Mentalistický diskurz 
 
     Behaviorismus, jak známo, ve své klasické podob zcela ignoroval vnitní obsahy a 
procesy lidského myšlení a innost psychologie omezoval pouze na studium objektivn 
pozorovatelných vztah mezi souborem podnt a reakcí (Hoskovec, Nakonený, Sedláková, 
2002). Období nadvlády tohoto pístupu v psychologii je asto líeno jako „doba temna“, 
která byla zažehnána „svtlem rozumu“ s píchodem kognitivní revoluce na pelomu 50. a 60. 
let 20. století. Jakkoli se tento pohled na vc (pi srovnání explananí a predikní úspšnosti 
behavioristických a kognitivistických teorií) pímo nabízí, je dobré si uvdomit, že všichni 
lidé jsou v uritém slova smyslu behavioristy. Z druhého lovka je nám vždy dostupné pouze 
jeho námi smyslov zaznamenatelné chování, a na vnitní duševní stavy a procesy tak 
mžeme pouze nepímo usuzovat. Tuto naši situaci dobe vystihuje „stará ínská vyprávnka 
o dvou mudrcích, kteí stáli na most pes bystinu a sledovali vyskakující ryby. Jeden z nich 
prohlásil, že ryby se ze studené a proudící vody radují. Druhý na to reagoval argumentem, jak 
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že to mže vdt, není-li sám rybou. První mu opáil, co mže vdt o jeho vdomostech a 
vnitním život, není-li jím samým.“ (Komárek, 2000, s. 28) Pes všechna tato naše omezení 
se však dokážeme ve svých každodenních životech celkem úspšn „nabourávat“ do erné 
skíky skrytých psychických stav a proces, které jsou podkladem vnjších behaviorálních 
projev druhých lidí. Dovedeme totiž bez njakého vtšího úsilí a vdomé námahy nahlížet 
sebe sama a jiné lidské bytosti (a nejen je) jako zvláštní druh entit, které se pohybují samy od 
sebe, vnímají své okolí, sledují njaké cíle, mají njaké touhy, zámry, pání a pesvdení. 
To nám umožuje „íst“ duševní stavy lidí okolo nás, jakoby nahlížet, co se jim odehrává 
v jejich myslích, a tak i pedpovídat jejich budoucí chování. 
     Naše uvažování o chování druhých lidí takto vždy probíhá v rámci tzv. mentalistického 
diskurzu (také folková i laická psychologie, mentalizace, teorie mysli nebo propozin-
postojová psychologie), který se pi vysvtlování a predikci lidského chování odvolává na 
rzné mentální entity jako jsou pesvdení, pání, poteby, obavy apod. (Sedláková, 2004). 
Typickou podobu tchto vysvtlení zachycuje termín propozin-postojová psychologie 
(propositional attitude psychology) - takové vysvtlení propojuje uritý druh mentálního 
postoje (jako je „vit“, „domnívat se“, „doufat“, „obávat se“ apod.) s uritým druhem tvrzení 
(„že venku prší“, „že v lednice je vychlazené pivo“ apod.) (Clark, 2001). Tímto zpsobem 
lze napíklad velice úspšn vysvtlit to, že nkdo smuje k lednice, tím, že daná osoba se 
chce napít a že se tato osoba také domnívá, že v lednice je vychlazené pivo, kterým by mohla 
svou žíze uhasit. U zdravých dtí1 se tento specifický zpsob uvažování o chování druhých 
lidí objevuje kolem tvrtého roku vku2, ale dosplému lovku již „naskakuje“ jaksi sám od 
sebe a automaticky a v bžných situacích je pro lovka de facto „neviditelný“ a nikomu 
nepijde na mysl, že by bylo možné uvažovat i jiným zpsobem. Kdybychom chtli 
parafrázovat Ludwiga Wittgensteina, mohli bychom íci, že se jedná o jistý druh iluze, která 
                                                 
1 V dsledku abnormálního vývoje mozku nebo jeho poškození pi úrazu nebo cévní mozkové píhod mže 
dojít k poškození schopnosti mentalizace, která je podle dosavadních funkn-zobrazovacích studií vázána – 
vedle dalších mozkových oblastí - pedevším na pravostrannou mediální prefrontální kúru. Podle nkterých 
výzkum lze vysvtlit typické píznaky dtského autismu (výrazné deficity v komunikaci, v sociální interakci, ve 
schopnosti vytváet citové a sociální vztahy a ve schopnosti hrát rzné druhy her) jako vývojovou poruchu 
funkního modulu mentalizace neboli teorie mysli (Koukolík, 2002, 2006). 
2 Pi výzkumu vývoje teorie mysli u malých dtí se asto používá njaká forma loutkového testu jako je 
napíklad test Sally-Anne: Sally a Anne jsou loutky; dít sleduje Sally, která je v místnosti, jak dává do košíku 
kostku. Potom Sally z místnosti odchází a na scénu pichází Anne, která vezme kostku z košíku a pemístí ji a 
schová do krabiky. Na otázku, kde bude Sally hledat kostku, odpovídají dti mladší ty let, že  ji bude hledat v 
krabice. Taková odpov  naznauje, že takto staré dti si ješt pln neuvdomují, že každý lovk se nachází 
v uritém specifickém vnitním duševním stavu, který je odrazem jeho interakcí s okolním svtem. Dsledkem je 
to, že ve výše popsané experimentální situaci nejsou schopny jasn rozlišit mezi tím, co vdí ony samy a co ví 
Sally, a uvdomit si tak tedy, že Sally reprezentuje svj svt myln. Dti starší ty let to již obvykle dokáží. 
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lovku sedí jako brýle na nose, takže cokoli pak vidí, vidí skrze ni, a tak ho tato iluze drží 
v zajetí (Wittgenstein, 1993, s. 62, 65). 
     Explikace chování lidí v rámci mentalistického diskurzu umožuje lovku generovat 
relativn pesná oekávání a pedpovdi ohledn budoucího chování druhých lidí. Jestliže 
budu pedpokládat, že nkdo nechce zmoknout, a dále, že je pesvden, že úinným 
zpsobem, jak v dešti nezmoknout, je vzít si deštník, potom na základ tchto pedpoklad 
mohu pedvídat, že jestliže bude ráno pršet, vezme si tento lovk s sebou deštník. Tento druh 
predikce hraje klíovou roli de facto ve všech našich složitjších životních projektech. 
Každou chvíli napíklad plánujeme svou innost na základ ního tvrzení, že se objeví v 
uritý den, v uritý as a na uritém míst; takové tvrzení odráží uritou intenci i zámr (že 
se objeví v uritý den, v uritý as a na uritém míst), který kauzáln ovlivuje chování 
lovka, který toto tvrzení pronesl - takto mžeme naplánovat setkání s lovkem i nkolik 
msíc dopedu s pesností na centimetry a na minuty. 
     Je otázka, jak je možné, že nám pojímání lidí jako mentálních agent disponujících 
nejrznjšími mentálními stavy umožuje tak úspšn vysvtlovat a predikovat jejich 
chování. Koneckonc nikdo nikdy žádný mentální stav na vlastní oi nevidl. Jediné, k emu 
máme pístup, jsou vnjší projevy tchto mentálních stav. Folková psychologie, jak se zdá, 
na základ viditelných vnjších projev postuluje existenci jakýchsi „neviditelných“ 
mentálních entit, které spolu vstupují do ady vzájemných vztah, které mají povahu zákon 
typu „jestliže nkdo chce X a je pitom pesvden, že k jejímu získání musí udlat Y, potom 
udlá Y“. Folkovou psychologii lze tedy považovat za jistý druh teorie o skrytých a 
neviditelných, pitom ale kauzáln psobících píinách inteligentního chování, která celkem 
úspšn vysvtluje zákonité etzení rzných mentálních stav a behaviorálních projev 
(Clark, 2001). Co jsou ale ony mentální stavy? Na tuto otázku byly v prbhu djin 
psychologického myšlení dávány v zásad dva základní typy odpovdí.  
     Jedna odpov spoívala v postulování existence jakési nemateriální substance, která byla 
sídlem všech duševních stav a dj a která pitom zárove dokázala kauzáln psobit na 
hmotné tlo, tak aby se toto chovalo v souladu s intencemi duševní substance. Nejznámjším 
píkladem tohoto pístupu je Descartova dualistická koncepce lidské mysli jako na tle 
v zásad nezávislé entity, res cogitans (vc poznávající), která pesto dokáže kauzáln 
ovlivovat chování lidského tla, které je jakožto res extensa (vc rozprostranná) souástí 
hmotného svta, který se ídí svými vlastními pravidly a zákony, které jsou odlišné od tch, 
kterými se ídí duševní svt lidské subjektivity (Störig, 1993). Hlavní námitka vi 
dualistickým koncepcím vyplývá z jejich základního pedpokladu, kterým je postulování 
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existence dvou zcela rozdílných substancí, které pitom ale spolu musí njakým zpsobem 
interagovat (tzv. mind-body problem nebo také psychofyzický problém). Na jedné stran 
musí tlesné smyslové orgány doruit lidské mysli smyslové poitky a vjemy a na stran 
druhé musí lidská mysl, poté, co všechno náležit promyslí, prostednictvím tla 
vyprodukovat reakci, která by byla adekvátní tomu, co se práv dozvdla prostednictvím 
svých smysl - tzv. karteziánský interakcionismus i interakcionistický dualismus 
(Dennett, 1993). Budeme-li ale chtít udržet základní pedpoklad dualismu, totiž že lidská 
mysl a tlo pedstavují dv zcela zásadn odlišné substance, je tém nemožné mezi nimi 
dosáhnout jakékoli smysluplné interakce. V rámci karteziánského interakcionismu se tento 
problém nakonec podailo „vyešit“ pouze za cenu pijetí velice krkolomného pedpokladu 
v podob predeterminovaného (psychofyzického) paralelismu, kdy je innost lidské mysli a 
tla koordinována prbžnými božími zásahy; v této souvisloti se také hovoí o tzv. 
okkasionalismu, od latinského occasio, zde ve smyslu píležitosti volního aktu, kdy bh 




Obrázek 1: Ilustrace Descartovy teorie mysli. Obraz šípu je pes oi penesen do šišinky (epifýzy), sídla lidské 
duše, která penesený obraz zpracuje a na základ svých vlastních úmysl pak prostednictvím „duch“ 
(spiritus) vyšle povel svalm pravé ruky, tak aby tato ukázala požadovaným smrem. 
 
     Z dvodu této vnitní rozpornosti dualistických koncepcí se filozofové a vdci pi 
vysvtlování povahy mentálních jev uchylují spíše k monistickým koncepcím, které 
postulují existenci pouze jednoho druhu substance, která má vtšinou materiální povahu. Ped 
Epifýza – sídlo 
lidské duše 
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materialisty pitom stojí dosti obtížný úkol, jak vysvtlit vysoce specifické vlastnosti 
mentálních jev v pojmech, které by byly pln kompatibilní s explanacemi chování ne-
mentálního svta hmoty. Mentální svt se vyznauje pedevším dvma charakteristikami: 1) 
Jednotlivé mentální stavy (myšlenky, pocity i pání) dávají vyvstat dalším mentálním stavm 
a behaviorálním projevm ve specifickém kauzálním etzci, který respektuje to, co bychom 
mohli nazvat „rozumové dvody“, „rozum“ i „racionalita“; napíklad myšlenka, že dnes 
bude pršet, zpsobí, že si vezmu deštník, obléknu si nepromokavou bundu a pomyslím si 
„…zase dneska bude oškliv a zase si nezahraju tenis“. 2) Druhým rysem mentálního života 
je jistý kvalitativní pocit (tzv. qualia), který je spojen s mentálními stavy a procesy; píkladem 
by mohl být pocit ervenosti ervené barvy na pebalu knihy nebo pocit chtivosti spojený 
s touhou po nem apod. Materialista musí všechny tyto vlastnosti mentálního života uvést do 
souvislosti se strukturou, organizací a kauzálním psobením materiálního svta. Podle 
mnohých pedstavitel kognitivní vdy již disponujeme teorií, která to dokáže – alespo co se 
týe prvního rysu mentálního života. Tato teorie, tzv. výpoetní teorie mysli (computational 
theory of mind), která bude podrobnji popsána v následujícím oddíle, je schopna vysvtlit 
racionální etzení mentálních stav a vzorc chování ist na základ strukturálních 
vlastností systému, ve kterém se myšlení odehrává. Oblíbeným objektem, který se obvykle 
používá jako ilustrace základní myšlenky výpoetní teorie mysli, je jednoduchá kapesní 
elektronická kalkulaka, která nám dá na výstupu souet dvou ísel poté, co na klávesnici 
vyukáme posloupnost njakých tlaítek, která bžn interpretujeme napíklad jako „5“ „+“ 
„3“ a „=“. Aby kalkulaka nco takového dokázala, nepotebuje nic vdt o íslech ani o 
jednotlivých aritmetických operacích. Kalkulaka je jednoduše zkonstruována tak (tj. má 
takovou fyzikální a kauzální strukturu), aby stlaení dané posloupnosti tlaítek vždy vedlo 
k výstupu „8“ stejn jist, jako kámen hozený do vzduchu padá po co nejkratší možné dráze 
smrem k zemi. Jediný rozdíl mezi kalkulakou a kamenem je v tom, že kalkulaka byla 
navržena tak, aby celkové chování jejích jednotlivých souástek odráželo aritmetická pravidla 
a omezení, kterými se ídí pechody mezi ísly poté, co jsou na n aplikovány aritmetické 
operace. Podobn je pak struktura našeho mozku uspoádána (evolucí i uením) tak, aby 
jeho fyzikální fungování odráželo rozumová pravidla a omezení, kterými se ídí posloupnosti 
pechod mezi jednotlivými mentálními stavy a vzorci chování. Pedpov deštivého poasí 
pak mže vést k vyhledání deštníku ve skíni nebo k nostalgickému vzpomínání na léto stejn 
snadno jako vyukání píslušných tlaítek na kalkulace vede k výslednému soutu ísel. Obé 
je záležitost pouze struktury fyzikálního systému, jehož chování uritým zpsobem odráží 
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pravidla a zákonitosti dané domény, kterou mže být aritmetika, šachy nebo zdravý selský 
rozum. Strun eeno, „mysl je pouze šikovn uspoádaná hmota“1 (Clark, 2001, s. 5).                
     Tímto se dostáváme k dležité otázce, kterou je vztah mezi teorií folkové psychologie, 
která je tak úspšná pi explanaci a predikci lidského chování, a vdeckou (výpoetní) teorií 
lidské mysli, jejíž obrysy již bylo možné zahlédnout ze struného expozé v pedchozím 
odstavci. Podle Clarka (2001) existují v zásad ti možnosti, jak se k této otázce postavit. 
Prominentním pedstavitelem prvního pístupu je kognitivní vdec Jerry Fodor, podle kterého 
je teorie folkové psychologie pi explanaci a predikci chování lidí tak úspšná proto, že je 
zkrátka pravdivá, tzn. že jí postulované mentální entity mají svj reálný protjšek v 
kognitivním systému, konkrétn v jeho vnitních fyzikálních stavech, které mohou kauzáln 
psobit. Jinými slovy, podle Fodora se obsahy a struktura mentalistického diskurzu a vnitní 
fyzikální stavy kognitivního systému dokonale pekrývají (Fodor, 1987). Takže jestliže budu 
predikovat, že si njaký lovk vezme deštník, protože jsem se njakým zpsobem dozvdl, 
že je tento lovk pesvden o tom, že dnes bude pršet, potom podle Fodora úspch mé 
predikce závisí na tom, že mozek tohoto lovka obsahuje njaký vnitní fyzikální stav, který 
lze interpretovat jako „dnes bude pršet“, a dále že tento vnitní stav zpsobí vznik dalších 
mentálních stav (napíklad „bylo by dobré si vzít deštník“ nebo „…kam mi dti zase 
zašantroily mj deštník!?“) a uritou behaviorální reakci (pjde a vezme si deštník ze 
skín). Teoretickou implementací tohoto pístupu je reprezentaní teorie mysli, resp. 
hypotéza fyzikálního symbolového sytému: propoziní postoje nejsou niím jiným než 
vnitními reprezentacemi a ty jsou zase vnitními stavy njakého fyzikálního kognitivního 
systému; mentální procesy jsou pak ve své fyzikální podstat kauzálními procesy, které 
zpsobují („logice“ duševního života lovka odpovídající) pechody mezi jednotlivými 
vnitními reprezentacemi (podrobnji viz následující oddíly).     
     Zcela opaný pístup než Fodor zastává neurofilozof Paul Churchland (1981), podle 
kterého mentální entity postulované folkovou psychologií nemají ve vnitních stavech 
lidského kognitivního systému (tj. mozku) žádný jasn identifikovatelný korelát. Churchland, 
na rozdíl od Fodora, považuje teorii folkové psychologie pouze za povrchní, zkreslený a 
nepesný popis toho, co se dje v lidském kognitivním systému, což je podle Churchlanda 
také dvod toho, pro je mentalistický diskurz úspšn aplikován pouze v nkolika málo 
oblastech a ve spoust dalších (jako je nap. kreativita, pam, spánek, duševní nemoci, 
senzomotorická koordinace v reálném ase atp.) k našemu porozumní duševním jevm nijak 
                                                 
1 „mindfulness is just a matter, nicely orchestrated.“ 
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zvláš nepispívá. Teoretickým ztlesnním tohoto pístupu je konekcionismus, v jehož 
výpoetních modelech inspirovaných kognitivní architekturou lidského mozku 
s distribuovanými reprezentacemi je jen velmi obtížné, ba skoro nemožné najít jasné koreláty 
obsah a struktury mentalistického diskurzu (více viz oddíl „1.2.3.3 Konekcionismus“). 
     Tetí pístup k otázce vztahu folkové psychologie a vdecké teorie mysli reprezentuje 
kognitivní vdec a filozof Daniel Dennett, podle kterého sice pravdpodobn neexistuje  tsná 
korespondence mezi obsahy a strukturou mentalistického diskurzu a vnitními stavy 
fyzikálního kognitivního systému, to ale podle nj nikterak neubírá folkové psychologii na 
její explananí adekvátnosti. Je to obdoba situace, kdy na atomární úrovni nedokážeme najít 
koreláty tekutosti nebo mokrosti vody, pesto je na urité úrovni popisu velice užitené a 
praktické mluvit o vod jako o tekuté a mokré substanci. Podle Dennetta (1987) jsou mentální 
entity, se kterými operuje folková psychologie, abstrakta, která jsou vyvozena ze vzorc 
inteligentního chování uritých druh objekt, a to nezávisle na konkrétní povaze píin, které 
toto chování generují. V této souvislosti Dennett hovoí o zaujímání tzv. intencionálního 
postoje.  
     Podle Dennetta (2004b) existují ti základní druhy postoj ke svtu, které pedstavují ti 
základní strategie pedpovídání. Fyzikální postoj využívá ke generování pedpovdí o 
chování objekt to, co víme o fyzikálních zákonech a fyzikálních vlastnostech pedmt, o 
jejichž budoucí chování nám jde. Fyzikální postoj používáme napíklad tehdy, když 
oekáváme, že kámen puštný z ruky dopadne na zem. Abychom dokázali pedpovdt 
budoucí chování kamene, to jediné, co musíme udlat, je pipsat mu hmotnost, resp. váhu a 
svou pedpov založit na znalosti gravitaního zákona. Vedle kamen a dalších podobných 
objekt existuje skupina vyprojektovaných objekt, v jejichž pípad lidé vtšinou používají 
jiný zpsob pedpovídání – ten vychází z projektového postoje, který je (ve vztahu 
k fyzikálnímu postoji) uritou zkratkou: Takto napíklad od nkoho dostaneme nový model 
digitálního budíku, se kterým vbec neumíme zacházet a nevíme, co od nj máme oekávat. 
Po zevrubném prozkoumání jeho tlaítek a displeje však brzy zjistíme, že když uritá 
konkrétní tlaítka uritým konkrétním zpsobem zmákneme a na displeji se nám ukáží urité 
konkrétní íselné údaje, potom za nkolik hodin budík vydá zvuk dostaten silný na to, aby 
nás vzbudil a umožnil nám pijít vas do práce, do školy, na schzku apod. Když se snažíme 
porozumt budíku, a predikovat tak jeho chování, nepotebujeme složit a namáhav 
odvozovat jednotlivé fyzikální zákony umožující tento typ pravidelného chování. Nemusíme 
budík rozmontovat, zmit a zvážit jeho jednotlivé ásti, urit elektrické naptí v jeho 
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obvodech. Staí nám pedpokládat, že budík je uritým zpsobem vyprojektován – práv jako 
budík – a že se podle tohoto projektu bude i chovat.   
     Vedle kamen, digitálních budík a dalších podobných objekt existuje jistá speciální tída 
objekt, vi kterým obvykle zaujímáme intencionální postoj, který spoívá v nahlížení 
daného objektu jako racionálního konatele i agenta, který volbu svého chování podizuje 
úvahám o svých pesvdeních a páních. Tento postoj mžeme (trochu antropomorficky) 
aplikovat rovnž na náš digitální budík – takový budík se pak pro nás stane jakýmsi osobním 
asomiem, který bezchybn a bez odmlouvání plní naše instrukce: Když mu naídíme, aby 
nás vzbudil, tak, že mu dáme na srozumnou pesný as, kdy nás má vzbudit, mžeme se 
spolehnout na jeho schopnost zjistit, kdy tento námi stanovený as nastal, a splnit to, co od 
nás dostal pikázáno (tedy probudit nás). Skrze brýle intencionálního postoje se nám pak bude 
zdát, že takový budík nabude pesvdení, že práv nyní nastal onen námi stanovený as, kdy 
nás má vzbudit, a že díky našim instrukcím bude mít budík motivaci podle tchto instrukcí 
jednat. K tomu, abychom porozumli, pro budík dlá to, co dlá, tento antropomorfismus 
nutný není, ale v pípad artefakt složitjších než je budík je zaujmutí intencionálního 
postoje užitenjší a nkdy i nezbytné. Píkladem mže být poítaový šachový program. A 
už jsou fyzikální nebo projektové charakteristiky poítae, na nmž šachový program bží, 
jakékoli, lze jeho chování velice úspšn interpretovat zaujmutím intencionální postoje: 
Takový poíta si pedstavujeme jako racionálního agenta i konatele, který chce vyhrát a 
který zná pravidla šachu a aktuální rozestavení figurek na šachovnici. Z intencionálního 
postoje je interpretace chování poítae mnohem snazší než z postoje fyzikálního i 
projektového. Jak uvádí Peregrin (2003), by bylo samozejm teoreticky možné popsat 
innost šachového programu jako posloupnost zmn aktivace milion prvk ipu poítae, ke 
kterým dochází, když tento program bží v poítai, ale v takovém popisu by se nikdo 
nedokázal (v rozumném ase) zorientovat, a jako takový by tedy byl naprosto k niemu. 
Šachovému programu i poítai, na nmž šachový program bží, lze skuten porozumt 
jedin tak, že budeme jeho chování interpretovat v termínech strategií, které používá a 
v jejichž dsledku uritým zpsobem hraje. V kterémkoli okamžiku šachové hry se mžeme 
podívat na rozestavení figurek na šachovnici a udlat si seznam všech pípustných tah, které 
mže poíta (v souladu s pravidly šachu) udlat, když je na tahu. Pi pedpovídání dalšího 
tahu poítae nám postaí brát v úvahu pouze pípustné tahy, protože mžeme pedpokládat, 
že poíta, resp. jeho šachový program je racionálním agentem, jehož cílem (páním) je 
šachovou partii vyhrát a který ví, že chce-li vyhrát, musí dlat pouze a jedin pípustné tahy, 
kterých se tedy, jakožto racionální konatel, bude držet. Naši pedpov jeho chování mžeme 
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ješt zpesnit, jestliže všechny tyto pípustné tahy ohodnotíme a seadíme z hlediska jejich 
možného píspvku k budoucí výhe (i prohe) od tch nejlepších k tm nejhorším. Na 
základ tohoto žebíku pak mžeme pedpovdt, že poíta provede ten tah, který je pro nj 
nejvýhodnjší, nebo už je v pirozené povaze všech racionálních agent, že vyhledávají své 
vlastní dobro a vyhýbají se zlu. Podstatou intencionálního postoje je tak tedy to, že abychom 
mohli pedpovídat a explikovat chování njakého konatele, musíme pijmout pedpoklad, že 
tento konatel není hloupým konatelem, který by mohl udlat jakoukoli hloupost, ale 
konatelem chytrým, který bude jednat chyte z hlediska své omezené perspektivy, kterou 
popisujeme tak, že tomuto konateli pipisujeme rzná specifická pesvdení a pání, která 
jsou založena na jeho vnímání situace a na jeho cílech a potebách. Takový konatel 
(intencionální systém) je tedy informan (reprezentan) modulovanou a cíle vyhledávající 
entitou, entitou, která racionáln sleduje své cíle prostednictvím toho, že jedná zpsoby, 
které jí uruje její vnímání okolností. A práv tyto vlastnosti (jakkoli „hardwarov“ 
realizované) jsou tím, co umožuje intencionální postoj využívat k pedpovídání a 
vysvtlování chování intencionálních systém (Dennett, 2004b). 
     Dennetovi se asto vytýká, že klade rozhodnutí o pipsání mentálních stav a proces 
njaké entit ist do rukou pozorovatele. Dennett (1987) však zdrazuje, že toto pipisování 
se dje na základ objektivn existujících charakteristik chování, které jsou na pozorovateli 
zcela nezávislé. Tyto charakteristiky jsou však v chování rozpoznatelné pouze z perspektivy 
intencionálního postoje, který urité (objektivn existující) charakteristiky chování zvýrazní a 
jiné zase upozadí, a to zpsobem, jehož koneným výsledkem je obraz racionálního agenta, 
který se chová na základ svých pání a pesvdení. Pi zaujetí ne-mentalistického postoje 
lovk tyto zákonitosti a vzorce v chování nezachytí. Clark (2001) to pirovnává k situaci, 
kdy máme dv rzné íselné ady (napíklad „2, 4, 6, 8, 10“ a „50, 52, 54, 56, 58“), které 
sdílejí jednu spolenou, objektivn existující zákonitost (+2), kterou však mžeme odhalit 
pouze z perspektivy „aritmetického postoje“. Intencionální postoj je podobnou perspektivou, 
aplikovanou ovšem na chování lidí, resp. na chování všech entit, které mají ten správný 
„design“, aby mohli být nazírány jako intencionální systémy. 
     Jakkoli by se mohlo zdát, že Dennettv pístup je jakýmsi kompromisem mezi Fodorovým 
a Churchlandovým pístupem (nebo Dennett na jedné stran uznává, stejn jako Fodor, 
explananí adekvátnost folkové psychologie a na stran druhé spolu s Churchlandem popírá 
existenci njakého vnitního neurálního kódu, který by tsn korespondoval s obsahy a 
strukturou mentalistického diskurzu), ve skutenosti je Dennettova argumentace 
k argumentacím Fodora a Churchlanda mimobžná. Zatímco Fodor a Churchland sdílejí 
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spolený pedpoklad, že teorie folkové psychologie vyžaduje ospravedlnní v podob 
prokázané existence tsných neurálních korelát mentálních stav a proces, podle Dennetta 
žádný takový korelát není k prokázání užitenosti mentalistického diskurzu zapotebí. 
Dennett (1998) tento svj pístup ilustruje na píklad jednoduchého celulárního automatu 
(dále CA) - diskrétního dynamického systému, jehož stav se mní v diskrétních asových 
krocích. Svt CA je vtšinou tvoen pravidelnou strukturou bunk v N-rozmrném prostoru; 
nejastji N = 2; potom hovoíme o tzv. 2D CA, jehož struktura má podobu pravidelné 
tvercové mížky. Každá buka v mížce pitom mže nabývat K rzných stav; vtšinou se 
jedná pouze o dva stavy: zapnuto/vypnuto, „živá“ buka/“mrtvá“ buka, 1/0 apod. Hodnota 
stavu buky v každém následujícím asovém kroku se poítá podle tzv. lokální pechodové 
funkce, která poítá nový stav buky na základ jejího aktuálního stavu v kombinaci 
s aktuálním stavem sousedních bunk. Výpoet nových hodnot stav všech bunk pitom 
probíhá paraleln. (Maík, Štpánková, Lažanský a kol., 2001) Dennett pro svou ilustraci 
použil „Hru života“ (Game of Life) od matematika Johna Conwaye.1 Jedná se o známý a 
oblíbený 2D CA, v nmž se aktivace šíí mížkou podle tí následujících pravidel, která se 
aplikují na (maximáln) osm sousedních bunk každé buky:  
 
• Pravidlo 1: Jestliže práv dv sousední buky jsou aktivní (1), stav buky, a už je 
jakýkoli (1/0), se nemní. 
• Pravidlo 2: Jestliže práv ti sousední buky jsou aktivní (1), buka se stává aktivní 
(1), a už je její aktuální stav jakýkoli (1/0). 
• Pravidlo 3: V jakémkoli jiném pípad se buka stává neaktivní (0), a už je její 
aktuální stav jakýkoli (1/0). 
 
Navzdory jednoduchým pravidlm, kterými se ídí celý „vesmír“ Conwayova CA, poté, co je 
do mížky zaseta uritá poátení aktivita (v podob aktivace nkolika málo bunk), mžeme 
se stát svdky vzniku (emergence) velmi zajímavých vzorc chování. Jednotlivé buky se 
shlukují do nejrznjších tvar a obrazc; tyto obrazce mohou zanikat, nemn trvat, cyklicky 
se opakovat nebo se posunovat v 2D prostoru. Co je však podle Dennetta nejdležitjší, tyto 
vynoující se vzorce chování mžeme popisovat pomocí slovníku, který operuje na vyšší 
úrovni abstrakce než je slovník „fyzikálních“ pravidel Conwayova „vesmíru“. Takto mžeme 
napíklad mluvit o „kluzáku“ (glider), jestliže se na uritém míst v mížce CA objeví vzorec 
                                                 
1 Ten, kdo by chtl blíže prozkoumat vlastnosti 2D univerza Conwayova CA, mže tak uinit s pomocí dvou 
poítaových program (Winlife a Life32), které jsou obsaženy na piloženém CD v adresái 2D_CA.  
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aktivace, který bude vypadat jako ten na prvním políku obrázku 2; aplikací výše uvedených 
pravidel se tento vzorec aktivace v prbhu ty asových krok vrátí pes adu ty rzných 
mezilehlých obrazc do své výchozí podoby a pitom se zárove v 2D prostoru trochu posune 
smrem šikmo doprava; a v tomto svém putování bude „kluzák“ pokraovat do té doby, 
dokud neukoníme simulaci, nebo dokud se mu do cesty nepostaví nkterá z dalších aktivních  
bunk ve mížce CA.  
 
      
                  t                        t+1                        t+2                      t+3                        t+4                      
 
Obrázek 2: Posloupnost zmn aktivaního vzorce v mížce 2D CA, kterou lze na abstraktnjší úrovni popisu 
charakterizovat jako „kluzák“, který si v prbhu asu zachovává svou „identitu“ a pitom se dokáže pohybovat 
2D prostorem Conwayova vesmíru. V terminologii teorie dynamických systém se jedná o druh limitního cyklu, 
kdy se uritá podmnožina bunk v mížce CA po stejném potu krok vrací do stejného stavu. (vytvoeno 
s pomocí softwaru Winlife)   
 
     Podle Dennetta diskurz odkazující k entitám typu „kluzák“ (nebo „blika“, „had“, 
„bochník“, „ropucha“, „jedlík“, „maják“ a mnoho dalších, na které lze v Conwayov CA 
bžn narazit) identifikuje v Conwayov vesmíru objektivn existující vzorce a zákonitosti, 
které vnjšímu pozorovateli umožují vytváet rzné užitené generalizace a pedpovdi 
ohledn chování tohoto 2D svta. Pestože tedy v posledku stojí v pozadí všech tchto 
aktivaních vzorc „fyzikální“ zákony Conwayova CA, bylo by podle Dennetta velkou 
chybou ignorovat explanan velice užitenou úrove popisu, která odkazuje ke 
„kluzákm“nebo „blikam“. 
     To, co platí pro svt Conwayova CA, platí rovnž pro lidské chování. Kognitivní vdec 
Zenon Pylyshyn (1986) jako ilustraci užitenosti té úrovn popisu, která pracuje 
s vysokoúrovovými mentalistickými koncepty, uvádí píbh lovka, který se nejdíve stane 
svdkem dopravní nehody, poté bží k telefonní budce a nakonec vyuká íslo 911 (íslo na 
pohotovost v USA). Podle Pylyshyna se samozejm mžeme pokusit vysvtlit chování 
svdka dopravní nehody prostednictvím njaké fyzikální teorie, která pracuje s neurony, 
neurotransmitery, ionty apod., avšak takové vysvtlení nám nijak nepomže v porozumní 
rozumovým dvodm, které stojí v pozadí chování takového lovka. ist fyzikální teorie 
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by nám napíklad nevnesla ani trochu svtla do situace, kdy by telefon pestal fungovat, nebo 
kdy by se nehoda nestala v USA, ale ve Velké Británii. ist fyzikální popis jednotlivých 
vzorc chování by se totiž významn lišil podle toho, zda by náš svdek dopravní nehody 
musel vyukat íslo 999 (íslo na pohotovost ve Velké Británii), nebo íslo 911 (íslo na 
pohotovost v USA), i zda by musel nejdíve nkde v okolí zaít hledat fungující telefon. 
Mentalistický diskurz naproti tomu dokáže velice jednoduše vysvtlit všechny tyto možnosti 
tím, že daného lovka prost popíše jako nkoho, kdo práv vidl dopravní nehodu, kdo ví, 
že lidé jsou v ohrožení života a že je poteba jim zajistit pomoc. Vyjádeno slovy Stanislava 
Komárka (2000, s. 8), „a lze zajisté duševní procesy chápat jako projev fyziologických, 
zejména neurofyziologických daností, je pesto smysluplnjší je popisovat jako globáln-
autonomní celek a z celistvého pohledu „zvenku“, nežli je rozmotávat zevnit, asi jako je 
smysluplnjší popisovat druhou svtovou válku termíny djepravy a nikoli jako sumaci 
pohybu jednotlivých Nmc mezi lety 1939 a 1945.“ Proto by podle Pylyshyna (1986) každá 
vdecká teorie mysli, inící si nárok na vysvtlení chování svdka dopravní nehody, mla být 
pevoditelná na tuto abstraktnjší (mentalistickou) úrove popisu lidského chování. A 
nejpímoaejším zpsobem, jak toho dosáhnout, je Fodorv reprezentacionalismus, tedy 
pedpoklad, že mozek svdka dopravní nehody skuten obsahuje njaké vnitní fyzikální 
stavy (neurální symboly i kódy), které reprezentují událost dopravní nehody, a že 
(výpoetní) pechody mezi jednotlivými vnitními 
fyzikálními stavy mozku povedou k dalším 
vnitním stavm (tj. k dalším neurálním 
symbolm i kódm), které by bylo možné 
interpretovat jako „zavolat na pohotovost“ nebo 
„najít fungující telefon“. Tímto se již dostáváme 
k samotné výpoetní teorii mysli, která pestavuje 
zatím nejúspšnjší pokus o propojení lidské 




Obrázek 3: Lidé dlají urité vci proto, že jsou o nem 
pesvdeni, a proto, že nco chtjí, tedy že mají urité cíle 
a pání; bez tohoto pedpokladu nelze vysvtlit ani to 
nejjednodušší chování. 
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1.2 Mysl jako výpoet 
 
     V kontrastu s behaviorismem je kognitivní revoluce v americké psychologii na pelomu 
50. a 60. let 20. století asto pojímána jako znovuoživení mentalistického paradigmatu. 
Kognitivní revoluce však nebyla pouze návratem k mentalistickému diskurzu, ale pedevším 
zásadní zmnou významu jeho hlavních koncept, které byly nov redefinovány v rámci tzv. 
výpoetní teorie mysli (computational theory of mind), která chápe lidskou mysl jako 
specifický druh výpotu realizovaného uritým specifickým typem výpoetního zaízení, 
kterým je lidský mozek. Tímto tato teorie také odpovídá na otázku, jakým zpsobem je 
možné mechanicky implementovat lidskou racionalitu, resp. jak propojit kauzální svt 
fyzikálních systém s jedním ze základních rys mentálního života, kterým jsou rozumem se 
ídící posloupnosti mentálních stav a vzorc chování.  
     V prbhu djin psychologického myšlení se objevilo hned nkolik pokus pirovnávat 
lidskou mysl k uritému technologickému zaízení. Takto byla lidská mysl ve své dob 
pirovnávána k hodinovému i parnímu stroji, k telegrafu nebo k telefonní ústedn. Zásadní 
rozdíl mezi tmito pirovnáními a výpoetní teorií mysli (dále VTM), však spoívá v tom, že 
v pípad VTM se nejedná pouze o njaké pirovnání i metaforu, ale o konstatování, že 
lidská mysl je formou výpotu (v širším smyslu zpracovávání informací, nikoli v užším 
smyslu numerických výpot), resp. poíta, který tento výpoet provádí. K tomuto 
ztotožnní mysli s poítaem došlo v nkolika krocích, jejichž poátky mžeme vysledovat 
hluboko do minulosti. Prvním a nejdležitjším krokem bylo uvdomní si možností tzv. 
formálních systém, které, stejn jako lovk, vykazují schopnost generovat „vzorce 
chování“, které se ídí zákony lidské racionality.  
 
1.2.1 Formální systémy 
 
     Pro formální systém jsou charakteristické ti následující vlastnosti (Haugeland, 1997):             
1) Jedná se o systém manipulující se znaky (token-manipulation systems), tzn. že tento systém 
je možné pln definovat a) výtem sady formálních (významu-prostých, nic 
nereprezentujících) znak (tj. jakýchkoli objekt jednoznan identifikovatelných ist na 
základ jejich formálních charakteristik jako je tvar, velikost apod.), b) urením jedné nebo 
více startovních pozic (tj. poáteního uspoádání formálních znak) a nakonec                           
c) specifikováním souboru formálních pravidel urujících povolené zpsoby transformace a 
manipulace rzných konfigurací formálních znak. 2) Formální systém má digitální povahu, 
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tzn. že navzdory nepebernému množství drobných odchylek a variací lze vždy pesn a 
spolehliv identifikovat, ve kterém konkrétním stavu - z omezené (povolené) množiny stav - 
se nachází jednotlivé prvky systému, které jsou z hlediska jeho fungování dležité.1                      
3) Fungování formálního systému je nezávislé na konkrétním médiu, ve kterém je 
implementován, tzn. že na formálním systému je dležitá pouze jeho forma - jednoznan 
rozlišitelné znaky a soubor povolených manipulací a transformací; konkrétní médium - dokud 
umožuje implementaci struktury formálního systému - nehraje žádnou zásadní roli. 
     Klasickým píkladem takového formálního systému, který spluje všechny ti výše 
uvedený charakteristiky, jsou šachy, které jsou pln definovány výtem jednotlivých hracích 
znak-figurek, specifikováním jediné možné startovní pozice a výtem pravidel urujících, 
jak se mohou jednotlivé figurky po šachovnici pohybovat. Jednotlivé tahy na šachovnici je 
pitom možné vždy pesn a spolehliv identifikovat - milimetrové odlišnosti v umístní 
figurek na šachovnici nevedou ke zmnám, které by byly fatální z hlediska správného 
prbhu celé hry. A nakonec, šachy není poteba hrát jen s devnou šachovnicí a s 
devnými figurkami. Šachy je teoreticky možné hrát i s pomocí mezigalaktických koráb a 
souboru 64 galaxií. Dležité jsou pouze jednoznan rozlišitelné hrací znaky a soubor 
povolených tah, které jsou na tchto znacích definovány.          
 
1.2.1.1 Interpretované symbolické systémy 
 
     Typem takového formálního systému jsou i tzv. interpretované formální systémy. Zatímco 
hrací znaky (figurky) šachu nemají žádný konkrétní význam, v interpretovaných formálních 
systémech znaky svj význam mají, tzn. že k nemu odkazují, nco oznaují nebo 
reprezentují. Takové znaky se nazývají symboly i symbolické reprezentace. Formální 
pravidla pro manipulaci a transformaci symbolických reprezentací (syntax) a významy 
symbolických reprezentací (sémantika) pitom spolu v rámci interpretovaného formálního 
systému úzce souvisejí. Tato souvislost je dobe patrná na jednoduchém formálního systému, 
který ve svém lánku jako ilustraci uvádí kognitivní vdec John Haugeland (1997, s. 16-17). 
Jedná se o matematický systém, který zachycuje zákonitosti platící v abstraktním svt ísel a 
jednoduchých matematických operací jako je sítání, odítání, dlení a násobení; skládá se 
z prvních patnácti písmen anglické abecedy (A-O), z ady nkolika možných poátených 
konfigurací písmen a ze souboru povolených „tah“, tj. pravidel specifikujících povolené 
                                                 
1 Základní charakteristikou digitálních systém, je to, že „její základní elementy jsou bu v jednom stavu, nebo 
ve stavu jiném, ale nikdy nemohou být nkde napl“ (Dawkins, 2002, s. 121). 
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zpsoby manipulace a transformace jednotlivých písmenných konfigurací. Nkolik z tchto 
poáteních konfigurací a povolených „tah“ je uvedeno v tabulce 1. 
 
 
Tabulka 1: Nkolik z povolených herních „tah“ písmenného matematického systému.(pevzato z Haugeland, 
1997, s. 16) 
 
To, jestli se skuten jedná o matematický systém, kriticky závisí na íselných významech 
jednotlivých písmen. Tato závislost se ozejmí, když se na tento formální systém podíváme 
optikou obvyklé symbolické notace, kterou v našem kulturn-civilizaním okruhu používáme 
ke kódování matematických objekt. V tabulce 2 jsou uvedeny dva možné peklady 
písmenných symbol a odpovídající peklady posloupností písmen. Z nich je zejmé, že 
transformaní pravidla písmenného formálního systému odrážejí zákonitosti svta ísel a 
základních matematických funkcí pouze v tom pípad, kdy jsou písmenm piazeny ty 
správné íselné významy, zde reprezentované indoarabskou íselnou notací. 
 
 
Tabulka 2: Dva možné peklady písmenných symbol a odpovídající peklady posloupností písmen uvedených 
v tabulce 1. (pevzato z Haugeland, 1997, s. 17) 
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     Základním pedpokladem interpretovaných formálních systém je tedy existence 
symbolických reprezentací, které oznaují pedmty a události v reprezentovaném svt. Tyto 
symbolické reprezentace na jedné stran zachycují (z hlediska úelu konstrukce daného 
reprezentaního systému) dležité aspekty reprezentovaného svta a na stran druhé 
abstrahují od jeho irelevantních detail. Taková symbolická reprezentace je potom abstraktní 
a zjednodušenou verzí reprezentovaného svta. Na stran druhé symbolické reprezentace - 
díky tomu, že mají vtšinou podobu njakého konkrétního fyzikálního objektu (napíklad na 
papír i jiný materiál udlaného klikyháku) - umožují dát abstraktním objektm a vztahm 
mezi nimi konkrétní podobu, která je snadno pístupná lidskému senzorickému aparátu. Tato 
duální povaha symbolických reprezentací je dobe patrná v pípad íselné notace, kde 
jednotlivé znaky na jedné stran abstrahují od konkrétních detail pedmt, jejichž množství 
nás zajímá, a na stran druhé dávají konkrétní podobu abstraktním matematickým objektm 
(íslm nebo rzným matematickým funkcím).    
 
Obrázek 5: Reprezentaní systém. 
Reprezentovaný svt pedmt a 
událostí, který v tomto konkrétním 
píklad sestává z šesti lidí, kteí se 
od sebe v mnoha aspektech liší (jsou 
napíklad rzného vku, pohlaví, jsou 
rzn vysocí nebo mají odlišnou 
barvu oí), se nachází v horní ásti 
obrázku. Svt symbolických 
reprezentací v podob jednoduchých 
znaek je pak v dolní ásti obrázku. 
Reprezentující svt je zjednodušenou 
verzí svta reprezentovaného, která 
abstrahuje od všeho, co není dležité 
pro úel vytvoení daného 
reprezentaního systému - v tomto 
pípad jednotlivé znaky reprezentují 
vždy jednu osobu, všechny ostatní 
aspekty reprezentovaného svta 
(nap. výše zmiovaný vk, pohlaví, 
výška i barva oí jednotlivých osob) 
jsou ignorovány.  
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     Dležitou vlastností tchto symbolických reprezentací je to, že je možné je uspoádat do 
(formálního) systému pomocí pravidel, která ist na základ formálních vlastností 
symbolických reprezentací (nap. na základ jejich tvaru, váhy, barvy apod.) specifikují 
zpsob (formální operace), jakým je možné jednotlivými symboly manipulovat a 
transformovat je na jiné symboly, tak aby se tyto chovaly zpsobem, který odpovídá chování 
svta, který reprezentují: formální systém = symboly + pravidla pro manipulaci a 
transformaci symbol 
     Základní myšlenka interpretovaných formálních systém tedy spoívá v tom, že zde máme 
na jedné stran svt pedmt a událostí a na stran druhé uritý zpsob systematického 
kódování tchto pedmt a událostí v podob rzných symbolických reprezentací. S tmito 
symboly se potom manipuluje zpsobem, který odráží zákonitosti platící ve svt pedmt a 
událostí, který symboly reprezentují. Klíovou vlastností formálních systém je to, že 
manipulace se symboly má formální povahu, tzn. že rozhodnutí o tom, s jakým symbolem a 
jak manipulovat, jsou inna ist na základ odkazu k form (syntaxi) symbol; významem 
(sémantikou) symbol, tedy tím, co symboly reprezentují, se není poteba bhem manipulací 
se symboly vbec zabývat. Výsledkem manipulace se symboly jsou pak další symbolické 
výrazy a reprezentace, které mžeme nakonec interpretovat jako oznaující nco ve svt 
pedmt a událostí. Tato schopnost zachovávat smysluplné sémantické vlastnosti 
(interpretace) symbol cestou spoléhání se ist na jejich formální (syntaktické) vlastnosti 
iní z formálních systém významnou kognitivní technologii (Clark, 2003; Fauconnier & 
Turner, 2003; Norman, 1993; Donald, 1991), která znan rozšiuje dosah lidských 
kognitivních schopností v ase i prostoru, nebo sestavením toho správného formálního 
systému (tzn. vytvoením efektivních symbolických reprezentací, které zachycují relevantní 
pedmty a události zájmové domény, a definicí syntaktických pravidel pro manipulaci a 
transformaci symbol, které vrn odrážejí zákonitosti platící v zájmové domén) si lovk 
mže zjednat pístup k pedmtm a událostem, které nemá možnost pozorovat pímo, 
napíklad proto, že jsou píliš daleko, nebo proto, že ješt vbec nenastaly (viz obrázek 7). 
Pro nezasvceného pozorovatele se celý proces nemusí píliš lišit od magického rituálu, kdy 
se šaman pokouší vštit budoucí události z uspoádání kostí obtního zvíete, které kolem 
sebe v náboženském tranzu nejdíve rozhodil - i jeho innost je založena na pedpokladu, že 
existuje uritá korespondence mezi kostmi a svtem reálných pedmt a událostí a že uritá 
nenáhodná („magická“) forma manipulace s tmito kostmi mže odhalit nco smysluplného o 
okolním svt.   
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Obrázek 6: Formální systém se skládá ze symbol, které systematicky kódují pedmty a události 
reprezentovaného svta, a z pravidel, která (ist na základ formy/podoby symbolických reprezentací) 
specifikují zpsob, jakým je možné jednotlivými symboly manipulovat a jak je možné je transformovat na jiné 
symboly (tzv. formální operace). Tato pravidla pitom odrážejí zpsob, jakým se chová reprezentovaný svt, 
který je kódován systémem symbolických reprezentací. Zajištní této korespondence lovku umožuje, aby 
získal pístup k dležitým informacím o svt reálných pedmt a událostí pouze na základ formálních operací 
provádných se symboly reprezentujícími tento svt reálných pedmt a událostí (viz obrázek 7). (s úpravami 





Obrázek 7: Píklad použití formálního systému. Pi zajištní korespondence mezi symboly a pravidly pro jejich 
manipulaci a transformaci na stran jedné a reprezentovaným svtem pedmt a událostí na stran druhé je 
možné modelovat chování reálného svta. Zde uvedený model lovku umožuje init zajímavé a mnohdy i 
užitené pedpovdi ohledn chování mnoha objekt v dosahu gravitaního pole planety Zem. (s úpravami 
pevzato z http://hci.ucsd.edu/102a/05-lectures/W3a.pdf)      
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     Tato souvislost mezi formálními pravidly pro manipulaci se symbolickými reprezentacemi 
a významy symbolických reprezentací sehrála klíovou roli ve vývoji výpoetní teorie mysli, 
nebo se ukázalo, že s pomocí interpretovaných formálních systém je možné úspšn 
modelovat zákonitosti platící v mentálním svt význam a logických inferencí 
prostednictvím ist syntaktických (ne-sémantických) nástroj formálních systém.         
 
1.2.1.2 Historický a kognitivn antropologický kontext  formálních systém 
 
     Pestože k explicitnímu teoretickému porozumní formálním systémm došlo až na 
poátku 20. století díky prkopnickým pracím v oblasti matematiky a logiky - spojeným se 
jmény jako Bertrand Russel, Alfred Whitehead, David Hilbert, Kurt Gödel, Alan Turing i 
Alonzo Church –, samotná znalost a používání formálních systém jsou mnohem staršího 
data. Jednmi z prvních a nejdležitjších formálních systém byly aritmetické systémy, které 
jsou známy již z doby tvrtého tisíciletí ped naším letopotem, kdy je chrámoví a palácoví 
byrokraté využívali pedevším k vedení út o množství zemdlských produkt 
odevzdaných poddanými na daních; také v souasné dob je aritmetický systém prvním 





Obrázek 4: Poetní systém z Mezopotámie z doby okolo roku 3300 p. n. l. Hlinná schránka, na jejímž povrchu 
jsou vyryty jednoduché znaky, které reprezentující obsah schránky, ve které byly umístny objekty symbolizující  
množství rzných druh hospodáských plodin a zvíat. 
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     Souástí takového aritmetického systému je vždy uritá íselná notace - sada symbol 
(íslic) reprezentujících jednotlivá ísla. Další nezbytnou souástí aritmetického systému je 
soubor pravidel pro manipulaci a transformaci íselných symbol odrážejících zákonitosti 
pechod mezi ísly v závislosti na použité aritmetické operaci (sítání, odítání, násobení a 
dlení). Vyzbrojen alespo základní znalostí takového aritmetického systému mže pak i žák 
první tídy smle pistoupit k ešení matematických úloh typu „Od maminky jsi dostal pt 
bonbón a dva z nich jsi dal svému sourozenci. Kolik ti zbylo bonbón?“ tím zpsobem, že 
nejdíve peloží úlohu do symbolické notace 5 – 3, poté na tento symbolický zápis aplikuje 
nauená transformaní pravidla používaná pi odeítání, která symbolický zápis 
petransformují do podoby 5 – 3 = 2, a nakonec íslici 2 peloží do pirozené „ei bonbón“, 
tak aby mohl odpovdt, že mu zbyly práv dva bonbóny.  
     Každý typ íselné notace používané k symbolickému kódování kvantitativních 
charakteristik vnjšího svta umožuje rzné druhy manipulací a transformací, které jsou 
v rzné míe vhodné k implementaci základních aritmetických operací. Nejjednodušší a 
nejstarší (viz obrázek 8) známou íselnou symbolickou reprezentací jsou jednoduché znaky 
v podob svislých árek oznaujících vždy jednu položku. Jedná se o tzv. aditivní íselnou 
notaci (Norman, 1993) - když chce lovk zvýšit hodnotu pedchozího íselného symbolu, 
jednoduše pidá k tomuto symbolu další symbol; tímto zpsobem se napíklad ze symbolu pro 
íslo 3 (|||) stane symbol pro íslo 4 (||||). Výhodou tohoto zpsobu kódování je to, že se 
relativn snadno vytváí, díky emuž jím lze rychle a pohodln zaznamenávat poet 
jednotlivých položek. Z tohoto typu íselné notace lze také relativn snadno vyíst konkrétní 
íselnou hodnotu, kterou daný symbol reprezentuje – k usnadnní tohoto dekódování se asto 
jednotlivé árky seskupují po pti (||||). Vedle tchto pedností je další výhodou to, že velikost 
(délka) tohoto typu íselné reprezentace je proporní vzhledem k velikosti ísla, které 
oznauje, takže íselný symbol pak mže fungovat de facto jako jistý druh grafu, z nhož lze 
– v pípad, že takto reprezentujeme nkolik ísel najednou - pímo vyíst relativní velikost 
reprezentovaných ísel. Práv tyto vlastnosti jsou dvodem, pro se tento typ íselné notace 
používá až do dnešních dn. Jeho zásadní nevýhodou je však to, že nepodporuje ty druhy 
pravidel pro manipulaci a transformaci íselných symbol, které by dokázaly efektivn 













Obrázek 8: Vstonická vrubovka. V roce 1936 u obce Dolní Vstonice na archeologickém nalezišti z období 
mladšího paleolitu (zhruba ped 25 000 lety) nalezl archeolog Karel Absolon osmnáct cm dlouhou lýtkovou kost 
mladého vlka, na které bylo vyryto 55 záez - od dvou delších, ležících uvnit ady, jich bylo na jednu stranu 25 
a na druhou 30. Záezy podle všeho pedstavují íselné pojmy, násobky pti (pti prst na ruce?), jednou pt x 
pt, podruhé šest x pt. Název nálezu (vrubovka) je odvozen od názvu holí i latk, které svého asu sloužily jako 
pomcky k útování (také „rabuše“ a „rováš“). Dlaly se do nich záezy, vruby, podle potu dodaného zboží, 
pracovních jednotek apod. Po dodání a zaplacení zboží se vrubová plocha opt vyhladila. Existovaly také 
vrubovky dvojité. Když bylo teba potvrdit njakou obchodní transakci, ásti vrubovky obou zúastnných stran 
se piložily k sob a vrub se udlal najednou. Pi útování pak musely vruby souhlasit, jeden piléhal k druhému. 
Pozdji se „vrubovka“ íkalo také tabulím v hospodách, jak to dokládají slovní obraty typu „udlat to na svj 
vrub“ (na svj úet, na svou odpovdnost), „má u mne vroubek“ (nevyrovnaný dluh). (Folta, Loucká, Klíma, 
1997) 
 
     V tomto ohledu jsou mnohem efektivnjší íselnou notací ímské nebo v souasné dob 
zcela pevládající indoarabské íslice. Indoarabská íselná notace je píkladem tzv. substituní 
reprezentace (Norman, 1993) - pi zvyšování hodnoty pedchozího symbolu musí lovk 
tento symbol nejdíve vymazat a potom nahradit jiným symbolem – takto se napíklad pi 
zvyšování hodnoty íselného symbolu z  1 stane 1 2, z   1 2 se stane 1 2 3 atd. Další dležitou 
vlastností indoarabské íselné notace je to, že význam, resp. hodnota každého íselného 
symbolu závisí na jeho pozici a umístní, což je také dvod, pro indoarabský íselný systém 
potebuje nulu - aby 3 mohla znamenat „300“, musí se nacházet na tetí pozici zprava. 
	ímský íselný systém, který v sob obsahuje prvky jak substituní tak i aditivní reprezentace 
a je de facto pouze mírnou modifikací jednoduchého „árkování“, naproti tomu nulu 
nepotebuje, nebo jeho jednotlivé íselné symboly reprezentují vždy stejnou íselnou 
hodnotu bez ohledu na jejich pozici – alespo v pípad pvodní podoby ímské íselné 
notace, ve které se íslo 4 zaznamenávalo jako IIII a íslo 9 jako VIIII a ve které nezáleželo 
na poadí, v jakém byly jednotlivé íselné symboly uspoádány, takže MMVI mlo stejnou 
hodnotu jako VMIM. Oba systémy mají – z hlediska výpoetních operací, které podporují – 
své silné i slabé stránky. V odborné literatue se asto zmiuje aritmetická operace násobení 
jako doklad výhod, které nám skýtá užívání indoarabského íselného systému ve srovnání s 
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ímskou notací – vynásobení dvou ísel, které jsou zapsány pomocí ímských íslic, nap. 
MMCLIII a CLXXXII, je sice možné, ale velice obtížné ve srovnání s násobením stejných 
ísel zapsaných v indoarabské notaci (2153 a 182). Již mén se ví, že operace sítání je 
naopak mnohem jednodušší s ímskými íslicemi: Když chce lovk sítat, a už s pomocí 
ímských nebo indoarabských íslic, musí se nejdíve nauit jednotlivé íselné symboly a 
pravidla pro jejich manipulaci a transformaci. V pípad indoarabské íselné notace to 
znamená, že  
• lovk se musí nauit deset arbitrární symbol pro deset ísel (0 až 9);  
• dále si musí osvojit pravidla týkající se zpsobu kódování jednotlivých íselných 
hodnot prostednictvím zápisu íselných symbol na rzné pozice, tak aby vdl, že 
napíklad 93 se rovná devíti desítkám a tem jednotkám;  
• dále se musí nauit nazpam tabulku sout všech 45 možných pár ísel (deset íslic 
mže vytvoit 100 párových kombinací, avšak vzhledem k platnosti komutativního 
zákona, kdy a + b = b + a, a vzhledem k tomu, že a + 0 = a, je nutné se nauit „pouze“ 
45 rzných kombinací); 
• a nakonec se lovk musí nauit, co dlat, když dochází k pechodu z jednoho 
poetního ádu do druhého.  
Nauit se tohle všechno je dost namáhavé a zabere to hodn asu. Naproti tomu v pípad 
ímské íselné notace lovku staí nauit se pouze 
• sedmi arbitrárním znakm pro íselné hodnoty od 1 do 1000 (I, V, X, L, C, D, M); 
• jednoduché kombinaci jednotlivých symbol a 
• jejich peuspoádání tak, aby stejné symboly stály vedle sebe, a nakonec 
• aplikaci nkolika málo jednoduchých pravidel, která komplexní íselnou reprezentaci 
zjednoduší (nap. IIIII = V, XXXXX = L atd.). 
Tato pravidla pro manipulaci a transformaci íselných symbol spojená s ímskou íselnou 
notací si lze osvojit mnohem snáze a rychleji než ta spojená s indoarabským íselným 
systémem. Napíklad pi sítání dvou ísel reprezentovaných jako MMCLIII a CLXXXII 
staí symboly nejdíve jednoduše zkombinovat (MMCLIIICLXXXII), potom peuspoádat 
(MMCCLLXXXIIIII), nakonec celý výraz zjednodušit (MMCCCXXXV) a peíst konený 
výsledek (dvatisícetistaticetpt). V tomto ohledu to mli ímské dti mnohem jednodušší než 
ty dnešní – ovšem jen do chvíle než pišlo na násobení (nebo dlení). Zde je výhodnjší 
použít indoarabské íselné notace, která - na rozdíl od té ímské - iní na první pohled 
zejmou a tím snadno dostupnou informaci o poetním ádu jednotlivých ísel (jednotky, 
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desítky, stovky…), která slouží jako jeden z podstatných vstup do výpoetní procedury 
dlouhého násobení – budeme-li chtít mezi sebou vynásobit napíklad ísla 2153 a 182, potom 
staí s pomocí znalosti malé násobilky jednoduše vynásobit každou íslici v prvním ísle (2, 
1, 5, 3) s každou íslicí v druhém ísle (1, 8, 2), vypsat výsledky na ta správná místa, která 
kódují poetní ády jednotlivých ísel, a nakonec takto zapsané dílí výsledky seíst (Norman, 
1993). 
     Vzhledem ke komplexnosti pravidel pro manipulaci a transformaci symbol v rámci 
formálních systém a s tím spojenými nároky na kapacitu pracovní pamti lovka, který 
s formálním systémem pracuje, zde vždy existoval tlak na „krystalizaci“ tchto systém 
v podob nejrznjších kognitivních artefakt (Hutchins, 1995). Kognitivní antropolog Edwin 
Hutchins (2004) v této souvislosti hovoí o tzv. materiálních kotvách (material anchors) – 
pedmtech, na jejichž fyzikální strukturu je namapována abstraktní struktura uritého 
konceptuálního modelu se všemi jeho jednotlivými prvky a vztahy mezi nimi. Taková 
materiální kotva je potom de facto ztlesnním i hmotnou „inkarnací“ zákonitostí a omezení, 
která doposud existovala pouze na abstraktní rovin v podob njakého mentálního modelu -
zde ve smyslu obecného vnitního modelu vnjšího svta, v nmž jsou zachyceny podstatné 
prvky svta a vztahy mezi nimi, bez ohledu na konkrétní podobu reprezentaního kódu, tedy 
bez ohledu na to, zda jsou dané prvky a zákonitosti reprezentované prostednictvím 
propoziního kódu, analogového kódu, nebo kombinací obého. Díky ukotvení modelu ve 
struktue hmotného artefaktu dochází ke zvýšení stability jeho reprezentace, která je klíová 
pro pesnost a efektivitu lidského usuzování (Sternberg, 2002). Jednotlivé prvky a zákonitosti 
takto ukotveného modelu jsou potom stabiln reprezentované i bhem komplexních proces 
manipulace a transformace, kterým je model v prbhu ešení daného kognitivního úkolu 
podrobován.  
     Ilustrací efektu ukotvení abstraktní struktury modelu na fyzikální strukturu hmotného 
pedmtu je jednoduchý runí kalendá (Hutchins, 2004), který usnaduje jistý druh výpot 
nutných k urení dne (Po-Ne), který pipadá na konkrétní datum v jakémkoli týdnu jakéhokoli 
msíce daného roku. Kdokoli, kdo by chtl tento typ problému vyešit, musí uritým 
specifickým zpsobem zkombinovat a zkoordinovat prvky a zákonitosti obsažené v týdenním 
cyklu sedmi dní a ve dvanácti msíních cyklech 28 (resp. 29, v pípad, že se jedná o 
pestupný rok), 30 nebo 31 dní. Vzhledem ke komplexnosti výsledného schématu je poteba 
ho ukotvit k njaké pevné fyzikální struktue. V pípad runího kalendáe je touto strukturou 
lánky prvních tí prst na levé ruce (poítáno od ukazováku). Z devíti lánk, které jsou na 
tchto tech prstech, je využíváno pouze sedm. Do každého ze sedmi lánk jsou podle 
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uritého pravidla umístny názvy nkolika msíc (viz obrázek 9a, b). Tato posloupnost 
názv msíc v jednotlivých láncích je pevná a nemnná, tzn. že poadí msíc na prstech je 
stabilní a v prbhu let se nijak nemní. Protože je tato posloupnost pomrn složitá a obtížná 
na zapamatování v podob njaké vizuální pedstavy, lidé, kteí runí kalendá používají, se 
vtšinou spoléhají na „svalovou pam“, kdy se posloupnost msíc uí jako posloupnost 
pohyb palce levé ruky pes jednotlivé lánky. Názvy dní jsou v jednotlivých láncích 
umístny vždy po jednom v rámci snadno zapamatovatelné posloupnosti „odshora-dol“ a 
„zleva-doprava“. Na rozdíl od posloupnosti msíc není tato posloupnost v prbhu let 
nemnná - každý následující rok se celá struktura posune o jednu pozici, takže jestliže 
v konfiguraci pro rok 2002 je na prvním lánku umístno pondlí (obrázek 9a), v roce 2003 to 
bude úterý, v pestupném roce 2004 to ale bude tvrtek (+ 2 dny), v roce 2005 pátek, v roce 
2007 nedle (obrázek 9b) atd. Výsledný prnik tchto dvou struktur dává vzniknout nové 
struktue, která zachycuje vztah mezi týdenním cyklem sedmi dní a mnící se délkou 
jednotlivých msíních cykl. Díky tomu, že týden má vždy sedm dní, všechny dny 
v jakémkoli msíci, jejichž datum se rovná 0 modulo 7 (tj. 7., 14., 21. a 28. den msíce), 
pipadají v rámci týdne na stejný den; napíklad v roce 2007 pipadají 7., 14., 21. a 28. den 
msíce záí vždy na pátek. Samotný výpoet s pomocí runího kalendáe pak probíhá 
následujícím zpsobem: 	eknme, že chceme zjisti, jaký den bude pipadat na 24. prosince 
roku 2007. lovku staí se jednoduše podívat na svou levou ruku, pitom si pedstavovat 
názvy dní a msíc umístných v jednotlivých láncích, a najít ten lánek, ve kterém je 
obsažen název msíce, který ho zajímá, v tomto konkrétním pípad to bude prosinec. Název 
dne v tomto lánku je „pátek“, tzn. že v prosinci roku 2007 pipadají všechny pátky na dny 
s datem, které se rovná 0 modulo 7 (7., 14., 21. a 28. prosinec roku 2007). Nyní tedy víme, že 
21. prosince roku 2007 bude pátek. S touto informací je již velice snadné urit, že 24. 
prosince bude pondlí – 24. prosinec je o 3 dny dále než 21. prosinec, takže staí dopoítat 3 
dny a zjistit název dne, který je obsažen v píslušném lánku. Tímto zpsobem je možné 
rychle a pesn urit den pipadající na jakékoli datum bhem kalendáního roku – staí urit 
nejbližší známý den se známým datumem (0 modulo 7, tj. 7., 14., 21. a 28. den msíce) a 
dopoítat, nebo odpoítat zbývající, resp. pebývající dny. Bez podprné struktury sedmi 
lánk na prstech levé ruky by však bylo velice obtížné udržet v pracovní pamti stabiln 
reprezentované komplexní vztahy mezi týdenním cyklem a msíními cykly a provádt výše 












Obrázek 9b: „Runí kalendá“. Konfigurace pro rok 2007. 
 
     V pípad runího kalendáe sloužila materiální kotva jako podprná struktura pro 
stabilizaci symbolických reprezentací komplexních vztah mezi týdenními a msíními cykly. 
Jakkoli je materiální kotva užitenou pomckou, která snižuje nároky kladené na pracovní 
pam, samotnou manipulaci a transformaci symbolických reprezentací musí lovk i nadále 
vykonávat ve své mysli. Existuje však jistá tída kognitivních artefakt, které umožují 
pevést tuto pomrn obtížnou mentální innost na jednoduchou fyzickou manipulaci a 
transformaci stav urité fyzikální struktury, která implementuje prvky a zákonitosti njakého 
abstraktního modelu, nap. aritmetického systému. 
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     Klasickým píkladem takového kognitivního artefaktu je abakus1, stará, ale dodnes 
používána výpoetní pomcka, která pro lidskou mysl náronou posloupnost manipulací a 
transformací abstraktních symbol aritmetického systému redukuje na posloupnost 
jednoduchých fyzických manipulací s korálky, jejichž vzorce v rzných sloupcích 
reprezentují  rzné  íselné  hodnoty. Aby  abakus  mohl fungovat jako poitadlo, musí se lidé  
nauit takovým pravidlm pro transformování a manipulaci tchto vzorc korálk, která 
zajišují, že sémantická interpretace dvojic vstupní vzorec korálk-výstupní vzorec korálk 
odpovídá urité užitené matematické funkci jako je sítání nebo odítání. Na samotných 
pravidlech pitom není de facto nic matematického - jsou to pouze pravidla pro pohybování 
korálky. To, co iní tato pravidla užitenými, je to, že je zajištna neustálá korespondence 
mezi tmito formálními pravidly pro pohybování korálky a matematickými objekty jako jsou 




Obrázek 10: Abakus redukuje pro lidskou mysl náronou výpoetní innost na pomrn jednoduchá formální 
pravidla fyzické manipulace s korálky, která promují jeden vzorec korálk na jiný. 
 
struktue poitadla a jednoduchým pravidlm, kterými se lovk ídí pi manipulaci a 
transformaci stav této fyzikální struktury, se poitadlo chová zpsobem, který odráží 
zákonitosti platící v abstraktní domén ísel a matematických funkcí jako je sítání nebo 
odítání. (Na piloženém CD je možné pod názvem „Abakus“ nalézt krátkou videoukázku, na 
které je zachycen postup pi sítání nkolika tíciferných ísel s pomocí abaku.) 
     Jiným takovým dobe známým kognitivním artefaktem je logaritmické pravítko, které 
pedstavuje fyzikální implementaci matematických zákonitostí, které umožují zjednodušit 
aritmetické operace dlení a násobení prostednictvím jejich transformace na aritmetické 
operace odítání a sítání logaritm ísel, která mezi sebou chceme vydlit nebo vynásobit: 
                                                 
1 Abakus je také znám pod názvem soroban (Japonsko), suan-pan (ína), sot (Rusko), coulba (Turecko) nebo 
choreb (Arménie) (Seife, 2005). 
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log(ab) = log a + log b 
log(a/b) = log a - log b 
Fyzikální struktura logaritmického pravítka (které se vtšinou skládá ze tí ástí - základní 
ást neboli tleso, posuvná ást neboli šoupátko a posuvný prhledný rámeek neboli bžec 
s jednou nebo více vlasovými ryskami zvanými indexy, viz obrázek 11) pak realizuje 
aritmetické operace dlení a násobení prostednictvím sítání a odítání prostorových délek, 
které reprezentují logaritmy násobených nebo dlených ísel. Uživatel tak – stejn jako 
v pípad abaku – de facto nedlá nic matematického, pouze jistým specifickým zpsobem 
fyzicky manipuluje s prostorovými délkami zakódovanými v komponentách logaritmického 
pravítka; pesto je výstupem celého procesu – po náležité interpretaci – smysluplná odpov 
na matematickou otázku, jaký je výsledek násobení nebo dlení dvou ísel. (Pod názvem 
„Log_pr“ je na piloženém CD umístna krátká videoukázka, na které je zachycena procedura 
násobení dvou ísel s pomocí logaritmického pravítka.) 
 
Obrázek 11: Logaritmické pravítko. 
 
Obrázek 12: Násobení ísel na logaritmickém pravítku. 
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     Dležitou vlastností kognitivních artefakt jako je abakus nebo logaritmické pravítko je to, 
že lovku umožují provozovat matematiku aniž by pitom lovk musel dlat cokoli 
matematického v obvyklém slova smyslu. To je umožnno tím, že pi používání daného 
kognitivního artefaktu se lovk stává souástí širšího, distribuovaného kognitivního 
systému (Hutchins, 1995), jehož funkce se odlišuje od funkce, kterou v tomto systému hraje 
jedna jeho dílí (jakkoli klíová) ást, tedy lovk. Jinými slovy, je teba rozlišovat mezi tím, 
jakou kognitivní funkci realizuje daný distribuovaný kognitivní systém jako celek (složený 
z lidského subjektu a kognitivního artefaktu), a tím, jaký typ kognitivní úlohy stojí ped 
samotným lovkem. Je to vlastn jakási forma dlby (kognitivní) práce, kdy každá jednotlivá 
souástka distribuovaného kognitivního systému pispívá svým vlastním omezeným 
zpsobem k funkci celého systému.  
     Pi popisu vztahu celkové funkce distribuovaného kognitivního systému a dílích 
kognitivních nárok kladených na jeho lidskou komponentu je velice užitený koncept tí 
úrovní analýzy kognitivních systém, který ve své práci o zrakovém vnímání zavedl David 
Marr (1982): První úrovní analýzy každého kognitivního systému by podle Marra mla být 
tzv. výpoetní (také znalostní, sémantická i pojmová) úrove analýzy úkolu nebo funkce, 
kterou daný kognitivní systém vykonává. Na této úrovni analýzy by mlo být jednoznan 
specifikováno, co daný kognitivní systém dlá, jak to dlá a jaké informace k tomu využívá. 
V informan-procesní terminologii tato úrove analýzy pedstavuje specifikaci vstupn-
výstupní funkce (tedy co je vstupem do kognitivního systému a jaký je z nj výstup). Druhá, 
tzv. reprezentaní a algoritmická (také symbolická i syntaktická) úrove analýzy spoívá 
ve specifikaci zpsobu reprezentace i kódování vstupních a výstupních informací a v popisu 
algoritmu, který transformuje vstupní informace na výstupní informace. A konen na tetí, 
tzv. implementaní (také fyzické i biologické) úrovni analýzy je specifikován konkrétní 
zpsob, jakým jsou dané reprezentace a algoritmy fyzikáln implementovány. Aplikaci této 
tíúrovové analýzy lze ilustrovat na jednoduchém kognitivním systému, jakým je abakus: Na 
výpoetní úrovni analýzy lze abakus popsat jako systém, který provádí aritmetické výpoty, 
tzn. že na výstupu poskytuje ešení aritmetických problém (sítání a odeítání ísel), které 
jsou mu pedloženy na vstupu. Reprezentaní a algoritmická úrove analýzy abaku by 
sestávala z popisu pravidel, kterými se lovk ídí pi manipulaci s korálky bhem sítání, a 
odítání ísel. Implementaní úrove popisu by pak závisela na tom, z jakého materiálu by 
byl abakus vyroben – mohly by to být devné kuliky navleené na kovových drátech 
zapuštných do devného trámu, tenisáky v pokoji na prkenné podlaze, nebo také systém 
tvoený tužkou, linkovaným papírem a dobrou gumou. Na výpoetní úrovni analýzy je abakus 
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totožný se všemi bžnými výpoetními pomckami jako je logaritmické pravítko nebo 
kapesní elektronická kalkulaka. Na reprezentaní, algoritmické a implementaní úrovni 
analýzy by se však tyto jednoduché kognitivní systémy od sebe již významn lišili, nebo 
každý z nich využívá pi ešení aritmetických problém odlišnou strategii.  
     Tento poznatek, že „když dva dlají totéž, nemusí to být vždy totéž“, lze úspšn využít i 
pi analýze distribuovaného kognitivního systému (sestávajícího z lidského „operátora“ a 
njakého kognitivního artefaktu) a pi osvtlení transformace problémové domény, ve které se 
lidská mysl pohybuje, v dsledku zaazení lovka do rzných kognitivních funkních 
systém. Jako ilustraci zde mžeme využít Hutchinsv (1995) píklad s poítáním rychlosti 
lodi v závislosti na ase a vzdálenosti, kterou lo za tento as urazí: Lo urazila 1500 yard 
za 3 minuty. Jaká je její rychlost v uzlech/námoních mílích za hodinu? Vzhledem k tomu, že 
se jedná o úlohu, kterou je lodní navigátor nucen bhem plavby velice asto ešit, navíc asto 
pod znaným asovým tlakem (pi plavb v blízkosti pobeží se rychlost lodi mí v 1, 2 a 3-
minutových intervalech), vždy zde existovala silná poptávka po postupech, které by zaruily 
rychlé a zárove pesné a spolehlivé ešení této výpoetní úlohy.     
     Danou úlohu mže navigátor poítat tymi rznými zpsoby: s pomocí 1) tužky a papíru, 
2) kapesní elektronické kalkulaky, 3) tíškálového nomogramu, nebo s pomocí 4) tzv. 
tíminutového pravidla. S každým z tchto kognitivních artefakt, které mají bu podobu 
materiální struktury (1, 2 a 3), nebo mentálního algoritmu i heuristiky (4), navigátor vytváí 
tyi rzné funkní kognitivní systémy. Na výpoetní úrovni analýzy jsou všechny tyto tyi 
funkní systémy identické: všechny jsou schopny petransformovat vstupní informaci o upluté 
vzdálenosti (v yardech) a uplynulém ase (v minutách) na výstupní informaci o rychlosti lodi 
(v uzlech/námoních mílích za hodinu), tzn. že všechny plní stejnou funkci a všechny dávají 
odpov na stejnou otázku. Totožné jsou rovnž v tom, že všechny musí njakým zpsobem 
implementovat zákonitosti týkající se vztahu mezi dráhou, rychlostí a asem                            
(dráha = rychlost * as ) a mezi jednotlivými jednotkami asu a délky (60 minut = 1 hodina,     
1 námoní míle = 2000 yard). Zásadní rozdíl mezi tmito funkními systémy však spoívá 
v medianích strukturách a procesech, které jednotlivé funkní systémy využívají pi 
transformaci vstupních informací na výstupní údaje o rychlosti lodi; liší se zejména ve 
zpsobu, jakým reprezentují informace, se kterými bhem výpotu pracují, a potom 
v transformaních algoritmech, které aplikují na tyto reprezentace, aby vyprodukovaly 
požadovanou výstupní informaci. Souástí i dsledkem tchto rozdíl mezi jednotlivými 
funkními systémy jsou pak i odlišné kognitivní nároky, které na navigátora daný typ úlohy 
klade. 
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     V pípad poítání s pomocí tužky a papíru navigátor potebuje znalosti algebry, 
aritmetiky a již výše uvedené poznatky, že 1 námoní míle = 2000 yard, 60 minut = 1 hodina 
a že dráha (s) = rychlost (v) * as (t). Tyto reprezentaní struktury jsou koordinovány 
následujícím zpsobem: Navigátor musí nejdíve použít své znalosti algebry, aby 
petransformoval rovnici s = v * t do podoby v = s/t, tak aby rychlost mohla být pímo 
vypoítána z daných hodnot s a t. Potom musí být vzdálenost v yardech pevedena na 
ekvivalentní poet mílí a to za použití znalosti potu yard v míli a znalostí aritmetiky; 
podobn musí být peveden as s pomocí znalosti potu minut v hodin a znalostí aritmetiky 
na ekvivalentní asový údaj v hodinách. Nakonec staí vydlit upravenou vzdálenost 
upraveným asem a navigátor získá výsledný údaj o rychlosti lodi v uzlech/námoních mílích 
za hodinu. Všechny tyto kombinace jednotlivých reprezentaních struktur mohou být 
provedeny trochu jiným zpsobem (v jiném  poadí), ale všechny musí být v tomto funkním 
systému obsaženy. To, co je na tomto postupu obtížné, a tedy i více náchylné k chybám, 
nejsou jednotlivé dílí výpoty, ale pedevším jejich správná kombinace a seazení.  
     Pi použití kapesní elektronické poítaky lovk využívá stejné reprezentaní struktury 
jako v pedchozím funkním systému. To, co se zmnilo, jsou pouze postupy, kterými 
navigátor realizuje aritmetické operace násobení a dlení - místo vytváení symbolických 
struktur na kusu papíru a rozkládání problému na sadu operací provádných na 
jednoíselných aritmetických výrazech, navigátor vkládá dané íselné hodnoty a provádí 
aritmetické operace s tmito íselnými hodnotami prostednictvím makání tlaítek 
kalkulaky v odpovídajícím poadí. Oproti pedchozímu postupu tak kalkulaka zjednodušuje 
tu ást úkolu, která je jednoduchá; tu obtížnou (správnou koordinaci a posloupnost 
jednotlivých operací) však navigátorovi nijak neulehuje.  
     Pi použití tíškálového nomogramu (obrázek 13) se však celá úloha pro navigátora 
dramaticky zjednoduší. Navigátorovi postaí, když si na odpovídajících škálách najde 
hodnoty asového údaje (v minutách) a údaje o vzdálenosti (v yardech) a ob tyto hodnoty si 
na nich oznaí. Takto oznaené hodnoty pak propojí pomocí pravítka a tam, kde se bude tetí 
škála s pravítkem protínat, navigátor najde výslednou hodnotu rychlosti lodi 
v uzlech/námoních mílích za hodinu. K realizaci celého výpotu takto navigátor nepotebuje 
žádné z výše uvedených znalostí o pevodu jednotek, ani znalosti algebry nebo aritmetiky. 
Tím, že jsou všechny škály v tch správných jednotkách, odpadá problém s jejich pevodem 
do správného formátu; k transformaci s = v*t na v = s/t navigátor nepotebuje žádné znalosti 
syntaxe algebraických transformací, nebo vztahy mezi jednotlivými prvky rovnice (s = v*t,      
v = s/t a t = s/v) jsou ztlesnny v materiální struktue nomogramu, takže celé výpoetní 
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plánování je nahrazeno jednoduchou manipulací hmotným artefaktem. Veškerou  náronou 
kognitivní práci – v podob algebraických a aritmetických transformací – za navigátora 
odvede nomogram, resp. jiná osoba, která v minulosti vtlila své znalosti do struktury 
nomogramu (tzv. v ase distribuovaný kognitivní systém). Díky specifickému zpsobu 
reprezentace a transformace informací nutných k ešení dané úlohy se tak významn zmnil 
profil „kognitivních investic“, které musí navigátor vložit do celého projektu: Ve srovnání 
s pedchozími dvma funkními systémy navigátor získá odpov na svou otázku 
prostednictvím nenároných (protože vtšinou automaticky a nevdom probíhajících) 
kognitivních operací spojených se zrakovým vnímáním, orientací v prostoru a 
senzomotorickou koordinací. Nomogram tak významn zmnil a zjednodušil problémovou 
doménu, ve které se navigátor musí pohybovat, když chce vdt, jaká je rychlost lodi 




Obrázek 13: Tíškálový nomogram. (pevzato z Hutchins, 1995, s. 148)  
 
      Podobn jako nomogram i tíminutové pravidlo zásadním zpsobem mní povahu 
problému, kterému elí navigátor pi poítání rychlosti lodi (v uzlech) na základ známých 
údaj o uplynulém asovém úseku (v minutách) a vzdálenosti, kterou lo za tento asový 
úsek urazila (v yardech). Avšak zatímco nomogram pedstavuje hmotný artefakt, tíminutové 
pravidlo je vnitním, mentálním artefaktem, který má podobu jednoduchého pravidla i 
algoritmu, na základ kterého se navigátor dokáže prostednictvím nijak obtížných 
kognitivních operací dostat rychle od vstupních informací k požadovanému výstupu. 
Tíminutové pravidlo využívá skutenosti, že 3 minuty jsou 1/20 hodiny a 100 yard 
pedstavují 1/20 námoní míle, takže poet stovek yard, které lo upluje za 3 minuty, se 
rovná rychlosti lodi v námoních mílích za hodinu. Jestliže tedy lo za 3 minuty upluje 1500 
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yard, potom lo pluje rychlostí 15 námoních mil za hodinu, resp. rychlostí 15 uzl. Stejn 
jako pi použití nomogramu, ani zde navigátor de facto nic nepoítá – alespo ne v tradiním 
slova smyslu. Odpov na svou otázku jednoduše „vidí“ a to v zásad okamžit poté, co 
zjistí, kolik yard lo uplula za ti minuty. Navigátorovi staí pedstavit si obvyklý 
symbolický zápis upluté vzdálenosti (v yardech), ze kterého jsou odstranny poslední dv 
íslice. To je veškerá duševní práce, kterou musí navigátor - vybavený tíminutovým 
pravidlem - provést.  
     Je celkem všeobecn známo, že schopnost lovka vyešit uritý problém do znané míry 
závisí na zpsobu, jakým je daný problém reprezentován. V této souvislosti se hovoí o tzv. 
reprezentaním efektu (Zhang, Norman, 1994), který spoívá v tom, že rzné zpsoby 
reprezentace jedné spolené abstraktní struktury problému mohou vést k dramaticky 
odlišnému kognitivnímu chování, tj. k zapojení odlišných kognitivních proces a struktur 
nebo k zapojení stejných kognitivních zdroj, ale v odlišné míe. Práv tato skutenost, že 
rzné zpsoby reprezentace kladou rzné požadavky na kognitivní schopnosti lovka, stojí 
v pozadí vlivu zpsobu reprezentace na míru obtížnosti ešení daného problému. To, do jaké 
míry je uritý zpsob reprezentace efektivní a uživatelsky vstícný a do jaké míry lovku 
pomáhá porozumt povaze problému a následn ho tedy i úspšn vyešit, závisí na tom, do 
jaké míry zachycuje dležité aspekty reprezentovaného problému a ignoruje ty aspekty 
problémové situace, které jsou z hlediska jejího ešení irelevantní. To nejdležitjší hledisko 
je však míra explicitnosti, resp. implicitnosti zakódování relevantních informací v dané 
reprezentaci -  jak snadno a rychle, tj. s vynaložením jak velké kognitivní námahy v podob 
rzných mentálních operací, se lovk prostednictvím takového zpsobu reprezentace 
dostane k informacím, které jsou z hlediska ešení daného problému dležité. Zpsob 
reprezentace informace totiž ovlivuje „nákladovou strukturu informace“, tzn. že mní míru a 
povahu „kognitivních investic“, které jsou nutné k získání takové informace - každý zpsob 
reprezentace totiž uritou informaci dává do popedí a jinou upozauje, takže zatímco 
nkterou informaci je velice snadné získat, protože leží jakoby na povrchu, jinou informaci je 
poteba doslova „vydestilovat“ prostednictvím dalších kognitivních operací. ím snadnji a 
rychleji lze danou informaci získat, ím je bezprostednji pístupná, ím mén je poteba 
k jejímu získání i k její interpretaci dalších mentálních operací a struktur, tím více je taková 
informace explicitn reprezentována (Kirsh, 1990). Nap. íslice „25“ reprezentuje íslo 25 
explicitnji než „52“, pestože oba dva zpsoby kódování oznaují stejné íslo 25, a to proto, 
že hodnotu 25 lze z íslice „25“ vyíst pímo, aniž by bylo poteba provádt njaké dodatené 
výpoetní operace, jako je tomu v pípad notace „52“. Explicitní reprezentování relevantních 
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informací takto za lovka vykonává a realizuje velkou ást usuzování a výpot, které jsou 
jinak nezbytným pedpokladem úspšného vyešení problému. Ostatn na celý proces ešení 
problému se lze dívat jako na proces, kdy to, co pvodn bylo pouze implicitní, je postupn 
(prostednictvím transformace a kombinování rzných informací) inno explicitním - 
„(vy)ešit problém jednoduše znamená reprezentovat tento problém takovým zpsobem, aby 
jeho ešení bylo na první pohled zejmé“1 (Simon, 1981, s. 15).  
     Hlavní pínos kognitivních artefakt tak tedy spoívá v tom, že transformují a zjednodušují 
problémovou doménu, ve které se musí lidská mysl pohybovat. Tento transformaní efekt 
kognitivních artefakt lidské mysli umožuje, aby pi ešení daného problému využívala 
svých silných stránek a zárove pitom kompenzovala slabé stránky svého kognitivního 
profilu. Dennett (2004b) v této souvislosti hovoí o tzv. kognitivních technologiích 
pereprezentovávání, které pevádjí komplexní informace o prostedí do jednodušších, 
pirozenjších a uživatelsky vstícnjších formát, ve kterých jsou tyto informace 
pedložitelné vrozeným specializovaným perceptuálním a rozlišovacím schopnostem. Cosi ve 
stylu operaního systému Windows, který z ovládání poítae uinil záležitost manipulace 
s rznými ikonami v prostedí poítaové obrazovky, což je innost, která je z hlediska lidské 
mysli naprosto pirozená a intuitivní, nebo schopnost v prostedí rozpoznávat rzné 
pedmty a s tmito pedmty rzn manipulovat je lovku – s ohledem na evoluní historii, 
která stojí za souasným „designem“ lidské mysli - do znané míry vrozená, poítaový 
odborník by ekl „natvrdo zadrátovaná“ (hard-wired). Tímto zpsobem kognitivní artefakty 
pevádjí nové problémy na starou mašinérii ešení, kterou má již lidská mysl dobe 
zvládnutou a to, co lidská mysl dobe zvládá, je pedevším rozpoznávání rzných obrazových 
a zvukových vzorc a struktur (pattern-recognition), sledování pedmt a manipulace 
s tmito pedmty a s tím související senzomotorická koordinace; to, s ím má naopak lidská 
mysl obvykle problémy, jsou rzné druhy sekvenního myšlení jako je plánování nebo 
deduktivní i induktivní logické usuzování, kdy je poteba provádt dlouhé posloupnosti 
operací s rznými nenázornými entitami. Kognitivní vdec a filozof Andy Clark (2003, s. 5) 
tento kognitivní profil lidské mysli obrazn charakterizuje slovy „Dobrá ve frisbee, špatná na 
logiku“2. V podobném duchu Cumminsová (1998, s. 196) konstatuje, že „nepoítáme-li e, 
jsme v oblasti symbolického uvažování bezútšn nemožní. Naproti tomu je lovk… na 
pedních místech, pokud jde o rozpoznávání struktur a klasifikaci. […] Cokoliv dalšího od nás 
vyžaduje velkou míru úsilí a znané spolehnutí se na abstraktní reprezentace.“ Tyto slabé a 
                                                 
1 „Solving a problem simply means representing it so as to make the solution transparent.“ 
2 „Good at Frisbee, Bad at Logic.“ 
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silné stránky lidské mysli byly svého asu také ztlesnny ve dvou soupeících poítaových 
prostedích MacIntoshe a DOSu, která italský sémiotik Umberto Eco (2000, s. 20) velice 
vtipn pirovnal ke katolictví, resp. k protestantismu. „Jsem pevn pesvden, že MacIntosh 
je katolický a DOS protestantský. Vskutku je MacIntosh protireformaní… Je radostný, 
pátelský, smílivý, íká vícím, jak musí postupovat krok za krokem, aby dosáhli, když už ne 
království nebeského, tak okamžiku, v nmž se jejich dokument vytiskne. Je to katechetické: o 
podstat zjevení se pojednává pomocí prostých formulací a nádherných vyobrazení. Každý má 
právo na spasení. DOS je protestantský nebo pímo kalvínský. Dovoluje svobodný výklad 
Písma, vyžaduje obtížná osobní rozhodnutí, nutí uživatele k subtilní hermeneutice a považuje 
za zaruenou myšlenku, že ne všichni mohou dosáhnout spasení. Aby systém fungoval, je 
teba, abyste interpretovali program sami… Mžete namítnout, že s pechodem na Windows 




Obrázek 14: Srovnání windowsovského prostedí ovlivnného „protireformaní barokní okázalostí“ 
MacIntoshe (první obrázek) s „protestantskou strohostí“ DOSu (na druhém obrázku).      
 
     Základním transformaním efektem kognitivních artefakt jako je abakus, logaritmické 
pravítko nebo i bžný aritmetický systém je to, že „platónské íši“ abstraktních objekt, 
vztah a zákonitostí dávají konkrétní, viditelnou a hmatatelnou podobu, která je snadno 
pístupná lidskému senzomotorickému aparátu, prostednictvím kterého lovk mže jinak 
velice obtížn uchopitelnou doménu abstraktních ísel a íselných zákonitostí prozkoumávat a 
následn i využívat ve svých rzných životních projektech. Rozdíl mezi výše uvedenými 
kognitivními artefakty je pouze ve zpsobu implementace zákonitostí platících v abstraktním 
svt matematických objekt – tedy ve zpsobu, jak jsou tyto objekty systematicky kódovány 





   Výpis adresáe A:\ 
EASYNN          EXE    1 155 072     10.23    EasyNN.exe 
EASYNN          CNT           2 261     19.56    EasyNN.cnt     
FUZZYC˜1        HTM          6 411     13.14    Fuzzy Cognitive Maps.htm 
FCMMOD˜1           <ADRESÁ>     13.15    FCM Modeler_files  
FCMMOD˜1     HTM           5 937     13.15    FCM Modeler.htm     
FCM_PROJ      ZIP          54 489     13.21    FCM_PROJ.ZIP 
FCMMODEL     ZIP          54 174     13.22    FCMModel.zip 
FCM                 PDF       144 530     13.24    FCM.pdf 
DIONÉP˜1       HTM                  0     13.30    Dioné Programovací jazyk Java
FUZZYC˜1             <ADRESÁ>     13.14    Fuzzy Cognitive Maps_files 
 
                          8 soubor     1 422 874 bajt 
                          2 adresá         25 600 bajt 
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možnost smysluplné interpretace vstupn-výstupních vztah odpovídající sémantice cílové 
domény ísel a aritmetických operací. Tyto kognitivní artefakty jsou souástí širší tídy 
nástroj mysli, které vytváejí prostednictvím rzných symbolických reprezentací zcela 
nové prostedí plné nových snadno identifikovatelných a manipulovatelných objekt, se 
kterými si dokáží dobe poradit i základní, nižší kognitivní procesy, které jsou spojené 
s percepcí, s rozpoznáváním a kategorizací objekt, s asociováním podnt, s pamtí, uením 
i s pedstavivostí. Tyto nástroje mysli fungují jako jakýsi zvláštní druh brýlí, které dokáží 
lovku zprostedkovat nové virtuální svty plné komplexních a abstraktních struktur a 
vztah, které jsou pro lovka jinak neviditelné, nebo jenom velice obtížn pístupné. V této 
souvislosti byl proveden jeden velice zajímavý experiment, který názorn osvtluje roli 
nástroj mysli pi exploataci nových „kognitivních území“. Thompson a kol. (1997) ve svém 
výzkumu se šimpanzi (druhu Pan troglodytes) prokázali, že osvojení si jednoduchých 
arbitrárních symbol oznaujících vztahy mezi pedmty umožuje šimpanzm rozpoznávat 
komplexní a abstraktní vztahy, které jsou jinak pro šimpanze bez této pomcky nepístupné. 
Šimpanzi se nejdíve uili spojovat vztah totožnosti (nap. dv žáby, dva kon) s jedním 
arbitrárním symbolem (plastovou znakou) a vztah odlišnosti (nap. žába a k) s jiným 
arbitrárním   symbolem   (jinou   plastovou  znakou,  viz  obrázek  15).  Poté  se  mli  nauit  
 
 
Obrázek 15: Nultá úrove abstrakce. 
 
identifikovat stejné vztahy i na vyšších, abstraktnjší úrovních: Jestliže se na displeji objevily 
dva páry totožných pedmt (nap. žába/žába a k/k), správnou reakcí šimpanze bylo 
posoudit vztah mezi tmito dvma páry pedmt jako vztah totožnosti. Stejný vztah 
totožnosti platil i pro dva páry sestávající ze dvou odlišných pedmt (nap. žába/k a 
pes/koka). Kdyby se na displeji nacházel jeden pár totožných a jeden pár rozdílných 
pedmt, odpovídajícím vztahem (na první  úrovni abstrakce) by byl vztah odlišnosti (viz 
obrázek 16). Podobným zpsobem  je možné  pokraovat  i  na  druhé  a  dalších  úrovních 
abstrakce (viz obrázek  17).  
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Obrázek 16: První úrove abstrakce. 
 
 
Obrázek 17: Druhá úrove abstrakce. 
 
Šimpanzi, kteí nedostali šanci nauit se spojovat vztah totožnosti a odlišnosti se dvma 
jednoduchými arbitrárními symboly (na rozdíl od tch, kteí tu šanci dostali), se nedokázali 
nikdy nauit identifikovat vztahy totožnosti a odlišnosti na abstraktnjší úrovni, tedy na 
úrovni vztah mezi vztahy (mezi vztahy…). Podle Thompsona a kol. je tento problém pro 
šimpanze, kteí si osvojili asocianí spoje mezi jednotlivými typy vztah a odpovídajícími 
plastovými znakami, zvládnutelný z toho dvodu, že pi prezentaci každého páru pedmt 
se šimpanzovi v mysli vyvolá njaká forma mentální reprezentace odpovídajícího plastického 
symbolu, díky emuž se celý problém do znané míry zredukuje z abstraktního na názorný 
(„Jsou ty dva mentální obrazy, které se mi vybavily, totožné, nebo nejsou?“).  
     Obdobným zpsobem je u lovka veškerá zkušenost s vtšími ísly a se složitjším 
poítáním primárn zprostedkována fyzikální strukturou njakého smyslov vnímatelného 
reprezentaního systému (Lakoff, Núnez, 2000). Díky astému zacházení s daným 
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reprezentaním systémem si pak lovk asem dokáže fyzikální strukturu takového systému 
celkem dobe pedstavit i v situacích, kdy není aktuáln ve vnjším prostedí pítomna; 
stejným zpsobem je možné se nauit ve své pedstavivosti systematicky manipulovat 
s pedstavovanou fyzikální strukturou reprezentaního systému a provádt tímto zpsobem 
požadovaný výpoet tzv. „z hlavy“. Tímto se to, co mlo pvodn podobu vnjší, fyzikáln 
implementované symbolické reprezentace, se kterou lovk manipuluje prostednictvím 
svých senzomotorických dovedností, stává pouze pedstavovanými reprezentaními 
strukturami, se kterými lovk manipuluje pouze ve své pedstavivosti (Rumelhart a kol., 
1986a).   
     Pesto se lovk spoléhá na vnjší strukturu reprezentaního systému de facto pi každém 
jenom trochu složitjším výpotu, který je náronjší na kapacitu pracovní pamti. Klasickým 
píkladem je zde již jednou zmiované násobení velkých ísel, pi nmž si lovk vtšinou 
pomáhá tím, že poítá s pomocí tužky a papíru: „Poznámkami komunikuje… mozek sám se 
sebou. Je pro nj mnohem snazší zpracovávat… problémy a informace na základ poznámek 
na papíe, než je udržovat „ve vzduchu“, v sob samém.“ (Buzan, 2002, s. 33) „Poítání na 
papíe má [však] více užitených funkcí; [krom toho, že] poskytuje spolehlivé úložišt pro 
mezivýsledky,... jednotlivé symboly slouží i jako znaky, které lze následovat, a jak naše oi a 
prsty dospívají na kterékoli místo, pipomínají nám, jaký krok má v tomto více než dobe 
známém pedpisu následovat.“ (Dennett, 2004b, s. 129)  
     Tento zpsob poítání je typem obecnjšího, tzv. stigmergického algoritmu (Clark, 
1997), který pedstavuje specifický zpsob ízení a koordinace komplexní posloupnosti 
inností, který není založen na njakém centrálním plánu, který by detailn specifikoval 
každý jednotlivý krok, ale na „lokálních“ pravidlech, která specifikují relativn jednoduchou 
reakci na pítomnost urité struktury ve vnjším prostedí; dsledkem takové reakce je 
modifikace stávajících nebo vznik nových struktur ve vnjším prostedí; takto zmnný stav 
vnjšího prostedí pak slouží jako spoušt další reakce, která má za následek další modifikaci 
vnjšího prostedí, které ve své pozmnné podob slouží jako vstup do dalšího kola 
stigmergického algoritmu. Odtud je také odvozen název celé procedury – stigmergický jako 
kombinace slov pro znak (stigma) a práci (ergon), tj. využívání produkt práce jako signál 
pro vykonávání další práce. Dobe známým píkladem využití tohoto algoritmu 
v každodenním život je jednoduchá mnemotechnická pomcka: 	eknme, že se budu snažit 
nezapomenout vynést odpadky. Abych trochu ulehil své pamti, dám jednoduše pytel 
s odpadky pede dvee, takže až budu vycházet ven, „praští“ m pytel s odpadky do oí a 
okamžit mi pipomene, co mám udlat. Tímto zásahem do vnjšího prostedí – postavením 
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pytle s odpadky pede dvee - jsem v nm vytvoil uritou strukturu, která funguje jako signál, 
kterým komunikuji sám se sebou a s jehož pomocí organizuji a ídím své chování tak, abych 
dosáhl cíl, které jsem si pedsevzal. Podle Dennetta (2004b) lovk tímto zpsobem bžn 
pesouvá ást úkolu sebe-ízení na vnjší prostedí, ve kterém vytváí periferní systémy 
uchovávání informací v podob rzných znaek, signalizátor a jiných náznak. lovk takto 
nechává na vnjším svt, aby uchovával njakou snadno pevoditelnou informaci, takže 
kapacitu své mysli si potom mže šetit na nco dležitjšího. Toto penášení kognitivní 
zátže na pedmty vnjšího svta, které hrají aktivní roli v ízení rzných kognitivních 
proces, je podle nkterých kognitivních vdc nedílnou souástí toho, co dlá lovka 
lovkem. Takto napíklad Dennett (2004b, s. 125-126) tvrdí, že „zdrojem naší vyšší 
inteligence… je… pesouvání maxima našich kognitivních úkol na prostedí samo – vylévání 
našich myslí (tj. našich mentálních projekt a aktivit) do okolního svta, kde mohou být naše 
významy skladovány, zpracovávány a pereprezentovávány spoustou periferních zaízení, 
které konstruujeme, a tím jsou vyhlazovány, vylepšovány a ochraovány ty procesy 
transformování, které jsou naším myšlením. Tato rozšíená praxe pesouvání […] zmenšuje 
kognitivní zatížení našeho vnímání a naší pamti [a] osvobozuje nás z mezí našich 
živoišných mozk.“ Podle Andyho Clarka a Davida Chalmerse (1998) vzniká interakcí lidské 
mysli s externím médiem hybridní kognitivní systém, jehož všechny komponenty, vnitní i 
vnjší, hrají aktivní kauzální roli v ízení a generování chování, takže odstraníme-li vnjší 
komponentu, behaviorální kompetence celého systému se zhroutí úpln stejn, jako 
kdybychom odstranili njakou ást mozku. Clark (2001) ilustruje tuto skutenost na píkladu 
starých lidí, kteí jsou asto zvláštním zpsobem zneschopnni, když jsou pesunuti ze svých 
domov do nemocnic nebo do njakého jiného, pro n cizího prostedí: „staí lidé, kteí jsou 
ze svých domov pesunuti do nemocnic,… získávají obrovský hendikep… asto se zdají být 
naprosto dementní – naprosto neschopní jíst, oblékat se a mýt se, o zajímavjších innostech 
ani nemluv. Jsou-li ale navráceni do svých domov, jsou asto schopni se o sebe docela 
dobe postarat. Jak to dlají? Po léta své domácí prostedí naplovali dokonale známými 
znakami, spínai pro zvyky, pipomínkami, co dlat, kde najít jídlo, jak se obléci, kde je 
telefon atd. Stará osoba mže být v takovém více než dobe známém svt doslova virtuosem 
svépomoci, navzdory tomu, že se jeho nebo její mozek stává stále neschopnjší nových kol 
uení… Vzít je z jejich domov znamená doslova oddlit je od velké ásti jejich mysli – je to 
nco, co je potenciáln tak zniující jako podstoupit operaci mozku.“ (Dennett, 2004b, s. 127-
128) Clark (2003), aby zdraznil, jak hlubokou a integrální souástí lidských systém ešení 
problém jsou rzné kognitivní technologie, mluví o jednotlivých kognitivních technologiích 
 39 
jako o mindwarových upgradech a o lovku pak jako o kognitivním hybridu nebo 
dokonce jako o (pi)rozeném kyborgovi, jehož mysl je distribuována jak v rámci 
biologického mozku tak i v rámci rzných nebiologických „obvod“. Tuto pro vtšinu lidí jen 
tžko pijatelnou myšlenku Clark spolu s Chalmersem (1998) ilustrují pomocí analogie 
s rybou, která je podle nich tak výteným plavcem ásten proto, že dokáže propojit své 
plovací pohyby s vnjšími zdroji kinetické energie, které se v jejím vodním prostedí nachází 
v podob rzných vír a turbulencí. Tyto víry a turbulence zahrnují jak ty pirozen se 
vyskytující (nap. když do vody spadne njaký kámen) tak i ty, které si ryba sama vytváí 
(pomocí dobe naasovaného mávnutí ocasem i ploutví). Ryba pak plave tak, že vestavuje 
tyto ve vnjším svt se vyskytující procesy do svých vlastních lokomoních procedur, takže 
ryba a okolní turbulence vytváí propojený hybridní a vysoce efektivní plovací systém.                   
     Výše uvedený píklad s mnemotechnickou pomckou pro zapamatování a realizaci 
plánovaných inností je jen jednoduchou ilustrací možností stigmergického algoritmu. S jeho 
pomocí je však možné ídit a koordinovat rovnž vysoce komplexní posloupnosti inností 
jakou je napíklad ta, kterou zahrnuje navigace vojenské námoní lod o výtlaku nkolika set 
tisíc tun (Hutchins, 1995): Navzdory tomu že samotný proces navigace pedstavuje jako celek 
vysoce komplexní výpoet, díky specifické dlb (kognitivní) práce není zapotebí žádného 
centrálního koordinátora nebo plánovae, který by ml pehled o celém výpoetním procesu a 
který by na základ této své znalosti uroval jednotlivým lenm naviganího týmu, co mají 
v uritou chvíli dlat. Ve skutenosti lenové naviganího týmu nedlají nic jiného než že 
ekají na urité specifické zmny/signály ve svém prostedí (napíklad v podob slovního 
rozkazu, zvonní zvonku, dodání tabulky s íselnými údaji potebnými pro njaký relativn 
jednoduchý výpoet atd.), aby mohli zahájit svoji pomrn jednoduchou a omezenou innost, 
která vede k modifikaci prostedí jiných len naviganího týmu, kteí zase na základ této 
zmny spouští své vlastní jednoduché vzorce chování ovlivující chování dalších len 
naviganího týmu atd. dokud není celý problém (napíklad urení pozice lodi ped vstupem 
do pístavu) vyešen.  
     Uvdomní si této možnosti rozložit komplexní numerický výpoet na soubor 
jednoduchých hierarchicky uspoádaných matematických operací stálo podle Gigerenzera 
(2000) u zrodu prvního programovatelného mechanického poítae, který v polovin 19. 
století sestavil anglický matematik a vynálezce Charles Babbage. Babbageovým cílem bylo 
nahradit strojem „poítae“, což v Babbageov dob byli lidé, kteí provádli výpoty nutné 
k sestavení logaritmických tabulek usnadujících matematikm, astronomm i navigátorm 
jejich vlastní výpoty. To, co Babbageovi umožnilo pijít s myšlenkou nahradit lidský poíta 
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poítaem mechanickým, bylo oddlení numerického výpotu od zbytku lidské inteligence. 
V osvíceneckém 18. století se schopnost poítat považovala za výsostný znak lidské 
racionality a samotné lidské myšlení bylo nahlíženo jako jistý druh kombinatorického 
výpotu, ve smyslu kombinace jednotlivých dojm (poitk a vjem) a idejí (obraz dojm) 
(Störig, 1993), což je myšlenka, na kterou v polovin 20. století svým zpsobem naváží Allen 
Newell a Herbert Simon v rámci své koncepce fyzikálního symbolového systému (physical 
symbol system hypotheses) jako nutné a dostaující podmínky pro vytvoení systému 
vykazujícího obecnou inteligenci (více viz oddíl „1.2.3.2 Symbolové systémy“). Od pelomu 
18. a 19. století se však zaalo na numerické poítání pohlížet jako na veskrze monotónní, 
rutinní a neustále dokola se opakující innost, která od lovka nevyžaduje píliš 
pedstavivosti ani píliš inteligence, takže ji mže vykonávat i nepíliš kvalifikovaná pracovní 
síla. K této zmn pojetí povahy numerického výpotu pisplo významným zpsobem 
zavedení principu dlby (kognitivní) práce do procesu „výroby“ rzných astronomických a 
naviganích tabulek. Takto napíklad ke konci 18. století dostal inženýr Gaspard Riche de 
Prony od francouzské vlády za úkol zorganizovat projekt, jehož cílem bylo vypoítat 10 000 
sinusových hodnot s pesností na 25 desetinných míst a 200 000 logaritm s pesností na 14 
nebo 15 desetinných míst. Pi ešení této zakázky se Prony nechal inspirovat zpsobem 
výroby v tehdejších manufakturách, ve kterých byl celý výrobní proces rozložen na adu 
dílích, relativn jednoduchých pracovních úkon. Prony podobným zpsobem rozložil celý 
projekt na adu hierarchicky uspoádaných úkol a podúkol: Na vrcholu celé hierarchické 
pyramidy bylo nkolik málo profesionálních matematik, kteí byli zodpovdní za navrhování 
výpoetních procedur umožujících výpoet požadovaných výsledk. V souasné 
terminologii bychom je mohli nazvat projektovými manažery, kteí pedem urují, co, kdo, 
kdy a jak bude dlat, aby se dosáhlo stanovených cíl. Uprosted pak bylo 7 až 8 vyškolených 
analytik, kteí zpracovávali údaje, které jim ze samého dna hierarchické pyramidy dodávalo 
70 až 80 nekvalifikovaných pracovník, kteí ovládali pouze základy aritmetiky a kteí 
neustále dokola provádli tisíce a tisíce jednoduchých výpoetních operací jako je sítání 
nebo odítání (Gigerenzer, 2000). Podobný lidský poíta vznikl rovnž za druhé svtové 
války v rámci projektu Manhattan v Los Alamos, kde bylo pi práci na konstrukci atomové 
bomby poteba provádt adu komplikovaných výpot. Vzhledem k omezeným možnostem 
tehdejší výpoetní techniky, která dokázala pouze sítat, odítat, násobit a s uritými 
problémy i dlit, byli tamjší pracovníci nuceni sestavit lidský poíta, který se skládal 
z osob, které opakovan provádli jednoduché výpoty a jejich výsledky odesílali dalším 
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osobám, které ho použily jako vstup do své vlastní jednoduché výpoetní procedury atd. 
(Gigerenzer, 2000). 
     Když se ukázalo, že komplexní výpoet mže být realizován armádou nekvalifikovaných 
dlník, mohl Babbage zaít uvažovat o tom, jak tyto dlníky - vykonávající neustále dokola 
se opakující jednoduché výpoty - nahradit strojem. Výsledkem jeho snahy byl Analytický 
stroj (Analytical Engine, viz obrázek 18), jehož architektura se v mnohém podobala struktue 
dobových manufaktur a továren. Když Babbage popisoval jednotlivé ásti svého 
Analytického stroje, hovoil o tzv. „mlýnici“ (mill), kde se realizovaly aritmetické výpoty 
(obdoba procesoru dnešních poíta), a o tzv. „skladišti“ (store), kde se skladovala již 
zpracovaná ísla nebo ísla, která mla být teprve zpracována (ekvivalent poítaové pamti). 
Tento metaforický popis ml svojí zdrojovou oblast ve zpsobu, jakým se v té dob  




Obrázek 18: Babbagev Analytický stroj (Analytical Engine). 
 
kde byla utkána v látku, která byla následn odeslána zpátky do skladišt. V Analytickém 
stroji se stejným zpsobem nejdíve dopravila ísla ze „skladišt“ do aritmetické „mlýnice“ 
ke zpracování, jehož výsledek se následn odeslal zpátky do „skladišt“. Analytický stroj 
takto vyrábl ísla obdobným zpsobem, jakým tradiní manufaktury a továrny té doby 




1.2.1.3  Formální logika 
 
     Všechny zde zatím uvedené píklady formálních systém byly z oblasti matematiky -  
všechny tedy tím i oním zpsobem modelovaly nkteré z prvk a zákonitostí vyskytujících 
se v domén matematického myšlení. Pestože je matematické myšlení dležitou souástí 
lidské kognice, v každodenním život lovka se jeho racionalita projevuje pedevším tzv. 
„zdravým selským rozumem“ (common sense), tedy schopností analyzovat a interpretovat 
situace na základ kontextu za použití rozsáhlé databáze navzájem propojených a k sob 
odkazujících poznatk o svt a o tom, jak to v nm chodí. Tato rozsáhlá databáze poznatk 
pak ve spojení s uritými inferenními pravidly lovku umožuje dostat se na základ 
uritých bezprostedn dostupných údaj k informacím, které bezprostedn dostupné nejsou 
(Bruner, 1957). lovk napíklad mže být na základ hodin pírodopisu na základní škole 
majitelem pesvdení, že granát patí mezi polodrahokamy; takovému lovku se pak mže 
stát, že pi rytí své zahrady narazí na kámen, o kterém si bude myslet, že by to mohl být 
granát, ale protože si tím nebude jistý, pjde se zeptat odborníka a ten mu ekne, že tento 
kámen urit není polodrahokam; na základ zbytk svých chabých znalostí z  mineralogie a 
na základ informace od odborníka si lovk mže okamžit udlat správný závr, že kámen, 
který našel na své zahrad, urit není granát. Jindy se zase lovk mže na njaké 
spoleenské akci napíklad dozvdt, že jeho pímý nadízený, íkejme mu Petr, je ženatý bu 
s Marií, anebo s Pavlou; doma se potom od své lépe informované manželky dozví, že Petr 
urit není ženatý s Pavlou, protože ta je vdaná za Honzu; má-li lovk k dispozici všechny 
tyto informace, mže potom uinit závr, že Petr tedy musí být ženatý s Marií. 
     Tyto „zákony lidského myšlení“ - tj. inferenní pravidla, kterými se lovk ídí pi 
pechodech mezi svými jednotlivými pesvdeními - se snaží v rámci své abstraktní 
symbolické notace zachytit, popsat a modelovat formální logika. Napíklad usuzování o 
vztahu mezi Petrem, Pavlou a Marií z výše uvedeného píkladu lze v rámci notace 
predikátové logiky zachytit prostednictvím následující sady výraz, které vedle abstraktního 
schématu zachycujícího vztah mezi dvma pedmty:  
 
[vztah mezi prvky] ([prvek pedstavující subjekt], [prvek pedstavující objekt]) 
 




                          (1) [Ženatý] ([Petr], [Marie]) nebo [Ženatý] ([Petr], [Pavla]) 
                          (2) negace [Ženatý] ([Petr], [Pavla])] 
                          (3) tedy [Ženatý] ([Petr], [Marie]) 
 
Dležité je, že (3) vyplývá z (1) a (2) bez ohledu na to, jaký je konkrétní sémantický obsah 
jednotlivých výraz, takže dané inferenní pravidlo bychom mohli zapsat i takovým 
zpsobem, který se vbec nezmiuje o manželství, Petrovi, Pavle nebo Marii nebo o emkoli, 
co má co do inní se svtem reálných pedmt a událostí. V rámci symboliky výrokové 
logiky mžeme tyto výrazy nahradit napíklad písmeny p a q a inference pitom bude i nadále 
fungovat: 
                                    (1) p v q 
                                    (2) ¬ q 
                                    (3) tedy p     
       
     Podobn lze zapsat i usuzování našeho mineraloga-amatéra (mající logickou strukturu 
nazývanou modus tollens): 
 
                                    (1) p 
 q 
                                    (2) ¬ q 
                                    (3) tedy ¬ p  
 
Obdobným zpsobem je teoreticky možné zachytit logickou strukturu všech inferenních 
proces, které tvoí podstatu lidské racionality, a to bez ohledu na sémantický obsah 
„materiálu“, na který jsou inferenní procesy aplikovány, nebo výroková logika abstrahuje 
v lidském myšlení od všeho, co není dležité z hlediska vyplývání, tj. z hlediska tch 
inferenních zákonitostí, které zabraují tomu, aby z pravdivosti vyplývala nepravdivost. To, 
co je z hlediska vyplývání relevantní, je pouze pravdivostní hodnota jednotlivých výrok 
(pravda/nepravda, 1/0) a logická syntaxe, která prostednictvím logických operátor (a, nebo, 
negace) spojuje jednoduché výroky ve výroky složené. Ve výrokové logice pitom nejsou 
dležité konkrétní výroky, ale vždy jen výroková forma, která se skládá z promnné za výrok 
a z logického operátoru. Poté, co jsou do výrokové formy dosazeny výroky s konkrétní 
pravdivostní hodnotou, lze na základ znalosti použitého logického operátoru (a znalosti 
pravdivostních hodnot jednotlivých ástí složeného výroku) urit pravdivostní hodnotu celého 
složeného výroku. Logický operátor je tak pravdivostní funkcí, která pravdivostním hodnotám 
 44 
ástí piazuje jednoznanou pravdivostní hodnotu celku (Sousedík, 1999). Tyto pravdivostní 




Tabulka 3a, b, c: Pravdivostní tabulky pro dvojmístné pravdivostní funkce „a“, „nebo“ a „negace“. a) „p & 
q“ je pravdivé pouze a jenom tehdy, když „p“ je pravdivé a „q“ je pravdivé. Ve všech ostatních pípadech je „p 
& q“ nepravdivé. b) „p V q“ je pravdivé, jestliže je pravdivé „p“, nebo „q“, nebo „p“ i „q“. „p V q“ je 
nepravdivé pouze tehdy, kdy jsou „p“ i „q“ nepravdivé. c) Logický operátor negace invertuje pravdivostní 
hodnotu „p“ v její opak.         
 
     Výše uvedené tabulky pravdivostních funkcí jsou de facto totožné s tabulkami, které 
vyjadují njakou matematickou funkci, nap. x2. Jediný rozdíl mezi nimi spoívá v tom, že 
zatímco matematické funkce operují s ísly (tzn. že íselným vstupm piazují urité íselné 
výstupy), pravdivostní funkce kalkulují s pravdivostními hodnotami (tzn. že  pravdivostním 
hodnotám ástí piazuje pravdivostní hodnotu celku).  
     V souladu s touto tsnou paralelou mezi matematickými a pravdivostními funkcemi se 
anglický logik z 19. století George Boole ve své knize An Investigation of the Laws of 
Thought (Zkoumání zákon myšlení) pokusil zachytit logiku lidského myšlení prostednictvím 
jednoduchých „matematických“ operací definovaných na pravdivostních hodnotách výrok 
reprezentovaných íslicemi 1/0: Boole vytvoil speciální jazyk – tzv. booleovskou algebru - 
k popisu výrok a rzných zpsob zacházení s tmito výroky, který umožuje urovat 
pravdivostní hodnotu i vysoce komplexních výrok. Booleovská algebra - podobn jako 
íselná algebra – sestává z nkolika konstant, promnných a základních operací. Zatímco 
v íselné algebe je mnoho možných konstant (v podob všech celých ísel a zlomk), 
v booleovské algebe existují pouze dv možné konstanty (pravda/nepravda), arbitrárn 
reprezentované íslicemi 1/0, které v tomto pípad neoznaují žádné íslo nebo množství, jak 
tomu u íslic obvykle bývá, ale mají ist rozlišující funkci - stejn dobe by posloužila i 
oznaení Petr/Pavel nebo ♠/♣; jedná se de facto o oznaení základní jednotky informace, 
bitu, který – slovy filozofa Gregoryho Batesona – oznauje nejmenší možný rozdíl, který 
znamená rozdíl, tj. rozdíl, který dlí sledované promnné do dvou jednoznaných tíd 
(kterými jsou v pípad booleovské algebry pravda/nepravda). Promnné v booleovské 
                        a                                                        b                                          c  
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algebe oznaují výroky, které mohou být bu pravdivé, nebo nepravdivé; booleovské 
promnné tedy mohou nabývat dvou rzných (pravdivostních) hodnot (1/0). Tyto promnné 
se v booleovské algebe oznaují velkými tiskacími písmeny (A, B, C…). Posledním prvkem 
v rovnicích booleovské algebry jsou operace, které umožují kombinovat a transformovat 
existující veliiny na veliiny nové. V íselné algebe jsou základními operacemi sítání, 
odítání,  násobení  a dlení; v booleovské  algebe to jsou operace inverze, logického 
násobení a logického sítání, které ve výrokové logice odpovídají logickým operátorm 
„negace“ (¬), „a“ (^), resp. „nebo“ (v) (Hoernes, Heilweil, 1969). V tabulce 4 jsou uvedeny 
definice tchto základních logických operací a také nkolik nejdležitjších pravidel pro 
manipulaci a transformaci veliin booleovské algebry.               
 
 
Tabulka 4: Definice booleovských operací logické inverze, logického násobení a logického sítání. 
 
S pomocí tohoto symbolického aparátu je relativn snadné urit pravdivostní hodnotu i velice 
složitých výrok nebo dokázat rovnost dvou výrok v booleovské rovnici, napíklad                          
A + A . B = A (viz tabulka 5). 
 
           
 
Tabulka 5: Pravdivostní tabulky dokazující rovnost dvou výrok ve vt A + A . B = A. 
 
         
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Avšak to nejdležitjší, co vyplývá z Booleovy práce, je „demonstrace pekvapivé síly a 
obecnosti nkolika [málo] jednoduchých logických operací“. (Hillis, 2002, s. 16).  Logické 
operace „a“, „nebo“ a „inverze“ totiž pedstavují jakousi univerzální sadu nástroj, které 
umožují sestavit jakékoli pravidlo pro transformaci vstup na výstupy. Takovým trochu 
složitjším, ale stále ješt dost jednoduchým pravidlem pro tvorbu výstup ze vstup je 
napíklad „hlasovací“ funkce, která umožuje tem vstupm „hlasovat“ o výstupu. 
Pravdivostní tabulka takové  funkce je zachycena v tabulce 6.          
 
 
Tabulka 6: Pravdivostní tabulka „hlasovací“ funkce. 
 
Jeden z možných zpsob implementace této hlasovací funkce prostednictvím booleovských 
operací logického sítání a násobení zachycuje výrok (A . B) + (A . C) + (B . C). Úspšnost 
této implementace je možné ovit dokázáním rovnosti dvou výrok v booleovské rovnici                 
(A . B) + (A . C) + (B . C) = X (viz tabulka 7).  
  
 
Tabulka 7: Pravdivostní tabulka dokazující rovnost dvou výrok v rovnici (A . B) + (A . C) + (B . C) = X.  
 
     Z výše uvedeného popisu nkterých prvk formální logiky je zejmé, že formální logika 
pedstavuje systém, který se skládá a) ze souboru symbol, b) z pravidel, která urují, jakým 
zpsobem je možné jednotlivé symboly spojovat k vyjádení rzných komplexních výrok, a 
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nakonec c) z pravidel specifikujících povolené zpsoby vyvozování nových symbol z tch 
starých. Klíovou vlastností formální logiky je pitom to, že když se lovk pevn drží tchto 
pravidel, má jistotu, že se mu nikdy nestane, aby vyvodil nepravdivý závr z pravdivých 
premis, a to pesto, že nebude mít žádnou konkrétní pedstavu o sémantice symbol, tedy o 
tom, co jednotlivé symboly reprezentují - staí se držet pravidel, a „zákon o zachování 
pravdy“ se už o vše postará. Formální logika je tak formou hry – podobn jako šachy -, která 
se hraje s významu-prostými symboly podle pravidel, která se vztahují pouze k fyzikálním 
charakteristikám jednotlivých symbol, nikoli k jejich významm. Podle Clarka (2001) to 
celé to trochu pipomíná situaci lovka, který není píliš zbhlý v manuální innosti, který je 
ale pesto schopen sestavit si nábytek na základ písemných instrukcí v návodu, který ho krok 
za krokem navádí, jak má jednotlivé dílce rzných tvar a velikostí smontovat dohromady. 
Vnjšímu pozorovateli se mže zdát, že jednání takového lovka je zakotveno v hlubokém 
porozumní principm a zákonitostem práce se devem, ve skutenosti se ale takový lovk 
pouze slep drží instrukcí, které mu íkají, jaké pohyby má kdy a s ím vykonat. Formální 
logika je tak dalším píkladem formálního systému, který umožuje implementovat 
sémantické charakteristiky lidského myšlení ve svt, jehož fungování je na sémantice 
lidského myšlení zcela nezávislé; tento svt je tvoen rznými znaky a symboly, které je 
možné rozeznat pouze na základ jejich fyzikálních charakteristik a které jsou manipulovány 
a transformovány ist na základ formálních/syntaktických pravidel, která jsou citlivá pouze 
k fyzikální podob tchto znak a symbol. Pesto chování tohoto svta dokáže odrážet 
zákonitosti platící ve svt význam a racionálního usuzování. Výstižn to formuloval John 
Haugeland (1981, s. 23), když napsal „If you take care o the syntax, the semantics will take 
care of itself“, tedy jestliže se postaráme o syntax, sémantika se už o sebe postará sama.  
     Tento poznatek - že sémantiku lidského mentálního života je možné implementovat 
prostednictvím jednoduchých manipulací s reálnými fyzickými objekty, a to na základ 
pravidel, která odkazují pouze k form objekt, se kterými je manipulováno, a že entity, o 
kterých se pedpokládá, že existují uvnit lidské mysli (mentální reprezentace), je možné 
modelovat pomocí entit, které se nacházejí mimo lidskou mysl (tj. pomocí symbolických 
reprezentací njakého formálního systému) – byl prvním krokem k výpoetní teorii mysli, 
která si iní nárok odpovdt na otázku, jakým zpsobem je možné fyzicky realizovat lidskou 





1.2.2 Automatické formální systémy 
 
     Všechny zde zatím uvádné píklady formálních systém vyžadovali njakého lidského 
operátora, schopného - na základ (syntaktických) pravidel transformace rzných 
symbolických reprezentací - fyzicky realizovat (zákonitosti lidského mentálního života 
zachycující) pechody mezi jednotlivými (syntaktickými) stavy formálního systému (které 
ovšem mají po náležité interpretaci i svoji sémantiku). Jestliže ale chceme lidskou racionalitu 
prostednictvím takového procesu vysvtlit, potom skutenost, že k jeho realizaci 
potebujeme lidského operátora, pedstavuje dosti závažný problém, nebo ve svém 
vysvtlení pedpokládáme to, co chceme vysvtlit, tzn. racionálního lidského operátora. Ve 
filozofii mysli je tento problém znám pod názvem karteziánské divadlo, kterým Daniel 
Dennett (1993) oznauje pirozenou tendenci lidí - vetn mnoha vdc a filozof 
postulujících rzné teorie mysli nebo dílích kognitivních proces1 - pedpokládat existenci 
njakého privilegovaného místa v lidském mozku, jakéhosi homunkula, malého 
inteligentního lovíka, ke kterému se z periferie ke zpracování zbíhají všechny informace, na 
základ kterých pak ídí své tlo podobn jako loutká vede a ídí svou loutku. Problém teorií 
(asto nevdom) vycházejících z takového pedpokladu je v tom, že nic nevysvtlují, ale 
vysvtlení  pouze  odsouvají  a  odkládají  -  ve  svém  dsledku  totiž  vedou  k nekonenému  
 
                  
 
Obrázek 19a: Karteziánské divadlo a z nj vyplývající riziko nekoneného regresu malých homunkul. 
                                                 
1 Píznaná je v tomto ohledu Fodorova teorie modulární mysli (Fodor, 1983), která pedpokládá existenci 
nkolika (automatických, mechanických, rychlých, nevdomých, „povinných“ a „informan zapouzdených“) 
periferních vstupních modul, které zpracovávají vstupní senzorické informace a následn je odesílají k dalšímu 
zpracování centrálním kognitivním procesm (které jsou pod vdomou kontrolou, „informan nezapouzdené“, 
„nepovinné“, pomalé… a které tvoí podstatu specificky lidského myšlení). 
  
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regresu malých a stále menších homunkul, kteí si v nekonené ad od nejvtšího 
k nejmenšímu jako horký brambor pedávají zodpovdnost za vysvtlení daného mentálního 
jevu. K takové nekonené sérii homunkul by vedla napíklad teorie zrakového vnímání, 
která by pedpokládala, že výsledkem zrakového vnímání je njaký obraz; takový obraz by 
však vždy poteboval nkoho, kdo by se na nj díval, ímž se dostáváme zpátky k tomu, co 
jsme chtli naší teorií pvodn vysvtlit. Stejn tak i pi explanaci myšlení jako transformace 
a manipulace rzných symbolických reprezentací hrozí nekonený regres podobných 
homunkul, kteí by se tentokrát nedívali na obrazy, ale na rzné symbolické reprezentace, se 
kterými by podle uritých pravidel rzn manipulovali.  
     	ešení problému s karteziánským divadlem a s nekonenou regresí homunkul spoívá ve 
využití principu dlby práce a stigmergického algoritmu (viz s. 37), kdy se veškerá práce 
rozdistribuuje mezi ohromné, ale konené množství hierarchicky uspoádaných homunkul 
(nazývaných také agenty i démoni), kteí nikdy neduplikují schopnosti a dovednosti celého 
systému (jehož chování se má vysvtlit), ale vykonávají pouze omezené akce, spoívající 
v jednoduchém reagování na zmny v prostedí tvoeném dalšími homunkuly reagujícími na 
reakce jiných homunkul, kteí zase reagují na reakce dalších homunkul atd. Tradiním 
organizaním schématem souboru takových homunkul je vývojový diagram sestávající 
z ady blok, z nichž každý specifikuje jednoho homunkula popisem jeho funkce, aniž by 
pitom jakkoli blíže uroval zpsob, jakým je tato funkce realizována (tzv. funkní 
abstrakce). Kdybychom se však podívali na jednotlivé bloky vývojového diagramu pod 
vtším rozlišením, zjistili bychom, že funkce každého z nich je realizována prostednictvím 
další dlby práce pes další vývojové diagramy do stále menších a stále hloupjších 
homunkul. Míru rozlišení takto mžeme zvyšovat až do chvíle, kdy se dobereme 
k homunkulm tak hloupým, že jediné co dokážou, je odpovdt ANO, nebo NE podle toho, 
zda obdržely, nebo neobdržely svj signál (asi tak jako zámek dokáže „rozeznat“, zda do nj 
klí pasuje, nebo nepasuje). Tito homunkulové jsou tak „omezení“, že jejich funkci mže 
zastat i ten nejhloupjší lovk nebo stroj. Správným sestavením armády takovýchto 
„hlupák“ pak lze vytvoit systém, který jako celek plní funkci, která se vnjšímu 
pozorovateli jeví jako zejmý projev inteligence (viz také obrázek 19b). Píkladem aplikace 
tohoto pístupu v teorii zrakového vnímání je pandemonium Olivera Selfridge, které sestává 
z nkolika vrstev démon – jednoduchých proces netrpliv ekajících na svou píležitost 
zapoít svou jednoduchou a omezenou innost, spoívající v signalizaci démonm v další 
vrstv, že v kakofonii signál (picházejících z pedchozí vrstvy démon) rozpoznali zprávu, 




Obrázek 19b: Princip ešení problému s nekoneným regresem homunkul, nazývaného také „Rylv regres“ 
podle filozofa Gilberta Ryla1, který byl pesvden, že funkní analýza mentálních jev – kdy jeden funkní 
pojem rozkládáme na soubor dalších funkních pojm – je odsouzena k nekonenému regresu nevysvtlených 
funkních pojm. ešení tohoto problému spoívá v tom, že funkní analýza se jednoduše zastaví na té úrovni, 
kde jsou jednotlivé funkce již dostaten jednoduché na to, aby je bylo možné realizovat prostednictvím 
njakého technického zaízení. Metaforicky eeno, myšlenkové zakázky pro pomyslného homunkula sídlícího 
v karteziánském divadle, kde se mají sbíhat veškeré informace z periferie, je poteba rozdlit na adu dílích 
úkol a ty pak rozdistribuovat („outsourcovat“) mezi vtší poet (napíklad neurálních) subdodavatel. A jak 
v této souvislosti poznamenává Dennett (2004a, s. 238): „Jestliže se uiníte skuten malými, mžete 
externalizovat tém cokoli.“2 (obrázek s úpravami pevzat z http://www.bcp.psych.ualberta.ca/~mike/)   
 
zpracovává   písmeno  „R“: Tzv.  obrázkový   démon  pijímá  senzorické  signály  ze sítnice a 
pedává je do následující vrstvy tzv. znakových démon specializovaných na detekci signál 
indikujících pítomnost uritých geometrických prvk (svislá linie, vodorovná linie, šikmá 
                                                 
1 Gilbert Ryle se proslavil rovnž svou sémantickou analýzou pojmu mysl, o kterém byl pesvden, že 
v základech jeho používání se skrývá tzv. kategoriální chyba, která má za následek zkreslený pohled na to, jaká 
je skutená povaha lidské mysli. Podstatu kategoriální chyby Ryle ilustroval na následujícím píklad: „Cizinci, 
který je poprvé v Oxfordu…, je pedvedena spousta fakult, kolejí, knihoven, hiš	, muzeí, vdeckých pracoviš	 a 
úad. On se pak zeptá: ‚Ale kde je ta univerzita? Vidl jsem, kde bydlí studenti, kde pracuje tajemník, kde dlají 
vdci pokusy a všechno to ostatní. Ale ješt jsem nevidl tu univerzitu, ve které píslušníci vaší univerzity sídlí a 
pracují.‘“ Cizincova chyba spoívala v tom, že se domníval, že univerzita je njaká další budova, na kterou si je 
možné šáhnout stejn jako na budovy fakult, knihoven atd. Univerzita je ale ve skutenosti pouze souhrnný 
název pro všechny tyto budovy a instituce. Stejné chyby se podle Ryla dopouštíme tehdy, když o lidské mysli 
uvažujeme jako o jedné z mnoha komponent, ze kterých se lovk skládá. To pak vede k „pedstav osoby jako 
jakéhosi ducha záhadn ukrytého ve stroji“. Ve skutenosti je mysl pouze souhrnné oznaení všeho toho, z eho 
se lovk skládá a co dlá lovka lovkem, stejn jako univerzita pedstavuje souhrnné oznaení pro koleje, 
laboratoe, hišt atd. (všechny citace jsou z Ryleovy knihy The Concept of Mind, citováno podle Peregrin, 2005, 
s. 170, 173)          
2 „If you make yourself really small, you can externalize virtually anything.“ 
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linie, pravý úhel, ostrý úhel atd.) v sítnicovém obraze. Tyto démoni pak pedávají zprávu o 
své aktivaci do další vrstvy tzv. kognitivních démon, kteí reagují pouze na urité specifické 
kombinace signál z pedchozí vrstvy démon. ím tsnjší je korelace mezi picházejícími 
signály a tou kombinací signál, která daný kognitivní démon aktivuje, tím více je takový 
démon aktivní a tím je i silnjší signál, který vysílá k tzv. rozhodovacímu démonovi, jehož 
rozhodnutí o tom, na jaké písmeno se to lovk vlastn dívá, je založeno na tom, který 
z kognitivních démon v pedchozí vrstv vysílá nejsilnjší signál. Obdobný zpsob 
organizace (kognitivní) práce lze nalézt de facto ve všech tradiních i mén tradiních 
modelech kognitivních proces – namátkou jmenujme napíklad produkní systém Allena 
Newella a Herberta Simona (Simon, Newell, 1972), teorii spoleenství mysli Marvina 
Minskyho (1985), subsumpní architekturu Rodneyho Brookse (1999) i Copycat Douglase 
Hofstadtera a Melanie Mitchellové (Mitchell, Hofstadter, 1990).     
  
Obrázek 20: Pandemonium 
sestávající z hierarchie obrázko- 
vých, znakových, kognitivních a 
rozhodovacích démon. 
 
     Aplikací tohoto principu 
dlby práce na procesy 
spojené s fungováním for- 
málních systém je možné 
delegovat procesy manipu- 
lace a transformace symbo- 
lických reprezentací na 
dobe zorganizovanou ar- 
mádou hloupých stroj, a 
celý formální systém tak 
zautomatizovat. Takový 
automatický formální sy- 
stém je pak stroj i zaízení, jehož nkteré souástky nebo fyzikální stavy, ve kterých se mže 
nacházet, pedstavují znaky vybraného formálního systému, a jehož chod zajišuje 
automatickou manipulaci a transformaci tchto znak v souladu z pravidly daného formálního 
systému. Haugeland (1997) automatický formální systém pirovnává k šachovnici plné 
figurek, které se pohybují zcela samy od sebe, bez jakékoli intervence ze strany hrá, a 
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pitom vždy v souladu s pravidly šachu; nebo také k „magické“ tužce, která dokáže na kusu 
papíru sama vyvozovat dkazy a teorémy v rámci uritého formálního systému bez jakékoli 
pomoci lidského matematika i logika.                         
     Podle Dennetta (2004b) byl prvním pokusem o formulaci a popis takového mechanismu, 
který by umožoval automatickou manipulaci a transformaci mentálních reprezentací, 
asocianismus. Podle jeho pedstavitel - mezi které patil napíklad skotský filozof David 
Hume - podstata lidského myšlení spoívá ve schopnosti rzným zpsobem spojovat a 
kombinovat do složitjších idejí jednotlivé dojmy (poitky a vjemy) a ideje (kopie dojm), 
které tvoí základní stavební materiál lidského duševního života. Aby nebyl tento proces 
závislý na inteligenci njakého centrálního homunkula, bylo teba vymyslet mechanismus, 
který by zaruil, že se dojmy a ideje budou spojovat a kombinovat samy, bez jakékoli cizí 
pomoci a asistence. Tímto mechanismem byly pro asocianisty tzv. principy sdružování idejí, 
neboli asocianí zákony, z nichž nkteré formuloval již Aristoteles ve 4. století p.n.l. 
(napíklad princip podobnosti a princip kontiguity, tj. stynosti v ase a prostoru) (Störig, 
1993). Tyto principy fungují jako uritý specifický typ vazeb v „mentální chemii“, jejíž 
zákonitosti jsou zodpovdné za nenáhodný zpsob, jakým se ve vdomé mysli lovka 
sdružují a kombinují jednotlivé dílí dojmy a ideje. Jakkoli jsou tyto návrhy asocianist – 
alespo tedy ve své pvodní podob - formulovány dosti vágn (takže je možné je jen velice 
obtížn podrobit rigoróznjšímu vdeckému zkoumání), pedstavují správný smr uvažování, 
který nám umožuje se zbavit strašáka v podob nekoneného regresu všemocných a 
vševdoucích homunkul. Myšlenky asocianist byly pozdji precizovány v rámci 
myšlenkové linie reflexologie-behaviorismus-konekcionismus, která na asocianismus voln 
navazovala: Myšlenkami asocianist se pímo inspiroval ruský fyziolog I. P. Pavlov pi svých 
pokusech s jednoduchým podmiováním, které zase byly inspirací pro americké behavioristy, 
kteí studovali složitjší schémata podmiování. Nkteí behavioristé se pozdji pokusili 
propojit poznatky behaviorismu s poznatky neurovdy – tehdy se nov rodící vdecké 
disciplíny o lidském mozku. Takto napíklad Donald Hebb ukázal, že mechanismus 
jednoduchého podmiování je možné implementovat prostednictvím upravování vah spoj 
(synapsí) mezi neurony. Toto tzv. hebbovské pravidlo uení – spolu s dalšími uícími 
algoritmy – se pozdji stalo dležitou souástí konekcionistických (výpoetních) model 
nkterých kognitivních proces.1 
                                                 
1 Nové zpsoby uchopení nkterých myšlenek asocianist se otevely také s rozvojem nástroj tzv.                        
soft-computingu, které umožují vytváet pesné výpoetní modely jev, které jsou inherentn neurité, 
pibližné a „náchylné“ k jen ástené pravdivosti. U nás napíklad psycholog Petr Šlechta (1998) ve své 
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1.2.2.1 Turingv stroj 
 
     Jiným a z hlediska vzniku výpoetní teorie mysli mnohem dležitjším (a úspšnjším) 
pokusem o konstrukci automatického formálního systému je tzv. Turingv stroj, teoretický 
pedobraz dnešních poíta. Turingv stroj není klasické zaízení sestrojené z mechanických 
souástek; jedná se o ist teoretické zaízení (je to de facto svého druhu myšlenkový 
experiment), které britský matematik Alan Turing navrhl v rámci svých snah formalizovat 
pojem výpotu a pispt tak ke zkoumání tzv. problému vypoitatelnosti, tedy otázky, co je a 
co není možné vypoítat (Hillis, 2003).  
     Turingv stroj je výsledkem Turingovi snahy nalézt odpov na otázku „Co to vlastn 
dlám, když poítám?“. Pi návrhu svého imaginárního stroje vycházel Turing z introspektivní 
analýzy posloupnosti svých myšlenkových pochod bhem provádní numerických výpot a 
ešení rzných matematických problém. Turing zjistil, že – bez ohledu na to, jak 
komplikovaný je výpoet, který provádí - pi poítání nedlá vlastn nic jiného, než že 
zjišuje, jaké transformaní pravidlo má práv použít, poté vybrané pravidlo aplikuje, zapíše 
výsledek, podívá se na nj a zjišuje, jaké transformaní pravidlo by ml na tento výsledek 
použít atd. dokud nedospje k ešení celého problému (Dennett, 1993). Sebekomplikovanjší 
výpoet tak lze podle Turinga zredukovat na sadu jednoduchých instrukcí stigmergického 
algoritmu, který k ízení a koordinaci posloupnosti inností využívá jednoduchá „lokální“ 
pravidla pro tvorbu a modifikaci rzných vnjších struktur, kterými jsou v pípad výpotu 
rzné symbolické reprezentace (napsané napíklad na kusu papíru), ve stylu: 
  
1. Vytvo, napíklad napiš na papír, vzorec i etzec symbol. 
2. Prohlédni si napsané symboly. 
3. Identifikuj ty symboly, které jsou spojeny s pravidly pro tvorbu dalších symbol. 
4. Napiš další symboly. 
5. Vra	 se ke kroku . 2.   
 
     Jinými slovy, „Turing si uvdomil, že každý výpoet (i obecnji každé ešení) zaíná 
njakými vstupními daty, které si mžeme pedstavit znak po znaku zapsané na papírové 
pásce, a koní njakým výsledkem, který si opt mžeme pedstavit v  této podob.  Výpoet je  
                                                                                                                                                        
diplomové práci demonstroval, jak lze nkteré asocianistické principy sdružování idejí realizovat v rámci tzv. 




Obrázek 21: Procedura dlouhého násobení, pi které lovk využívá tužku a papír k zápisu mezivýsledk 
jednotlivých výpoetních krok, je typickým píkladem užití tzv. stigmergického algoritmu, který k organizaci 
komplexní posloupnosti inností využívá jednoduchá „lokální“ pravidla pro tvorbu a modifikaci rzných 
vnjších (zde symbolických) struktur. 
 
tedy z tohoto pohledu pechod od jedné sekvence znak na pásce k jiné; a Turing usoudil, že 
a	 už ten pechod provádíme jakkoli, na té nejelementárnjší úrovni se nemže než skládat z 
nkolika operací toho typu, jako je  petení  njakého  existujícího  symbolu,  posun  pásky  o 
jednu pozici tam i zpátky a zapsání nového symbolu i pepsání starého.“ (Peregrin, 2003)   
Produktem Turingovi „destilace“ podstaty matematického myšlení z proudu lidského vdomí  
je tak soubor elementárních mentálních operací, které dostaují k realizaci jakéhokoli výpotu 
a které jsou pitom tak jednoduché, že je zvládne i stroj. 
     Turing tento svj náhled formuloval v podob specifikace vlastností imaginárního 
výpoetního zaízení, které je zjednodušenou a zidealizovanou verzí hypotetického 
hyperracionálního matematika provádjícího své výpoty. Tomuto imaginárnímu zaízení se 
dnes íká Turingv stroj (dále TS). TS se skládá z nekonen dlouhé pásky, koneného 
automatu a ze tecí/zapisovací hlavy. Páska má funkci pamti; slouží tedy jako úložišt pro 
data, která jsou na pásce reprezentována prostednictvím uritého pevného souboru 
arbitrárních symbol. tecí/zapisovací hlava dokáže z daného místa pásky peíst symbol, 
dokáže symbol na pásku také zapsat nebo ho z pásky naopak vymazat; tecí/zapisovací hlava 
se také dokáže pohybovat, vždy maximáln o jedno políko pásky doprava nebo doleva. 
Konený automat funguje jako jednoduchý procesor: Konený automat (dále KA) je obecn 
zaízení, jehož výstup (a už je to cokoli) nezávisí pouze na aktuálním vstupu, ale také na 
dívjší historii vstup, která tvoí stav KA; KA má pam, která mu umožuje sledovat, 
v jakém stavu se práv nachází; KA je konený proto, že má vždy omezený/konený poet 
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stav, ve kterých se mže nacházet; vedle toho vždy existuje soubor povolených vstup, které 
mní stav KA, a soubor možných výstup, který je dán aktuálním stavem KA a aktuálním 
vstupem do KA. Jednoduchým píkladem takového KA je kulikové pero, které se mže 
nacházet pouze ve dvou možných stavech (vysunutá kulika/zasunutá kulika pera), které se 
mní zmáknutím tlaítka (vstup); výstupem kulikového pera je bu vysunutí, nebo zasunutí 
kuliky pera; díky své konstrukci si kulikové pero „pamatuje“ jaká je historie jeho vstup (tj. 
zda byl poet zmáknutí tlaítka sudý nebo lichý), resp. to, v jakém stavu se práv nachází 
(Hillis, 2003). V pípad Turingova stroje KA dokáže na základ znalosti svého aktuálního 
stavu a práv peteného symbolu urit, jaký (a zda vbec) symbol se má zapsat na pásku, jak  
 
Obrázek 22: Turingv stroj. 
 
(a zda vbec) se  má  zmnit stav KA  a  kam (a zda vbec) se má posunout tecí/zapisovací 
hlava. K úplné specifikaci TS jako stroje vykonávajícího uritý výpoet je ješt poteba 
definovat pevný soubor symbol, kterými se bude kódovat vstup a výstup KA (na obrázku 22 
to jsou íslice 1 a 0), sadu možných stav KA (napíklad A a B) a pechodovou funkci (sadu 
základních instrukcí), kterou se ídí operace KA pi transformaci vstup (aktuální stav KA-
aktuáln natený symbol) na výstupy (zápis symbolu na pásku-zmna stavu KA-pesun 
tecí/zapisovací hlavy). 	eknme, že bychom chtli takový TS pimt sítat dvojice celých 
kladných ísel1. Tento typ výpoetní úlohy je možné TS prezentovat na pamové pásce 
v podob posloupnosti symbol „•“, „1“ a „+“, které reprezentují nejen zadaný problém, ale i 
návod na jeho ešení. Tímto zpsobem zakódovaná poetní úloha 2 + 3 bude na pásce TS 
vypadat tak, jak je to zachyceno na obrázku 23a. Na obrázku 23a jsou ješt další dva znaky, 
které oznaují aktuální polohu tecí/zapisovací hlavy („∧“) a jeden ze dvou možných 
                                                 
1 Uvedený píklad je mírn upravenou verzí TS, který ve své knize uvádí filozof J. Kim (1996, s. 80-85). 
 56 
aktuálních stav KA („A“). Aby TS dokázal tímto zpsobem reprezentovanou úlohu vyešit, 
potebuje ješt tu správnou sadu instrukcí definujících konený soubor primitivních operací, 
které by mu umožnily na základ dat z pásky s jednotlivými symboly rzn manipulovat a 
transformovat je na jiné symboly zpsobem odrážejícím nkteré matematické zákonitosti. 
Tyto instrukce by mohly vypadat následujícím zpsobem: 
• Instrukce . 1: Jestliže se KA nachází ve stavu A a nateným symbolem je 
„1“, potom a se tecí/zapisovací hlava posune o jednu pozici doprava a KA 
a zstane ve stavu A.     
• Instrukce . 2: Jestliže se KA nachází ve stavu A a nateným symbolem je 
„+“, potom a tecí/zapisovací hlava pepíše tento symbol na „1“, posune se o 
jednu pozici doprava a KA a zstane ve stavu A.      
• Instrukce . 3: Jestliže se KA nachází ve stavu A a nateným symbolem je 
„•“, potom a se tecí/zapisovací hlava posune o jednu pozici doleva a stav 
KA a se zmní na stav B.     
• Instrukce . 4: Jestliže se KA nachází ve stavu B a nateným symbolem je 
„1“, potom a tecí/zapisovací hlava tento symbol vymaže, nahradí ho 
symbolem „•“ a ukoní veškeré další zmny. 
 
 
Obrázek 23a (s mírnými úpravami pevzato z Kim, 1996)  
 
Celý výpoet probíhá postupn, krok za krokem, sériov - vždy se naítá práv jeden symbol 
a vždy se provádí práv jedna operace. Pi ešení úlohy TS zaíná u symbolu „1“, který je na 
levém okraji pásky. Poté prohledává pásku smrem doprava, dokud nenarazí na symbol „+“, 
který pepíše symbolem „1“. TS potom pokrauje v prohledávání pásky smrem doprava, aby 
našel symbol „•“, který oznauje konec druhého sítance. Jakmile na nj narazí, vymaže ho, 
posune se o jedno políko doleva a pepíše symbol „1“ na symbol „•“. V této chvíli (viz 
obrázek 23b) je na pásce zakódována odpov ve stejném formátu, v jakém byla zakódována 
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poetní úloha.1 Tento jednoduchý píklad názorn ilustruje, jak soubor jednoduchých 
formálních operací, které pracují ist s formálními/syntaktickými vlastnostmi symbolických 
struktur, dokáže podporovat a zachovávat dležité sémantické zákonitosti vybrané 
problémové domény. V pípad TS navíc tento proces probíhá zcela automaticky a bez 
jakéhokoli zásahu zvení. 
   
 
Obrázek 23b (s mírnými úpravami pevzato z Kim, 1996) 
 
     Obdobným zpsobem jako sítací TS je možné si nadefinovat Turingovy stroje, které by 
dokázaly  odítat,  dlit, násobit  nebo  také  hrát šachy, dlat  lékaské diagnózy,  hledat  nová 
nalezišt nerostných surovin, odhalovat rizikové klienty bank nebo ešit jiné, dostaten dobe 
specifikované problémy; zde je dležité si uvdomit, že TS (a tím pádem také poíta, který 
je jeho „hmotnou inkarnací“) není njaký numerický kalkulátor - pestože numerické výpoty 
také dokáže provádt -, ale pedevším informaní i symbolový procesor 
(information/symbol processing system), nebo to, s ím TS na té nejnižší úrovni 
operuje/poítá/manipuluje, nejsou ísla, ale informace, resp. arbitrární symboly, jejichž rzné 
kombinace mohou (pod tou správnou interpretací) znamenat cokoli – mohou to být ísla, ale 
také napíklad pozice šachových figurek na šachovnici, symptomy nemoci, názvy lékaských 
diagnóz, možné zpsoby léby, vlastnosti pdy nebo bonita bankovního klienta. 
     Nejdležitjším Turingovým objevem bylo, že stejn jako si mžeme nadefinovat TS, 
který dokáže sítat nebo násobit, mžeme si také nadefinovat jeden zvláštní druh TS, tzv. 
Univerzální Turingv stroj (dále UTS), který má tu správnou sadu základních 
instrukcí/operací, aby dokázal na základ symbolického popisu chování jiného TS 
(zaznamenaného na pásce) napodobit vstupn-výstupní funkci, kterou tento jiný TS poítá. A 
protože UTS takto dokáže napodobit chování jakéhokoli TS, znamená to, že UTS dokáže 
vyešit jakýkoli dostaten dobe specifikovaný výpoet/problém (tzv. Church-Turingova 
teze). „Turing [takto] ukázal, že jakýkoli… problém lze ešit zapsáním znak na pásku 
                                                 
1 Podobný TS, který dokáže sítat celá ísla, lze nalézt také na piloženém CD v podob jednoduché excelovské 
aplikace pod názvem Turingv_stroj. 
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Turingova stroje – znak, které nespecifikují jen problém, ale také postup, jak ho ešit. 
Turingv stroj spoítá odpov pohyby tam a zpt po pásce, tením a zapisováním znak, 
dokud není ešení zapsané na pásce.“ (Hillis, 2003, s. 70)  
     Z Turingova objevu tedy vyplývá, že mže existovat stroj, jehož normální innost a 
fyzikální vlastnosti implementují syntaktické/formální operace definované na souboru 
arbitrárních symbolických struktur, a že takový stroj dokáže vyešit jakýkoli dostaten dobe 
specifikovaný problém. To, co je na takovém stroji pitom dležité, není to, z eho je 
postaven, ale pouze jeho formální/syntaktická struktura i organizace, nebo pouze na ní 
závisí, zda stroj uspje, nebo neuspje pi zachování sémantických charakteristik vybrané 
problémové domény:  Podobn jako se nic nezmní na podstat šachu když místo devných 
figurek na devné šachovnici budeme hrát s mezigalaktickými koráby a 64 galaxiemi, tak se 
nezmní ani podstata výpotu, který TS provádí, jestliže TS bude postaven z rzných 
materiál. To, na em záleží je pouze abstraktní sí povolených tah a pechod mezi 
jednotlivých stavy daného systému, který mže být sestaven z mnoha rzných materiál. 
Tímto vznikla „nová úrove analýzy, která je nezávislá na fyzice, ale pesto je ve své podstat 
mechanistická… je to vda o struktue a funkci oddlené od materiální substance“1 
(Pylyshyn, 1986, s. 68). A práv tato nová úrove analýzy se na pelomu 50. a 60. let 20. 
století stala hlavním pedmtem nov vznikající kognitivní vdy, která se skládá z ady 
dílích disciplín (viz obrázek 24), z nichž vtšina více i mén sdílí pedpoklad, že lidská 
mysl je formou výpotu - ve smyslu manipulace a transformace syntaktických 
(symbolických/reprezentaních) struktur – a že zaízením, které tento výpoet implementuje a 
provádí, je lidský mozek, jehož kauzální struktura (tzn. fyzikální stavy nervové tkán a jejich 
zmny v ase) zrcadlí specifickou abstraktní/formální strukturu výpotu (jednotlivé 
stavy/prvky/symboly a pechody mezi nimi), který je lidským myšlením. Lidský mozek je tak 
tedy poítaem ve stejném smyslu jako elektronická kalkulaka (viz s. 5): U obou zaízení 
existuje spolehlivý a systematický zpsob interpretace jejich rzných fyzikálních stav 
(znaky a íslice na displeji a klávesnici, resp. vzorce neuronální aktivity) jako neho, co 
reprezentuje njaké jiné entity (ísla, resp. myšlenky a pesvdení), a ob zaízení jsou 
sestrojena zpsobem, který jim umožuje – pi odpovídající interpretaci – zrcadlit smysluplné 
(sémantické) zákonitosti v matematické, resp. mentální oblasti. Jinými slovy, ob zaízení 
obsahují urité vnitní fyzikální stavy, které reprezentují pedmty a události vnjšího svta, a 
ob využívají rzných mechanických procedur k realizaci pechod mezi tmito stavy, tak 
                                                 
1 „…a new level of analysis, independent of physics yet mechanistic in spirit… a science of structure and 
function divorced from material substance.“ 
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aby mohly takto reprezentované informace racionáln využívat. Taková chytrá kalkulaka pak 
dokáže na výstupu vyprodukovat „8“, jestliže na vstupu obdrží „5 + 3 =“, a inteligentní 
mozek zase bude vdt, že není píliš chytré vstupovat do jeskyn, do které ped chvílí vidl 
vstupovat ti medvdy, a nedlouho poté dva medvdy tuto jeskyni opouštt.1 To, o co se 
pitom kognitivní vda - alespo ve své tradiní podob - nejvíce zajímá, je abstraktní 
specifikace výpotu (symbolické reprezentace a transformaní algoritmy, které se na n 
aplikují), který toto inteligentní chování umožuje; již mnohem mén se pak zajímá o 
konkrétní zpsob fyzické implementace takového výpotu – nebo jestliže výpoet mžeme 
realizovat více rznými zpsoby, potom to, co je dležité, je pouze abstraktní forma i 




Obrázek 24: Struktura kognitivní vdy. (Havel, 2000) 
                                                 
1 Neschopnosti nkterých pták takového jednoduchého numerického usuzování využívají asto ornitologové, 
kteí se díky tomu pro ptáky stávají „neviditelnými“: „Dva z vás jdou do úkrytu a pouze jeden z vás ho opustí. 
Bez tohoto triku by byli ptáci ve stehu kvli schovanému, protože „vdí“, že nkdo tam vešel. Když ale jedna 
osoba odejde, „usoudí“, že odešly ob.“ (Dawkins, 1996, s. 70)    
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1.2.2.2 Poítae, von Neumannovská architektura a virtuální stroje 
 
     Posledním krokem pi formování kognitivní vdy bylo sestrojení skuteného 
programovatelného digitálního poítae, který by kognitivním vdcm umožnil vytváet 
modely rzných mentálních proces. Konstrukce tohoto poítae byla založena na 
myšlenkách, které Alan Turing vtlit do svého imaginárního zaízení. Peklopení tohoto 
abstraktního myšlenkového experimentu ve skutený stroj umožnili zejména John von 
Neumann, který Turingovy myšlenky pevedl v (stále ješt dost abstraktní) návrh konkrétní 
výpoetní architektury, a Claude Shannon, který ukázal, jak fyzicky realizovat prvky takové 
výpoetní  architektury.      
     V roce 1940 Claude Shannon, zakladatel oboru teorie informace, ve své práci A Symbolic 
Analysis of Relay Switching Circuits (Symbolická analýza obvod s pepínáním pomocí relé) 
prokázal, že lze využít jednoduché elektrické obvody (spínae a vodie) k implementaci 
výrok v booleovské algebe (viz s. 44-46): Pravdivostní hodnoty jednotlivých promnných 
v logických výrocích (resp. bity - základní jednotky informace) jsou zde reprezentovány 
elektrickým proudem, který obvodem bu prochází, nebo neprochází; uzavené spínae 
(procházející proud) odpovídají pravdivým (1) a otevené spínae (neprocházející proud) 
nepravdivým (0) promnným booleovské algebry. Výroky v booleovské algebe je pak možné 
pevést do specifického uspoádání spína, které mohou být zapojeny bu sériov, nebo 
paraleln. Pi sériovém zapojení dvou spína proud obvodem protéká pouze tehdy, když jsou 
oba spínae uzaveny. Takové zapojení implementuje logickou funkci „a“. Pi paralelním 
zapojení spína proud obvodem prochází kdykoli je jeden nebo oba spínae uzaveny. Tento 
zpsob uspoádání spína odpovídá logické funkci „nebo“. Podobn jednoduchým 
zpsobem je možné implementovat rovnž logickou funkci „negace“. Takto zapojené spínae 
tvoí ti základní logické jednotky (tzv. logická hradla) „a“, „nebo“ a „invertor“, jejichž 
kombinací lze vytvoit elektrické obvody reprezentující další logická pravidla a funkce. 
Fakticky lze tímto zpsobem implementovat jakoukoli binární logickou funkci (tj. funkci 
urenou vyhledávací tabulkou tvoenou binárním symbolickým kódem), kterou je možné 
zapsat jako pesný logický výrok (Hillis, 2003). Na obrázku  26  je takto schematicky  
zachycen jednoduchý elektrický obvod sestavený z nkolika logických hradel, která spolen 
implementují hlasovací funkci, kterou zachycuje výrok (A . B) + (A . C) + (B . C) a jejíž 
vstupn/výstupní (také pravdivostní nebo vyhledávací) tabulku je možné nalézt na stran 46. 
Kombinací bit (dvou symbol 1/0) lze reprezentovat libovolná data a informace – ísla, 
obrazy,   zvuk,   tahy   na   šachovnici,   gramatické   kategorie  atd.  Poet   bit   nutných   ke   
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Obrázek 25: Logická hradla. Schematické znázornní elektrických obvod implementujících logické jednotky 
„a“, „nebo“ a „inverze“. (pevzato z Hillis, 2003) 
 
 
Obrázek 26: Implementace hlasovací funkce prostednictvím logických hradel „a“ a “nebo“. (pevzato z Hillis, 
2003) 
 
kódování dat pitom závisí na potu zpráv i sdlení,která je poteba rozlišit. Napíklad 
binární funkce, která by mla za úkol sítat dvojice ísel z množiny ísel 0-99, by musela 
používat minimáln osmibitové kódování, které je schopno rozlišit 28 (tj. 256) možností, tak 
aby bylo možné zakódovat i nejvyšší možný souet dvou ísel (198). Všechna data, která jsou 
reprezentována tímto zpsobem, tedy prostednictvím binárního kódu, mohou být 
zpracována užitím njaké binární logické funkce, kterou lze vždy implementovat uritou 
kombinací základních logických jednotek „a“, nebo“ a „inverze“. Tyto logické jednotky tvoí 
základní funkní jednotky všech digitálních poíta: Na té nejnižší úrovni nejsou digitální 
poítae niím jiným než souborem vodi a spína, které vedou a ídí uritou medianí 
látku, která slouží k posílání jedné ze dvou možných zpráv (1/0, Pravda/Nepravda) od 
jednoho spínae ke druhému. V dnešních poítaích se (z dvodu urychlení výpoetních 
proces) jako medianí látka používá elektina; ta se poítaem šíí po obvyklých 
elektrických vodiích a její tok je regulován kemíkovými tranzistory (v minulosti to byly 
nap. elektromechanická relátka nebo elektronky). Správná funkce poítae je však na této 
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konkrétní implementaní technologii zcela nezávislá – dležitá je forma, nikoli konkrétní 
zpsob její realizace. Takto lze napíklad sestrojit poíta, který by kódoval bity nikoli 
prostednictvím elektrického naptí, ale pomocí vodního tlaku; spínae a vodie takového 
poítae by pak sestávaly z hydraulických ventil a vodovodního potrubí. K reprezentaci bit 
by také bylo možné využít mechanického tlaku, pevádného a regulovaného systémem tyek 
a pružin (viz obrázek 27). Paralelním nebo sériovým zapojením spína se implementují 
booleovské logické funkce „a“, „nebo“ a „inverze“. Z tchto základních logických jednotek 
(logických hradel) jsou pak sestaveny dv 
hlavní komponenty programovatelného 
digitálního poítae – procesor (konený 
automat) a pam	 (resp. registry, ze kterých se 
pam skládá) (Hillis, 2003; White, 1994). 
 
Obrázek 27: Poíta sestavený z tyek a pružinek 
stavebnice Tinkertoy. Poítaový vdec Daniel W. Hillis 
postavil s pomocí nkolika  dtských stavebnic Tinkertoy 
mechanický poíta, který dokáže úspšn hrát piškvorky 
(jejich jednodušší americkou verzi, která se hraje na 
mížce 3x3). innost tohoto poítae je – stejn jako 
innost jakéhokoli jiného poítae -  založena na 
kombinaci velkého množství základních logických jednotek, které jsou zde implementovány prostednictvím 
mechanického tlaku, kterým na sebe jednotlivé tyky navzájem psobí.   
 
     Valná vtšina souasných i minulých poíta má nebo mla tzv. von Neumannovskou 
výpoetní architekturu, která je pímo inspirována výpoetní architekturou Turingova stroje. 
Ten sestává z koneného automatu a z pamti, která je k nmu pipojena. TS poítá tím 
zpsobem, že konený automat sériov (postupn, jednu za druhou) provádí nkterou z 
nkolika jednoduchých operací na datech (data v úzkém slova smyslu) a na základ dat 
(instrukce), která jsou uložena v pamti, ze které konený automat data postupn naítá nebo 
je v ní njak mní. Poíta s von Neumannovskou architekturou (bez periferních zaízení jako 
je klávesnice, obrazovka nebo tiskárna) má v podstat stejnou strukturu – tzn. že se skládá 
z koneného automatu (procesoru nebo také  CPU1) a k nmu pipojené pamti; toto oddlení 
procesoru od pamti je charakteristickým rysem všech poíta s von Neumannovskou 
architekturou. Rovnž zpsob, jakým poíta s von Neumannovskou architekturou poítá je 
de facto totožný s tím, jak poítá TS – CPU sériov provádí nkterou ze základních operací na 
                                                 
1 Central Processing Unit 
 63 
datech, která (rovnž sériov) naítá z pamti, ve které jsou uložena; rozhodování o tom, 
kterou operaci provést, kdy a na em, se dje na základ instrukcí, které jsou – stejn jako 
zpracovávaná data  - uložena v pamti a z ní také naítána.  
     Poíta s von Neumannovskou architekturou je schematicky zachycen na obrázku 28: 
Nalevo je pam, která se skládá z registr. V registrech jsou v podob posloupnosti bit (tzv. 
slov, která mají v souasných poítaích vtšinou 32 bit) zakódována data, která se mají 
zpracovat, a instrukce, které CPU íkají, jakou operaci má vykonat. Každý registr navíc 
obsahuje svojí vlastní adresu - posloupnost bit, která daný registr identifikuje (lokalizuje) a 
zpístupuje ho CPU, která tak mže jeho obsah naíst nebo do nj naopak nco zapsat. Data 
lze  pitom  vždy  naítat  pouze z jednoho registru najednou; to samé platí i pro zapisování do  
 
 
Obrázek 28: von Neumannovská architektura. (s úpravami pevzato z Dennett, 1993, s. 213) 
 
pamového registru. Napravo se nachází CPU; ta se skládá ze tí registr, které se nazývají 
akumulátor, registr instrukcí a íta instrukcí, a z logických jednotek, které implementují 
uritý konený soubor základních operací, jejichž kombinací (která se ídí instrukcemi 
naítanými z pamti) je možné realizovat jakýkoli výpoet. Poítání takového poítae 
probíhá tak, že z pamových registr se naítají data do akumulátoru a instrukce do registru 
a ítae instrukcí. Tyto ti registry, ve kterých se mže najednou objevit práv jen jedno slovo 
(posloupnost bit z pamového registru), jsou píinou známého von Neumannovského 
úzkého hrdla, kterým je nucena procházet veškerá výpoetní aktivita poítae. Ovšem pro 
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bžného uživatele je toto omezení - díky rychlosti implementaní technologie, která umožuje 
provádt miliony základních operací za sekundu - prakticky neviditelné.1 Když se instrukce 
elektronicky pekopíruje do registru instrukcí, specializované logické jednotky tuto instrukci 
provedou. Napíklad jestliže instrukce íká (peloženo do eštiny) „Vymaž obsah 
akumulátoru!“, potom se v CPU aktivují logické jednotky, které nastaví všechny bity (jejichž 
poet závisí na tom, o kolika-bitový poíta se jedná ) v akumulátoru na 0. Když instrukce 
bude „Piti obsah registru s adresou 10 k obsahu akumulátoru“, potom jiné specializované 
logické obvody natou obsah tohoto registru a pitou ho k obsahu akumulátoru. íta 
instrukcí pak vždy obsahuje adresu pamového registru, ve kterém je uložena další instrukce, 
kterou CPU nate a následn i vykoná. Mezi základní operace, které CPU provádí, patí 
vtšinou aritmetické operace (sítání, odítání, dlení a násobení), operace rzn manipulující 
s daty (naítání, ukládání, mazání…) a podmínkové instrukce typu „Jestliže má akumulátor 
ten i onen obsah, potom nati instrukci z registru s adresou 11, jinak nati instrukci z registru 
s adresou 01“ (Dennett, 1993). Poet tchto základních operací se mže u jednotlivých 
poíta lišit; mže jich být pouze 16 (poítae s tzv. redukovaným souborem instrukcí, tzv. 
RISC2) nebo také nkolik stovek (poítae s kompletním souborem instrukcí, tzv. CISC3). 
Velikost instrukního souboru ale není pro výkon a schopnosti poítae nijak dležitá, nebo 
s dostaten velkou instrukní sadou lze simulovat jakoukoli jinou instrukní sadu (Hillis, 
2003). Každá ze základních operací je reprezentována v tzv. strojovém kódu – základním 
programovacím jazyce. V tomto jazyce je každé primitivní operaci piazen uritý binární kód 
(sada jedniek a nul), který - když se z pamového registru nate do registru instrukcí v CPU 
- aktivuje specializované logické obvody implementující výše uvedené základní operace. 
Programátoi, kteí specifikují/programují práci, kterou má poíta vykonat, vtšinou 
nepracují na tak nízké úrovni, kterou pedstavuje strojový kód poítae. Obvykle pracují 
s více i mén specializovanými vysokoúrovovými programovacími jazyky (jako jsou nap. 
BASIC, FORTRAN, C++, LISP nebo Java), jejichž základní výrazy (primitiva) jsou 
definovány jako posloupnosti primitivních operací zakódovaných ve strojovém kódu. Vtšina 
tchto programovacích jazyk je rozšiitelná, tzn. že v nich lze definovat nová slova 
kombinací primitiv anebo jiných slov již njak definovaných. Tyto vysokoúrovové 
programovací jazyky tak pedstavují uživatelsky vstícné rozhraní, které programátorovi 
nabízí speciální jazyk (sestávající z urité slovní zásoby a syntaxe), kterým mže poítai 
                                                 
1 Rychlost souasných poíta je tak obrovská, že výsledné chování poítae mže init dojem, že poíta dlá 
více vcí najednou a nikoli jednu po druhé.   
2 Reduced Instruction Set Computer 
3 Complete Instruction Set Computer 
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relativn pohodln sdlovat, jakou práci po nm chce provést. Aby poíta napsaný program 
vykonal, je poteba ho peložit zpátky do strojových instrukcí, což se dje pomocí speciálního 
programu, kterému se íká bu peklada, nebo interpret - to podle toho, zda se pevod 
provádí ješt ped spuštním samotného programu, nebo až po nm (Hillis, 2003). 
     Všechny digitální poítae, se kterými se lovk mže bžn setkat, sdílí tuto základní 
výpoetní architekturu. Klíovou vlastností této výpoetní architektury je její ohromná 
flexibilita. Pestože v sob obsahuje adu pevných, nemnných a natvrdo-zadrátovaných 
prvk, díky pamti, ve které mohou být uložena jak data tak i programy, ji lze snadno 
pemnit na rzná výpoetní zaízení s rznou výpoetní architekturou plnící rzné výpoty a 
funkce. Pevným a nemnným aspektem výpoetní architektury je její konený soubor 
základních operací, které je hardware poítae schopen vykonat. Základem flexibility 
poítae je pak jeho schopnost tyto základní operace rzným zpsobem kombinovat a etzit 
na základ programových instrukcí (softwaru) uložených v pamti, a tak realizovat rzné 
výpoty rzných výpoetních zaízení majících rznou výpoetní architekturu. Dležité je, že 
digitální poítae dokážou napodobit jakoukoli funkci jakéhokoli jiného výpoetního zaízení. 
Tzn. že všechny digitální poítae jsou konkrétní fyzickou realizací Univerzálního Turingova 
stroje, který je schopen dokonale napodobit chování každého Turingova stroje (a realizovat 
tak každou funkci, kterou takový Turingv stroj dokáže spoítat). Jediné, co k tomu UTS 
potebuje, je pam, ve které by byl zaznamenán odpovídající popis chování jiného Turingova 
stroje. Tento popis chování jiného Turingova stroje není de facto nic jiného než program – 
sada instrukcí, které UTS íkají, jak se má chovat, resp. jak má použít soubor svých 
základních operací, aby napodobil chování jiného Turingova stroje, který vykonává uritou 
specifickou funkci. Stejným zpsobem je možné se dívat i na programy (software) digitálních 
poíta – tedy bu jako na uritou specifickou posloupnost primitivních instrukcí 
protékajících registrem instrukcí CPU nebo jako na popis njakého jiného výpoetního stroje 
s výpoetní architekturou, která mu umožuje plnit uritou specifickou funkci. Tyto stroje se 
pitom neskládají z vodi i tranzistor, ale z ady instrukcí, které umožují hardwaru 
doasn se chovat zpsobem, který odpovídá chování jiného výpoetního stroje. V poítaové 
vd se tato zaízení nazývají virtuální stroje. Tyto virtuální stroje mají svojí vlastní virtuální 
architekturu, pracují s vlastními virtuálními objekty a prostednictvím svých vlastních 
virtuálních operací. Takto mže napíklad bžný uživatel PC prostednictvím jistého 
virtuálního stroje - textového editoru – rzn upravovat bloky textu; s pomocí jiného 
virtuálního stroje – tabulkového procesoru – zase mže rzným zpsobem zpracovávat 
numerická data; na vtšin osobních poíta existuje také jeden speciální virtuální stroj – 
 66 
operaní systém -, který uživateli umožuje pohodlným a intuitivním zpsobem ovládat a 
spravovat ostatní virtuální stroje nainstalované na poítai. S virtuálním strojem pracuje také 
programátor, když s pomocí njakého vysokoúrovového programovacího jazyka instruuje 
hardware, jakým zpsobem se má chovat, ímž jenom vytváí další virtuální stroj, který je o 
jednu vrstvu dál od hardwaru než programovací jazyk, ve kterém je virtuální stroj 
implementován (Dennett, 1993). Tímto zpsobem je možné virtuální stroje do sebe tém 
neomezen vkládat a noit – von Neumannovský stroj (hardware) se nejdíve pemní 
v njaký jiný, virtuální stroj, v rámci tohoto virtuálního stroje se implementuje další virtuální 
stroj, v rámci tohoto pak další atd. Na funknost virtuální stroje pitom nemá vbec žádný 
vliv poet vrstev, které ho dlí od hardwarové úrovn. O to, jakým zpsobem je daný virtuální  
 
 
Obrázek 29: Noení virtuálních stroj. von Neumannovský stroj disponuje dostaten univerzální sadou 
základních operací, které – jsou-li správn zkombinovány – umožují implementovat jakýkoli dostaten dobe 
specifikovaný výpoet, resp. virtuální stroj, který tento výpoet provádí. Tyto virtuální stroje – mají-li tu 
správnou funkní architekturu – pak lze použít k implementaci dalších virtuálních stroj. Toto noení se rzných 
virtuálních stroj do sebe lze pirovnat k situaci, kdy se lovk snaží vrn napodobit pohyby lovka, který 
napodobuje pohyby jiného lovka napodobujícího pohyby dalšího lovka…  
 
stroj implementován na úrovni hardwaru, tedy na úrovni von Neumannovského stroje, se 
pitom lovk (vtšinou) nemusí vbec starat; konkrétní detaily hardwarové úrovn nejsou 
nijak dležité - alespo tedy dokud výpoetní profil hardwaru umožuje a podporuje funkní 
architekturu virtuálního stroje, který je na nm implementován; a protože von Neumannovský 
 67 
stroj je ztlesnním Univerzálního Turingova stroje, je takto možné jeho prostednictvím 
implementovat jakýkoli jiný výpoetní stroj (pokud mu dodáme - teba i zprostedkovan pes 
nkolik vrstev dalších virtuálních stroj - odpovídající popis jeho chování, tedy ten správný 
program). Tato ohromná flexibilita digitálního poítae spolu s pedpokladem, že lidská mysl 
je druhem výpotu, tak logicky vede k závru, že s pomocí digitálního poítae (který dokáže 
provést jakýkoli výpoet) je teoreticky možné implementovat virtuální stroj, jehož funkní 
architektura by umožovala realizovat mentální výpoet, tedy výpoet, který je lidskou myslí. 
Kognitivní vdci takto se vznikem digitálního poítae získali nástroj, s jehož pomocí se 
mohou pokusit modelovat kognitivní procesy lidské mysli nebo vytváet (virtuální) stroje 
s vlastním typem („umlé“) inteligence. 
     Jak již zde bylo jednou poznamenáno, pi tomto modelování mentálních proces se 
kognitivní vda zajímá pedevším o abstraktní specifikaci mentálního výpotu a již mnohem 
mén pak o konkrétní zpsob fyzické implementace takového výpotu – nebo ten mže být 
realizován mnoha rznými zpsoby. Ve filozofii mysli se tento postoj – v kognitivní vd 
zcela pevládající – nazývá funkcionalismus: To, co dlá mysl myslí, není to, z eho je 
sestavena, tedy její substance, ale to, co dlá, tedy její funkce. A podobn jako není pro funkci 
stolu dležité, zda je ze deva nebo ze železa, není ani pro funkci mysli podstatné to, zda její 
substanci tvoí njaký biologický materiál nebo kemíkové ipy. Podstata njakého 
mentálního stavu (napíklad uritého pesvdení, obavy nebo pání) takto nevzí v jeho 
biologickém substrátu, ale v jeho roli, kterou hraje v celkové „ekonomice“ mentálního života; 
a tuto roli mohou hrát (v tom správném „ekonomickém systému“) rzné fyzikální stavy.    
     Tento pomrn volný vztah mezi myslí a mozkem se asto pirovnává ke vztahu mezi 
poítaovým programem a hardwarem: Poítaový program není na urité úrovni abstrakce 
nic jiného než soubor nkolika základních operací, které jsou aplikovány na (uritým 
zpsobem symbolicky reprezentované) vstupní informace a které tyto vstupní informace 
transformují na výstupní informace (symbolicky reprezentované v obdobném formátu); jedná 
se de facto o specifikaci Turingova stroje, který dokáže realizovat daný typ výpotu. Takto 
definovaný program pak lze zapsat v ad rzných programovacích jazyk jako je LISP, 
BASIC, Java nebo PASCAL a bžet mže na ad rzných stroj s odlišným hardwarem. 
Podle zastánc funkcionalismu je lidská mysl k mozku ve stejném vztahu jako software 
k hardwaru. Nebo jinak eeno, lidská mysl je software, který bží na hardwaru lidského 
mozku. Tato nezávislost mentálního softwaru na mozkovém hardwaru však není v žádném 
pípad absolutní, nebo funkce vždy klade na povahu substance, která ji implementuje, urité 
minimální požadavky, které musí být splnny, aby daná funkce mohla být vbec realizována. 
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Takto je napíklad jen velice obtížné si pedstavit, že by pila, která by byla z papíru místo ze 
železa, mohla dál úspšn plnit svou obvyklou funkci. Pi specifikaci mentálního výpotu je 
dležitým omezením pedevším ta skutenost, že mysl se vždy nachází v tle njakého 
biologického organismu, a že její hlavní funkcí tedy není ešení njakých abstraktních úloh a 
problém, ale pedevším ízení a koordinace rzných tlesných inností, které musí být 
pesn naasovány a sladny s dynamikou vnjšího prostedí. To spolu s pomrn pomalým a 
neohrabaným biologickým hardwarem1 nejspíše pimlo evoluní algoritmus matky pírody 
k selekci a exploataci mén tradiních a mén elegantních výpoetních strategií, které by asi 
lidskému inženýrovi - navrhujícímu design kognitivní architektury umlého organismu - 
nepišly vbec na mysl, nebo by se pi svém návrhu nemusel potýkat se stejnými omezeními 
jako píroda2. Tzn. že pi specifikaci mentálního výpotu se kognitivní vda zejm neobejde 
bez detailních poznatk týkajících se vlastností jeho biologického substrátu, tedy mozku 
(výpoetní neurovda - computational neuroscience), a bez poznatk o struktue a dynamice 
vnitního i vnjšího prostedí, v jehož kontextu se daný výpoet odehrává (vtlená i tlesná 
kognice - embodied cognition a distribuovaná kognice - distributed cognition).              
 
1.2.3 Výpoetní teorie mysli 
 
     Cílem kognitivní vdy je vytvoit materialistickou teorii, která by dokázala propojit 
doménu, kterou popisuje folková psychologie, s doménou, kterou má na starosti 
neuroanatomie a neurofyziologie. Jinými slovy, cílem je najít zpsob, jak propojit mysl -  
(obsahující rzné mentální entity s vlastní intencionalitou/sémantikou) s neurálními funkcemi 
a strukturami (které žádnou intencionalitu nemají). Vtšina kognitivních vdc (s výjimkami 
jako je John Searle nebo Hubert Dreyfus) se shodne na tom, že teorie, která to nejspíše 
dokáže, bude teorií výpoetní – v té i oné podob. Tzn. že vtšina kognitivních vdc 
souhlasí s tím, že lidská mysl je druh výpoetního stroje/softwaru, který je tím i oním 
                                                 
1 Zatímco rychlost penosu elektrochemického signálu v nervové soustav mže dosáhnout maximální hodnoty 
okolo 100 m/s, v kemíkových  ipech je rychlost penosu elektrických signál mnohonásobn vyšší. Takže 
zatímco mozkovou innost „míme v ádech milisekund (1/1000 sekundy), innost poíta… musíme mit 
v ádech nanosekund (1/1 000 000 000 sekundy)“ (Cumminsová, 1998, s. 39).   
2 Jak známo, evoluce pírodním výbrem pi „návrhu“ designu živých organism vždy pracuje pouze s tím, co 
již existuje a co má k dispozici; trochu si s tím pohraje, ale nikdy to nemže úpln od základu pedlat. Evoluci 
je možné takto pirovnat k pestavb lodi bhem plavby na širém moi, kde lze k úpravám a vylepšením použít 
pouze ten materiál, který se již na lodi nachází. Navíc se evoluce pi svých projektech nemže spoléhat na 
žádnou schopnost pedvídavosti, která by jí umožovala anticipovat možné potíže a problémy s navrhovaným 
designem a picházet tak s kvalitnjšími návrhy. To jediné, co evoluce dlá, je že upednostuje ty náhodné 
zmny, které organismu pomáhají v daném typu prostedí pežít a úspšn se rozmnožovat. „Navržené“ 
struktury tak jsou výsledkem nekonené ady dílích experiment majících povahu pokusu a omylu.          
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zpsobem implementován v biologickém hardwaru lidského mozku. Ovšem tato shoda na 
výpoetní povaze lidské mysli platí pouze na té nejobecnjší rovin, kde je lidská mysl 
definována jako specifickým zpsobem koordinovaný proces mechanické manipulace se 
syntaktickými stavy, který dokáže zachovat jejich sémantické charakteristiky jakožto 
systematicky interpretovatelných objekt reprezentujících njaké jiné entity. Takové tvrzení o 
výpoetní povaze lidské mysli je však píliš obecné a vejde se pod nj ada rzných názor na 
konkrétní povahu funkní architektury výpoetního stroje, který mentální výpoet realizuje. 
Jinými slovy, kognitivní vdci se mohou lišit v názoru na to, jaký je soubor základních 
operací takové kognitivní výpoetní architektury, a v názoru na to, jaká je povaha entit, na 
které jsou tyto základní operace aplikovány. Odhlédneme-li od množství rzných výpoetních 
model ady dílích kognitivních funkcí (zraková percepce, pam, ešení problém, 
analogické myšlení, jazyková kompetence…), mžeme všechny výpoetní modely rozdlit do 
dvou hlavních skupin podle toho, zda pi modelování vybrané kognitivní funkce postulují 
existenci výpoetních operací na symbolové, nebo subsymbolové úrovni. K objasnní rozdíl 
mezi tmito dvma typy kognitivních systém je užitený Clarkv (1989, 2001) koncept  
sémanticky transparentní systém.     
 
1.2.3.1  Sémanticky transparentní systémy 
 
     Koncept sémanticky transparentní systém je asi nejlépe uchopitelný z perspektivy, kterou 
nabízí Marrovy ti základní úrovn analýzy, na kterých by ml být popsán každý kognitivní 
systém, kterému chceme pln porozumt. Tyto ti úrovn analýzy jsou již detailn popsány na 
stran 28; zde proto uvádím pouze struné shrnutí: Na první (výpoetní) úrovni analýzy je 
specifikována funkce, kterou daný kognitivní systém poítá, na druhé (reprezentaní a 
algoritmické) úrovni je specifikována posloupnost výpoetních operací a zpsob reprezentace 
vstupních a výstupních informací, na které jsou tyto operace aplikovány, a nakonec na tetí 
(implementaní) úrovni je popsán zpsob, jak mže být celý výpoet realizován njakým 
fyzickým zaízením. Popis funkce, kterou kognitivní systém vykonává (1. úrove), je obvykle 
formulován v pojmech, které lovk celkem bžn používá ve svém myšlení a jazyce, když se 
snaží uchopit njakou problémovou doménu (proto se této úrovni analýzy také nkdy íká 
pojmová). Tzn. že kdybychom analyzovaly napíklad njaký program, který by ml za úkol 
na základ vstupních lékaských dat urit diagnózu pacienta, ve specifikaci jeho funkce by se 
asi objevila taková bžná slova jako je „krevní tlak“, „hladina cukru“ nebo „tlesná teplota“. 
Sémanticky transparentní systém je pak takový systém, jehož algoritmická a 
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reprezentaní úrove popisu tsn koresponduje s jeho pojmovou úrovní analýzy. Z toho 
vyplývá, že výpoetní operace (specifikované na algoritmické a reprezentaní úrovni 
analýzy) jsou v sémanticky transparentním systému aplikovány na reprezentaní 
struktury, které jsou izomorfní s pojmovými entitami na pojmové úrovni popisu 
systému. 	eknme, že jedna ze specifikovaných funkcí lékaského diagnostického programu 
bude spoívat ve schopnosti vyvodit z pítomnosti vysoké teploty, kašle a pocení závr, že 
lovk má angínu, nebo chipku. Tuto funkci mžeme na pojmové úrovni specifikovat 
pomocí jednoduchého transformaního pravidla: 
 
JESTLIŽE (vysoké teplota a kašel a pocení) POTOM (angína nebo chipka) 
 
Aby bylo možné diagnostický program považovat za sémanticky transparentní, objekty jako 
„vysoké teplota a kašel a pocení“ i „angína nebo chipka“, které jsou na pojmové úrovni 
pedmtem transformaního pravidla (JESTLIŽE-PAK), musí mít svou jasnou strukturální 
analogii na algoritmické úrovni; ta tedy musí zahrnovat výpoetní operace, které jsou 
definovány s ohledem na strukturu symbolických reprezentací, která je více i mén totožná 
se strukturou pojmových výraz jako je „vysoké teplota a kašel a pocení“.  
     Výpoetní architektura sémanticky transparentních systém takto pedpokládá existenci 
reprezentaního média s dosti specifickou syntaxí, která vrn odráží sémantickou strukturu 
pojmové úrovn analýzy kognitivního systému. Toto specifické reprezentaní médium se 
nazývá jazyk myšlení (language of thought) nebo také mentalíza (mentalese) (Fodor, 
Pylyshyn, 1988). Jeho základní charakteristikou je kombinatorická povaha, tzn. že se skládá 
z hierarchie reprezentaních/symbolových atom, které se systematickým zpsobem 
kombinují v rzné komplexní reprezentaní/symbolové struktury (molekuly), jejichž 
sémantická interpretace je systematickou funkcí sémantické interpretace jejich atomických 
reprezentaních/symbolových komponent. O všech reprezentaních/symbolových prvcích 
jazyka myšlení (atomických i tch molekulárních) lze pitom íci, že odkazují k bžným 
pojmm jako napíklad „zítra“, „pes“ „podstatné jméno“ nebo „zelený“. Výpoetní operace 
sémanticky transparentního systému jsou pak vždy definovány ve vztahu k této specifické 
struktue reprezentací jazyka myšlení.         
     Pedpoklad existence takového jazyka myšlení a mentálních operací zohledujících jeho 
specifickou syntaktickou a sémantickou strukturu znan usnaduje konstrukci nebo 
explanaci systém, jejichž innost lze systematicky interpretovat v souladu se sémantikou 
njaké problémové domény, nebo jestliže sémantické struktura problémové domény úzce 
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koresponduje se syntaktickou strukturou symbolické reprezentace, potom lze celkem snadno 
nahlédnout, jakým zpsobem daný systém dokáže prostednictvím ist syntaktických 
vlastností symbolických reprezentací napodobit urité sémantické zákonitosti. Napíklad u 
šachového programu, jehož výpoetní operace jsou definovány na symbolických strukturách, 
které pímoae oznaují pojmy jako „šach-mat“, „dáma“ nebo „pšec“, je celkem zejmé, že 
jestliže prostednictvím takto definovaných výpoetních operací donutím symboly chovat se 
uritým specifickým zpsobem, výsledkem bude inteligentní chování hráe šachu, který 
dokáže rozumn uvažovat o možných herních tazích. Sémanticky transparentní systémy, které 
takto vycházejí z pedpokladu, že výpoetní procesy vysvtlující kognitivní procesy probíhají 
na úrovni blízké sémantické domén bžného jazyka psychologie, se nazývají symbolové 
systémy. Teoretickou artikulací názoru, že výpoetní architektura takových symbolových 
systém je dostatená k implementaci obecného inteligentního chování (tedy inteligence 
lidského typu), je Newellova a Simonova hypotéza fyzikálního symbolového systému.     
           
1.2.3.2 Symbolové systémy 
 
     Fyzikální symbolový systém je podle Newella a Simona (1976, s. 40-42) jakékoli fyzické 
zaízení, které obsahuje:  
1) soubor interpretovatelných a kombinovatelných symbol (implementovaných jako 
urité fyzikální stavy), 
2) sadu základních operací (jako je kopírování, spojování, pesouvání, vytváení nebo 
odstraování), které lze na tyto symboly (v souladu s uritými instrukcemi) aplikovat, 
3) a které je umístno v širší síti reálných objekt.1  
Fyzikální symbolový systém je tedy jakýkoli systém, ve kterém lze uritým (specifickým 
zpsobem manipulovatelným) symbolm pipsat arbitrární významy, a který lze 
prostednictvím pelivého naprogramování pimt chovat se zpsobem konzistentním s takto 
arbitrárn pipsanými významy. Dležité je, že podle Newella a Simona (1976, s. 86) 
„fyzikální symbolový systém má všechny nutné a dostaující prostedky pro implementaci 
                                                 
1 A physical symbol system „consists of a set of entities, called symbols, which are physical patterns that can 
occur as components of another type of entity called an expression (or symbol structure). Thus, a symbol 
structure is composed of a number of instances (or tokens) of symbols related in some physical way (such as one 
token being next to another). At any instant of time the system will contain a collection of these symbol 
structures. Besides these structures, the system also contains a collection of processes that operate on 
expressions to produce other expressions: processes of creation, modification, reproduction and destruction. A 
physical symbol system is a machine that produces through time an evolving collection of symbol structures. 
Such a system exists in a world of objects wider than just these symbolic expressions themselves” (Newell, 
Simon, 1976). 
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obecné inteligence“1 (tedy ten typ inteligence, který lze pozorovat u lovka). To tedy potom 
znamená, že každý fyzikální systém, který je schopen vykazovat obecnou inteligenci, 
musí být fyzikálním symbolovým systémem, a že každý fyzikální symbolový systém 
mže být naprogramován tak, aby vykazoval obecnou inteligenci. Toto tvrzení je pitom 
možné interpretovat dvma rznými zpsoby (Clark 1989): Ten první a nesprávný je ten, 1) 
že fyzikální symbolový systém je univerzální stroj, který dokáže realizovat jakýkoli 
dostaten dobe specifikovaný výpoet, 2) že mysl je ve své podstat druh výpotu a 3) že 
inteligenci lze realizovat prostednictvím univerzálního stroje (tj. také prostednictvím 
fyzikálního symbolového systému). Takto chápané je však Newellovo a Simonovo tvrzení 
píliš obecné. Newell se Simonem ve skutenosti svou hypotézu chápou jako specifické a 
empiricky testovatelné (resp. popperovsky vyvratitelné) tvrzení o konkrétní povaze výpoetní 
architektury virtuálního stroje (fyzikálního symbolového systému), který je podkladem 
obecné inteligence. Takto úžeji chápaná hypotéza fyzikálního symbolového systému potom 
tedy tvrdí, že virtuální stroj provádjící von Neumannovské operace na standardních 
symbolických atomech má pímé, nutné a dostaující prostedky k implementaci obecné 
inteligence:     
     Odkaz na standardní symbolické atomy zde poukazuje na povahu entit/symbolických 
reprezentací, na které jsou aplikovány výpoetní operace fyzikálního symbolového systému. 
V tomto pípad to jsou symbolické reprezentace, jejichž jednotlivé prvky (symbolové atomy) 
lze pímoae a intuitivn interpretovat v souladu s pojmy bžného diskurzu. Tzn. že fyzikální 
symbolový systém pedstavuje sémanticky transparentní systém (viz s. 69-71). Tímto Newell 
se Simonem jednoznan identifikují úrove abstrakce, která je podle nich vhodná k popisu 
lidské mysli jako výpotu. 
     Zmínka o von Neumannovských operacích odkazuje na výpoetní (symboly manipulující a 
transformující) operace, které jsou sériov (postupn) aplikovány na standardní symbolové 
atomy. Mezi tyto operace, které má fyzikální symbolový systém k dispozici, patí kopírování 
symbol, spojování symbol, pepisování symbol, tení symbol, jejich identifikace i 
porovnávání (pattern-matching). Všechny tyto základní operace lze nalézt také u bžného von 
Neumannovského stroje, což je v souladu s pvodem jeho výpoetní architektury, která je 
pes Turingv stroj odvozena ze základních operací lidské mysli, které Alan Turing pelivou 
introspekcí vyextrahoval z proudu svého vdomí bhem ešení matematických úloh. Stejné 
operace lze nalézt také v LISPu - oblíbeném programovacím jazyku kognitivních vdc, kteí 
                                                 
1 „A physical symbol system has the necessary and sufficient means for general intelligent action.“ 
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jej asto používají k modelování nkterých (zejména vyšších, centrálních) kognitivních 
proces jako je nap. ešení problém (problem solving). 
     Fyzikální symbolový systém je virtuální stroj, který je implementován na biologickém 
hardwaru lidského mozku, jehož výpoetní architektura (tzn. soubor základních operací a 
reprezentaních struktur, na které jsou tyto operace aplikovány) se zásadním zpsobem liší od 
té, kterou disponuje fyzikální symbolový systém. Neuronální výpoetní stroj však poskytuje 
dostaten univerzální sadu operací, která mu umožuje implementovat výpoetní 
architekturu fyzikálního symbolového systému. Podobn mže být fyzikální symbolový 
systém implementován i prostednictvím njaké jiné výpoetní architektury s odlišnou sadou 
základních operací; avšak u každého systému, který je schopen inteligentního jednání, musí – 
podle Newella a Simona - na urité úrovni popisu existovat symbolový systém, který je 
nutnou a dostatenou podmínkou jakéhokoli inteligentního jednání. Z toho všeho vyplývá, že 
o výpoetní profil biologického hardwaru se nemusíme vbec starat; dležitá je pouze vyšší 
úrove, tj. virtuální stroj fyzikálního symbolového systému s jeho vlastní sadou základních 
operací a objekt, na které jsou tyto operace aplikovány. Je to obdoba situace, kdy se 
programátor nebo uživatel nezajímá o strojový kód svého von Neumannovského stroje (PC), 
který mu leží na stole, ale pouze o operace a objekty, které má k dispozici na vyšší úrovni 
virtuálního stroje njakého programovacího jazyka nebo uživatelského programu.    
     Poslední zmínka o pímých prostedcích k implementaci obecné inteligence pak znamená, 
že fyzikální symbolový systém je schopen toto chování generovat bezprostedn – tzn. bez 
ohledu na to, na jakém skuteném nebo virtuálním stroji je simulován, a aniž by musel 
simulovat jiný virtuální stroj s výpoetní architekturou odlišnou od té jeho vlastní. Výpoetní 
architektura fyzikálního symbolového systému (soubor jeho základních, von 
Neumannovských operací  postupn aplikovaných na standardní symbolové atomy) takto 
podle Newella a Simona podporuje všechny možné aspekty lidské (obecné) inteligence. 
Newellova a Simona teorie fyzikálního symbolového systému je takto formulací nové 
„mentální chemie“, která popisuje lidskou mysl jako druh poítaového programu: „Atomy 
této mentální chemie jsou symboly, které jsou kombinovatelné do vtších a složitjších 
asocianích struktur… Základní „reakce“ mentální chemie využívají elementárních 
informaních proces, které operují na jednotlivých symbolech a symbolických strukturách: 
kopírování symbol, vyvolávání symbol, vkládání a vytváení symbol a porovnávání 
symbol.“1 (Simon, 1979, s. 363)      
                                                 
1 „The atoms of this mental chemistry are symbols, which are combinable into larger and more complex 
associational structures… The fundamental „reactions“ of the mental chemistry employ elementary information 
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     Konkrétním píkladem aplikace výpoetní architektury symbolového systému 
k implementaci uritého aspektu inteligentního chování lovka je produkní systém použitý 
Newellem a Simonem (1972) k modelování kognitivních proces spojených se schopností 
ešit problémy (problem solving ability). Na základ analýzy záznam hlasitého pemýšlení 
lidí ešících rzné, vtšinou dobe strukturované problémy, pišli Newell se Simonem s ideou, 
že ešení problém obecn spoívá v heuristickém prohledávání symbolického 
problémového prostoru (symbolic problem space): Problémový prostor je druh stavového 
prostoru problémové situace, kterou je možné popsat prostednictvím ady rzných 
parametr, které definují její aktuální stav. Množina všech možných aktuálních stav 
problémové situace pak tvoí stavový prostor daného problému. Hodnoty jednotlivých 
parametr problémové situace lze pitom chápat jako souadnice, které lokalizují aktuální stav 
problému v n-rozmrném prostoru, kde n se rovná potu parametr charakterizujících danou 
problémovou situaci. Koncept stavového prostoru problému lze dobe ilustrovat na relativn 
jednoduché úloze, kterou pedstavuje Hanojská vž (Tower of Hanoi) – pvodn hlavolam 
vytvoený na konci 19. století francouzským matematikem Eduardem Lucasem, pozdji 
nástroj výzkumu rzných kognitivních funkcí (pam, uení, ešení problém) a v souasnosti 
jeden z neuropsychologických nástroj používaných k mení tzv. exekutivních (dys)funkcí, 
zejména schopnosti plánovat, realizovat, monitorovat a adaptovat posloupnosti inností za 
úelem dosažení pedem stanového cíle (Brenkus, 2005). Pi práci s klasickou verzí  
Hanojské vže1  je   úkolem  testované  osoby  pemístit  s pomocí   co  nejmén tah   a  v  co 
  
             
                              a                                                                b 
Obrázek 30: Hanojská vž. a) V klasické verzi Hanojské vže je cílem pemístit v co možná nejmenším potu 
tah vž ze tí disk na levém kolíku na pravý kolík. b) Pi tomto pesouvání se lovk musí držet uritých 
pravidel, která definují povolené tahy. (pevzato z http://hci.ucsd.edu/102a/05-lectures/W3a.pdf)    
                                                                                                                                                        
processes that operate upon symbols and symbol structures: copying symbols, storing symbols, retrieving 
symbols, inputting and outputting symbols, and comparing symbols.“  
1 Hanojská vž je pouze jedním z pedstavitel širší skupiny tzv. vžových test, které se mohou lišit potem 
kotou, zpsobem fyzické implementace (napíklad druhem pesouvaných objekt, jejich barevným i jiným 
rozlišením…) a pravidly, která definují povolené tahy.   
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nejkratším asovém limitu vž ze tí kotou z výchozí pozice na levém kolíku do cílové 
pozice na pravém kolíku za použití prostedního kolíku,  který slouží  jako pracovní  prostor; 
v jednom tahu pitom nesmí proband vzít do ruky více  než   jeden  kotou  a   nikdy  nesmí  
položit  vtší   kotou  na  menší.  Stavový   prostor  testu Hanojské vže sestává ze všech 
možných konfigurací tí kotou na tech kolících. Vzhledem k malému množství možných 
stav problémové situace lze celý stavový prostor zachytit prostednictvím nevelkého herního 
stromu  (viz  obrázek  31)  obsahujícího  27  rzných  stav,  z  nichž   každý  odpovídá  jedné 
z možných konfigurací kotou; spoje mezi jednotlivými stavy pedstavují pravidly povolené 
transformace jednoho stavu na druhý. Úkolem testované osoby je pak najít v tomto stavovém 
prostoru nejkratší možnou trajektorii (na obrázku 31 vyznaenou ervenou linkou) vedoucí od 
poáteního stavu (S) pes nkolik mezilehlých stav až k cílovému stavu (C), který 
pedstavuje  ešení  celého  problému. Podle Newella a Simona se lovk snaží tuto trajektorii   
                              
 
 
Obrázek 31: Problémový prostor testu Hanojská vž. 
 
najít tím zpsobem, že prohledává symbolický problémový prostor, tj. symbolicky kódovaný 
stavový prostor problémové situace. Takové prohledávání symbolického problémového 
prostoru pitom probíhá tak, že lovk nejdíve vytvoí symbolický stav, který reprezentuje 
výchozí a cílovou situaci (tj. problém), a potom se snaží prostednictvím aplikace rzných 
operátor (transformaních operací, které lze na rzné stavy  aplikovat a transformovat  je tak  
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´ 
Obrázek 32: a) Symbolická reprezentace jednotlivých stav problémové situace a b) povolených a zakázaných 
operací aplikovaných na tyto stavy (spolu s cílovým stavem). (pevzato z http://hci.ucsd.edu/102a/05-
lectures/W3a.pdf)    
      
na  další stavy)  transformovat poátení stav na stav cílový.1 Vzhledem k tomu, že stavový 
prostor vtšiny problém je kvli kombinatorické explozi možností (která vzrstá 
exponenciáln s potem prvk, jejichž kombinace definuje stavový prostor problému2) píliš 
rozsáhlý na to, aby jej bylo možné v rozumném ase celý systematicky prohledat, používají 
lidé pi jeho prohledávání vtšinou njakou heuristiku3, která jim sice nezaruuje, že se 
doberou ešení problému a že se ho doberou tím nejefektivnjším možným zpsobem, 
nicmén lovk, který se takovou heuristikou ídí, se dokáže pomrn snadno a rychle dostat 
do té oblasti problémového prostoru, kde mže s trochou štstí na ešení problému narazit. 
Newell se Simonem - na základ analýzy záznam hlasitého pemýšlení lidí ešících rzné 
problémy - nkolik takových heuristik popsali; takto identifikovali napíklad  analýzu 
prostedk a cíl (means-ends analysis – strategie spoívající v prbžném monitorování 
rozdílu mezi aktuálním a cílovým stavem a v realizaci inností, které tento rozdíl zmenšují), 
                                                 
1 Je to jakási obdoba jednoduchého slovního hlavolamu (tzv. „slovního etzu“) spoívajícího ve zmn jednoho 
slova na druhé prostednictvím postupné obmny jednotlivých hlásek, s tím omezením, že všechna slova, která 
vzniknou v každém jednotlivém kroku obmny jedné hlásky, musí být smysluplným podstatným jménem v 1. 
pád jednotného ísla (napíklad rys – ryk – rok – lok – lom – lem – lev – led – med). 
2 Klasickým píkladem úlohy „trpící“kombinatorickou explozí jsou šachy nebo problém obchodního cestujícího.   
3 Heuristika obecn pedstavuje krátkou a relativn snadnou proceduru, která obvykle smuje ke správné 
odpovdi, ale neruí za to, na rozdíl od algoritmu, který pedstavuje nikdy neselhávající postup, který zaruen 
dosáhne stanoveného cíle, ovšem asto za cenu vysoké složitosti a asové náronosti provedení daného postupu, 
což je dvod, pro lidé pi ešení svých každodenních problém šahají spíše po suboptimálních heuristikách, 
které sice lovku asto neumožují dosáhnout optimálních ešení, ale vtšinou mu umožují dosáhnout ešení, 
která jsou uspokojivé z hlediska jím zvolených kritérií a z hlediska pomru „cena“ (složitost a asová náronost 
procedury)–„výkon“ (pesnost procedury). Tento pístup k ešení každodenních problém vyplývá z toho, že 
lovk obvykle nemá k dispozici neomezené množství asu, informací a výpoetní kapacity, aby pi usuzování a 
rozhodování zvažoval všechny možné alternativy ze všech možných relevantních hledisek - viz teorie omezené 
racionality Herberta Simona (Simon, 1982; Kahneman, Slovic, Tversky, 1982; Gigerenzer, Todd a kol., 1999; 
Gilovich, Griffin, Kahneman, 2002).   
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vyhledávání extrému (hill-climbing – postup spoívající ve výbru tch stav, které se nejvíce 
podobají stavu cílovému), generování a testování nápad (generate-and-test – strategie 
spoívající v produkování rzných postup a následném ovování jejich úinnosti), nebo 
dopedný/zptný postup (forward/backtracking - strategie spoívající v postupu od zaátku 
smrem ke konci, nebo obrácen). 
     Toto prohledávání problémového prostoru se Newell se Simonem pokusili implementovat 
a modelovat prostednictvím symbolové výpoetní architektury produkního systému. 
Produkní systém se skládá ze tí základních složek: z databáze, ze souboru produkních 
pravidel a z ídícího modulu. Databáze produkního systému funguje jako druh pracovní i 
krátkodobé pamti, ve které je reprezentován aktuální stav prostedí produkního systému. 
V pípad ešení testu Hanojské vže by tímto stavem byla aktuální konfigurace kotou na 
kolících hrací desky. Produkní pravidla mají podobu pravidel typu JESTLIŽE-PAK, která ve 
své podmínkové ásti specifikují rzné situace, které když nastanou mají za následek uritou 
innost a aktivitu, která je specifikována v dsledková ásti produkního pravidla: KDYKOLI 
JE SPLNNA uritá podmínka, POTOM PROVE uritou innost. V systému ešícím test 
Hanojské vže by takovým produkním pravidlem mohlo být napíklad pravidlo „Jestliže jsou 
všechny ti kolíky obsazeny, potom pesu nejmenší kotou na kolík, kde se nachází kotou 
stední velikosti“. Na tato produkní pravidla se lze dívat bu jako na dlouhodobou 
deklarativní pam, ve které jsou uloženy všechny vdomosti produkního systému o okolním 
svt, nebo jako na dlouhodobou procedurální (produkní) pam, ve které je uložen seznam 
všech jeho možností, jak v tomto svt jednat. Poslední souástí produkního systému je 
ídící modul, který na základ heuristik zakódovaných do ídících pravidel uruje, které 
z produkních pravidel se použije. Tyto ti základní složky produkního systému koordinují 
svou innost v rámci pomrn jednoduchého algoritmu, který stojí v pozadí fungování 
produkního systému jako celku. Tento algoritmus má zhruba následující podobu: 
1. nati aktuální stav prostedí do pracovní pamti (PP) 
2. dokud obsah PP nevyhovuje podmínce ukonení innosti, provádj 
3.      zani 
4.           vyber nkteré produkní pravidlo p, které lze aplikovat na obsah PP 
5.           aktualizuj obsah PP 
6.      ukoni             
Produkní systém pracující podle tohoto algoritmu nejdíve nate aktuální stav prostedí do 
své pracovní pamti; poté co tak uiní, pejde k realizaci procedury, kterou vykonává do té 
doby, dokud obsah pracovní pamti nespluje podmínku, která je nutná k ukonení innosti 
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produkního systému (= dosažení cílového stavu). V rámci této procedury se aktivují všechna 
produkní pravidla, jejichž podmínková ást je naplnna fakty obsaženými v pracovní pamti. 
Z tchto produkních pravidel potom ídící modul (na základ heuristických strategií 
kódovaných v podob dalších produkních pravidel) vybere jedno produkní pravidlo, které 
se aplikuje na obsah pracovní pamti. Obsah pracovní pamti se tímto zmní a zaktualizuje. 
Celý proces pak zaíná nanovo a pokrauje do té doby, dokud není v pracovní pamti 
zakódováno ešení daného problému.  
     Jakkoli se mže zdát výpoetní architektura produkního systému triviální a jednoduchá, 
produkní systém dokáže vypoítat totéž, co dokáže vypoítat jakýkoli Turingv stroj, tzn. 
vše, co lze vbec vypoítat. To, že tomu tak je, lze dokázat jednoduchou úvahou týkající se 
možnosti emulace funkce Univerzálního Turingova stroje (UTS) prostednictvím produkního 




Obrázek 33: Struktura výpoetní architektury produkního systému. 
 
zaízení sdílejí de facto totožnou abstraktní strukturu – u obou mžeme nalézt njakou pam 
a njaký procesor: UTS – jak již víme - sestává z pamové pásky, koneného automatu a ze 
tecí/zapisovací hlavy: Na pásce UTS je v podob posloupnosti fixní sady symbol 
zakódováno chování njakého jiného Turingova stroje, který vykonává uritý specifický 
výpoet. Konený automat pak prostednictvím tecí/zapisovací hlavy mže na pamové 
pásce vykonává urité operace: naítat, mazat, pepisovat a zapisovat symboly a pohybovat 
tecí/zapisovací hlavou vždy maximáln o jedno políko pásky doprava nebo doleva. Krom 
toho konený automat také mže mnit svj stav. To vše se dje na základ njaké základní 
sady instrukcí, které specifikují vstupn-výstupní funkci, která vstupu v podob aktuáln 
nateného symbolu a aktuálního stavu koneného automatu pidluje výstup v podob 
zapsaného nebo vymazaného symbolu, zmny stavu koneného automatu a pohybu 
tecí/zapisovací hlavy. Produkní systém, který by ml za úkol emulovat funkci takového 
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UTS, dokáže pesn napodobit jeho chování jednoduše tak, že do své pracovní pamti bude 
ukládat informace o aktuáln nateném symbolu a o aktuálním stavu koneného automatu, a 
že ve své produkní pamti bude mít k dispozici sadu produkních pravidel, která mu umožní 
mnit obsah své pracovní pamti v souladu se sadou základních instrukcí UTS. Takové 
produkní pravidlo by mohlo vypadat napíklad následujícím zpsobem: JESTLIŽE stav 
koneného automatu je A a nateným symbolem je 1, POTOM zmn stav koneného automatu 
na B, vymaž z pásky symbol 1 a posu tecí/zapisovací hlavu o 1 políko pásky doleva. A 
protože konený automat se vždy nachází práv v jednom stavu a tecí/zapisovací hlava vždy 
naítá práv jeden symbol, mže být splnna podmínková ást pouze jednoho produkního 
pravidla. Tzn. že ídící modul mže vybírat a volit produkní pravidla na základ velice 
jednoduchého pravidla: Vyber práv to jediné pravidlo, jehož podmínková ást je splnna 
fakty uloženými v pracovní pamti. Tímto zpsobem produkní systém dokáže vrn 
napodobit funkci UTS. A jestliže UTS dokáže v principu realizovat jakýkoli výpoet, potom 
to znamená, že jakýkoli výpoet v principu dokáže realizovat i produkní systém – má-li 
k dispozici tu správnou sadu produkních pravidel.1 (Franklin, 1995) 
     Produkní systémy tvoí teoretický základ ady praktických aplikací v podob tzv. 
pravidlových expertních systém, což jsou poítaové systémy, které využívají (v podob 
pravidel reprezentované) poznatky formulované experty pro danou problémovou oblast k 
ešení komplexních úloh a problém, které jinak vyžadují úast lidského experta. Základními 
složkami takového expertního systému jsou: 
- báze fakt, kde jsou uložena fakta charakterizující konkrétní specifický problém, nap. 
že venku práv prší, že daný lovk má silné bolesti hlavy nebo že banka X má 5 % 
úrokové míry; 
- báze poznatk, která obsahuje poznatky (v podob pravidel), které jsou relevantní pro 
ešení rzných úloh z dané problémové domény, nap. Jestliže má dnes podle televizní 
pedpovdi poasí pršet, potom si vezmu deštník; 
- inferenní mechanismus, který aplikuje rzná meta-pravidla na obsahy báze fakt a 
poznatk. (Kelemen a kol., 1999) 
Pravidlové expertní systémy nacházejí své uplatnní v ad oblastí jako je nap. sestavování 
poítaových systém, geologická prospekce, lékaská diagnostika i hodnocení finanních 
rizik spojených s poskytování bankovních úvr. Všechny tyto expertní systémy jsou 
                                                 
1 Autorem myšlenky produkního systému je Emil Post, který pišel s návrhem výpoetní architektury 
produkního systému v rámci své snahy formalizovat pojem výpotu - tedy ze stejného dvodu, ze kterého Alan 
Turing navrhl své imaginární výpoetní zaízení (Turingv stroj). Není proto žádná náhoda, že Turingv stroj lze 
simulovat prostednictvím produkního systému (a vice versa).     
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kompetentní pouze ve velmi úzce vymezené problémové oblasti. Podstatu tohoto 
„fachidiotismu“ dobe vystihuje to, co v jednom televizním interview ekl na adresu poíta 
Marvin Minsky, jeden ze spoluzakladatel oboru umlé inteligence, totiž že poíta Deep 
Blue dokáže vyhrát kdejakou šachovou partii, ale už neví, že se má nkam schovat ped 
deštm, nechce-li zmoknout.  
     V tomto ohledu pedstavuje svtlou výjimku projekt SOAR (Rosenbloom a kol., 1992), 
který v mnohém navazuje na dívjší Newellovu a Simonovu práci v oblasti ešení problém. 
Cílem projektu SOAR je vytvoit systém, který by byl pln kompetentní v celé ad rzných 
oblastí, a který by tak byl schopen vykazovat to, co Newell se Simonem nazývají obecnou 
inteligencí. SOAR eší problémy stejn jako bžný produkní systém - tj. prohledáváním 
symbolického problémového prostoru. SOAR se však liší od bžného produkního systému – 
mimo jiné – v tom, že je schopen prohledávat více rzných problémových prostor. SOAR 
takto pi ešení problému vždy nejdíve vybere vhodný problémový prostor, ve kterém bude 
hledat ešení (cílový stav), v takto vybraném problémovém prostoru potom identifikuje stav 
odpovídající aktuální a cílové situaci a nakonec vybere a aplikuje na tento stav operátor, který 
ho zmní na další stav atd. až do chvíle, kdy se mu podaí objevit požadované ešení. Veškerá 
tato innost (výbr problémového prostoru, výbr operátor a generování nových stav 
v rámci problémového prostoru) se dje na základ znalostí, které má SOAR uloženy 
v podob produkních pravidel ve své dlouhodobé (produkní) pamti.  
     Produkní pravidla takto hrají v innosti SOARu stejn klíovou roli jako v tradiním 
produkním systému. To, v em se SOAR významn liší, je zpsob, jak tato produkní 
pravidla pi ešení problém využívá: V každém okamžiku se SOAR nachází v uritém 
specifickém kontextu, který je definován jeho aktuálním cílem, vybraným problémovým 
prostorem, aktuálním stavem i pozicí v tomto problémovém prostoru a vybraným 
operátorem, který se na tento stav použije. Kontext, ve kterém se SOAR práv nachází, je 
vždy explicitn zakódován v kontextovém zásobníku (context stack) v pracovní pamti 
v podob uritých symbolických objekt (viz obrázek 34, na kterém je zachycena výpoetní 
architektura SOARu). Produkní pravidla se aktivují na základ obsahu pracovní pamti: 
nacházejí-li se v ní (symbolické) objekty, které jsou specifikovány v podmínkové ásti 
produkního pravidla, toto pravidlo se aktivuje. Výsledkem aktivace produkního pravidla je 
realizace jeho dsledkové ásti, která vždy specifikuje, jaké (symbolické) objekty se mají 
pidat do pracovní pamti, nikoli však do kontextového zásobníku, který kóduje aktuální 
celkový stav SOARu. Na rozdíl od bžného produkního systému, ve kterém produkní 
pravidla pímo realizují zmnu stavu produkního systému, v SOARu produkní pravidla 
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slouží pouze jako jakási asocianí pam, která do pracovní pamti - na základ 
symbolických objekt v pracovní pamti již obsažených - vyvolává všechny informace (v 
podob dalších symbolických objekt), které by mohly být z hlediska daného problému 
relevantní. Zmna celkového stavu SOARu (tj. obsahu jeho kontextového zásobníku 
v pracovní pamti) tedy probíhá ve dvou rozhodovacích fázích: V první fázi tzv. rozpracování 
(elaboration phase) se všechna produkní pravidla, jejichž podmínková ást je naplnna 
nkterým z objekt pítomných v pracovní pamti, aktivují a na základ obsahu svých 
dsledkových ástí odesílají do pracovní pamti další objekty, které mohou vyvolat aktivaci 
dalších produkních pravidel. Tato aktivita probíhá do té chvíle, dokud do pracovní pamti 
proudí další nové objekty („vzpomínky“). Na konci této první fáze tak pracovní pam 
obsahuje  adu symbolických objekt, které mohou reprezentovat  rzné problémové prostory, 
rzné stavy v tchto prostorech, rzné cílové stavy i rzné operátory, z nichž se každý 
pomysln hlásí o možnost zmnit aktuální stav systému (tj. obsah kontextuálního zásobníku), 
Vedle tchto objekt se v pracovní pamti na konci fáze rozpracovávání nacházejí také 
objekty, které se nazývají preference. Ty reprezentují informace o žádoucnosti jednotlivých 
objekt v pracovní pamti a hrají dležitou roli v druhé fázi rozhodovacího cyklu (tzv. 
rozhodovací procedura). Taková preference by mohla napíklad kódovat sdlení, že operátor 
x, který by zmnil aktuální stav v problémové prostoru y na stav z, je akceptovatelný (nebo 
lepší, horší, nejlepší, nejhorší, nepijatelný apod.). Rozhodovací procedura pracuje pouze 
s tmito preferencemi a na jejich základ pesouvá do kontextového zásobníku ty objekty, 
které z tohoto hodnocení vycházejí jako nejpijatelnjší. Po dokonení této rozhodovací 
procedury se celý rozhodovací cyklus opakuje a to až do chvíle, kdy je nalezeno ešení. Mže 
se stát, že se systém dostane v rámci své rozhodovací procedury do slepé uliky, napíklad 
proto, že v pracovní pamti nebudou obsaženy žádné preference, které by mohly rozlišit mezi 
lepší a horší variantou. V takovém pípad se automaticky vytváí dílí cíl spoívající 
v rozhodnutí o tom, která z možných alternativ by byla nejlepší. Tento nový dílí cíl se nate 
do pomyslné svrchní vrstvy kontextového zásobníku, ve kterém je v té chvíli specifikován 
pouze požadovaný cíl; problémový prostor, ve kterém se bude tento nový cíl hledat, poátení 
stav v tomto prostoru a operátor, který by tento výchozí stav njak transformoval, musí SOAR 
prostednictvím   svých   znalostí  (zakódovaných  v  produkních  pravidlech)  teprve  vybrat. 
Kontextový zásobník, ve kterém je vždy zapsána práv aktuální „agenda“ systému, funguje na 
principu „poslední dovnit, první ven“; tzn. že po dosažení každého dílího cíle se aktualizuje 
obsah kontextového zásobníku do podoby odpovídající cíli, který stojí v hierarchii dílích cíl 
o stupe výš. SOAR takto dokáže promptn a flexibiln vytváet komplexní hierarchie dílích 
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Obrázek 34: Funkní architektura SOARu. (pevzato z Laird a kol., 1987) 
 
cíl vedoucích až k cíli hlavnímu. SOAR - stejn jako bžný produkní systém - pi 
prohledávání problémového prostoru využívá rzné prohledávací heuristiky, které jsou 
nepímo zakódované v produkních (ídících) pravidlech, v jejichž dsledkové ásti jsou 
obsaženy preference. SOAR takto napíklad využívá analýzu prostedk a cíl, kdy (na 
základ pidlených preferencí) vybírá práv ty operátory, které nejvíce redukují rozdíl mezi 
aktuálním a cílovým stavem. Poslední dležitou vlastností SOARu je jeho schopnost se uit, 
která spoívá v jeho schopnosti zkomprimovat objevenou posloupnost krok (tah) vedoucích 
k njakému dílímu nebo i konenému cíli do jediného produkního pravidla. Takto napíklad 
SOAR mže bhem rozhodovací procedury narazit na slepou uliku, což mže vyvolat 
potebu dosáhnout njakého dílího cíle; když se SOARu nakonec podaí prostednictvím 
prohledávacích heuristik tohoto dílího cíle dosáhnout, je SOAR schopen – prostednictvím 
komprimaního mechanismu (chunking mechanism) – vytvoit produkní pravidlo, jehož 
podmínková ást obsahuje stav reprezentující situaci vedoucí k pvodní slepé ulice a jehož 
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dsledková ást specifikuje v jediném kroku celou sérii tah opisujících trajektorii vedoucí ke 
stavu, který  vyhovuje danému dílímu cíli. Tzn. že až SOAR píšt narazí na stejnou situaci, 
která v minulosti vedla do slepé uliky a k poteb vyešit njaký dílí problém, nebude muset 
už nic takového ešit, nebo bhem první fáze rozhodovacího cyklu se bude aktivovat i nové 
produkní pravidlo a innost rozhodovací procedury tak bude moci probíhat bez perušení.                         
     Na základ pedcházejícího popisu princip, které stojí v pozadí funkce symbolových 
systém, je nyní zejmé, že tradiní výpoetní modely mentálních proces založené na tchto 
principech se vyznaují tymi následujícími charakteristickými vlastnostmi (Clark, 2001):         
1) Tyto výpoetní modely používají rzné symbolické struktury k explicitnímu kódování 
všech znalostí, které potebují k ešení problém. 2) Na tyto symbolické struktury sériov 
aplikují základní operace von Neumannovského typu jako je rozpoznávání, kopírování i 
pesouvání jednotlivých symbolických objekt. 3) Inteligenci modelují jako sériové 
prohledávání symbolického problémového prostoru, tj. jako „vytváení a postupné 
modifikování symbolických struktur dokud se nedosáhne cílové struktury“1 (Newell, Simon, 
1976, s. 96). 4) Znalosti potebné k prohledávání problémového prostoru kódují relativn 
pímoae z té úrovn myšlení, která je dostupná vdomé introspekci. Tzn. že vycházejí 
z pedpokladu, že podstata lidské inteligence se nachází blízko úrovn relativn pomalého, 
sériov inného a vdomého myšlení. Hofstadter (1985, s. 632) takto cituje Simona z jedné 
jeho pednášky, kde údajn pronesl, že „v kognici se všechno zajímavé dje až za hranicí 100 
milisekund – což je as potebný k rozpoznání vaší matky“2. Tento pedpoklad také zásadním 
zpsobem ovlivuje výbr modelových úloh a problém, na kterých se prostednictvím 
symbolových systém modeluje schopnost inteligentní jednání: Jsou to úlohy, které lidé 
z velké ásti eší prostednictvím pomalého, sekvenního a vdomého úsudku; tyto úlohy jsou 
vtšinou dobe strukturované, tzn. že mají konený poet dobe rozpoznatelných cílových 
stav, kterých lze dosáhnout prostednictvím omezeného souboru nástroj; píkladem takové 
úlohy je Hanojská vž nebo lékaská diagnostika; jedná se také o úlohy, jejichž ešení se zdá 
lidem obtížné a namáhavé – alespo tedy ve srovnání s percepními a senzomotorickými 
úlohami, které lidé eší bez jakékoli zjevné námahy, rychle, efektivn a u kterých si ani 
neuvdomují, že vlastn njakou úlohu eší (mezi takové úlohy by patily napíklad chze, 
orientace v prostoru, chytání míe, vkládání nádobí do myky, ízení auta, rozpoznávání tváí 
lidí nebo schopnost íst texty napsané rzným typem písma).   
                                                 
1 „…generating and progressively modifying symbol structures until it reaches a solution structure.“ 





     Ponkud odlišný „výpoetní“ píbh než teorie fyzikálního symbolového systému (dále 
TFSS) nabízí konekcionismus. Konekcionismus stejn jako TFSS pedpokládá, že lidská mysl 
je formou výpotu. To, v em se mezi sebou tyto dva pístupy liší, je názor na povahu tohoto 
výpotu, resp. na povahu výpoetní architektury, která tento výpoet provádí. Zatímco TFSS 
vychází z pedpokladu, že mentální výpoetní operace jsou definovány na symbolických 
strukturách, které lze relativn pímoae interpretovat jako reprezentace bžných pojm 
mentalistického diskurzu, konekcionistické výpoetní operace jsou definovány na objektech, 
které tak tsn se strukturou mentalistického diskurzu nekorespondují. Jinými slovy, TFSS 
pedpokládá výpoetní operace na symbolové úrovni, zatímco konekcionismus na úrovni 
subsymbolové. K pochopení píin a dsledk tohoto rozdílu mezi symbolovými a 
konekcionistickými systémy je poteba mít alespo základní pedstavu o tom, na základ 
jakých princip konekcionistické systémy fungují.  
     Základní myšlenka konekcionismu je na urité úrovni abstrakce totožná s konceptem tzv. 
decentralizovaných a distribuovaných komplexních systém. Ty Melanie Mitchellová 
(2006, s. 2) definuje jako rozsáhlé sít velkého množství relativn jednoduchých agent, 
jejichž lokální a omezenou – a z žádného privilegovaného centra nekoordinovanou – interakcí 
vzniká (emerguje) komplexní, koordinované a adaptivní chování. „Relativn jednoduché 
agenty“ v definici vyjadují tu skutenost, že ve srovnání s celkovým chováním systému je 
funkní role jeho jednotlivých prvk relativn jednoduchá - jakkoli sama o sob mže být 
dosti komplexní a sofistikovaná. „Emergentní komplexní a adaptivní chování“ pak odkazuje 
k chování, které (vedle toho, že je složité a že slouží k dosažení uritého cíle) povstává 
z kolektivní a paralelní innosti vtšího množství jednoduchých prvk a pitom ho nelze 
pímoae odvodit z jejich individuální innosti (jinak eeno, celek je vždy více než pouhý 
souhrn svých ástí). asto citovanými píklady komplexních systém jsou imunitní systém, 
biologické buky, metabolické sít, Internet, World Wide Web, ekonomické trhy, sociální sít 
i kolonie sociálního hmyzu jako jsou mravenci nebo termiti (Barabási, 2005). (Na 
piloženém CD je v adresái StarLogo obsažen instalaní soubor programu StarLogo, který  
pedstavuje  uživatelsky  vstícné  poítaové  prostedí  pro  simulaci  multiagentových 
systém,  které zainteresovanému tenái umožní prostednictvím ady ukázkových 
simulaních projekt (nebo i prostednictvím vlastních simulací) získat zkušenost s asto 
protiintuitivním, pekvapiv komplexním a dobe koordinovaným chováním   
multiagentových  systém  sestávajících  z  velkého  množství  jednoduchých, tzv. reaktivních  
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Obrázek 35: Poítaová simulace hledání potravy kolonií mravenc. Na obrázcích (a, b, c d) je zachycen vývoj 
jednoho z ukázkových simulaních projekt, který je obsažen v simulaním prostedí StarLogo pod názvem 
„ants“. V této simulaci je modelováno hledání potravy kolonií 100 mravenc. Pestože každý jednotlivý 
mravenec (ervené pixely) se ídí sadou velice jednoduchých pravidel, kolonie mravenc jako celek vykazuje 
pekvapiv komplexní chování v podob koordinované exploatace potravinových zdroj nacházejících se v jeho 
okolí. Když mravenec najde potravu (modré pixely), odnese ji zpátky do mraveništ (fialové pixely) a pi tom za 
sebou zanechává chemickou stopu (tmav zelené až bílé pixely), která se s uritou intenzitou postupn vypauje. 
Když jiný mravenec na tuto chemickou stopu narazí, sleduje ji smrem ke zdroji potravy. ím více mravenc 
takto využívá uritý zdroj potravy, tím více se posiluje chemická stopa signalizující existenci a umístní tohoto 
zdroje potravy. Tato pozitivní zptná vazba zaruuje koordinovaný zpsob exploatace potravinových zdroj 




agent, jejichž individuální innost se ídí pouze nkolika málo jednoduchými pravidly 
specifikujícími omezené zpsoby jejich reakce na rzné struktury vyskytující se (nejastji 
v dsledku innosti dalších agent) v jejich prostedí.)1       
     Podle konekcionist je podobným komplexním systémem také lidská mysl. David 
Rumelhart a kol. (1986b, s. ix) takto tvrdí, že „inteligence povstává z interakce velkého potu 
jednoduchých procesních jednotek“2. To je ale tak obecné konstatování, že se pod nj vejde 
ada dalších ne-konekcionistických výpoetních model (jako je napíklad Brooksova 
subsumpní architektura, Minskyho teorie spoleenství mysli nebo Hofstadterv a 
Mitchellové Copycat3). Dan Lloyd (1989, s. 90) trochu blíže specifikuje povahu onch 
jednoduchých procesních jednotek, když tvrdí, že „základní myšlenkou konekcionismu je to, 
že kognice mže být modelována simultánní interakcí velkého množství vzájemn vysoce 
propojených, neuronm-podobných jednotek“4. Tzn. že konekcionismus se pi modelování 
kognitivních proces inspiruje (ovšem pouze do urité míry) lokální strukturou a funkcí 
biologického nervového systému, který je ukázkovým píkladem komplexního systému, jehož 
jednotlivé funkní komponenty (neurony) plní funkce, které jsou nesrovnateln jednodušší 
než funkce nervového systému jako celku (rozpoznávání objekt, orientace v prostoru, 
senzomotorika, analogické myšlení, ešení problém, hraní šachu, produkce a porozumní 
ei atd.).  
     Konekcionistické modely - také umlé neuronové sít (ANN, artificial neural networks) 
nebo systémy paralelního zpracováván informací (PDP, parallel distributed processing) – se 
skládají - podobn jako biologický nervový systém - ze dvou základních komponent: 
z jednoduchých procesor a z vážených (rzn efektivních) spoj mezi tmito procesory. 
                                                 
1 Na piloženém CD je v adresái StarLogo krom instalaního souboru obsaženo také nkolik html soubor 
s bližšími informacemi o zpsobu ovládání simulaního prostedí StarLogo. Všechny tyto soubory jsou jinak 
voln dostupné z webových stránek http://education.mit.edu/starlogo/.        
2 „… intelligence emerges from the interactions of large numbers of simple processing units.“ 
3 Copycat je výpoetní model mentálních mechanism, které leží v základech schopnosti analogického myšlení a 
vysokoúrovové percepce (tj. té fáze zpracovávání smyslových podnt, ve které hrají zásadní roli pojmy). 
Cílem Hofstadtera a Mitchellové pi tvorb Copycatu bylo dokázat, že jeden  ze základních aspekt lidské 
kognice lze modelovat jako druh decentralizovaného a distribuovaného komplexního systému. Na piloženém 
CD lze v adresái Metacat a pod souborem Metacat-1.0 nalézt zdrojový kód k poítaovému programu Metacat 
od J. B. Marshalla, který pedstavuje upravenou verzi Copycatu rozšíenou o schopnost „sebereflexe“ vlastního 
postupu ešení jednotlivých analogií (které - stejn jako v pípad Copycatu - mají podobu proporcionálních 
analogií sestávajících z posloupnosti písmen abecedy, nap. „Jestliže se abc mní na abd, jak se zmní xyz?“). 
V html souboru Metacat Home Page lze nalézt všechny potebné informace k instalaci a ovládání programu 
Metacat. Piloženy jsou rovnž ti práce od J. B. Marshalla a Melanie Mitchellové, které podrobnji popisují 
principy, na základ kterých oba modely pracují. Všechny zde uvedené zdroje jsou jinak voln dostupné z 
webových stránek projektu Metacat (http://www.cs.pomona.edu/~marshall/metacat/) a z osobních webových 
stránek Melanie Mitchellové (http://web.cecs.pdx.edu/~mm/).         
4 „The central idea of connectionism is that cognition can be modeled as the simultaneous interaction of many 
highly interconnected neuronlike units.“ 
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V biologickém nervovém systému se jednoduché procesory nazývají neurony a vážené spoje 
mezi nimi pak axony a synapse. V konekcionistických modelech se tyto základní 
komponenty nazývají jednotky (units) i uzly (nodes), resp. spoje (connections). Pestože je 
konekcionistický model tvoen sítí hust propojených uzl, každý jednotlivý uzel pijímá 
vstupní informace pouze z relativn omezeného potu1 sousedních uzl. Každý uzel na 
základ sumace takto pijatých vstupních informací a na základ urité jednoduché (vtšinou 
nelineární) matematické (tzv. aktivaní nebo také pevodní) funkce následn vypoítá 
výstupní informaci o míe své aktivace, kterou odešle prostednictvím váženého spoje 
k uzlm, se kterými je náležitým zpsobem propojen. Takto odeslaná informace pak slouží 
jako vstup do výpoetní procedury dalších neuron, které poítají svou vlastní míru aktivace 
na základ míry aktivace sousedních uzl, se kterými jsou propojeny prostednictvím 
vážených spoj. Váhy tchto spoj pitom mohou být bu pozitivní (excitaní), nebo 
negativní (inhibiní). Signál, který uzel takto na svém vstupu pijímá, je tedy vždy funkcí 
míry aktivace sousedních uzl a vah spoj, po kterých se k nmu signály o míe aktivace 
sousedních uzl šíí. Dležité je, že jednotlivé uzly sít mohou svou práci (sumaci vstupních 
signál, výpoet míry aktivace a odeslání signálu k dalším uzlm) vykonávat do znané míry 
nezávisle jeden na druhém; díky tomu mohou operovat paraleln velké skupiny jednotek 
(proto systémy paraleln distribuovaného zpracovávání informací). 
     V konekcionistickém modelu lze podobn jako v biologickém nervovém systému rozlišit – 
eeno velmi zjednodušen - ti základní typy procesor: jedny fungují jako druh receptor, 
které pijímají své vstupy pouze z vnjšího prostedí; další uzly, které jsou jakousi obdobou 
interneuron, jsou odíznuty od jakéhokoli kontaktu s vnjším svtem a jsou jím ovlivovány 
a ovlivují ho vždy pouze prostednictvím jiných uzl; posledním typem uzl jsou pak 
efektory, které pijímají signály od jiných uzl, ale své vlastní signály posílají již mimo 
vlastní neuronovou sí. Typickým uspoádáním tchto uzl je tzv. tívrstevná dopedná 
neuronová sí	 (three-layered feedforward neural network), která se skládá ze tí vrstev 
neuron (vstupní, skryté a výstupní) a ve které se informace o míe aktivace jednotlivých 
uzl šíí vždy pouze jedním smrem, a to od vstupní vrstvy k vrstv výstupní (viz obrázek 
                                                 
1 Relativn omezenému vzhledem k celkovému potu uzl v síti. V mozku je takto jeden neuron propojen 
„pouze“ s 3-10 x 103 dalších neuron, což je relativn zanedbatelné íslo, vezmeme-li v úvahu, že v mozku se 
(podle souasných odhad) nachází zhruba 1011 neuron (Koukolík, 2005, s. 20): „Vzájemné zapojení mezi 
neurony, které jsou vzájemn vzdálené 1mm, je podstatn hustší než mezi neurony vzdálenjšími. […] 
Pravdpodobnost pímého kontaktu mezi dvma libovolnými neurony v jednom korovém sloupeku, jehož 
prmr se pohybuje pibližn od desetiny do poloviny milimetru, je asi 1:100. pravdpodobnost pímého 
kontaktu je pro vzájemn vzdálené neurony asi jedna ku milionu. Z toho plyne, že se v mozku na velké 
vzdálenosti pedávají jen malé zlomky místní aktivity, a to prostednictvím malého podílu místních neuron.“ 
(Koukolík, 2006, s. 12-13) 
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36). Jiným typem architektury neuronové sít s ponkud odlišným vzorcem šíení signál je 
pak napíklad tzv. jednoduchá rekurentní sí	 (simple recurrent network; viz obrázek 37).  
 
 
Obrázek 36: Tívrstevná dopedná neuronová sí	. Klasické uspoádání uzl neuronové sít do vstupní, skryté a 
výstupní vrstvy (input/hidden/output layer). (vytvoeno s pomocí simulaního softwaru Tlearn)  
 
     Zpracovávání informací v neuronové síti probíhá prostednictvím šíení signál (o 
míe aktivace jednotlivých uzl) po vážených spojích mezi jednotlivými uzly. Správným 
zpsobem modulovaný tok signál v neuronové síti s tou správnou architekturou (tj. se 
správným potem uzl a s jejich správným zapojením) je pitom schopen 
implementovat jakoukoli vstupn-výstupní funkci. Tok signál v neuronové síti – vedle 
její architektury - modulují  pedevším váhy jednotlivých spoj mezi uzly sít. Váhy spoj 
fungují jako jakási stavidla, která požadovaným zpsobem omezují a regulují tok medianí 
látky, která nese informaci o míe aktivace jednotlivých uzl sít. Tok medianí látky 
neuronovou sítí je takto „vytvarován“ do podoby, kterou mu diktují rzná omezení v podob 
vah spoj mezi uzly sít. Tento zpsob zpracovávání informací, který stojí v pozadí innosti 
neuronových sítí, se obecn nazývá paralelní respektování omezení (parallel constraint 
satisfaction), jehož „jednoduchou ilustrací…je práce fakultních rozvrhá na zaátku 
semestru. Nemohou souasn rozvrhovat do jedné místnosti víc kurz, a ani studenti a jejich 
profesoi nemohou být souasn na více místech. K tomu pistupují specifické požadavky 




Obrázek 37: Jednoduchá rekurentní sí	. Na rozdíl od klasické dopedné neuronové sít, ve které se signály 
mohou šíit pouze jedním smrem a to od uzl ve vstupní vrstv k uzlm ve výstupní vrstv, u jednoduché 
rekurentní sít mohou existovat spoje i v rámci jednotlivých vrstev. Tzv. kontextová vrstva slouží jako pam	, do 
které se kopíruje aktuální míra aktivace jednotlivých uzl ve skryté vrstv. Tuto informaci uzly v kontextové 
vrstv v následujícím aktualizaním cyklu (kdy uzly v jednotlivých vrstvách poítají svou míru aktivace na 
základ pijatých signál) odesílají zpátky k uzlm ve skryté vrstv, které tak svoji míru aktivace poítají nejen 
na základ signál picházejících ze vstupní vrstvy, ale také na základ svého vlastního pedchozího stavu (tj. na 
základ své míry aktivace z pedchozího aktualizaního cyklu). Tento zpsob zapojení umožuje jednoduché 
rekurentní síti implementovat funkce, které nezávisí pouze na aktuálním vstupu, ale také na dívjší historii 
vstup. (vytvoeno s pomocí simulaního softwaru Tlearn)         
 
     Z výše uvedeného vyplývá, že k implementaci požadované funkce je vždy poteba nalézt 
vhodným zpsobem nastavené váhy spoj. Vzhledem k obrovskému potu spoj 
v neuronových sítích je prakticky nemožné nastavovat jejich váhy „run“; proto se 
k nalezení váhové matice, která by dokázala implementovat požadovanou funkci, využívají 
rzné biologicky více i mén (ale spíše mén) plausibilní automatizované mechanismy – tzv. 
uící i tréninkové algoritmy, které jsou obdobou vyhledávacích heuristik, které lidé 
využívají pi prohledávání stavového prostoru njaké úlohy. V pípad uících algoritm 
neuronových sítí je prohledávaným stavovým prostorem množina všech možných váhových 
matic dané neuronové sít a cílem uícího algoritmu je pak v tomto pomyslném prostoru najít 
takovou váhovou matici, která by dokázala usmrnit tok signál mezi uzly sít zpsobem 
umožujícím požadovanou transformaci vstup na výstupy. Schopnost neuronové sít 
produkovat na základ vstupních informací odpovídající výstup takto není výsledkem 
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pelivého naprogramování njakého lidského programátora, ale spíše výsledkem její vlastní 
schopnosti se uit, tedy najít tu správnou váhovou matici, ve které jsou implicitn zakódovány 
všechny znalosti, které potebuje k tomu, aby dokázala vyešit daný problém. 
      Váhová matice spolu s architekturou neuronové sít takto funguje jako „dlouhodobá 
pam“ i „znalostní báze“, ve které jsou uloženy všechny znalosti potebné k ešení 
vybraných úloh. Uloženy jsou pitom dost netradiním zpsobem. Zatímco v pípad 
symbolového systému (jako je napíklad produkní systém) jsou všechny potebné znalosti 
zakódovány explicitn v podob rzných symbolických reprezentací, u neuronové sít nic 
takového nenajdeme. Vše potebné je zde implicitn zakódováno do mnoha vah spoj mezi 
uzly a do celkové architektury sít. Takto kódované znalosti (tj. jednotlivé vážené spoje) 
navíc asto participují na ad rzných úloh, které neuronová sí jako celek eší. Podobn 
distribuovanou povahu má také obdoba krátkodobé „pracovní pamti“ neuronové sít, která 
kóduje aktuáln využívané informace pi zpracovávání uritého specifického vstupu 
prostednictvím pechodných vzorc aktivace vtšího množství uzl (zejména tch ve skryté 
vrstv). Tímto jsme se dostali k podstat hlavního rozdílu mezi symbolovými systémy a 
konekcionistickými modely, který spoívá v odlišném zpsobu reprezentace informací 
v tchto dvou typech výpoetních systém. 
     Konekcionistické modely využívají tzv. distribuovaných i superpoziních 
reprezentaních schémat, tzn. že k reprezentaci njaké informace používají soubžnou 
aktivitu vtšího množství uzl, které pitom mohou participovat na reprezentaci vtšího 
množství rzných informací. K identifikaci takto reprezentované informace potom tedy 
nestaí znát míru aktivace pouze jednoho uzlu sít, ale vždy celý vzorec aktivace urité 
skupiny uzl. Neuronové sít dokáží využívat tohoto distribuovaného zpsobu kódování 
k reprezentaci informací o velice jemných, mikrostrukturálních rozdílech a podobnostech 
mezi rznými pojmy, pedmty, událostmi i situacemi. Uritý vzorec aktivace nkolika uzl 
sít takto napíklad mže reprezentovat njaký objekt, který se práv vyskytuje v zorném poli 
a který má uritou specifickou orientaci; nepatrnou zmnou tohoto vzorce aktivity, napíklad 
zmnou míry aktivace jednoho i dvou uzl sít, lze pak kódovat informace o zmnách 
orientace tohoto objektu. Pestože oba dva aktivaní vzorce se do znané míry pekrývají, 
nepatrné rozdíly, které mezi nimi existují, nejsou bezvýznamné, nebo nesou informaci o 
dležitých rozdílech v orientaci daného objektu. Distribuovanou reprezentaci lze takto využít 
také ke kódování nkterých dležitých podobností mezi rznými objekty. Napíklad aktivaní 
vzorec reprezentující šimpanze by mohl sdílet velkou ást aktivaního vzorce reprezentujícího 
gorilu, ale jen velice nepatrnou ást aktivaního vzorce kódujícího žraloka. Práv toto 
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pekrývání a sdílení reprezentaních zdroj zachycuje termín superpoziní reprezentaní 
schéma. Z hlediska výpot provádných umlou neuronovou sítí je dležité, že toto 
pekrývání a sdílení reprezentaních zdroj je systematické a tudíž informan signifikantní - 
tzn. že ne/sdílené reprezentaní zdroje nám (resp. neuronové síti) íkají nco dležitého o 
ne/podobnosti rzných objekt i událostí.  
     Tento zpsob reprezentace informací má adu žádoucích vedlejší efekt. Tím první je 
vysoce efektivní využívání reprezentaních zdroj, které je dsledkem toho, že jednotlivé 
uzly sít mohou participovat na reprezentaci vtšího množství rzných objekt. Druhým 
vedlejším efektem je schopnost generalizace, tj. schopnost aplikovat nabyté znalosti i na 
objekty, se kterými se neuronová sí doposud nemla šanci potkat. Tuto schopnost má 
neuronová sí tzv. „zdarma“, nebo je automatickým dsledkem distribuovaného zpsobu 
reprezentace informací: Jestliže se aktivaní vzorec kódující njaký nový a neznámý pedmt 
alespo ásten pekrývá s aktivaním vzorcem njakého jiného a známého pedmtu, 
reakce neuronové sít na nový pedmt bude vycházet z tohoto ásteného pekrytí dvou 
aktivaních vzorc. Jedná se de facto o praktickou implementaci myšlenky, kterou formuloval 
již David Hume (1972, s. 68), totiž že „u podobných píin ekáme podobné úinky“. Takto se 
napíklad mže neuronová sí prostednictvím sady konkrétních píklad (a uritého uícího 
algoritmu) nauit tomu, že šimpanzi mají rádi banány. Jestliže neuronová sí bude 
reprezentovat šimpanze prostednictvím aktivaního vzorce, jehož velkou ást bude sdílet 
také aktivaní vzorec reprezentující gorilu, potom neuronová sí dokáže generalizovat svj 
poznatek o šimpanzích i na gorily, a dojít tak tedy k závru, že gorila má ráda banány, a to 
pesto, že neuronové síti nikdo nikdy explicitn neekl, že by gorila mla ráda banány. To, že 
to neuronová sí dokáže, je ist dsledkem toho, že oba aktivaní vzorce navzájem sdílejí 
znanou ást uzl sít; a to, že to je navíc pravda (že gorily opravdu mají rády banány), je pak 
dsledkem toho, že toto pekrytí aktivaních vzorc kódujících dva rzné objekty je 
systematické a nenáhodné a že odráží urité zákonitosti, na základ kterých svt funguje.    
     Dalším zajímavým vedlejším efektem distribuovaného reprezentaního schématu je 
schopnost neuronové sít implementovat tzv. obsahem-adresovanou pam	 (content-
addressable memory), která k vybavení vzpomínek využívá rzná vodítka, která jsou uložena 
v pamti v podob ady dílích informací, ze kterých se vybavovaná vzpomínka skládá nebo 
se kterými tato vzpomínka njak jinak úzce souvisí. Tento zpsob pamového vybavování 
informací je charakteristický pro lovka, který když se snaží vzpomenout si na njakou 
informaci, vždy už má njakou pedstavu o tom, co vlastn hledá. Vtšina tradiních 
externích úložiš informací - jako je napíklad výkladový slovník nebo poítaová pam - 
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funguje na ponkud odlišném principu. V tchto systémech má každé místo, na kterém je 
uložena njaká informace, svoji adresu; a znalost této adresy je jediný zpsob, jak se k takto 
uložené informaci dostat. Napíklad ve výkladovém slovníku je adresou posloupnost písmen 
hledaného slova a definice slova, kterou lze na této adrese najít, je pak onou hledanou 
informací. Rozdíl mezi tmito dvma odlišnými zpsoby vybavování informací lze ilustrovat 
na tom, jak se k požadované informaci dostaneme s pomocí slovníku a jak s pomocí njaké 
jiné osoby. 	eknme, že bychom chtli znát název románské církevní stavby na centrálním 
kruhovém pdorysu s jednou nebo více absidami. U tradiního výkladového slovníku 
neexistuje zpsob, jak zjistit místo, kde se požadovaná informace (ROTUNDA) nachází, 
nebo jediný zpsob, jak lze se slovníkem pracovat, je že lovk nejdíve zjistí adresu 
(ROTUNDA), najde ve slovníku místo s touto adresou a nakonec si pete informaci, která je 
na této adrese uložena. Bez hesla se ovšem lovk žádné užitené informace nedobere. 
Naproti tomu osoba, které poskytneme alespo ást výše uvedených informací (tedy že se 
jedná o románskou církevní stavbu…), bude vtšinou schopna pomrn rychle zpístupnit i 
zbytek souvisejících informací (a mezi nimi i název stavby). Lidská pam si takto narozdíl 
od slovníku dokáže zjednat pístup k njaké informaci prostednictvím ady dalších informací, 
které jsou v pamti uložené a které s hledanou informací njak souvisí (McLeod, Plunkett, 
Rolls, 1998). Obsahem-adresovanou pam umožuje ta skutenost, že informace jsou 
v pamti kódované prostednictvím distribuovaných reprezentací, takže i zpoátku jen 
ástená aktivace uzl kódujících vzpomínku na daný pedmt nebo událost vede nakonec 
k „rekonstrukci“ celého aktivaního vzorce, ve kterém je zakódována i hledaná dílí 
informace, napíklad o názvu románské církevní stavby.  
     Díky tomuto mechanismu je obsahem-adresovaná pam také odolná vi chybným nebo 
neúplným vstupním informacím (fault toleration). Napíklad jestliže nkdo bude chtít znát 
jméno njaké osoby a tuto osobu bude popisovat jako lovka, který byl v roce 1999 zvolen 
43. prezidentem USA, za jehož úadování došlo k teroristickým útokm na USA a který 
naídil vojenskou intervenci nejdíve do Afghánistánu a pozdji do Iráku s cílem odstranit 
tamjší režimy (údajn) ohrožující svtovou bezpenost, potom bude asi vtšina lidí schopná 
bez vtších problém odpovdt, že touto osobou je George W. Bush, a to pesto, že v jeho 
charakteristice se vyskytuje chyba (G. W. Bush se stal prezidentem až v roce 2000). 
Mechanismus stojící v pozadí této odolnosti vi informanímu šumu je totožný s tím, který 
neuronové  síti  umožuje  generalizovat na nové, dosud nepotkané pípady: aktivaní vzorce 
kódující bezchybný a chybný popis G. W. Bushe se do znané míry pekrývají, takže v obou 
pípadech bude neuronová sí reagovat obdobným zpsobem.                     
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Obrázek 38: Obsahem-adresovaná pam	. Na obrázku jsou tyi (a-d) „momentky“ zachycující postupné šíení 
aktivace mezi rekurentn propojenými vrstvami uzl tvoících asocianí pam	, která obsahuje informace o 
deseti rzných domácích zvíatech (pti psech a pti kokách), z nichž se každé vyznauje uritou specifickou 
kombinací charakteristik (jméno, identita, barva srsti, velikost a oblíbené jídlo a hraka). Na obrázku je 
zachycen vývoj aktivaního vzorce v situaci odpovídající dotazu „Jak se jmenuje ten stedn velký pes, co si rád 
hraje s botami?“ Ze série „momentek“ je patrné, jak si neuronová sí	 postupn vybavuje všechny informace, 
které má o zvíeti s popsanými vlastnostmi k dispozici (tedy nejen to, že se jmenuje Fido, ale také to, že to 
je“práv ten“ pes Fido, že má hndou srst a že se obas rád zakousne do bot). Psychologický proces vybavování 
informací z pamti je zde modelován jako proces postupného usazování se aktivaního vzorce uzl sít do té 
podoby, ve které nejlépe vyhovuje jednotlivým omezením v podob dotazového aktivaního vzorce a v podob 
vah spoj (mezi uzly sít), ve kterých jsou zakódovány všechny znalosti o deseti rzných domácích zvíatech, 
které si sí	 osvojila. (vytvoeno s pomocí simulaního softwaru PDP++ na základ cviného píkladu z knihy 
Randalla O’Reillyho a Yuko Munakatové (2000); na piloženém CD v adresái „PDP“ je obsažen instalaní 
soubor  tohoto simulátoru a také manuál k jeho ovládání; software je jinak také voln k dispozici na webových 
stránkách http://www.cnbc.cmu.edu/Resources/PDP++// PDP++.html)         
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     V této souvislosti se hovoí také o tzv. pozvolné degradaci (graceful degradation) výkonu 
neuronové sít v dsledku lokálního poškození nebo odstranní nkterých z jejích funkních 
komponent (tj. uzl a spoj mezi nimi). Zatímco tradiní symbolové systémy na poškození 
nkteré ze svých komponent vtšinou reagují okamžitou a naprostou ztrátou své funkce, 
konekcionistické systémy jsou k takovýmto katastrofickým selháním mnohem mén 
náchylné; jejich výkon s narstajícím poškozením spíše pozvolna klesá a do urité kritické 
míry poškození jsou schopny relativn úspšn vykonávat svou funkci, tedy zpracovávat 
picházející informace. Takto poškozená neuronová sí funguje jako tzv. kompletova 
vzorc (pattern completer), který je schopen i na základ pouze ásteného vstupu 
zkompletovat pvodní vzorec i strukturu. Tato schopnost kompletovat neúplné vzory a 
struktury je dána tím, že všechny znalosti nutné ke zpracovávání informací jsou v neuronové 
síti vždy rozdistribuovány mezi velké množství jednotlivých uzl a vazeb, takže poškození 
uritého procenta tchto zdroj ješt nemusí pedstavovat fatální narušení funkce neuronové 
sít jako celku. 
     Z hlediska rozdíl, které existují mezi zpsobem, jakým modelují mentální procesy 
symbolové a konekcionistické systémy, jsou dležité zejména dv vlastnosti distribuovaného 
a superpoziního reprezentaního schématu. Tou první vlastností je to, co Paul Smolensky 
(1988) nazývá dimenzionáln posunuté reprezentace (dimension shifted representations), a 
tou druhou je pak jemná citlivost distribuovaných reprezentací na zmnu kontextu. Ob 
tyto vlastnosti jsou dsledkem té skutenosti, že distribuované reprezentace jsou 
subsymbolové, tzn. sémanticky netransparentní (viz s. 69-71): Na rozdíl od symbolových 
systém, jejichž vnitní stavy relativn pímoae odpovídají pojmm bžného diskurzu, 
konekcionistické systémy nemodelují mentální procesy prostednictvím výpoetních 
manipulací vnitních stav, které by tsn korespondovaly s bžnými pojmy zachycujícími - 
introspekcí více i mén dostupné – rzné mentální stavy a procesy (pesvdení, pání, cíle, 
schémata, vjemy apod.). To, v em se oba systémy liší, je tedy to, zda jsou jimi definované 
výpoetní operace aplikovány na objekty, které lze pímoae interpretovat v termínech 
mentalistického diskurzu: „V symbolovém pístupu se symboly (atomy) používají k oznaení 
sémanticky interpretovatelných entit (pojm). Ty samé symboly jsou pak objektem manipulace 
podle pravidel, která definují systém. Entity, které lze sémanticky interpretovat, jsou tedy 
zárove entitami, které podléhají formálním pravidlm, která definují systém. V rámci 
subsymbolového paradigmatu toto již neplatí. Sémanticky interpretovatelnými entitami jsou 
vzorce aktivace velkého potu jednotek v systému, zatímco entitami manipulovanými podle 
formálních pravidel jsou jednotlivé míry aktivace uzl sít. Tato pravidla mají podobu 
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pravidel pro výpoet míry aktivace, což jsou pravidla znan odlišná od pravidel pro 
manipulaci symbol.“1 (Smolensky, 1987, s. 100) Zatímco tedy symbolové systémy aplikují 
své výpoetní operace pímo na objekty, které se nacházejí blízko úrovn vdomého a 
introspekcí nahlédnutelného myšlení, subsymbolové systémy jsou definovány výpoetními 
operacemi, které jsou aplikovány na entity, které jsou od úrovn vdomého myšlení pomrn 
vzdálené. To je také dvod, pro Smolensky popisuje subsymbolové systémy jako 
dimenzionáln posunuté. Míry aktivace jednotlivých uzl sít vtšinou nenesou stejný typ 
významu jako slova bžného jazyka. To ale neznamená, že by nenesly význam vbec žádný. 
Pouze se jedná o významy tak jemné a subtilní, že je lze jen velice obtížn zachytit 
prostednictvím pojm bžného diskurzu. Zmny v úrovni aktivace jednoho uzlu takto mohou 
kódovat informace o rzných, velice jemných kontextuálních odstínech práv 
zpracovávaného podntu. V bžných, vysokoúrovových pojmech lze interpretovat pouze 
aktivaní vzorce vtší skupiny uzl sít. 
     V této souvislosti si pak lze klást otázku, zda by nebylo možné považovat tyto rozsáhlé 
aktivaní vzorce za ony koreláty vysokoúrovových pojm, které by byly podrobovány 
výpoetním manipulacím v souladu s pravidly definujícími konekcionistický systém. Nebo 
ješt jinak eeno: Nejsou konekcionistické systémy pece jenom na urité úrovni popisu 
sémanticky transparentní? Odpov na tuto otázku zní: Nejsou. Pro tomu tak je, lze ukázat 
na velice jednoduchém píklad: 	eknme, že budeme mít vtu „pes honil koku po zahrad“. 
Bžný poítaový (symbolový) systém, který by se tuto vtu snažil peložit napíklad do 
anglitiny, by zcela jist disponoval uritými vnitním stavy (v njakém programovacím 
jazyce a na té nejnižší úrovni pak ve strojovém kódu), které by oznaovaly slova „pes“ a 
„koka“. V pípad konekcionistického systému by pi zpracovávání výše uvedené vty byla 
aktivní ada rzných uzl sít. S vysokou pravdpodobností by bylo možné izolovat urité 
specifické vzorce aktivace, které by odpovídaly slovm „pes“ a „koka“. Co je ale dležité je 
to, že tyto aktivaní vzorce by nebyly – na rozdíl od symbolických struktur tradiního 
systému - stabilní napí rznými kontexty, ve kterých se slova „pes“ a „koka“ mohou 
vyskytovat. Napíklad slovu „pes“ ve vt „pes honil koku po zahrad“ by odpovídal 
aktivaní vzorec, který by byl mírn odlišný od aktivaního vzorce odpovídajícího slovu 
                                                 
1 „In the symbolic approach, symbols (atoms) are used to denote the semantically interpretable entities 
(concepts). These same symbols are the objects governed by symbol manipulations in the rules which define the 
system. The entities which are capable of being semantically interpreted are also the entities governed by the 
formal laws that define the system. In the subsymbolic paradigm, this is no longer true. The semantically 
interpreted entities are patterns of activation over a large number of units in the system, whereas the entities 
manipulated by formal rules are the individual activations of cells in the network. The rules take the form of 
activation passing rules, of essentially different character from symbol manipulation rules.“ 
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„pes“ ve vt „pes ležel ve svém kutlochu na zahrad“. V pípad první vty by aktivaní 
vzorec mohl zahrnovat aktivní jednotky kódující napíklad agresivitu, násilí nebo ostré zuby; 
zatímco v pípad druhé vty by tyto jednotky aktivní nebyly (aktivní by byla napíklad 
jednotka kódující pocit pohody). Pestože se tedy oba aktivaní vzorce budou do znané míry 
pekrývat (protože v obou scénách bude vystupovat pes), nebudou zcela totožné, takže nebude 
možné o nich hovoit jako o pímoarých korelátech vysokoúrovového pojmu pes. A práv 
tímto se subsymbolový systém liší od symbolového systému, v nmž je slovo „pes“ - bez 
ohledu na kontext - reprezentováno stále stejn, takže jeho vnitní syntaktický korelát je 
možné bez problém propojit s vysokoúrovovým pojmem psa. Smolensky (1988, s. 17) 
tento rozdíl mezi obma typy výpoetních systém komentuje následujícími slovy: „V 
symbolovém paradigmatu se kontext symbolu manifestuje v jeho okolí a skládá se z dalších 
symbol; v subsymbolovém paradigmatu se kontext symbolu manifestuje uvnit nho 
samotného a skládá se ze subsymbol.“1 A práv tato skutenost podle Clarka (1989) zakládá 
sémantickou netransparentnost konekcionistických systém. 
 
1.2.3.4 Výpoetní architektura mysli/mozku 
 
     Souasnou kognitivní vdu charakterizuje uritá „schizofrenie“ ohledn názoru na to, jaká 
je základní povaha výpoetní architektury, která provádí mentální výpoet. Tato rozpolcenost 
má pitom svj zdroj již v samotné definici kognitivní vdy, která bývá tradin vymezována 
jako vdecká disciplína, jejímž pedmtem zájmu je mysl a mozek. Problém tkví v tom, že 
mozek (jakožto biologický substrát lidského myšlení) a mysl (jakožto na biologickém 
substrátu sice závislá, ale spíše  abstraktní a he postižitelná entita) se jeví být dvma 
naprosto odlišnými výpoetními stroji. Mozek se takto podle všech dosavadních zjištní jeví 
být masivn paralelním poítaem, který se skládá z miliard jednouchých procesor 
(neuron), které manipulující s jednoduchými ísly v podob míry aktivace jednotlivých 
neuron a jejichž vzájemná interakce (úinnost synaptických spoj mezi neurony) se mní 
v souladu se statistickými charakteristikami prostedí, s nímž poíta interaguje. Na urité 
úrovni abstrakce jsou odpovídajícím modelem tchto neurálních výpot konekcionistické (i 
PDP) systémy. Lidská mysl a zejména její vyšší kognitivní funkce jako je jazyk, abstraktní 
myšlení, plánování, ešení problém, analogické myšlení apod. se však zdají být produktem 
ponkud odlišné výpoetní architektury. Již v antice lze nalézt zárodky pedstavy, že lidská 
                                                 
1 „In the symbolic paradigm the context of a symbol is manifest around it and consists of other symbols; in the 
subsymbolic paradigm the context of a symbol is manifest inside it, and consists of subsymbols.“ 
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mysl je druhem sériového procesoru, který manipuluje komplexními symbolickými 
strukturami na základ pravidel, která se podobají pravidlm formální logiky.1 Tuto myšlenku 
pozdji precizovali filozofové a vdci jako byli Descartes, Locke, Kant, Boole, Frege, Tarski 
i Turing, který ji nakonec (spolu s von Neumannem) pevedl do podoby konkrétního návrhu 
výpoetní architektury moderního digitálního poítae, který je schopen s nkolika málo 
základními operacemi, s koneným množstvím arbitrárních symbol a na základ tch 
správných instrukcí provést jakýkoli dostaten dobe specifikovaný výpoet. Práv tato 
schopnost generovat neomezené množství reakcí s pomocí omezeného souboru prostedk se 
zdá být charakteristická pro adu oblastí, kde se uplatují vyšší mentální funkce. Klasickým 
píkladem je v tomto ohledu jazyková kompetence, která lovku umožuje generovat 
neomezené množství smysluplných (i nesmyslných) jazykových výpovdí na základ 
omezeného souboru gramatických pravidel, která urují, jak se mohou slova kombinovat do 
frází a do vt podle jejich píslušnosti k jednotlivým slovním druhm. Jazykové výpovdi 
takto podle všech dosavadních zjištní (Pinker, 2003, 1999, 1994) tvoí komplexní 
hierarchické syntaktické struktury, které lovk prostednictvím koneného souboru pravidel 
kóduje do lineárního sledu hlásek a písmen a které lovk z této lineární sekvence hlásek a 
písmen prostednictvím stejných pravidel zase dekóduje. Lidská mysl se tedy ve svých 
výluných kognitivních doménách (jako je práv jazyková kompetence nebo schopnost 
plánovat i ešit rzné abstraktní problémy) jeví být uritým druhem kombinatorického 
výpoetního systému, který se skládá ze souboru systematicky kombinovatelných 
symbolických reprezentací a ze souboru procedur, které krom bžné manipulace umožují 
také dekompozici komplexních symbolických struktur na symbolové atomy i naopak jejich 
kombinaci do složitjších symbolových molekul. Modelem tohoto pojetí lidské mysli je 
tradiní symbolový systém (Fodor, Pylyshyn, 1988). Máme zde tedy dva rzné typy model 
kognitivních proces, u kterých se zdá, že spolu navzájem nijak nesouvisí. Vyvstává tak 
otázka, co tyto dva rzné typy model vlastn modelují, jaký je mezi nimi vztah a co nám to 
íká o povaze lidského myšlení. 
                                                 
1 S tímto pojetím lidské mysli se lze v té i oné podob setkat tém v každé stedoškolské nebo vysokoškolské 
uebnici obecné psychologie. Napíklad Rosina a kol. (1963, s. 98-103) ve své uebnici obecné psychologie pro 
pedagogické instituty popisují lidské myšlení jako proces, který probíhá ve form pojm, soud a úsudk, kde 1) 
pojem pedstavuje „odraz obecných neboli podstatných vlastností pedmt a jev v našem vdomí“, který se 
konstituuje na základ vjem a pedstav konkrétních objekt a událostí, 2) soud je vyjádením „pochopení 
vztah [a souvislostí] mezi pojmy“, a 3) úsudek je (deduktivním, induktivním nebo analogickým) „vyvozením 
nového soudu [(oznaovaného jako závr)] z jiných známých soud [(oznaovaných jako premisy)] nebo… 
pochopením vztah [a souvislostí] mezi soudy“. Dít si takto napíklad mže ve škole na základ ady 
konkrétních píklad a výkladu uitele osvojit pojmy kovu a vodie a poznatek o vztahu mezi tmito dvma 
pojmy v podob soudu Kovy jsou vodie; dozví-li se pak dít, že železo patí mezi kovy, mže na základ 
deduktivního úsudku velice snadno dojít ke správnému závru, že železo je vodiem elektrického proudu.   
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     Oba dva modely (konekcionistický i symbolový) jsou modely výpoetními. To, v em se 
liší, je názor na povahu „jazyka myšlení“ i symbolického média, ve kterém se mentální 
výpoet odehrává. Rozdíl je tedy v úrovni, na které pedpokládají, že probíhají výpoetní 
operace vysvtlující mentální procesy: Konekcionistické modely – na rozdíl o symbolových 
model - pedpokládají výpoetní operace na úrovni, která má mnohem blíže k neurovd než 
k psychologii: To, co se v rámci konekcionistického systému poítá, nejsou implikace njaké 
obdoby logických výrok, které lze pímoae interpretovat v pojmech bžného diskurzu, ale 
míry aktivace jednotek, které samy o sob nenesou žádný význam, který by tsn 
korespondoval s vnjším svtem pedmt a událostí: Sémantika  symbolického média 
konekcionistických systém je fakticky omezena pouze na objekty a události, které se 
odehrávají uvnit samotného výpoetního systému; aktivita jednotlivých jednotek 
konekcionistického systému neoznauje nic jiného než informace o míe aktivity sousedních 
jednotek, se kterými jsou propojeny. Symbolické médium konekcionistických systém tak lze 
pirovnat ke strojovému kódu poítae – základnímu programovacímu jazyku, ve kterém je 
možné bezprostedn vyjádit pouze jednoduché instrukce týkající se toho, co a jak udlat 
s obsahem jakého pamového registru, ale nic o vnjším svt pedmt a událostí. Jakkoli 
je podle všech dosavadních zjištní tém jisté, že obdobné výpoetní procesy se v lidském 
mozku opravdu odehrávají, subjektivní zkušenost i  ada výzkum provádných v rámci 
kognitivní vdy napovídají, že zde musí existovat uritý „psychologický virtuální stroj“, tj. 
uritá úrove popisu, na které lze jednotlivým fyzikálním stavm konekcionistického systému 
pipsat významy bžných pojm mentalistického diskurzu. To, v em se pak kognitivní vdci 
liší, je názor na to, zda tato vyšší úrove popisu má nebo nemá sama o sob výpoetní 
charakter, tedy zda je možné chování kognitivního systému na této úrovni pln a beze zbytku 
zachytit prostednictvím souboru formálních pravidel definovaných na objektech, které lze na 
této úrovni abstrakce identifikovat.  
     V této souvislosti se asto hovoí o tzv. eliminativistech a implementacionalistech 
(Smolensky, Legendre, 2006): Podle eliminativist „psychologický virtuální stroj“ výpoetní 
povahu nemá. Eliminativisté sice uznávají, že na urité úrovni popisu lidského kognitivního 
systému lze identifikovat entity, které tsn korespondují s pojmy mentalistického diskurzu, 
ale zárove tvrdí, že vztahy a interakce mezi tmito entitami nemají výpoetní, ale pouze 
statistickou, emergentní i epifenomenální povahu. To potom znamená, že „psychologický 
virtuální stroj“ nelze formáln specifikovat (za použití jazyka odpovídajícího mentalistickému 
diskurzu) jako výpoet njakého vysokoúrovového algoritmu, který je implementován 
prostednictvím výpoetní architektury lidského mozku. Podle eliminativist se tak vztah 
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mezi mozkem a myslí zásadním zpsobem odlišuje od obvyklého vztahu mezi hardwarem a 
softwarem, v jejichž pípad zde vždy existuje pímoarý peklad (implementace) 
vysokoúrovového popisu funkce virtuálního stroje softwaru do strojového kódu hardwaru a 
vice versa: „V normálním programu mžete vysvtlit každou jednotlivou operaci na bitové 
úrovni tím, že se podíváte nahoru smrem k nejvyšší programové úrovni. Mžete sledovat, jak 
vysokoúrovová funkce volá subrutiny, které volají další subrutiny, které volají uritou 
proceduru na úrovni strojového jazyka…[Vždy] zde existuje njaký vysokoúrovový, globální 
dvod toho, pro se s uritým konkrétním bitem [práv] manipuluje.“1 (Hofstadter, 1985, s. 
653) Toto podle eliminativist pro vztah neurálního výpoetního zaízení (mozku) a 
„psychologického virtuálního stroje“ (mysli) neplatí: Výpoetní innost jednotlivých 
funkních jednotek konekcionistického systému není pekladem njakého vysokoúrovového 
„mentálního programu“ do strojového kódu biologického hardwaru lidského mozku. V tomto 
ohledu se tedy – podle eliminativist - symbolické médium konekcionistických systém 
zásadním zpsobem liší od bžného strojového kódu digitálního poítae. Dsledkem je 
rozchod se základním pedpokladem poítaové vdy, totiž že konkrétní specifické detaily 
implementace njakého algoritmu (softwaru, virtuálního stroje) nemní nic na podstat 
realizovaného výpotu, který je pln specifikován na vyšší úrovni než je úrove základních 
operací daného hardwaru. Tento pedpoklad lovku do znané míry2 dovoluje ignorovat 
specifika hardwaru, na nmž je daný software implementován, a vnovat se pouze vyšší 
úrovni popisu realizovaného výpotu - ve stylu programátora, který ignoruje úrove 
strojového jazyka poítae a zabývá se pouze tím, jak zkombinovat výrazy njakého 
vysokoúrovového programovacího jazyka zpsobem, který by mu umožnil realizovat 
požadovaný výpoet.  
     Z tohoto základního pedpokladu poítaové vdy naopak vycházejí 
implementacionalisté, podle nichž je možné „psychologický virtuální stroj“ formáln 
specifikovat jako vysokoúrovový výpoetní algoritmus (symbolický procesor), který je – 
pouze shodou historických náhod a okolností, souhrnn nazývaných „evoluce pírodním 
výbrem“ – implementovaný prostednictvím výpoetních operací konekcionistického 
systému, tedy lidského mozku. Podle implementacionalist je tedy tou správnou úrovní 
                                                 
1 „In a normal program, you can account for every single operation at the bit level, by looking “upward” 
toward the top-level program. You can trace a high-level function… calls subroutines that call other subroutines 
that call this particular machine-language routine… So there is a high-level, global reason why this particular 
bit is being manipulated.“ 
2  Implementaní detaily mohou hrát roli v pípad, že by zásadním zpsobem kolidovaly s asovými a jinými 
omezeními danými kontextem, ve kterém se daný výpoet realizuje.   
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abstrakce k výpoetní specifikaci mentálních proces ta úrove lidského kognitivního 
aparátu, která je dostupná vdomé introspekci a která je pedmtem bžného mentalistického 
diskurzu. A stejn jako lze vytvoit výpoetní algoritmus pro digitální poíta, aniž bychom 
se pitom zabývali konkrétními detaily toho, jak tento poíta daný algoritmus vykoná (tj. 
prostednictvím jakých základních operací ho provede), lze podle implementacionalist také 
specifikovat výpoetní algoritmy mentálního výpotu, aniž bychom se pitom museli starat o 
to, jak jsou tyto algoritmy konkrétn realizovány prostednictvím primitivních operací 
biologického „wetwaru“ lidského mozku. Hofstadter (1985, s. 653) tento pístup 
charakterizuje jako postupující smrem odshora-dol: „funkce volající podfunkce volající 
podpodfunkce atd. až do chvíle, kdy se vše zarazí o dno tvoené njakými primitivními 
operacemi. Inteligence takto byla [výzkumníky v oblasti umlé inteligence] považována za 
nco, co lze hierarchicky rozložit, s vyššími kognitivními funkcemi na vrcholu [hierarchie] 
ídícími nižší kognitivní funkce na dn [hierarchie].“1      
     Hofstadter (2000, s. 302-309) také nabízí zajímavou „meteorologickou“ metaforu, která 
výstižn zachycuje podstatu sporu mezi eliminativisty a implementacionalisty: Diskurz 
folkové meteorologie, který lidé bžn používají k popisu poasí, odkazuje k objektm jako 
jsou mraky, déš, duha, vítr, oblanost nebo snhové vloky. Vtšina lidí si je pitom velice 
dobe vdoma, že jednotlivé mraky nebo déš jsou pouze nápadným projevem rzných dj, 
které se týkají jiných objekt než jsou ty, o kterých se v diskurzu folkové meteorologie 
obvykle hovoí. Lidé tedy takto pijímají jako samozejmost, že mezi folkovou meteorologií a 
fyzikou, resp. vdeckou meteorologií existuje uritá netriviální, ale pitom nijak magická 
propast, kterou dennodenn pekraují obma smry, když sledují televizní pedpov poasí; 
vdí, že vdecká meteorologie ve snaze objasnit a pedpovídat rzné meteorologické jevy na 
makroskopické úrovni vytváí rzné výpoetní modely, které pracují s objekty, které jsou na 
nižší úrovni (abstrakce) než ty, na které lidé bžn odkazují v rámci laického 
meteorologickém diskurzu; vdecká meteorologie se takto pi modelování vývoje poasí opírá 
napíklad o informace o teplot, tlaku i vlhkosti vzduchu, nikoli o samotné objekty, které se 
snaží pedpovídat. Tzn., že vdecká meteorologie pi objasování a pedpovídání 
meteorologických jev na makroskopické úrovni (tj. na úrovni srážek, oblanosti nebo síly 
vtru) nepracuje se zákonitostmi týkajícími se mrak, vtr a dalších objekt odpovídajících 
                                                 
1 „functions calling subfuncticps calling subsubfunctions and so on, until it all bottomed out in some primitives. 
Thus intelligence was thought to be hierarchically decomposable, with high-level cognition at the top driving 
low-level cognition at the bottom.“ 
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bžným pojmm laické meteorologie, ale se zákonitostmi, které se týkají objekt na nižší, 
mikroskopické úrovni. To však neznamená, že by na makroskopické úrovni žádné zákonitosti 
neexistovaly. Zcela urit existují a lovk (a nejen on) je také v mnoha rzných situacích 
využívá. Podstatné je to, že mžeme uznat existenci zákonitostí na této makroskopické 
úrovni, a nepedpokládat pitom automaticky existenci njakého formálního systému pravidel 
(definovaných na objektech makroskopické úrovn), kterými by se tyto zákonitosti ídily: 
etným pozorováním makroskopických jev jako jsou dešt, mraky apod. lze objevit adu 
zákonitostí a ty pak formulovat v podob ady formálních pravidel popisujících jejich 
chování. Nic nám ale nezaruí, že na úrovni makroskopických objekt existuje taková sada 
formálních pravidel, která by nám umožnila pesn modelovat chování tchto 
makroskopických objekt. Možná že taková pravidla vbec neexistují; možná  že chování 
makroskopických meteorologických jev prost nelze pln vysvtlit a popsat jako výpoet 
(tedy jako soubor njakých formálních pravidel) v pojmech jejich vlastní úrovn abstrakce. 
Pouení, které z toho podle Hofstadtera pro kognitivní vdu plyne, spoívá v tom, že ze 
skutenosti, že úrove mentalistického diskurzu je v mnoha pípadech vhodnou úrovní 
abstrakce k explanaci ady mentálních jev, automaticky nevyplývá, že by na této úrovni 
(nebo na jiné jí blízké úrovni) mla být také formulována výpoetní teorie tyto mentální jevy 
vysvtlující: „Kdo mže íci, zda na úrovni samotných aktivaních vzorc (ti „pojm“, 
„idejí“, „myšlenek“) existují pravidla – formální, výpoetní pravidla –, která dokáží pln 
predikovat jejich tok… [a která] umožují ignorovat vše, co se dje na nižší úrovni, a pitom 
stále poskytovat dokonalé nebo pinejmenším velice pesné pedpovdi ohledn chování 
aktivaních vzorc. Jist, existuje spousta fenomenologických pozorování, která mohou být 
formalizována tak, aby vypadala jako pravidla, která budou velice neurit popisovat chování 
tchto vysokoúrovových aktivaních vzorc. Co nám ale zaruí, že se nám podaí získat 
veškerou flexibilitu vysokoúrovové aktivity mozku a zapouzdit ji – bez jakéhokoli 
nízkoúrovového substrátu – do podoby njakých výpoetních pravidel?“1 (Hofstadter, 1985, 
s. 647) Podle implementacionalist nco takového možné je. Hofstadter (1985, s. 654) tento 
postoj nazývá booleovským snem podle anglického logika George Boolea (viz s. 44-46), který 
byl pesvden, že zákony lidského myšlení spoívají ve formálních pravidlech pro 
                                                 
1 „who can say whether there exist rules-formal, computational rules-at the level of the teams themselves (read 
“concepts”, “ideas”, “thoughts”) that are of full predictive power in describing how they will flow? I am 
speaking of rules that allow you to ignore what is going on “down  below”, yet that still yield perfect or at least 
very accurate predictions of the teams’ behavior. To be sure, there are phenomenological observations that can 
be formalized to sound like rules that will describe, very vaguely, how those highest-level teams act. But what 
guarantee is there that we can skim off the full fluidity of the top-level activity of a brain and encapsulate it-
without any lower substrate-in the form of some computational rules?“ 
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manipulaci logických výrok (tj. výrok, které jsou bu pravdivé, nebo nepravdivé), tedy že 
proud myšlenek (aktivaních vzorc) se ídí pravidly, která jsou definována na úrovni 
samotných myšlenek (aktivaních vzorc). Eliminativisté jsou naproti tomu pesvdeni, že 
výpoetní teorie vysvtlující chování aktivaních vzorc (myšlenek), které jsou nositeli 
intencionality (i sémantiky), se kterou pracuje mentalistický diskurz, musí být formulovány 
na nižší úrovni než je ta, která odpovídá bžným myšlenkám a pojmm. Myšlení je tak podle 
nich uritým statisticko-emergentním jevem ve smyslu „nenaprogramované funknosti“, která 
nepímo povstává z paralelní aktivity velkého množství subsymbolových prvk 
konekcionistického systému. V této souvislosti je užitený filozofický koncept rozdílu mezi 
systémy, které se ídí uritými pravidly (rule following behavior), a systémy, které se samy o 
sob žádnými pravidly neídí, ale jejichž chování lze pesto prostednictvím uritých pravidel 
relativn pesn popsat (rule described behavior). asto uvádným píkladem jsou planety, 
jejichž pohyb lze s pomocí uritých pravidel velice pesn popsat a vypoítat, a to pesto, že 
se planety samy o sob žádnými pravidly neídí a svoje obžné dráhy nijak nepoítají. Toto 
pravidly popsatelné chování planet je dsledkem chování jiných objekt (atom, molekul), 
které se již uritými pravidly skuten ídí. Pravidelnosti v chování planet jsou takto pouhým 
epifenoménem pravidel, kterými se ídí objekty na nižší úrovni analýzy než jsou samotné 
planety. Stejnou úvahu pak lze aplikovat i na vztah symbolových a konekcionistických 
systém: Tok aktivaních vzorc (myšlenek tvoících obsah vdomého a introspekcí 
nahlédnutelného myšlení) lze asto popsat prostednictvím souboru pravidel, kterými se však 
aktivaní vzorce samy o sob neídí; pravidelnosti v jejich toku jsou pouze epifenoménem 
pravidel, kterými se na nižší úrovni analýzy skuten ídí (tj. jakoby „konzultují“ s nimi svoji 
innost) jednotlivé funkní jednotky konekcionistického systému. Tento rozdíl lze v ideálních 
podmínkách asto „beztrestn“ ignorovat; existují ovšem situace, kdy se výbr špatné úrovn 
abstrakce k formulování výpoetní (formální) teorie daného jevu zeteln projeví.          
     Tento spor mezi eliminativisty a implementacionalisty lze bez njakého velkého 
interpretaního násilí pirovnat ke stedovkému filozofickému sporu o univerzálie. V obou 
dvou pípadech se jedná o spor ohledn povahy urité tídy pojm; rozdíl spoívá pouze 
v tom, o jakou tídu pojm se jedná a o jakou jejich povahu se spor vede: Ve stedovku se 
spor vedl mezi realisty a nominalisty o to, zda obecné pojmy (univerzálie) jako „pes“ i 
„židle“ mají svojí vlastní nezávislou existenci, tedy zda skuten existují, podobn jako 
platónské ideje (realistická pozice), nebo zda se jedná pouze o abstrakta i jména, která 
existují jen v lidských myslích jako užitené nálepky, které ekonomizují potýkání se 
s nekonenou rozmanitostí svta pedmt a událostí (nominalistická pozice) (Blecha, 1996). 
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Ve sporu eliminativist a implementacionalist pak jde o rozdíl v názoru na to, zda pojmy 
mentalistického diskurzu mají i nemají výpoetní povahu, tedy zda vystupují jako svébytné 
objekty operací mentálního výpotu, nebo jestli se jedná pouze o více i mén užitené 
nálepky, které jsou jen pibližným popisem toho, co se dje bhem mentálního výpotu. 
     Vedle tradiního eleminativistického a implementacionalistického pístupu zde existuje 
ješt „tetí cesta“, která vychází z pedpokladu, že lidská mysl má hybridní povahu a že se 
tedy skládá zárove jak z ist konekcionistického systému tak i ze systému ist 
symbolového. Píkladem takového pístupu je Smolenskyho (1988) koncepce dvou druh 
mentálních procesor. Podle Smolenskyho má primárn velká ást poznatk, se kterými 
lovk pracuje, povahu lingvistických reprezentací, které Smolensky nazývá „kulturními 
poznatky“ (cultural knowledge). Tyto poznatky pak lidé využívají prostednictvím uritého 
virtuálního stroje (implementovaného na konekcionistickém hardwaru), který manipuluje 
vnitními koreláty tchto lingvistických reprezentací v souladu s pravidly definujícími danou 
problémovou doménu. Tento virtuální stroj Smolensky ztotožuje se sériovým, pomalým a 
vdomým myšlením, které všichni dobe znají na základ introspekce, a nazývá ho vdomým 
interpretem pravidel (conscious rule interpreter). Druhým typem mentálního procesoru je tzv. 
intuitivní procesor (intuitive processor). Rozdíl mezi obma procesory spoívá v objektech, 
se kterými pracují. Zatímco syntaktickými objekty výpoetních operací vdomého procesoru 
jsou lingvistické reprezentace používané k popisu rzných problémových domén, 
syntaktickými objekty intuitivního procesoru jsou distribuované reprezentace rzných 
„mikrocharakteristik“, které mají k sémantickým entitám bžného diskurzu vztah ponkud 
volnjší.  To jinými slovy znamená, že vdomý procesor je na rozdíl od intuitivního procesoru 
sémanticky transparentní: syntax a sémantika program, které bží na vdomém procesoru, 
tsn korespondují s lingvistickým popisem problémových domén, což v pípad program 
bžících na intuitivním procesoru neplatí. Vdomý procesor je podle Smolenskyho 
odpovdný za specificky lidské kognitivní schopnosti spadající do oblasti abstraktního 
myšlení, zatímco intuitivní procesor, který je odpovdný za „percepci, motoriku, plynulé 
jazykové chování, intuici pi ešení problém a hraní her… zkrátka prakticky za veškerý 
zkušený a rutinní výkon“1 (Smolensky, 1988, s. 5), má lovk spolený z adou dalších, 
vývojov nižších živoich. 
     Pechod od sémanticky transparentního zpracovávání informací (vdomého procesoru) 
k sémanticky netransparentnímu zpracovávání informací (intuitivního procesoru) pitom 
                                                 
1 „…perception, practiced motor behavior, fluent linguistic behavior, intuition in problem solving and game-
playing. In short, practically all of skilled performance.“ 
 104 
podle Smolenskyho není náhlý (ve stylu bu/anebo), ale spíše pozvolný, kdy subsymbolový 
(intuitivní) procesor (který tvoí základní výpoetní architekturu lidského kognitivního 
systému) mže v rzných situacích více i mén úspšn aproximovat chování symbolového 
(vdomého) procesoru, který manipuluje syntaktickými objekty odpovídajícími pojmm 
bžného diskurzu. ím vtší je dimenzionální posun (viz s. 94-95) mezi sémantikou prvk 
konekcionistického systému a sémantikou objekt symbolového systému, tím je tato 
aproximace problematitjší a jen velice pibližná. Podle Smolenskyho lze tento koncept 
(aproximace chování symbolového systému systémem konekcionistickým) uchopit nejlépe 
tak, že budeme tradiní symbolové modely kognitivních funkcí považovat za pouhý popis 
kompetence kognitivního systému, tedy za popis schopnosti kognitivního systému ešit urité 
problémy za ideálních podmínek, kdy má kognitivní systém k dispozici všechny potebné 
vstupní informace a kdy má na jejich zpracování neomezené množství asu. Tento popis 
kompetence kognitivního systému má podobu specifikace tzv. „tvrdých“ omezení (hard 
constraints) výpoetního procesu v pojmech bžného diskurzu. Smolensky jako píklad 
takových tvrdých omezení uvádí jednoduchou rovnici Ohmova zákona U (elektrické naptí) 
= I (elektrický proud) x R (elektrický odpor), kterou se v njaké podob musí ídit každý 
kognitivní systém, jehož úkolem je dávat odpovdi na otázky typu Jestliže se zvýší elektrický 
odpor, jaký vliv to bude mít na hodnotu elektrického naptí? Zvýší se, sníží se, nebo zstane 
stejná? Jiným píkladem by mohla být omezení, kterým musí vyhovt jakýkoli naviganí 
systém, jehož základní funkcí je odpovídat na otázku typu Kde se práv nacházím? Hutchins 
(1995) takto hovoí o dvou základních omezeních, jejichž kombinací (souasným 
respektováním) naviganí systém plní svou základní funkci: Prvním omezením je tzv. linie 
pozice (line of position), která vzniká kombinací známé pozice a daného smru; takže jestliže 
vím, že bod B se nachází v uritém smru od známé pozice bodu A, potom vím, že bod B se 
bude nacházet nkde na pímce vedené  v  daném  smru  z bodu  A  (viz  obrázek  39). 
Samotná znalost linie pozice ovšem k pesné lokalizaci nestaí. Je zapotebí dalšího omezení, 
kterým je tzv. okruh pozice (circle of position), který vzniká kombinací známé  pozice  a  
udané vzdálenosti;  jestliže vím, že bod B se nachází v urité vzdálenosti od známé pozice 
bodu A, potom vím, že bod B se bude nacházet nkde na obvodu kružnice s daným 
polomrem a stedem v bodu A (viz obrázek 40). Rznou  kombinací  tchto  dvou  
jednodimenzionálních  omezení  lze vytvoit dvojdimenzionální  omezení,  které pesn  
lokalizuje  pozici  na  2D  ploše  (viz  obrázek 41). Naviganí systém krom otázky, kde se 
lovk práv nachází, odpovídá rovnž na otázky typu Jsme-li práv tam, kde jsme, jak dál 




Obrázek 39: Grafické a schematické znázornní omezení linie pozice (line of position constraint). (s úpravami 





Obrázek 40: Grafické a schematické znázornní omezení okruhu pozice (circle of position constraint). (s 




   
 
Obrázek 40: Schematické znázornní rzných zpsob kombinace jednodimenzionálních omezení. (s úpravami 
pevzato z Hutchins, 1995, s. 53)  
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jsme, kam se dostaneme, jestliže budeme postupovat daným  zpsobem?  U  první  otázky  se  
používají  informace  o lokalizaci dvou míst k urení poziního vztahu (smru a vzdálenosti)  
mezi nimi; u druhé otázky se pak používají informace o lokalizaci jednoho místa a o poziním 
vztahu k urení lokalizace druhého místa. V pípad obou otázek se tedy jedná o poziní 
vztah mezi dvma místy (tzv. omezení pozice a pesunutí, position-displacement constraint). 
Vztah mezi tmito temi omezeními lze vyjádit pomocí jednoduchého schématu (viz obrázek 
40a), kde specifikace jakýchkoli dvou položek umožuje pesné urení i tetí položky. 
Poslední omezení, se kterým naviganí systém pracuje, se týká vztahu mezi asem, rychlostí a 
vzdáleností (distance-time-rate constraint, viz obrázek 40b). Stejn jako v pípad omezení 
pozice a pesunutí i zde znalost jakýchkoli dvou položek jednoznan specifikuje hodnotu 
tetí položky. Toto omezení naviganímu systému umožuje odpovídat na otázky typu 
Jestliže za 1 hodinu urazím v prmru 60 km, jak daleko se dostanu za 6 hodin nepetržité 
plavby? nebo Jak dlouho mi bude trvat cesta do 100 km vzdáleného msta, jestliže ujedu 25 
km za hodinu?  
 
              
                                      a                                                                     b 
Obrázek 41: a) Schematické znázornní omezení pozice a pesunutí (position-displacement constraint). b) 
Schematické znázornní omezení rychlosti, vzdálenosti a asu (distance-rate-time constraint). (s úpravami 
pevzato z Hutchins, 1995, s. 55, 57)  
 
     Za ideálních podmínek, kdy jsou k dispozici všechny potebné vstupní informace a kdy je 
na jejich zpracování neomezené množství asu, se bude chování symbolového a 
konekcionistického systému shodovat. Za jiných než ideálních podmínek se však chování 
obou systém bude lišit, nebo pestože je v ideálním pípad chování konekcionistického 
systému popsatelné jako vyhovující tvrdým omezením, ve skutenosti konekcionistický 
systém své výpoty provádí tak, že respektuje velké množství tzv. „mkkých“ omezení (soft 
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constraints) v podob numericky kódovaných vah spoj mezi uzly sít, jejichž sémantika 
pímoae nekoresponduje s pojmy, kterými je obvykle charakterizována daná problémová 
doména, resp. kompetence ešit problémy v této oblasti. Tento rozdíl se mže projevit 
napíklad tak, že zatímco symbolový systém pi absenci i poškození nkterých vstupních 
informací pozbude své kompetence ešit daný typ problém, konekcionistický systém si i 
v tchto neideálních podmínkách uchová schopnost vyprodukovat njaký „rozumný“ výstup 
(viz také odolnost konekcionistických systém vi chybným nebo neúplným vstupním 
informacím na stranách 91 a 93). Smolensky tento vztah pirovnává ke vtahu mezi klasickou, 
newtonovskou fyzikou a kvantovou fyzikou: Fyzikální svt je ve své podstat kvantový 
systém, který se za uritých podmínek jeví být newtonovským systémem (kde se objekty 
nacházejí vždy práv na jednom míst…); podobn je kognitivní systém ve své podstat 
konekcionistickým systémem, který se za uritých podmínek (nad hranicí 100 milisekund?) 
jeví být systémem symbolovým. Podobn Rumelhart a McClelland (1986c, s. 125) tvrdí, že 
„konvenní symbolové procesní systémy jsou makroskopickými popisy, které jsou analogiemi 
newtonovské mechaniky, zatímco…[konekcionistické] modely nabízejí více mikroskopický 
popis, který je analogií kvantové teorie… [a] makroskopická úrove popisu mže být pouze 
aproximací teorie, která je více mikroskopická.“1 „Rozdíl mezi obma popisy je [pitom] 
patrný až v extrémních podmínkách…, takže v mnoha pípadech je klasický [symbolický] 
pohled dobe fungující aproximací. Jenže funknost a skutenost jsou dv odlišné vci.“ 
(Greene, 2006, s. 20)                
 
1.2.3.5 Distribuované kognitivní systémy 
 
     Ponkud odlišný pohled na povahu výpoetní architektury lidské mysli nabízí teorie 
distribuované kognice (theory of distributed cognition), podle které se funkní prvky 
lidského kognitivního systému nenacházejí pouze uvnit mozku, ale také ve vnjším prostedí, 
napíklad v podob rzných kognitivních artefakt (viz také oddíl „1.2.1.2 Historický a 
kognitivn antropologický kontext formálních systém“). Práv tato distribuce výpoetních 
proces mezi biologické a nebiologické struktury má podle této teorie vysvtlovat vysoce 
specifický kognitivní profil lovka. Ten na jedné stran exceluje v takových úlohách jako je 
senzomotorická koordinace, rozpoznávání rzných objekt, orientace v prostoru apod. a na 
                                                 
1 „…conventional symbol processing models are macroscopic accounts, analogous to Newtonian mechanics, 
whereas our models offer more microscopic accounts, analogous to quantum theory.... Through a thorough 
understanding of the relationship between the Newtonian mechanics and quantum theory we can understand that 
the macroscopic level of description may be only an approximation to the more microscopic theory.“ 
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stran druhé je schopen (ovšem již s jistým sebezapením a s vynaložením nemalé duševní 
námahy a úsilí) abstraktního a sekvenního myšlení, napíklad v podob plánování 
posloupnosti dílích krok vedoucích k njakému vzdálenému cíli. Jak již bylo uvedeno 
v pedchozích dvou oddílech, k modelování vdomého sériového usuzování jsou vhodné 
pedevším klasické symbolové systémy, zatímco k modelování (vtšinou) nevdomých 
kognitivních proces spojených se senzomotorickou koordinací, s percepcí a rozpoznáváním 
rzných objekt jsou vhodnjší konekcionistické systémy. Vzhledem k tomu, že biologický 
substrát lidského kognitivního systému je podle všeho konekcionistickým systémem, vzniká 
tak problém, jak z konekcionistického stroje „dostat“ nco jako je vdomé sériové usuzování, 
které lovk bžn používá pi ešení rzných abstraktních problém.  
     Podle teorie distribuované kognice ešení tohoto problému spoívá v propojení dynamiky 
konekcionistického systému s dynamikou a strukturou vnjšího prostedí. Toto propojení 
lze ilustrovat na píklad procedury dlouhého násobení s pomocí tužky, papíru a symbolické 
notace: Vtšina lidí se bez vtších problém dokáže nauit nazpam výsledky malé 
násobilky, takže v pípad zadání úlohy jako je „6 x 7“ dokáží velice rychle a bez njakého 
velkého pemýšlení pijít se správnou odpovdí („42“). Tuto schopnost lze snadno realizovat 
prostednictvím konekcionistického systému, který je schopen velice úspšn rozpoznávat a 
kompletovat rzné neúplné vzorce a struktury nacházející se ve vnjším prostedí. Násobení 
vtších ísel, nap. „7654 x 563“, však již pedstavuje mnohem obtížnjší problém, pi jehož 
ešení si lidé obvykle pomáhají tím, že používají tužku, papír a njakou symbolickou notaci 
k zápisu dílích mezivýsledk malé násobilky („3 x 4“, „3 x 5“…), jejichž soutem se lovk 
dobere koneného ešení. Lidé takto komplexní problém zredukují na posloupnost nkolika 
jednodušších problém, pi jejichž ešení si vystaí se schopnostmi, které podporuje jejich 
základní biologický hardware. To, co vtšin lidí umožuje si poradit s násobením velkých 
ísel, je tak tedy propojení jejich základního biologického hardwaru s externím pamovým 
médiem. Rumelhart a kol. (1986a, s. 46) k tomu poznamenávají, že „toto je skutené 
zpracovávání symbol…, primární zpracovávání symbol, kterého jsme schopni. Z tohoto 
pohledu se vnjší prostedí stává klíovým rozšíením naší mysli.“1  
     astým poítáním podobných píklad se lovk mže asem nauit provádt takové 
výpoty i tzv. „z hlavy“, tedy již bez pomoci tužky a papíru. Tuto schopnost poítat „z hlavy“ 
umožuje mentální simulace té innosti, kterou lovk díve provádl s pomocí vlastních oí 
a rukou: Opakovaným provádním výpot na papíe si lovk asto nakonec osvojí 
                                                 
1 „This is real symbol processing and, we are beginning to think, the primary symbol processing that we are able 
to do. Indeed, on this view the external environment becomes a key extension to our mind.“ 
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schopnost manipulovat ve své pedstavivosti mentálním modelem symbolického zápisu 
mezivýsledk stejným zpsobem, jakým díve manipuloval symboly skuten zapsanými na 
kusu papíru. Touto mentální simulací proces ve vnjším prostedí tak lovk dokáže 
internalizovat kognitivní funkce, které mají jinak svj zdroj v manipulaci s reálnými objekty 
ve vnjším prostedí. Dležitá je zde ta skutenost, že tato vnitní mentální manipulace se 
symboly má jinou povahu než manipulace s vnitními symboly, o které se hovoí v souvislosti 
s tradiními symbolovými systémy: Zatímco v pípad symbolových systém je manipulace 
s vnitními symboly považována za samotnou podstatu výpoetní architektury lidské mysli, 
v pípad mentáln simulované manipulace s vnjšími symboly se jedná pouze o simulaci 
jistých proces ve vnjším prostedí, která je realizována konekcionistickým výpoetním 
systémem (tj. lidským mozkem).         
     Podle zastánc teorie distribuované kognice je celá tradiní kognitivní vda založena na 
chybné a zavádjící projekci kognitivních vlastností celého distribuovaného kognitivního 
systému - sestávajícího z biologického výpoetního hardwaru a ze struktury a dynamiky 
vnjšího prostedí - pouze do jedné jeho komponenty, totiž do biologického výpoetního 
hardwaru. Hutchins (1995) upozoruje, že zdroj této chyby lze vysledovat až k Alanu 
Turingovi, konkrétn k jeho práci na formalizaci pojmu výpotu v podob Turingova stroje, 
jehož výpoetní architektura (konený automat + nekonen dlouhá pamová páska) se stala 
pedobrazem výpoetní architektury moderního digitálního poítae (CPU + pam). Ten 
v tradiní kognitivní vd hraje roli paradigmatického modelu výpoetních operací lidské 
mysli. To, že poíta mže tuto roli hrát, je podle pedstavitel tradiní kognitivní vdy dáno 
tím, že „poíta byl vytvoen k obrazu lovku“1 (Simon, Kaplan, 1989). Pomyslným 
demiurgem, který je za tento „akt stvoení“ zodpovdný, je práv Turing, který si na základ 
pelivé introspektivní analýzy posloupnosti svých vlastních myšlenkových pochod bhem 
provádní numerických výpot a ešení rzných matematických problém uvdomil, že 
výpoet – jakkoli komplikovaný - je pouze postupnou a systematickou aplikací nkolika málo 
primitivních manipulaních operací na symbolické struktury. Tento svj náhled Turing vtlil 
do imaginárního výpoetního zaízení (Turingova stroje), které dokáže všechny tyto operace 
provádt zcela automaticky bez jakéhokoli zásahu lidského operátora. Funkní architektura 
tohoto imaginárního zaízení se pozdji stala pímou inspirací pro konstrukci moderního 
digitálního poítae. Díky tomuto „rodokmenu“ se poíta mže pyšnit hrdým titulem 
„výsadního modelu lidské mysli“. Problém s tímto zakladatelským mýtem spoívá v tom, že 
                                                 
1 „The computer was made in the image of human.“ 
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skuteným kognitivním systémem, který stál poítai modelem, byla fyzická osoba, která 
fyzicky manipulovala symboly na kusu papíru s pomocí svých rukou a oí. A práv tato 
vizuální a manuální interakce matematika i logika s hmotným svtem (v podob rzných 
symbolických struktur) provádla daný výpoet, nikoli samotný matematik nebo logik. Jinými 
slovy, máme-li zde njaké symboly a lovka, který s nimi fyzicky manipuluje, potom jsou 
kognitivní operace, které lovk bhem fyzické manipulace symbol provádí, naprosto 
odlišné od kognitivních operací celého systému, který se skládá z lovka a symbolických 
struktur, se kterými lovk ve vnjším prostedí manipuluje: „Vlastnosti lovka v interakci se 
symboly realizují uritý druh výpotu. To ale neznamená, že by se tento výpoet odehrával 
také uvnit hlavy tohoto lovka.“1 (Hutchins, 1995, s. 361) Hutchins (1995, s. 361-362) jako 
ilustraci tohoto efektu uvádí Searlv „ínský pokoj“ (viz obrázek 42) - myšlenkový 
experiment, který Searle pvodn vytvoil jako argument pro podporu svého tvrzení, že 
dodržování syntaktických pravidel nepostauje k reprodukci všech sémantických 
charakteristik mentálního života lovka. Podstata tohoto myšlenkového experimentu je 
následující: John Searle, který umí pouze anglicky, je uzaven v njaké místnosti. Skrze tenký 
otvor ve dveích mohou ínští rodilí mluví do této místnosti odesílat rzné etzce ínských 
znak, které mohou znamenat jakékoli tvrzení i otázku v ínském jazyce. Stejným otvorem 
mže  Searle  zase  posílat  etzce  ínských  znak  ven.  Searle  pitom  dokáže  na dotazy a 
 
Obrázek 42: Searlv „ínský pokoj“. 
                                                 
1 „The properties of the human in interaction with the symbols produce some kind of computation. But that does 
not mean that computation is happening inside the person’s head.“  
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tvrzení ínských rodilých mluvích reagovat sestavením a zasláním takových etzc 
ínských  znak, které vedou  ínské  rodilé  mluví  k   pesvdení,  že  v místnosti  se  musí  
nacházet  nkdo,  kdo  ínštin opravdu dobe rozumí. Searle však ínštin ve skutenosti 
vbec nerozumí; ínské znaky jsou pro nj pouze nesmyslnými klikyháky. Avšak Searle má 
v místnosti vedle tí koš s ínskými znaky také knihu pravidel, která mu dává jednoznané 
instrukce, jaké etzce ínských znak má vybrat a jakým zpsobem je má sestavit a následn 
odeslat v reakci na pijetí jiných etzc ínských znak z vnjšího svta. Podle Searla tento 
myšlenkový experiment1 dokazuje, že pestože se pokoj jako celek chová zpsobem, který 
budí dojem, že rozumí ínštin, ve skutenosti pokoj, ani nic jiného v nm ínštin vbec 
nerozumí. Hutchins však tento myšlenkový experiment využívá k ponkud odlišnému úelu 
než Searle. Podle nj lze na nm velice dobe ilustrovat to, jak se kognitivní charakteristiky 
distribuovaného kognitivního systému mohou lišit od kognitivních vlastností jedné jeho 
komponenty: Zatímco samotný John Searle neumí ínsky ani slovo, pokoj jako celek, tj. 
Searle + ínské znaky + kniha pravidel, se zdá ínštin rozumt.                 
 
 
Obrázek 43: Searlv „ínský pokoj“ názorn ilustruje, jak zásadním zpsobem se mohou lišit kognitivní 
charakteristiky distribuovaného kognitivního systému jako celku a kognitivní charakteristiky jedné jeho dílí 
komponenty.   
                                                 
1 Jakousi obdobu Searlova myšlenkového experimentu skuten zrealizovali Newell se Simonem, když svj 
první poítaový program modelující lidskou kognici, Logického teoretika (Logic Theorist), implementovali 
prostednictvím skupiny lidí, z nichž každý ml na starost realizaci njakého jednoduchého podprogramu 
zapsaného na  malé kartice: „Každému lenovi skupiny jsme dali jednu z kartiek, takže každá osoba se stala 
souástí poítaového programu Logického teoretika – podprogramem, který plnil uritou speciální funkci, nebo 
byl prvkem jeho pamti. Úkolem každé úastníka bylo vykonat svj podprogram nebo dát k dispozici obsah své 
pamti, kdykoli byl volán procedurou o úrove výš, která byla zrovna aktivní. Takto jsme byli schopni simulovat 
chování Logického teoretika s pomocí poítae sestaveného z lidských souástek… Jednotlivé osoby nebyli o nic 
více zodpovdné… než Platónv Menon, pesto byly [tyto osoby] úspšné pi dokazování teorém, které jim byly 
pedloženy.“ (Simon, 1991, s. 207)              
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     Nazíráno z této perspektivy se pak zdá, že podstata Turingova objevu spoívá v tom, že je 
možné abstrahovat od konkrétního zpsobu, jakým skutený matematik realizuje výpoet 
(totiž jako fyzickou manipulaci symbol prostednictvím svých oí a rukou), a že to podstatné 
je pouze systematická aplikace transformaních operací na etzce symbol. To potom 
znamená, že matematika lze z celého výpoetního procesu odstranit a celý proces manipulace 
symbol zautomatizovat prostednictvím njakého výpoetního stroje (poítae). Ten ovšem 
nemodeluje ty kognitivní procesy, které matematik skuten používá pi fyzické manipulaci 
symbol nacházejících se ve vnjším prostedí, ale modeluje pouze abstraktní manipulaci 
symbol, resp. to, co vykonává distribuovaný kognitivní systém jako celek, který se skládá 
z matematika a njakého formálního systému, se kterým matematik podle uritých pravidel 
manipuluje (a tak nco poítá). Tzn. že poíta není modelem kognitivních proces 
individuální lidské mysli, ale širšího, distribuovaného kognitivního systému: 
„Matematik,…který byl v interakci s hmotným svtem, není [ poítaový] systémem ani 
modelován, ani v nm není niím jiným nahrazen. Tato osoba v systému automatické 
manipulace symbol jednoduše chybí. To, co je modelováno, je abstraktní výpoet 
realizovaný manipulací symbol. […]   Architektura fyzikálního symbolového systému [tak] 
není modelem individuální kognice [, ale] modelem funkce sociokulturního systému, ze 
kterého byl odstrann lidský initel.“1 (Hutchins, 1995, s. 363)  To, že si tradiní kognitivní 
vda tohoto nebyla vdoma a že považovala poíta za pimený model lidské mysli, vedlo 
nakonec k tomu, že to, co díve bylo vn kognitivního systému, tj. rzné symbolické 
struktury, se najednou ocitlo uvnit kognitivního systému a stalo samotným jádrem jeho 
výpoetní  architektury (viz obrázek 44). Mozek, který prostednictvím oí a rukou provádl 
veškerou fyzickou manipulaci se symbolickými strukturami ve vnjším prostedí, tak byl 
nahrazen poítaem provádjícím manipulace s „odtlesnnými“ symbolickými strukturami 
nacházejícími se uvnit samotného kognitivního systému. Tímto došlo k tomu, že se symboly 
pesunuly z vnjšího prostedí dovnit lidské mysli (nyní symbolového systému) a že se lidská 
mysl svým zpsobem oddlila od vnjšího prostedí (nyní pouze zdroje vstupních informací  
specifikujících problémovou situaci a místa pro realizaci vypoítaného ešení problému): 
„Symbolové systémy jsou vnitním prostedím - chránným ped vnjším svtem -, ve kterém 
                                                 
1 „The mathematician who was a person interacting with a material world is neither modeled by this system nor 
replaced in it by something else. The person is simply absent from the system that performs automatic symbol 
manipulation. What is modeled is the abstract computation achieved by the manipulation of the symbols. […] 
The physical-symbol system architecture is not a model of individual cognition. It is a model of the operation of 
a sociocultural system from which the human actor has been removed.“     
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mže probíhat zpracovávání informací ve služb [potebám] organismu.“1 (Newell a kol., 
1989, s. 107)  
     To, co podle zastánc teorie distribuované kognice (Lave, 1988; Donald, 1991; Kirsh, 
Maglio, 1994; Hutchins, 1995; Clark, 1997) dlá lidský kognitivní profil jedineným, je jeho 
schopnost vytváet a využívat rzné podprné struktury ve vnjším prostedí k transformaci 
povahy rzných problémových prostor, tak aby se tyto staly zvládnutelné i s pomocí 
relativn omezeného kognitivního profilu lidského mozku. Tyto podprné struktury se   
nazývají kognitivní artefakty i nástroje  mysli (viz oddíl „1.2.1.2  Historický  a  kognitivn 
                    
 
Obrázek 44: Základní chyba tradiní kognitivní vdy, která pedpokládá, že lidská mysl je druh symbolového 
procesoru, spoívá v tom, že zamnila kognitivní profil distribuovaného kognitivního systému - skládajícího se 
z mozku a z ady podprných struktur vnjšího prostedí - za kognitivní profil samotného mozku. Výpoetní 
architektura moderního digitálního poítae, pro kterou je charakteristické striktní oddlení procesoru a pamti, 
odráží oddlení mozku od podprných struktur ve vnjším prostedí v distribuovaném kognitivním systému, jehož 
je poíta skuteným modelem. „Poíta [takto] nebyl vytvoen k obrazu lovka…[, ale] k obrazu formálních 
manipulací abstraktních symbol. A posledních 30 let kognitivní vdy lze chápat jako snahu pedlat lovka 
k obrazu poítae.“2 (Hutchins, 1995, s. 363)    
                                                 
1 „Symbol systems are an interior milieu, protected from the external world, in which information processing in 
the service of the organism can proceed.“ 
2 „The computer was not made in the image of the person. The computer was made in the image of the formal 
manipulations of abstract symbols. And the last 30 years of cognitive science can be seen as attempts to remake 
the person in the image of the computer.“  
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antropologický kontext formálních systém“), které v kombinaci se základními výpoetními 
operacemi lidského mozku vytváejí širší systém, který je schopen se úspšn vypoádávat s 
problémy, které by jinak byly pro „holý“ mozek nezvladatelné; asi tak jako když lovk 
vybavený nžkami najednou zane být schopen ešit úlohy, které doposud byly zcela mimo 
jeho dosah (napíklad ist a pesn rozplit list papíru). Jak k tomu poznamenává Dennett 
(2004b, s. 96), „užívání nástroj je dvousmrným znakem inteligence; nejenom že rozpoznat a 
ovládnout nástroj (o vyrobení ani nemluv) vyžaduje inteligenci, ale nástroj i udluje 
inteligenci tm, kdo mají to štstí, že jim byl njaký dán“. Asi nejvýznamnjším nástrojem 
mysli je pitom jazyk; ten dává abstraktním vztahm a objektm podobu snadno 
identifikovatelných a manipulovatelných objekt, se kterými si dokáží dobe poradit vrozené 
schopnosti lidského mozku sledovat a rozpoznávat rzné struktury, ímž jazyk zpístupuje 
jinak velice obtížn uchopitelné problémové domény (vetn vlastního myšlení, tj. myšlení o 
myšlení; viz také s. 35-36). Clark (1998a, s. 162) takto jazyk charakterizuje jako druh 
„vnjšího artefaktu, jehož… adaptivní hodnota ásten spoívá v jeho roli, kterou hraje v 
transformaci tch druh výpoetních prostor, se kterými se naše biologické mozky musí 
potýkat pi ešení uritých druh problém nebo pi realizaci uritých komplexních 
projekt.“1   
     Toto pojetí ešení rzných problém jako procesu, ve kterém jsou úzce provázány vnitní 
kognitivní operace s nejrznjším podprnými strukturami ve vnjším prostedí, je v ostrém 
rozporu s tradiním, odtlesnným pojetím plánování jako úplné vnitní (mentální) 
specifikace posloupnosti inností, kterou staí pouze zrealizovat ve vnjším svt, aby se 
dosáhlo vyteného cíle. Plán ešení njakého problému je tak v tradiním pojetí jakousi 
vnitní obdobou sady instrukcí pro uvaení polévky i sestavení njakého kusu nábytku a 
vnjší prostedí zde slouží pouze jako zdroj vstupních informací, které specifikují daný 
problém, a jako prostor, kde se realizuje dopedu vytvoený plán posloupnosti inností 
vedoucích k danému cíli. Když se ale podíváme na zpsob, jakým lidí skuten plánují 
jednotlivé kroky pi ešení rzných problém, uvidíme, že se zde tém vždy vyskytuje 
komplexní souhra mezi vnitním plánem inností a podprnými strukturami ve vnjším 
prostedí.          
     Tento rozdíl mezi dvma pístupy k ešení problém, k plánování a k lidské kognici 
obecn zachytili kognitivní vdci David Kirsh a Paul Maglio (1994) v konceptu tzv. 
                                                 
1 „Public language… is a species of external artifact whose current adaptive value is partially constituted by its 
role in re-shaping the kinds of computational space that our biological brains must negotiate in order to solve 
certain types of problems, or to carry out certain complex projects.“ 
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pragmatických  a epistemických inností. Zatímco pragmatické innosti jsou provádny za 
tím úelem, aby se svt zmnil co možná nejvíce smrem k žádoucímu stavu, tedy smrem 
k njakému pedem stanovenému cíli (napíklad lovk si takto nejdíve musí sundat kabát, 
než si mže sundat triko), epistemické innosti jsou innostmi, jejich primárním úelem je 
zmnit povahu úkol, kterým lidská mysl elí, tak aby pro ni byly co možná nejjednodušší. 
V obou dvou pípadech tedy lovk njak fyzicky jedná ve svt, ale v pípad epistemických 
inností jsou tou hlavní motivací kognitivní poteby související se získáváním a 
zpracováváním informací. 
     O epistemických innostech Kirsh (1995a, 1996) také asto hovoí jako o tzv. 
komplementárních innostech i strategiích, které doplují vnitní mentální procesy a jsou 
vnjší komponentou interaktivního kognitivního procesu. Podstatou takových 
komplementárních inností je podle Kirshe to, že nkdy tím nejlepším zpsobem, jak vyešit 
njaký kognitivní problém, je pizpsobit svt svým vlastním schopnostem a nikoli snažit se 
pizpsobovat své schopnosti okolí. Tuto strategii Kirsh (1995a) ilustruje na nkolika 
z každodenního života velice dobe známých situacích: Bude-li mít napíklad lovk ped 
sebou fotografii njaké osoby a ta fotografie bude vzhru nohama, jeho pirozenou reakcí 
bude to, že vezme fotografii do ruky a otoí ji o 180 stup, nebo tvá lovka lze rozpoznat 
a identifikovat mnohem snáz, když se nachází v obvyklé poloze (viz obrázek 45). lovk 
takto k usnadnní percepce a identifikace lidské tváe realizuje innost, která pizpsobuje 
svt jeho vrozeným percepním schopnostem. Podobn když lovk dostane za úkol nauit se 
nazpam  adu  písmen,  napíklad  RJVZPLKIVZUPHVMCRD,  nejdíve  bez   možnosti se  
 
          
 
Obrázek 45: Tvá herce Miroslava Donutila dokáže lovk (znalý eského kulturní prostedí) identifikovat 
mnohem snáze a rychleji, jestliže si jeho fotografii nejdíve otoí do obvyklé polohy.  
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písmen jakkoli dotýkat a manipulovat s nimi a potom s možností si písmena libovoln 
peuspoádat, je vysoce pravdpodobné, že v druhém pípad brzy objeví zpsob, jak 
peuspoádat adu písmen tak, aby mohl zlepšit svj pamový výkon. Jedním takovým 
zpsobem by mohlo napíklad peuspoádání písmen do nkolika skupinek po tech (RJV 
ZPL KIV ZUP HVM CRD); jinou možností by bylo jejich uspoádání podle abecedy 
(CDIJKLMPPRRUVVVZZ). V pípad, že bude mít lovk za úkol urit poet vtšího 
množství drobných teek (napíklad .…………………………………………..), tak lovk 
celkem pirozen a bez njakého velkého pemýšlení šáhne po tužce nebo použije svj vlastní 
prst, aby si pomohl s fixováním svého zraku a své pozornosti, a aby tak omezil rušivý vliv 
sousedních teek. Celý trik spoívá v tom, že lovk nepoítá pímo teky samotné, ale spíše 
pohyb tužky i prstu sledujícího jednotlivé teky, nebo teky jsou stále píliš drobné na to, 
aby se daly poítat pímo, ale nejsou píliš drobné na to, aby je nebylo možné sledovat 
s pomocí tužky nebo prstu. Všem výše uvedeným píkladm komplementárních inností je 
spolené to, že vždy vedou k njaké zmn ve vnjším prostedí, která zpsobila zmnu 
povahy problému, se kterým je konfrontována lidská mysl. Kirsh (1995a, s. 212) takto 
definuje komplementární strategie jako „jakoukoli organizující innost, která využívá vnjších 
struktur k redukci kognitivní zátže“. Tyto vnjší struktury mohou zahrnovat prsty nebo ruce, 
tužku, papír, abakus, pravítko, rzné symbolické notace, grafy a mnoho dalších prvk, které 
se teoreticky mohou vyskytovat v bezprostedním okolí lovka. Typickými organizujícími 
innostmi jsou pak ukazování, upravování místa a orientace rzných pedmt, vypisování 
rzných údaj na papír, manipulace s abakem i s pravítkem nebo s jinými kognitivními 
artefakty, které dokáží kódovat stav njakého kognitivního procesu nebo usnadnit percepci 
informací podstatných z hlediska ešení daného problému. Kognitivní zisky pak vtšinou 
spoívají ve vyšší rychlosti ešení problému, ve schopnosti ešit komplexnjší problémy, ve 
snížení pravdpodobnosti chyby pi realizaci njakého plánu innosti a ve schopnosti se 
vypoádat s rznými rušivými vlivy (distraktory), které jinak stžují ešení problému. 
     Hlavní pínos komplementárních strategií tedy spoívá v tom, že umožují lovku ešit 
rzné typy problém, které by jinak byly pro kognitivní schopnosti niím „neozbrojeného“ 
mozku nezvladatelné. Dennett (2004b, s. 124) takto cituje Dahlboma: „Stejn jako nelze moc 
truhlait jenom holýma rukama, nejde ani moc myslet jenom holým mozkem.“    
Komplementární strategie tohoto efektu dosahují tak, že využívají silných stránek 
kognitivního profilu lidského mozku, a tím kompenzují jeho slabé stránky. Dobe je tato 
strategie vidt pi hraní scrabblu, kdy lidé rzn fyzicky peuspoádávají jednotlivá písmena, 
aby vygenerovali co možná nejvíce fragmentárních vstup, na jejichž základ dokáže 
 117 
asocianí pam snadno a rychle zkompletovat celá slova, podobn jako dokáže k nkolika 
prvním tónm okamžit dodat zbytek melodie nebo k hlav koky zbytek jejího tla skrytého 
za  kusem njakého nábytku.  Jiné  komplementární strategie  zase využívají schopnosti lidské 
mysli se dobe orientovat v prostoru. Spoleným jmenovatelem této skupiny 
komplementárních strategií je to, že se snaží do uritého prostorového uspoádání fyzikálního 
prostedí zakódovat informace dležité z hlediska ešení njakého problému. Výhodou takto 
zakódovaných informací je to, že jsou pro lidskou mysl velice snadno dostupné; jinak eeno, 
„kognitivní náklady“ spojené s jejich získáním jsou mnohem nižší, než kdyby ty samé 
informace musely být zakódovány v njaké vnitní mentální reprezentaci. Takto si napíklad 
uitel mže zakódovat informaci o tom, kteí studenti získali v písemné práci dostatený 
poet bod a kteí nikoli, tím, že si písemné práce jednotlivých  student  uspoádá  do  dvou  




Obrázek 46: Pi scrabblu hrái asto využívají fyzického peuspoádávání jednotlivých písmen v kombinaci se 
schopnostmi asocianí pamti, která i z neúplných vstup dokáže snadno vygenerovat úplné výstupy v podob 
celých slov.                                             
 
 
Obrázek 47: Pomocí hromádek lze zakódovat z hlediska ešení njakého problému dležité informace, které 
jsou pitom pro lidskou mysl velice snadno a rychle dostupné.  
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nachází hojného využití také v kanceláích, kde si lidé pomocí hromádek a jejich umístní na 
stole kódují informace o dležitosti a poadí jednotlivých úkol (viz obrázek 48); pi praní 
špinavého prádla si pak zase lidé pomocí hromádek prádla kódují informace o nkterých jeho 
vlastnostech, které jsou dležité z  hlediska  rozhodování  o  tom,  co,  jak  a  s  ím  vyprat  
(viz  obrázek  48).  Do   prostorového  uspoádání  objekt ve vnjším prostedí je také možné  
 
  
Obrázek 48: V domácnostech i kanceláích lidé asto využívají hromádek ke kódování nkterých informací, 
které jsou dležité z hlediska ešení nkterých kognitivních problém, se kterými se lovk v tchto prostedích 
setkává.     
 
zakódovat informace klíové pro ízení komplexních posloupností inností. Typickým 
píkladem této komplementární strategie je specifický postup pi rozebírání njakého 
složitjšího technického zaízení, napíklad kola (viz obrázek 49),  kdy  se  jeho  jednotlivé  
souástky  kladou  do lineárního  rozložené  v  poadí,  v  jakém  jsou  tyto souástky ze stroje 
 
 
Obrázek 49: Lineární azení souástek v poadí, v jakém byly odmontovány, je jednoduchou strategií, jak si 
usnadnit jejich zptné smontování dohromady. (pevzato z Kirsh, 1995b)  
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odmontovávány, ímž se znan usnadní optovné složení stroje dohromady, nebo k tomu 
nyní lovku postaí zptn sledovat lineární sled souástek (Kirsh, 1995b). Podobné 
strategie využívá i vtšina hrá karetních her, kteí do prostorového uspoádání karet 
v prbhu hry neustále kódují informace o svých herních zámrech. Napíklad na obrázku 50 
mžeme vidt ti odlišné zpsoby uspoádání (b, c, d) stejné sady karet (a), které kódují ti 
odlišné herní strategie. Z ist pragmatického hlediska neexistuje žádný rozumný dvod, pro 
karty takto uspoádávat do skupin, nebo toto seskupování nemá žádný vliv na cíle, kterých se 
hrá snaží dosáhnout. Toto seskupování má však svj smysl a význam z hlediska usnadnní 
nkterých kognitivních úkol, které hrá v prbhu hry musí neustále ešit. Jedním 
z takových úkol je to, že v prbhu hry si hrá musí v hrubých obrysech vytvoit plán 
k dosažení nkterých dílích cíl hry. A práv tyto plány si hrá mže snadno zakódovat do 
specifického seskupení karet v ruce. Díky tomu, že herní plány jsou takto zevn 
reprezentovány, hrái si je nemusí pamatovat; mohou je snadno a rychle vyíst pímo 
z prostorového uspoádání karet. Navíc s takto uspoádanými kartami hrái dokáží mnohem 
rychleji posoudit, zda mu posuzovaná karta mže posloužit ke zkompletování série; hrái se 
také díky tomuto zpsobu kódování pi he dopouštjí menšího potu chyb (Kirsh, 1996).  
 
 
Obrázek 50: Ti zpsoby prostorového uspoádání (a, c, d) jedné sady karet (b), které kódují ti odlišné herní 
strategie. (pevzato z Kirsh, 1996)    
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    Shrneme-li vše výše uvedené, mžeme konstatovat, že zpsob, jakým lidská mysl obvykle 
eší nejrznjší problémy, neodpovídá tradinímu (symbolovému) modelu plánování a ešení 
problém jako úplné vnitní (mentální) specifikace posloupnosti inností, které musí být 
pouze zrealizovány ve vnjším svt, jehož jedinou funkcí je poskytovat lidské mysli vstupy 
specifikující danou problémovou situaci a umožovat jí realizovat její pedem promyšlené 
plány ešení problém. Ve skutenosti lidé využívají celou škálu (komplementárních) 
strategií, které jako nedílnou souást procesu ešení problému zahrnují rzné manipulace 
s objekty ve vnjším prostedí. Inteligence lovka pak spoívá pedevším v jeho schopnosti 
vhodným zpsobem strukturovat prostedí a manipulovat objekty v nm tak, aby se zmnila 
povaha kognitivních operací, které musí lidský mozek (vyznaující se kognitivním profilem 
se specifickým vzorcem silných a slabých stránek) provádt v prbhu ešení rzných 
problém. To mimo jiné znamená, že vnjší prostedí není v žádném pípad striktn 
oddleno od vnitního prostedí lidské mysli (jak to sugerují tradiní symbolové modely 
lidské kognice); naopak, vnjší prostedí hraje aktivní roli v ízení a v „tvarování“ innosti 
lidského mozku, takže ten je pak schopen i se svým relativn omezeným kognitivním 
profilem plnit funkce, které by jinak ležely zcela mimo dosah jeho základních schopností.  
     Toto podprné prostedí pitom nemusí mít ist jenom fyzikální povahu, ale mže se také 
jednat o sociokulturní prostedí: Podobn jako existující dopravní sí silnic usmruje a svádí 
celkový tok dopravy uritými specifickými místy, usmruje aktivitu a innost jednotlivých 
myslí také struktura sociálních vztah, institucí i organizací v podob rzných zvyk, norem, 
smrnic, pravidel, hodnot apod. Jednoduchým píkladem takové kulturní normy je fronta – 
kulturní zvyk, který významným zpsobem snižuje nároky kladené na lidskou pam 
v sociální interakci tím, že „nutí“ lidi používat jejich vlastní tla k vytvoení prostorové 
pamti, která kóduje poadí, v jakém jednotliví klienti i zákazníci picházejí ke zdroji 
njakého statku a v jakém (spravedlivém poadí) by tedy také mli mít k danému statku 
pístup (viz obrázek 51). Komplexnjším píkladem takového sociáln usmrovaného 
procesu ešení problému by byla zde již jednou zmiovaná lodní navigace (viz s. 39), kde 
každý len naviganího týmu v interakci s njakým kognitivním artefaktem (nap. 
s námoním logaritmickým pravítkem) tvoí njaký lokální distribuovaný kognitivní systém 
plnící uritou specifickou kognitivní funkci a kde jsou prostednictvím rzných pracovních 
norem, smrnic a zvyk tyto lokální distribuované kognitivní systémy koordinovány tak, aby 
vytvoili globální distribuovaný kognitivní systém, který jako celek dokáže vyešit to, co je 





Obrázek 51: Fronta je kulturní norma i zvyk, který umožuje vytvoit prostorovou pam	 poadí píchodu 
jednotlivých zákazník. Ti používají svá vlastní tla, resp. jejich relativní umístní v prostoru tvoeném tly 
dalších zákazník, ke kódování poadí, v jakém jednotliví zákazníci picházeli. (pevzato z Hutchins, 2004, s. 22) 
 
manufakturní výroba rzných naviganích a logaritmických tabulek „sociálními poítai“ 19.   
století, tvoenými koordinovanou inností hierarchie lidských poíta, které provádli pouze 
rutinní a jednoduché výpoty a své výsledky odesílali k dalšímu zpracování dalším lidským 
poítam, aniž by pitom mli sebemenší pedstavu o fungování celého výpoetního soukolí 
(viz s. 40). Podobným zpsobem usmruje chování jednotlivých myslí také širší 
sociokulturní prostedí firmy nebo podniku. Vzhledem k tomu, že firmy „žijí“ ve vysoce 
konkurenním prostedí, existuje zde permanentní selekní tlak na to, aby se firmy chovaly 
racionáln a efektivn, nebo pouze firmy, které se chovají tímto zpsobem, mohou 
dlouhodob pežít a prosperovat. Dsledkem tchto selekních tlak je to, že vtšina 
existujících firem inkorporovala takové vnitní regulaní mechanismy v podob rzných 
smrnic, norem a hodnot, které nutí její zamstnance chovat se zpsobem, který na globální 
úrovni vede k tomu, že se podnik jako celek chová racionáln a efektivn. Clark (1998b) 
tímto mechanismem vysvtluje, jak je možné, že se velké sociální organizace (jako jsou firmy 
nebo státy) ídí principy racionálního myšlení (a že tedy lze na jejich chování úspšn 
aplikovat tradiní ekonomické modely rozhodování vycházející z pedpokladu neomezené 
racionality Homo oeconomicus), pestože se tyto velké sociální organizace skládají z lidí, 
kteí disponujících pouze omezenou racionalitou (Simon, 1982). 
    Podle Clarka (1997, s. 191) obecn platí, že specificky lidská inteligence (advanced 
reason) je funkcí mozku „podepíraného“ komplexní strukturou vnjšího prostedí (scaffolded 
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brain), tj. „mozku v jeho tlesném kontextu, interagujícího s komplexním svtem fyzikálních a 
sociálních struktur. Tyto vnjší struktury usmrují a rozšiují problémy ešící 
aktivity…mozku, jehož role z velké ásti spoívá  v zajiš	ování série opakovaných, lokálních a  
 
   
 
Obrázek 52: Dv rzná pojetí kyborga. Podle Andyho Clarka (2003) nejsou kyborgové žádnou sci-fi, ale holou 
skuteností už pinejmenším po dobu posledních 50 000 let, kdy lidé k vylepšení svého kognitivního profilu 
využívají ady rzných externích kognitivních pomcek a nástroj (vetn jazyka), které jsou souástí jejich 
kulturního a technologického prostedí. Tsné propojení (funkce) biologického mozku s tmito vnjšími 
kognitivními technologiemi pitom není vbec závislé na jejich pímé fyzické implantaci do lidského tla, nebo	 
„to, na em [z kognitivního hlediska] opravdu záleží, [je] pouze hladká a bezproblémová integrace lovka a 
stroje a výsledná transformace našich schopností, projekt a životních styl“1 (Clark, 2003, s. 24). Student píšící 
diplomovou práci, který k organizaci a realizaci své práce využívá poíta, kalkulaku, hodinky, plánovací 
kalendá, rzná nebiologická úložišt informací, formální systémy, symbolické notace, grafy, schémata, mapy, 
experimentální a statistické postupy a obecn poznatky a myšlenky druhých lidí… tak podle Clarka není o nic 
mén kyborgem než tradiní hybrid lovk-stroj, jehož tlo je prošpikováno spoustou drát, ip, kamer a 
dalších podobných souástek. „Tyto rzné nástroje a pomcky generují informace, nebo je ukládají, nebo je 
transformují… [a] tím ovlivují [studentovu] schopnost ešit problémy stejn dramatickým zpsobem jako rzné 
softwarové balíky ovlivují výkon jednoduchého PC.“2 (Clark, 1998a, s. 162) V podobném duchu francouzský 
filozof Jean Baudrillard konstatuje, že „reáln a subjektivn jsem lovk, virtuáln a prakticky jsem stroj. […] 
Avšak virtuální stroje a technologie m neodcizují. Tvoí spolu se mnou integrovaný obvod. […] Velké i malé 
poítae, televize, video, dokonce i fotoaparát jsou jako kontaktní oky, prhledné protézy, které jsou do tla 
integrovány natolik, že k nmu již patí tém geneticky, jako napíklad kardiostimulátor…“ (citováno podle 
Kelemen, 1995, s. 55-56)      
                                                 
1 „... what really matters might be just the fluidity of the human-machine integration and the resulting 
transformation of our capacities, projects, and lifestyles.” 
2 „These various tools and props thus act to generate information, or to store it, or to transform it, or some 
combination of the three. In so doing, they impact our individual and collective problem-solving capacities in 
much the same dramatic ways as various software packages impact the performance of a simple pc.” 
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vzorce kompletujících reakcí.“1 Lidský mozek pekrauje výpoetní možnosti své architektury 
tím, že ve vnjším prostedí vytváí (ale hlavn po svých bezejmenných pedcích „ddí“) 
rzné  podprné  fyzikální  a  sociální  struktury,  které  mu  pomáhají  sestavit a zkoordinovat 
komplexní posloupnosti pomrn snadno zvládnutelných „epizod“ ešení dílích problém. 
Podprné struktury vnjšího prostedí takto mozku umožují použít jeho vlastní omezený 
kognitivní profil kompletovae vzorc ke zvládnutí problémových domén, které jsou jinak 
pro „holý“ mozek zcela mimo jeho dosah. Individuální lidská mysl, resp. mozek je podle 
tohoto pojetí pouze jedním malým „kolekem“ ve velkém bio-socio-kulturn-
technologickém stroji. Teprve interakce mezi biologickými, sociokulturními a 
technologickými komponentami dává vyvstat vyšším kognitivním funkcím jako je usuzování, 
ešení problém apod. Chyba tradiní kognitivní vdy spoívá v tom, že se snaží vtsnat 
všechno to, co tento bio-socio-kulturn-technologický stroj jako celek dokáže, do 
individuální lidské mysli, resp. do mozku. Teorie distribuované kognice proto navrhuje 
rozšíit pedmt kognitivní vdy za hranice lidského mozku a tla a dívat se na lidskou 













                                                 
1 „the brain in its bodily context, interacting with a complex world of physical and social structures. These 
external structures both constrain and augment the problem-solving activities of the basic brain, whose role is 
largely to support a succession of iterated, local, pattern-completing responses.“      
2 Zrzavý, Storch a Mihulka (2004, s. 71-72) charakterizují rozšíený fenotyp následujícími slovy: „Fenotypové 
projevy genu chápeme jako souhrn jeho úink na organismus. Je jist možné, že projevy uritého genu budou 
omezeny vždy jen na tla organism, ve kterých tento gen pebývá. To je však pouze jedna z možností. 
Fenotypovým projevem genu je totiž souhrn všech úink, které má tento gen na vše, co jej obklopuje. Fenotyp 
genu pedstavují nástroje, které dotyný gen pomáhají protlait do dalších generací, a tyto nástroje mohou 
pesahovat vlastní tlesnou schránku organismu, ve kterém gen práv dlí. Pkným píkladem této situace mohou 
být bobí hráze, ptaí hnízda, pavuiny, schránky larev chrostík nebo eknme motocykl znaky Harley 
Davidson.“       
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2 Konekcionistické modelování kognitivních proces 
 
„The brain exemplifies the fact that it is all right to be very stupid if  you’re well connected.“  
DAN LLOYD, Simple Minds 
 
„The large brain, like large government, may not be able to do simple things in a simple way.“ 
DONALD HEBB, The Organization of Behavior 
 
„Pedstavme si, že jsme cestovatelé objevující novou zemi. Po piplutí k pobeží vidíme úzkou zátoku s jemným 
pískem a pásem kokosových palem. Když zaneme chodit po ostrov, vynoují se ped námi stále nové a nové 
skutenosti: vrchy, moály, lesy, skalní útesy apod. Jak se v této krajin orientovat? […] První vc, jež nás… 
napadne, je vyrobit si mapu. […] Dobe zhotovená mapa totiž pehledn znázorní hlavní prvky krajiny (objekty), 
jejich rozmry, velikost (atributy), ale i vzdálenost mezi nimi (vztahy mezi objekty). Samozejm, že na map 
nenajdeme všechny vrchy a vršky, nebo dokonce všechny stromy: to by potom nebyla mapa, ale úplná kopie – 
zdvojení reality. To, co jsme udlali, byl výbr základních prvk systému s jejich základními vztahy. Mapa je 
modelem, který reprezentuje danou krajinu.“ 
JÁN FERJENÍK, Úvod do metodologie psychologického výzkumu. Jak zkoumat lidskou duši 
 
2.1 Principy zpracovávání informací v lidském mozku 
 
     Výpoetní architektura konekcionistických model (umlých neuronových sítí, PDP 
systém) se pímo inspiruje mechanismem zpracovávání informací v lidském mozku, jehož 
výpoetní innost lze na urité úrovni abstrakce a pi uritém zjednodušení charakterizovat 
prostednictvím následujících pti princip (McLeod, Plunkett, Rolls, 1998): 
1) Neurony integrují informace. V mozku se nachází mnoho rzných druh neuron, jejichž 
stavba se mže v rzných ohledech znan lišit (viz obrázek 53). Pes tyto rozdíly plní 
všechny neurony stejnou funkci, která spoívá a) v integrování píchozích informací o míe 
aktivity jednoho souboru neuron a b) v odesílání informací o aktivit této skupiny neuron 
jinému souboru neuron. Ve znan zjednodušeném a zidealizovaném konceptuálním modelu 
skuteného biologického neuronu, který zachycuje podstatu jeho funkce (tzv. klasický 
neuron) se tento proces odehrává ve tech na sebe navazujících stádiích: Neuron nejdíve na 
svých dendritech pijímá excitaní nebo inhibiní signály od jiných neuron prostednictvím 
synaptických spoj. Jestliže suma pijatých signál pekroí uritou prahovou hodnotu, 
neuron sám zane být aktivní a informaci (signál) o tom pedá prostednictvím svého 
axonálního výbžku dalším neuronm, které tento signál pijmou na svém dendritu jako jeden 






Obrázek 53: Neurony. Nalevo je Purkynho buka, která se nachází v lidské mozeku; napravo je pak neuron 
nacházející se v primární zrakové ke. Pestože se struktura obou druh nervových bunk znan liší, funkce, 
kterou plní, je u obou bunk totožná: Ob buky na svých dendritech pijímají vstupní informace v podob 
excitaních nebo inhibiních signál od dalších neuron. Tyto signály putují do tla buky, kde jsou jednotlivé 
signály integrovány. Jestliže suma tchto signál pekroí uritou kritickou hodnotu, neuron po svém axonálním 
výbžku vyšle signál smrem k dalším neuronm, se kterými je propojen.          
 
v podob jednoduché výpoetní jednotky, která pijímá signály od dalších výpoetních 
jednotek prostednictvím pozitivních nebo negativních spoj; signály picházející po tchto 
vstupních spojích mohou zvyšovat nebo naopak snižovat míru aktivity centrální jednotky, 
která picházející signály sumuje. Informaci o celkové sum pijatých signál nakonec 
výpoetní jednotka  odesílá  dalším výpoetním jednotkám, se kterými je propojena. 




Obrázek 54: Výpoetní jednotka konekcionistického modelu pedstavuje funkní ekvivalent biologického 
neuronu: Jestliže suma vstup pekroí uritou  prahovou hodnotu, výpoetní jednotka vyšle signál k dalším 
výpoetním jednotkám, se kterými je propojena. (s úpravami pevzato z McLeod, Plunkett, Rolls, 1998, s. 12) 
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(resp. klasický) neuron, nebo to, co dlá, je to, že jedné skupin výpoetních jednotek 
pedává informace o míe aktivity jiného souboru výpoetních jednotek.                
2) Neurony pedávají informace o míe pijatých vstupních informací. Neurony nepedávají 
svou aktivitou informace pouze o tom, že na svém vstupu pijali njaké signály, ale informují 
ostatní neurony také o tom, kolik tchto pijatých signál bylo, resp. jak velká je míra jejich 
stimulace. Výstupní informace neuronu je takto vždy v njakém zákonitém vztahu (ne nutn 
lineárním) k úrovni vlastní stimulace. Biologické neurony míru své stimulace kódují v podob 
frekvence signál, které vyšlou za uritou asovou jednotku k dalším neuronm, piemž 
platí, že ím vyšší úrove stimulace, tím vyšší frekvence vzruch (signál). 
V konekcionistických modelech není informace o úrovni pijatých signál kódována 
v podob frekvence vzruch, ale prostednictvím jednoduché íselné hodnoty, tzv. míry 
aktivace.  
3) Struktura mozku má vrstevnatou povahu. V lidském mozku tvoí nervové buky dva 
základní typy fyzicky relativn nezávislých struktur (tzv. lokální obvody) - jádra a vrstvy. 
Píkladem jader jsou bazální ganglia (dležitá souást funkního systému zodpovdného za 
motorické funkce) i amygdala (souást funkního systému emotivity); ve vrstvách jsou pak 
uspoádány pedevším jednotlivé korové oblasti, jejichž tká na vtšin míst tvoí šest vrstev 
nervových bunk (Koukolík, 2005; Damasio, 2000). Zpracovávání informací v lidském 
mozku probíhá postupným šíením (mapováním) vzorc nervové aktivity (neuronálních 
map/reprezentací) z jedné struktury do druhé. Napíklad pi motorické reakci na njaký 
vizuální podnt projde vzorec aktivace vzniklý dopadem svtla na sítnici celou adou 
nervových struktur, které výchozí aktivaní vzorec fotoreceptor postupn petransformují do 
podoby aktivaního vzorce neuron motorické kry. Na obrázku 55 je zobrazena ást této 
dráhy: Svtlo dopadá na fotoreceptory sítnice, které energii foton pemní na 
elektrochemické signály nervové soustavy. Takto vzniklý vzorec aktivace je optickým 
nervem (nervus opticus) penesen do zrakového thalamu (nuclei geniculatum laterale) a 
odtud pak nervovými vlákny (radiatio optica) do primární zrakové kry (V1, Brodmannova 
area 17). Odtud jsou vzorce nervové aktivity peneseny do dalších korových oblastí 
zajišujících jejich další zpracování (V2, V3…) a nakonec také uritou motorickou odpov. 
Každá z pomyslných zastávek na cest od zahlédnutí njakého objektu, napíklad hada, 
k njaké motorické reakci typu boj/útk (nuclei geniculatum laterale, zraková kra, motorická 
kra…) pedstavuje seskupení milión navzájem hust propojených neuron, které  
transformují  picházející  vzorce  nervové  aktivity  a  takto  transformované aktivaní vzorce 
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Obrázek 55: Schematické znázornní nkterých nervových drah a center, která se spolupodílejí na zpracovávání 
zrakových podnt. (s mírnými úpravami pevzato z ppt prezentace Ivana M. Havla k pednáškám „Pirozené a 
umlé myšlení“ konaným ve školním roce 2005/2006 na pracovišti Centra Teoretických Studií v Praze) 
 
pak peposílají jako vstup do další vrstvy neuron.1 Tento zpsob organizace procesu 
zpracovávání informací je vtlen i do konekcionistických model, které mají vtšinou podobu 
vícevrstevných neuronových sítí (multilayered neural networks), které se skládají z 
jedné vstupní vrstvy (input layer), kde jsou síti prezentovány vstupní podnty, z jedné nebo 
více skrytých vrstev (hidden layers), které jsou propojeny se vstupní vrstvou a s vrstvou 
výstupní, která kóduje odpov neuronové sít na prezentovaný vstupní podnt. Aktivaní 
vzorce se v takovém typu neuronové sít šíí vtšinou jedním smrem a to od vstupní vrstvy 
pes vrstvu skrytou k vrstv výstupní; jednotlivé vrstvy neuronové sít však lze propojit i 
složitjším zpsobem a umožnit napíklad výstupní vrstv zptnovazebn ovlivovat innost 
nkteré ze skrytých vrstev. V prbhu šíení aktivaních vzorc mezi jednotlivými vrstvami 
jednotek dochází k postupné transformaci vstupních vzorc aktivace, které mohou mít na 
konci celého procesu zpracovávání informací podobu napíklad správné výslovnosti 
                                                 
1 Podobn jako u produkního systému (viz s. 77-79) i zde lze jako ilustraci celého procesu zpracovávání 
informací použít jednoduchý slovní hlavolam („slovní etz“) spoívající ve zmn jednoho slova na druhé 
prostednictvím postupné obmny jednotlivých hlásek, s tím omezením, že všechna slova, která vzniknou 
v každém jednotlivém kroku obmny jedné hlásky, musí být smysluplným podstatným jménem v 1. pád 
jednotného ísla: Útoné chování vygenerované lidským mozkem v reakci na hada je tak možné metaforicky 
vidt jako postupnou transformaci následující sady slov: had – hod – rod – rok – rek – rej – roj – boj.     
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peteného slova, gramaticky správn zformulované vty, potvrzení pravosti podpisu atd.   
Celé to trochu pipomíná situaci, kdy si oban na úad podá dotaz, který projde rukama 
nepehledné houštiny hierarchie velkého potu úedník, z nichž se každý k dotazu njak 
vyjádí, trochu peformuluje odpov ostatních úedník…, ale nakonec se lovk navzdory 
všemu tomu chaosu a zmatku pece jenom doká rozumné a struné odpovdi v podob 
úhledn napsaného dopisu.    
    
 
 
Obrázek 56: Vícevrstevná neuronová sí	 pedstavuje konekcionistický model zpracovávání informací v lidském 
mozku prostednictvím postupného šíení (mapování) vzorc nervové aktivity z jedné nervové struktury do druhé.  
(levý obrázek pevzat s úpravami z McLeod, Plunkett, Rolls, 1998, s. 13) 
  
     Zpracovávání informací v lidském mozku je ve skutenosti mnohem komplikovanjší než 
jak to sugeruje pedstava aktivaních vzorc, které se postupn šíí a které jsou postupn 
transformovány v hierarchicky uspoádaných vrstvách jednotlivých neuronálních struktur 
(tzv. bottom-up processing, zpracovávání informací „odspodu-vzhru“). Tento hierarchicky 
uhlazený popis struktury mozku je pouze velice hrubým piblížením skutené komplexní 
konektivity, kterou mžeme nalézt v mozku lovka nebo jakéhokoli jiného vyššího savce. 
Takto se napíklad u makaka prokázalo (Felleman, Van Essen, 1991), že mezi 32 
jednotlivými zrakovými korovými oblastmi, ze kterých se zrakový kortex makaka skládá (viz 
obrázek 57), existuje hustá sí reciprokých (zptnovazebních) spoj, které vedou jak smrem 
„odspodu-vzhru“ (napíklad z V1 do V2) tak i smrem „shora-dol“ (napíklad z V2 do V1) 
nebo „do stran“ (napíklad mezi dvma podoblastmi V1) (viz obrázek 58). Tuto komplexní 
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konektivitu biologických 
neuronových sítí se snaží - 
více i mén úspšn - 
zachytit biologicky více 
plausibilní konekcionistické 
modely druhé a tetí 





Obrázek 57: Mapa 32 zrakových 





Obrázek 58: Diagram konektivity (wiring diagram) zrakové kry makaka.    
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Obrázek 59: Píklad umlé 
neuronové sít implementující 
biologicky plausibilnjší strukturu 
konektivity, která zahrnuje etné 
zptnovazební spoje propojující 
jednotlivé vrstvy výpoetních jednotek 
jak smrem „odspodu-vzhru“  tak i 
smrem „shora-dol“. Jedná se o 
konekcionistický model simulující 
funkci prefrontálního kortexu 
podílejícího se na ešení dynamické 
kategorizaní úlohy - zjednodušené 
verze Wisconsinského testu tídní 
karet, ve které je probandovým úkolem 
tídit prezentovaný podntový materiál 
na základ jednoho ze dvou 
tídících/kategorizaních kritérií 
(dimenzí), ve kterých podntový 
materiál mže variovat; vzhledem k tomu, že kategorizaní kritérium se v prbhu testu mní, je proband nucen 
aktuáln používané kategorizaní kritérium vyvozovat na základ zptné vazby, které se mu dostává od 
administrátora. Zdraví probandi dokáží relativn rychle pepínat mezi jednotlivými tídícími pravidly, zatímco 
probandi s poškozeným prefrontálním kortexem mají tendenci perseverovat a setrvávat u stávajícího 
klasifikaního kritéria navzdory poskytované zptné vazb o chybném výkonu. Více informací k samotnému 
modelu viz O'Reilly, Noelle, Braver, Cohen (2002). (vytvoeno s pomocí simulaního softwaru PDP++ na 
základ cviného píkladu  z knihy Randalla O’Reillyho a Yuko Munakatové (2000))   
 
4) Vliv jednoho neuronu na druhý závisí na síle spoje mezi nimi. V lidském mozku mže být 
jeden neuron propojen s 3-10 x 103 dalších neuron, tzn. že jeden prmrný neuron v lidském 
mozku mže ovlivovat innost okolo 5 tisíc dalších neuron. Místem, kde k tomuto 
ovlivování dochází, je synapse, která je tvoena zakonením axonálního výbžku 
vysílajícího neuronu (tzv. presynaptická ást synapse) a poátkem dendritického výbžku 
pijímajícího neuronu (tzv. postsynaptická ást synapse): Vzruch (nervový impuls, signál) 
pivedený obalem axonu1 presynaptického neuronu uvolní z jeho zakonení (tzv. 
                                                 
1 Tlo a výbžky neuronu jsou kryty povrchovým obalem (plazmatickou membránou), na které lze zmit (v 
pípad klidového stavu  neuronu) stálé elektrické naptí, tzv. klidový membránový potenciál, který je 
dsledkem toho, že neurony vytváejí a udržují (pomocí iontových pump) rozdílné koncentrace iont (elektricky 
nabitých ástic: K+, Na+, Ca+ a Cl-) na obou stranách plazmatické membrány, ímž vzniká napový rozdíl mezi 
vnjší a vnitní stranou membrány; vnitek bunk je pitom negativní vi vnjšku. Klidový membránový 
potenciál dosahuje v rzných bukách hodnot –9 až –100 mV, v neuronech pak –40 až –90 mV, vtšinou však           
–70 mV. Vzruchy (signály) jsou pak vlny depolarizace (povrchové membrány neuron), prudkého a rychlého 
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synaptických vák) molekuly neurotransmiteru, nervového penašee; ty projdou 
synaptickou štrbinou a naváží se na své receptory v membrán druhého (postsynaptického) 




Obrázek 60: Schéma penosu elektrochemických signál mezi neurony. 
 
zvýšení (excitace), nebo naopak snížení pravdpodobnosti, že tento neuron zane vysílat 
signály k dalším neuronm (inhibice). Míra vlivu, který má jeden neuron na druhý (a už ve 
smyslu   excitace   nebo   inhibice   jeho   aktivity),   je  determinována   silou   i   efektivitou 
synaptického spoje mezi nimi. Na efektivitu synaptického spoje mže mít vliv množství 
                                                                                                                                                        
poklesu (elektrického) naptí (mezi vnitkem a vnjškem neuronu). Vlna této depolarizace se šíí obalem 
neuronu smrem k synaptickému zakonení, kde dochází k uvolnní neurotransmiter ze synaptických vák do 
synaptické štrbiny. Uvolnné neurotransmitery difundují smrem k membrán postsynaptického neuronu, na 
které se naváží na své receptory. To má za následek zmnu propustnosti povrchu postsynaptického neuronu, 
která se projeví bu zvýšením (excitace), nebo naopak snížením pravdpodobnosti jeho aktivace (inhibice). 
Inhibiní úinky v mozkové ke zprostedkovává pedevším aminokyselinový neurotransmiter GABA - kyselina 
gamaaminomáselná, která po navázání na své receptory na postsynaptickém neuronu otevírá chloridové kanály, 
kterými dovnit postsynaptického neuronu mohou vnikat chloridové aniony; excitaní úinky pak v mozkové 
ke zprostedkovává pedevším aminokyselinový neurotransmiter glutamát, který po navázání na své receptory 
v membrán postsynaptického neuronu otevírá sodíkové kanály, kterými dovnit neuronu mohou vnikat 
sodíkové kationy. (Sternberg, 2002; Fišar, Jirák, 2001)   
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neurotransmiter, které je k dispozici, poet a citlivost receptor na stran postsynaptického 
neuronu, efektivita re-uptakeového mechanismu vychytávajícího ze synaptické štrbiny 
nevyužité neurotransmitery k dalšímu použití apod. Informace o síle i efektivit spoj mezi 
výpoetními jednotkami je reprezentována i v rámci konekcionistických model, kde se 
nazývá váha spoje. 
5) Uení je dosahováno prostednictvím zmny síly spoj mezi neurony. Jak již bylo výše 
uvedeno, v lidském mozku dochází ke zpracovávání informací prostednictvím šíení 
aktivaních vzorc mezi jednotlivými strukturami neuron, které postupn transformují 
vstupní vzorce aktivace na výstupní vzorce aktivace. Na zpsob šíení aktivaních vzorc 
mezi jednotlivými neurony mají pitom nejvtší vliv síly (efektivita) spoj mezi jednotlivými 
neurony. Tzn. že pedevším na nich závisí, zda mozek dokáže na njaký podnt 
odpovídajícím zpsobem zareagovat. A jestliže uení znamená schopnost na základ svých 
zkušeností modifikovat a adaptovat vzorce svých behaviorálních reakcí na uritou skupinu 
podnt, je pak jen logické pedpokládat, že uení v lidském mozku bude implementováno 
prostednictví njakého mechanismu, který bude schopen systematicky a v souladu se 
získanými zkušenostmi mnit sílu synaptických spoj mezi neurony. A skuten je dnes již 
celkem spolehliv prokázáno, že uení v lidském mozku (krom jiného)1 zahrnuje zmnu síly 
synaptických spoj mezi neurony - tzv. dlouhodobá potenciace a inhibice (long-term 
potentiation/inhibition). „A	 už se uíte chodit, ešit diferenciální rovnice i íst francouzskou 
poezii ze šestnáctého století, ve vašem mozku se objevuje pokaždé to samé – pozmování 
synapsí.“ (Cumminsová, 1998, s. 40) Také v konekcionistických modelech je uení 
implementováno prostednictvím mechanism – tzv. uících algoritm -, které mní váhy 
spoj mezi jednotlivými výpoetními jednotkami v souladu se zptnou vazbou, kterou 
neuronová sí dostává z vnjšího prostedí. V typickém pípad zaíná neuronová sí 
s náhodn nastavenými vahami spoj, takže náhodná je také odpov, kterou neuronová sí 
dává na své výstupní vrstv na daný podnt; uící algoritmus automaticky poítá velikost 
rozdílu mezi aktuálním a požadovaným výstupem a tuto informaci používá k výpotu mírné 
úpravy vah spoj, tak aby se výkon neuronové sít pi píští prezentaci stejného podntu 
zlepšil, tj. aby se rozdíl mezi aktuálním a požadovaným výstupem zmenšil. Tato procedura se 
provádí se všemi vstupn-výstupními dvojicemi, které chceme, aby se neuronová sí nauila. 
Celý proces se pak mnohokrát opakuje. V ideálním pípad si takto neuronová sí osvojí 
                                                 
1 Krom zmn efektivity synaptických spoj dochází v lidském mozku v rámci uení také k tzv. synaptickému 
remodelingu, kdy nervové buky pod vlivem vnitních a zevních podnt budují nové synapse, nebo naopak 
existující synapse nií (Koukolík, 2005).  
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soubor vah spoj mezi jednotlivými uzly sít, který jí umožní provádt požadované 
transformace (mapování) vstup na výstupy.                 
 
2.2 Konekcionistické modely 
 
     Každý systém, a už pirozený nebo umlý, se skládá z urité množiny komponent: 
z rzných prvk, z jejich rzných vlastností a z jejich vzájemných vztah. Pi snaze 
porozumt njakému systému si lovk vtšinou pomáhá vytvoením jeho zjednodušeného 
modelu, do kterého jsou zahrnuty pouze ty komponenty modelovaného systému, které lovk 
považuje za dležité z hlediska porozumní pedmtu jeho zájmu. lovk pi tom vždy stojí 
ped problémem výbru takových komponent modelovaného systému, které na jedné stran 
budou dostaten komplexní a reprezentativní, aby lovku umožnily pochopit fungování 
modelovaného systému, a na stran druhé budou dostaten jednoduché, aby mu umožnily 
smysluplnou analýzu modelovaného systému, který se jinak skládá z milión rzných 
komponent. Takový dobrý model je tak vždy kompromisem mezi jeho reprezentativností a 
srozumitelností.    
     Proces modelování je významn ztížen tím, že každý systém lze vždy analyzovat na 
mnoha rzných úrovních abstrakce. Napíklad lovka lze analyzovat na úrovni orgánových 
soustav, jednotlivých orgán, tkání, bunk, molekul, atom, nukleon a elektron nebo 
kvark. Tento postupný regres jednotlivých subsystém existujících na rzných rovinách 
abstrakce je schematicky zachycen na obrázku 61: Skupina komponent je vždy ve smru 
zleva doprava vnímána jako jeden nerozborný celek, který je ohranien ním na zpsob 
bunné membrány. Podle kontextu se lovk mže vnitní strukturou daného celku buto 
zabývat a brát na ni zetel, nebo ji naopak ignorovat. Vtšina lidí takto souhlasí s tím, že 
všechno, co dlá lovka lovkem, lze v principu popsat v termínech orgán, bunk, 
molekul, atom…, a to pesto, že nikdo tímto zpsobem o sob nepemýšlí, nebo ke svému 
bžnému „fungování“ lovk tento druh „sebeporozumní“ nepotebuje: pro jeho každodenní 
„provoz“ jsou tyto úrovn popisu a porozumní irelevantní a bylo by jen zbyteným 
plýtváním asu se jimi zabývat. Je tomu jako v pípad zákazníka aerolinek: Pasažér v letadle 
obvykle nechce nic vdt o tom, kolik je paliva v  nádržích, jaká je rychlost vtru, kolik obd 
letušky bhem letu naservírovaly nebo jak hustý je letecký provoz ve vzdušném prostoru nad 
letištm – tohle všechno pasažér nechává na jednotlivých zamstnancích z rzných úrovní 
hierarchické struktury aerolinek a sám se zajímá pouze o to, že se chce jednoduše dostat 
z bodu  A  do  bodu B. Jakmile  se ale  nco v chodu aerolinky zadrhne  –  napíklad se  nkde  
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Obrázek 61: Rzné roviny 
abstrakce pi studiu pirozených 
nebo umlých systém. (s mírnými 
úpravami pevzato z Hofstadter, 
2000) 
 
ztratí pasažérova zavazadla –, 
pasažér si okamžit zane být 
vdom spletité hierarchie 
jednotlivých úrovní, které 
umožují jeho jednoduché a prosté pesouvání se z bodu A do bodu B. Podobn když 
onemocníme a jdeme si k lékai pro pomoc a pro radu, je léka nucen se na nás podívat 
z hlediska nižších úrovní abstrakce, než na jakých o sob bžn uvažujeme a pemýšlíme.      
     Proces modelování njakého systému tak krom rozhodování o tom, jaké prvky a jaké 
vztahy mezi nimi budou zahrnuty do zjednodušeného modelu, obsahuje také rozhodování o 
tom, na které rovin abstrakce se budou tyto prvky a vztahy mezi nimi vbec hledat. Pt 
princip zpracovávání informací v lidské mozku – uvedených v pedchozím oddíle - je 
výsledkem práv takovýchto rozhodnutí a umlé neuronové sít pedstavují zjednodušený 
matematický model tchto teoretických pedpoklad týkajících se výpoetní innosti lidského 
mozku. 
 
2.2.1 Matematické modelování dynamických systém 
 
     Konekcionistické modelování kognitivní proces využívá strategie matematického 
modelování dynamických systém - tj. systém, které se v uritém asovém rámci njakým 
významným zpsobem mní a vyvíjí. Píkladem takového dynamického systému mže být 
poasí, slunení soustava, srdce, celulární automat, konený automat, Turingv stroj nebo 
umlá neuronová sí - ve skutenosti je obtížné najít nco, co by nebylo dynamickým 
systémem. Matematické modelování dynamického systému spoívá v popisu stav systému 
prostednictví ady numerických promnných a ve formulaci matematických, (napíklad 
diferenciálních) rovnic zachycujících dynamiku chování a vzájemnou interakci tchto 
promnných v ase.   
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2.2.1.1 Teorie dynamických systém 
 
     Vyjádeno ve formální notaci, dynamický systém lze modelovat jako  
 tST φ,,  
tj. prostednictvím uspoádané asové množiny T = {t0, t1, t2,…tn}, stavového prostoru                           
S= {x0, x1, x2,…xn}, a vývojového operátoru φt: S → S, který transformuje poátení stav                  
x0 ∈ S v ase t0 ∈ T  na jiný stav xt ∈ S v ase t ∈ T  (Beer, 2000). asová množina T mže 
být diskrétní, nebo kontinuální; stavový prostor S mže být numerický, nebo symbolický, 
kontinuální, nebo diskrétní a v závislosti na potu promnných nutných k popisu chování 
systému mže mít konený, nebo nekonený poet rozmr (Van Gelder, Port 1995; Beer, 
2000). Z matematického hlediska se dynamický systém skládá ze dvou hlavních ástí 
(Abraham, 1995; Franklin, 2001): Tou první je tzv. globální dynamika systému, což je 
soubor funkcí, pravidel i rovnic (F), které specifikují zmnu systémových promnných 
v ase. Z tohoto hlediska je dynamickým systémem jakýkoli dostaten dobe specifikovaný 




které definují jednoduchý dynamický systém se dvma promnnými, kde se promnná x mní 
tak, že bere svou starou hodnotu a piítá ji k hodnot promnné y a y se mní tak, že se stává 
starou hodnotou x. Globální dynamika (tj. soubor pravidel i rovnic) transformuje aktuální 
stav dynamického systému: xn+1 = F(xn) a tím mní „polohu“ systému v jeho tzv. stavovém 
(fázovém) prostoru, který pedstavuje druhou podstatnou složkou dynamického systému.  
     Stavový prostor je množinou všech možných stav, ve kterých se systém jako celek mže 
kdy nacházet. Jednotlivé prvky, vlastnosti i promnné systému jsou popsány jako reálná 
ísla, takže stav systému napíklad se šesti promnnými mže být zachycen pomocí ady šesti 
ísel, ili vektorem o délce 6. Z tohoto hlediska tedy dynamický systém pedstavuje systém s 
numerickými stavy, které se vyvíjejí v ase podle uritého pravidla (F). Stavový prostor 
takového systému je n-vektorovým prostorem, tj. prostorem konených posloupností n ísel, 
která definují hodnotu systémových promnných; stav systému je pak dán n-vektorem, kde n 
je poet systémových promnných. Tento n-vektorový prostor lze chápat rovnž jako                      
n-dimenzionální prostor, kde n je opt poet systémových promnných, jejichž konkrétní 
hodnoty specifikují (stejn jako souadnice na map) pozici stavu systému v                                 
n-dimenzionálním prostoru, jehož každý bod odpovídá jednomu možnému stavu systému. 
xn+1 = xn + yn 
yn+1 = xn 

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Aplikace globální dynamiky (F) na aktuální stav systému vede ke zmn stavu systému, tj. ke 
zmn polohy v n-dimenzionálním stavovém prostoru. Tento proces výpotu nového stavu 
diskrétního dynamického systému (jehož stav se mní v diskrétních asových krocích, na 
rozdíl od kontinuálního dynamického systému) se nazývá iterace: Máme daný poátení stav 





kterou lze - v pípad sledování zmny vztah mezi nkolika systémovými promnnými 
najednou (viz obrázek 62) - zobrazit pomocí fázového diagramu nebo asového rozvoje 
(nazývaného také asová ada) - to v pípad sledování zmny hodnot jedné systémové 
promnné (viz obrázek 63). 
 
 
Obrázek 62: Fázový diagram zobrazující pohyb systému ve stavovém prostoru definovaném temi systémovými 
promnnými (X, Y, Z): V každém asovém okamžiku je pozice systému v tírozmrném prostoru specifikována 
aktuálními hodnotami tí promnných (X, Y, Z); jak se systém mní a vyvíjí, vykresluje v prostoru specifickou 
trajektorii, která je stopou historie zmn, kterými prochází hodnoty tí systémových promnných v ase. Zde je 
zachycen známý Lorenzv „podivný atraktor“, který je grafickým vyjádením chování jednoduchého modelu 
zvláštního druhu proudní plyn a kapalin (tzv. konvekce, kdy horké plyny a kapaliny mají tendenci stoupat 
smrem vzhru). Lorenz tento typ proudní plyn a kapalin popsal pomocí sady tí diferenciálních rovnic: 
)( XY
dt
dX −= σ , YrXXZ
dt
dY −+−= , bZXY
dt
dZ −= . Výsledkem poítání systému tchto tí rovnic (s hodnotami 
parametr  r = 28, 
 = 10, b = 8/3) je výše zmiovány Lorenzv „podivný atraktor“, který sleduje „podivný, 
výrazný tvar, jakousi dvojitou spirálu v trojrozmrném prostoru, pipomínající motýlí kídla [a signalizující] 
naprostou neuspoádanost, nebo	 ani jeden bod obrazce se neopakuje, [zárove ovšem signalizující] nový druh 
uspoádanosti.“ (Gleick, 1996, s. 35). 
F(x0) = x1 
F(x1) = x2 
F(x2) = x3 
F(x3) = x4 …
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Obrázek 63: asový rozvoj promnné X z Lorenzova modelu konvekce.   
 
     Posloupnost zmn stavu systému vytváí ve stavovém prostoru uritou trajektorii, 
itinerá i orbitu dlouhodobého chování systému v ase, což je práv to, co nás na 
dynamických systémech nejvíce zajímá: Jak se bude posloupnost stav vyvíjet jak pjdeme 
dál v ase? Stabilizuje se v njakém pevném bod? Bude donekonena opakovat njaký malý 
vzorec stav? Abychom mohli na takové otázky odpovdt, potebujeme znát globální 
dynamiku systému, hodnoty tzv. ídících parametr, které jsou v prbhu vývoje systému 
stabilní a nijak se nemní, a nakonec poátení podmínky i poátení stav systému, který je 
specifikován aktuálními hodnotami jeho promnných x,y,z… Takto nap. mžeme modelovat 
dynamiku chování pamového systému pomocí jednoduchého matematického modelu 
(Clayton, 1997), který specifikuje, jak se v ase od jednoho pokusu k druhému mní 
pravdpodobnost chybné reprodukce (q) pi daném pokusu (n): Globální dynamika takového 
pamového systému by mohla být dána rovnicí q(n+1) = ß q(n); pi poátení stavu q(1) = 1 
a parametru uení  ß = 0.9 by pak aplikace globální dynamiky na výchozí stav pamového 





Celkové chování takto specifikovaného pamového systému v ase je zachyceno v grafu 1.   
     Existují ti základní druhy dlouhodobého chování dynamických systém v ase – pevný 
bod, periodické chování a chaotické chování. Franklin (2001, s. 281) tyto možné druhy 
dlouhodobého chování dynamických systém ilustruje na nekonených posloupnostech 
reálných ísel mezi 0 a 1: Posloupnosti jako 0.333333333333333333…, 
0.1233333333333333… nebo 0.98765432111111111…  smují   k  jednomu pevnému bodu  
q(1) = 1 
q(2) = ßq(1) = (0.9)(1) = 0.9 































Graf 1: asový rozvoj pravdpodobnosti chybné reprodukce pro model pam	ového výkonu  za pedpokladu 
q(1)=1, ß =0.9. (pevzato z Clayton, 1997)
 
(fixed point); posloupnosti 0.123123123123123123… i 0.6845901212121212… vykazují 
periodické chování s periodou n; a konen chování posloupností 0.41421356237309… 
nebo 0.14159678763244… je chaotické a nepedpovditelné, pesto pln deterministické - 
každý bod v orbit lze vypoítat aplikací globální dynamiky (T) na pedchozí stav; chaotická 
orbita je nepedpovditelná pouze v tom smyslu, že neexistuje žádný rychlejší zpsob, jak 
urit její chování, než spoítat jeden její stav za druhým (tzv. deterministický chaos). 
     V souvislosti s dlouhodobým chováním dynamických systém se také nkdy hovoí o tzv. 
limitních množinách  - bodech i cyklech - dynamického systému, které pedstavují ty stavy 
systému, ke kterým má systém tendenci smovat. Franklin (2001, s. 282) tento koncept 
ilustruje na píklad dynamiky jednoduchého dynamického systému, jehož stavový prostor 
tvoí všechna reálná ísla a jehož globální dynamika F(x) = x
2
. Níže je uveden pehled 
trajektorií ve stavovém prostoru, které mohou generovat rzné poátení stavy takového 
systému… 
 
       





X0 = 0 → 0 
X0 = 1 → 1 
X0 > 1 → … 
X0 = (0,1) → …0 
X0 = (-1,0) → …0 
X0 = -1 → 1 
X0 < -1 → …

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Z tohoto výtu možných trajektorií je jasn patrné, že limitními body tohoto dynamického 
systému, ke kterým mají jeho vývojové trajektorie tendenci smovat, jsou 0, 1 a .  
     Tyto limitní body dynamického systému jsou známjší pod názvem atraktory, což jsou 
body i oblasti ve stavovém prostoru, které pitahují okolo procházející trajektorie (viz 
obrázek 64). Bodovými atraktory výše uvedeného systému jsou 0 a  - to jsou body ve 
stavovém prostoru, které si k sob stahují vtšinu možných trajektorií. Abychom získali 




Obrázek 64: Schématické znázornní atraktoru dynamického systému. (s mírnými úpravami pevzato z ppt 
prezentace Ivana M. Havla k pednáškám „Pirozené a umlé myšlení“ konaným ve školním roce 2005/2006 na 
pracovišti Centra Teoretických Studií v Praze) 
 
uvedeného systému tak, aby F(x) = x2-1. Trajektorie takového systému by pak vypadaly 








Takto definovaný dynamický systém má tendenci smovat pedevším k cyklickému atraktoru 
–1/0, tedy ke smyce s periodou 2, kdy se systém pravideln navrací ve dvou krocích do 
stejného stavu. 
 
X0 = 0 → -1,0,-1,0,-1,0… 
X0 = 1 → 0,-1,0,-1,0,-1… 
X0 > 1 → … 
X0 = (0,1) → …-1,0,-1,0,-1… 
X0 = (-1,0) → ……-1,0,-1,0,-1… 
X0 = -1 → 0,-1,0,-1,0,-1… 




Obrázek 65: Schématické znázornní cyklického atraktoru dynamického systému. (s mírnými úpravami pevzato 
z ppt prezentace Ivana M. Havla k pednáškám „Pirozené a umlé myšlení“ konaným ve školním roce 
2005/2006 na pracovišti Centra Teoretických Studií v Praze) 
 
     Každý atraktor definuje svou basin of attraction1, což je oblast ve stavovém prostoru, 
která spadá pod „sféru vlivu“ daného atraktoru, takže kdykoli se systém v této oblasti ocitne, 
vždy se nakonec usadí v limitním bodu i cyklu definovaném daným atraktorem. Basin of 
attraction si lze pedstavit nejlépe jako uritým zpsobem zakivený prostor, kde dno údolí 
pedstavuje atraktor a svahy údolí jeho basin of attraction (viz obrázek 66); kulika, která 
pedstavuje aktuální stav systému, se pak v tomto prostoru bude pohybovat v závislosti na 
jeho topologii – takže když se kulika bude nacházet nap. na svahu njakého údolí, bude mít 
tendenci se pes posloupnost rzných pozic skutálet na dno údolí. V pvodním numerickém 
systému (s globální dynamikou F(x) = x2) jsou basin of attraction atraktoru 0 všechna ísla 
mezi 1 a –1 a v pípad atraktoru 






Obrázek 66: Chování dynamického systému v ase, resp. jeho „pohyb“ ve stavovém prostoru si lze názorn 
pedstavit jako pohyb kuliky, jejíž chování je determinováno zakivenou topologií prostoru, v nmž se pohybuje.  
 
     Vedle atraktor existují ve stavovém prostoru také tzv. repelory (doslova odpuzovae), 
což jsou  body i oblasti ve stavovém prostoru, které okolo procházející trajektorie – na rozdíl 
od atraktor – odklání. V pípad pvodního jednoduchého dynamického systému (s globální 
dynamikou F(x) = x2) je takovým repelorem 1 - kdykoli se octneme v její blízkosti, skoníme 
vždy bu u 0 nebo u 
.      
                                                 
1 Doslova miska, pánev i kotlina pitažlivosti, což je peklad, který na jednu stranu velice dobe vystihuje 
podstatu tohoto konceptu (viz hlavní text), na druhou stranu psobí dosti neumlým dojmem (na „tetí stranu“ 
nepsobí o nic více neumle než „erná díra“ nebo „kvark“, takže celé je to možná pouze otázka zvyku); proto - 
a navíc také z dvodu neexistence njakého ustáleného eského pekladu - budu v textu pi tch nkolika málo 




Obrázek 67: Schématické znázornní repeloru dynamického systému. (s mírnými úpravami pevzato z ppt 
prezentace Ivana M. Havla k pednáškám „Pirozené a umlé myšlení“ konaným ve školním roce 2005/2006 na 
pracovišti Centra Teoretických Studií v Praze) 
 
     Dležitou vlastností vtšiny zajímavých dynamických systém je jejich nelinearita. 
Globální dynamiku i funkci specifikující chování takového nelineárního dynamického 
systému není možné v grafu zakreslit jako pímku, nebo hodnota výstupu funkce zde není 
úmrná hodnot vstupu. To, co pitom iní dynamický systém nelineárním, není nelinearita 
jeho chování, ale nelinearita funkce, která jeho chování specifikuje (Clayton, 1997). Tak se 
napíklad výše zmiovaný pamový model mže na první pohled jevit jako nelineární 
dynamický systém, nebo graf zachycující jeho chování nemá podobu pímky (viz graf 1). 
Ovšem tento graf zachycuje chování modelovaného systému, nikoli funkci (q(n+1) = ß q(n)), 
která chování systému determinuje. Když vytvoíme graf  funkce tohoto systému (q(n+1) vs. 
q(n)), uvidíme, že výsledná kivka má podobu pímky, tedy že q(n+1) je lineární funkcí q(n) 
(viz graf 2). 
 
 
Graf 2: Pam	ová funkce, x(n+1) vs. x(n), ß = 0,9. (pevzato z Clayton, 1997) 
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     Chování takového nelineárního dynamického systému se obvykle demonstruje na píkladu 
tzv. logistické diferenciální rovnice, které se také nkdy íká logistická mapa (Clayton, 1997): 
Logistická mapa je mírn upravenou verzí jednoduchého modelu rstu, jehož globální 
dynamika je definována rovnicí x(n+1) = r x(n); x se mní od jednoho asového okamžiku (n) 
k druhému (n+1) v závislosti na parametru r; když r > 1, x se s postupnou iterací modelu 
neustále zvtšuje; když r < 1, x se bude neustále zmenšovat. V grafu 3 je zachyceno chování 
modelovaného  systému  pro  r = 1,5.  Populace v roce 2 ítá 16 obyvatel (x(1)=16); a protože 
rstový parametr r = 1,5, populace (x) se každý rok zvtšuje o 50 %. Jinými slovy, populace 
exponenciáln narstá - již v 25. roce by pesáhla hranici tvrt milionu obyvatel. Tento 
jednoduchý model rstu je lineární (viz graf 4) a jeho výsledkem je neomezený  rst  (nebo  





















Graf 3: Iterace jednoduchého modelu rstu,  r = 1,5. (pevzato z Clayton, 1997) 
 
 
Graf 4: Lineární funkce jednoduchého modelu rstu , x(n+1) vs. x(n), r = 1,5. (pevzato z Clayton, 1997) 
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který by zabránil niím neomezenému rstu, musíme k rovnici pvodního modelu pidat 
nco, co by dokázalo rst potlait, kdykoli by dosáhl píliš vysoké úrovn. A práv to dlá 
logistická mapa, která do rovnice pvodního modelu neomezeného rstu pidává nový len [1 
- x(n)], který má tuto omezovací funkci. Globální dynamika logistické mapy vypadá 
následovn: x(n+1) = r x(n) [1 - x(n)]. Nový len [1-x(n)] v ní zabrauje neomezenému rstu 
tím, že jak se hodnota x blíží 1, [1-x(n)] se blíží 0. Grafické znázornní této nelineární funkce 
pro r = 3 je znázornno v grafu 5. Vývoj populace ídící se globální dynamikou logistické 
mapy pro r = 3 a x(1) = 0,1 je pak zachycen v grafu 6. 
 
 


























Graf 6: Chování logistické mapy pro r = 3, x(1) = 0,1. Míra rstu (x) je proporn pekalibrována tak, že 
maximální hodnota, které x mže dosáhnout, je rovna 1. (pevzato z Clayton, 1997)
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     Pro chování nelineárních dynamických systém je charakteristické, že velice citliv 
reaguje na jakékoli zmny hodnot klíových ídících parametr systému. Tuto citlivost 
lze názorn ilustrovat na zpsobu, jakým se zane mnit chování logistické mapy v závislosti 
na zmnách hodnoty jejího ídícího parametru r: Když r < 1, systém má tendenci se ustálit na 
nulových hodnotách promnné x. V grafu 7 mžeme vidt ti rzné trajektorie, které 
odpovídají tem rzným hodnotám parametru r; pestože se jejich individuální prbh liší, 
všem tem je spolené smování k nulovým hodnotám promnné x, na kterých se po njaké 
dob  také  ustálí. Tento typ chování je píkladem nulového jednobodového atraktoru. 
Chování logistické mapy pi r = (1,3) je charakterizováno adou nenulových jednobodových 
atraktor; systém má tendenci se ustálit (v závislosti na hodnot parametru r) v jednom 


















































Graf 8: Chování logistické mapy pro r=1,25, 2 a 2,75 a x(1)=0,6. (pevzato z Clayton, 1997) 
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Pi r > 3 se chování logistické mapy stává zajímavjší; mžeme tu vidt dvoubodový i 
















































































Graf 11: Chování logistické mapy pro r=3,99 a x(1)=0,1. (pevzato z Clayton, 1997) 
 
     Tyto zmny topologie stavového prostoru - a v dsledku toho tedy i chování systému -  
v závislosti na zmn hodnoty ídícího parametru jsou tradin zobrazovány pomocí 
diagramu bifurkace (viz obrázek 68), který je schematickým vyjádení pechod (bifurkací) 
mezi rzn „zvlnnými“ krajinami atraktor. 
 
 
Obrázek 68: Bifurkaní diagram znázorující zmnu topologie krajiny atraktor logistické mapy v závislosti na 
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     Další dležitou vlastností nelineárních dynamických systém je jejich citlivost na 
poátení podmínky (tzv. motýlí efekt). Opt to lze demonstrovat na rzném chování 
logistické mapy pi minimálních rozdílech v poátením stavu systému: Na grafu 12 mžeme 
vidt, že poátení stavy dvou trajektorií se liší pouze v jedné tisícin, pesto se po nkolika 
málo letech (iteracích) jejich dráhy pestávají pekrývat. Dokonce i v pípad, že rozdíl 
v poátením stavu bude pouze jedna desetimiliontina (viz graf 13), ob trajektorie se 

















































Graf 13: asová ada logistické mapy pro r=3,99, x(1)=0,3 vs. x(1)=0,3000001 a 48 iterací. (pevzato 
z Clayton, 1997) 
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     K pochopení chování dynamických systém jsou rovnž dležité koncepty zptné vazby 
(feedback) a sebeorganizace (self-organization) i sebeízení (self-control). Pro vtšinu 
dynamických systém je charakteristické, že se jedná o sebeorganizující systémy, tj. systémy, 
jejichž chování není formováno a determinováno pouze podnty picházejícími zpoza hranic 
systému, ale také samotným systémem. Kostro (1997, s. 166) sebeorganizaci a sebeízení 
definuje jako „stav, kdy ídící parametr dynamického systému závisí na (je funkcí) stavu 
systému…, [tzn. že] jde o zptnou vazbu mezi systémem a jeho ídícími elementy“.  
     Tato sebeorganizace dynamických systém je zapíinna tím, že komplexní systémy jsou 
vždy tvoeny souborem vtšího množství rzných vzájemn propojených a interagujících 
zptnovazebních smyek, které existují mezi jednotlivými prvky systému. Existují pitom dva 
základní typy zptné vazby: pozitivní (samoposilující) a negativní (samoregulující nebo také 
kompenzaní). „Pozitivní cykly zesilují výstup systému a zvtšují odchylku výstupu od 
normálu a negativní cykly zase naopak zmnám brání, zmenšují odchylku výstupu od normálu 
a usilují tak o udržení rovnováhy.“ (Mildeová, Vojtko, 2003, s. 37-38) Píkladem 
jednoduchého systému s pozitivní zptnou vazbou je systém tvoený mikrofonem, 
zesilovaem a reproduktorem (viz obrázek 69), který zpsobuje známé „vazbení“: Zvuk se 
pes mikrofon dostane k zesilovai, který ho zesílený odešle k reproduktoru, jehož výstup je 
vstupem do mikrofonu atd. Postupn se zvuk pozitivní zptnou vazbou zesílí až do 
nesnesitelného a uši trhajícího kvílení. Na obrázku 70 je pak schematicky znázornna 
struktura jednoduchého ídícího systému, který ke své innosti využívá negativní zptnou 
vazbu. Píkladem takového jednoduchého ídícího systému je termostat, jehož funkcí je 
udržovat v místnosti stálou požadovanou teplotu: Termostat prbžn porovnává aktuální 
teplotu v místnosti s požadovanou teplotou; v pípad, že mezi tmito dvma hodnotami 
existuje rozdíl, pustí se termostat do své omezené akce, která spoívá ve vypnutí, resp. 
v zapnutí topení: je-li teplota v místnosti píliš vysoká, termostat vypne topení, je-li teplota 








Obrázek 70: Schematické znázornní systému s negativní zptnou vazbou. 
 
v jednom systému Mildeová a Vojtko (2003, s. 38) ilustrují na píkladu populace králík, jejíž 
chování „lze popsat dvma vzájemn svázanými zptnovazebními smykami. V jedné smyce – 
ím vtší bude populace králík, tím vtší bude porodnost (pozitivní vazba) a ím vtší bude 
porodnost, tím vtší bude populace (pozitivní vazba). Dostaneme tak pozitivní zptnovazebnou 
smyku, která zpsobuje geometrický rst populace králík. V druhé smyce – ím vtší bude 
populace králík, tím vtší bude úmrtnost (pozitivní vazba) a ím vtší bude úmrtnost (a	 už 
pirozenou smrtí, nebo jako koist predátor), tím menší bude populace králík (negativní 
vazba). Dostaneme tak negativní zptnovazebnou smyku, která psobí na populaci králík 
stabilizan. Pokud pevládne pozitivní smyka, když odstraníme predátory,…populace 
králík se bude zvtšovat a dojde k pemnožení. Pokud naopak pevládne negativní zptná 
vazba, znázorující úbytek králík dík pirozené úmrtnosti, lovem predátor nebo chemizací a 
mechanizací v zemdlství, populace se bude zmenšovat až nakonec bude hrozit i vymizení 
králík. Ve „zdravém“ ekosystému ovšem nastane rovnováha mezi obma dji.“ Struktura 
zptnovazebních vztah mezi jednotlivými systémovými promnnými tímto zpsobem 
determinuje chování sebeorganizujícího dynamického systému v ase. 
     Dynamika spojená se zpracováváním informací, tj. s jejich manipulací a postupnou 
transformací, je dobe patrná - díky možnosti snadné vizualizace - v pípad elementárního 
celulárního automatu (dále ECA) - decentralizované, distribuované a paralelní výpoetní 
architektury, která je realizována v pravidelné síti jednoduchých prvk s lokální konektivitou. 
ECA se skládá z jednodimenzionální sít prvk - bunk -, které mohou v libovolném potu 
tvoit bu otevenou adu, nebo uzavenou smyku. ECA má binární povahu, tzn. že jeho 
jednotlivé prvky se mohou nacházet v jednom ze dvou možných stav: zapnuto/vypnuto, 1/0. 
Stavy všech bunk ECA se synchronn mní v diskrétních asových krocích na základ jejich 
aktuálního stavu a stavu jejich dvou nejbližších sousedních bunk. Vývojový operátor φ, který 
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mní stav bunk ECA, se nazývá pravidlo CA nebo pravidlová tabulka (Mitchell, 1998). Pro 
ECA existuje celkem 256 možných pravidel, která pro osm (23) možných vstupních trojic 
specifikují výstup v podob stavu prostední buky. K jejich oznaení se zavedl jednoduchý 
kódovací systém, který spoívá v pevodu binárního ísla daného „dsledkovou“ ástí 
pravidla CA (tenou ve smru od 7 (v binárním zápisu 111) k 0 (v binárním zápisu 000)) do 
dekadické íselné soustavy. Na obrázku 71 je takto zobrazena aplikace pravidla . 110 
(01101110) na náhodn zvolenou výchozí (stavovou) konfiguraci kruhové ECA v ase t0, 
jejímž výsledkem je zmnný stav ECA v ase t1. Navzdory jednoduchým pravidlm, kterými 
se vývoj ECA v ase ídí, v dsledku své distribuované a nelineární povahy ECA produkuje 
složité a jen velice obtížn pedpovditelné chování. Dynamiku chování ECA v delším 
asovém horizontu, resp. jeho stavový prostor (vetn limitních množin) lze velice snadno 
vizualizovat s pomocí prostoro-asového diagramu, ve kterém každý ádek odpovídá jednomu 
asovému kroku vývoje ECA a každý sloupec pozici jedné buky. Na obrázku 72 je takto 
zachyceno chování ECA ve 200 asových krocích; ECA se skládá  z 1-D sít 200 bunk, 




Obrázek 71: Elementární celulární automat (ECA) tvoený jednodimenzionální sítí jedenácti bunk tvoících 
uzavenou smyku. Jednotlivé buky se mohou nacházet v jednom ze dvou možných stav (1/0). Stav bunk ECA 
se mní synchronn v diskrétních asových krocích (t0, t1,…) na základ jejich aktuálního stavu a stavu dvou 
bezprostedn sousedících bunk podle pravidlové tabulky . 110, která pro osm (23) možných vstupních trojic 




Obrázek 72: Prostoro-asový diagram zachycující chování elementárního celulárního automatu (ECA) ve 200 
asových krocích. Zmna stavu bunk v jednotlivých asových krocích se mní podle pravidla . 110 (viz obrázek 
70). Dva možné stavy bunk (1/0) jsou zde reprezentovány ernou, resp. bílou barvou. Každý ádek diagramu 
zachycuje stav ECA v jednom asové okamžiku a každý sloupec pak pedstavuje prbh zmn stav jedné buky 
v ase. Diagram jako celek pak lovku dává celkem dobrou pedstavu o vývoji dlouhodobého chování ECA 
v ase. (s úpravami pevzato z Mitchell, 1998) 
 
ECA je náhodná. Pro úel ilustrace dynamického aspektu procesu zpracovávání informací je 
dležité, že na celulární automaty (CA) se lze dívat jako na zvláštní druh poíta: Nazíráno 
z této perspektivy jsou pravidla CA poítaovým programem, výchozí konfigurace CA v ase 
t0 vstupní informací, kterou je poteba zpracovat, a vývoj stav CA v ase je pak samotným 
výpoetním procesem, bhem nhož dochází k manipulaci a transformaci vstupní informace 
na požadovanou výstupní informaci, která má podobu uritého koneného vzorce stav CA. 
Z mírn odlišného úhlu pohledu se lze na výchozí konfiguraci CA dívat jako na program a 
vstup zárove a na pravidlo CA pak jako na hardware, na kterém bží program zpracovávající 
daný vstup; i zde by byl výstup výpoetního procesu kódován koneným vzorcem stav CA. 
Pestože bylo teoreticky prokázáno, že nkteré CA1 dokáží emulovat Turingv univerzální 
                                                 
1 Celulární automaty mohou mít rznou podobu danou rzným potem bunk, rzným potem dimenzí, ve 
kterých se tyto buky mohou nacházet, rzným potem možných stav nebo rznými vývojovými i 
pechodovými pravidly. Napíklad známá Conwayova „Hra života“ je dvojdimenzionálním binárním CA, jehož 
jednotlivé buky mní svj stav na základ svého aktuálního stavu a stavu osmi sousedních bunk (viz také s. 
16-17).     
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stroj, a realizovat tak tedy jakýkoli dostaten dobe specifikovaný výpoet, prakticky je 
velice obtížné najít práv takové pravidlo CA a práv takovou poátení konfiguraci, které by 
CA umožnily poítat njakou zajímavou funkci. Crutchfield, Mitchellová a Das (2003) takto 
s pomocí optimalizaní techniky genetických algoritm vytvoily ECA, který je schopen 
realizovat jednoduchou klasifikaní úlohu spoívající v rozhodnutí, zda je v poátení 
konfiguraci zastoupeno více jedniek nebo nul: Když pevažují jedniky, nebo nuly, ECA 
v daném potu krok dospje ve svém stavovém prostoru k pevnému bodu, kdy všechny jeho  
buky jsou ve stavu 1 (erná barva), resp. 0 (bílá barva)  (viz obrázek 73). Stejným zpsobem,  
 
 
Obrázek 73: Prostoro-asový diagram zobrazující chování elementárního celulárního automatu (ECA), který 
dokáže u libovolné poátení konfigurace v ase t0 urit, zda v ní pevažují jedniky (erná barva), nebo nuly 
(bílá barva). Odpov je zakódována v podob pevného bodu, kdy jsou všechny buky ECA ve stavu 1 (když ve 
výchozí konfiguraci pevažují jedniky), resp. ve stavu 0 (to když pevažují nuly). Pravidlo, kterým se ídí zmna 
stav jednotlivých bunk, byl vytvoen s pomocí optimalizaní techniky genetických algoritm. (s úpravami 
pevzato z Crutchfield, Mitchell, Das, 2003)     
 
tj. s pomocí genetických algoritm, se podailo vytvoit ECA, který zvládá synchronizaní 
úlohu, která spoívá v tom, že a už je poátení konfigurace jakákoli, ECA musí vždy po 
uritém potu krok skonit ve stavu, kdy se stav všech bunk synchronizovan a pravideln 
peklápí mezi nulou a jednikou (Das, Crutchfield, Mitchell, Hanson, 1995). Vyjádeno 
v terminologii teorie dynamických systém to znamená, že dlouhodobé chování tohoto ECA, 
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resp. výpoet, který provádí, charakterizuje limitní cyklus, kdy se ECA po stejném potu 
krok vrací do stejného stavu (viz obrázek 74). Jakkoli je velice obtížné uchopit to, jak ECA 
svj výpoet konkrétn provádí, uritý vhled do tohoto procesu poskytuje grafické znázornní 
jeho stavového prostoru, který lovku umožuje zabývat se ECA na vyšší úrovni celkových 
vzorc chování a do urité míry ignorovat nepehlednou zm jednotlivých bunk a dílích 
pechodových pravidel. Na základ obdobného principu funguje také ada dalších technik a 




Obrázek 74: Prostoro-asový diagram chování elementárního celulárního automatu (ECA) vyvinutého 
s pomocí genetických algoritm za úelem realizaci synchronizaní úlohy. Bez ohledu na konkrétní detaily 
poátení konfigurace ECA koní v pevn daném potu krok ve stavu, kdy se stav všech bunk synchronizovan 
a pravideln peklápí mezi nulou a jednikou. (s úpravami pevzato z Das, Crutchfield, Mitchell, Hanson, 1995)       
 
2.2.1.2 Základní  nástroje  vizualizace  a   analýzy  chování   komplexních   dynamických   
            systém 
 
     Vzhledem k vysoce abstraktní povaze matematických rovnic popisujících dynamické 
systémy se k usnadnní analýzy jejich chování v ase používají rzné vizualizaní techniky, 
které jsou založeny na nkterých konceptech pedstavených v pedchozím oddíle. Beer (2000) 
demonstruje použití nkterých tchto nástroj na jednoduchém dvojdimenzionálním 
dynamickém systému, jehož chování je specifikováno dvma diferenciálními rovnicemi:  
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     Tyto dv diferenciální rovnice lze vizualizovat prostednictvím dvojrozmrného 
vektorového pole (vector field; viz obrázek 75), ve kterém je každému bodu stavového 
prostoru dynamického systému pisouzen uritý specifický smr a velikost zmny 
systémových promnných y1 a y2.1    
 
 
Obrázek 75: Vektorové pole definované dvma diferenciálními rovnicemi 
•
y = f1 (y1, y2) a 
•
y = f1 (y1, y2). 
popisujícími chování jednoduchého dvojdimenzionálního dynamického systému v ase. Ve vektorovém poli je 
každému bodu stavového prostoru dynamického systému pisouzena uritá konkrétní velikost a smr zmn dvou 
stavových promnných. (pevzato z Beer, 2000) 
 
     Dalším nástrojem vizualizace chování dynamického systému je diagram tok (flow 
diagram), ve kterém jsou zachyceny všechny hlavní trajektorie systému ve stavovém 
prostoru, které vznikají aplikací vývojového operátoru na rzné poátení stavy systému (viz 
obrázek 76).      
                                                 
1 Míru zmny hodnoty njaké promnné vyjaduje její derivace. Derivace je obecn pomr, v jakém zmna 
njaké promnné y odpovídá zmn jiné promnné x, na které je tato promnná funkn závislá. Tento pomr lze 
symbolicky zapsat jako 
dx




• ; tato notace se vtšinou 
používá ve fyzice pro derivování podle promnné vyjadující as (t). Derivace funkce f(x) vyjaduje rychlost 
zmny této funkce vzhledem k jejímu parametru i parametrm. V pípad dvourozmrného grafu funkce f(x) je 
derivace této funkce v libovolném bod rovna smrnici teny tohoto grafu. Derivace je tak v podstat náklon 
grafu dané funkce. 
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Obrázek 76: Diagram tok zobrazující všechny hlavní vývojové trajektorie jednoduchého dvojdimenzionálního 
dynamického systému v jeho stavovém prostoru. (pevzato z Beer, 2000) 
 
     K pehlednému grafickému zachycení dlouhodobého chování dynamického systému slouží 
fázový digram (phase portrait). Jak již bylo uvedeno v pedchozím oddíle, vtšina 
dynamických systém má tendenci se v prbhu asu vyskytovat jen v nkolika málo 
oblastech svého stavového prostoru, tedy jen v omezeném souboru všech možných stav. 
V této souvislosti se hovoí o tzv. limitních množinách (nebo také atraktorech), které mohou 
mít podobu limitních (nebo také rovnovážných) bod (kdy stav dynamického systému zstává 
v ase stabilní a nijak se nemní), nebo limitních cykl, kdy se dynamický systém v uritém 
potu krok pravideln vrací do stejného stavu. Tyto limitní množiny pitom mohou být 
stabilní, nebo nestabilní. V pípad stabilního atraktoru daná limitní množina pitahuje 
všechny okolo jdoucí trajektorie; v pípad nestabilního atraktoru naopak sebemenší odchylka 
od dané limitní množiny vede k odchýlení trajektorie do jiných oblastí stavového prostoru 
(repelor). Vedle toho existují také limitní množiny, které jsou obecn nestabilní, avšak 
v nkterých specifických smrech mohou být stabilní (tzv. sedlovité limitní množiny, saddle 
limit sets). V souvislosti s tmito vlastnostmi limitních množin se hovoí také o basins of 
attraction, tedy o množin bod nacházejících se v okolí atraktor, které jako gravitaní pole 
stahují okolo jdoucí trajektorie k dané limitní množin stav. Všechny tyto objekty – limitní 
body, limitní cykly, repelory, basins of attraction -, které charakterizují dlouhodobé chování 




Obrázek 77: Fázový diagram zachycující limitní množiny a basins of attraction jednoduchého 
dvojdimenzionálního dynamického systému. Limitní body jsou v digramy znázornny jako teky a limitní cyklus 
jako oválná trajektorie; stabilní limitní množiny mají modrou barvu, nestabilní barvu ervenou a sedlové 
zelenou. Svtle šedou barvou je vyznaena basin of attraction limitní cyklu; tmav šedou pak basin of attraction 
stabilního limitního bodu. Modrá a ervená dráha pedstavují stabilní, resp. nestabilní smry oblasti stavového 
prostoru vedoucí k sedlovému limitnímu bodu, resp. od nj.  (pevzato z Beer, 2000) 
   
     Dležitým nástrojem analýzy chování dynamických systému je diagram bifurkace 
(bifurcation diagram), který zachycuje zmnu „topologie“ fázového diagramu v závislosti na 
zmnách hodnot ídících parametr dynamického systému. Topologie fázového diagramu se 
vtšinou mní hladce a pozvolna, obas však v tzv. bifurkaních bodech (na obrázku 78 
oznaených ernými body) dochází k prudké a radikální zmn tvaru „kopc“ a „údolí“ 
fázového diagramu a to navzdory jen nepatrným zmnám v hodnotách ídících parametr. Na 
obrázku 78 takto mžeme vidt diagram bifurkace pro náš jednoduchý dvojdimenzionální 
dynamický systém, na kterém je znázornna zmna jeho dlouhodobého chování v závislosti 
na zmn ídícího parametru p1: Pi nízkých hodnotách p1 je chování systému 
charakterizováno pouze jedním stabilním limitním bodem (horní modrá pímka). Jak hodnota 
p1 narstá, objevuje se další dvojice limitních bod, z nichž jeden je nestabilní (ervená 
kivka) a druhý sedlový (zelená kivka). S dalším nárstem p1 se objevuje také stabilní limitní 
cyklus (šedá oblast ohraniená modrou kivkou); tato situace odpovídá stavu zachyceném ve 
fázovém diagramu na obrázku 78. Pi dalším nárstu hodnoty parametru p1 limitní cyklus 




Obrázek 78: Bifurkaní diagram zachycující zmny topologie fázového diagramu v závislosti na zmnách 
ídícího parametru p1; více viz hlavní text. (pevzato z Beer, 2000) 
 
     K analýze chování dynamických systém se také asto používá tzv. diagram stavových 
pechod (state transition diagram), který je vhodný zejména pro analýzu diskrétních 
dynamických systém. Tento analytický nástroj je založen na pojímání dynamického systému 
jako druhu koneného automatu, který se v každém okamžiku nachází v jednom z konené 
množiny stav a jehož stav se mní v závislosti na jeho aktuálním stavu a pijímaném vstupu 
(viz také s. 53-54). Diagram stavových pechod (dále DSP) pak nabízí pehledný zpsob 
vizualizace chování takového koneného automatu v podob grafického znázornní struktury 
jeho stavového prostoru, resp. pechod mezi jeho jednotlivými stavy. DSP se skládá ze dvou 
základních prvk - z kruh, které reprezentují jednotlivé stavy systému, a z šipek, které 
reprezentují pechody mezi jednotlivými stavy systému. Na obrázku 79 jsou takto znázornny  
 
 
Obrázek 79: Diagram stavových pechod zámku s kombinací 0-5-2. (pevzato z Hillis, 2003, s. 46)  
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pechody mezi tymi možnými stavy jednoduchého koneného automatu - kombinaního 
zámku, který se oteve pouze pi zadání posloupnosti ísel 0-5-2. Na obrázku 80 je pak DSP 
znázorující strukturu stavového prostoru dynamického systému, který se mže nacházet 
v šestnácti rzných stavech a jehož chování charakterizují – jak je dobe patrné z DSP – tyi 
limitní množiny (dva pevné body a dva limitní cykly); další píklad DSP je možné nalézt na 
stran 184 na obrázku 102, kde je DSP jednoduché binární fuzzy kognitivní mapy.  
 
 
Obrázek 80: Diagram stavových pechod dynamického systému, který se mže nacházet v šestnácti rzných 
stavech. V diagramu jsou na první pohled patrné tyi limitní množiny – dva pevné body a dva limitní cykly.  
 
2.2.1.3 Nkteré další nástroje zkoumání komplexních dynamických systém 
 
     Základní funkcí lidské mysli jakožto ídícího systému je využívání informací o vnjším 
prostedí k vyhýbání se hloupým tahm a k vytváení chytrých krok, které redukují 
pravdpodobnost, že se lovk v rozlehlém a složitém svt vydá špatným smrem. 
Královskou cestou, jak snížit nejistou ohledn svého dalšího kroku, je schopnost vidt dále 
dopedu v ase, tj. schopnost predikce: Pi rozhodování se mezi rznými alternativními 
postupy i ešeními lovk vtšinou jedná na základ svých mentálních model, které jsou 
vnitní zjednodušenou reprezentací vnjšího svta. Díky tomu, že tyto mentální modely 
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obsahují mnoho informací o vnjším svt a o jeho zákonitostech, má lovk možnost 
v tomto vnitním prostedí bezpen provádt pokusy a simulace spojené s mentálním 
testováním možných budoucích dsledk svých rozhodnutí a „nechat [tak]“, eeno slovy 
filozofa Karla Raimunda Poppera, „namísto [sebe] umírat [své] hypotézy“ (citováno podle 
Dennett, 2004b, s. 86). Tato schopnost mentální simulace možných dsledk alternativních 
tah a krok pedstavuje zásadní vylepšení základního skinnerovského designu mysli, jejíž 
ídící innost je založena ist na principu podmiování: „Skinnerovské podmiování [v rámci 
namáhavého procesu pokusu–a–omylu] je dobrá vc, pokud nejste zabiti jednou z vašich 
raných chyb. Lepší systém zahrnuje pedvýbr mezi všemi možnými zpsoby chování nebo 
iny, takže ty skuten hloupé tahy jsou vyplety díve, než jsou riskovány ve „skuteném 
život“. […] Na rozdíl od pouze skinnerovských tvor, z nichž mnozí pežijí jenom proto, že 
udlají š	astné první tahy, my lidé, ale nejenom my, pežíváme proto, že jsme dost chytí na 
to, abychom udlali ty první tahy lepší než jen náhodné. Máme, samozejm, štstí, že jsme 
chytí, to je však lepší než jenom mít štstí.“ (Dennett, 2004b, s. 86)        
     Naneštstí jsou možnosti mentálních model co se týe jejich schopnosti vrn 
reprezentovat vnjší prostedí dosti omezené. To platí zvlášt v souvislosti s mentálním 
modelování komplexních dynamických systém, pro které je charakteristická komplexní 
cirkulární kauzalita a nelineární vztahy mezi jednotlivými prvky systému. Dsledkem toho je 
pak to, že lovk vnjší svt ve své mysli asto reprezentuje nepesn, takže nepesná jsou 
potom i jeho oekávání ohledn toho, jak se bude vnjší svt chovat nebo jaké postupy a 
strategie povedou ke kýženému cíli, což mže mít v ad rzných oblastí lidské innosti 
mnoho nedozírných následk. Proto vznikla ada rzných metod a postup vycházejících z 
poznatk teorie dynamických systém, které lovku analýzu chování komplexních 
dynamických systém usnadují.    
 
2.2.1.3.1 Píinné smykové diagramy 
 
     Jednou takovou jednoduchou metodou jsou píinné smykové diagramy (dále PSD), 
které umožují pehledným zpsobem reprezentovat prvky dynamického systému a 
komplexní kauzální vztahy mezi nimi. PSD sestávají z dynamických promnných, které jsou 
mezi sebou propojeny prostednictvím šipek, které specifikují smr kauzálního psobení mezi 
jednotlivými prvky systému. Spojení mezi promnnými pitom mže být bu pozitivní, nebo 
negativní, to podle toho, zda psobící promnná posiluje, nebo naopak oslabuje vybranou 
stavovou vlastnost ovlivované promnné. Jako píklad PSD zde mžeme uvést digram 
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intrapsychické dynamiky strachu u jednotlivce nebo skupiny jednotlivc (Pauková, 2005): 
V píinném diagramu (viz obrázek 81) jsou zachyceny následující prvky: pocit strachu, 
znepokojující události, pam znepokojujících událostí, popírání a zapomínání vzpomínek na 
znepokojující události, úzkost a zvládání pocit strachu a úzkosti (tj. vyrovnávání se s tmito 




Obrázek 81: Píinný smykový diagram intrapsychické dynamiky strachu u jednotlivce nebo skupiny 
jednotlivc v reakci na pijetí zpráv o znepokojujících událostech. (s mírnými úpravami pevzato z Pauková, 
2005) 
 
pozitivní  a  jednu negativní. První pozitivní zptná vazba existuje mezi strachem a úzkostí, 
tzn. že tyto dv promnné se navzájem potencují, což by v pípad absence nebo oslabení 
stabilizaní negativní zptné vazby v systému strachu mohlo vést k exponenciálnímu rstu 
strachu a úzkosti. Charakter pozitivní zptné vazby má také vztah mezi strachem, zvládáním a 
úzkostí: S narstajícím strachem se snižuje schopnost se vyrovnávat s negativními emocemi 
strachu a úzkosti, což vede k nárstu úzkosti a nárst úzkosti pak zase vede k nárstu strachu. 
Stabilizaní roli v zobrazeném systému strachu hraje negativní zptná vazba mezi pamtí 
znepokojujících událostí a mechanismem zapomínání a potlaování nepíjemných vzpomínek: 
S narstajícím potem vzpomínek na znepokojující události se automaticky zvyšuje poet 
zapomenutých nebo potlaených vzpomínek, což v koneném dsledku vede ke snížení potu 
vdomých vzpomínek na znepokojující události. Z píinného smykového diagramu je na 
první pohled zejmé, že zobrazený systém strachu je díky své specifické struktue kauzálních 
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vztah extrémn nestabilní a náchylný ke katastrofálním selháním (v podob 
nekontrolovatelného nárstu strachu a úzkosti), která jsou typická pro všechny systémy, u 
nichž došlo ke zhroucení negativních (stabilizujících, kompenzaních) zptných vazeb.   
 
2.2.1.3.2 Kognitivní mapy1 
 
     Obdobnou funkci a strukturu jako PSD mají také tzv. kognitivní mapy. Pojem kognitivní 
mapa do psychologie zavedl Edward C. Tolman, jeden z elních pedstavitel 
neobehaviorismu, který kognitivní mapou rozuml vnitní mentální mapu okolního prostedí,  
kterou organismus využívá k orientaci a k plánování innosti v tomto prostedí. K mapování a 
modelování píinných a implikaních vztah mezi rznými jevy a událostmi se však 
používají kognitivní mapy ve významu, jaký jim dal americký politolog R. Axelrod (1976), 
který kognitivní mapy použil k modelování myšlenkových schémat politických vztah 
v mysli lovka.  
     Takto chápaná kognitivní mapa pedstavuje systém, který se skládá ze souboru pojm a ze 
souboru píinných vztah mezi tmito pojmy, piemž každý z pojm mže prostednictvím 
kauzálních vztah pozitivn (excitan) nebo negativn (inhibin) ovlivovat ostatní pojmy, 
se kterými je takto píinn propojen. Kognitivní mapa má podobu ohodnoceného 
orientovaného grafu, který sestává z uzlových bod, které odpovídají jednotlivým pojmm, a 
z šipek odpovídajících kauzálním vztahm mezi pojmy; tyto šipky smují vždy od 
„píinného pojmu“smrem k „dsledkovému pojmu“ a navíc jsou vždy ohodnoceny bu 
znaménkem +, nebo −, to podle toho, zda je daný píinný vztah pozitivní (excitaní), nebo 
negativní (inhibiní). Pro ilustraci je na obrázku 82 zachycen pozitivní kauzální vztah mezi 
americkou podporou Izraele a jeho ekonomickým rozvojem a na obrázku 83 pak negativní 




                  
Obrázek 82: Jednoduchá kognitivní mapa zachycující pozitivní píinnou vazbu mezi americkou podporou 
Izraele a jeho hospodáskou prosperitou: ím vtší bude podpora Izraele ze strany USA, tím vtší bude i 
ekonomická prosperita Izraele. 
                                                 
1 Tento oddíl je mírn pepracovanou verzí stejnojmenné kapitoly z mé práce Nástroje mapování a modelování 




Obrázek 83: Jednoduchá kognitivní mapa zachycující negativní píinnou vazbu mezi násilnostmi v Palestin a 
ekonomickým vývojem v Palestin: ím vtší nepokoje budou v Palestin, tím horší bude v Palestin 
hospodáský vývoj. 
 
Tímto zpsobem pak lze sestavit kognitivní mapu, která bude zachycovat jeden z mnoha 
možných pohled na konflikt mezi Izraelem a Palestinci (viz obrázek 84), který pedstavuje 
velice složitou situaci zahrnující velké množství rzných faktor a kauzálních vztah mezi  




Obrázek 84: Kognitivní mapa politické situace na stedním Východ. (s mírnými úpravami pevzato z 
http://www.ochoadeaspuru.com/fuzcogmap/middleeast.php)  
 
mapu, mžeme zaít s modelováním rzných možných scéná vývoje politické situace na 
stedním Východ; jedná se de facto o hru na to, co by se stalo, kdyby…: Jestliže USA budou 
podporovat Izrael, Izraeli se bude po ekonomické stránce dobe dait, díky emuž bude 
schopen navýšit svj vojenský rozpoet. To bude mít za dsledek vtší tendenci Izraele ešit 
konflikty s Palestinci prostednictvím vojenských útok, které jen vyprovokují podobnou 
reakci na stran Palestinc, kteí v tomto najdou silnou podporu okolních arabských stát. 
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Tato atmosféra povede k ekonomické stagnaci i propadu, který znemožní Izraeli štde 
financovat armádu a její vojenské akce na palestinském území, což mže mít za následek vtší 
ochotu Izraele ešit konflikt s Palestinci mírovou cestou… 
     Kognitivní mapy lze používat nejen k modelování politických vztah, ale obecn 
k modelování jakýchkoli komplexních systém, v nichž mezi jednotlivými prvky existuje 
spletité pedivo rzných kauzálních a implikaních vztah a souvislostí, které lze vyjádit 
v podob pravidel typu JESTLIŽE-PAK. Takto lze napíklad modelovat rzná sociální 
schémata, která pedstavují uritým zpsobem organizované systémy pojm, poznatk a 
pesvdení o lidech, pedmtech, událostech a situacích, které lovku umožují 
identifikovat významy jednotlivých událostí a jev, zorientovat se v sociálních situacích a 
anticipovat chování pedmt a druhých lidí i dsledky svých vlastních akcí (Nakonený, 
1999, s. 96). Na obrázku 85 je zachycena kognitivní mapa implicitní (laické) teorie 
osobnosti, kterou si lidé vytváejí o tom, jak spolu souvisejí jednotlivé rysy osobnosti 
extroverta, resp. introverta: Takovýmto zpsobem propojené osobnostní rysy lovku 
poskytují  kontext  k interpretaci vstupních dat a umožují usuzovat i na charakteristiky, které  
.     
 
 
Obrázek 85: Kognitivní mapa zachycující implicitní teorii osobnosti (introverze/extroverze). 
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nejsou ve vstupních datech bezprostedn pítomné.1 Takže když lovk s takovouto 
implicitní teorií osobnosti obdrží explicitní informaci o tom, že osoba, s níž se má dnes veer 
setkat, je starostlivá, potom tato vstupní informace vede k aktivaci i inhibici uzl celé sít, 
které pedstavují jednotlivé charakteristiky zapojené v dané implicitní teorii osobnosti; 
v tomto pípad se aktivují uzly klidnosti, úzkostnosti, spolehlivosti, pemýšlivosti, tichosti, 
reservovanosti, pasivnosti a inhibují se uzly ilosti, družnosti, aktivnosti a optimistinosti (viz 
obrázek 86). S takto nastavenou (zapojenou) implicitní teorií osobnosti a na základ dané 
vstupní informace tedy bude lovk pedpokládat, že dnes veer se nejspíš setká s lovkem, 
pro nhož jsou charakteristické vlastnosti introverta, a že je tedy poteba se na jednání 
s takovým lovkem odpovídajícím zpsobem pipravit. 
 
 
Obrázek 86: Žlut oznaené uzlové body pedstavují pojmy aktivované v reakci na poskytnutou informaci o tom, 
že daný lovk je starostlivý (modrý pojmový uzel).   
                                                 
1 Zpracovávání informací prostednictvím rzných schémat (tzv. schematické zpracovávání informací) probíhá 
tak, že lovk ve své pamti vyhledává v minulosti vytvoená schémata, která jsou se vstupními informacemi 
nejkonzistentnjší, a na základ tchto schémat potom vstupní informace interpretuje. Tento zpsob 
zpracovávání informací je zdrojem kognitivní ekonominosti, nebo lovku umožuje rychle, automaticky a 
efektivn uspoádávat a zpracovávat velké množství informací, a to i v situacích, které jsou zatíženy 
informaním šumem. lovk takto napíklad není nucen si všímat nebo si pamatovat každý detail njakého 
nového jevu, se kterým se potká, ale staí mu, když si všimne, že tento nový jev se v nkolika málo 
nejdležitjších charakteristikách podobá jednomu z nkolika v minulosti nabytých schémat (nap. introvert), 
pedstavujících uspoádané soubory poznatk a pesvdení o jednotlivých instancích dané tídy jev (nap. 
uzavenost, nekomunikativnost, nespoleenskost, úzkostnost, rezervovanost, pemýšlivost, tichost…), která jsou 
všechna okamžit lovku automaticky pístupná, jakmile je rozpoznána základní podobnost jevu s daným 
schématem. 
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2.2.1.3.3 Dynamické modelování 
 
     Jakkoli jsou píinné smykové diagramy a kognitivní mapy užitené k pehlednému 
zachycení hypotéz ohledn píin dynamiky systému nebo k zobrazení myšlenkových 
schémat a mentálních model, které si lidé vytváejí o struktue kauzálních a implikaních 
vztah mezi prvky njakého systému, možnosti využití tchto nástroj ke skutenému 
modelování dynamických systém jsou dosti omezené, nebo pracují jen s velice vágn 
definovanými promnnými a vztahy mezi nimi. Tzn. že pi zachycení kauzální struktury 
njakého dynamického systému prostednictvím PSD nebo kognitivní mapy lovk získá jen 
velice obecnou pedstavu o dynamice chování zkoumaného systému v ase, která je 
dsledkem jeho kauzální struktury. 
     K precizaci zkoumání dynamických systém je nutné jednotlivé systémové prvky a vztahy 
mezi nimi pesn definovat a to nejlépe v jazyce matematiky. Takové matematické 
modelování dynamických systém má obvykle podobu hledání a formulování souboru 
pomrn složitých diferenciálních rovnic, které by dokázaly zachytit dynamiku chování 
sledovaného systému. Naštstí na trhu existuje nkolik softwarových produkt (napíklad 
Powersim Studio, iThink/Stella, Vensim), které výzkumníkovi poskytují uživatelsky vstícné 
simulaní prostedí, ve kterém pi modelování dynamických systém vystaí de facto pouze 
se znalostmi základních aritmetických operací. 
     Základními prvky tchto model dynamických systém jsou akumulace (také hladiny 
nebo stavy) a toky (Šusta, Neumaierová, 2004, s. 18). Akumulace je uritým druhem 
rezervoáru, ve kterém dochází ke hromadní njaké promnné. Hromadit se pitom mže 
cokoli, co lze kvantifikovat: zboží, peníze, zásoby, voda, prach, emoce, stres atd. Každá 
akumulace má v daném okamžiku uritou konkrétní hodnotu. Hodnota akumulace se v ase 
mní a to prostednictvím innosti tok, které zajišují pítok a odtok z akumulací podobn 
jako vodovodní kohoutek a odpadní roura zajišují pítok a odtok vody z vany nebo 
umyvadla. Dležitou vlastností akumulací je to, že mají svojí vlastní pam, což  se  projevuje  
  
 
Obrázek 87: Variace jednoduché akumulaní a tokové struktury. (pevzato z Šusta, Neumaierová, 2004, s. 20; 
použitá symbolika pochází ze simulaního prostedí Powersim Studio) 
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tím, že se nemní okamžit, ale vždy s uritým zpoždním. Vedle akumulací a tok se 
v rámci modelování dynamických systém používají další objekty; jedná se pedevším o 
konstanty a pomocné promnné. Konstanty – jak už napovídá jejich samotný název – jsou 
promnné, které se v prbhu simulace nijak nemní a mají stálou hodnotu. Konstanty se 
obvykle používají k znázornní exogenních promnných (tj. prvk, které se nacházejí mimo 
hranice systému) nebo takových promnných, o kterých se pedpokládá, že se v prbhu asu 
nijak významn nemnní. Pomocné promnné se pak používají ke specifikaci nkterých 
informací o akumulacích a tocích. Na obrázku 88 je na jednoduchém systému – modelu vany 
s pítokem a odtokem – demonstrováno použití nkterých základní prvk diagramu stav a 
tok (rezervoár, tok s mírou, pomocná, promnná, konstanta, informaní spoj) v symbolice 
simulaního prostedí Powersim Studio. Na obrázku 89 je pak diagram stav a tok, který 
vychází z píinného smykového diagramu zachycujícího intrapsychickou dynamiku strachu 
u jednotlivce nebo skupiny jednotlivc (viz obrázek 81); v píloze na konci práce lze nalézt 
také rovnice definující jednotlivé prvky diagramu; pípadný zájemce tak má možnost - po 
stažení 30-denní trial verze programu Powersim Studio1 - experimentovat s dynamikou tohoto 
systému, pípadn celý systém modifikovat a doplnit ho o nové promnné a vztahy, které by 
model v jeho chování uinily realistitjším.     
 
Obrázek 88: Diagram stav a tok jednoduchém systému – modelu vany s pítokem a odtokem. (pevzato z 
www.proverbs.cz ) 
                                                 
1 Bližší informace o programu Powersim Studio lze nalézt na adrese www.proverbs.cz nebo pímo na adrese 
výrobce www.powersim.com. Práv na druhé jmenované adrese je možné si stáhnout 30-denní, pln funkní 





Obrázek 89: Diagram stav a tok modelu dynamiky strachu jednotlivce i skupiny jednotlivc po pílivu 
znepokojivých zpráv. Znepokojivé události vyvolávají u lovka nebo skupiny lidí emoní reakci a mají tak pímý 
vliv na nárst strachu. Souasn se tyto události ukládají do pamti znepokojivých událostí, která hraje roli 
mediátoru nárstu strachu z dvodu existence dívjších úzkostných stav. Píinná struktura obsahuje dva 
odtoky, které umožují postupné odbourávání strachu a snižování hladiny pamti znepokojivých událostí. 
V píloze A jsou uvedeny rovnice definující jednotlivé prvky tohoto diagramu. (pevzato z www.proverbs.cz)  

2.2.1.3.4 Fuzzy kognitivní mapy1
 
     Jinou metodou, jak precizovat modelování komplexních dynamických systém, jsou fuzzy 
kognitivní mapy (fuzzy cognitive maps). Hlavním pínosem bžných kognitivních map je to, 
že dokáží pehledným a uživatelsky vstícným zpsobem reprezentovat poznatky o rzných 
typech píinn-dsledkových vztah a souvislostí mezi prvky njakého dynamického 
systému. To, co však bžné kognitivní mapy nezohledují, je to, že zákonitosti chování 
komplexních dynamických systém a stejn tak lidské poznatky o tchto zákonitostech jsou 
do znané míry zatíženy neuritostí a nejistotou, což se v praxi projevuje napíklad tím, že 
lidé – vetn expert - ve svém každodenním usuzování o nejrznjších komplexních 
dynamických systémech nepoužívají formální modely s pesn nadefinovanými promnnými 
                                                 
1 Tento oddíl je mírn pepracovanou verzí stejnojmenné kapitoly z mé práce Nástroje mapování a modelování 
poznatkových schémat (Stehlík, 2007).   
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a s pesn nadefinovanými vztahy mezi tmito promnnými, ale spoléhají se na více i mén 
vágn formulované poznatky typu Pemýšlivý lovk bývá vtšinou tichý a málomluvný, 
Dlouhodob frustrovaný jedinec má asto silnou tendenci jednat agresivn i Když fouká 
silný vítr zprava, je vtšinou teba pi míení a pi stelb trochu pedsadit doprava… Kdo 
všechno by však spadal do kategorie pemýšlivý lovk? Všichni, kdo alespo jednou denn 
pemýšlí o „nesmrtelnosti chrousta“, nebo ti, co tak iní minimáln dvakrát denn? Koho by 
bylo možné oznait za dlouhodob frustrovaného jedince? lovka frustrovaného jeden 
týden, nkolik týdn, jeden msíc nebo nkolik msíc? Kdy lze o vtru íci, že je silný? Pi 
50, nebo až pi 51 kilometrové rychlosti za hodinu? Všechny výše uvedené pojmy jsou 
neurité a vágní. Neurité, resp. nejisté jsou rovnž postulované vztahy mezi tmito pojmy. 
Co to znamená vtšinou nebo asto? Šest, nebo osm pípad z deseti? Jak silné musí být 
vnitní puzení, abychom mohli mluvit o  silné tendenci k nemu? Práv s tímto typem 
neuritosti obsažené v chování komplexních dynamických systém a v lidských poznatcích o 
nich dokáží pracovat fuzzy kognitivní mapy - nástroj soft-computingu, který je kombinací 
kognitivních map, fuzzy logiky a umlých neuronových sítí. Avšak díve než si ukážeme 
možnosti využití fuzzy kognitivních map pi modelování komplexních dynamických systém, 
je poteba zde zmínit alespo nkteré základní údaje o jedné z hlavních komponent fuzzy 
kognitivních map,  totiž o fuzzy logice.   
     Podle amerického psycholingvisty Stevena Pinkera (2003, s. 339-345) lidská mysl vytváí 
dva základní druhy kategorií, a sice klasické kategorie a fuzzy kategorie. Pro klasické 
kategorie je charakteristické, že o tom, který pedmt spadá do dané kategorie, rozhoduje to, 
zda daný pedmt vyhovuje i nevyhovuje jednoznané definici píslušné kategorie (nap. 
Liché íslo je celé íslo, po kterém zstane zbytek, jestliže se vydlí dvma, Babika je matka 
jednoho ze dvou rodi nebo Starý mládenec je neženatý dosplý muž…), piemž o každém 
objektu lze na základ takovéto definice jednoznan íci, zda do dané kategorie patí, i 
nikoli. U vtšiny kategorií však není možné jednoznan urit soubor podmínek lenství. 
Patí-li do definice ptáka schopnost létat, co potom s takovým tuákem nebo pštrosem? 
Židlika vbec nemusí mít tyi nohy a nemusí mít ani opradlo i sedadlo. Je papež starý 
mládenec, jestliže je starý mládenec definován jako neženatý dosplý muž? Místo pesné 
definice se u vtšiny bžných kategorií uplatuje spíše tzv. rodinná podobnost a pekrývání 
se rys, kdy si jsou lenové dané kategorie v nem podobní a v nem se naopak liší: Takto 
je nap. zelenina vtšinou zelená, ale mrkev zelená není; zelenina je v syrovém stavu vtšinou 
kupavá, ale pro špenát to neplatí. To má za dsledek to, že hranice takovýchto kategorií 
jsou neostré a mlhavé (fuzzy), takže si pak lidé napíklad nejsou píliš jistí, zda mají petržel, 
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esnek nebo moské asy považovat za zeleninu, i nikoli. Neostrost fuzzy kategorií se 
projevuje rovnž v tom, že nkteré objekty lidé považují za lepší píklad dané kategorie 
než objekty jiné: Tak napíklad vtšina lidí bude vrabce považovat za daleko lepší píklad 
ptáka než tuáka. Tito nejlepší pedstavitelé dané kategorie se nazývají prototypy a v mysli 
lidí shrnují vlastnosti celé kategorie.  
     Toto rozlišování mezi lepšími a horšími píklady dané kategorie lze dobe zachytit v rámci 
teorie fuzzy množin, která stojí v základech multivalentního (vícehodnotového) kalkulu 
fuzzy logiky a která narozdíl od booleovské bivalentní (dvouhodnotové) logiky pipouští 
ástenou píslušnost do njaké množiny, takže fuzzy množina je pak tvoena prvky, 
z nichž každý je charakterizován stupnm píslušnosti do této množiny, který leží v intervalu 
<0, 1>, kdy 0 znamená, že objekt není prvkem množiny, 1 znaí, že prvek do množiny zcela 
náleží, a hodnoty mezi 0 a 1 pak udávají míru ástené píslušnosti prvku do fuzzy množiny 
(Šlechta, 1998, s. 49).  
     Fuzzy logika má svj pvod na poátku 20. století, kdy britský logik, matematik a filozof 
Bertrand Russell našel v jádru klasické moderní teorie množin a logiky starý a dobe známý 
logický paradox: Jistý Kré	an tvrdí, že všichni Kré	ané lžou. Znamená to, že lže i tento 
Kréan? Jestliže lže, potom íká pravdu a nelže. Jestliže nelže, potom mluví pravdu, a potom 
tedy lže. Zde se dostáváme k logickému rozporu (kontradikci), protože tvrzení je jak pravdivé 
tak i nepravdivé zárove. Russell našel stejný paradox v teorii množin: Je množina všech 
množin, které nejsou lenem sebe samých, lenem sebe samé? Jestliže je, potom není; jestliže 
není, potom je. Tváí v tvá takovýmto paradoxm musí klasická dvouhodnotová logika, pro 
níž je výrok buto pravdivý, anebo nepravdivý, kapitulovat, avšak v rámci bžného lidského 
uvažování tyto výroky de facto žádný paradox nepedstavují a lovku neiní žádné vtší 
potíže tyto výroky akceptovat, nebo dokáže pijmout to, že „A a ne-A platí do urité míry 
zárove, že mezi vším a niím neexistuje ostrá dlící ára“ (Kosko, 1994, s. 6). Takže výše 
zmiované paradoxy pak lovk dokáže vnímat nap. tak, že jedna polovina výroku je 
pravdivá a druhá polovina je nepravdivá.   
     Ve 20. letech 20. století nezávisle na Russellovi polský logik Jan Lukasiewicz vypracoval 
principy vícehodnotové (multivalentní) logiky, ve které tvrzení mohou nabývat ástených 
pravdivostních hodnot mezi jednikou (úplnou pravdivostí) a nulou (úplnou 
nepravdivostí) dvouhodnotové (bivalentní) logiky, které jsou jen krajními hodnotami 
njakého „pravdivostního kontinua“. Takto potom mžeme tvrdit, že nco platí (anebo 
neplatí) jen do urité míry. Napíklad dvouleté dít je zcela urit mladým lovkem, 
 170 
devadesátiletý ddeek je zcela urit starým lovkem, ale ptaticetiletého muže asi vtšina 
lidí bude vnímat jako v nem ješt mladého a v nem už jako starého, což není žádný 
paradox, jestliže do urité míry platí jedno a zárove i to druhé.  
     Max Black nkdy ve 30. letech 20. století aplikoval multivalentní logiku na klasickou teorii 
množin (která pracuje na principu náleží/nenáleží), ímž množiny pozbyly svých jasných 
kontur a hranic a staly se více rozmazanými, mlhavými, matnými, nejasnými a 
neuritými, zkrátka více fuzzy, takže nyní bylo možné pomocí množin zachytit více než jen 
dv krajní pravdivostní hodnoty. Black takto definoval pojem vágních množin, ímž položil 
základy teorie fuzzy množin, které se však dostalo vtší publicity až po bezmála ticeti 
letech, kdy matematik Lofti A. Zadeh v roce 1965 publikoval lánek s názvem Fuzzy množiny.  
     Fuzzy množina (ozname si ji symbolem A) je definována jako množina prvk u∈U (kde 
U je univerzem všech uvažovaných prvk), z nichž každému je piazen tzv. stupe 
píslušnosti µA(u), jehož hodnoty se pohybují v rozmezí <0, 1> (které lze vyjádit i v podob 
procentuální míry píslušnosti od 0 % do 100 %), piemž jestliže µA = 1, potom daný prvek 
do množiny A zcela náleží, jestliže µA = 0, potom daný prvek do množiny A vbec nenáleží a 
jestliže µA  1 a zárove µA  0, potom daný prvek do množiny A ásten náleží a ásten 
nenáleží. Když vyneseme všechny uvažované prvky do grafu, získáme grafické znázornní 
tzv. funkce i kivky píslušnosti pro prvky množiny A (Novák, 2000). Na obrázku 90 je 
vidt, že pechod od píslušnosti „daný prvek urit nenáleží do množiny A“ (0) k píslušnosti 
„daný prvek do množiny A urit náleží“ (1) je pozvolný, ímž vznikají dv pásma (na 
obrázku jsou vybarvená erven), kde píslušnost prvku u do množiny A není jednoznaná, 
ale je neuritá, vágní, ili fuzzy. 
 

Obrázek 90: Funkce píslušnosti pro prvky množiny A. Prvky u1 a u12 do množiny A urit nepatí (bílá barva), 
prvky mezi u5, u6 a u7 do množiny urit patí (žlutá barva) a ostatní prvky patí do množiny A  s rzným stupnm 
píslušnosti mezi 0 a 1 (ervená barva).
 171 
     Základní rozdíl mezi standardními (ostrými) množinami a fuzzy (neostrými) 
množinami, potažmo mezi klasickou logikou a fuzzy logikou, se tedy toí okolo toho, co 
Aristoteles nazval zákonem vyloueného tetího. Ve standardní teorii množin, která stojí 
v základech klasické bivalentní logiky, je pro každý prvek jednoznan ureno, zda do dané 
množiny patí (úplné lenství v množin), nebo nepatí (žádné lenství v množin); žádná tetí 
možnost  neexistuje. Takovou ostrou množinou je nap. pojem dosplosti, tak jak vymezen a 
chápán v zákon, který stanovuje, že dosplým se lovk stává dovršením 18. roku vku. 
Kivka  píslušnosti jednotlivých rok vku do ostré množiny dosplosti potom bude vypadat 




Obrázek 91: Stupn píslušnosti jednotlivých rok vku do ostré množiny dosplosti (pevzato z Kosko, 1994, s. 
35). 
 
     Jak zde však již bylo uvedeno, vtšina pojm, se kterými lidé ve své mysli operují, není 
takto pesn definována, ale má naopak nejasné a rozmazané (fuzzy) hranice, takže lidé si 
potom nkdy nejsou tak úpln zcela jistí, jestli mají esnek nebo petržel považovat za 
zeleninu, nebo se domnívají, že pro zeleninu jsou charakteristické takové vlastnosti jako 
zelená nebo ervená barva, kupavost… a další vlastnosti, jejichž ztlesnním jsou plody jako 
napíklad raje, mrkev i salát, které proto lidé považují za mnohem lepší píklad pojmu 
zelenina než esnek nebo petržel. Jiným píkladem takového vágního pojmu mže být vysoká 
rychlost; je otázkou, co ješt patí do množiny vysoká rychlost a co už ne: Pokud je rychlost 
90 km/h již vysokou rychlostí, pro jí potom není také rychlost 89 km/h? Tento typ paradoxu 
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je dobe znám již z doby antického 	ecka: Mjme malou hromadu kamení. Pokud pidáme 
jeden kámen, dostaneme opt malou hromadu. Tedy každá hromada kamení je malá. Stejný 
paradox najdeme i u pojmu dosplost: Jestliže je 18-letý lovk považován za dosplého, pro 
za nj nepovažovat lovka, kterému je 17 let a 9 msíc? Jestliže je možné za dosplého 
považovat lovka, kterému je necelých 18 let, pro za nj nepovažovat lovka, kterému je 
necelých 17 let… atd.? Tento typ paradoxu zmizí, jestliže dosplost budeme vidt jako 
záležitost míry a pozvolného pechodu z nedosplosti do dosplosti, jak je to znázornno na 
obrázku 92, kde každý jednotlivý rok vku má svj stupe píslušnosti do fuzzy množiny 
dosplosti, který leží nkde v intervalu <0, 1>.  
 
 
Obrázek 92: Stupn píslušnosti jednotlivých rok vku do fuzzy množiny dosplosti (pevzato z Kosko, 1994, s. 
35).      
 
     Seteno a podtrženo, fuzzy množiny porušují zákon o vylouení tetího, nebo jednotlivým 
prvkm umožují, aby náležely do více než jedné množiny. V této souvislosti je možné použít 
terminologii Kellyho teorie osobních konstrukt (Mikšík, 2003, s. 185) a fuzzy množiny 
charakterizovat na základ povahy kontroly, kterou používají vi svým prvkm: Zatímco 
klasické ostré množiny pedstavují „zajištné konstrukty“, které „„fixují“ elementy výlun 
do vlastní sféry, [takže] co je dáno do jedné pihrádky, je vylouené z jakékoli jiné“, fuzzy 
množiny hrají spíše roli „konstelaních konstrukt“, které „pipouštjí, aby elementy náležely 
i do jiné oblasti, upravují však jejich lenství“, nebo ve fuzzy logice platí omezení, že stupn 
píslušnosti prvku v jednotlivých doplkových množinách musí dávat dohromady celek, takže 
jestliže lovk bude ranní vzduch pociovat jako z 30 % chladný, potom ho musí zárove 
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pociovat jako z 70 % ne-chladný. Z tohoto omezení je patrné, že klasická bivalentní logika, 
která funguje na principu len ze 100 %/len z 0 %, pedstavuje pouze speciální pípad fuzzy 
logiky, resp. že fuzzy logika je zobecnním klasické logiky.1 
     Kombinací nkolika navzájem souvisejících fuzzy množin je možné íseln, ale pitom 
v souladu s neostrostí pojm nadefinovat rzné kategorie - tzv. lingvistické promnné, typu 
rychlost auta nebo vk lovka. Druhá jmenovaná lingvistická promnná mže zastešovat 
napíklad ti fuzzy množiny, které popisují ti rzné vkové kategorie: mladý, stedn starý a 
starý - tzv. atributy lingvistické promnné, viz obrázek 93. Tyto lingvistické promnné mohou 
 

Obrázek 93: Píklad lingvistické promnné: Vk lovka. 
 
tvoit podmínkovou a dsledkovou ást fuzzy inferenních pravidel typu JESTLIŽE-PAK a 
tato pravidla – sestávající z jednoduchých nebo složených podmínek a dsledk2 – zase 
mohou být souástí njakého fuzzy expertního systému modelujícího chování uritého 
                                                 
1 V této souvislosti je poteba zmínit, že stupn píslušnosti prvku do fuzzy množiny nelze zamovat 
s procenty teorie pravdpodobnosti: Zatímco pravdpodobnost vyjaduje míru toho, že njaký jev mže (ale 
nemusí) nastat, tj. íká nám nco o tom, zda pozorovaný jev nastane (nebo nenastane) pi opakování njakého 
pokusu, stupn píslušnosti vyjadují míru, do jaké se nco vyskytuje. Tento rozdíl mezi teorií pravdpodobnosti 
a fuzzy logikou je dobe patrný pi srovnání následujících dvou tvrzení: Existuje 30 % pravdpodobnost, že zítra 
ráno bude chladné poasí. vs. Dnešní ráno bylo z 30% studené. Zatímco první tvrzení sdluje pravdpodobnost 
toho, že zítra ráno bude chladné poasí, konkrétn, že daný jev (chladné poasí) nastane v prmru ve tech 
z deseti pípad (kdy jsou nameny stejné hodnoty pro vlhkost vzduchu… jako na dnešní den), druhé tvrzení 
konstatuje, že dnešní ráno bylo do urité míry (z 30 %) studené – a zárove, že bylo práv tak do urité míry (ze 
70 %) ne-studené, eknme nap. teplé. 
2 Složené podmínky/dsledky vznikají spojením dvou a více jednoduchých podmínek/dsledk pomocí 
logických spojek a, nebo a negace. Interpretace takto spojených fuzzy podmínek/dsledk se liší od interpretace 
klasických složených podmínek/dsledk, které se skládají z jednoduchých výrok, které mohou být pouze 
pravdivé (1), nebo nepravdivé (0). Pro interpretaci logických spojek a, nebo a negace v rámci fuzzy složených 
podmínek/dsledk platí následující vyhodnocovací pravidla: A: µ x∧ y = MIN(µ x, µ y); NEBO: µ x∨ y = MAX(µ x, 
µ y); A: µ¬x = 1-µ x (Fanta, 2001, s. 132-133). 
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komplexního systému jako je dopravní systém, finanní trhy nebo chování a prožívání 
lovka za rzných situací a podmínek. Takto lze nap. vytvoit velice jednoduchý fuzzy 
expertní systém1, který napodobuje schopnost personalisty usuzovat na míru motivace 
zamstnance v závislosti na výši jeho finanní odmny podle ty níže uvedených pravidel: 
1) Jestliže je úrove finanní odmny nízká, potom je míra motivace nízká. 
2) Jestliže je úrove finanní odmny stední, potom je míra motivace stední. 
3) Jestliže je úrove finanní odmny spíše vysoká, potom je míra motivace vysoká. 
4) Jestliže je úrove finanní odmny vysoká, potom je míra motivace stední. 
Vstupní promnnou je zde výše finanní odmny a výstupní promnnou pak míra motivace 
zamstnance. Výše platu nech je uvádna v tisících K a míra motivace nech je uvádna na 
desetibodové škále, kde 1 znamená nejnižší míru motivace a 10 nejvyšší míru motivace. Jak 
je to patrné z výše uvedených pravidel, tyto promnné sestávají z nkolika fuzzy 
(pod)množin: V pípad výše finanní odmny to jsou fuzzy množiny nízká, stední, spíše 
vysoká a vysoká; v pípad míry motivace to jsou fuzzy množiny nízká, stední a vysoká. Dále 
je poteba provést fuzzifikaci jednotlivých vstupních a výstupních hodnot, která spoívá 
v tom, že na základ expertových zkušeností jsou jednotlivým vstupním a výstupním 
hodnotám piazeny urité stupn píslušnosti do jednotlivých fuzzy (pod)množin, jak je 
to vidt na obrázcích 94 a 95. 
 
             
Obrázek 94: Stupn píslušnosti do jednotlivých fuzzy (pod)množin výše platu. 
 
                                                 
1 Tento píklad se voln inspiruje fuzzy expertním systémem, který ve své diplomové práci uvádí Šlechta (1998).  
 175 
Definujeme-li jednotlivé „platové“ fuzzy množiny výtem podle obecného vztahu A = (x1/A1, 
x2/A2...,  xn/An), potom dostaneme: 
 
        Np = {(5/1), (10/0.7), (15/0.3), (20/0), (25/0), (30/0), (35/0)..., (70/0)} 
        Sp = {(5/0), (10/0.3), (15/0.7), (20/1), (25/0.5), (30/0.3), (35/0)..., (70/0)} 
        SVp = {(5/0)..., (20/0), (25/0.5), (30/0.7), (35/1), (40/0.5), (45/0.3), (50/0)..., (70/0)} 
        Vp = {(5/0)..., (35/0), (40/0.5), (45/0.7), (50/1), (55/1), (60/1), (65/1), (70/1)}   
 
 
Obrázek 95: Stupn píslušnosti do jednotlivých fuzzy (pod)množin míry motivace. 
 
Po definici jednotlivých „motivaních“ fuzzy množin výtem dostaneme: 
 
        Nm = {(1/1), (2/0.7), (3/0.4), (4/0), (5/0), (6/0), (7/0), (8/0), (9/0), (10/0)} 
        Sm =  {(1/0), (2/0.3), (3/0.6), (4/1), (5/1), (6/0.7), (7/0.3), (8/0), (9/0), (10/0)} 
        Vm = {(1/0), (2/0), (3/0), (4/0), (5/0), (6/0.3), (7/0.7), (8/1), (9/1), (10/1)} 
 
tyi výše uvedená (fuzzy) pravidla potom asociují jednotlivé „platové“ fuzzy množiny 
s píslušnými  „motivaními“ fuzzy množinami. To, jaké pravidlo se bude aktivovat, záleží 
na tom, jaká hodnota finanní odmny se objeví na vstupu, ale vzhledem k tomu, že všechny 
uvažované vstupní hodnoty byly fuzzifikovány (takže jednotlivé vstupní hodnoty nyní existují 
v jakési „superpozici“1 stav, kdy v rzné míe náleží do všech uvažovaných fuzzy 
                                                 
1 Superpozice je pojem z kvantové mechaniky, kde vyjaduje tu skutenost, že každá elementární ástice, jako 
nap. foton, pedstavuje vlnu pravdpodobnosti, která je superstavem všech možných stav, ve kterých se daná 
elementární ástice mže s rznou pravdpodobností teoreticky nacházet. Akt mení nebo jakýkoli kontakt 
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(pod)množin), tak se paraleln a v urité (vtšinou však nulové) míe aktivují všechna 
pravidla. Fuzzy expertní systém takto mže obdržet na vstupu informaci, že uritá osoba 
pobírá za svou práci plat ve výši 20 tisíc K; hodnota 20 tisíc K patí do urité míry do všech 
„platových“ fuzzy množin, avšak vzhledem k tomu, že hodnota 20 tisíc K náleží do fuzzy 
množin  nízká, spíše vysoká a vysoká z 0 % a do fuzzy množiny stední ze 100 %, bude se 
aktivovat pouze pravidlo íslo 2. Jestliže vstupem bude hodnota 25 tisíc K, která z 50 % 
náleží do fuzzy množiny stední a z druhých 50% do fuzzy množiny spíše vysoká, budou se 
aktivovat pravidla íslo 2 a 3, a to každé z 50 %. Platí tedy, že stupn aktivace jednotlivých 
vstupních fuzzy množin urují stupe aktivace jednotlivých fuzzy pravidel, resp. výstupních 
fuzzy množin, které tvoí jejich dsledkovou ást.    
     Abychom získali konkrétnjší pedstavu o míe motivace, kterou daná výše finanní 
odmny vyvolává, je poteba z parciáln aktivovaných výstupních fuzzy množin udlat jednu 
jedinou výstupní fuzzy množinu. To lze provést tak, že (1) nejdíve vynásobíme stupn 
píslušnosti prvk všech výstupních fuzzy množin mírou aktivace odpovídajícího pravidla, 
resp. jeho dsledkové ásti1; (2) potom je poteba pro každý prvek výstupní promnné seíst 
tyto jejich „zvážené“ stupn píslušnosti do všech výstupních fuzzy množin. Výslednou fuzzy 
množinu je možné ješt (3) podrobit tzv. defuzzifikaci, to když chceme adu výstupních  
hodnot s uritým stupnm píslušnosti pevést na jednu konkrétní hodnotu: Jeden ze dvou 
nejpoužívanjších postup defuzzifikace spoívá v tom, že (3a) za výslednou hodnotu je 
považován prvek s nejvtším stupnm píslušnosti do výsledné fuzzy množiny; (3b) druhý 
postup, který se používá u systém pracujících s numericky definovanými promnnými, vede 
k výsledné hodnot pes výpoet prmru váženého stupni píslušnosti jednotlivých 
numerických prvk do výsledné fuzzy množiny. (Šlechta, 1998) 
     Celý postup si mžeme demonstrovat na vstupní hodnot 25 tisíc K, která jednotlivé 
vstupních fuzzy množiny aktivuje následujícím zpsobem: 
 
        Np = 0 
        Sp = 0.5 
        SVp = 0.5 
        Vp = 0   
 
                                                                                                                                                        
s okolním svtem zpsobuje kolaps tohoto superstavu do jednoho jediného, vtšinou toho 
nejpravdpodobnjšího stavu, který mžeme „pímo pozorovat“ (i spíše njak nepímo zaznamenat) (Gribbin, 
1998).    
1 Jinou možnou operací by v této fázi bylo useknutí stup píslušnosti jednotlivých prvk všech fuzzy množin 
na úrovni míry aktivace píslušného pravidla.  
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Vzhledem k používaným pravidlm se výstupní fuzzy množiny aktivují takto: 
 
        Nm = 0  
        Sm = 0.5    
        Vm = 0.5  
 
Nyní lze vynásobit stupn píslušnosti prvk množin Nm, Sm a Vm se stupnm aktivace 
píslušné fuzzy množiny: 
 
        Nm = {(1/1), (2/0.7), (3/0.4), (4/0), (5/0), (6/0), (7/0), (8/0), (9/0), (10/0)} x 0 
             = {(1/0), (2/0), (3/0), (4/0), (5/0), (6/0), (7/0), (8/0), (9/0), (10/0)} 
        Sm = {(1/0), (2/0.3), (3/0.6), (4/1), (5/1), (6/0.7), (7/0.3), (8/0), (9/0), (10/0)} x 0.5 
             = {(1/0), (2/0.15), (3/0.3), (4/0.5), (5/0.5), (6/0.35), (7/0.15), (8/0), (9/0), (10/0)} 
        Vm = {(1/0), (2/0), (3/0), (4/0), (5/0), (6/0.3), (7/0.7), (8/1), (9/1), (10/1)} x 0.5 
             = {(1/0), (2/0), (3/0), (4/0), (5/0), (6/0.15), (7/0.35), (8/0.5), (9/0.5), (10/0.5)} 
 
Soutem tchto stup píslušnosti získáme výslednou fuzzy množinu (VFM): 
 
        VFM = {(1/0), (2/0.15), (3/0.3), (4/0.5), (5/0.5), (6/0.5), (7/0.5), (8/0.5), (9/0.5), (10/0.5)}       
 
A nakonec množinu VFM deffuzifikujeme pomocí váženého prmru: 
 
1x0 + 2x0.15 + 3x0.3 + 4x0.5 + 5x0.5 + 6x0.5 + 7x0.5 + 8x0.5 + 9x0.5 + 10x0.5 
                0 + 0.15 + 0.3 + 0.5 + 0.5 + 0.5 + 0.5 + 0.5 + 0.5 + 0.5 
        
Jestliže tedy zamstnanec bude dostávat plat ve výši 25 tisíc K, jeho míra motivace bude mít 
na desetihodnotové škále hodnotu nkde mezi 6 a 7.  
     Tento jednoduchý fuzzy expertní systém by bylo možné implementovat také v rámci 
ptivrstevné umlé neuronové sít (viz obrázek 96): Uzly ve vstupní vrstv zde reprezentují 
všechny uvažované vstupní hodnoty výše platu (5-70 tis. K). Tyto uzly jsou prostednictvím 
vážených spoj propojeny s uzly, které reprezentují tyi fuzzy (pod)množiny vstupní 
promnné: nízký plat, stední plat, spíše vysoký plat a vysoký plat. Váha tchto spoj (w1) 
odpovídá stupm píslušnosti jednotlivých vstupních hodnot do všech vstupních fuzzy 
množin. Vstupní fuzzy množiny jsou dále propojeny se temi uzly, které pedstavují ti 
výstupní fuzzy množiny (nízká motivace, stední motivace, vysoká motivace); váhy 
píslušných spoj (w2) pak odpovídají asociacím mezi pedpokladovými (JESTLIŽE) a 
= 6.5 
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dsledkovými ástmi (POTOM) ty použitých pravidel. Tyto ti uzly jsou prostednictvím 
dalších spoj propojeny s uzly, které odpovídají všem uvažovaným výstupním hodnotám (1-
10). Váha spoj mezi tmito uzly (w3) vyjaduje stupn píslušnosti tchto výstupních hodnot 
do jednotlivých výstupních fuzzy množin. Tato výstupní vrstva jednotek je nakonec 




96: Fuzzy expertní systém v podob ptivrstevné umlé neuronové sít. 
         
     Schopnost fuzzy logiky zachytit nepesnost a neuritost prostednictvím pesného jazyka 
matematiky je klíová z hlediska možností matematického modelování komplexních systém, 
pro které platí omezení v podob tzv. Zadehova principu inkompatibility – jakési obdoby 
Heisenbergova principu neuritosti2 -, podle kterého s „nárstem složitosti systému naše 
schopnost formulovat pesná a pece ješt významná a vypovídající tvrzení o jeho chování 
klesá, až je dosaženo hranice, za níž se pesnost a významnost (i relevance) stávají prakticky 
vzájemn se vyluujícími charakteristikami“3 (Zadeh, 1973, s. 28).  
                                                 
1 Tuto jednoduchou umlou neuronovou sí lze nalézt na piloženém CD v podob jednoduché excelovské 
aplikace pod názvem Fuzzy_Expertní_Systém_Motivace. 
2 Podle Heisenbergova principu neuritosti nelze v mikrosvt elementárních ástic mit souasn polohu a 
hybnost s naprostou pesností, nebo snaha pesn zmit jednu veliinu vede nevyhnuteln ke zkreslení hodnot 
druhé veliiny (Greene, 2002).    
3 „... as the complexity of a system increases, our ability to make precise and yet significant statements about its 
behavior diminishes until a threshold is reached beyond which precision and significance (or relevance) become 
almost mutually exclusive characteristics.“ 
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     Po tomto struném obeznámení se se základy fuzzy logiky nyní mžeme pistoupit 
k samotným fuzzy kognitivním mapám (dále FCM). FCM, se kterými v roce 1986 pišel ve 
svém lánku Fuzzy cognitive maps (Fuzzy kognitivní mapy) Bart Kosko, mají podobu 
orientovaného grafu, který se skládá z uzlových bod reprezentujících kvalitativní 
pojmy a ze synaptických spoj, které vyjadují kauzální vazby mezi tmito pojmy. To, 
ím se fuzzy kognitivní mapy liší od klasických kognitivních map, je povaha pojmových uzl 
a kauzálních spoj mezi nimi: V bžných kognitivních mapách jsou pojmové uzly vždy bu 
aktivované (1), nebo vypnuté (0) a kauzální vztahy mezi tmito pojmovými uzly jsou bu 
pozitivní, nebo negativní (nebo žádné). Ve fuzzy kognitivních mapách jsou pojmové uzly 
fuzzy množinami, jakými jsou napíklad kategorie výbuchy násilí nebo stabilita státu: Každá 
událost do uritého (vtšinou však nulového) stupn náleží do takové fuzzy množiny, resp. 
v urité (vtšinou nulové) míe excituje pojmový uzel, který takovou fuzzy množinu 
reprezentuje. Pojmový uzel se vždy aktivuje do uritého stupn (<0, 1>) a pouze v tch 
nejjednodušších pípadech je pojmový uzel bu zapnutý (1), nebo vypnutý (0). Fuzzy 
pojmový uzel se aktivuje pouze tehdy, když na svém vstupu pijme dostatené množství 
kauzálního vlivu z okolních pojmových uzl, se kterými je propojen synaptickými spoji. 
V jiném pípad se vypne nebo zstane vypnutý. Když je pojmový uzel aktivní, vysílá urité 
množství kauzálního vlivu, který se šíí pes synaptická kauzální spojení do dalších 
pojmových uzl FCM. Kauzální spoje mezi pojmovými uzly mají v grafu podobu orientované 
šipky, která reprezentuje fuzzy pravidlo mezi fuzzy množinami: Kauzální pravidlo Výbuchy 
násilí snižují stabilitu státu tak bude mít podobu šipky smující od pojmového uzlu pro 
výbuchy násilí k pojmovému uzlu pro stabilitu státu (obrázek 97). Také spojení mezi 
pojmovými uzly mají fuzzy povahu, nebo umožují, aby jimi protékalo malé, velké nebo 
njaké jiné množství kauzálního vlivu.

 
Obrázek 97: Fuzzy pravidlo Výbuchy násilí snižují stabilitu státu. 
 
     Jako píklad FCM si zde mžeme uvést FCM od Barta Koska (1994, s. 226), na které je 
zachycena dynamika interakcí mezi poasím a plynulostí dopravy na kalifornských silnicích 
(viz obrázek 98). V této FCM se nacházejí fuzzy pojmové uzly jako špatné poasí, dopravní 
zácpa, dopravní nehody, rychlost vlastní jízdy, vlastní odpor k riskování a etnost dopravních 
hlídek, z nichž každý mže nabývat rzné míry aktivace (<0, 1>), to podle toho, jak moc je 
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špatné poasí, jak moc vysoká je etnost dopravních hlídek atd. U Fuzzy kauzálních spoj 
mezi  fuzzy  pojmovými  uzly  jsou  jejich  váhy (<-1, 1>)  ureny  pomocí takových slov jako 
trochu, hodn, vždy, asto, velice, ponkud a obvykle. V této FCM se nacházejí rovnž dv 
krátké zptnovazebné smyky: V prvním pípad se jedná o pozitivní zptnou vazbu: Když 
dojde k dopravní zácp, zvýší to ponkud poet dopravních nehod a zvýšený poet 
dopravních nehod má zase asto za následek dopravní zácpu. V druhém pípad jde o 
negativní zptnou vazbu, kdy zvýšený poet dopravních nehod zpsobuje, že na silnicích se 
z mnohem vtší etností zanou objevovat dopravní hlídky, což má za následek mírné snížení 
potu dopravních nehod.1 Podobným zpsobem lze modelovat dynamiku chování jakéhokoli 
komplexního dynamického systému, vetn živých organism nebo procesu usuzování - takto 
jsou napíklad na obrázcích 99 a 100 zobrazeny dv fuzzy kognitivní mapy modelující 
dynamiku chování „virtuálního“ delfína, resp. proces diferenciální diagnózy specifické 
jazykové poruchy (specific language impairment, SLI).   
 
 
Obrázek 98: FCM dynamiky interakce klimatických podmínek a plynulosti dopravy na kalifornských silnicích (s 
mírnými úpravami pevzato z Kosko, 1994, s. 226). 
                                                 
1 Na piloženém CD se pod názvem FCM_Doprava nachází excelovská aplikace, která tenái umožuje 
prozkoumat dynamiku chování této FCM v závislosti na jejím výchozím stavu. V souboru FCM_Doprava_GA je 
pak obsažena stejná FCM, jejíž váhová matice (tj. síla kauzálních spoj mezi jednotlivými pojmovými uzly) 
však nebyla nastavena njakým expertem, ale s pomocí optimalizaní metody genetických algoritm (viz 234-
239), která byla použita k minimalizaci rozdílu mezi aktuální a požadovanou (cílovou) posloupností stavových 
vektor, které byly vygenerovány pvodní expertní FCM, jejíž váhy byly nastaveny na základ (Koskova) 
expertního úsudku. Tato druhá FCM tak demonstruje možnosti uritého specifického typu uícího algoritmu, 
který by mohl sloužit jako alternativa k tradiním uícím algoritmm (typu Hebbova korelaního uícího 
algoritmu i Hebbova diferenciálního uící algoritmu, viz 185-187), které se jinak obvykle používají k nastavení 
váhové matice FCM na základ prezentovaných dat o reálném chování dynamického systému.        
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Obrázek 99: FCM modelující dynamiku chování „virtuálního“ delfína. (s mírnými úpravami pevzato z 
Dickerson, Kosko, 1996) 
 
 
Obrázek 100: FCM modelující a podporující proces diferenciální diagnózy specifické jazykové poruchy 
(specific language impairment, SLI), kterou je v mnoha pípadech velice obtížné diagnostikovat, nebo	 
symptomy této poruchy se do znané míry pekrývají s píznaky dalších poruch jako je tžká dyslexie nebo 
autismus. Tento výpoetní model byl vytvoen na základ velkého souboru (expertních) poznatk o SLI, které 
byly shromáždny z veškeré dostupné literatury vnované této poruše. (pevzato z Georgopoulos, Malandraki, 
Stylios, 2003) 
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      K precizaci práce s fuzzy kognitivními mapami je poteba zavést následující matematický 
aparát, který je do znané míry totožný s tím, který využívají umlé neuronové sít (Mls, 
2005): Každý fuzzy pojmový uzel FCM Ci  je ohodnocen íslem Ait, které vyjaduje míru 
aktivace daného pojmu. Jestliže je v FCM n pojm, potom vektor At = [A1t, A2t, …, Ant] 
vyjaduje stav FCM v ase t, piemž Ait  udává aktivaní úrove pojmu Ci v ase t. Váhová 
matice synaptických spoj W je definována jako matice n x n, kde wij je váha synaptického 






























Stav FCM, resp. aktivaní  úrove všech  pojmových  uzl  FCM se modifikuje souasn (tzv. 
synchronní aktualizace), takže At+1 = [A1t+1, A2t+1, …, Ant+1], piemž Ait+1, i = 1, 2, …, n se 
























což znamená, že pro každý jednotlivý pojmový uzel se poítá suma násobk aktivace každého 
pojmu s vahou kauzálního vlivu, který daný pojem spojuje s pojmovým uzlem, jehož stav (tj. 
míru aktivace) v ase t+1 se snažíme vypoítat. Dležitou roli v tomto vztahu má prahová i 
pechodová funkce f, která zajišuje, že hodnota aktivace pojmových uzl nabývá pouze 
povolených hodnot. astými prahovými funkcemi jsou: 
 
      
 
     Samotná práce s FCM pi modelování dynamického systému zaíná podobn jako pi 
používání píinného smykového diagramu nebo kognitivní mapy, tj. zachycením hypotéz o 
kauzální struktue daného dynamického systému v podob orientovaného grafu. Díky 
matematickému aparátu spojenému s FCM však lze prostednictvím FCM mnohem pesnji a 
dslednji sledovat a testovat dsledky, které vyplývají z pijatých pedpoklad ohledn 
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píinných vztah determinujících chování studovaného dynamického systému: Po sestavení 
diagramu kauzálních vztah mezi jednotlivými pojmovými uzly se nastaví výchozí aktivaní 
úrove každého pojmového uzlu a váhy jednotlivých kauzálních spoj mezi nimi, a 
pojmovým uzlm se nakonec umožní, aby na sebe navzájem psobily, a to dokud 
• není dosaženo rovnovážného stavu, kdy se pozitivní a negativní kauzální vlivy mezi 
pojmovými uzly navzájem vyruší a systém se usadí v njakém pevném bod, nebo 
dokud 
• není dosaženo njakého limitního cyklu, kdy se systém dostane do smyky s uritou 
periodou, takže se bude vždy po stejném potu krok vracet do stejného stavu, anebo 
dokud  
• se v systému neprojeví chaotické chování. 
Vzhledem k tomu, že stav FCM je v každém okamžiku dán n-vektorem aktivací všech jejích n 
pojmových uzl, lze její chování (a potažmo tedy také chování modelovaného systému) 
vizualizovat prostednictvím fázového diagramu jako trajektorii vykreslenou historií 
stavových vektor FCM v n-dimenzionálním stavovém prostoru, kde n je poet pojmových  




Obrázek 101: Dvourozmrný stavový prostor FCM sestávající ze dvou pojmových uzl. Na obrázku jsou 
schematicky zachyceny ti základní zpsoby dlouhodobého chování takové FCM v podob pevného bodu (kdy se 
stavový vektor FCM nemní), limitního cyklu (kdy stavový vektor FCM opakuje konenou posloupnost stav) a 
chaotického atraktoru (kdy se stavový vektor FCM neperiodicky mní). (s mírnými úpravami pevzato z 
Dickerson, Kosko, 1996) 
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chování dynamického systému pro FCM sestávající ze dvou pojmových uzl. Chování FCM, 
resp. strukturu jejího stavového prostoru lze stejn názorn zachytit také prostednictvím 
diagramu stavových pechod – na obrázku 102 je tímto zpsobem znázornno chování 
jednoduché binární FCM sestávající z pti pojmových uzl (jejichž míra aktivace mže 
nabývat pouze dvou možných hodnot, 0/1, proto binární FCM); z diagramu je na první pohled 
zejmé, že chování této FCM (a jí modelovaného dynamického systému) charakterizují ti 
limitní množiny (na obrázku zvýraznné ervenou barvou) - jeden pevný bod a dva limitní 
cykly.    
     Z hlediska uživatelské vstícnosti je dležité, že pi používání FCM k modelování 
komplexních dynamických systém se pracuje vtšinou s pojmy bžného a dobe 
srozumitelného jazyka a nikoli se složitými diferenciálními rovnicemi. K uživatelské 
vstícnosti FCM pispívá také to, že chování každé navržené FCM lze pomrn snadno 
modifikovat - tím, že se do ní pidají nové pojmové uzly nebo nové synaptické spoje, tím že 
se v polarit (+/−)  nebo v intenzit (<-1, 1>) upraví stávající nastavení kauzálních spoj nebo  
 
 
Obrázek 102: Diagram stavových pechod jednoduché binární FCM sestávající z pti pojmových uzl, které 
mohou nabývat pouze dvou možných hodnot (0/1). V diagramu jsou pehledným zpsobem zachyceny pechody 
mezi jednotlivými 32 (25) stavovými vektory této FCM. Na digram se lze také dívat jako na reprezentaci struktury 
ptidimenzionálního stavového prostoru FCM, ve kterém se (vzhledem k povaze použité pechodové funkce) 
nachází 32 identifikovatelných pozic. Na první pohled jsou zde dobe patrné ti limitní množiny                           
(ervené teky)  –  jeden pevný bod a dva limitní cykly. (s  úpravami pevzato z Mls, 2005) 
 
tím, že se jinak nastaví výchozí hodnoty aktivace jednotlivých pojmových uzl. Tyto úpravy 
vtšinou provádí expert, který je detailn obeznámen se zákonitostmi daného dynamického 
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systému, použít však lze také automatický uící algoritmus, který na základ dat o reálném 
chování modelovaného systému dokáže vygenerovat tu správnou váhovou matici 
synaptických spoj mezi jednotlivými pojmovými uzly, která odráží skutenou kauzální 
strukturu modelovaného systému. Pi použití takového uícího algoritmu se nejdíve data o 
reálném chování modelovaného systému pevedou do podoby posloupnosti stavových vektor 
FCM, tj. do podoby informací o míe, v jaké jsou jednotlivé pojmové uzly aktivní v sérii 
diskrétních asových krok sledovaného období. Tyto informace pak slouží jako vstup do 
samotného uícího algoritmu. Existuje pitom nkolik rzných uících algoritm. Mezi ty 
nejznámjší patí Hebbv korelaní uící algoritmus (dále HKU) a Hebbv diferenciální 
uící algoritmus (dále HDU). HKU vychází z pedpokladu, že jsou-li dva pojmové uzly 
souasn aktivní, je zde vysoká pravdpodobnost, že mezi tmito pojmovými uzly existuje 
také njaká píinná souvislost. V pípad HKU je tak vznik a nastavení váhy kauzálního 
spoje založeno na korelaci aktivity dvou pojmových uzl; samotná zmna váhy kauzálního 
spoje mezi pojmovými uzly se pak poítá podle vztahu:      




kde –eij je aktuální váha kauzálního spoje mezi pojmovými uzly Ci a Cj a Ci (xi) a Cj(xj) 
pedstavují míru aktivace pojmových uzl Ci a Cj v daném asovém okamžiku. S použitím 
HKU  pro nastavení váhové matice FCM je spojena jedna zásadní nevýhoda – HKU asto 
nachází velké množství falešných kauzálních vztah tam, kde ve skutenosti žádné nejsou.  
Tuto slabinu a omezení HKU se Kosko pokusil pekonat s pomocí HDU, který je založen na 
úsudkové verzi gestaltistického zákona „spoleného osudu“, podle kterého máme pi 
organizaci našeho vjemového pole tendenci si spojovat pedmty se spoleným pohybem 
(smrem, rychlostí). To, co platí, pro naše vnímání, platí do znané míry i pro naše  usuzování  
na   kauzální  souvislosti mezi  jevy. Britský logik a filozof John Stuart Mill v této souvislosti 
hovoil o tzv. metod prvodní variace (concomitant variation), která je jedním z nástroj 
induktivního usuzování umožujících kauzální analýzu, tedy zjišování píinných vztah 
(Ferjeník, 2000, s. 26-29). Podstata této metody spoívá ve variování intenzity té okolnosti, o 
níž pedpokládáme, že je píinou studovaného jevu (za soubžného udržování ostatních 
okolností v konstantní a nemnné podob). V pípad, že se studovaný jev bude mnit 
souasn se zmnami intenzity dané okolnosti, potom lze s pomrn vysokou mírou jistoty 
tvrdit, že mezi danou okolností a jevem existuje kauzální spojení. Jinak eeno, máme 
tendenci si kauzáln spojovat dva jevy tehdy, jestliže se tyto dva jevy mní spolen. Pi 




Obrázek 103: Gestaltistický zákon „spoleného osudu“, který zpsobuje, že máme tendenci si spojovat objekty 
se spoleným pohybem (smrem i rychlostí).   
 
dvou pojmových uzl, ale to, jak se míra aktivace tchto dvou pojmových uzl mní, tedy 
jejich derivace1: 




Kosko (1994, s. 234) princip HDU srozumiteln popisuje následujícím zpsobem: „Mjme 
pojmové uzly A a B. […] Pedpokládejme, že se [míra aktivace] A mírn zvýší. Potom je 
rozdíl mezi novým A a starým A pozitivní. Takže zmna A je pozitivní (+). eknme, že se nyní 
mírn zvýší také [míra aktivace] B. Takže také zmna B je pozitivní (+). A plus krát plus se 
rovná plus (+1 x +1 = +1). Pítel mého pítele je mj pítel. Takže k hran vedoucí od A k B 
pitete malé íslo. eknme, že nyní [míra aktivace] A klesne. Zmna je potom negativní (-). 
eknme, že klesne také [míra aktivace] B. Takže také zmna B je negativní (-). A jestliže nyní 
vynásobíte tyto dv zmny, dostanete pozitivní hodnotu (-1 x –1 = 1). Nepítel mého nepítele 
je mj pítel. Takže opt pitete malé íslo ke hran [mezi A a B]. Jestliže se tedy A a B mní 
spolen, potom odhadujeme, že mezi nimi existuje kauzální spojení. Opak nastane, jestliže se 
budou pohybovat opaným smrem. eknme, že [míra aktivace] A se zvýší a [míra aktivace] 
B klesne. Vynásobením pozitivní a negativní hodnoty pak dostaneme negativní hodnotu (+1 x 
–1 = -1). Pítel mého nepítele je mj nepítel. To samé nastane, jestliže [míra aktivace] A 
klesne a [míra aktivace] B stoupne. Nepítel mého pítele je mj nepítel. V obou dvou 
pípadech odetete od hrany [mezi A a B] malé íslo a ta má tendenci se mnit v negativní 
                                                 
1 Viz poznámka pod arou 1 na stran 154.   
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[inhibiní] spojení. Jestliže se ani A, ani B nemní, potom dostanete nulu a nulu pitete 
k hran [mezi A a B].“1  
    Rovnž HDU má urité slabiny, které tomuto uícímu algoritmu brání objevovat uritý 
druh kauzálních souvislostí mezi jevy. Proto se objevila ada návrh, jak základní algoritmus 
HDU pozmnit a jeho „krátkozrakost“ tak korigovat (viz Huerga, 2005).  
 
2.2.1.4 Dynamická kognitivní vda 
 
     Inspirace kognitivní vdy myšlenkami teorie dynamických systém vedla nkdy okolo 
poloviny 90. let 20. století ke vzniku dynamické kognitivní vdy (dynamic cognitive 
science), která na rozdíl od tradiní, výpoetní kognitivní vdy nepovažuje kognitivní systém 
za systém výpoetní, ale pedevším za systém dynamický. Kognitivní vdci Tim van Gelder a 
Robert F. Port (1995) ilustrují rozdíl mezi pístupem výpoetní a dynamické kognitivní vdy 
na odlišných popisech fungování Wattova odstedivého regulátoru (viz obrázek 104) - 
paradigmatického píkladu dynamického  systému,  který  se  asto  objevuje  v  nejrznjších  
  
Obrázek 104: Wattv odstedivý regulátor. 
                                                 
1 „Let A and B be FCM nodes. […] Suppose A goes up a little. Then the difference between the new A and the 
old A is positive. So the change of A is positive (+). Now say B goes up a little too. So the change of B is positive 
(+) too. Then plus times plus equals plus (+1 x +1 = +1). The friend of my friend is my friend. So you add a 
little number to the edge from A to B. Now say A falls. Then the change is negative (-). Say B falls too. So the B 
change is negative (-) too. Then if you multiply the two changes you get a positive value (-1 x –1 = -1). The 
enemy of my enemy is my friend. So again you add a small number to the edge. So if A and B change together, 
we guess a causal link between them. The reverse happens if they move in opposite directions. Say A goes up and 
then B goes down. Then multiply a positive by a negative to get a negative (+1 x –1 = -1). The friend of my 
enemy is my enemy. The same happens if A goes down and B goes up. In both cases you subtract a small number 
from the edge and it tends to move to a negative link. If neither A nor B changes, you get zero and add zero to 
the edge.“ 
 188 
úvodech do teorie dynamických systém – a hypotetického výpoetního regulátoru. Wattv 
odstedivý regulátor pedstavuje jednoduché a elegantní ešení jednoho z nejpalivjších 
problém prmyslu 18. století. Ke konci 18. století se v prmyslové výrob zaal hromadn 
využívat parní stroj, který dokázal transformovat tepelnou energii vodní páry na mechanickou 
práci: Nejdíve se v parním kotli s pomocí tepla (uvolnného pi spalování njakého paliva) a 
vody vyrobila vodní pára s požadovanou teplotou a tlakem; takto vyrobená vodní pára pak 
tlakovou silou psobila na píst a posunovala ho ve válci; tento pímoarý pohyb pístu se pak 
pevedl na otáivý pohyb setrvaníku, který prostednictvím systému pevod pohánl 
nejrznjší prmyslové stroje a zaízení. K tomu, aby tyto stroje správn fungovaly, bylo 
nutné, aby jejich chod byl plynulý, tj. aby byly pohánny stálou a nemnnou rychlostí. 
Problém však byl v tom, že rychlost pohybu setrvaníku asto kolísala v závislosti na ad 
rzných faktor, napíklad v závislosti na zmnách teploty v topeništi parního kotle i 
v závislosti na aktuálním pracovním zatížení parního stroje (daném potem pohánných 
stroj). Technici tak stáli ped problémem, jak zajistit konstantní rychlost setrvaníku 
navzdory neustálému kolísání teploty a tlaku vodní páry i pracovního zatížení parního stroje. 
     S geniáln jednoduchým ešením tohoto problému pišel v roce 1784 skotský fyzik a 
vynálezce James Watt, který vynalezl to, co se dnes nazývá Wattv odstedivý regulátor: 
K setrvaníku parního stroje je pipevnna hídel, na kterou jsou zavšena dv sklopná 
ramena; na konci každého ramene je kovová koule; ramena jsou pipojena ke klapkovému 
ventilu a to takovým zpsobem, že ím více se ramena zvednou (tj. ím vtší úhel budou 
ramena svírat s hídelí), tím menší množství páry projde klapkovým ventilem. Regulace 
rychlosti setrvaníku pak probíhá následujícím zpsobem: Jak se hídel otáí okolo své osy, 
odstedivé síly zpsobují, že se ramena zvedají a zvedají se tím více, ím se hídel otáí 
rychleji. Zvednutí ramen však zpsobuje to, že se klapkový ventil uzavírá, ímž se omezuje 
pívod vodní páry. To má za následek zpomalení setrvaníku, resp. hídele, která je k nmu 
pipojena. Zpomalení setrvaníku pak vede ke snížení odstedivé síly a k poklesnutí ramen, 
což zase zpsobuje pootevení klapkového ventilu a zvýšení pívodu vodní páry… (viz 
obrázek 105). Pi správném nastavením takto Wattv odstedivý regulátor dokáže udržet 
konstantní rychlost setrvaníku a to navzdory neustálému kolísání ady rzných faktor 














Obrázek 105: Znázornní innosti Wattova odstedivého regulátoru v podob schematického nákresu a 
píinného smykového diagramu, ze kterého je na první pohled zejmá pro komplexní dynamické systémy tak 
charakteristická cirkulární kauzalita, spoívající ve vzájemném zptnovazebním ovlivování jednotlivých prvk 
systému ( – rychlost otáení setrvaníku, resp. hídele, F – odstedivá síla psobící na kovové koule na konci 
dvou ramen, x – míra posunutí táhla, p – množství páry uvádjící do pohybu píst, resp. setrvaník). (Schematický 
nákres Wattova regulátoru pevzat z ppt prezentace Ivana M. Havla k pednáškám „Pirozené a umlé myšlení“ 
konaným ve školním roce 2005/2006 na pracovišti Centra Teoretických Studií v Praze) 
 
     Chování Wattova odstedivého regulátoru lze pesn popsat a zachytit s pomocí nkolika 
málo parametr, jedné numerické promnné a prostednictvím matematické rovnice, která 
definuje chování této promnné v ase. Klíovou promnnou je zde úhel, který svírají ramena 













kde n je pevodová konstanta,  je rychlost otáení hídele, g je gravitaní konstanta, l je 
délka ramen, a r je konstanta míry tení na epech. Tato diferenciální rovnice nám íká, že 
míra zmny úhlu mezi rameny a hídelí (d2/dt2, tj. druhá derivace1 úhlu  podle asu t) je 
funkcí momentálního úhlu mezi rameny a hídelí (oznaeného stavovou promnnou ), 
rychlosti, s jakou se tento úhel práv mní (d/dt, tj. derivace úhlu  podle asu t), a 
momentální rychlosti otáení hídele (). Jinak eeno, rovnice zachycuje to, jak se mní 
samotná zmna úhlu svíraného rameny a hídelí v závislosti na souasném úhlu, na zpsobu, 
                                                 
1 Tzn. derivace derivace (viz také poznámka pod arou 1 na stran 154).   
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jakým se tento úhel práv mní, a na rychlosti otáení hídele. Jediné, co se mní v systému 
definovaném touto diferenciální rovnicí, je úhel mezi rameny a hídelí  (a jeho derivace); vše 
ostatní jsou (ídící) parametry (, n, g, l, a r), o nichž se pedpokládá, že jejich hodnota je 
stabilní a v ase se nijak nemní. Nastavení hodnot tchto parametr pak determinuje 
konkrétní podobu (tvar) chování promnné  v ase.  
     Aby regulátor mohl vykonávat svoji funkci, musí být – prostednictvím setrvaníku a 
hídele – propojen s parním strojem, který lze rovnž s pomocí nkolika rzných 
promnných, parametr a matematických rovnic popsat jako dynamický systém. Tyto dva 
systémy (regulátor a parní stroj) jsou pitom propojeny uritým specifickým zpsobem, který 
spoívá v tom, že promnná v jednom systému (napíklad úhel  u Wattova regulátoru i 
rychlost otáení setrvaníku  u parního stroje) hraje v druhém systému roli ídícího 
parametru. Systém nkolika rovnic takto dokáže popsat komplexní interakci dvou vzájemn 
se ovlivujících systém, které spolen dohromady tvoí jeden propojený systém, jehož 
chování má tendenci být pitahováno ke stabilnímu jednobodovému atraktoru, kterým je 
požadovaná stabilní rychlost otáení hídele.     
     van Gelder a Port dávají tento Wattv odstedivý regulátor, jehož chování lze úspšn 
porozumt prostednictvím pojm teorie dynamických systém, do ostrého kontrastu 
s hypotetickým výpoetním regulátorem, jehož chování je možné zase naopak úspšn 
vysvtlit prostednictvím pojmových nástroj výpoetní teorie. Pi konstrukci takového 
výpoetního regulátoru lze vyjít z obecného popisu zptnovazebních ídících systém, které 
k regulaci a ízení vybraného parametru (v tomto pípad rychlosti setrvaníku parního stroje) 
využívají ti základní druhy informací (Hillis, 2003, s. 121): 
1) Jaký je požadovaný  stav (cíl)?  
2) Jaký je rozdíl mezi souasným a požadovaným stavem (chyba)?  
3) Jaké innosti zmenší rozdíl mezi souasným a požadovaným stavem (reakce)? 
Zptnovazební ídící systém tedy dosahuje svého cíle tím, že upravuje a volí svoji reakci 
v závislosti na druhu detekované chyby.  Konkrétní algoritmus výpoetního regulátoru by pak 
mohl vypadat následujícím zpsobem: 
1. Zm rychlost otáení setrvaníku. 
2. Porovnej aktuální rychlost otáení setrvaníku s požadovanou rychlostí. 
3. Jestliže mezi tmito dvma rychlostmi není žádný rozdíl, potom se vra	 ke 
kroku 1; v jiném pípad 
a) Zm aktuální tlak páry. 
b) Vypoítej požadovanou zmnu tlaku páry. 
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c) Vypoítej potebnou úpravu klapkového ventilu. 
4. Prove úpravu klapkového ventilu. 
5. Vra	 se ke kroku 1. 
Výpoetní regulátor pracující na základ takovéhoto algoritmu by nejdíve zmil aktuální 
rychlost otáení setrvaníku, poté by vytvoil vnitní symbolické reprezentace tohoto a dalších 
údaj, následn by na n aplikoval rzné výpoetních operace, které by mu umožnily tyto 
symbolické reprezentace mezi sebou porovnat a na základ rzných transformaních a 
manipulaních pravidel je zmnit a petransformovat do podoby, která bude odpovdí na 
otázku „Jak upravit klapkový ventil, aby se dosáhlo požadované rychlosti otáení 
setrvaníku?“ Poté, co se regulátor k této odpovdi propoítá, pevede ji ve fyzickou innost a 
zmní nastavení klapkového ventilu do vypoítané polohy. innost výpoetního regulátoru 
takto tvoí neustále dokola se opakující cyklus mení-poítání-konání. Celý systém pak lze 
charakterizovat jako systém, který je cyklický, sekvenní, reprezentaní a výpoetní. Žádnou 
z tchto charakteristik však nelze aplikovat na Wattv odstedivý regulátor, u kterého není 
schopnost ízení a regulace rychlosti setrvaníku výsledkem realizace urité posloupnosti 
výpoetních operací - ve smyslu vytváení, manipulace a transformace vnitních 
symbolických reprezentací vnjšího svta -, ale emergentním dsledkem interakce a vzájemné 
kodeterminace dvou systémových komponent, kde úhel mezi rameny a hídelí prbžn a v 
reálném ase moduluje rychlost setrvaníku, která stejným zpsobem zase moduluje úhel, 
který ramena svírají s hídelí.  
     K modelování tohoto druhu interakce, kdy dochází ke vzájemné kodeterminaci chování 
vtšího množství rzných faktor, se zdá být ideální práv jazyk teorie dynamických systém 
(v podob fázových prostor, atraktor, repelor, basins of attraction, ídících parametr, 
diferenciálních rovnic atp.). Ta se tak stává vhodným výzkumným nástrojem pro pedstavitele 
teorie vtlené, situované a distribuované kognice (embodied, situated, distributed 
cognition), podle nichž zdrojem inteligentního chování nejsou výhradn výpoetní 
procesy odehrávající se na vnitních symbolických reprezentacích, ale pedevším 
celková interakce organismu se svým prostedím, v níž hrají výpoetní procesy pouze 
jednu dílí - jakkoli dležitou a nepostradatelnou – roli (viz obrázek 106). Tento smr 
výzkumu dal v polovin 90. let 20. století vzniknout tzv. dynamické kognitivní vd  (Beer, 
2000; van Gelder, Port, 1995) - novému pojetí kognitivní vdy, podle kterého kognitivní 
systémy nejsou (pouze) výpoetní systémy (jak tvrdí tradiní výpoetní kognitivní vda), ale 
(pedevším) dynamické systémy, jejichž chování je determinováno interakcí vtšího množství 




Obrázek 106: V pojetí dynamické kognitivní vdy je kognice výsledkem interakce mezi nervovým systémem, 
tlem a vnjším prostedím. (s mírnými úpravami pevzato z Beer, 2000)  
 
     Píkladem využití teorie dynamických systém k popisu a explanaci jistého (vývojov) 
kognitivního jevu je dynamický model plánovacího pole (planning field model), který je 
výsledkem snahy vývojové psycholožky Esther Thelen a kol. (2001) vysvtlit rozporuplná 
experimentální data nashromáždná v rámci výzkumu jednoho specifického kognitivního 
omylu, kterého se dopouštjí dti staré 8-10 msíc. Jedná se o tzv. chybu A-ne-B (A-not-B 
error), kterou objevil švýcarský psycholog Jean Piaget pi zkoumáním vývoje konceptu 
stálosti objektu u malých dtí. Ke zkoumání vývoje tohoto pojmu Piaget vymyslel 
jednoduchou úlohu, ve které experimentátor opakovan schovává hraku pod poklopem A; 
úkolem dítte je po každém takovém schování hraky se po ní natáhnout na místo, kam vidlo 
experimentátora hraku schovat. Po nkolikerém schování hraky pod poklop A 
experimentátor schová hraku pod poklopem B. Pi minimální asové prodlev mezi 
schováním hraky a možností se po ní natáhnout a uchopit ji do rukou se dti staré 8-10 
msíc v této ásti úkolu asto dopouštjí té chyby, že místo toho, aby hledali hraku pod 
poklopem B, ji hledají pod poklopem A. Dti starší 12 msíc se takové chyby již 
nedopouštjí a schovanou hraku správn hledají pod poklopem B. Podle Piageta je píinou 
této dramatické vývojové zmny to, že dti starší 12 msíc již disponují pln vyvinutým 
pojmem stálosti objektu. Jinými slovy, jsou již schopny vytváet abstraktní mentální 
reprezentace objekt vnjšího svta. Mladší dti neho takového podle Piageta ješt schopny 
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nejsou – souástí objektu, který reprezentují ve své mysli, je vždy to, co práv vnímají a co 
práv dlají; objekty vnjšího svta tak pro n ješt nemají svou vlastní, objektivní a na 
vnímání a innosti subjektu nezávislou existenci.      
     Na Piagetov experimentálním úkolu je zvláštní a zajímavé to, že pozorované chování dtí 
- tj. to, zda vykazují chybu A-ne-B, i nikoli - je extrémn citlivé na zmny 
v experimentálním designu, tzn. že i velice drobnými zmnami a úpravami v uspoádání 
Piagetova základního experimentálního úkolu lze docílit toho, že dti mladší 12 msíc budou 
vi chyb A-ne-B imunní a naopak že dti starší 12 msíc se budou chyby A-ne-B 
dopouštt, pestože by již mli – alespo podle Piageta – disponovat pln vyvinutým 
konceptem stálosti objektu. Ve svtle takto vysoké míry variability v chování dtí v závislosti 
na detailech experimentálních podmínek se zdá být Piagetovo vysvtlení dosti problematické 
a diskutabilní. Objevila se proto celá ada nových hypotéz snažících se vysvtlit chování dtí 
za rzných alternativních experimentálních podmínek. 
     Tyto nové hypotézy vtšinou vycházejí z informan procesního paradigmatu, v rámci 
kterého je lovk pojímán jako výpoetní systém, který prostednictvím smyslových orgán 
pijímá informace z vnjšího prostedí, vytváí vnitní symbolické (mentální) reprezentace 
tchto informací a následn na n aplikuje rzné výpoetní (mentální) operace, 
prostednictvím kterých s tmito vnitními reprezentacemi rzn manipuluje a transformuje je 
na výstupní informace, které mohou mít podobu njakého úsudku, rozhodnutí, plánu nebo 
njaké motorické innosti. Vývoj schopností dítte – pojímaného jako druh výpoetního 
systému - je pak dán nárstem kapacity rzných výpoetních zdroj, kterými disponuje: 
pamti, pozornosti, mentálních reprezentací, mentálních proces atp. Jedna z informan 
procesních hypotéz vysvtlujících chybu A-ne-B vychází z pedpokladu, že dti, které se 
v Piagetov experimentálním úkolu dopouštjí chyby A-ne-B, nemají problém s konceptem 
stálosti objektu, ale se zpsobem, jakým reprezentují ve své mysli prostor: Píinou 
kognitivního omylu A-ne-B je podle této hypotézy to, že dti mezi 8. a 10. msícem vku 
reprezentují okolní prostor „egocentricky“, tj. vždy relativn ke své pozici v prostoru, nikoli 
objektivn, jakoby z ptaí perspektivy, kde má vše své pevné místo. Takové dít když bude 
mít opakovanou zkušenost, že njaký objekt se vždy nachází nalevo od nj, bude mít potom 
tendenci tento objekt vždy hledat nalevo od sebe a to bez ohledu na zmnu své aktuální 
pozice v prostoru. Takže jestliže dít bude nkolikrát za sebou natahovat svou ruku po hrace 
smrem doleva, potom bude i pi dalších pokusech s vyšší pravdpodobností natahovat svou 
ruku smrem k místu, které je vi nmu nalevo. Tuto hypotézu se zdá potvrzovat 
experimentální pozorování, že když dít sleduje experimentátora schovávajícího hraku pod 
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poklop B na jedné stran stolu, avšak po hrace má možnost se natáhnout z opané strany 
stolu, potom dít neomyln šahá smrem k poklopu B, nebo ten se nyní nachází vi dítti 
ve stejné relativní poloze jako poklop A na druhé stran stolu. Takže to, co na jedné stran 
stolu vedlo k chybnému úkonu, na druhé stran stolu vedlo ke správnému rozhodnutí. Podle 
další informan procesní hypotézy je píinou selhání dtí v Piagetov experimentálním 
úkolu nedostaten efektivní kódování informací do jejich pamti, takže ty v ní potom 
nedokážou dostaten dlouho podržet vzpomínku na místo, kam experimentátor hraku 
schoval. Tato hypotéza se zdá být v souladu s experimentálním pozorováním, že když se dítti 
mezi 8. a 10. msícem vku umožní, aby se natáhlo po hrace v nkolika málo vteinách poté, 
co ji experimentátor schová pod poklop B, natáhne se správným smrem, tj. k poklopu B; 
tendenci sahat po poklopu A mají takto staré dti pouze tehdy, když je prodleva mezi 
schováním hraky a aktivitou dítte dostaten dlouhá na to, aby se jim informace o míst 
uložení hraky mohla z pamti vytratit. Další informan procesní hypotézy o píinách 
chyby A-ne-B svá vysvtlení zakládají na ne/schopnosti inhibice vlastních behaviorálních 
reakcí, která je spojená s ne/zralostí prefrontální kry, na míe stability mentálních 
reprezentací atd. (Smith, Thelen, 2003; Beer, 2000).   
     Všem výše uvedeným hypotézám (vetn té Piagetovy) o píinách chyby A-ne-B je 
spolené to, že postulují existenci jediné píiny a že tuto píinu lokalizují dovnit 
výpoetního mechanismu lidské mysli. Práv tato monokauzalita je dvodem, pro tyto 
hypotézy dokáží vysvtlit jen velice omezenou ást nashromáždných experimentálních dat.       
Zcela odlišný pístup proto zvolili Thelen a kol. (2001), kteí vytvoili dynamický model 
plánovacího pole, ve kterém je chyba A-ne-B emergentním dsledkem vzájemného psobení 
a interakce nkolika rzných píinných faktor, které se nenacházejí pouze uvnit mysli 
dítte, ale zahrnují také celkovou senzomotorickou interakci dítte s vnjším prostedím.  
     Pi ešení Piagetova experimentálního úkolu stojí dít ped rozhodnutím, jakým smrem 
má natáhnout svou ruku, zda doprava, nebo doleva. Tendence dítte šahat smrem doprava, i 
doleva se pitom v ase prbžn mní. Soubor tchto tendencí Thelen a kol. nazývají 
plánovací pole (planning field), které se velice voln inspiruje funkcí nervového systému: 
Plánovací pole definuje pomyslný jednodimenzionální prostor možných aktivaních stav, ve 
kterých se mže nacházet systém, který je odpovdný za plánování a realizaci uchopovací 
aktivity dítte. Chování tohoto aktivaního (plánovacího) pole je dáno funkcí u(x,t), která 
specifikuje, v jakém smru (x) má dít v daném ase (t) tendenci se natahovat; u se pitom 
mní v závislosti na ad rzných faktor (parametr i vstup) jako jsou:  
• aktuální (aktivaní) stav plánovacího pole, 
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• obecná experimentální situace, tj. pítomnost dvou vizuáln nápadných poklop na 
místech A a B, 
• specifická experimentální situace, tj. vizuální zkušenost toho, jak experimentátor 
schovává hraku bu pod poklop A, nebo pod poklop B, 
• pam pedchozích rozhodnutí i epizod uchopovací aktivity, 
• kompetitivní (inhibiní) interakce mezi jednotlivými body jednodimenzionálního 
aktivaního prostoru plánovacího pole (umožující dítti dojít k jednoznanému 
rozhodnutí, kam šáhnout)…    
Tyto vstupy jsou vždy charakterizovány tím, na jaké místo plánovacího pole (A/B) psobí a 
jakým zpsobem na nj psobí (zvýšením/snížením míry aktivace na daném míst 
plánovacího pole). Chování každého faktoru v ase je specifikováno jeho vlastní funkcí; 
jejich propojením pak vzniká složitá diferenciální rovnice, která specifikuje jak se u v daném 




Obrázek 107: Diferenciální rovnice specifikující chování dynamického modelu plánovacího pole. (pevzato 
z Thelen a kol., 2001)  
 
     Na obrázku 108 je zachycen vývoj míry aktivace v plánovacím poli bhem Piagetova 
experimentálního úkolu: Ped tím, než experimentátor hraku schová pod poklop A, dít ve 
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svém zorném poli vidí dva vizuáln nápadné poklopy; tomuto vstupu odpovídá mírn zvýšená 
aktivace v plánovacím poli jak na míst A tak i na míst B (viz obrázek 108a). Poté co 
experimentátor hraku schová pod poklop A, zpsobí tím pechodn zvýšenou míru aktivace 
v plánovacím poli dítte na míst A; díky inhibiním interakcím mezi jednotlivými body 
plánovacího pole také dojde k deaktivaci plánovacího pole na míst B (viz obrázek 108a). 
Když míra aktivace dosáhne urité kritické (prahové) hodnoty, dít se na natáhne po hrace 
schované pod poklopem A. Vzpomínka na tuto uchopovací aktivitu se pak stává vstupem do 
plánovacího pole pi dalším pokusu najít schovanou hraku. Díky této vzpomínce je míra 
aktivace v plánovacím poli o nco vyšší na míst A než na míst B. Tato zvýšená míra 
aktivace tvoí pam všech pedchozích epizod uchopovací aktivity, která byla nasmrovaná 
k poklopu A. Na obrázku 108b je pak zachycena situace, kdy experimentátor po nkolikerém     




Obrázek 108:  Vývoj míry aktivace v plánovacím poli bhem Piagetovy experimentální úlohy, kdy má dít za 
úkol hledat hraku schovanou pod jedním ze dvou poklop (oznaených zde písmeny A a B); podrobnjší výklad 
viz hlavní text. (s mírnými úpravami pevzato ze Smith, Thelen, 2003)  
 
nejdíve ke zvýšení míry aktivace v plánovacím poli na míst B; po njaké dob však 
v plánovacím poli v dsledku pamového záznamu pedchozích uchopovacích aktivit zcela 
pevládne aktivita na míst A. Model tak správn pedpovídá, že bezprostedn po schování 
hraky jsou dti schopné hledat hraku na správném míst a že chyby A-ne-B se dti dopouští 
pouze tehdy, když asová prodleva mezi schováním hraky a uchopovací aktivitou pekroí 
uritou kritickou hranici. Specifickým nastavením jednotlivých parametr (odpovídajících 
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rzným experimentálním designm) diferenciální rovnice popisující chování plánovacího 
pole je možné reprodukovat všechna experimentální pozorování spojená se zkoumáním chyby 
A-ne-B; vedle úspšné reprodukce všech existujících experimentálních dat tento model navíc 
dokázal vygenerovat adu pesných pedpovdí týkajících se chování dtí za rzných, ješt 
nerealizovaných experimentálních podmínek. Ukázalo se, že s pomocí tohoto modelu má 
experimentátor tém neomezenou možnost libovoln „zapínat“ a „vypínat“ chybu A-ne-B 
prostednictvím úprav rzných parametr experimentální situace – zmnou délky asové 
prodlevy mezi schováním hraky a možností se po ní natáhnout, zmnou vizuální pitažlivosti 
poklop nebo samotného schovávání hraky pod poklop, zvýšením i naopak snížením potu 
uložení hraky pod poklop A atd.                            
     Na rozdíl od tradiních model kognitivních proces se dynamický model plánovacího 
pole pi vysvtlování chyby A-ne-B  nezamuje pouze na to, co se odehrává uvnit dtské 
mysli, na jeho mentální reprezentace, na mentální procesy, kterými tyto reprezentace 
zpracovává, ale na celkovou innost dítte v kontextu specifických podmínek vnjšího 
prostedí: Podle tohoto modelu je chyba A-ne-B emergentním dsledkem prbžné a v ase 
se vyvíjející interakce mezi souborem rzných promnných, které se nacházejí jak na stran 
dítte, tak na stran vnjšího prostedí, takže to, jestli dít daný úkol zvládne, i nikoli 
nezávisí pouze na jeho vnitních (výpoetních) zdrojích, ale z velké ásti také na ad 
parametr vnjšího prostedí, se kterým je dít v interakci a ve kterém je jeho aktivita 
zakotvena (embedded). 
     Na význam vnjšího prostedí pro pochopení lidské kognice upozoroval také Herbert 
Simon (1981), který v této souvislosti použil pirovnání snahy porozumt kognitivním 
procesm lovka ke snaze porozumt kognitivním procesm mravence pohybujícího se po 
pláži: Pohyb takového mravence po pláži mže být i pomrn složitý a vnjšímu pozorovateli 
by se tak mohlo zdát, že aby byl mravenec schopen tak složitého chování, musí být vybaven 
njakým sofistikovaným (biologickým) výpoetním systémem, který by si dokázal poradit 
s vytváením mentálního modelu okolního prostedí a s plánováním a ízením jeho pohyb 
založeným na tomto vnitním modelu. Problematinost tohoto závru je podle Simona v tom, 
že složitý pohyb mravence nám toho mnohem více íká o složitosti tvaru i struktury pláže 
než o složitosti njakého výpoetního zaízení ídícího pohyby mravence, který ve skutenosti 
pouze jednoduše reaguje na tvar a strukturu pláže.1 Pouení, které z toho podle Simona 
                                                 
1 “Viewed as a geometric figure, the ant’s path is irregular, complex, hard to describe. But its complexity is  
really a complexity in the surface of the beach, not a complexity in the ant.” (Simon, 1981, s. 51) 
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vyplývá, je že by se nemla podceovat role prostedí v ovlivování a tvarování chování 
lovka nebo jiných kognitivních systém.  
     Ze sociální psychologie je dobe známo (Výrost, Slamník, 1997), že lidé mají obecn 
tendenci podceovat vliv vnjších situaních podmínek na chování a pedpokládat, že chování 
je pedevším odrazem uritých vnitních dispoziních charakteristik jedince (tzv. základní 
atribuní chyba). Obdobnou tendenci bylo až do relativn nedávné doby možné nalézt také 
v pístupu kognitivních vdc k pedmtu svého zkoumání. Kognitivní vdci vnjší prostedí 
vtšinou vnímali jako nco, co je zdrojem problémy specifikujících podnt a co je arénou 
pro realizaci vnitn vygenerováno plánu jejich ešení. Takto pojímané prostedí hrálo 
v teoriích kognitivních proces roli pouze pasivního zdroje informací a pasivního objektu 
psobení aktivního kognitivního systému, pedevším na jehož (vnitní, výpoetní/kognitivní) 
innost se upírala pozornost kognitivních vdc. Teprve nkdy od poloviny 80. let minulého 
století se zaalo vtší množství kognitivních vdc dívat na prostedí jako na nco, co by se 
mohlo samo aktivn spolupodílet na generování adaptivního chování kognitivních systém. 
Tato zmna pohledu na roli vnjšího prostedí mla do znané míry svj zdroj v robotice – v 
oboru umlé inteligence, který se snaží vytváet mobilní autonomní roboty (moboty) schopné 
se samostatn pohybovat a plnit nkteré jednoduché úkoly v reálném prostedí skuteného 
svta, ve kterém roboty musí být schopny rychle, flexibiln a v reálném ase reagovat na 
neustále se mnící podmínky a nepedvídatelné situace.                
     Jak již zde bylo nkolikrát uvedeno, to, co podle tradiní kognitivní vdy tvoí podstatu 
kognice, jsou výpoetní procesy manipulace s vnitními symbolickými reprezentacemi 
vnjšího svta. Ze stejného pedpokladu vycházela i tradiní robotika, podle níž robotický 
systém prostednictvím svých senzor pijímá z vnjšího prostedí vstupní informace, ze 
kterých si ve své mysli vytváí vnitní model i symbolickou reprezentaci svta; na tomto 
vnitním symbolickém modelu následn provádí urité výpoetní operace, které vedou 
k výstupu v podob njaké specifické behaviorální reakce. Jozef Kelemen (1994, s. 47)  
chování takového robota popisuje jako „výsledek zvažování možností, plánování akcí na 
základ vnitní pedstavy (reprezentace) stav svta, vlastních schopností… psobit na svt a 
na základ anticipace úink svých budoucích úkon.“ Funkní architektura tohoto tzv. 
kognitivního robotického systému se skládá ze tí základních podsystém:  
• vnímacího podsystému, který robota prostednictvím jeho smysl (senzor) informuje 
o aktuálním stavu okolního prostedí, 
• motorického podsystému, který robotovi prostednictvím jeho aktuátor umožuje se 
pohybovat ve svt nebo na nj njak jinak fyzicky psobit, a 
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• kognitivního podsystému, který robotovi jednak umožuje si vytváet vnitní 
reprezentace vnjšího prostedí, svých možností v nm jednat a souvislostí mezi svou 
inností a jejími dsledky a jednak na základ tchto vnitních reprezentací plánovat 
svou innost a aktivitu ve vnjším prostedí.  
 
 
Obrázek 109: Tradiní dekompozice ídícího systému mobilního robota na jednotlivé funkní moduly. (s 
mírnými úpravami pevzato z Brooks, 1999, s. 4) 
 
Robotik Rodney Brooks v této souvisloti hovoí o modulu kognice (cognition box), který 
zprostedkovává interakci mezi modulem vnímání (perception box) a modulem innosti 




Obrázek 110: Tradiní model kognitivního robotického systému, ve kterém kognice tvoí spojovací lánek mezi 
vnímáním vnjšího svta a plány inností ve vnjším svt  (s mírnými úpravami pevzato z Brooks, 1999, s. viii) 
 
vnitní reprezentace vnjšího prostedí je výpoetn velice nároný proces, který klade 
extrémn vysoké nároky na kapacitu výpoetních zdroj, kterými robotický systém disponuje. 
V praxi to znamená, že takové robotické systémy nejsou schopny v reálném ase reagovat na 
promny okolního prostedí. Klasickým píkladem slabin tohoto tradiního pístupu je Shakey 
– jeden  z prvních  autonomních  mobilních  robot  na  svt  postavený  v  letech 1966-1972  
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Obrázek 111: Shakey. Jeden z prvních autonomních mobilních robot postavený v letech 1966-1972 vdci ze 
Stanfordského výzkumného institutu v Kalifornii. 
 
týmem vdc ze Stanfordského výzkumného institutu v Kalifornii. Shakey (viz obrázek 111) 
byla  vysoká  krabice  na  kolekách,  ke  které  byla pipojena kamera a vzdálený (na tehdejší 
dobu vysoce výkonný) poíta. Shakey byl svými tvrci dopedu vybaven základním 
modelem prostedí, ve  kterém  se  ml  pohybovat,  a sofistikovaným softwarem, který mu 
umožoval tento vnitní model prbžn aktualizovat a plánovat na jeho základ své pohyby.1 
Pro Shakeyho bylo charakteristické, že na vnímání svého okolí a na plánování svých pohyb 
poteboval velké množství asu: Shakey nejdíve otevel své pomyslné oi, podíval se na svt 
ped sebou a ve své „mysli“ si vytvoil jeho vnitní model, což mohlo trvat i nkolik minut. 
Poté Shakey konzultoval tento svj vnitní model okolního prostedí s cílem vygenerovat a 
následn vyhodnotit pijatelnost rzných alternativních akcí. Po naplánování své cesty se 
nakonec posunul o necelý metr vypoítaným smrem. Potom se celý cyklus opakoval: otevít 
oi, podívat se na svt, vytvoit si nový vnitní model svta, naplánovat svj pohyb a posléze 
ho zrealizovat. Každý pohyb, který kdy Shakey udlal, byl pitom svým zpsobem krokem do 
tmy, nebo mezi jeho aktem vnímání a fyzickou realizací pohybu vždy ubhlo nkolik minut. 
Shakeyho úspšné navigování ve svt tak bylo kriticky závislé na pedpokladu, že svt se 
                                                 
1 Shakey k reprezentaci svého svta (sestávajícího z vtší místnosti s rovnou podlahou, na které bylo nkolik 
krabic, kterým se Shakey musel vyhýbat) používal predikátovou logiku prvního ádu, která mu umožovala 
reprezentovat svt dostaten detailn na to, aby s pomocí své vnitní reprezentace mohl bezpen plánovat své 
pohyby v tomto svt (Brooks, 2003, s. 38).     
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v prbhu jeho rozvažování o tom, co dál podniknout, nebude nijak významn mnit. Na 
první pohled je zejmé, že tímto zpsobem fungující robot by v podmínkách reálného svta, 
kde se situace mní každým okamžikem, nemohl obstát. Píinou toporného pohybu 
Shakeyho je výpoetn (a asov) vysoce nároný proces vytváení a manipulace detailní 
vnitní reprezentace okolního prostedí. Avšak jestliže jsou zdrojem potíží vnitní 
reprezentace, tak pro se jich nezbavit? A pesn to navrhl Rodney Brooks (1999), který našel 
inspiraci v živoišné íši, konkrétn u hmyzu, který je schopen pesné a rychlé navigace ve 
složitém prostedí, pestože obvykle disponuje maximáln nkolika stovkami neuron, které 
v žádném pípad nemohou být schopny realizovat vysoce komplexní výpoetní algoritmy, 
které robotici jinak obvykle navrhují pro své kognitivní robotické systémy.  
     Vzhledem ke svým omezeným výpoetním zdrojm musí tedy hmyz využívat jinou a 
mnohem efektivnjší strategii než je budování a manipulace detailní vnitní reprezentace 
okolního prostedí. Podle Brookse tato strategie spoívá v tom, že se svtu penechává role 
jeho vlastního modelu a pamti, nebo svt je sám sob tím nejlepším (a „nejlevnjším“) 
modelem. Robotický systém založený na této strategii tak nemusí vytváet ve své „mysli“ 
žádnou další kopii okolního prostedí, aby se v nm dokázal pohybovat, nebo roli vnitního 
modelu podílejícího se na generování a formování chování robotického systému pevzalo 
samotné vnjší prostedí. Aby svt mohl hrát tuto roli vnjší pamti, je nutné, aby robotický 
systém ml ke svtu rychlý a okamžitý pístup kdykoli je to zapotebí. Této flexibility 
v pístupu k informacím obsaženým ve vnjším prostedí lze dosáhnout tím, že se 
robotickému systému umožní jednoduše, rychle a bez njakého velkého prodlení reagovat na 
informace picházející k nmu z vnjšího prostedí prostednictvím jeho senzor. Takový 
robotický systém se skládá de facto pouze ze subsystému vnímání a subsystému innosti, 
mezi kterými není žádný zprostedkovatel (v podob subsystému kognice). Model 
robotického systému založeného na této myšlence je zobrazen na obrázku 112: Jediné, co 
obsahuje, jsou moduly vnímání a innosti, které jsou bezprostedn spouštny signály 
picházejícími z vnjšího prostedí; kognice je zde pak nco, co existuje pouze v oku 
pozorovatele, kterému se zdá, že systém vykazující komplexní inteligentní chování v sob 
musí obsahovat i njaký modul kognice (zajišující mapování okolního prostedí a plánování 
akcí), pestože ve skutenosti je toto chování pouze emergentním dsledkem interakce 
souboru jednoduchých reakcí spouštných podnty z vnjšího prostedí: „Uvdomili jsme si, 
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že tzv. centrální systémy inteligence… jsou možná zbytenou iluzí a že veškerá… inteligence 




Obrázek 112: Model tzv. reaktivního robotického systému, ve kterém skuten existují pouze moduly vnímání a 
innosti; kognice zde existuje pouze v oku vnjšího pozorovatele (s mírnými úpravami pevzato z Brooks, 1999, 
s. xi) 
 
     Brooks tuto obecnou myšlenku podrobnji rozpracoval do podoby návrhu tzv. 
subsumpní architektury: Robotický systém mající tento typ funkní architektury se skládá 
z nkolika relativn nezávislých jednoduchých subsystém, z nichž každý zajišuje uritou 
specifickou aktivitu. Úkolem tchto subsystém není vytváet i pedávat njaký druh 
symbolických reprezentací vstup z vnjšího prostedí, ale zajišovat rychlou pemnu vstupu 
na konkrétní akci. Komunikace mezi jednotlivými subsystémy je pitom omezena na nkolik 
málo velice jednoduchých signál, které jednotlivým subsystémm umožují napíklad 
vzájemn tlumit nebo naopak podporovat svou aktivitu, nikoliv však již si pedávat njaké 
komplexnjší informace. Jednotlivé subsystémy lze na sebe postupn vrstvit a vytváet tak 
ím dál tím sofistikovanjší robotické systémy schopné stále komplexnjšího chování. 
Brooksovi se tímto zpsobem podailo vytvoit pln autonomní robotický systém (nazývaný 
Allen) ze tí vrstev jednoduchých subsystém (Brooks, 2003, s. 40-41): 
                                                 
1 “The realization was that the so-called central systems of intelligence… was perhaps an unnecessary illusion, 
and that all the power of intelligence arose from the coupling of perception and actuation systems.”   
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Vrstva 1: „Vyhýbání se objektm“ s pomocí prstence ultrazvukových sonarových senzor. 
Tento subsystém zpsobuje, že se mobot zastaví, kdykoli se pímo ped ním objeví njaká 
pekážka, a že se natoí smrem, kde se žádné pekážky nenacházejí.  
Vrstva 2: „Bezcílné toulání“. V pípad, že není subsystém ve vrstv 1 aktivní, tento modul 
generuje náhodné zmny smru jízdy, ímž mobotovi umožuje bezcíln prohledávat své 
okolí. Díky tomu, že subsystém v nižší vrstv 1 zajišuje pedcházení kolizím, mže být tento 
subsystém velice jednoduchý, nebo se nemusí nijak starat o riziko pípadného stetu 
s njakou pekážkou.   
Vrstva 3: „Sledování“. Když tento subsystém objeví v okolí nco zajímavého, utlumí innost 
subsystému ve vrstv 2 a nasmruje pohyb mobota smrem k zajímavému objektu. Ani tento 
subsystém se díky subsystému ve vrstv 1 nemusí starat o vyhýbání se pekážkám; v pípad, 
že se v okolí žádný zajímavý objekt nevyskytuje, pebírá aktivitu subsystém v nižší vrstv 2, 
který zajišuje náhodné prohledávání okolí, ímž se zvyšuje pravdpodobnost, že mobot 
narazí na nco zajímavého.          
 
 
Obrázek 113: Dekompozice reaktivního mobota se subsumpní architekturou na jednotlivé subsystémy. (s 
mírnými úpravami pevzato z Kelemen, 1994, s. 73) 
 
Dležitou vlastností subsumpní architektury je to, že v ní neexistuje žádné privilegované 
místo, žádná centrální databáze i procesor, kde by se v podob njakého symbolického kódu 
shromažovaly informace z jednotlivých subsystém a kde by se tyto informace zpracovávali 
za úelem koordinace innosti jednotlivých subsystém. Robotický systém se subsumpní 
architekturou je spíše souborem konkurujících si subsystém, jejichž innost je (vedle 
minimální vnitní komunikace) koordinována pedevším signály picházejícími z vnjšího 
prostedí: Neexistuje zde žádné centrální ízení ani celkový plán innosti; místo toho prostedí 
samo ídí chování robotického systému prostednictvím souboru jeho vlastních základních 
behaviorálních reakcí, které se spouštjí pijetím specifických signál z vnjšího prostedí. 
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Celkové chování robotického systému tak vyvstává z neustálé interakce mezi behaviorálními 
reakcemi robota a jeho prostedím. Schopnosti robotického systému takto tvoí s  prostedím 
tsn propojený systém – jakýsi rybinový spoj (viz obrázek 114) -, ve kterém jsou funkní 
charakteristiky robota dokonale pizpsobeny charakteristikám prostedí, ve kterém se 
pohybuje.  Inteligence   tu   tak   není   njakou  individuální  vlastností  mobota,  ale  je  spíše 
oznaením uritého specifického druhu interakce mobota s jeho prostedím, nebo ješt lépe 
eeno, je charakteristikou vztahu mobota ke svému prostedí. Toto pojetí inteligence má 
blízko k Brunswikovu širšímu „pojetí úelu psychiky jako 
prostedku, který pomáhá  organismu  pi adaptaci na zmny  
prostedí – tedy pežití“; z ehož pak Brunswik vyvozuje, že 
„psychologie by mla studovat vztahy mezi organismem a 
prostedím“,  resp.  že  by  se mla „zabývat prostedím stejn 
jako organismem, jinak nemže porozumt jejich vzájemnému 
vztahu a souvislostem.“ (Kostro, 1997, s. 18)          
 
   Obrázek 114: Rybinový spoj. 
 
     Píkladem dokonalého sladní a spolupráce schopností mobota a charakteristik jeho 
prostedí je Herbert – další mobot z dílny Rodneyho Brookse. Úkolem Herberta bylo sbírat ze 
stol v laboratoi prázdné plechovky od limonád, což je pomrn obtížný úkol, který vyžaduje 
schopnost pohybovat se v prostedí, které se neustále mní, kde je plno pekážek, kterým je 
poteba se vyhnout, a kde je nepeberné množství rzných vcí, mezi nimiž je teba 
identifikovat stoly a na nich ležící plechovky. Ke splnní daného úkolu by tradiní UI mobota 
vybavila schopností vytváet si ve své „mysli“ detailní model svého prostedí a schopností na 
základ tohoto modelu plánovat svou innost. Problematinost tohoto pístupu je v tom, že je 
píliš výpoetn a asov nároný. Herbert byl proto postaven na základ princip 
subsumpní architektury: Skládal se z nkolika vrstev jednoduchých subsystém, z nichž 
každý odpovídal za njaké jednoduché, ale kompletní chování. Základní subsystémy 
zajišovaly pohyb a vyhýbání se pekážkám; tyto subsystémy perušili svou innost, jakmile 
Herbertv primitivní zrakový systém identifikoval objekt, jehož obrys se podobal obrysu 
stolu. Když se Herbert dostal ke stolu, subsystémy zajišující pohyb a vyhýbání se pekážkám 
pedaly kontrolu subsystémm zajišujícím prozkoumávání stolu pomocí videokamery a 
laseru. Jakmile tyto subsystémy identifikovaly základní obrys plechovky, tlo Herberta se 
okolo své osy natáelo tak dlouho, dokud se plechovka nenacházela v centru jeho zorného 
pole. To pak byl signál pro zastavení otáivého pohybu a pro aktivaci robotické paže, která 
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byla vybavena jednoduchými tlakovými senzory. Jakmile Herbert ucítil specifický 
„plechovkovitý“ tvar, subsystém odpovdný za uchopování zajistil sklizení plechovky ze 
stolu (Brooks, 2003). Navzdory absenci jakéhokoli „centrálního plánovae“ Herbert takto 
dokázal splnit svj úkol ist prostednictvím jednoduchých behaviorálních reakcí, nad 
jejichž spouštním a koordinací nemusel vbec uvažovat nebo pemýšlet, nebo to za nj 
dlalo samotné vnjší prostedí, na které byl adaptován. Dležité je zde poznamenat, že 
Herbert nebyl pouze pasivním objektem signál picházejících k nmu z vnjšího prostedí, 
nebo Herbert sám svou aktivitou do znané míry ovlivoval to, jaké signály, kdy a v jakém 
poadí se k nmu dostanou. Píkladem zde budiž jeho centrování plechovky do stedu jeho 
zorného pole, které bylo signálem pro automatické potlaení nebo naopak spuštní aktivity 
nkterého z dalších subsystém.  
     Je zajímavé, že podobnou strategii jako Herbert používají také baseballisté pi chytání 
vysokého míku: Chytání míku je podobn jako sbírání plechovek ze stolu pomrn nároný 
úkol. Kdybychom chtli použít prostedky tradiní UI k sestavení robota-baseballisty, který 
by nco takového dokázal, museli bychom robota vybavit mnoha informacemi (napíklad o 
míst, kde se robot práv nachází, o míst, odkud byl míek odpálen, o jeho poátení 
rychlosti, smru rotace, rychlosti a smru vtru atp.), sofistikovaným softwarem, který by 
dokázal všechny tyto informace náležit zpracovat, a nakonec dostaten výkonným 
hardwarem, který by umožnil všechny výpoty provést dostaten rychle na to, aby robot 
ješt stail dobhnout na vypoítané místo dopadu a mohl si na míek pokat. Vzhledem 
k vysokému tempu hry a skutenosti, že míek se ve vzduchu zdrží v prmru jen asi 2 
vteiny, je jen málo pravdpodobné, že by se takový robot stal platným lenem týmu. Jako 
mnohem schdnjší se jeví být možnost vybavit robota jednoduchou a výpoetn nenáronou 
heuristikou „pohledu“ (gaze heuristic), kterou podle všeho pi chytání vysokých mík 
používají skutení hrái baseballu: Peter McLeod and Zoltan Dienes (1996) zjistili, že poté, 
co pálka odpálí nadhozený míek, hrá v poli zhruba pl vteiny jen stojí a odhaduje, zda 
dráha míku smuje ped nj nebo za nj; potom zane tímto smrem utíkat a pitom neustále 
udržuje svj pohled fixovaný na míek letící ve vzduchu. Jednoduchá heuristika pohledu pak 
spoívá v upravování rychlosti bhu tak, aby úhel mezi okem a míkem zstal v uritém 
konkrétním rozmezí (viz obrázek 115). Dodržování tohoto jednoduchého pravidla hrái 
zajistí, že se s míkem ped jeho dopadem urit nkde srazí, takže hrái pak staí nastavit 
svou rukavici a míek do ní „ulovit“. Výhoda této heuristiky spoívá v tom, že si hrá - 
potažmo robot - nemusí zjišovat hodnoty velkého potu promnných a hlavn že nemusí 
provádt mnoho složitých výpot: Hrá sleduje jen jednu promnnou (úhel mezi okem a 
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míkem) a díky jednoduché heuristice pohledu se ocitne práv tam, kam míek dopadne, a 
pitom se vbec nemusí starat o to, kde pesn to bude. Využitím zákonitostí vnjšího 
prostedí lze takto pemnit asov a výpoetn extrémn náronou úlohu na problém, který 
lze zvládnout i s omezenými výpoetními zdroji, kterými obvykle disponuje mozek živých 




Obrázek 115: Heuristika pohledu.  je úhel elevace pohledu hráe sledujícího odpálený míek (a). Jestliže hrá 
bží rychlostí, která tento úhel udržuje v rozmezí 0° <  < 90, potom má hrá jistotu, že se s míkem srazí ješt 
ped jeho dopadem (b, c). V pípad, že se úhel ocitne mimo toto rozmezí, potom míek dopadne bu ped hráe 
(d) nebo za nj (e). (pevzato z McLeod, Dienes, 1996) 
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     Kognitivní vdec Gerd Gigerenzer a kol. (1999, 2000) v této souvislosti hovoí o tzv. 
ekologické racionalit, jejímž jádrem jsou rychlé a efektivní heuristiky (fast and frugal 
heuristics) rozhodování a usuzování, které vyžadují jen minimum asu, informací a 
výpoetních zdroj, nebo maximáln využívají struktury informací obsažených ve vnjším 
prostedí. Takto se lze v reálném svt napíklad velice asto setkat s tím, že schopnost 
lovka (roz)poznat njaký objekt se systematicky (tj. nenáhodn) mní v závislosti na 
nkteré jeho dležité vlastnosti (jako je jeho velikost, rychlost, nebezpenost, kvalita apod.), 
kterou lovk využívá jako kritérium pi svém rozhodování („Jaká znaka aut je bezpenjší, 
Volvo, nebo Geely?“). Této skutenosti využívá jednoduchá heuristika rozpoznávání 
(recognition heuristic), která lovku umožuje se snadno, rychle a vtšinou také správn 
rozhodovat mezi dvma rznými možnostmi z hlediska uritého kritéria - jehož konkrétní 
hodnotu ovšem lovk nezná - ist na základ své neznalosti, resp. na základ toho, zda jsou 
mu posuzované možnosti povdomé, i nikoli. Heuristika rozpoznávání má následující 
podobu:  „Jestliže  jeden  ze  dvou objekt je rozpoznán a druhý nikoli, potom z toho vyvo, že 
rozpoznaný objekt má v daném kritériu vyšší hodnotu [nebo nižší, to v pípad, že mezi 
rozpoznáním a daným kritériem existuje negativní korelace]…Heuristiku rozpoznání lze 
pitom použít pouze tehdy, když lovk není schopen rozpoznat [jen] jeden ze dvou objekt, 
tedy za situace [pouze] ástené neznalosti.“1 (Gigerenzer, Todd a kol., 1999, s. 41) Takto 
napíklad vtšinou platí, že ím má njaké msto vtší poet obyvatel, tím je vyšší 
pravdpodobnost, že o nm lovk uslyší a že také bude znát jeho jméno, a naopak, že ím má 
msto menší poet obyvatel, tím bude tato pravdpodobnost nižší; díky existenci této 
souvislosti a s pomocí heuristiky rozpoznání by mla být velká vtšina eských student 
(kteí disponují pouze ástenou ne/znalostí amerických reálií2) schopna správn rozhodnout, 
že ze dvou srovnateln velkých amerických mst, San Diega a San Antonia, má vtší poet 
obyvatel první jmenované a známjší San Diego. Borges, Goldstein, Ortmann a Gigerenzer 
(1999) demonstrovali efektivitu této jednoduché heuristiky na jejím použití pi sestavení 
fiktivního investiního portfolia sestávajícího z reálných investiních titul nabízených na 
                                                 
1 „If one of two objects is recognized and the other is not, then infer that the recognized object has the higher 
value. […] The recognition heuristic can only be applied when one of the two objects is not recognized, that is, 
under partial ignorance.“ 
2 Klíová je zde jen ástená ne/znalost amerických reálií, nebo pi píliš mnoha znalostech a pi žádných 
znalostech nelze heuristiku rozpoznání použít (lovk snadno rozpozná ob nabízené možnosti, resp. nerozpozná 
ani jednu). Gigerenzer takto ve svém výzkumu zjistil, že zatímco ze zkoumaného vzorku amerických 
vysokoškolských student (u kterých lze pedpokládat nadprmrné znalosti amerických reálií) odpovdlo na 
otázku „Které msto má vtší poet obyvatel, San Diego, nebo San Antonio?“ správn pouze 62 % student, ze 
srovnatelného vzorku nmeckých vysokoškolák (u nichž lze pedpokládat jen ástenou obeznámenost 
s americkými reáliemi) jich na tuto otázku správn odpovdlo plných 100 % (Gigerenzer, Todd a kol., 1999, s. 
43).       
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newyorkské a nkolika nmeckých burzách cenných papír. Srovnáním výnosu takto 
sestaveného portfolia (kdy si lidé vybírali ze seznamu 798 investiní titul na základ 
známosti jmen jejich emitent) s výnosy investiních portfolií sestavených s pomocí 
tradiních nástroj statistické analýzy se ukázalo, že heuristika dostupnosti pedstavuje 
plnohodnotný nástroj rozhodování se na finanních trzích, který je z hlediska výnosnosti pln 
srovnatelný s tradiními a výpoetn mnohem náronjšími statistickými nástroji.    
     Míru, v jaké se lidský mozek spoléhá na externí pam okolního prostedí, dokládá také 
nekumulativní povaha sakadických oních pohyb, která se projevuje slepotou ke 
zmnám: Jak známo, na sítnici lidského oka se nacházejí dva základní typy svtloivných 
bunk – tyinky, které rozlišují odstíny šedi a detekují pohyb, a ípky, které zprostedkovávají 
ostré a barevné vidní. Tyto buky nejsou na sítnici rozmístny rovnomrn (viz obrázek 
116): Zatímco tyinky lze nalézt prakticky po celé ploše sítnice, ípky se nacházejí tém 
výhradn poblíž optické osy, v míst nazývaném žlutá skvrna (fovea), což je velmi malá 
ploška sítnice (mající  tvar prohlubn, odtud také název fovea - jáma),  kde  se  nachází  oblast 
nejostejšího vidní.  Dsledkem   tohoto   rozložení  bunk  je,  že lidské oko vidí oste pouze  
 
              
 
Obrázek 116: Rozložení tyinek a ípk na sítnici lidského oka a výsledné typy vidní. (první obrázek pevzat 
z Rains, 2001, druhý obrázek pevzat z Klimeš, 2001) 
 
v úhlu 2° zorného pole, což je pibližn velikost dvacetikoruny na vzdálenost natažené paže. 
Zbylá ást sítnice zajišuje parafoveální a periferní vidní, které je mnohem mén ostré (jeho 
ostrost je o 15 – 50 % nižší než u vidní foveálního) a také he rozlišuje barvy, na druhou 




Obrázek 117: Simulace foveálního, parafoveálního a periferního vidní. (pevzato z Miall, Tchalenko, 1998)    
 
funkcí periferního vidní je pedávat mozku informace o zajímavých, dležitých nebo 
pohybujících se objektech, na které mozek mže následn pesunout a fixovat oblast ostrého 
vidní, aby mu tato zprostedkovala detailnjší informace. Tyto tzv. sakadické oní pohyby 
mají dv základní fáze: fázi fixace, kdy se oko nachází v relativním klidu a „naítá“ 
informace, a fázi sakád - rychlých pohyb z jednoho místa fixace na další místo fixace. K 
„naítání“ informací dochází pouze v dob fixací, v prbhu sakády je oko prakticky slepé. 
Doba fixace variuje v závislosti na komplexnosti vnímaného materiálu a na typu úlohy, kterou 
lovk plní, v prmru však fixace trvají 250-300 ms (Lukavský, 2005; Klimeš, 2001). 
Yarbus (1967) zjistil, že od typu plnné úlohy odvisí také celkový vzorec sakadických oních 
pohyb – tzn. že mozek pesouvá oblast ostrého vidní vždy tak, aby získal pístup k tm 
informacím, které jsou dležité pro vyešení daného  úkolu  (viz  obrázek  119). Tato zjištní 
o fungování  zrakového systému se zdají naznaovat, že lidský mozek používá sakadické oní 
 
 
Obrázek 118: Grafický záznam fixací a 
sakád. (pevzato z Klimeš, 2001) Na 
piloženém CD je v adresái 
Záznamy_z_oní_kamery také nkolik 
krátkých videozáznam sakadických oních 
pohyb získaných z webových stránek firmy 
DIMAR (http://www.ocnikamera.cz/), která 
se zabývá využíváním údaj z oní kamery 
k analýze  psobení reklamního materiálu 
na chování zákazník. 
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pohyby k získávání informací, ze kterých potom vytváí detailní vnitní reprezentaci okolního 
prostedí. Tomu se zdá také odpovídat subjektivní pocit, že lovk disponuje bohatou a do 
všech detail propracovanou vizuální zkušeností svého okolí. Nedávné výzkumy však 




Obrázek 119: Yarbus prezentoval testovaným osobám jeden obrázek a zkoumal, jak se mní vzorec sakadických 
oních pohyb v závislosti na úkolu, který tyto osoby dostaly: 1) Volné pozorování, 2) odhad movitosti osob na 
obrázku, 3) odhad stáí osob, 4) odhad pedchozí innosti, 5) zapamatování si obleení, 6) zapamatování si 
pozice jednotlivých osob na obrázku a 7) odhad doby, která uplynula od poslední návštvy. (pevzato z Klimeš, 
2001) 
 
vnitní reprezentaci okolního svta, ale že se spoléhá na rychlou dostupnost všech potebných 
informací prostednictvím sakadických oních pohyb, které mozkem požadované informace 
vyzvedávají ze svta jako ze specifického druhu externího pamového zaízení, které je 
snadno dostupné 24 hodin denn (O’Regan, 1992).  
     To, že lidský mozek využívá této strategie, naznauje nekumulativní povaha sakadických 
oních pohyb, která se projevuje tím, že oblast ostrého vidní se asto opakovan vrací na 
stejná místa pozorovaného výjevu. V pípad, že by si mozek vytváel detailní vnitní model 
okolního prostedí, potom lze celkem rozumn pedpokládat, že by k tmto opakovaným 
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návratm nedocházelo, nebo mozek by ml již všechny potebné informace uložené u sebe. 
Tuto úvahu potvrzuje výzkum tzv. „slepoty ke zmnám“, který ukazuje, že lovk má 
pekvapiv velké problémy s identifikací pomrn velkých zmn v pozorovaném výjevu 
v dsledku toho, že ve své mysli kóduje jen povšechné a obecné informace o tom, co se okolo 
nj práv nachází a dje. Napíklad psychologové Daniel Simons a Daniel Levin (1997) 
provedli výzkum, ve kterém v reálných podmínkách zkoumali, kolik osob si všimne, že 
v prbhu odpovídání na dotaz studenta na cestu do centra msta došlo k zámn osoby 
tazatele.1 Zjistili, že polovina náhodných kolemjdoucích si zámny vbec nevšimla. V jiném 
výzkumu zase Simons promítal úastníkm experimentu minutový videozáznam 
basketbalového zápasu a dal jim za úkol spoítat pihrávky mezi leny týmu v bílých dresech. 
Po ptaticeti vteinách vstoupil na scénu figurant v kostýmu gorily, chodil mezi hrái a bušil 
se do prsou; po devíti vteinách scénu opustil. Simons zjistil, že jen polovina úastník 
experimentu si gorily všimla. (Na piloženém CD lze v adresái Slepota_ke_zmnám nalézt 
obdobný videozáznam basketball, který se od toho pvodního liší pouze v tom, že mezi hrái 
se neprochází „gorila“, ale osoba s deštníkem.) Slepota ke zmnám se zkoumá také s pomocí 
tzv. „blika“ (flickers), kdy se úastníkm experimentu opakovan, v asi plvteinových 
intervalech promítají dva identické obrázky, které se liší pouze v jednom podstatném detailu. 
Úkolem osob je tento rozdíl identifikovat. Celý úkol je ztížený tím, že pi promítání obrázk 
je mezi obrázky vložena erná clona, která mozku brání ve využívání pohybových nápovdí 
k identifikaci probíhající zmny a následn tedy také hledaného rozdílu. K tomuto úelu se 
krom erné clony používají také nápadné pohybové distraktory, který odvádjí pozornost 
lovka od zmny signalizující hledaný rozdíl mezi obrázky (nco podobného provádjí 
kouzelníci, když manipulují pozorností divák, tak aby jim v uritý kritický okamžik 
znemožnili získat informace, které by prozradily jejich „kouzlo“). Navzdory tomu, že zmny, 
ke kterým dochází, se asto týkají podstatných a výrazných ásti obrázku, lidem obvykle trvá 
pekvapiv dlouhou dobu, než se jim podaí rozdíl mezi obma obrázky identifikovat. (tená 
si mže svj posteh sám na nkolika takových „blikaích“ vyzkoušet - najde je na 
piloženém CD v adresái Slepota_ke_zmnám.) 
                                                 
1 V experimentu student s mapou v ruce žádal náhodného kolemjdoucího o radu, jak se dostat co nejrychleji do 
centra msta. Poté, co dotázaná osoba zane studentovi vysvtlovat cestu, peruší jejich rozhovor dvojice 
sthovák nesoucích dvee, kteí mezi nimi projdou, takže dotazovaný studenta na nkolik vtein ztratí z 
dohledu. V této chvíli se student, který se pvodn ptal na cestu, vymnil s jiným studentem, který se od nj lišil 
výškou, barvou vlas, obleením, tónem hlasu apod. Videonahrávku experimentu je možné shlédnout na 
http://viscog.beckman.uiuc.edugrafs/demos/12.html. Na piloženém CD je v adresái Slepota_ke_zmnám 
videozáznam person_change, který funguje na základ obdobného principu jako Simonsv a Levinv 
experiment, jen s tím rozdílem, že namísto dveí je zde k zámn osob využito filmového stihu.           
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     Všechny tyto experimenty potvrzují, že lovk siln peceuje množství a pedevším 
kvalitu informací, které mu zprostedkovává jeho zraková zkušenost. Místo detailního a 
bohatého vnitního modelu okolního prostedí si mozek vytváí jen velice hrubý a povšechný 
obrázek o svém okolí, který je ovšem dostaten pesný na to, aby ho mohl mozek použít k 
„navigaci“ sakadických oních pohyb, které mu rychle a podle poteby dodají všechny 
informace v dostatené kvalit. Mozek namísto detailních informací o okolním svt ukládá 
spíše jakési meta-informace o tom, jak a kde potebné informace rychle získat, ímž se znan 
redukuje zátž biologické pamti, kterou mže z vtší ásti suplovat stabiln pítomné a 
snadno pístupné vnjší prostedí – nebo to, co je na pamti dležité není to, zda se nachází 
uvnit, nebo vn organismu, ale to, jak rychle z ní lze požadované informace vyzvednout. 
Lidský mozek tedy podle všeho využívá stejnou strategii jako Brooksovy roboty: nechává na 
svt samotném, aby  hrál roli svého vlastního modelu a pamti. Iluzorní pocit bohatosti 
zrakové zkušenosti by pak mohl být dán vdomím, že lovk disponuje snadným a 
okamžitým pístupem ke všem požadovaným informacím - asi tak jako když má student 
psychologie subjektivní pocit, že disponuje mnoha detailními znalostmi z obecné 
psychologie, pestože práv v této chvíli se velká vtšina tchto poznatk nachází mimo jeho 
vdomou mysl, on ale ví, že by bylo velice snadné je všechny vdomé mysli zpístupnit.     
     Všechny tyto poznatky zpochybují základní pedpoklad, z nhož vychází tradiní 
kognitivní vda, totiž že inteligentní systém musí vytváet detailní vnitní reprezentaci svého 
prostedí a následn na této vnitní reprezentaci realizovat rzné výpoetní operace. Ukazuje 
se, že k využití informací nacházejících se ve vnjší prostedí nemusí být tyto informace 
vnitn re-reprezentovány v podob njaké symbolického kódu1, ale mohou být 
prostednictvím senzorického aparátu využity pímo ke generování a tvarování chování 
inteligentního systému, který takto tvoí s vnjším prostedím tsn propojený systém2, jehož 
dynamiku lze nejlépe uchopit a studovat prostednictvím pojmových nástroj teorie 
dynamických systém. Dynamická kognitivní vda takto v jakési nové syntéze ponkud 
obrušuje ostré hroty dvou jinak nesmiitelných tezí behaviorismu a kognitivismu.     
                                                 
1 Reprezentacionalismus, který charakterizuje západní myšlení již nkdy od Descarta, je pedmtem kritiky také 
v nkterých proudech souasné filozofie, napíklad v tzv. postanalytické filozofii (Peregrin, 1998). Asi 
nejexplicitnji je tato kritika vyjádena u Richarda Rortyho (2000), který ve své slavné knize Filozofie a zrcadlo 
pírody podrobil dkladné analýze všechny slepé uliky, do kterých vede pedstava lovka jako „skelné 
esence“, která  vnitn reprezentuje i odráží vnjší svt. Jiný pedstavitel postanalytické filozofie, „Robert 
Brandom cituje vzrušenou reakci Rebeccy Westové, která nemohla pochopit, pro by ml nkdo chtít po lidské 
mysli, aby vytváela kopii svta: „Jedna taková zatracená vc pece úpln staí!““ (Peregrin, 1999, s. 39)     
2 V pípad lovka je poteba doplnit tento základní obrázek kognitivního systému tsn propojeného se svým 
prostedím o zásadní vliv, který mají na možnosti lidské kognice nejrznjší kulturní artefakty (viz oddíl „1.2.3.5 
Distribuované kognitivní systémy“).            
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2.2.2 Matematické  modelování  dynamiky  šíení  a  zpracovávání  informací  v lidském      
         mozku1  

     Typickým píkladem dynamického systému je také samotný lidský mozek zpracovávající 
informace. I tento systém lze uchopit prostednictvím ady numerických promnných 
definujících jeho stav a prostednictvím matematických rovnic definujících dynamiku chování 
a vzájemnou interakci tchto promnných v ase. Stejn jako pi vytváení jakéhokoli jiného 
modelu, i v pípad matematického modelování se lovk nevyhne rozhodnutí, které z prvk 
a charakteristik modelovaného systému do matematického modelu zahrnout a které z nj 
naopak vypustit. Také matematický model je tedy jistou redukcí i zjednodušením reality a 
kompromisem mezi reprezentativností a srozumitelností. V pípad konekcionistického 
modelování kognitivních funkcí vychází matematický model (zpracovávání informací 
v lidském mozku) z pti princip popsaných v oddíle 2.1. Tyto principy pedstavují (v 
nkterých svých aspektech) znan zjednodušený popis výpoetní innosti lidského mozku na 
urité specifické úrovni abstrakce, která je podle vtšiny pedstavitel konekcionismu tou 
správnou úrovní analýzy, která umožuje pochopit, jak lidský mozek realizuje rzné mentální 
stavy a procesy. Na konekcionistické modely dílích kognitivních funkcí se pak lze dívat jako 
na uritou formu experiment, které ovují, zda a nakolik dokáže dynamika takového 





                                                 
1 Obsah celého tohoto oddílu je založen pedevším na pracích následujících autor: Plunkett, Elman, (1997), 
McLeod, Plunkett, Rolls (1998), Novák a kol. (1998), Churchland, Sejnowski (1999) a Fanta (2000, 2001).             
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2.2.2.1 Základní pojmy 
 
     Umlé neuronové sít jakožto matematické modely výpoetní innosti lidského mozku 
nejsou niím jiným než souborem rzných numerických promnných a rzných 
matematických funkcí a práv jejich pehledu je vnován tento oddíl. Z oddílu „1.2.3.3 
Konekcionismus“ již víme, že konekcionistická sí se skládá ze dvou základních funkních 
prvk, a to z uzl a ze spoj mezi nimi, které jsou  typicky uspoádány v podob tívrstevné 
neuronové sít, která se skládá ze vstupní, skryté a výstupní vrstvy uzl. Uzly pedstavují 
jednoduché výpoetní jednotky, jejichž aktuální stav je vždy charakterizován uritou mírou 
aktivace, kterou poítají na základ míry aktivace dalších uzl nacházejících se v pedchozí 
vrstv, na základ síly spoj, kterými jsou propojeny, a na základ tzv. aktivaní funkce. 
Informaci o spoítané míe své aktivace poté uzly odesílají k uzlm nacházejícím se 
v následující vrstv. Tímto zpsobem se v neuronové síti šíí informace o míe aktivace 
jednotlivých uzl smrem od výstupní vrstvy pes vrstvu skrytou k vrstv výstupní: 
Neuronové síti je nejdíve prezentován njaký podnt, který zpsobí, že se aktivují nkteré 
uzly ve vstupní vrstv; ty vyvolají uritý vzorec aktivity ve skryté vrstv, který zase zpsobí 
aktivaci nkterých uzl ve vrstv výstupní, která pedstavuje odpov neuronové sít na 
prezentovaný podnt. Jestliže neuronová sí dokáže v reakci na prezentaci uritého 
aktivaního vzorce na vstupní vrstv vyprodukovat ve výstupní vrstv ten správný vzorec 
aktivace, potom to znamená, že neuronová sí implementuje danou funkci, resp. že dokáže 
ešit daný typ problému. Po tomto struném shrnutí a pipomenutí toho, co všechno již víme o 
principech fungování konekcionistikých sítí, se mžeme podrobnji podívat na jednotlivé fáze 
zpracovávání informací v tomto typu výpoetní architektury a na to, jak je lze matematicky 
modelovat (McLeod, Plunkett, Rolls, 1998):  
1) Míra aktivace. Míra aktivace uzlu sít se oznauje symbolem a; dolní index pipojený 
k tomuto symbolu pak specifikuje konkrétní neuron, jehož míru aktivace symbol oznauje; 
symbolem aj je takto reprezentována míra aktivace neuronu j. Je pitom zavedeným zvykem, 
že písmenem j se vždy oznauje uzel, který odesílá informaci o své míe aktivace, a 
písmenem i pak uzel, který tuto informaci pijímá. Míra aktivace uzlu mže teoreticky 
nabývat libovolných hodnot, v praxi se však míra aktivace uzl neuronových sítí (na základ 
ist arbitrárního rozhodnutí) pohybuje vtšinou mezi 0 a 1.    
2) Váha spoj. Jednotlivé uzly sít se ovlivují prostednictvím výmny informací o svých 
mírách aktivace. Síla tohoto vlivu je dána vahou spoje, který existuje mezi vysílajícím a 
pijímajícím uzlem. Váha spoje se oznauje symbolem wij, kde první dolní index oznauje 
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pijímající uzel a druhý pak uzel vysílající. ím vtší je hodnota váhy spoje, tím má vysílající 
uzel vtší vliv na míru aktivace uzlu pijímajícího. Váha spoje pitom mže být bu pozitivní, 
nebo negativní. V pípad, že je váha spoje pozitivní, vysílající uzel míru aktivace uzlu 
pijímajícího zvyšuje; v pípad negativní váhy spoje vysílající uzel míru aktivace uzlu 
pijímajícího  naopak  snižuje  (na  rozdíl  od  biologických  neuron,  jejichž  vliv  na   okolní   
 
 
Obrázek 121: Výpoetní operace základní jednotky konekcionistického systému. Výpoetní innost uzl 
neuronové sít spoívá v jednoduché sumaci vstup z pedchozí vrstvy a v aplikaci aktivaní (pechodové) 
funkce na tento souet. Výsledkem tchto výpot je míra vlastní aktivace, kterou uzel odesílá uzlm 
v následující vrstv. (s úpravami pevzato z McLeod, Plunkett, Rolls, 1998, s. 16)     
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neurony  mže  být  bu  pouze  excitaní, nebo pouze inhibiní, výpoetní jednotky umlých 
neuronových sítí jsou obvykle zárove excitaní i inhibiní; proto jsou také uzly umlých 
neuronových sítí považovány spíše za model skupiny neuron než jednoho neuronu). Váha 
spoje mže nabývat prakticky libovolných kladných nebo záporných hodnot.     
3) Vstup. Vstup (inputi) do uzlu i z uzlu j je funkcí míry aktivace uzlu j a váhy spoje 
vedoucího z uzlu j do uzlu i (wij):  
ijjij wainput =  
 
4) Celkový vstup. Celkový vstup do uzlu i (netinputi) je sumou vstup ze všech uzl, od 




jiji awnetinput  
 
Celkový vstup do uzlu mže opt nabývat libovolných kladných i záporných hodnot.  
4) Aktivaní funkce. Aktivaní (také pechodová) funkce transformuje celkový vstup do uzlu 
na jeho míru aktivace. Nejjednodušší aktivaní funkce má podobu funkce identity, kdy se míra 
aktivace jednoduše rovná celkovému vstupu do uzlu. Pehled nejpoužívanjších typ 
aktivaních funkcí je uveden na obrázku 122: a) Binární prahová funkce dovoluje uzlu sít 
nabývat pouze dvou možných hodnot (1/0), kdy je daný uzel bu aktivní, nebo neaktivní; 
uzel se pitom mže stát aktivní pouze tehdy, když vstup pekroí uritou kritickou 
(prahovou) hodnotu . b) Lineární prahová funkce  rovnž  vyžaduje  uritou  minimální  míru 
celkového vstupu než dojde k aktivaci uzlu sít; na rozdíl od binární prahová funkce však 
umožuje uzlu nabývat libovolných hodnot míry aktivace od 0 do ∞ v (lineární) závislosti na 




Obrázek 122: Možné typy aktivaních funkcí transformujících celkový vstup do uzlu (netinputi) na míru jeho 
aktivace (ai).   
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jediným rozdílem, že k aktivaci uzlu zde není poteba pekonávat žádnou minimální 
(prahovou) míru celkového vstupu do uzlu. d) V konekcionistickém modelování se nejastji 
používá  nelineární  sigmoid  aktivaní funkce, která pedstavuje biologicky plausibilní model 
chování skutených neuron, jejichž míra aktivity se pohybuje jen v uritém omezeném 
rozmezí hodnot,  takže  narstající  nebo naopak klesající hodnota vstupu nemá na míru 
aktivace neuronu píliš velký vliv, jestliže se tento již nachází v blízkosti své maximální, resp. 
minimální možné míry aktivace. Konkrétním píkladem nelineární sigmoid aktivaní funkce 







kde ai oznauje výslednou míru aktivace, netinputi celkový vstup do uzlu a e exponenciál. Na 
obrázku 123 je zobrazen prbh této funkce pro e = 2,72: Pro velkou ást hodnot celkového 
vstupu (-4 a mén, resp. 4 a více) tato aktivaní funkce vykazuje chování ve stylu „vše nebo 
nic“, kdy se odpovídající míra aktivace pohybuje blízko nulové, resp. maximální možné 
hodnot 11; v pípad takto extrémních hodnot celkového vstupu má jejich jakýkoli další 
pokles, resp. nárst jen minimální vliv na výslednou míru aktivace; jinými slovy, jakýkoli 
nárst i pokles celkového vstupu je zde v nepomru k odpovídající zmn v míe aktivace 
daného uzlu. V rozmezí hodnot celkového vstupu od –4 do 4 však logistická aktivaní funkce 
umožuje relativn citlivé rozlišování mezi rznými úrovnmi vstup do uzlu: Jak se míra 
celkového  vstupu  stává  stále  mén  negativní,  odpovídající  míra aktivace narstá, nejdíve 
 
Obrázek 123: Logistická aktivaní funkce. 
                                                 
1 Pi použití logistické aktivaní funkce míra aktivace daného uzlu nikdy nedosáhne nulové, ani maximální 
možné hodnoty (1); míra aktivace uzlu se tmto krajním hodnotám mže pouze nekonen pibližovat.   
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pozvolna a potom stále rychleji; s nárstem kladných hodnot celkového vstupu se pak nárst 
odpovídající míry aktivace opt postupn zpomaluje a velice pozvolna se pibližuje k 
maximální možné hodnot. Vedle  tchto ty nejastji  používaných  aktivaních   funkcí  je  
teoreticky  možné  uvažovat  o použití  tém  nekonené množství dalších aktivaních funkcí, 
které mohou vyjadovat i velice neobvyklé vztahy závislosti mezi mírou aktivace uzlu a 
hodnotami jeho celkového vstupu (viz obrázek 124).   
 
Obrázek 124: Další možné podoby aktivaní funkce.    
      
     V roce 1943 ve své práci A Logical Calculus of the Ideas Immanent in Nervous activity 
(Logický kalkulus myšlenek imanentních v nervové innosti) W. McCulloch a Walter Pitts 
prokázali, že s pomocí prahového zaízení (uzlu s binární prahovou aktivaní funkcí), které je 
zjednodušeným matematickým modelem innosti biologického neuronu, lze velice snadno 
implementovat základní logické jednotky „a“, „nebo“ a „invertor“ (tzv. logická hradla, viz s. 
60-62): Logickou jednotku „a“, která na výstupu vyprodukuje 1 pouze tehdy, když jsou oba 
vstupy 1, lze realizovat prostednictvím prahového zaízení, jehož dva vstupy mají váhu 1 a 
jehož prahová hodnota  se rovná 2; k implementaci logické jednotky „nebo“, která na 
výstupu poskytuje 1 tehdy, pokud alespo jeden vstup je 1, postaí zmnit nastavení prahové 
hodnoty  na 1; a v pípad logické jednotky „invertor“, která mní vstup 1 na výstup 0 a 
vstup 0 na výstup 1, se prahová hodnota  nastaví na 0 a vstupu se pisoudí váha –1 (viz 
obrázek 125). Lze íci, že to, co v roce 1940 udlal Shannon pro poíta a pro jeho relátka 
(viz s. 60-62), udlali jen o ti roky pozdji McCulloch a Pitts pro mozek a pro jeho neurony: 
Ukázali, že správným zapojením tchto jednoduchých výpoetních zaízení je teoreticky 
možné implementovat jakoukoli binární logickou funkci, kterou lze zapsat jako pesný 
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Obrázek 125: Základní 
logické jednotky „a“, 
„nebo“ a „inverze“ 
implementované v podob 
jednoduchých prahových 
zaízení (uzl umlé 
neuronové sít s binární 
prahovou funkcí).   
 
logický výrok. To 
jinými slovy znamená, 
že umlá neuronová sí je univerzálním výpoetním zaízením (universal function 
approximator), které dokáže teoreticky realizovat jakoukoli funkci, kterou dovede spoítat 
Turingv stroj, resp. digitální poíta, který je jeho hmotnou inkarnací. Rumelhart a kol. 
(1986b) v této souvislosti konstatovali, že „kdybychom mli ty správné spoje vedoucí ze 
vstupních jednotek do dostaten velkého souboru skrytých jednotek, potom bychom vždy 
dokázali najít reprezentaci, která by zajistila jakékoli mapování vstup na výstupy“1. Avšak  
pestože je teoreticky možné sestavit neuronovou sí schopnou realizovat jakýkoli dostaten 
dobe specifikovaný výpoet, nic lovku nezaruuje, že se mu v pomyslném prostoru všech 
možných neuronových sítí podaí v rozumném ase najít práv takovou neuronovou sí, která 
bude vhodná k realizaci daného výpotu. Jinak eeno, „teoreticky mže být jakákoli úloha 
vyešena njakou neuronovou sítí, ale ne každá neuronová sí	 dokáže vyešit jakoukoli 
úlohu“2 (Plunkett, Elman, 1997, s. 27). Je to jako vdt, že v pytli plném padesátník se nkde 
zcela urit nachází padesátník, který jsem vera použil k placení piva v hospod „U 
Novák“: Jedna vc je ovšem vdt, že se mj padesátník v pytli plném dalších padesátník 
urit nachází, a druhá vc je být schopen tento konkrétní padesátník v pytli skuten najít. 
Onen pomyslný prostor všech možných neuronových sítí je definován zejména nastavením 
váhové matice a architekturou neuronové sít, tj. potem a zpsobem zapojení výpoetních 
jednotek. Vytváení konekcionistického modelu njaké kognitivní funkce tak tedy spoívá 
v prohledávání tohoto prostoru a v hledání neuronové sít s takovou váhovou maticí a 
s takovou architekturou, která bude vykazovat požadované chování (tím i oním zpsobem 
srovnatelné s chováním pozorovaným u lidských subjekt).         
 
                                                 
1 “If we have the right connections from the input units to a large enough set of hidden units, we can always find 
a representation that will form any mapping from input to output.” 
2 „… in theory, any task can be solved by some neural network, not any neural network can solve any task.“  
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2.2.2.2 Automatické uící algoritmy 
 
     Jestliže je míra aktivace uzlu i (ai) funkcí sumy všech jeho vstup (netinputi) a jestliže je 
každý z tchto vstup (inputi) funkcí míry aktivace uzl, které jsou s uzlem i spojeny, 
násobené vahou spojení mezi nimi (ajwij), potom je zejmé, že má-li být umlá neuronová sí 
schopna požadované transformace vstupního vzorce aktivace na výstupní aktivaní vzorec, 
musí disponovat uritým specifickým souborem vah, který jí tuto transformaci umožní 
realizovat. Soubor všech vah umlé neuronové sít (dále UNS) tvoí tzv. váhovou matici W, 






























Tato váhová matice definuje n x n-rozmrný prostor, který pedstavuje množinu všech 
možných váhových matic pro danou UNS. Hledání souboru vah umožujícího realizaci 
požadované funkce je pak prohledáváním tohoto vícedimenzionálního prostoru a hledáním 
souadnic (íselných hodnot jednotlivých vah) lokalizujících váhovou matici kódující 
„mentální“ procesy, které by zajistily požadovanou transformaci vstup na výstupy. Toto 
prohledávání váhového prostoru UNS je obdobou procesu ešení problému chápaného 
Newellem a Simonem jako prohledávání symbolického stavového prostoru daného problému 
a hledání stavu odpovídajícího jeho ešení (viz s. 74-75). A podobn jako lidé k usnadnní 
„navigace“ rozsáhlým problémovým prostorem používají rzné heuristiky (viz s. 76-77), tak i 
pi prohledávání váhového prostoru UNS se používá ada automatických procedur, tzv. 
uících algoritm i pravidel (learning algorithms/rules), která umožují se vyhnout jinak 
prakticky nezvládnutelné úloze runího nastavení vah všech spoj v UNS.  
     Tyto automatické uící algoritmy stojí v pozadí schopnosti UNS se uit, tj. mnit svoje 
chování na základ svých vlastních zkušeností. Na rozdíl od bžných poítaových model 
nejsou UNS programovány – alespo ne v tradiním slova smyslu, kdy programátor musí 
specifikovat všechna pravidla týkající se zpsobu ešení daného souboru úloh. V pípad 
UNS programátor pouze nastaví njaké základní parametry sít (poet uzl, jejich 
konektivita, použitá aktivaní funkce), uícího algoritmu a podntového materiálu (tzv. 
tréninkového prostedí) a nechá již na samotné UNS, aby na základ statistické struktury 
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implicitn obsažené v poskytnutém vzorku píklad vstupn-výstupních dvojic induktivn 
objevila njaké obecné pravidlo i zákonitost, kterou lze generalizovat na celou množinu 
podobných úloh. UNS takto v pozadí podntového materiálu asto dokáže objevit i velice 
jemné a abstraktní zákonitosti - nkteré UNS de facto provádí uritý druh shlukové analýzy, 
multidimenzionálního škálování i analýzy hlavních komponent (Fanta, 2000).  
 
2.2.2.2.1 Hebbovo pravidlo 
 
     Jedním z nejpoužívanjších uících algoritm je známé Hebbovo pravidlo (Hebb rule nebo 
také hebbian learning rule), které navrhl kanadský neurovdec Donald Hebb jako možný 
biologický mechanismus jednoduchého asocianího uení, které spoívá ve vytváení 
jednoduchých asocianích spoj mezi rznými podnty. Jedním takovým podntem by mohla 
být napíklad rozsvícená lampa a druhým podntem pak miska plná dobrého jídla – 
použijeme-li známý píklad z Pavlovových pokus s jednoduchým podmiováním u ps. Tyto 
dva podnty v mozku psa vyvolají dva rzné a na sob nezávislé vzorce nervové aktivity, 
které plní funkci jejich mentálních reprezentací. Mezi dvma podnty pro psa pvodn 
neexistuje žádné spojení; jinými slovy,  nijak spolu podle nj nesouvisí. Avšak díky tomu, že 
jsou psovi oba podnty opakovan prezentovány zárove nebo tsn za sebou, mezi 
odpovídajícími vzorci nervové aktivity se postupn vytvoí asocianí spoj, takže až pes píšt 
uvidí svítící lampu, mže to v nm vyvolat reakci pvodn spojenou pouze se zahlédnutím 
misky plné jídla (napíklad zvýšenou salivaci). Asocianí uení takto umožuje získat 
ekologicky významné informace o kauzální struktue svta, o tom, jak spolu rzné vci 
souvisí, jaké jsou jejich vlastnosti a co od nich lze oekávat.1 Pi osvojování si asocianího 
spoje mezi dvma podnty je klíová soubžná prezentace obou podnt, nebo práv ta stojí 
v samotných základech Hebbova pravidla, které spoívá v zesilování synaptické váhy mezi 
tmi neurony/uzly, které jsou souasn aktivní. Ve formální notaci má Hebbovo pravidlo 
podobu následujícího algebraického výrazu      
   
jiij aaw ε=∆ , 
 
kde wij je zmna váhy spoje mezi uzly i a j, ε je míra uení (learning rate) – konstanta 
specifikující velikost korekce váženého spoje v jednom kole uení (learning trial), ai je míra 
                                                 
1 „Náš mozek... automaticky zaznamenává dv základní stránky naší zkušenosti, a to (1) souvislosti se pirozen 
vyskytující mezi jednotlivými podnty a (2) vztah mezi chováním a jeho dsledky. Z tchto dvou je schopnost 
automaticky odhalovat souvislosti mezi událostem základnjší.“ (Cumminsová, 1998, s. 117)   
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aktivace uzlu i a aj je míra aktivace uzlu j. Násobení míry aktivace dvou uzl je vyjádením 
základní myšlenky Hebbova pravidla, totiž že k posílení váhy spoje mezi dvma uzly mže 
dojít pouze tehdy, když jsou oba uzly souasn aktivní. 
     Aplikaci Hebbova pravidla mžeme demonstrovat na jednovrstevné neuronové síti 
(nazývané také perceptron nebo také asociátor vzorc), jejímž úkolem bude osvojit si 
asociaci mezi rozsvícenou lampou – reprezentovanou ve vstupní vrstv aktivaním vektorem                          
[1 0 1 0 1 0] - a miskou plnou jídla – reprezentovanou ve výstupní vrstv aktivaním 
vektorem [1 1 0 0].1 Na obrázku 126 je schematicky znázornna UNS a její váhová matice: 
Jednotlivé uzly používají binární prahovou aktivaní funkci a práh  má hodnotu 2; každý 
ádek váhové matice reprezentuje váhy spoj z šesti uzl vstupní vrstvy do jednoho  uzlu  
vrstvy   výstupní;  ped   zaátkem  uení  jsou  váhy  všech  spoj  nastaveny  na  0.  Aplikací  
  
                
Obrázek 126: Nalevo je jednovrstevná neuronová sí	, jejímž úkolem je se nauit asociovat rozsvícenu lampu -
reprezentovanou ve vstupní vrstv aktivaním vektorem [1 0 1 0 1 0]  -  s miskou plnou jídla – reprezentovanou 
ve výstupní vrstv aktivaním vektorem [1 1 0 0]. Napravo je odpovídající váhová matice ve stavu ped zaátkem 
procesu uení, kdy jsou všechny vážené spoje nastaveny na 0. (s úpravami pevzato z McLeod, Plunkett, Rolls, 
1998, s. 55)     
 
Hebbova pravidla s ε = 1 v rámci jednoho kola uení se váhy zmní do podoby, která je 
zachycena ve váhové matici na obrázku 127, kde je dobe vidt, že váhy se zesílily pouze 
mezi tmi uzly, které byly souasn aktivní, tzn. spoje vedoucí z prvního, tetího a pátého 
uzlu vstupní  vrstvy  do  prvního  a druhého uzlu vrstvy výstupní. To jestli si UNS dokázala 
                                                 
1 Uvedený píklad je založen na ukázce použití Hebbova pravidla, kterou ve své práci použili McLeod, Plunkett 
a Rolls (1998, s. 54-58). 
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osvojit asociaci mezi rozsvícenou lampou a miskou jídla lze jednoduše zjistit tak, že se UNS 
ve vstupní vrstv pedloží aktivaní vektor reprezentující rozsvícenou lampu a poté se sleduje, 
zda si UNS ve výstupní vrstv vybaví správný vzorec aktivace, který reprezentuje misku jídla. 
Na obrázku 128 je  zachycen   výpoetní   proces  spojený  se zpracováním  vstupního  vzorce 
 
Obrázek 127: Váhová matice po jednom kole uení s pomocí Hebbova pravidla. (s úpravami pevzato 
z McLeod, Plunkett, Rolls, 1998, s. 55)       
 
aktivace: Celkový vstup (netinputi) do prvních dvou uzl výstupní vrstvy má hodnotu 3 a do 
zbývajících dvou uzl je roven 0; pi použití binární prahové aktivaní funkce s prahovou 
hodnotou  = 2 to znamená, že výsledný vzorec aktivace má podobu [1 1 0 0]. UNS se tedy 
úspšn podailo osvojit si asociaci mezi rozsvícenou lampou a miskou jídla. 
 
 
Obrázek 128: Proces asociace aktivaního vzorce [1 1 0 0]  na základ prezentace vstupního vzorce aktivace            
[1 0 1 0 1 0]. (s úpravami pevzato z McLeod, Plunkett, Rolls, 1998, s. 56)      
 
     Do stejné váhové matice lze zakódovat i další asociace, napíklad mezi zvukem klaksonu – 
reprezentovaným na vstupu aktivaním vektorem [1 1 0 0 0 1] - a elektrickým šokem –
reprezentovaným ve výstupní vrstv aktivaním vektorem [0 1 0 1]. V levé ásti obrázku 129      
je stav váhové matice UNS ped zapoetím nového kola uení s novou dvojicí podnt; v 
pravé ásti je pak výsledná váhová matice, která je de facto kombinací dvou váhových matic 
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získaných pi asociaci dvou rzných pár podnt (rozsvícená lampa/miska jídla, zvuk 
klaksonu/elektrický šok). Na obrázku 130 je pak vidt, že UNS s touto váhovou maticí si pi 
prezentaci rozsvícené lampy, resp. zvuku klaksonu vždy dokáže na výstupní vrstv správn 
vybavit misku  jídla,  resp.  elektrický  šok  a  to  pesto,  že  v prbhu procesu asociace došlo 
 
            
 
Obrázek 129:  Nalevo je váhová matice ve stavu ped dalším kolem uení, kdy si má neuronová sí	 osvojit 
asociaci mezi zvukem klaksonu [1 1 0 0 0 1] a elektrickým šokem [0 1 0 1]. Napravo je pak výsledná váhová 
matice, ve které jsou zakódovány ob asociace, jak mezi rozsvícenou lampou a miskou jídla, tak i mezi zvukem 
klaksonu a elektrickým šokem. (s úpravami pevzato z McLeod, Plunkett, Rolls, 1998, s. 57)          
 
k urité interferenci mezi váhovými maticemi kódujícími jednotlivé asociace. Tuto 
interferenci (tzv. „crosstalk“) se zde podailo úspšn vykompenzovat pomocí dostaten 
vysoké prahové hodnoty. Pesto je zejmé, že zde musí existovat jisté omezení v množství 
asociací, které je možné do této konkrétní váhové matice zakódovat, aniž by pitom docházelo 
ke katastrofickým selháním ve vybavování jednotlivých asociací. Jakkoli je existence 
interference  mezi  podobnými  reprezentaními  kódy  nevýhodou  v pípad vytváení njaké 
 
       
Obrázek 130: Ovení spolehlivosti procesu vybavování dvou rzných asociací, které jsou zakódovány do jedné 
váhové matice. Nalevo je zachycen proces vybavování misky jídla [1 1 0 0] pi prezentaci rozsvícené lampy            
[1 0 1 0 1 0] , napravo je pak zaznamenán  proces asociace zvuku klaksonu [1 1 0 0 0 1]  a elektrického šoku              
[0 1 0 1]. (s úpravami pevzato z McLeod, Plunkett, Rolls, 1998, s. 58)            

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komerní automatizované databáze, v pípad výpoetního modelování kognitivních funkcí se 
jedná o psychologicky velice plausibilní charakteristiku procesu vybavování, kterou lze 
pozorovat i u lovka. Napíklad ve snaze zapamatovat si nové telefonní íslo, které je 
podobné njakému jinému známému telefonnímu íslu, se lovku mže snadno stát, že si 
íslice obou telefonních ísel poplete a nakonec si není schopen správn vybavit ani jedno 
telefonní íslo.  
 
2.2.2.2.2 Delta pravidlo 
 
     Dalším asto používaným uícím algoritmem je delta pravidlo (delta learning rule). 
Základem tohoto pravidla je výpoet chyby δi na uzlu i ve výstupní vrstv, kterou lze velice 
snadno zjistit odetením skutené míry aktivace uzlu i (ai), která je výsledkem psobení 
excitaních a inhibiních spoj z uzl pedchozí vrstvy, od požadované míry aktivace uzlu i 
(ti):     
 
iii at −=δ  
 
Je-li míra aktivace uzlu i píliš nízká, potom je poteba zesílit váhy spoj z tch uzl 
pedchozí vrstvy, které do uzlu i vysílají excitaní signál, a naopak zeslabit váhy spoj z tch 
uzl pedchozí vrstvy, které do uzlu i vysílají inhibiní signál. Je-li míra aktivace uzlu i 
naopak píliš vysoká, korekce vah spoj bude mít pesn opaný smr než v pedchozím 
pípad. Ve formální notaci má delta pravidlo podobu následujícího algebraického výrazu      
 
jiij aw δε=∆ , 
 
kde wij je zmna váhy spoje mezi uzly i a j, ε je míra uení, která specifikuje velikost 
korekce váženého spoje v jednom kole uení, δi je rozdíl mezi požadovanou a skutenou 
hodnotou míry aktivace uzlu i a aj je míra aktivace uzlu j. Z rovnice je dobe patrné, že v 
pípad píliš vysoké míry aktivace uzlu i, kdy δi nabývá záporných hodnot, bude korekce síly 
váženého spoje (wij) rovnž záporná, a vice versa; a bude-li se δi rovnat nule, potom také 
úprava vah spoj bude nulová. Dležitou roli v rovnici hraje míra aktivace vysílajícího uzlu j 
(aj), která umožuje zohlednit „míru spoluviny“ daného uzlu za chybu δi pi úprav vážených 
spoj: ím je daný uzel aktivnjší, tím více se podílí na chyb δi, a proto také musí být v 
odpovídající míe více upravena váha spoje vedoucího z tohoto uzlu. Opakovanou aplikací 
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delta pravidla se chyba δi bude v závislosti na nastavené míe uení uritým tempem postupn 
snižovat až dosáhne nulové (nebo njaké jiné pedem stanovené) hodnoty, kdy se proces 
uení zastaví.   
 
2.2.2.2.3 Perceptronové konvergenní pravidlo  
 
     Perceptronové konvergenní pravidlo (perceptron convergence rule, dále PKP) je obdobou 
delta pravidla. Jediný rozdíl mezi nimi spoívá v tom, že krom úpravy vah spoj podle 
rovnice  
 
jiij aw δε=∆  
 
PKP umožuje rovnž úpravu prahové hodnoty  podle rovnice  
 
iδεθ −=∆ , 
 
kde θ je zmna prahové hodnoty, ε je míra uení a δi je rozdíl mezi požadovanou a 
skutenou hodnotou míry aktivace uzlu i. Vztah mezi chybou δi a korekcí prahové hodnoty 
(θ) je zde pesn opaný než v pípad chyby δi  a úpravy vah spoj (wij): Je-li skutená 
míra aktivace uzlu i vyšší než požadovaná míra aktivace, tzn. jestliže je chyba δi záporná, 
potom má úprava prahové hodnoty kladnou hodnotu (v dsledku dvou znamének „mínus“ v 
rovnici) a vice versa. Díky tomu se pi píliš vysoké míe aktivace uzlu i ztíží možnost 
pekroení kritické prahové hodnoty a následné aktivace uzlu i, a v pípad píliš nízké míry 
aktivace se tato možnost naopak usnadní. Výsledkem opakované aplikace PKP je opt 
postupná redukce chyby δi. Pi použití PKP máme vždy jistotu, že najde hledanou konfiguraci 
váhové matice a prahových hodnot umožující realizaci požadované funkce 
(implementovatelné jednovrstevnou neuronovou sítí), ovšem pouze za pedpokladu, že taková 
konfigurace skuten existuje.      
 
2.2.2.2.4 Pravidlo nejmenších tverc 
 
     Ponkud odlišný pístup k prohledávání váhového prostoru neuronové sít pedstavuje 
pravidlo nejmenších tverc (least-mean-squares learning procedure, dále LMS). I tento 
uící algoritmus vychází z chybového údaje o rozdílu mezi požadovanou a skutenou mírou 
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aktivace uzlu i. Na rozdíl od chybových údaj používaných pedchozími uícími algoritmy 
má tento podobu druhé mocniny zjištného rozdílu, tzn. že chybový údaj bude mít vždy 
kladnou hodnotu: 
 
( )2iii atE −=  
 
Stejn jako v pedchozích pípadech, i zde bude chybový údaj Ei variovat v závislosti na 
hodnotách vah spoj spojujících uzel i s uzly ve vstupní vrstv. Kdybychom zkonstantnili 
váhy všech spoj krom jednoho a kdybychom zakreslili vývoj chybové kivky v závislosti na 
hodnot tohoto jednoho váženého spoje, získali bychom chybovou kivku s jedním nejnižším 
bodem, který odpovídá nejmenší možné chyb pi dané hodnot váhy wij (viz obrázek 131).     
 
 
Obrázek 131: Vztah chyby Ei a hodnoty váženého spoje wij. (s úpravami pevzato z McLeod, Plunkett, Rolls, 
1998, s. 100)     
 
Cílem uícího algoritmu je pak najít takovou hodnotu váhy wij, která odpovídá nejnižšímu 
bodu na chybové kivce. LMS k tomu využívá údaj o sklonu chybové kivky, protože v 
pípad, že známe její sklon, potom lze velice snadno vypoítat, jakým smrem (+/-) je 
poteba zmnit váhu wij, aby se chyba Ei zmenšila: Jestliže je sklon negativní, potom to 
znamená, že wij je nižší než je poteba, takže hodnota wij se zvýší; jestliže je sklon chybové 
kivky naopak pozitivní, potom to znamená, že wij je vtší než je poteba a hodnota wij se 
sníží. Opakovanou aplikací tohoto pravidla se díve i pozdji dostaneme na dno chybové 
kivky, kde je sklon kivky nulový, v dsledku ehož se proces uení zastaví.  
     Celou proceduru lze pipodobnit k situaci, kdy jako horolezci stojíme na svahu velkého 
kráteru, nevidíme ani na krok ped sebe, protože je ernoerná tma, a naším úkolem je se 
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dostat na dno kráteru. Protože nevidíme, nemžeme se podívat a jít rovnou smrem k cíli. 
Naší jedinou možností je udlat malý krok a na základ údaj z vnitního ucha nebo 
proprioreceptor zjistit, zda jdeme smrem nahoru, nebo dol. Jestliže jdeme smrem nahoru, 
vrátíme se na pvodní místo a zkusíme udlat krok opaným smrem. Jestliže zjistíme, že 
tentokrát jsme udlali krok smrem dol, zstaneme tam, kde jsme, a zkusíme udlat další 
krok. Opakováním této procedury skládající se z malých krok a jednoduché lokální zptné 
vazby se budeme pomalu sunout ze svahu kráteru smrem dol až se nakonec zastavíme na 
jeho samém dn, kde již nelze udlat žádný krok, který by vedl ješt níže. V této metafoe 
LMS dno kráteru odpovídá minimální hodnot chyby Ei, malý krok horolezce odpovídá 
nepatrnému zvýšení nebo snížené hodnoty váhy wij a jednoduchá zptná vazba odpovídá 
informaci o tom, zda zvýšení nebo snížené váhy wij vede ke zlepšení nebo naopak ke zhoršení 
výkonu, tedy zda došlo ke snížení, nebo ke zvýšení chyby Ei (za pedpokladu, že všechny 
ostatní váhy mají konstantní hodnotu). Tato „horolezecká“ povaha LMS se také odráží v jeho 
dalším názvu, který v originále zní gradient descent learning, tedy uení klesáním po svahu; 
možný je také „zrcadlov pevrácený“ název hill climbing, doslova šplhání na kopec, astjší 
je však peklad vyhledávání extrému.    






w ε−=∆ , 
 
kde wij je opt zmna váhy spoje mezi uzly i a j, ε je míra uení specifikující velikost 
korekce váženého spoje z uzlu j a dEi/dwij je derivace chyby Ei podle váhy wij, která vyjaduje 
míru zmny Ei ve vztahu k wij, tj. sklon chybové kivky Ei (viz také poznámka pod arou 1 na 
stran 154). Znaménko “mínus” v rovnici zajišuje, že pi negativním sklonu chybové kivky 
se hodnota váhy zvyšuje a pi pozitivním sklonu snižuje. Úpravou této rovnice (jejímž 
detailm se zde není poteba vnovat) dostaneme rovnici 
 
jiij aFw
∗=∆ δε2 , 
 
kde δi je chyba na uzlu i ve výstupní (tj. rozdíl mezi skutenou a požadovanou mírou aktivace 
tohoto uzlu), F∗ je derivace aktivaní funkce uzlu i podle celkového vstupu netinputi do uzlu i 
(tj. sklon aktivaní funkce) a aj je míra aktivace uzlu j ze vstupní vrstvy, ze kterého vede spoj 
do uzlu i. Vedle míry aktivace aj, která umožuje zohlednit míru „spoluviny“ uzlu j za chybu 
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δi pi úprav váženého spoje wij, je zde klíová derivace aktivaní funkce F∗, nebo z její 
pítomnosti v rovnici vyplývá, že LMS nelze použít v pípadech, kdy pro uzly ve výstupní 
vrstv perceptronu použijeme binární prahovou funkci, jejíž sklon je bu 0, nebo ∞. Tyto 
hodnoty neumožují vypoítat smysluplnou hodnotu wij. LMS lze naopak velice úspšn 
použít pro lineární aktivaní funkci, která má spojitý a navíc konstantní sklon. Pro lineární 
aktivaní funkci tak LMS bude mít podobu rovnice 
 
ji akw δ=∆ , 
 
kde k je konstanta, která oznauje násobek míry uení ε a derivace lineární aktivaní funkce 
F∗. Procedura vyhledávání extrému (gradient descent/hill climbing) tak v pípad použití 
lineární aktivaní funkce vede ke stejnému uícímu algoritmu jako je perceptronové 
konvergenní pravidlo, resp. delta pravidlo (wij = ε δi aj), pestože tato pravidla uení 
pracují na základ odlišných princip.       
     Specifické dopady na proces uení s pomocí LMS má použití biologicky plausibilnjší 
logistické aktivaní funkce. Sklon této aktivaní funkce má maximální hodnotu v situaci, kdy 
se celkový vstup (netinputi) do uzlu i pohybuje okolo 0; ím dále se od této hodnoty 
nacházíme (ve smru plus nebo mínus), tím je sklon aktivaní funkce menší (viz obrázek 123 
na stran 217). To má za následek nkolik zajímavých a nkdy také psychologicky 
relevantních charakteristik procesu uení umlé neuronové sít (McLeod, Plunkett, Rolls, 
1998):  
• Díky tomu, že míra aktivace uzlu s nulovým celkovým vstupem (netinputi) má 
hodnotu 0,5, procesu uení se mohou „úastnit“ také ty uzly, které na svém vstupu 
nepijímají žádné signály od uzl z pedchozí vrstvy neuronové sít. 
• Nejvtší zmna vah spoj (tj. nejvtší míra uení) probíhá u uzl, jejichž celkový 
vstup se pohybuje okolo 0, tzn. u tch uzl, které ješt nejsou zapojeny do 
„pracovního procesu“ transformace vstup na výstupy. Naopak uzly s velkým 
celkovým vstupem, kterým je již piazena uritá role v „transformaním procesu“, 
mní váhy svých spoj pouze minimáln.1 
• Uení neuronové sít probíhá pouze v uritém omezeném asovém období, kdy 
dochází k postupnému „usazování rolí“ jednotlivých uzl sít a po jehož uplynutí je už 
                                                 
1 Proto se také proces uení umlé neuronové sít vtšinou zaíná s náhodným nastavením vah v rozmezí ± 0,5, 
které zaruuje, že prmrný celkový vstup do všech uzl neuronové sít se bude pohybovat okolo 0, což 
zaruuje maximální možnou míru uení. 
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velice obtížné toto nastavení jakkoli mnit. Tato charakteristika procesu uení 
neuronové sít je dležitá z hlediska konekcionistického modelování tzv. kritických 
období v procesu osvojování nkterých kognitivních funkcí. 
     Tento uící algoritmus, jehož aplikaci si lze pedstavit jako pohyb neuronové sít ve 
stavovém prostoru definovaném její váhovou maticí a celkovou chybou v její výstupní vrstv 
(viz obrázek 132), dokáže (stejn jako perceptronové konvergenní pravidlo, resp. jako delta 
pravidlo) vždy najít práv to jedno chybové minimum, které charakterizuje chybovou kivku 
každé jednovrstevné neuronové sít (disponující pouze jednou vrstvou modifikovatelných  
vážených  spoj). Mohlo by se tak zdát, že máme k dispozici univerzální nástroj, s jehož 
pomocí mžeme umlou neuronovou sí nauit jakoukoli funkci. Naneštstí jednovrstevné 




Obrázek 132: Chybová krajina - stavový prostor umlé neuronové sít definovaný jejími dvma váženými spoji 
a mírou celkové chyby  ve výstupní vrstv. V prbhu procesu uení se neuronová sí	 pohybuje krajinou plnou 
kopc a údolí a snaží se zaujmout pozici s co možná nejnižší potenciální energií.  
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problémy (viz oddíl „2.2.2.3.1 Vícevrstevné neuronové sít„). Proto vznikla tída 
vícevrstevných neuronových sítí, které mají více než jednu vrstvu modifikovatelných 
vážených spoj, díky emuž si s tímto typem problém dokáží snadno poradit. To, s ím by 
však vícevrstevné neuronové sít mohly mít problém, jsou tradiní uící algoritmy, které 
k výpotu úprav vah spoj používají chybový signál o rozdílu mezi skutenou a požadovanou 
mírou aktivace výstupního uzlu i.        
 
2.2.2.2.5 Uící algoritmus zptného šíení   
   
     Podstata problému s uením vícevrstevných neuronových sítí spoívá v tom, že pi jejich 
tréninku máme k dispozici chybovou informaci pouze u uzl ve výstupní vrstv, nebo pouze 
u nich víme, jaká by mla být jejich míra aktivace. V pípad uzl ve skryté vrstv však 
žádnou takovou informaci k dispozici nemáme. Tento problém se podailo vyešit s pomocí 
nového uícího algoritmu, tzv. algoritmu zptného šíení (backpropagation learning 
algorithm), který umožuje chybové informaci vypoítané ve výstupní vrstv putovat proti 
proudu toku aktivaních signál smrem k uzlm ve skryté vrstv, které tuto informaci 
mohou využít k již bžnému výpotu úprav vah spoj, které je propojují s uzly ve vstupní 
vrstv.  
     Proces šíení chybového signálu smrem od výstupní vrstvy ke skryté vrstv je tedy 
zrcadlovým obrazem procesu šíení informace o míe aktivace smrem od vstupní nebo skryté 
vrstvy k vrstv výstupní (viz obrázek 133). Dokonce i rovnice popisující výpoet obou typ 
signál jsou si podobné. Zatímco míra aktivace uzlu tívrstevné neuronové sít se poítá podle 
vzorce 
 
( )= hiddenout awfa , 
 
kde aout je míra aktivace uzlu ve výstupní vrstv, f je použitá aktivaní funkce, ahidden je míra 
aktivace uzl ve skryté vrstv a w je váha spoj vedoucích z uzl ve skryté vrstv do uzlu ve 
výstupní vrstv, výpoet chybového signálu pro uzel ve skryté vrstv má podobu vzorce   
 
( )= outhidden wf δδ , 
 
kde δhidden je chyba pipsaná skrytém uzlu, f je uritá chybová funkce, w je váha spoj mezi 
uzly ze skryté a výstupní vrstvy a δout je chyba vypoítaná pro jednotlivé výstupní uzly. Jedná 
se de facto o formální popis procesu pipisování „viny“ vybranému skrytému uzlu za chybu 
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zjištnou ve výstupní vrstv. Z tohoto hlediska klíovou roli hraje údaj o váze spoj mezi uzly 
ze skryté a výstupní vrstvy: ím vtší je váha spoj, které vybraný skrytý uzel spojují s uzly 
ve výstupní vrstv, tím vtší je podíl tohoto skrytého uzlu na zjištné chyb ve výstupní 
vrstv, a tím vtší také musí být úprava vah spoj vedoucích do skrytého uzlu ze vstupní 
vrstvy. Úprava tchto spoj se již poítá s pomocí bžného uícího algoritmu, který  používá 
spoítanou chybu pro skrytý uzel δhidden jako jeden ze svých vstup. Celý proces zptného 
šíení chybového signálu lze iterativn opakovat pro nekonené množství skrytých vrstev, kdy 
každá skrytá vrstva pijímá chybový signál od pedchozí skryté vrstvy.   
 
                   
 
Obrázek 133: Srovnání šíení chybového signálu smrem od výstupní vrstvy ke skryté vrstv (nalevo) a šíení 
aktivaního signálu od skryté vrstvy k vrstv výstupní. (s úpravami pevzato z McLeod, Plunkett, Rolls, 1998,              
s. 115)     
 
     Pestože je teoreticky prokázáno, že vícevrstevná neuronová sí se dokáže nauit jakoukoli 
funkci, pi použití algoritmu zptného šíení nikdy nemáme jistotu, že se nám podaí najít 
takovou konfiguraci váhové matice, která by umožnila realizaci požadované funkce.      
Zatímco tedy perceptronové konvergenní pravidlo zaruuje nalezení ešení pro danou funkci 
v pípad, že takové ešení existuje, algoritmus zptného šíení nám žádnou takovou záruku 
nedává, pestože ešení – v podob specificky nastavené váhové matice – urit existuje. 
Dvodem tohoto omezení je tvar chybové kivky vícevrstevných neuronových sítí. Zatímco u 
jednovrstevných neuronových sítí má taková chybová kivka pravidelný a hladký tvar s 
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jedním tzv. globálním minimem (viz obrázek 131), u vícevrstevných neuronových sítí lze 
v jejich chybové kivce nalézt nkolik „proláklin“ a „údolíek“, tzv. lokálních minim, která 
však leží výše než globální minimum (viz obrázek 134). Snadno se tak mže stát, že uící 
algoritmus využívající strategie vyhledávání extrému uvázne v lokálním minimu, nebo tato 
strategie nevidí daleko ped sebe, ale ídí se pouze lokální zptnou vazbou v podob sklonu 
chybové kivky; a protože na dn lokálního minima je sklon nulový, uící algoritmus se zde 
zastaví, nebo se bude „domnívat“,  že již dosáhl samého (globálního)  dna  (minima).  Riziko   
 
 
Obrázek 134: Tvar chybové kivky vícevrstevné neuronové sít. (s úpravami pevzato z McLeod, Plunkett, Rolls, 
1998, s. 116)     
    
uváznutí v lokálním minimu se zvyšuje pi použití nízké míry uení (ε), což je parametr, který 
specifikuje velikost zmn vah spoj, a tím tedy také délku „skok“ po chybové kivce: ím 
delší „skoky“, tím vtší je šance (nikoli však jistota), že se neuronové síti podaí lokální 
minimum „peskoit“ a že nakonec skoní ve skuteném globálním minimu (viz obrázek 
135). Vedle parametru míry uení se k „ošetení“ rizika uváznutí v lokálním minimu používá 
také tzv. parametr hybnosti (momentum parameter) α, který specifikuje, jak velká ást úpravy 
váhy spoje v ase t-1 se pite k úprav váženého spoje v ase t: 
 
)1()( )( −∆+=∆ tijjitij waw αδε  
 
To neuronové síti umožuje „prodloužit krok“ a „nabrat rychlost“ i v situacích, kdy nemá 
možnost se „rozebhnout z kopce“. Jinak eeno, vysoký parametr hybnosti umožuje vtší 
úpravy vah spoj i tehdy, když se neuronová sí nachází blízko dna lokálního minima, kde 
nízký sklon chybové kivky jinak vede k malým korekcím vážených spoj a ke 
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zvýšenému riziku uváznutí v lokálním minimu. Vzhledem ke lenitosti chybové krajiny 
vícevrstevných neuronových sítí má na konený výsledek procesu uení zásadní vliv také 
konkrétní místo v chybovém prostoru, ze kterého neuronová sí proces uení zaíná. Takto se 
mže stát, že zatímco pi startu z jedné pozice neuronová sí hledané globální minimum 
s vysokou pravdpodobností nalezne, pi startu z pozice, která je jen trochu odlišná od té 
první, bude neuronové síti mnohem více hrozit uváznutí v njakém z mnoha lokálních minim, 
která se v dané chybové krajin nacházejících. Výchozí bod procesu uení je pitom vtšinou 
dán zcela náhodn, nebo také výchozí váhová matice, která definuje výchozí pozici 
neuronové sít v chybovém prostoru, je nastavována zcela náhodn (pestože v uritém pevn 
daném rozmezí).1    
 
 
Obrázek 135: Vliv nastavení parametru míry uení (learning rate) na riziko uváznutí v lokálním minimu. Nalevo 
má  parametr míry uení nízkou hodnotu, což vede k jen nepatrným úpravám vah spoj a k malým „krokm“ po 
chybové kivce. Dsledkem je zvýšené riziko uváznutí v lokálním minimu. Pi vysoké míe uení (napravo) 
existuje vyšší pravdpodobnost, že se lokální minimum podaí peskoit.     
 
2.2.2.2.6 Genetické algoritmy 
   
     Z hlediska prevence rizika uváznutí v lokálním minimu se jako dobrá alternativa tradiních 
uících algoritm jeví být optimalizaní metoda genetických algoritm. Tato metoda se 
inspiruje biologickou evolucí pírodním výbrem, která je de facto druhem prohledávací 
heuristiky, která v obrovském mnohadimenzionálním genetickém prostoru dokáže najít 
kvalitní „návody“ na organismy, které jsou schopny úspšn se vyrovnávat s nároky, které na 
n klade vnjší prostedí (Dennett, 1995; Hillis, 2003). Evoluce pírodním výbrem, která 
                                                 
1 Z dvodu reprodukovatelnosti simulaních experiment vtšina simulaních program umožuje specifikovat    
tzv. parametr (seed), který je souástí algoritmu produkujícího pseudonáhodná ísla, která simulátor používá pi 
generování výchozí váhové matice. Díky tomu lze opakovat sérii simulaních experiment s rznými verzemi 
neuronové sít, které mají vždy stejnou výchozí váhovou matici.      
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vysvtluje vznik nenáhodnosti a uspoádanosti v pírod, je založena na 1) existenci velké 
variability organism, která vzniká pedevším mechanismem náhodných mutací pi 
kopírování genetické informace v prbhu procesu rozmnožování, 2) na tom, že organismy 
mají schopnost se rozmnožovat a že potomci ddí své vlastnosti po svých rodiích a 3) na 
tom, že šance organismu na pežití a na úspšné zplození potomk není otázkou pouhé 
náhody a štstí, ale že je z velké ásti dána uritými vlastnostmi organismu, které mu ve 
srovnání s jinými organismy umožují lépe se adaptovat na své životní prostedí.  
     Pestože je vstup do evoluního algoritmu produktem ist náhodných mutací, z nichž 
vtšina je navíc životu nebezpená a škodlivá, výstupem samotného evoluního algoritmu 
jsou nenáhodné, vysoce komplexní a uspoádané organismy dobe pizpsobené svému 
prostedí, což je automatický dsledek psobení slepého výbrového mechanismu, který jako 
uritý druh síta propouští dál v ase s mnohem vyšší pravdpodobností ty organismy, jimž 
náhoda nadlila vlastnosti propjující jim z hlediska možnosti pežití a reprodukce 
v prostedí s omezenými zdroji uritou výhodu nad organismy, k nimž náhoda tak štdrá 
nebyla.1 Organismy, které se s požadavky svého životního prostedí vyrovnat nedokáží (nebo 
to dokáží, ale he než jiné organismy), tímto sítem asu neprojdou. Celá selekce je tak de 
facto uritý druh „negativního zpevování“, které na základ náhodných pokus a omyl 
zkouší rzné možné varianty životních strategií a všechny neúspšné pokusy vyluuje tím, že 
jejich nositelm neumožní mít potomky. Ze zptného pohledu jsou „všechny [tyto] 
prostoduché chyby… neviditelné a tak všechno, co vidíme, se jeví jako úchvatná ada triumf. 
[…] Tím, že odstraníte z dohledu pípady „omylu“, vytvoíte „zázrak“. [Takto]  napíklad 
pes 90 % všech tvor, kteí kdy žili, zemelo bez potomk, ale ani jednoho z našich pedk 
nepotkal tento osud. A tak mžeme mluvit o pokolení blažených život.“ (Dennett, 1996, s. 
120-121) Vyjádeno ponkud expresivnji, všichni jsme „náramní mizerové, i když v ponkud 
užším technickém smyslu v tom, že [mžeme] vysledovat své pedky v dlouhé ad o nco 
mén vyvinutých mizer až k tomu prvnímu samo sebe reprodukujícímu tentononc – které 
vzhledem k potu a rznorodosti jeho potomstva lze oprávnn popsat jako nejvtšího mizeru 
všech dob. Každý, kdo nebyl náramný mizera, [je totiž nyní] mrtvý.“ (Stephenson, 2006, s. 15)               
                                                 
1 Tento paradox, kdy algoritmický proces pracující s náhodou vede k njakému nenáhodnému výsledku, ilustruje 
Daniel Dennett na aritmetické procedue dlení velkých ísel: „Vejde se dlenec do dlitele šestkrát, sedmkrát 
nebo osmkrát? Kdo to ví? Koho to zajímá? Nic z toho nemusíte znát; nemusíte mít ani trochu inteligence a 
soudnosti na to, abyste zvládli proceduru dlouhého dlení. Algoritmus po vás chce jen to, abyste vybrali njaké 
íslo  - zcela náhodn, jestli chcete – a zkontrolovali výsledek. Jestliže se vybrané íslo ukáže být píliš malé, 
zvtšete ho o jedno a zante znovu; jestliže bude píliš velké, zmenšete ho. Na procedue dlouhého dlení je 
dobrá ta vc, že vás nakonec vždy dovede k cíli a to i tehdy, když jste se pi svém první odhadu zachovali jako 
naprostý hlupák, v kterémžto pípad vám to bude pouze o nco déle trvat.“ (Dennett, 1995, s. 52-53)                  
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     Z hlediska možnosti vzniku vysoce komplexních struktur, které lze nalézt v živé pírod, 
hraje klíovou roli to, že selekce organism není jednostupová, ale že má kumulativní 
povahu: Rozdíl mezi tmito dvma typy selekce spoívá v tom, že „v jednostupové selekci 
jsou selektované pedmty… vybrány jednou provždy. Na druhé stran pi kumulativní selekci 
se tyto pedmty „rozmnožují“ nebo se výsledek jednoho prosívání njakým zpsobem stává 
zdrojem pro další prosívání, které se opt stává… atd. Pedmty jsou selektovány i tídny 
v mnoha „generacích“ po sob. Výsledek jedné generace výbru je výchozím bodem pro další 
generaci výbru a tak to pokrauje adu generací.“ (Dawkins, 2002, s. 56) Kdyby byla 
evoluce založena na jednostupové selekci, potom by vznik komplexních struktur živých 
organismm, napíklad oka, byl stejn astronomicky nepravdpodobný jako náhodné 
sestavení Boeingu 747 po peletu hurikánu pes vrakovišt. Bylo by to jako šáhnout do 
hyperprostorového osudí s miliony dimenzí a z miliard možných návod, jak dát rzné 
souástky letadla dohromady, hned na první pokus vytáhnout návod na funkní letadlo. 
Postupná kumulace drobných zmn, které jsou dostaten jednoduché na to, aby mohly 
vzniknout náhodou, však umožuje v rozlehlém a mnoharozmrném prostoru - definovaném 
všemi možnými zpsoby uspoádání genetické informace - hledat, nalézat a systematicky 
sledovat tch nkolik málo vývojových trajektorií, které se skládají z životaschopných 
organism.1 Klíová je zde podmínka pouze drobných a nepatrných zmn, nebo v pípad 
velkých mutaních skok „je poet možných míst dopadu astronomicky vysoký [a protože] 
poet zpsob, jak být mrtvý, je mnohem vtší než poet zpsob, jak být živý, má velký 
náhodný mutaní skok v genetickém prostoru velkou šanci, že skoní smrtí. Dokonce i malý 
náhodný skok má docela slušnou šanci na takový konec. ím je však skok menší, tím vtší má 
nadji na úspch a na to, že povede k vylepšení.“ (Dawkins, 2002, s. 84) Pi dostateném 
množství asu tak mže vzniknout i nco tak hodn nepravdpodobného jako je lidské oko 
nebo lidský mozek.  
     Z hlediska možnosti využití evoluního algoritmu k prohledávání váhové prostoru 
neuronové sít je dležité, že evoluce pírodním výbrem je nezávislá na biologickém 
substrátu, tzn. že ho lze aplikovat i na jiné objekty než jsou organické molekuly DNA.  Proces 
evoluce takto mže probíhat v jakémkoli prostedí, které spluje tí velice obecn 
specifikované podmínky, kterými jsou: 1) variabilita selektovaných entit, 2) rozmnožování 
                                                 
1 „Skupina živoich, kteí kdy na Zemi žili, je jen nepatrnou podskupinou všech živoich, kteí teoreticky mohli 
existovat. Tito skuten existující živoichové jsou výsledkem velmi malého potu evoluních trajektorií, jež 
vedou genetickým prostorem. Drtivá vtšina tchto cest by dala vzniknout nemožným píšerám. Skutení 
živoichové jsou roztroušeni tu a tam mezi hypotetickými monstry a každý z nich si sedí na svém jedineném 
míst v hyperprostoru. Každý skutený tvor je obklopen malým shlukem soused, z nichž vtšina nikdy 
neexistovala. Pár z nich jsou ale jeho pedkové, potomci a bratranci.“ (Dawkins, 2002, s. 84)    
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tchto entit a ddinost jejich vlastností a 3) rozdílné pežívání entit v závislosti na jejich 
zdatnosti (fitness), která je dána interakcí jejich vlastností s charakteristikami životního 
prostedí (Dennett, 1995, s. 343). Dawkins (1998, s. 174) stejn obecn charakterizuje 
základní princip evoluce jako rozdílné pežívání replikátor. Tmi pitom mohou být jakékoli 
entity, které mají schopnost se rozmnožovat. Známým píkladem nebiologického replikátoru 
jsou memy - Dawkinsem (1998) postulované základní jednotky kulturní evoluce, které se 
v prostedí tvoeném lidskými mozky chovají podobn jako geny v  prostedí biologickém, 
tzn. že se snaží maximalizovat své šance na pežití šíením co možná nejvtšího potu svých 
kopií.       
     Již od 50. let 20. století se objevovaly snahy využít princip evoluce k optimalizaci ešení 
ady rzných technických problém. V 60. letech 20. století John Holland vytvoil teoreticky 
propracovaný výpoetní model evoluce - tzv. genetické algoritmy (dále GA), které umožují 
úspšn modelovat evoluci umlých chromozom tvoených etzci bit, které mohou 
reprezentovat rzné umlé organismy nebo alternativní návrhy ešení njakého problému, 
jakým je napíklad optimalizaní úloha nastavení váhové matice umlé neuronové sít tak, 
aby chyba na její výstupní vrstv byla co nejmenší. Každý chromozom se skládá z nkolika 
gen, respektive z nkolika alel – konkrétních verzí genu kódujícího jednu z dílích 
charakteristik umlého organismu, které determinují jeho relativní zdatnost ve vztahu 
k seleknímu tlaku vyvíjenému na nj okolním prostedím (vetn ostatních umlých 
organism). V pípad umlé neuronové sít by taková alela reprezentovala konkrétní váhu 
jednoho spoje mezi dvma uzly. Celý chromozom by pak reprezentoval celou váhovou 
matici. Podstata GA spoívá v aplikaci nkolika tzv. genetických operátor na populaci 
vtšího množství chromozom v diskrétních asových krocích, které se iterativn opakují 
mnohokrát za sebou. Tyto diskrétní asové kroky evoluního procesu se nazývají „generace“. 
Výchozí populace, tj. první generace chromozom je generována ist náhodn, každá další 
pak vzniká aplikací genetických operátor na pedchozí generaci chromozom. Souástí 
základního souboru genetických operátor jsou operátory selekce, crossover, mutace a nkdy 
také inverze. Pi aplikaci operátoru selekce se z dané populace chromozom vybírají ty 
chromozomy, kterým bude umožnna reprodukce, tj. kterým bude umožnno, aby pedaly 
ást svých gen do další generace chromozom. Tento výbr se dje na základ výpotu 
zdatnosti jednotlivých chromozom. Ta je dána interakcí vlastností kódovaných jednotlivými 
geny chromozomu s njakým umle nastaveným selekním kritériem, kterým je v pípad 
trénování i uení umlé neuronové sít chyba na výstupní vrstv: ím menší chyba, tím vtší 
zdatnost dané váhové matice a tím vtší pravdpodobnost, že se chromozomu kódujícímu tuto 
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váhovou matici podaí pedat ást svých gen další generaci chromozom. Operátor selekce 
lze implementovat rznými zpsoby. Napíklad je možné eliminovat 50 % populace 
chromozom s nejnižší zdatností a reprodukci umožnit zbývajícím 50 % populace; jiný 
zpsob by spoíval v reprodukci všech chromozom s tím, že poet jejich potomk by byl 
pímo úmrný míe jejich zdatnosti atp. Operátor crossover kíží geny z každých dvou 
vybraných chromozom a vytváí tak novou generaci chromozom, které mají podobné 
vlastnosti jako jejich rodiovské chromozomy. Crossover, který napodobuje rekombinaci 
gen, ke které dochází pi sexuálním rozmnožování, probíhá tak, že se na dvou 
chromozomech náhodn zvolí bod (crossover point), podél kterého se oba chromozomy 
rozdlí na dv ásti, z nichž si jednu chromozomy mezi sebou vymní. Operátor mutace 
náhodn mní hodnotu nkterého z míst na chromozomu; dnes již píliš nepoužívaný 
genetický operátor inverze pak prohazuje poadí dvou sousedících gen. Výsledkem aplikace 
všech tchto genetických operátor je nová generace chromozom1, které slouží jako vstup do 
dalšího kola evoluního algoritmu (Franklin, 2001; Fanta, 2001; Mitchell, Forrest, 1994). 
Celý GA tak ve své nejjednodušší podob (bez genetického operátoru inverze) mže mít 
podobu ty následujících krok (viz také obrázek 136): 
1. Zani s náhodn vygenerovanou populací chromozom. 
2. Pro každý chromozom v populaci spoítej jeho zdatnost. 
3. Vytvo novou generaci chromozom aplikací selekního operátoru a operátor 
crossover a mutace na souasnou generaci chromozom. 
4. Jestliže bylo dosaženo stanoveného kritéria, ukoni innost, jinak pejdi zpt ke kroku 
. 2. 
     Prostednictvím tohoto jednoduchého algoritmu lze „vyšlechtit“ 2 požadovanou váhovou 
matici,  která  je „jako šitá na míru“ funkci, kterou chceme neuronovou sí nauit. Díky tomu, 
že GA na rozdíl od klasických uících algoritm vždy pracuje s populací vtšího množství 
chromozom kódujících rzné váhové matice, GA dokáže najednou prozkoumávat vtší ást 
váhového  prostoru  neuronové sít  a hlavn má možnost najednou porovnávat vtší množství 
                                                 
1 Poet chromozom v populaci v prbhu jednotlivých generací vtšinou nekolísá a je udržován na urité 
konstantní, pedem stanovené úrovni.   
2 Pi formulaci své teorie evoluce pírodním výbrem se šlechtitelstvím inspiroval také Charles Darwin, který 
pírodní výbr chápal jako analogii výbru, který provádí chovatel za úelem vyšlechtní organismu 
s požadovanými vlastnostmi. Rozdíl mezi pírodním výbrem a chovatelem je pouze v tom, že pírodní výbr je 
„slepý“, tzn. že pi selekci organism ped sebou nemá žádný vzdálený cíl, kterého by chtl dosáhnout. 
Jednoduše vybírá pouze ty organismy, které se dokáží úspšn adaptovat na podmínky momentáln panující 
v životním prostedí. Pírodní výbr je zde pitom pouze metafora (pevzatá práv z chovatelství) pro skutenost, 




 Obrázek 136: Jednotlivé kroky genetického algoritmu. (pevzato z nápovdy k programu OptWorks Excel)  
 
možných lokálních minim, ímž se zvyšuje pravdpodobnost, že se neuronová sí vyhne 
lokálnímu minimu a že narazí na skutené globální minimum. Riziko uváznutí  v lokálním  
minimu snižuje také prvek náhody v GA v podob genetického operátoru mutace, který 
neuronové síti umožuje v jejím váhovém prostoru objevovat nová a dosud netušená „území“. 
Chyby a mutace jsou takto stejn jako v pípad biologické evoluce „prameny novosti [a] 
jedinou píležitostí se nemu [skuten novému] nauit“ (Dennett, 1996, s. 117-118).1  
     Nevýhodou GA je jejich pomrn vysoká výpoetní náronost. Jako uící algoritmus se 
proto GA dají použít pouze u jednodušších neuronových sítí s menším potem uzl a 
s menším potem vážených spoj mezi nimi.2 Z hlediska modelování kognitivních funkcí je 
nevýhodou GA také jejich malá biologická plausibilita. Pestože se objevilo nkolik teorií 
neuronového darwinismu i darwinistických model lidské mysli (Edelman, 1987; Calvin 
2000), mezi kognitivními vdci v souasné dob pevládá názor, že darwinovská selekce není 
primárním mechanismem stojícím v základech lidské kognice. 
     Biologickou neadekvátnost lze vytknout také uícímu algoritmu zptného šíení, který 
pedpokládá možnost šíení chybového signálu proti smru šíení signálu aktivaního, 
pestože v mozku axony umožují šíení signálu pouze jedním smrem. Vyvstává tak otázka, 
                                                 
1 Prostednictvím postupného snižování pravdpodobnosti mutace je možné napodobit také jiný optimalizaní 
algoritmus, tzv. simulované žíhání (simulated annealing). To se inspiruje metalurgickou technikou žíhání, které 
se používá k docílení optimálních vlastností kov a které spoívá v rychlém zahívání kovu a jeho pomalém 
ochlazování, bhem kterého mají atomy – vysokou teplotou vytržené ze svých pvodních pozic v krystalické 
mížce – možnost usadit se v energeticky výhodnjší konfiguraci znamenající lepší vlastnosti kovového 
materiálu. V pípad umlé neuronové sít a GA to znamená, že na poátku vysoká pravdpodobnost mutace 
neuronové síti umožuje prozkoumat co možná nejvíce rzných oblastí váhového prostoru; s postupem asu, jak 
se zvyšuje šance, že se již sí nachází nkde poblíž globálního minima, se míra mutací snižuje, aby se váhová 
matice mohla v tomto globálním minimu úspšn usadit.          
2 Na piloženém CD je možné nalézt excelovský soubor UNS_GA_XOR, který pedstavuje ukázku aplikace 
optimalizaní metody genetických algoritm v rámci nastavení váhové matice jednoduché umlé neuronové sít 
implemetnující logickou funkci XOR. K vlastním pokusm s GA je poteba si nejdíve nainstalovat 30-denní 
trial verzi doplku k Microsoftu Excel v podob OptWorks Excel, který se na piloženém CD nachází pod 
názvem OptWorks_PC_Demo.      
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do jaké míry lze konekcionistické modely trénované pomocí algoritmu zptného šíení 
považovat za skutené modely vybraných kognitivních funkcí. Kognitivní vdci jsou v tomto 
ohledu rozdleni do dvou skupin: Jedna skupina algoritmus zptného šíení obhajuje 
s poukazem na to, že dležité je to, co se neuronová sí nauí, tedy její reprezentace, a nikoli 
konkrétní zpsob, jakým si je osvojila (ve smyslu konkrétní podoby obecnjšího uícího 
algoritmu pracujícího na principu vyhledávání extrému (gradient descent/hill climbing)). Ve 
prospch algoritmu zptného šíení hovoí také skutenost, že mnohé konekcionistické 
modely trénované pomocí tohoto algoritmu vykazují vzorec osvojování nebo naopak ztráty 
dané kognitivní funkce, který se velice podobá tomu pozorovanému u lovka. Druhá skupina 
kognitivních vdc používání algoritmu zptného šíení naopak odmítá a pi modelování 
kognitivních funkcí šahá spíše po biologicky plausibilnjším Hebbov uícím algoritmu, u 
nhož jsou již celkem dobe známy biologické mechanismy, na základ kterých by mohl 
fungovat i v lidském mozku. V nkterých pípadech mže být také diskutabilní psychologická 
plausibilita všech uících algoritm pracujících s chybovým signálem poítaným pro uzly ve 
výstupní vrstv; tato pochybnost je oprávnná zejména v pípad tch kognitivních funkcí, u 
kterých není prokázáno, že by v prbhu jejich osvojování lovk, resp. jeho mozek dostával 
njakou formou zptnou vazbu o svém aktuálním výkonu, tak aby ji mohl využít k úprav 
synaptických spoj mezi neurony. 
 
2.2.2.3 Vliv architektury neuronové sít na zpsob zpracovávání informací 
 
     Vedle váhové matice umlé neuronové sít má na zpsob zpracovávání informací zásadní 
vliv také její architektura, tedy poet uzl a zejména pak zpsob jejich zapojení.  
 
2.2.2.3.1 Vícevrstevné neuronové sít 
 
Jak již bylo uvedeno v pedchozím oddíle, neuronové sít pouze s jednou vrstvou 
modifikovatelných vážených spoj (tzv. jednovrstevné neuronové sít i perceptrony) 
nedokáží ešit jednu dležitou skupinu úloh, tzv. nelineárn oddlitelné problémy 
(nonlinearly separable problems). Tato slabina je pouze odvrácenou stranou jejich jinak silné 
stránky, která spoívá v obecné schopnosti umlých neuronových sítí generalizovat své 
poznatky zakódované ve váhové matici i na neznámé pípady, které nebyly souástí jejich 
tréninkového prostedí. Tato jejich schopnost je vedlejším efektem distribuovaného zpsobu 
reprezentace informací, kdy i jen ástené pekrytí dvou rzných aktivaních vzorc 
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kódujících dva rzné podnty (napíklad [1 0 1 0 1 0 0 1 0] a [0 0 1 0 1 0 0 1 0]) umožuje 
umlé neuronové síti reagovat na oba podobným zpsobem. Jedná se de facto o formu 
analogického myšlení, které vychází z obecného pravidla, že„u podobných píin ekáme 
podobné úinky“ (Hume, 1972, s. 68). Toto pravidlo je v mnoha pípadech užiteným 
návodem, jak adaptivn reagovat v nových a neznámých situacích, se kterými nemáme 
žádnou osobní zkušenost. Takto mže napíklad maklé vnímat souasnou situaci na 
finanních trzích jako podobnou té ped pti lety a per analogiam tak dojít k závru, že stejn 
jako ped pti lety by mohlo být výhodné investovat finanní prostedky do uritého 
specifického investiního nástroje, napíklad do derivát. Naneštstí ale existuje nemén 
pípad, kdy je toto pravidlo zavádjící a kdy spoléhání se pouze na povrchní podobnost mezi 
dvma podnty vede k nesprávným závrm a k nesprávným rozhodnutím. Napíklad to, že 
žampion a muchomrka bílá mají velice podobný vzhled ješt neznamená, že by muchomrka 
bílá byla také stejn jedlá jako žampion. V tomto pípad se jako užitená a adaptivní jeví být 
naopak schopnost pojímat a chápat dva podobné podnty jako rozdílné.   
     Omezení jednovrstevných neuronových sítí spoívá v tom, že jsou schopny generalizace 
pouze na základ této povrchní podobnosti mezi vstupními vzorci aktivace. Jinými slovy, 
jednovrstevné neuronové sít jsou schopny ešit pouze lineárn oddlitelné problémy. Tato 
jejich „slepá skvrna“ se asto ilustruje na booleovské funkci „xor“ (exclusive or), která na 
rozdíl od booleovských funkcí „a“ a „nebo“ pedstavuje nelineárn oddlitelný problém. 
Booleovské funkce jsou de facto uritým druhem klasifikaní úlohy, která spoívá 
v rozazování ty dvoubitových vstup (00, 10, 01, 11) do dvou rzných kategorií (1, 0). 
V tabulce 8 jsou uvedeny všechny tyi možné vstupy a ti klasifikaní pravidla pro jejich 
piazování  do dvou  kategorií v závislosti  na tom, zda se jedná o funkci „a“ „nebo“ i „xor“.  
 
 
Tabulka 8: Booleovské funkce „a“, „nebo“ a „xor“. 
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Booleovské funkce „a“ a „nebo“ lze velice snadno realizovat pomocí jednovrstevné 
neuronové sít s binární prahovou aktivaní funkcí, která se skládá ze dvou uzl ve vstupní 
vrstv a z jednoho uzlu ve vrstv výstupní. Dva konkrétní píklady takové neuronové sít se 
specificky nastavenými váhami spoj a specificky nastavenou prahovou hodnotou výstupního 
uzlu  jsou  zachyceny  na  obrázku  137. Zatímco  pro  funkce „a“  a  „nebo“ je snadné v rámci 
jednovrstevné neuronové sít nalézt potebné nastavení váhové matice a prahové hodnoty, pro 
booleovskou  funkci  „xor“  žádnou  takovou  kombinaci  váhové  matice  a  prahové  hodnoty  
 
                         
 
Obrázek 137: Dv jednovrstevné neuronové sít s binární prahovou aktivaní funkcí implementující 
booleovskou funkci „a“ (nalevo) a „nebo“ (napravo). (vytvoeno s pomocí simulaního softwaru Tlearn)         
 
nalézt nelze. Dvodem je struktura podobnosti vstupního reprezentaního prostoru 
definovaného vstupními aktivaními vektory. Na obrázku 138 je tento reprezentaní prostor 
zobrazen v podob jednoduchého 2-D grafu, kde osy x a y odpovídají míe aktivace dvou 
vstupních  uzl.  Jednotlivé  vstupy  jsou zde znázornny  jako  body,  jejichž  pozice  je  dána  
  
 
Obrázek 138: Vstupní reprezentaní prostor booleovských funkcí. (s úpravami pevzato z Elman a kol., 1996, s. 
62)  
 
kombinací hodnot na osách x a y. Klasifikaci vstupních aktivaních vzorc v závislosti na 
použité booleovské funkci pak lze v grafu znázornit pomocí pímky, která vstupy rozdluje do 
dvou kategorií (1/0). Na obrázku 139a a 139b je takto znázornno rozdlení reprezentaního 
prostoru pro booleovskou funkci „a“ a „nebo“. Pesná pozice pímky je zde dána specifickým 
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nastavením váhové matice neuronové sít a prahové hodnoty výstupního uzlu. V pípad 
booleovských funkcí „a“ a „nebo“ existuje mnoho zpsob, jak pímku prostorem proložit 
tak, aby  všechny tyi vstupy byly odpovídajícím zpsobem klasifikovány do dvou kategorií. 
             
                       a                                                     b                                                c 
Obrázek 139: Grafické znázornní booleovských funkcí a) „a“, b)  „nebo“ a c) „xor“. (s úpravami pevzato 
z Elman a kol., 1996, s. 63)  
 
Práv  tato  možnost  rozdlit  reprezentaní  prostor  pomocí jedné pímky1 na dv ásti iní z 
funkcí „a“ a „nebo“ lineárn oddlitelný problém. To, co funguje pro funkce „a“ a „nebo“ 
však nefunguje pro booleovskou funkci „xor“: Neexistuje žádný zpsob, jak pímku proložit 
reprezentaním prostorem tak, aby se vstupy 00 a 11, resp. 01 a 10 nacházely ve stejné 
kategorii (viz obrázek 139c). Z hlediska nastavení váhové matice píina spoívá v tom, že 
oba vážené spoje musí být pozitivní a dostaten silné na to, aby pi prezentaci vstup 10 a 01 
neuronová sí na výstupu vyprodukovala 1. To však nevyhnuteln vede k tomu, že 1 se na 
výstupu neuronové sít objeví i v pípad vstupu 11, který ve skutenosti patí - spolu se 
vstupem 00 - do druhé kategorie (0). Podstata problému tedy tkví v tom, že vstup 11 se 
neuronové síti jeví jako podobnjší (bližší) vstupm 10 a 01 než vstupu 00 (viz také obrázek 
138), takže neuronová sí pak na vstup 11 reaguje stejn jako na vstupy 10 a 01 a nikoli jako 
na vstup 00.                   
     	ešení spoívá v pidání jedné vrstvy uzl navíc (viz obrázek 140). Tato tzv. skrytá vrstva  
umožuje neuronové síti si vytváet vnitní reprezentace podnt, které se mohou zásadním 
zpsobem  lišit  od  zpsobu,  jakým   jsou  tyto  podnty  reprezentovány  ve  vstupní  vrstv.  
Vícevrstevná neuronová sí takto mže prostednictvím svých skrytých uzl vnitn                
re-reprezentovat vstupní podnty a zmnit strukturu podobnosti reprezentaního prostoru, ze 
kterého neuronová sí  vychází  pi  transformaci vstup na výstupy. V  pípad  funkce  „xor“ 
                                                 
1 V pípad 3-D reprezentaního prostoru by dlící hranici mezi dvma kategoriemi tvoila rovina; v pípad ty 
a vícedimenzionálního reprezentaního prostoru by tuto roli hrála hyperrovina.   
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jsou vstupní aktivaní vzorce pereprezentovány ve skryté vrstv tak, aby vstup 11 byl 
podobnjší (bližší) vstupu 00 než vstupm 10 a 01 (viz tabulka 9). V této podob se již 
problém  stává  ešitelným  i  pro  jednovrstevnou  neuronovou  sí,  zde tvoenou spoji a uzly  
 
 
Obrázek 140: Tívrstevná neuronová sí	 úspšn implementující booleovskou funkci „xor“. (vytvoeno 
s pomocí simulaního softwaru Tlearn)         
 
skryté a výstupní vrstvy. Skrytá vrstva takto z nelineárn oddlitelného problému dlá 
problém lineárn oddlitelný (viz obrázek 141). Skrytá vrstva de facto funguje jako jistý druh 
„gravitaní oky“, která deformuje vnitní obraz z vnjšku psobících podnt zpsobem, 
který je užitený a žádoucí z hlediska ešení daného problému (viz obrázek 140). Skrytá 
vrstva   takto  neuronovou  sí  osvobozuje  od  diktátu  její  „vrozené“  tendence  reagovat  na  
 
 
Tabulka 9: Aktivace uzl ve vstupní, skryté a výstupní vrstv neuronové sít implementující funkci „xor“.   
 
podnty na základ jejich povrchní podobnosti. To neznamená, že by se tímto svého 
„zlozvyku“ zbavila nadobro, pouze jí to v pípad poteby dovoluje její „nutkavou potebu“ 
neutralizovat a své reakce a soudy založit na abstraktnjších vztazích mezi jednotlivými 
vstupními aktivaními vzorci než je jejich „fyzická“ podobnost.  
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     Z hlediska schopnosti vícevrstevné neuronové sít generalizovat své poznatky na nové a 
dosud nepotkané pípady hraje klíovou roli poet uzl ve skryté vrstv. V pípad, že je ve 
skryté vrstv píliš mnoho uzl, dochází asto k tzv. peuení (overlearning i overfitting), 
kdy se neuronová sí na základ prezentovaných píklad neuí njakému obecnjšímu 
pravidlu, které by bylo možné aplikovat i na nové pípady, ale pouze se prezentované píklady 
uí  mechanicky  nazpam.  Dvodem  toho  je to,  že s  píliš  mnoha  uzly  ve  skryté vrstv 
 
 
Obrázek 141: Grafické znázornní deformace struktury podobnosti reprezentaního prostoru. Nalevo je 
zachycen zpsob reprezentace vstup ve vstupní vrstv a z nj vyplývající vzdálenosti (podobnosti) mezi 
jednotlivými vstupy. Napravo je pak zobrazen zpsob reprezentace vstup ve skryté vrstv. Oproti vstupní vrstv 
má vstup 11 ve skryté vrstv mnohem blíže ke vstupu 00, se kterým patí do stejné kategorie, než ke vstupm 10 a 
01, které patí do druhé spolené kategorie. Díky této deformaci struktury podobnosti reprezentaního prostoru 
se z booleovské funkce „xor“ stává lineárn  oddlitelný problém, který lze vyešit i s pomocí jednovrstevné 
neuronové sít. (s úpravami pevzato z Elman a kol., 1996, s. 65) 
 
neuronová sí dostává k dispozici rozlehlý mnohadimenzionální reprezentaní prostor, ve 
kterém lze snadno umístit každý z prezentovaných podnt jako samostatnou kategorii, která 
s ostatními nemá nic spoleného. Výsledkem je pak to, že každý z prezentovaných podnt je 
neuronovou sítí vnímán jako „idiograficky“ jedinený a neopakovatelný jev, jehož vlastnosti 
a charakteristiky nelze vztahovat k niemu jinému než k nmu samotnému. Fanta (2000, s. 
24-25) tento stav neuronové sít charakterizuje jako situaci, kdy váhová matice „neodráží 
skrytou funkci dat optimáln: Množina dat užitá k trénování neuronové sít vyjaduje vztahy 
mezi vstupy píliš dobe, takže neponechává prostor pro jiná data obsahující šumy.“   
     	ešením je snížení potu uzl ve skryté vrstv, kdy se velikost reprezentaního prostoru 
zmenší. Aby neuronová sí byla i nadále schopna realizovat požadovanou transformaci vstup 
na výstupy, musí najít efektivnjší zpsob reprezentace podnt za využití njaké „zkratky“ 
v podob hlubších a abstraktnjších vztah existujících mezi jednotlivými vstupními podnty 
-  jedná se de facto o formu komprese dat, která využívá v datech existujících zákonitostí. 
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Tímto zpsobem je neuronová sí donucena si osvojit njaké obecnjší pravidlo i zákonitost, 
kterou pak mže využít i pi zpracovávání nových a neznámých podnt. Pi redukci potu 
uzl ve skryté vrstv však hrozí, že se pekroí uritá kritická hranice, za kterou již neuronová 
sí nemá k dispozici dostatenou pamovou a výpoetní kapacitu (která u umlých 
neuronových sítí v podob vah spoj „jedno je“), aby si dokázala osvojit a zapamatovat 
pravidlo implicitn obsažené v prezentovaných píkladech (tzv. underlearning i 
underfitting). Pi volb potu uzl ve skryté vrstv je tak tedy poteba zvolit zlatou stední 
cestu, kdy uzl není ani píliš mnoho, ani píliš málo, ale práv tak akorát. 
 
2.2.2.3.2 Jednoduché rekurentní sít 
 
     Možnosti klasické dopedné neuronové sít, ve které se signály mohou šíit pouze jedním 
smrem (a to od vstupní vrstvy ped vrstvu skrytou k vrstv výstupní), znan rozšiuje 
doplnní její konektivity o rzné zptnovazební (rekurentní) spoje mezi uzly z jednotlivých 
vrstev. Píkladem neuronové sít s tímto typem konektivity je jednoduchá rekurentní sí 
(simple recurrent network, dále SRN), jejíž souástí je vedle bžné vstupní, skryté a výstupní 
vrstvy rovnž tzv. kontextová vrstva (viz obrázek 142). Uzly ze skryté vrstvy jsou spojeny 
s uzly z kontextové vrstvy souborem nemodifikovatelných spoj, jejichž váha má pevn 
danou hodnotu, tak aby kontextová vrstva mohla plnit úlohu pamti, která uchovává 
informaci o aktuální míe aktivace uzl ve skryté vrstv. Tuto informaci uzly v kontextové 
vrstv v následujícím asovém kroku odesílají prostednictvím souboru (již 
modifikovatelných) spoj zpt do skryté vrstvy. Uzly ve skryté vrstv tak zárove 
zpracovávají informace picházející k nim ze vstupní vrstvy a informace, které jsou 
výsledkem jejich vlastní aktivity z pedchozího asového kroku, kdy zpracovávaly tehdy 
aktuální informaci ze vstupní vrstvy.  Díky tomu, že se celý cyklus opakuje neustále dokola, 
odráží se v aktuální aktivit uzl ve skryté vrstv informace ze všech pedešlých asových 
krok. Napíklad v ase t + 1 budou uzly ve skryté vrstv zpracovávat informace jak z asu t 
+ 1, tak i z asu t; v ase t + 2 to budou informace z asu t + 2, t + 1 a t atd. Tento zpsob 
zpracovávání informací umožuje SRN implementovat funkce, které nezávisí pouze na 
aktuálním vstupu, ale také na dívjší historii vstup.1 Pidání kontextové vrstvy je tak 
jakýmsi ekvivalentem neurochirurgického zákroku, který pacienta zbavuje anterográdní  
                                                 
1 SRN je tak jakousi obdobou koneného automatu (viz strana 54-55). Byl také podán formální dkaz, že 
rekurentní sít tohoto typu jsou skuten ekvivalentní Turingovu stroji, a že tak tedy disponují stejnou 




Obrázek 142: Jednoduchá rekurentní sí	. (vytvoeno s pomocí simulaního softwaru Tlearn) 
 
amnézie a nutnosti žít pouze hic et nunc, tedy zde a nyní. Praktickým dsledkem je pak to, že 
jestliže v posloupnosti tréninkových píklad existuje njaká statistická zákonitost, SRN ji 
dokáže najít a použít v rámci njaké anticipaní úlohy, kde je poteba na základ historie 
stav vnjšího prostedí predikovat jeho budoucí stav. Jedná se de facto o konekcionistickou 
implementaci výsledk Husserlovy fenomenologické analýzy asového vdomí, které se 
v každém okamžiku skládá nejen z aktuálních dojm, které jsou založeny na bezprostedn 
dostupných podntech z vnjšího prostedí, ale také z implicitní pamové stopy toho, co 
pítomnému okamžiku pedcházelo - tzv. retence -, a z oekávání, co bude následovat - tzv. 
protence (Husserl, 1996). Vzhledem k tomu, že anticipace a schopnost zohledovat pedchozí 
zkušenost je souástí vtšiny kognitivních funkcí, pedstavuje SRN jeden z nejužitenjších 
nástroj konekcionistického modelování 
kognitivních proces. Jako píklad zde mže 
posloužit využití SRN k modelování 
schopnosti dítte se na  základ  zkušenosti  s 
  
Obrázek 143: Ilustrace povahy „asového vdomí“ 
jednoduché rekurentní sít, jejíž skrytá vrstva ve svém 
aktuálním stavu vždy zrcadlí svj pedešlý stav, který 
zase odráží jemu pedcházející stav atd. V koneném 
dsledku tak jednoduchá rekurentní sí	 ve svém 
aktuálním stavu vždy implicitn nese stopu veškeré 
pedcházející historie svých pedešlých stav.     
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eovým projevem dosplých nauit rozlišovat hranice jednotlivých slov ve spojitém toku    
ei. Elman (1990) takto prokázal, že SRN lze nauit segmentovat spojitý proud hlásek na 
jednotlivá slova ist jenom na základ statistických zákonitostí v souvýskytu jednotlivých 
hlásek v eovém projevu anglického mluvího.    
 
2.2.2.3.3 Atraktorové sít 
 
     Stejn jako v pípad SRN charakterizuje konektivitu atraktorové sít pítomnost 
zptnovazebních spoj. Na rozdíl od SRN se však tyto zptnovazební spoje nacházejí mezi 
uzly z výstupní vrstvy a uzly z nkteré z pedcházejících vrstev, tedy bu ze vstupní nebo 
skryté vrstvy. Tento zpsob zapojení umožuje výstupním uzlm mnit v ase (chápaném zde 
jako posloupnost výpoetních cykl aktualizace míry aktivace jednotlivých uzl sít) míru 
své aktivity do té doby, dokud se tato njak neusadí a nestabilizuje. Chování sít s takovou 
konektivitou lze tedy charakterizovat jako postupné usazování se jejího stavu - definovaného 
mírou aktivace výstupních uzl - v jednom z konené množiny stabilních atraktor, které jsou 
výstupem a odpovdí neuronové sít na prezentovaný podnt, který se nachází v basin of 
attraction nkterého z atraktor neuronové sít.      
     Z hlediska konekcionistického modelování kognitivních funkcí se jako dležitá vlastnost 
atraktorové sít jeví být její schopnost modelovat reakní asy v podob potu výpoetních 
cykl nutných k usazení sít v nkterém z konené množiny atraktor v reakci na 
prezentovaný podnt. Druhou užitenou vlastností atraktorových sítí je jejich schopnost 
realizovat jakoukoli arbitrární transformaci vstup na výstupy, která je zcela nezávislá na 
povrchní ne/podobnosti mezi vstupními podnty. Jinými slovy, atraktorová sí 
prostednictvím specifického nastavení své váhové matice a prahových hodnot jednotlivých 
uzl dokáže vytvarovat krajinu atraktor a basins of attraction zpsobem, který zajistí, že i 
velice nepodobné a ve vstupním reprezentaním prostoru vzdálené podnty nakonec skoní 
ve stejném atraktoru (i když ne nutn ve stejném ase), a naopak, tedy že podobné a ve 
vstupním reprezentaním prostoru blízké podnty nakonec skoní v odlišných atraktorech. 
Jedná se de facto pouze o jiný zpsob realizace „reprezentaní gravitaní oky“, která 
deformuje vzdálenosti mezi reprezentacemi podnt ve vstupní vrstv. Na rozdíl od  
statických vnitních reprezentací zajišovaných uzly ve skryté vrstv se zde k dosažení 
stejného efektu využívá dynamického chování neuronové sít v ase.  
     Na obrázku 144 je tento mechanismus schematicky znázornn pomocí grafu stavového 
prostoru jednoduché atraktorové sít, jejíž úloha spoívá v klasifikaci dvoubitových vstupních 
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signál do dvou rzných kategorií. Možné vstupy jsou v grafu reprezentovány 2-D plochou 
ohranienou body (0 0), (1 0), (0 1), (1 1). Stejná plocha odpovídá také možným výstupm. 
Transformaci vstup na výstupy v atraktorové síti je pak možné chápat jako postupný pohyb 
sít z pozice, které odpovídá vstupu, na místo, které odpovídá požadovanému výstupu. Aby se 
sí nakonec dostala na požadovanou pozici, je nutné, aby stavový prostor sít ml uritý 
specifický „výškový profil“ i „zvlnní“ odpovídající krajin atraktor a jejich basins of 
attraction. V grafu tomuto „výškovému profilu“ odpovídá jeho tetí rozmr. Z obrázku jsou 
celkem dobe patrné dva atraktory („modré nížiny“) a jejich basins of attraction (okolní 
„svahy“), které stahují jednotlivé vstupy k danému atraktoru (výstupu). Kížkem a tekou jsou 
pak v grafu zachyceny dv skupiny vstupních podnt, které se má neuronová sí nauit 
klasifikovat do dvou rzných kategorií. Díky specifickému „zvlnní“ stavového prostoru - 
danému nastavením váhové matice a prahových hodnot jednotlivých uzl – se všechny vstupy 
v rzném potu výpoetních cykl nakonec petransformují do stavu sít, který odpovídá 
požadovanému  výstupu.  Šipkami  jsou  naznaeny  vývojové  trajektorie  neuronové  sít  po   
  
 
Obrázek 144: Stavový prostor atraktorové sít (více viz hlavní text). 
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prezentaci dvou podnt, které jsou ve vstupní vrstv neuronové sít reprezentovány jako dva 
sob velice podobné, tém identické vstupní aktivaní vzorce; hranice mezi basins of 
attraction dvou atraktor, která se táhne napí stavovým prostorem, však umožuje, aby  tyto  
dva  na  první  pohled  velice  podobné podnty byly klasifikovány do dvou rzných kategorií. 
V grafu lze vidt i opaný pípad, kdy se dva podnty, které jsou ve vstupní vrstv kódovány 
jako rozdílné a sob nepodobné, nacházejí v basin of attraction stejného atraktoru, tzn. že i 
pes svou povrchní rozdílnost jsou neuronovou sítí „chápány“ jako podnty, které si jsou na 
njaké hlubší i abstraktnjší rovin podobné. Jako konkrétní píklad uplatnní arbitrárního 
mapování vstup na výstupy v rámci njaké kognitivní funkce lze uvést osvojování si 
souvislostí mezi sémantickou a fonetickou stránkou ei: Napíklad slova „pes“ a „hafan“ 
odkazují ke stejnému nebo velice podobnému významu a to pesto, že z fonetického hlediska 
se jedná o dv naprosto odlišná slova, která spolu nesdílejí ani jednu hlásku (McLeod, 
Plunkett, Rolls, 1998). 
     Zpsob zpracovávání informací atraktorovou sítí se asto charakterizuje jako druh 
optimalizace i harmonizace stavu neuronové sít, která spoívá v hledání (poítání) takových 
hodnot aktivace skrytých a výstupních uzl, které spolen s danými hodnotami aktivace 
vstupních jednotek v maximální možné míe respektují všechna „mkká“ omezení ešené 
úlohy1, která jsou zakódována do vážených spoj mezi jednotlivými uzly sít. Stavy 
maximální harmonie odpovídají atraktorm neuronové sít - stabilním stavm, ve kterých 
neuronová sí koní díve nebo pozdji poté, co jí jsou prezentovány urité vstupní aktivaní 
vektory. Jsou to stavy, kdy se již nemní míra aktivace žádného ze skrytých nebo výstupních 
uzl, nebo jakákoli další zmna v míe jejich aktivace by vedla jen ke snížení míry 
uspokojení jednotlivých omezení. Jakkoli velká je taková harmonizace, tém nikdy nejsou 
pln uspokojena všechna omezení, nebo ta jsou asto protichdná a psobí proti sob.    
Výsledný stav sít je tak vždy uritým kompromisem, ovšem kompromisem mezi rzn 
„silnými hrái“: To, v jaké míe je které omezení nakonec respektováno, je dáno jeho 
dležitostí a ta je zakódována do váhy odpovídajícího spoje.  
     Paul Smolensky a Geraldine Legendre (2006, s. 15-17) celý proces harmonizace ilustrují 
na jednoduché atraktorové síti (viz obrázek 145), která se skládá ze dvou vstupních uzl, které 
                                                 
1 Na rozdíl od „tvrdých“ omezení „mkká“ omezení (soft constraints) njaké úlohy nekorespondují pímoae 
s pojmy, kterými je v rámci bžného diskurzu taková úloha vtšinou charakterizována. Jinými slovy, „tvrdá“ 
omezení mají sémantiku odpovídající bžnému každodennímu diskurzu. Píkladem by zde mohlo být jedno 
z pravidel popisujících proces usuzování na emocionální stav lovka na základ výrazu jeho tváe: „Je-li na 
tváí lovka úsmv, potom je tento lovk š	astný“. V pípad „mkkých“ omezení je jejich sémantika striktn 
omezena pouze na vnitní fungování neuronové sít. Peložíme-li takové „mkké“ omezení do bžného jazyka, 
mohlo by mít napíklad podobu pravidla „Je-li uzel 1 aktivní, musí být aktivní také uzel 2“ (k tomuto tématu viz 
také s. 109-111).  
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mají pevn fixovanou míru aktivace na hodnot 1 a z nichž každý prostednictvím pozitivního 
váženého spoje vysílá aktivaní signál k jednomu ze dvou uzl ve výstupní vrstv, které 
používají jednoduchou lineární aktivaní funkci. Váha  spoje do prvního výstupního uzlu (w1) 
má hodnotu 0,6; váha spoje do druhého výstupního uzlu (w2) pak 0,5. Mezi výstupními uzly 
je ješt jeden reciproní inhibiní spoj (w3) s váhou -0,9, který zpsobuje, že aktivita jednoho 
výstupního uzlu potlauje aktivitu toho druhého. Máme zde tedy ti „mkká“ omezení, která 
by bylo možné peložit do bžného jazyka jako ti pravidla, kterými by se mlo ídit chování 
neuronové sít po prezentaci daného vstupního podntu: 1) „Výstupní uzel 1 musí být aktivní“ 
(w1) 2) „Výstupní uzel 2 musí být aktivní“ (w2) a 3) „Výstupní uzel 1 a 2 nesmí být aktivní 
zárove“ (w3). Na první pohled je zejmé, že tato pravidla jsou v rozporu a že nemohou být 
uspokojena  všechna   zárove. Je   tedy   nutný  uritý   kompromis.  Zde   pichází   ke slovu  
 
 
Obrázek 145: Jednoduchá atraktorová sí	 s verbalizovanými omezeními, která jsou zakódována do vah 
jednotlivých spoj mezi uzly sít.  (s úpravami pevzato z Smolensky, Legendre, 2006)  
 
dležitost jednotlivých omezení, která jsou zakódována do vah odpovídajících spoj. 
Nejsilnjší  je  tetí  omezení  (-0,9),  tzn.  že  aktivní mže být pouze jeden z výstupních uzl. 
Nyní je otázka, který ze dvou výstupních uzl zstane aktivní a který svou aktivitu utlumí; 
jinými slovy,  které  ze  dvou  zbývajících  omezení  bude  uspokojeno: Mohlo by to být druhé 
omezení, to by však nebylo optimálním ešením, nebo jeho dležitost je menší (0,5) než 
dležitost prvního omezení (0,6). Necháme-li tedy neuronovou sí zpracovat vstupní 
aktivaní vzorec (1 1), díve i pozdji se ocitne ve stavu, kdy výstupní uzel 1 bude aktivní a 
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výstupní uzel 2 bude „mlet“. V grafu 14 zachycujícím dynamiku chování sít, která je dána 
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je dobe vidt, jak míra aktivace uzlu 1 a 2 (a1, a2) postupn smuje k hodnot 0,79, resp.          
-0,21, a jak odpovídající míra harmonie (H) poítaná podle vzorce  
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postupn stoupá ke svému maximu. Tento stav neuronové sít, kdy hodnota míry aktivace 
















Graf 14: Vývoj míry aktivace dvou výstupních uzl a1 a a2  a vývoj odpovídající míry harmonie H. (s úpravami 
pevzato z Smolensky, Legendre, 2006)      
 
aktivaní funkci optimální kompromisní ešení, kdy jsou v maximální možné míe uspokojena 
ti konfliktní omezení implementovaná ve váhové matici neuronové sít. 
     Píklad rozsáhlejší atraktorové sít je možné vidt na obrázku 38 (s. 92), kde je zobrazen 
jednoduchý konekcionistický model asocianí pamti v podob série ty „momentek“ 
zachycujících proces postupného usazování se aktivaního vzorce uzl sít do té podoby, ve 
které nejlépe vyhovuje jednotlivým omezením v podob dotazového (vstupního) aktivaního 
vzorce a v podob vah jednotlivých spoj, ve kterých jsou zakódovány všechny znalosti 
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neuronové sít o deseti rzných domácích zvíatech. Jiným píkladem atraktorové sít je 
známý McClellandv a Rumelhartv interaktivn-aktivaní model rozpoznávání psaných 
slov, který se skládá ze tí rekurentn propojených vrstev uzl odpovídajících vizuálnímu 
zpracovávání psaného textu 1) na úrovni dílích znak jednotlivých písmen, 2) na úrovni 
celých písmen a 3) na úrovni celých slov (viz obrázek 146a). Proces rozpoznávání 
jednotlivých slov je zde modelován jako proces hledání takového aktivaního vzorce, který 
by vzhledem k informacím pijatým ve vstupní vrstv v maximální možné míe uspokojoval 
jednotlivá omezení vtlená do vah spoj. Identifikace slova pak odpovídá usazení se 
neuronové sít v jednom z konené množiny pevných bod/atraktor. Z dílny stejných autor 
(Rumelhart a kol., 1986a) pochází také rekurentní sí modelující proces vnímání percepn 
neuritého i ambivalentního objektu v podob prhledné, tzv. Neckerovy krychle, kterou 
mžeme vnímat bu shora, nebo zdola, ale nikdy ne obma zpsoby najednou (viz obrázek 
146b). I zde neuronová sí hledá stav maximální možné harmonie, který odpovídá jednomu ze 
dvou možných zpsob vnímání Neckerovy krychle. To, ve kterém ze dvou atraktor 
neuronová sí nakonec skoní, je ovlivnno náhodnými fluktuacemi v míe aktivace 
jednotlivých uzl nebo simulovanou „únavou“ (tzv. akomodací) aktivních uzl. Tyto zmny 
umožují cyklické pecházení mezi obma atraktory, což odpovídá spontánnímu peklápní 
dvou zpsob interpretace Neckerovy krychle pozorovanému u lidí.         
     
 
Obrázek 146: a) McClellandv a Rumelhartv interaktivn-aktivaní model rozpoznávání slov. b) 
Konekcionistický model vnímání percepn ambivalentní Neckerovy krychle (Vysvtlivky: F – front, pední,            
B – back, zadní, U –upper, horní, L – lower, dolní, R – right, napravo, L – left, nalevo)   
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2.2.2.3.4 Kompetitivní sít 
 
     Druhem atraktorové i rekurentní sít jsou také tzv. kompetitivní sít (competitive 
networks). Jejich specifikem je to, že všechny jejich zptnovazební spoje jsou pouze 
inhibiní, všechny mají stejnou a pevn fixovanou váhu a navíc navzájem spojují pouze uzly 
ve výstupní vrstv (viz obrázek 147). Ve svém dsledku to vede k tomu, že jednotlivé 
výstupní uzly mezi sebou „bojují“ o to, kdo bude moci zareagovat svou aktivitou na 
prezentovaný vstupní aktivaní vzorec: Ve vstupní vrstv je nejdíve neuronové síti 
prezentován vstupní aktivaní vzorec; to vede k šíení aktivaního signálu do výstupní vrstvy, 
kde se jednotlivé uzly v rzné míe aktivují; vzhledem k tomu, že mezi výstupními uzly jsou 
reciproní  inhibiní spoje se stejnou váhou, uzel, který je nejvíce aktivován, nakonec „umlí“  
 
 
Obrázek 147: Kompetitivní sí	. (vytvoeno s pomocí simulaního softwaru Tlearn) 
 
aktivitu všech ostatních uzl ve výstupní vrstv; celý „souboj“ má tedy pouze jednoho vítze. 
To, kdo zvítzí, je samozejm dáno kombinací vstupního aktivaního vektoru a nastavení 
váhové matice, která determinuje, kolik aktivaního signálu obdrží jednotlivé uzly z výstupní 
vrstvy. Díve než se kompetitivní sí nauí nco užiteného, je vítzství konkrétního 
výstupního uzlu ist náhodné, nebo náhodné je také výchozí nastavení váhové matice 
neuronové sít. Bez ohledu na to, zda je vítzství dílem náhody nebo „vlastního piinní“,  
kompetitivní sí mže takovou informaci o vítzi využít jako první vstup do tzv. 
kompetitivního uícího algoritmu (competitive learning algorithm), jehož podstata spoívá 
v úprav vah pouze tch spoj, které vedou z uzl ve vstupní vrstv do vítzného výstupního 
uzlu. Pravidlo pro výpoet úprav vážených spoj má podobu následujícího vzorce:  













kde ε je obvyklý parametr míry uení, který specifikuje velikost korekce vah spoj, aj je míra 
aktivace vstupního uzlu, z njž vede spoj do vítzného výstupního uzlu a wij je váha tohoto 
spoje. Z rovnice je dobe patrné, že výsledkem opakované aplikace tohoto uícího pravidla je 
postupné pibližování hodnoty váhy spoje (wij) hodnot míry aktivace odpovídajícího 
vstupního uzlu j (aj): Je-li aj vtší než wij, vede to ke zvýšení váhy spoje wij; je-li aj menší než 
wij, korekce má podobu snížení váhy spoje wij. Váhový vektor vítzného uzlu se takto zane 
ím dál tím více podobat odpovídajícímu aktivanímu vektoru ve vstupní vrstv. A ím jsou 
si dva vektory podobnjší, tím vtší je jejich tzv. dot product, který je sumou násobk ísel 
z odpovídajících pozic ve dvou vektorech.1 A ím vtší je dot product, tím vtší je míra 
aktivace vítzného uzlu. Takže pi píští prezentaci stejného nebo podobného vstupního 
aktivaního vzorce je vysoká pravdpodobnost, že se znovu nejvíce aktivuje pvodní uzel a 
že tento uzel znovu zvítzí v konkurenci ostatních uzl ve výstupní vrstv. Tímto zpsobem 
lze kompetitivní sí nauit rozlišovat v souboru vstupních podnt rzné kategorie objekt, 
jejichž poet odpovídá potu uzl ve výstupní vrstv. Na obrázku 148a je zachycena struktura 
podobnosti dvanácti vstupních aktivaních vektor (kížky) a dvou váhových vektor dvou 
výstupních uzl (erné teky). Ped zapoetím kompetitivního uení je pozice váhových 
vektor  ist  náhodná. Po nkolika kolech uení se však váhové vektory zmní tak, že každý 
z   nich   se   podobá   jedné   podmnožin   vstupních   aktivaních   vektor  (obrázek  148b). 
 
 
Obrázek 148: Struktura podobnosti dvanácti vstupních aktivaních vektor (kížky) a dvou, resp. ty váhových 
vektor (erné teky). a) Stav ped zapoetím kompetitivního uení, kdy je pozice váhových vektor ve vztahu ke 
vstupním aktivaním vektorm zcela náhodná. b) Situace po nkolika kolech kompetitivního uení, kdy se váhové 
vektory již podobají dvma podmnožinám vstupních aktivaních vektor. Tento stav odpovídá schopnosti 
kompetitivní sít vstupní podnty klasifikovat do dvou velice obecných kategorií. c) Situace po pidání dalších 
dvou uzl do výstupní vrstvy: jednotlivé váhové vektory se nyní mnohem tsnji podobají tyem podmnožinám 
prezentovaných podnt, které odpovídají tyem specifitjším kategoriím. (s úpravami pevzato z McLeod, 
Plunkett, Rolls, 1998, s. 131) 
                                                 
1 Napíklad dot product dvou vektor [1 2 1 0] a [0 3 1 4] se rovná ((1 x 0) + (2 x 3) + (1 x 1) + (0 x 4)) = 7.  
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Kompetitivní sí se takto nauila v prezentovaných podntech rozlišovat dv velice obecné 
kategorie objekt – cosi na zpsob taxonu „primát“ nebo „šelem“. Když se do výstupní 
vrstvy pidají další dva uzly, kompetitivní sí tím získá možnost upravit váhové vektory tak, 
aby se mnohem tsnji podobaly tyem rzným podmnožinám vstupních aktivaních vektor 
(obrázek 148c). Výsledkem jsou tyi  specifitjší kategorie – typu „psovitých a kokovitých 
šelem“ nebo „poloopic“ a „vyšších primát“, použijeme-li opt píklady z biologické 
taxonomie. Jemnost klasifikace, typy a poet kategorií, které kompetitivní uící algoritmus ve 
vstupech objeví, takto kriticky závisí na potu uzl ve výstupní vrstv neuronové sít.    
     Celý proces kompetitivního uení je de facto formou shlukové i faktorové analýzy, která 
vstupní data s podobnými vlastnostmi sousteuje do shluk, jejichž poet odpovídá potu 
uzl, které má kompetitivní sí ve výstupní vrstv k dispozici. Kompetitivní sí lze takto 
použít k redukci velikosti vstupních vektor jejich mapováním do menšího potu shluk i 
faktor. V rámci konekcionistického modelování kognitivních funkcí se této schopnosti 
kompetitivní sít asto využívá k pedzpracovávání rzných vstupních podnt. Takto 
zpracované podnty pak slouží jako vstup do dalšího typu neuronové sít, napíklad do bžné 
dopedné neuronové sít trénované již s pomocí tradiních uících algoritm jako je Hebbovo 
pravidlo nebo delta pravidlo. Toto pedzpracování pitom mže mít podobu kategorizace nebo 
„ortogonizace“: Pi kategorizaci dochází k odstranní redundance obsažené ve vstupu tím, že 
se nkolika podobným vstupním vzorcm pisoudí jeden výstupní uzel; po zpracování 
vstupních podnt tak výstupy mezi sebou korelují více než pvodní vstupy. Opaný proces 
nastává v pípad ortogonizace, kdy ásten korelujícím podntm jsou pisouzeny výstupy, 
které spolu korelují mnohem mén než pvodní vstupy. „Ortogonizace“ nachází své využití 
zejména pi pedzpracovávání vstup pro asociátor vzorc (pattern associator), který do své 
váhové matice dokáže uložit tím více asociací, ím mén jsou si jednotlivé vstupní vzorce 
podobné, tedy ím mén spolu korelují (viz také s. 220-223). To, jestli bude kompetitivní sí 
kategorizovat nebo „ortogonizovat“ pitom závisí na potu výstupních uzl a vstupních 
podnt (McLeod, Plunkett, Rolls, 1998).  
     Z hlediska možností konekcionistického modelování kognitivních funkcí je dležitou 
vlastností kompetitivního uení také to, že na rozdíl od Hebbova pravidla nebo delta uícího 
algoritmu nepotebuje žádnou zptnou vazbu od pomyslného „vševdoucího“ uitele, který 
by neuronové síti íkal, jaký má být správný výstup a jakým zpsobem je tedy poteba upravit 
stávající nastavení váhové matice. Kompetitivní sí si v tomto ohledu vystaí zcela sama, 
nebo to jediné co potebuje zjistit, aby mohla „nastartovat“ kompetitivní uící algoritmus, je 
který z výstupních uzl zvítzil v „souboji“ o možnost se aktivovat v reakci na prezentovaný 
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podnt. Kompetitivní sí tak patí do širší skupiny tzv. samotrénujících se i 
samoorganizujících se sítí (self-organizing networks), které používají uící algoritmy bez 
supervidujícího „uitele“ (unsupervised learning algorithms). Kompetitivní sí lze tedy 
používat jako souást konekcionistických model kognitivních funkcí i tam, kde víme, že 
lidský mozek nedostává žádnou zptnou vazbu využitelnou pi úprav vah synaptických 
spoj. „Sympatická“ je rovnž biologická plausibilita kompetitivních sítí, jejichž reciproní 




     Specifickým druhem rekurentní sít je autoasociátor, který se skládá pouze z jedné vrstvy 
uzl, které jsou prostednictvím modifikovatelných zptnovazebních spoj napojeny na vstup 
všech uzl sít (krom svého vlastního vstupu). Celkový vstup do uzlu i (netinputi) je tak tedy 
sumou vnjšího vstupu (extinputi) a vnitního vstupu, který je soutem násobk míry aktivity 
uzl propojených s uzlem i a vah spoj mezi nimi: 
 
+= j ijjii waextinputnetinput  
 
Vnjší vstup pedstavuje druh senzorické stimulace, která v závislosti na použité aktivaní 
funkci vede k urité míe aktivace jednotlivých uzl. Tato aktivace se pak po vynásobení 
vahou odpovídajícího spoje stává vnitní komponentou celkového vstupu do dalšího 
výpoetního cyklu. Tyto výpoetní cykly se opakují do té doby, dokud autoasociátor 
nedosáhne stabilního stavu, kdy se hodnota vnitního vstupu mezi jednotlivými výpoetními 
cykly již nemní. Riziko nekontrolovaného rstu míry aktivace v dsledku možné pozitivní 
zptné vazby je zde eliminováno použitím nelineární aktivaní funkce, která povoluje aktivaci 
pouze v uritém omezeném rozmezí, konkrétn mezi –1 a 1. Toto konkrétní rozmezí 
autoasociátoru umožuje používat uritou specifickou verzi delta uícího algoritmu a 
následn tak i plnit svou funkci, která – jak již napovídá samotný název autoasociátoru - 
spoívá v asociování dvou stejných vstupních aktivaních vzorc. Jinými slovy, autoasociátor 
na výstupu reprodukuje stejný vzorec aktivity, který je mu prezentován na vstupu. 
Autoasociátor si tyto asociace osvojuje s pomocí delta uícího algoritmu, který používá 
chybový signál spoívající v rozdílu mezi vnjším a vnitním vstupem: 
 
−= j ijjii waextinputδ . 
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Korekce vah zptnovazebních spoj se poítá podle vzorce  
 
ji aw δε=∆ , 
 
kde ε je parametr míry uení, δi je rozdíl mezi vnjším a vnitním vstupem do uzlu i a aj je 
míra aktivace vysílajícího uzlu j, která mže nabývat hodnot –1 až 1. Cílem procesu uení je, 
aby se rozdíl mezi vnjším a vnitním vstupem rovnal nule. Cesta k tomuto cíli vede pes 
posilování vah tch spoj, které tento rozdíl redukují, a oslabování vah tch spoj, které 
k rozdílu naopak pispívají: Autoasociátoru se nejdíve prezentuje vstupní podnt a aktivaní 
signál se nechá sítí kolovat, dokud se sí neusadí v njakém stabilním stavu; když je vnjší 
vstup vtší než vnitní vstup, uící algoritmus posiluje váhy tch spoj, které pinášejí 
pozitivní vstup, a oslabuje váhy tch spoj, které pinášejí negativní vstup; pi následující 
prezentaci vstupního podntu se tak zvýší vnitní vstup a rozdíl mezi vnjším a vnitním 
vstupem se zredukuje; je-li naopak vnjší vstup menší než vnitní vstup, jsou oslabovány váhy 
spoj penášejících pozitivní vstup a zesilovány váhy spoj zprostedkovávajících negativní 
vstup; pi následující prezentaci vstupního podntu se tak sníží vnitní vstup a rozdíl mezi 
vnjším a vnitním vstupem se zmenší. Jakmile se δi rovná nule, proces uení se automaticky 
zastaví.  
     Z popisu tohoto uícího algoritmu by mlo být zejmé, že výsledná váhová matice je de 
facto maticí korelaní, která udává, jakým zpsobem (+/-) a v jaké míe spolu aktivita 
jednotlivých uzl sít koreluje: Cílem uení je, aby se vnjší vstup rovnal vstupu vnitnímu. 
Jestliže vnjší vstup do jednoho z uzl je +1, potom uící algoritmus nastaví váhy spoj 
vedoucích z dalších uzl tak, aby také vnitní vstup do daného uzlu byl pozitivní; díky tomu, 
že míra aktivace se mže pohybovat v rozmezí –1 až 1, jednotlivé váhy tak budou mít povahu 
korelaních koeficient vyjadujících míru korelace mezi aktivitou jednotlivých uzl. Ve 
váhové matici autoasociátoru, který se nauil na výstupu reprodukovat vstupní aktivaní 
vzorec [1 -1 1 -1],  takto bude zakódováno, že aktivita prvního uzlu pozitivn koreluje 
s aktivitou druhého uzlu a negativn s aktivitou druhého a tvrtého uzlu. Pevedeno do ei 
vah to znamená, že první uzel bude s tetím uzlem propojen excitaním spojem a s druhým a 
tetím uzlem pak spojem inhibiním – toto konkrétní nastavení vah zapíiní pozitivní vnitní 
vstup do prvního uzlu a minimalizuje rozdíl mezi vnjším a vnitním vstupem. V pípad 
druhého uzlu, jehož vnjší vstup je –1, je pak nastavení vah pesn opané. Dležité je, že 
stejn jako je první uzel propojen excitan s tetím uzlem a inhibin s druhým uzlem, je 
také tetí, resp. druhý uzel excitaním, resp. inhibiním spojem propojen s prvním uzlem. 
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Takto vzniká cosi na zpsob velice komplexního podprného systému, kde se jednotlivé uzly 
navzájem podepírají a podporují ve snaze reprodukovat uritý vstupní aktivaní vzorec.       
     Díky tomu, že autoasociátor má ve své váhové matici zakódované informace o tom, jak 
spolu koreluje aktivita všech uzl sít, autoasociátor mže tyto informace využít k reprodukci 
pvodního aktivaního vzorce i na základ jen neúplných a nebo njak poškozených 
vstupních signál (pattern completion): Má-li na jedné stran autoasociátor k dispozici 
alespo uritou minimální ást vstupního aktivaního vektoru - tzn. má-li k dispozici 
informaci o tom, jaká je (správná) míra aktivace uritého minimálního potu uzl ve vstupní 
vrstv - a jestliže na stran druhé autoasociátor disponuje informacemi o tom, jak aktivita 
tchto uzl koreluje s aktivitou uzl, jejichž míra aktivace je neznámá (nebo njak zkreslená), 
potom má autoasociátor k dispozici všechny informace, které potebuje k rekonstrukci 
pvodního aktivaního vzorce. Je to de facto jistá obdoba procesu replikace molekuly DNA, 
kdy zákonité párování bází (A-T, G-C) umožuje doplnit komplementární ásti rozdlené 
molekuly DNA v prbhu jejího zdvojování. Podobnost lze vidt také v tom, že v obou 
pípadech je možnost rekonstrukce neúplné struktury dána uritými specifickými vlastnostmi 
vztah mezi základními jednotkami daného systému - v pípad kompletace molekuly DNA 
to jsou chemické vazby mezi tymi dusíkatými bázemi a v pípad rekonstrukce aktivaních 
vzorc to jsou vážené spoje mezi uzly sít. Proces rekonstrukce neúplného vstupního vzorce 
je jinak opt procesem postupného usazování se neuronové sít do stavu s maximální 
harmonií, kdy jsou pi daném vstupu maximáln uspokojena všechna omezení 
implementovaná ve vahách spoj.  
     S pomocí autoasociátoru lze takto úspšn modelovat (nejen) pro lidskou kognici 
charakteristickou schopnost vyvolávat z pamti kompletní informace na základ neúplných 
nebo informaním šumem zatížených nápovd (recall cues). Napíklad bhem rozhovoru na 
„divokém“ veírku lovk obvykle dokáže správn identifikovat jednotlivá slova vyená 
jeho protjškem, pestože zvuky slov, které k nmu doléhají, jsou znan zkreslené šumem 
pozadí nebo zvláštnostmi ve výslovnosti zpsobené nadmrnou konzumací alkoholu. 
Odvrácenou stránkou této schopnosti je tendence autoasociátoru zamovat nové, ale 
známým vstupm podobné informace za neúplné vstupní aktivaní vzorce, které je poteba 
petransformovat na ty známé a pvodní, což odpovídá obecné lidské tendenci interpretovat 
nové informace prizmatem pedchozích zkušeností. Riziko této zámny lze zredukovat tím, že 
se sníží míra pekrytí nového a známého aktivaního vzorce, tj. míra jejich korelace (tzv. 
„ortogonizace“). Toho lze dosáhnout napíklad tím, že ješt ped prezentací samotnému 
asociátoru se oba aktivaní vzorce zpracují pomocí kompetitivní sít (viz pedchozí oddíl). 
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Podobn jako asociátor vzorc trénovaný s pomocí Hebbova pravidla (viz oddíl „2.2.2.2.1 
Hebbovo pravidlo“), také autoasociátor dokáže do jedné váhové matice zakódovat vtší poet 
rzných asociací. Daleko zajímavjší je schopnost autoasociátoru si ist na základ své 
zkušenosti s jednotlivými píklady njaké kategorie objekt osvojit jejího prototypického 
zástupce a to bez jakékoli explicitní instrukce i možnosti „vidt“ tento prototyp „na vlastní 
oi“. S pomocí takto osvojeného prototypu pak autoasociátor dokáže také správn 
kategorizovat nové a zcela neznámé objekty na základ jejich podobnosti s osvojeným 
prototypem. Ten pitom není niím jiným než váhovou maticí, která díky superponování ady 
dílích váhových maticí vznikajících pi prezentaci jednotlivých píklad dané kategorie 
kóduje informace (o korelaci aktivity jednotlivých uzl), které jsou pravdivé pro vtšinu 
vstupních aktivaních vzorc reprezentujících jednotlivé konkrétní píklady dané kategorie. 
Tímto autoasociátor implementuje nkolik dležitých aspekt lidské kognice spoívajících ve 
spontánní a nesupervidované kategorizaci objekt, v tvorb „neexistujících“ prototyp a ve 
schopnosti rozpoznávat nové a neznámé objekty jako píslušníky urité kategorie na základ 
jejich podobnosti s jejím prototypickým zástupcem.    
 
2.2.2.3.6 Bias node 
 
     Na úplný závr je zde poteba ješt strun zmínit tzv. bias node – speciální vstupní uzel, 
na který lze narazit v mnoha konekcionistických modelech. Tento uzel má konstantní míru 
aktivace, která je vtšinou nastavena na maximální možnou hodnotu +1 (v pípad použití 
logistické aktivaní funkce), a prostednictvím bžných, uením modifikovatelných spoj 




Obrázek 149: Tívrstevná neuronová sí	 se zobrazeným bias node (vlevo dole). (vytvoeno s pomocí 
simulaního softwaru Tlearn) 
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samotný název uzlu naznauje povahu jeho funkce, která spoívá v usmrování i 
vychylování (biasing) aktivity jednotlivých uzl ve skryté a výstupní vrstv. Smr a velikost 
takového vychýlení je determinována „nábojem“ a silou váženého spoje vedoucího z bias 
node do vybraného uzlu. V pípad silného pozitivního spoje vstup z bias node nastavuje 
uritou bazální i spontánní míru aktivace uzlu, která je zcela nezávislá na aktuálním vstupu 
picházejícím ze vstupní vrstvy neuronové sít. Naopak v pípad silného negativního spoje 
vstup z bias node funguje jako prahová hodnota, kterou je poteba pekonat dostaten 
silnými signály ze vstupní vrstvy, než je vybranému uzlu umožnno se aktivovat. 
 
2.3 Metodologie konekcionistických simulací kognitivních proces 
 
     Koneným cílem každého vdeckého zkoumání njakého jevu je jeho vysvtlení. Toto 
vysvtlení má podobu vdecké teorie, která pedstavuje urité zevšeobecující tvrzení o 
povaze píinných a jiných vztah mezi promnnými, prostednictvím kterých jsou popsány 
všechny jevy a události, o kterých se pedpokládá, že se zkoumaným jevem njak souvisí. Na 
základ takové teorie pak lze sestavit zjednodušený formální model zkoumaného jevu, který 
v sob zachovává pouze ty jeho charakteristiky, o kterých se v dané teorii pedpokládá, že 
jsou pro jeho vysvtlení dležité. Model njakého jevu je tak de facto pouze detailnjším 
rozpracováním jeho teoretického vysvtlení do podoby zjednodušené verze zkoumaného jevu 
samotného. Srovnání chování formálního modelu s reálným chováním zkoumaného jevu pak 
umožuje testovat teorii, ze které daný model vychází. Specifikum konekcionistických 
model spoívá v tom, že jsou implementovány v podob poítaového programu. Poítaová 
simulace formálních model pitom s sebou pináší adu výhod (Plunkett, Elman, 1997; 
O’Reilly, Munakata, 2000): 
1) Nejastji uvádnou výhodou poítaových simulací je jejich vysoká míra 
explicitnosti: Když se lovk snaží njaký teoretický model pevést do podoby 
funkního poítaového programu, nutí ho to k explicitní a precizní formulaci všech 
jeho teoretických pedpoklad týkajících se chování zkoumaného jevu.  
2) lovku to umožuje se vyhnout nejrznjším homunkulm – vágním 
psychologickým pojmm pipisujícím rzným ástem kognitivního systému 
nejrznjší kognitivní funkce, aniž by pitom skuten vysvtlovaly, jak jsou tyto 
funkce realizovány (viz s. 48-49).  
3) lovka to také nutí detailn zvažovat nové aspekty zkoumaného jevu, které jsou 
pi jeho pouze verbálním popisu prakticky „neviditelné“.  
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4) Explicitn formulovaný poítaový model lovku umožuje generovat pesné 
predikce dsledk vyplývajících z pijatých teoretických pedpoklad. Tato 
vlastnost poítaových model nabývá na dležitosti v pípad komplexních model, 
které obsahují adu nelineárních vztah a závislostí, jejichž dsledky pro chování 
modelu lze jen velice obtížn pedvídat. 
5) lovk takto mže narazit na nové a nepedvídané zpsoby chování simulaního 
modelu, které se následn mže pokusit experimentáln ovit i pímo na 
modelovaném systému. V pípad umlých neuronových sítí „mže být mimoádn 
zajímavé a informativní urit, jaké zákonitosti sí	 využívá. Jaké druhy zákonitostí ve 
vstupních vzorcích sí	 objevila? Jak tyto zákonitosti reprezentuje? Jak jsou tyto 
zákonitosti kombinovány za úelem ízení reakce sít? V mnoha pípadech odpovdi 
na tyto otázky mohou odhalit vlastnosti problém a schémata pro reprezentování 
tchto vlastností, které by nikdo vbec nepedvídal.“1 (Dawson, 2002)    
6) Speciáln v pípad konekcionistických výpoetních model má lovk možnost 
pozorovat proces osvojování njaké kognitivní funkce v prbhu uebního procesu 
založeného na dostupných píkladech; stejn tak lze sledovat ztrátu osvojené 
kognitivní funkce v dsledku poškození funkní architektury neuronové sít i 
porovnávat míru poškození modelované kognitivní funkce v závislosti na velikosti 
a umístní simulovaných lézí.    
7) Poítaové modely lovku dávají vysokou míru kontroly nad všemi dležitými 
promnnými, jejichž hodnotami lze snadno, pesn a cílen manipulovat za úelem 
kauzální analýzy. V pípad umlých neuronových sítí to znamená napíklad možnost 
libovoln volit rozsah a umístní umlých lézí a následn sledovat jejich dsledky pro 
simulovanou kognitivní funkci, což je experimentální design, který lze v reálných 
podmínkách – z etických a technických dvod - jen velice obtížn realizovat.2  
                                                 
1 „… it can be extremely interesting, surprising, and informative to determine what regularities the network 
exploits. What kinds of regularities in the input patterns has the network discovered? How does it represent 
these regularities? How are these regularities combined to govern the response of the network? In many 
instances, the answers to these questions can reveal properties of problems, and schemes for representing these 
properties, that were completely unexpected.” 
2 Z výzkumných metod používaných v kognitivní neurovd mají k tomuto experimentálnímu designu asi 
nejblíže postmortální studie, které spoívají v pelivém zaznamenávání klinických píznak pacient 
s poškozeným mozkem v dob, kdy žijí, a v lokalizaci lézí v jejich mozku po jejich smrti. Získané informace pak 
umožují usuzovat na souvislost mezi poškozenou ástí mozku a poškozenou duševní funkcí pozorovanou u 
pacienta. V poslední dob se ke zkoumání vztahu mezi mozkem a chováním vedle rzných funkních 
zobrazovacích metod (SPECT, PET, fMR) používá také repetitivní transkraniální magnetická stimulace – 
neinvazivní metoda, která prostednictvím silného magnetického pole umožuje výzkumníkovi libovoln zapínat 
(excitovat) a vypínat (inhibovat) povrchové korové oblasti (zhruba 2x2x2 cm) lidského mozku.    
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8) S tímto úzce souvisí další výhoda poítaových simulací, která spoívá v tom, že 
lovku umožují pímo nahlédnou dovnit (kauzálního) mechanismu 
odpovdného za chování modelovaného systému. Tímto se metodologie 
poítaových simulací liší od tradiního výzkumného paradigmatu kognitivní 
psychologie, kde se na pedpokládané charakteristiky vnitního kognitivní 
mechanismu obvykle usuzuje pouze nepímo na základ pozorování vnjších projev 
njaké kognitivní funkce a na základ testování pedpovdí vyplývajících 
z pedpokládaných vlastností kognitivního mechanismu. Poítaové simulace tedy 
výrazn napomáhají porozumní, pro se studovaný systém chová tak, jak se chová. 
     asto se pitom stává, že takové vysvtlení má znan protiintuitivní povahu. Napíklad se 
mže ukázat, že navenek velice složité chování mže mít svou píinu v jednoduchých 
lokálních interakcích mezi relativn jednoduchými funkními komponentami systému. 
Nmecký kybernetik Valentino Braitenberg (1984) v této souvislosti hovoí o tzv. zákonu 
vzestupné analýzy a sestupného vynalézání (the law of uphill analysis and downhill 
invention), který formuloval na základ série myšlenkových experiment s jednoduchými 
zaízeními, která jsou navzdory své jednoduché konstrukci schopna vykazovat pekvapiv 
komplexní chování, pi jehož vnjším pozorování má lovk automatickou tendenci 
(nesprávn) pedpokládat, že musí být realizováno obdobn komplexním vnitním ídícím 
mechanismem (viz obrázek 150). Braitenberg takto zjistil, že „je… snadné vytváet malé 
stroje, které dlaj urité triky. Je také docela snadné pozorovat celý repertoár chování tchto 
stroj – a to i tehdy, když pekrauje to, co jsme pvodn plánovali, jak se tomu asto dje. 
Ale je mnohem obtížnjší zaínat z vnjšku a pokoušet se odhadnout vnitní strukturu pouze 
na základ pozorovatelných údaj. […] Analýza je mnohem obtížnjší než vynalézání v tom 
slova smyslu, že indukce obecn lovku zabere více asu než dedukce. Pi indukci lovk 
musí po cest pátrat, zatímco pi dedukci lovk sleduje pímoarou cestu. Psychologický 
efekt toho je následující: když analyzujeme njaký mechanismus, máme sklon peceovat jeho 
komplexitu.“1 (Braitenberg, 1984, s. 20-21)  
     Výsledkem aplikace tohoto zákona ve výzkumné praxi je tzv. syntetická psychologie, 
jejíž metodologii lze shrnout pod akronymem SEA, syntéza-emergence-analýza: První krok  
                                                 
1 "It is… easy to create little machines that do certain tricks. It is also quite easy to observe the full repertoire of 
behavior of these machines – even if it goes beyond what we had originally planned, as it often does. But it is 
much more difficult to start from the outside and try to guess internal structure just form the observation of the 
data. [...] Analysis is more difficult than invention in the sense in which, generally, induction takes more time to 
perform than deduction: in induction one has to search for the way, whereas in deduction one follows a 
straightforward path. A psychological consequence of this is the following: when we analyze a mechanisms, we 




Obrázek 150: Braitenbergovo Vozidlo 2. Komplexita chování inteligentního systému není nikdy ist jenom 
funkcí jeho vnitního ídícího mechanismu, ale také jeho senzory a aktuátory zprostedkované lokální interakce 
s vnjším prostedím (viz také Simonova „mravení metafora“ i Brooksovy roboty se subsumpní 
architekturou, s. 198-204). Braitenbergovo Vozidlo 2 tuto skutenost demonstruje v praxi: Vozidlo 2 je vybaveno 
dvma senzory a dvma motory. Zatímco u Vozidla 2b jsou senzory s motory propojeny dvma paralelními 
excitaními spoji, u Vozidla 2a jsou tyto excitaní spoje pekížené. Senzory jsou pitom citlivé na svtlo. Vozidlo 
2b bude mít tendenci se vyhýbat veškerým svtelným zdrojm, nebo	 senzor, který se dostane blíže ke zdroji 
svtla, bude více excitován a v dsledku toho se také bude rychleji otáet motor, který je blíže ke svtelnému 
zdroji. Vozidlo 2a bude naopak díky svým pekíženým excitaním spojm svtelné zdroje vyhledávat. Relativn 
komplexní chování Braitenbergových vozidel je determinováno jednoduchým pímým propojením senzor 
s aktuátory, a co je dležité, bez nutnosti njakého mezilehlého kognitivního modulu, ve kterém by docházelo k 
symbolické re-reprezentaci okolí a aplikaci rzných výpoetních operací na tuto symbolickou reprezentaci. (Na 
piloženém CD je možné pod názvy „Lightfollow“ a „Lightavoid“ nalézt krátké videoukázky zachycující chování 
skutených robot postavených na základ myšlenkových experiment obsažených v Braitenbergov knize 
„Vehicles: Experiments in Synthetic Psychology“; videoukázky byly ztaženy z osobních webových stránek 
kognitivního vdce Michaela R. W. Dawsona http://www.bcp.psych.ualberta.ca/~mike/.) 
 
spoívá v kompletaci (syntéze) funkního modelu ze souboru jeho stavebních prvk. Druhý 
krok spoívá v pozorování a zaznamenávání (emergentního) chování, které povstává z 
lokálních interakcí mezi stavebními prvky modelu. A poslední krok má pak podobu analýzy a 
vysvtlení vzniku vlastností emergentního chování modelovaného systému v termínech 
interakcí mezi jeho jednotlivými stavebními prvky (Dawson, 2004). Tato charakteristika 
metodologie syntetické psychologie platí do znané míry rovnž pro metodologii 
konekcionistického modelování kognitivních funkcí. 
     Poítaová simulace je de facto uritý druh experimentu a stejn jako bžný experiment i 
poítaová simulace by mla zaít pesnou specifikací problému, který chceme vyešit, a 
pesnou formulací otázky, na kterou chceme získat odpov. Experimentátor by tedy ml mít 
jasn formulovanou hypotézu, kterou chce testovat, ješt ped samotným sestavením 
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výpoetního (simulaního) modelu. Testování takové hypotézy mže mít napíklad podobu 
ovení pedpovdi vyplývající z njakého teoretického pedpokladu o povaze uritého 
kognitivního procesu, nebo se mže týkat ovení možnosti konekcionistického systému 
implementovat uritou kognitivní funkci. Stejn tak by ml mít lovk dopedu jasnou 
pedstavu o tom, jaký použije experimentální design a jaké analytické nástroje použije 
ke zhodnocení výsledk experimentu. V tomto velice obecném ohledu se tedy metodologie 
poítaových simulací píliš neliší od metodologie bžných experiment provádných 
z lidskými subjekty. To, v em se mezi sebou tyto dva pístupy liší, jsou však uritá specifika 
jednotlivých dílích krok, které musí experimentátor provést v prbhu pípravy 
experimentální situace. Tyto rozdíly pitom vyplývají zejména z rozdílné povahy „subjekt“, 
se kterými se pracuje v rámci tradiních experiment a v rámci poítaových simulací.  
 
2.3.1 Tréninková fáze 
 
     Konekcionistické modelování kognitivních proces má ti hlavní fáze (Plunkett, Elman, 
1997): tréninkovou, hodnotící a analytickou. Bhem tréninkové fáze se snažíme umlou 
neuronovou sí nauit uritému typu chování i plnit uritou úlohu (task). Tou mže být 
napíklad identifikace emocionálního stavu osoby na základ mimiky a výrazu její tváe, 
pevedení psaného textu na plynulý proud ei, ohodnocení míry rizikovosti nebo bonity 
bankovního klienta na základ jeho finanní historie atp. Pro umlou neuronovou sí má úloha 
vždy specifickou podobu souboru vstupn-výstupních dvojic, které tvoí tzv. tréninkové 
prostedí (training environment). Umlá neuronová sí (dále UNS) se tak uí pro daný vstup 
produkovat ten správný výstup. Pro experimentátora z toho vyplývá, že každou úlohu, kterou 
bude chtít UNS nauit ešit, bude muset nejdíve peložit do sady dvojic vstup a 
odpovídajících výstup. Vzhledem k tomu, že UNS se uí prostednictvím indukce na základ 
prezentovaného souboru konkrétních píklad cílového chování (rozumj dvojic vstup a 
odpovídajících výstup), experimentátor musí UNS zajistit písun odpovídajících informací. 
Obecn platí zásada, že ím více, tím lépe: UNS jsou nenasytnými „žrouty“ informací a ím 
více informací jim dodáme, tím lepší výsledky nám poskytnou. Dležitá je samozejm také 
kvalita informací, v duchu hesla „rubbish in, rubbish out“. V pípad uení UNS je dležitá 
pedevším reprezentativnost poskytnutého souboru píklad daného chování: Platí celkem 
triviální zásada, že UNS si dokáže osvojit vždy jen tolik informací, kolik jich je ve vzorku 
obsaženo, nikdy ne více. V souvislosti s kvalitou dodávaných informací se jako „sympatická“ 
vlastnost UNS jeví být její schopnost nauit se ignorovat informace, které nejsou dležité i 
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relevantní z hlediska ešení dané úlohy. I v pípad, že UNS dodáme dostatené množství 
informací v dostatené kvalit, nemáme nikdy zarueno, že se UNS nauí práv tu generalizaci 
nebo práv to obecné pravidlo, které chceme, aby by se nauila, nebo z dostupného souboru 
píklad lze vtšinou vyextrahovat vtší poet rzných generalizací; jistotu nemáme dokonce 
ani tehdy, když natrénovaná UNS dokáže z každého vstupu tréninkového prostedí vytvoit 
správný výstup. K ovení toho, co se UNS skuten nauila slouží druhá a tetí (hodnotící a 
analytická) fáze simulaního procesu, ve které se s pomocí rzných postup a statistických 
nástroj detailn analyzuje chování UNS. Vzhledem k tomu, že nám pi konekcionistickém 
modelování jde pedevším o simulaci kognitivních funkcí lidského mozku, je poteba brát 
v úvahu také to, zda jsou informace prezentované UNS v podob zptné vazby o chyb ve 
výstupní vrstv dostupné rovnž lovku. V pípad, že tomu tak není, je nutné to zohlednit pi 
interpretaci výsledného chování UNS jakožto modelu dané kognitivní funkce. S tímto úzce 
souvisí otázka, které informace experimentátor uiní UNS explicitn dostupné a na které si 
UNS bude muset pijít takíkajíc sama. asto se konekcionistický model sestavuje práv za tím 
úelem, aby se ovila hypotéza, zda UNS dokáže danou informaci z poskytnutých píklad 
sama vyextrahovat – v takovém pípad daná informace samozejmé nesmí být v tréninkovém 
korpusu reprezentována explicitn. 
     Tímto se dostáváme k další dležité kapitole simulaního procesu, kterou je zpsob 
reprezentace vstup a výstup pro UNS. Vstupy a výstupy mají pro UNS podobu íselných 
vektor, ve kterých každé íslo odpovídá míe aktivace práv jednoho z uzl ve vstupní, resp. 
výstupní vrstv UNS. V závislosti na použité aktivaní funkci se jednotlivé íselné hodnoty 
mohou pohybovat v rzném rozmezí, vtšinou však mezi 0 a 1. Reprezentace njakého vstupu 
takto mže mít napíklad podobu vektoru [1 1 0 1 0]. Tímto zpsobem pak musí experimentátor 
pereprezentovat UNS každý vstup a každý výstup z jejího tréninkového prostedí. Práv v této 
fázi iní experimentátor rozhodnutí (nebo by si alespo ml být vdom, že ho iní) o tom, jaké 
informace dá UNS explicitn k dispozici. Napíklad slova, která budou sloužit jako vstup do 
njaké úlohy, mohou být reprezentována vektorem, který se skládá ze souboru 0 a 1, které 
budou ve zcela náhodném poadí, takže z nich UNS nedokáže vyíst žádnou užitenou 
informaci, kterou by mohla využít k ešení dané úlohy. Pi prezentaci uritého slova-vektoru na 
vstupní vrstv tak UNS bude vdt pouze to, že takové slovo-vektor existuje. Experimentátor se 
však mže rozhodnout, že slova bude reprezentovat jako soubor jednotlivých hlásek, z nichž 
každé bude odpovídat ve vektoru jedno íslo, 0 nebo 1, podle toho, zda je daná hláska v daném 
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slov pítomná (1) i nikoli (0).1 V pípad použití takového zpsobu reprezentace by UNS 
disponovala adou dalších informací, z nichž nkteré by se mohly v prbhu uení ukázat jako 
užitené pi ešení dané úlohy (nebo naopak jako zcela irelevantní a nedležité). Jednotlivá 
slova by také bylo možné reprezentovat souborem vektor, z nichž by každý reprezentoval 
jednotlivé hlásky jako soubor mnoha dílích vlastností typu znlosti, drsnosti, kompaktnosti atp. 
Tento zpsob reprezentace by dal UNS k dispozici zase trochu jiný soubor informací, které by 
se UNS mohla – díky své schopnosti integrovat a zohlednit najednou velké množství dílích 
informací, vodítek a omezení – pokusit využít pi ešení dané úlohy. 
     V souvislosti s volbou zpsobu reprezentace vstup a výstup pro UNS je zde dležité 
zmínit, že toto kódování experimentátor vtšinou provádí v rámci tzv. lokálního nebo rysového 
reprezentaního schématu (local/featural representational scheme) a to ist z dvodu 
uživatelské vstícnosti rozhraní mezi experimentátorem a UNS. Jak již bylo uvedeno v jednom 
z oddíl vnovaných charakteristikám PDP model, pro tento typ výpoetní architektury jsou 
charakteristické distribuované reprezentace, jejichž základní jednotky (jednotlivé uzly sít) 
nekorespondují s žádným z objekt, o kterých se hovoí v rámci bžného mentalistického 
diskurzu. To jinými slovy znamená, že pro lovka je tento typ reprezentace sémanticky zcela 
neprhledný. Proto se ke kódování vstup a výstup pro UNS používají dva odlišné typy 
reprezentací, které jsou již pro lovka mnohem srozumitelnjší. 
     Jedním typem jsou tzv. lokální reprezentace (local representations), kdy jednotlivé uzly 
sít odpovídají bžným pojmm nebo myšlenkám. Takto mže napíklad aktivaní vektor [0 1 
0 0 ] reprezentovat pojem psa. Pi použití tohoto zpsobu kódování staí k identifikaci 
reprezentovaného pojmu lokalizovat pozici jediného aktivního uzlu. Druhým typem jsou tzv. 
rysové reprezentace (featural representations), které jsou druhem distribuované reprezentace, 
kdy jednotlivé uzly sít kódují rzné dílí vlastnosti, které dohromady reprezentují njaký 
bžný pojem. Napíklad pojem psa mže být reprezentován aktivaním vektorem [1 1 1 0 0 1 
1], kde míra aktivace sedmi uzl sít kóduje vlastnosti typu „chlupatý“, „tynohý“, „štkající“, 
„dvounohý“, „moukající“, „vrný“ a „nebezpený“. K identifikaci reprezentovaného pojmu 
psa zde nestaí znát míru aktivace pouze jednoho uzlu, ale je poteba znát míru aktivace všech 
sedmi uzl, které se na reprezentaci tohoto pojmu podílejí. Tento typ distribuované reprezentace 
je na rozdíl od té, kterou mžeme nalézt napíklad ve skryté vrstv UNS, sémanticky zcela 
transparentní, tzn. že jednotlivým uzlm lze pipsat významy, se kterými se bžn operuje 
v každodenním diskurzu (Lloyd, 1989; Plunkett, Elman, 1997). Alespo uritý vhled do 
                                                 
1 Kódování mže být samozejm i zcela opané, dležité je pouze systematické používání zvoleného kódování. 
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sémanticky neprhledných reprezentací ve skryté vrstv neuronové sít nabízí rzné statistické 
nástroje multivarianí analýzy dat, které jsou podrobnji zmínny v oddíle vnovaném 
analytické ásti simulaního experimentu.      
     Dalším dležitým úkolem experimentátora je volba správné architektury UNS, která by se 
dokázala nauit ešit požadovanou úlohu. Architektura UNS je dána potem uzl sít a 
zpsobem jejich zapojení. Poet uzl ve vstupní a výstupní vrstv je determinován 
rozhodnutími uinnými v souvislosti se zpsobem reprezentace vstupn-výstupních dvojic 
tréninkového prostedí – použiji-li k reprezentaci vstupu vektor o délce 6, potom budu na 
vstupní vrstv UNS potebovat práv šest uzl. V pípad skryté vrstvy je výbr potu uzl 
plavbou mezi Skyllou a Charybdou, nebo na jedné stran píliš mnoho uzl vede k peuení 
(overlearning nebo také overfitting), kdy se UNS nauí vstupn-výstupní dvojice tréninkového 
prostedí mechanicky nazpam, ale neosvojí si obecnjší pravidlo, které by jí umožnilo 
generalizovat i na dosud nepotkané pípady, a na stran druhé píliš málo uzl vede 
k neschopnosti generalizace z dvodu nedostatku výpoetních zdroj nutných k extrakci a 
zakódování obecného pravidla. Zpsob zapojení uzl sít (napíklad do jednoduché dopedné, 
rekurentní i atraktorové sít), pak vychází z experimentátorových pedpoklad ohledn 
zpsob zpracování informací, které jsou podle nj nutné k vyešení dané úlohy. Obecn se dá 
íci, že volba správné architektury sít se ídí metodou pokusu a omylu, kterou je však asem 
možné doplnit praxí získanými zkušenostmi a intuicí. 
 
2.3.2 Hodnotící fáze 
 
     Po tréninkové fázi následuje fáze hodnotící, jejíž náplní je hodnocení výkonu natrénované 
UNS. K hodnocení výkonu UNS se využívají pedevším dva ukazatele: globální chyba (global 
error) a vzorec individuálních chyb (individual pattern error). V prbhu trénování UNS 
simulátor poítá chybu na jejím výstupu podle jednoduchého vzorce, který od požadovaného 
výstupu (v podob njakého výstupního vektoru) odeítá skutený výstup, který UNS 
vygenerovala na základ prezentovaného vstupu. Pi odeítání vektor se postupuje jednoduše 
tak, že se vždy od sebe odetou ta ísla ze dvou vektor, která se v nich nacházejí na stejné 
relativní pozici, tzn. že první se odete od prvního, druhý od druhého atd. Vzhledem k tomu, že 
hodnota rozdílu mezi jednotlivými ísly vektoru mže být pozitivní, nebo negativní, pracuje se 
s absolutními hodnotami nebo s odmocninami druhých mocnin zjištných rozdíl. Chyba na 
daném výstupu je pak suma absolutních hodnot (nebo odmocnin tverce) tchto rozdíl. Takto 
napíklad mže mít požadovaný a skutený výstupní vektor podobu [1 1 0 1 0], resp.                       
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[0,5 0 1 1 0]; v takovém pípad chyba na výstupu bude mít hodnotu 2,5, nebo souet 
absolutních hodnot rozdíl všech pti ísel ve vektoru (0,5, 1, 1, 0, 0) je roven práv 2,5. Tímto 
zpsobem lze zjistit, jak si UNS vede pi transformaci jednotlivých vstupních vektor na 
výstupní vektory. Zjištné chyby se mohou týkat vstupn-výstupních dvojic, které jsou 
obsaženy v tréninkovém prostedí, nebo dvojic vstup a výstup, které se používají k testování 
schopnosti UNS generalizovat uritým konkrétním zpsobem na nové a dosud nepotkané 
pípady. Výsledný graf má podobu vzorce individuálních chyb, jehož píklad je možné vidt 
v grafech 15 a 16, na kterých je zachycen vzorec individuálních chyb UNS, která byla 
trénována za úelem rozlišování a predikce dobrých a špatných zamstnanc na základ jejich 
psychologických profil zjištných pomocí Hoganova osobnostního dotazníku.1 Vzhledem 
k tomu,  že  konekcionistické  výpoetní  modely  se  díky své schopnosti se uit asto používají  
  
 
Graf 15: Vzorec individuálních chyb umlé neuronové sít, která byla trénována za úelem rozlišování dobrých a 
špatných zamstnanc na základ jejich psychologických profil zjištných pomocí Hoganova osobnostního 
dotazníku. V grafu je zachycena úspšnost, s jakou UNS dokáže správn zaadit 40 zamstnanc, kteí sloužili jako 
tréninkové prostedí. UNS se v psychologických profilech dvaceti dobrých a dvaceti špatných zamstnanc snažila 
najít zákonitosti, které by bylo možné využít k predikci výkonu budoucích zamstnanc-uchaze. Na grafu je dobe 
vidt, že chyby na výstupu jsou minimální (< 0,02), tzn. že UNS se podailo využít struktury obsažené 
v psychologických profilech k rozazení zamstnanc do dvou výkonnostních kategorií. Je ovšem otázka, zda se 
UNS podailo objevit njaké obecnjší pravidlo, které by bylo možné úspšn aplikovat i na další, dosud nepotkané 
pípady, nebo zda se jen mechanicky nauila nazpam	, který ze 40 zamstnanc patí do kategorie „dobrý 
zamstnanec“ a který do kategorie „špatný zamstnanec“. To lze ovit tím, že se natrénovaná UNS použije na 
nové pípady, u kterých pitom víme, jak by ml vypadat správný výstup…         
 
                                                 
1 Tento predikní model na bázi umlé neuronové sít jsem vytvoil v rámci své praxe ve spolenosti Assessment 
Systems, s. r. o., která mi poskytla veškerá data potebná k jeho sestavení.  
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Graf 16: …a zde nám vzorec individuálních chyb ukazuje, že natrénovaná UNS dokáže správn zaadit 9 z 10 
dosud nepotkaných pípad-zamstnanc. To naznauje, že UNS se podailo osvojit si urité obecnjší pravidlo, 
které jí umožuje se správn rozhodovat i v nových situacích, se kterými nemá žádnou „osobní“ zkušenost. (oba 
grafy byly vytvoeny s pomocí simulaního softwaru Tlearn.)     
 
jako modely procesu osvojování rzných kognitivních funkcí, nachází chybový ukazatel vzorce 
individuálních chyb hojného využití zejména pi porovnávání výkonu UNS v jednotlivých 
fázích jejího tréninku, kdy UNS disponuje rznými zkušenosti a v dsledku toho tedy také 
rznými váhovými maticemi determinujícími její výkon.       
     K hodnocení výkonu UNS se vedle vzorce individuálních chyb používá také tzv. globální 
chyba,  která   je  celkovým  ukazatelem  chybovosti  UNS  napí  celým  souborem vstupn-
výstupních dvojic. Globální chyba se asto poítá v podob druhé odmocniny prmru tverce 















kde k je poet vstupních vektor (vzorc aktivace),
→
ko je výstupní vektor vygenerovaný UNS 
na základ prezentovaného vstupního vektoru a 
→
kt  je požadovaný (cílový) výstupní vektor. 
Píklad grafického vyjádení globální chyby je graf 17, kde je dobe vidt, jak celková míra 





Graf 17: Globální chyba umlé neuronové sít. Z grafu je dobe patrné, jak se celková míra chybovosti UNS 
v prbhu uení postupn snižuje. Nejvyšší míra chybovosti je na samotném zaátku, kdy UNS zaíná s náhodn 
nastavenými vahami jednotlivých spoj. S jejich postupnými úpravami se výkon UNS zlepšuje, nejdíve rychle, ve 
skocích, poté již mnohem pomaleji a jen velice pozvolna. Každá ze 40 vstupn-výstupních dvojic tréninkového 
korpusu byla UNS prezentována 25 000 x (1 000 000/40); tuto skutenost by také bylo možné vyjádit tak, že 
trénování UNS probíhalo v 25 000 epochách, které pedstavují „jeden prbh [celé] množiny dat v iterativním 
procesu trénování neuronové sít“ (Fanta, 2000, s. 26). (vytvoeno s pomocí simulaního softwaru Tlearn)          
 
2.3.1 Analytická fáze  
 
     Ukazatele chybovosti, zejména pak vzorec individuálních chyb lze použít i ve tetí fázi 
simulaního procesu, ve které se analyzuje, co se UNS ve skutenosti nauila. Jak zde již bylo 
uvedeno, UNS se z prezentovaných píklad mže ve vtšin pípad nauit nkolik rzných 
generalizací i pravidel a nikdy není zarueno, že se nauí práv tu generalizaci, kterou 
chceme, aby se nauila. K tomu, aby se zjistilo, kterou konkrétní generalizaci si UNS 
osvojila, se asto používá metoda, která spoívá v systematickém vystavování UNS souboru 
nových podnt a ve sledování, jak UNS na tyto podnty reaguje. A práv k porovnávání 
reakcí UNS na jednotlivé vstupní podnty je ideálním nástrojem vzorec individuálních chyb. 
Tento postup je de facto identický s tím, který se bžn využívá v rámci kognitivn-
psychologického výzkumu, kdy se u lidských subjekt prostednictvím prezentace 
podntového materiálu vyvolává urité chování a na jeho základ se pak usuzuje na 
charakteristiky vnitních kognitivních proces, které toto chování produkují. Na rozdíl od 
kognitivní psychologie má však metodologie konekcionistického modelování kognitivních 
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proces k dispozici adu dalších nástroj, které jí umožují snadno nahlédnout pímo do 
samotných „vnitností“ mechanismu, který produkuje pozorovatelné chování UNS. 
     Vzhledem k tomu, že zpracovávání informací (tj. jejich manipulace a transformace) je v 
UNS zprostedkováno pedevším váženými spoji mezi jejími jednotlivými uzly, je dobré mít 
pi analýze chování UNS k dispozici njaký nástroj, který by umožoval pehlednou 
vizualizaci jinak velice spletitého pediva vážených spoj. Tuto funkci plní tzv. Hintonv 
diagram, ve kterém je relativní síla váženého spoje reprezentována velikostí obdélníka, jeho 
„náboj“ barvou obdélníka (negativní/inhibiní – erná, pozitivní/excitaní – bílá) a jeho 
orientace prostednictvím ádk (oznaujících pijímající uzel) a sloupc (oznaujících 




Obrázek 151: Hintonv diagram znázorující relativn pehledným zpsobem váhovou matici umlé neuronové 
sít. (vytvoeno s pomocí simulaního softwaru Tlearn) 
 
     To, jak UNS „rozumí“ prezentovaným podntm a jak je zpracovává, se neprojevuje pouze 
ve váhové matici kódující její „mentální“ procesy, ale také ve zpsobu, jakým si UNS                 
re-reprezentuje vstupní data ve své skryté vrstv, jejímž prostednictvím mní strukturu 
podobnosti vstupních vzorc aktivace za úelem požadované transformace vstup na výstupy. 
Velká pozornost je proto pi analýze chování UNS vnována také jejím vnitním „mentálním“ 
reprezentacím: UNS se prezentací vstupních vzorc pimje k tomu, aby ve své skryté vrstv 
 273 
aktivovala jejich vnitní reprezentace, které tedy nejsou niím jiným než vzorci (vektory) 
aktivace ve skryté vrstv. Tyto vzorce aktivace definují n-rozmrný prostor, kde n je poet 
uzl ve skryté vrstv. Aktivaní vektory ve skryté vrstv vyvolané jednotlivými vstupními 
podnty pak specifikují pesné souadnice tchto vstupních podnt v n-rozmrném prostoru. 
Zpsob, jakým jsou jednotlivé vstupní podnty v tomto n-rozmrném prostoru rozmístny, tj. 
jak blízko sebe se jednotlivé podnty nacházejí, pak vypovídá o tom, jak UNS tmto 
podntm rozumí – ve smyslu jejich ne/podobnosti z hlediska uritého kritéria, které se jí 
„zdá“ být podstatné pro ešení dané úlohy (transformace vstup na výstupy); pitom platí, že 
ím jsou si dané vstupní podnty (podle UNS) podobnjší, tím k sob mají v n-rozmrném 
prostoru blíže (ve smyslu obvyklé euklidovské vzdálenosti). Analýza struktury podobnosti 
tohoto vnitního prostoru takto mže odhalit, pro se UNS chová tak, jak se chová. Vzhledem 
k tomu, že ve skryté vrstv UNS se vtšinou vyskytuje vtší množství uzl (více než ti), 
pedstavuje pímá vizualizace vnitního reprezentaního prostoru, jehož poet dimenzí 
odpovídá potu uzl ve skryté vrstv, znaný problém, který se však daí - více i mén 
úspšn - obcházet s pomocí ady rzných statistických nástroj jako je hierarchická 
shluková analýza, multidimenzionální škálování i analýza hlavních komponent.  
     První dv metody vycházejí z matice podobností (nebo rozdíl) mezi jednotlivými 
aktivaními vektory (jakési obdoby tabulek vzdáleností mezi msty v autoatlase). Míru 
podobnosti jednotlivých vektor aktivace mezi sebou je možné vyjádit napíklad 












kde Dab je koeficient celkové podobnosti mezi vektory A a B, n je poet uzl ve skryté vrstv 
a dab je rozdíl mezi ísly ze dvou vektor, která se v nich nacházejí na stejné relativní pozici; 
platí pitom, že ím vyšších hodnot D-koeficient nabývá, tím menší je podobnost mezi dvma 
porovnávanými aktivaními vektory. Výsledná matice podobností je pak vstupem do  
výpoetního algoritmu hierarchické shlukové analýzy (HSA) i multidimenzionálního 
škálování (MDS), který za nás provede poíta. Rozdíl mezi obma statistickými nástroji 
spoívá zejména ve zpsobu vizualizace výsledné struktury ne/podobnosti vnitního 
reprezentaního prostoru: Zatímco výstupem HSA je dendogram, ve kterém se nepodobné 
aktivaní vektory nacházejí na vzdálenjších „vtvích“ a podobné aktivaní vzorce na bližších 
a níže položených „vtvích“ (viz graf 18), výstupem MS je matice dimenzí, kterou lze (v 
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pípad, že výstupem jsou dv nebo ti dimenze) snadno pevést do podoby bžného 2-D nebo 
3-D grafu, který lovku umožuje pímo si prohlížet nkteré (z hlediska ešené úlohy) 
zajímavé ezy vícedimenzionálním prostorem vnitních reprezentací UNS (viz graf 19 a 20). 
Pi použití MDS je dobré si být vdom toho, že je s ním vždy spojen jistý kompromis mezi 
uživatelskou vstícností a pesností: S pomocí MDS lze pvodní poet dimenzí zredukovat 
v libovolné míe, platí však pravidlo, že ím více dimenzí, tím vtší míra shody mezi novým 
zobrazením a skutenými vzdálenostmi, avšak tím obtížnjší interpretace, a ím mén 
dimenzí (dv nebo ti), tím snazší interpretace, ale tím vyšší riziko výrazného zkreslení  



























































































Graf 18: Dendogram hierarchické shlukové analýzy vnitního reprezentaního prostoru umlé neuronové sít 
trénované na rozlišování a predikci dobrých (G) a špatných (B) zamstnanc na základ jejich psychologických 
profil zjiš	ovaných s pomocí Hoganova osobnostního dotazníku.  
                                                 
1 To, o co se MDS snaží, je nalézt takové rozložení bod v prostoru s menším potem dimenzí, které by co 
možná nejvíce zachovalo relativní euklidovské vzdálenosti namené mezi body ve vícedimenzionálním 
prostoru. Pi tomto “smrštní” logicky dochází k uritému zkreslení tchto relativních vzdáleností. Míru tohoto 
nesouladu mezi pvodním a novým zobrazením vyjaduje tzv. stresová funkce; platí pitom, že dokud hodnota 























































Graf 19: 2-D graf vnitního reprezentaního prostoru umlé neuronové sít vytvoený na základ 
multidimenzionálního škálování (G- dobí zamstnanci, B – špatní zamstnanci). Z grafu je dobe patrné, jak si 




Graf 20: 3-D graf vnitního reprezentaního prostoru umlé neuronové sít vytvoený na základ 
multidimenzionálního škálování (modrá barva- dobí zamstnanci, ervená barva – špatní zamstnanci).   
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Graf 21: 3-D graf vnitního reprezentaního prostoru umlé neuronové sít vytvoený na základ analýzy 
hlavních komponent (G – dobí, B – špatní zamstnanci). (vytvoeno s pomocí simulaního softwaru Tlearn)          
 
     Další v tomto kontextu asto používanou metodou je analýza hlavních komponent (AHK). 
Tato metoda vychází z korelaní matice - obdoby matice podobností, která se liší jen tím, že 
vztahy mezi aktivaními vektory v ní nejsou zaneseny v podob koeficient podobnosti, ale 
v podob korelaních koeficient. Výstupem AHK jsou faktory, které vysvtlují variabilitu 
vtšího potu promnných jejich uspoádáním do nkolika málo vtších uskupení. AHK tak 
podobn jako faktorová analýza umožuje vysvtlit velké množství viditelných promnných 
menším potem základních promnných (faktor), které nejsou pímo pozorovatelné. 
V pípad použití dvou nebo tí faktor lze výsledek pehledným zpsobem zobrazit v podob 
2-D nebo 3-D grafu (viz graf 21). Pro AHK platí obdobné omezení jako pro MDS: ím vtší 
poet faktor, tím více variability promnných lze vysvtlit, avšak tím obtížnjší je se 
v nepehledném množství promnných zorientovat, a ím mén faktor, tím snazší orientace, 
ale tím více variability promnných zstane nevysvtleno.  
     Vedle tchto zpsob vizualizace vnitního reprezentaního prostoru UNS, které využívají 
rzných sofistikovaných statistických nástroj, se pi analýze vnitních reprezentací UNS 
využívá rovnž jednoduché grafické znázornní míry aktivace uzl v jednotlivých vrstvách 
UNS (viz obrázek 152). To experimentátorovi umožuje zkoumat, jak UNS ve své skryté a 
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výstupní vrstv reaguje na rzné vstupní podnty. Jedná se de facto o jakousi obdobu 
funkních zobrazovacích metod, které se v rámci kognitivní neurovdy využívají ke 
zjišování, jaké oblasti mozku se aktivují nebo naopak tlumí svou innost pi ešení rzných 
druh úloh.     
     
 
 
Obrázek 152: Zobrazení míry aktivace uzl v jednotlivých vrstvách umlé neuronové sít. Míra aktivace uzlu je 
zde reprezentována velikostí bílého tverce: ím více bílé barvy, tím vyšší míra aktivace a ím více šedivé barvy, 
tím nižší míra aktivace. Zobrazení funguje jako ekvivalent funkních zobrazovacích metod používaných v rámci 
kognitivní neurovdy ke zjiš	ování míry námahy jednotlivých oblastí mozku pi ešení rzných druh úloh. 
(vytvoeno s pomocí simulaního softwaru Tlearn)          
 
     Pi analýze chování UNS lze použít také ekvivalenty dalších metod a nástroj, které se 
jinak bžn používají pi zkoumání biologického mozku (Lloyd, 2004): Takto lze napíklad 
graficky zachytit vývoj prmrné míry aktivace všech uzl ve skryté vrstv UNS v závislosti 
na druhu prezentovaného podntu. Výsledný grafický záznam odpovídá záznamu klasického 
elektroencefalografického (EEG) vyšetení metodou evokovaných potenciál (evoked i 
event-related potentials), kdy se s pomocí elektrod pipevnných na vlasatou ást hlavy snímá 
elektrická aktivita rozsáhlé populace nervových bunk (nacházejících se pod danou 
elektrodou) bhem prezentace rzných druh podnt (viz graf 22). Ekvivalentem 
mikroelektrod zavedených pímo do mozku a snímajících elektrickou  aktivitu jednotlivých 
neuron je pak graf zaznamenávající vývoj míry aktivace jednotlivých uzl ve skryté vrstv 
UNS (viz graf 23 a 24). K zobrazení dynamiky chování UNS (její vývojové trajektorie) lze 
také použít 2-D i 3-D stavový diagram, jehož jednotlivé dimenze odpovídají bu míe 
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aktivity vybraných uzl skryté vrstvy bhem prezentace jednotlivých podnt, nebo výstupm 
vybraného typu multivarianího zpracování aktivaních vektor skryté vrstvy, která obsahuje 






















































Graf 22: Prbh „EEG“ kivky umlé neuronové sít v závislosti na prezentovaném podntu („evokované 
potenciály“). Jedná se o grafický záznam prmrné míry aktivace pti uzl ve skryté vrstv UNS zpracovávající 
psychologické profily zamstnanc za úelem predikce jejich budoucího výkonu. Z grafu jsou celkem dobe 
patrné dv základní tendence ve vývoji „EEG“ kivky: 1) Pi zpracovávání a rozpoznávání psychologického 
profilu vtšiny dobrých zamstnanc (G) je prmrná míra aktivace skryté vrstvy relativn vyšší než v pípad 
zpracovávání psychologického profilu vtšiny špatných zamstnanc (B). 2) V nkolika pípadech je tomu však 
pesn naopak: Výrazn vysoká (prmrná) míra aktivace uzl ve skryté vrstv je spojena se zpracováváním 
psychologického profilu špatných zamstnanc a výrazn nízká míra aktivace je zase spojena s rozpoznáváním 
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Graf 23: Grafický záznam prbhu míry aktivace jednoho uzlu ve skryté vrstv v závislosti na prezentovaném 
podntu. Z grafu je dobe patrné, že pi zpracovávání psychologického profilu vtšiny dobrých zamstnanc (G) 
má tento konkrétní uzel tendenci zvyšovat míru své aktivity a že pi zpracovávání psychologického profilu 





Graf 24:  Grafický záznam prbhu míry aktivace všech pti uzl ve skryté vrstv v závislosti na prezentovaném 
podntu (dobrý/špatný zamstnanec, G/B).   
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Graf 25: Stavový diagram zachycující vývojovou trajektorii UNS definovanou mírou aktivace dvou uzl skryté 
vrstvy v závislosti na prezentovaných podntech v ase t0 – t9.       
 
     Kombinací všech výše uvedených metod a postup je možné zjistit, jakým zpsobem si 
UNS osvojila uritý typ chování, jak úspšn si ho osvojila a hlavn jakým zpsobem toto 
chování generuje. Taková zjištní pak experimentátorovi umožují ovit si jeho vlastní 
hypotézy o tom, jak je dané chování realizováno u lovka, nebo ho naopak mohou inspirovat 
k formulování nových hypotéz, které se potom mže pokusit experimentáln ovit na 
lidských subjektech.  
     Jak zde již bylo nkolikrát uvedeno, konekcionistické výpoetní modely se díky své 
schopnosti uit se na základ svých vlastních zkušeností asto používají jako modely procesu 
osvojování rzných kognitivních funkcí. Jednou z výzkumných oblastí, kde lze této vlastnosti 









3 Vývojová psycholingvistika  
 
„Jazyk nám prichodí taký prirodzený, že ahko zabúdame, aký je to zvláštny a zázraný dar. Príslušníci nášho 
biologického druhu na celom svete modulujú dych do sykavých, bzuivých, škrípavých i puavých zvukov a 
poúvajú iných, ktorí robia to isté. Prirodzene, nekonáme tak iba z lásky ku zvukom, ale preto, lebo jednotlivé 
zložky týchto zvukov obsahujú informácie o zámeroch osoby, ktorá ich vydáva. udia majú poruke nástroj, ktorý 
im umožuje výmenu nepredstaviteného množstva myšlienok. […] Aký trik sa skrýva za našou schopnos	ou 
navzájom si zapa	 hlavy tokými rozdielnymi myšlienkami? … také triky sú dva, slová a pravidlá.„ 
STEVEN PINKER, Slová a pravidlá  
 
„Nic není v rozumu, co nebylo díve ve smyslech.“ 
JOHN LOCKE, Esej o lidském rozumu 
 
„Nic není v rozumu, co nebylo díve ve smyslech, krom rozumu samotného.“ 
GOTTFRIED WILHELM LEIBNIZ, Nové úvahy o lidské soudnosti 
 
 
     Jak napovídá již samotný název, psycholingvistika je vdecká disciplínu, která v sob 
propojuje poznatky ze dvou rzných obor, a to z psychologie a z lingvistiky. Lingvistika 
poskytla psycholingvistice základní poznatky o systému jazyka, tj. informace o tom, z jakých 
prvk se jazyk skládá a jakým zpsobem tyto jeho prvky mohou být uspoádány. Psychologie 
pak dala psycholingvistice do vínku zájem o duševní procesy spojené s produkcí a 
porozumním jazyku. Psychologie jazyka je tak tedy o lidské mysli a jejích vnitních stavech 
ve stejné míe jako je o samotném jazyce, jak v jedné své práci poznamenal nmecký 
psycholog a jeden z prvních prkopníku psycholingvistiky Wilhelm Wundt (1900). Charakter 
moderní psycholingvistiky nezanedbatelným zpsobem ovlivnila doba, kdy poprvé spatila 
svtlo svta. Zrodila se totiž na pelomu 50. a 60. let 20. století, tj. pod vlivem práv se 
formující („hvzdy“) kognitivní psychologie, která duševní jevy zaala pojímat v terminologii 
mentálních reprezentací a na nich operujících mentálních proces. Proto je psycholingvistika 
také asto definována jako teoretické a empirické studium mentálních reprezentací a proces, 
které stojí v základech schopnosti lovka používat jazyk, a to jak ve smyslu jazykové 
produkce, tak ve smyslu jeho porozumní. O to, jak se píslušné mentální reprezentace a 
mentální procesy vyvíjí v prbhu osvojování jazykové kompetence, se pak zajímá vývojová 
psycholingvistika, která je hlavním pedmtem této kapitoly. Díve než se však dostaneme 
k nkterým z výsledk vývojov-psycholingvistického výzkumu, je poteba zde zmínit 
alespo nkteré z tch nejdležitjších charakteristik jazyka.  
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3.1 Základní charakteristiky jazyka 
 
     V rámci tradiního a bžn pijímaného psychologicko-sémiotického pojetí jazyka 
(Peregrin, 1999) se o jazyce hovoí jako o komunikaním systému i nástroji vyjadování 
rzných mentálních obsah – myšlenek, pojm, pedstav, pesvdení, pání, zámr, pocit 
apod., resp. jako o nástroji pesouvání tchto mentálních obsah z jedné mysli do druhé: 
Výrazy jazyka jsou zde chápány jako jména nebo symbolická oznaení (proto sémiotické) 
njakých mentálních entit (proto psychologicko). lovk používající jazyk pak neiní nic 
jiného, než že prostednictvím rzných zvuk, gest i klikyhák oznauje njakým 
arbitrárním, ale celou jazykovou komunitou sdíleným jazykovým výrazem svou myšlenku i 
jiný obsah své mysli, a umožuje tak posluchai nebo tenái tento mentální obsah pojmout 
do své vlastní mysli. Jazykovdec Vladimír Šmilauer (1966, s. 11-13) takto v úvodu své 
uebnice eské syntaxe píše, že pi snaze porozumt funkci jazyka „vycházíme z pedpokladu, 
že mluví i poslucha ovládají touž jazykovou soustavu. Tuto soustavu vytváejí slova jakožto 
znaky pro jisté pedstavy (pojmy) a jejich vztahy (jejich prostednictvím pak pro jisté úseky 
skutenosti); slova se spojují do slovních druh podle toho, oznaují-li substance, jejich 
vlastnosti, dje, okolnosti nebo vztahy mezi nimi. […] Jazykové projevy jsou obsahy vdomí 
pevedené z  nkolikarozmrného  obsahu mysli do jedné linie asové a vyjádené píslušnými  
 
 
Obrázek 153: Ilustrace psychologicko-sémiotického pojetí jazyka. lovk ve své mysli odráží objektivn 
existujícího lva v podob njaké jeho mentální reprezentace i pojmu, který je posléze mluvím oznaen 
prostednictvím arbitrárního, ale jazykovou komunitou sdíleného jazykového výrazu „lev“. Díky tomu, že na 
rozdíl od samotného pojmu lva je jeho jazykové oznaení smyslov dostupné i druhým osobám, umožuje takový 
jazykový výraz penášet mentální obsahy z jedné mysli do druhé.        
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prostedky jazykové soustavy. […] U posluchae (tenáe) je postup opaný: slyší (te) 
jazykový projev, ovládaje danou jazykovou soustavu […] vytváí si obsahy vdomí, podobné 
obsahm vdomí mluvího.“ Ve stejném duchu – totiž jakožto prostedek vyjadování idejí, 
které jsou jinak uzaveny v lidské mysli – charakterizoval jazyk již John Locke ve svém Eseji 
o lidském rozumu (1984), kde píše, že „užitek slov… spoívá v tom, že jsou smyslov 
vnímatelnými znaky idejí; a ideje, které jsou tmito slovy zastoupeny, jsou jejich vlastním a 
bezprostedním významem. […] Slova ve svém prvotním nebo bezprostedním významu 
nezastupují nic jiného než ideje v mysli toho, kdo tchto slov užívá, bez ohledu na to, jak teba 
nedokonale nebo nedbale jsou tyto ideje sejmuty z vcí, které mají pedstavovat.“ Novjší 
„nátr“ dal této pedstav Jerry Fodor, který navrhl dívat se na myšlení jako na druh 
specifického jazyka (tzv. jazyk myšlení nebo také mentalíza), který se podobn jako bžný 
jazyk skládá z uritých základních stavebních jednotek a který má také svoji vlastní 
„gramatiku“. Rozdíl mezi obma jazyky spoívá v tom, že zatímco v pípad bžného jazyka 
jsou základními stavebními kameny slova, v pípad mentalízi tuto roli hrají rzné mentální 
pojmy i ideje; mentalíza také musí na rozdíl od bžného jazyka disponovat mnohem bohatší 
sadou „gramatických“ pravidel umožujících jí se vyvarovat nejrznjších mnohoznaností 
tak charakteristických pro bžný jazyk, který ponechává spoustu volného místa pro domýšlení 
se skuteného významu vyené myšlenky.1 Vyjadování a penášení rzných mentálních 
obsah z jedné mysli do druhé je tak podle Fodora formou pekladu z jazyka mentalízy do 
bžného jazyka (a vice versa), který svoji sémantiku zakládá na pvodní sémantice vnitního 
jazyka myšlení.2   
     Další dležitou charakteristikou jazyka, která již byla výše naznaena, je že se jedná o 
systém arbitrárních znak, tzn. že jednotlivé jazykové výrazy, a už jsou realizovány 
v jakékoli smyslové modalit, tedy jako zvuky ei, gesta rukou nebo klikyháky njakého 
písma, nemají žádný pímý vztah k pedmtm, ke kterým odkazují. Napíklad slovo „lev“  
nevypadá jako lev, nechodí jako lev, ani nevydává zvuky jako lev. Slovo „lev“ oznauje lva 
jenom proto, že jsme se jako malé dti nauili spojovat uritý specifický artikulovaný zvuk 
                                                 
1 Již v dobách rané historie logiky bylo známo, že vty jsou píliš mnohoznané na to, aby mohly sloužit jako 
prostedky pesného usuzování. Z tohoto dvodu byli logici nuceni vytvoit pesnjší notaní formalismy 
umožující jim jemnji rozlišit rzné významy, které by vta mohla mít. Výsledkem této snahy jsou rzné 
systémy symbolické logiky jako je napíklad subjekt-predikátový kalkul. Takto napíklad vta „Každý muž 
miluje njakou ženu“ mže vyjadovat pinejmenším dva rozdílné významy (jeden, v nmž pro každého muže 
existuje njaká žena, kterou miluje, a druhý, ve kterém existuje njaká žena, kterou miluje každý muž), což iní 
nutným zavést takové syntaktické nástroje jako jsou kvantifikátory nebo závorky, které tyto rzné významy 
umožují rozlišit.   
2 Fodorovi se dá vytknout, že dostaten jednoznan nespecifikoval, jak získává svou sémantiku samotný jazyk 
myšlení a že se mu tedy problém sémantiky bžného jazyka nepodailo vyešit, ale že ho pouze odsunul o úrove 
níže.    
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s uritým konkrétním významem, resp. s uritým konkrétním mentálním obsahem. Vztah 
mezi oznaovaným a oznaujícím je takto dán ist na základ konvence i jakési dohody, na 
kterou lovk „pistupuje“ v prbhu osvojování si daného jazyka. (Uritou výjimkou jsou 
v tomto ohledu onomatopoia - zvukomalebná slova, jejichž zvuková charakteristika úzce 
koresponduje s nkterou z vlastností oznaovaných objekt.)1 Když se stejnou „dohodou“ ídí 
všichni lenové daného jazykového spoleenství, tzn. když všichni používají uritý konkrétní 
zvuk na vyjádení uritého konkrétního významu, umožuje to lenm takové jazykové 
komunity si mezi sebou efektivn pedávat a vymovat myšlenky a pojmy z jedné mysli do 
druhé. V sémiotice (obecné nauce o znacích) se tento vztah asto zobrazuje prostednictvím 
tzv. relaního trojúhelníku, který je založen na Peircov relaní definici znaku: Jednotlivé 
vrcholy relaního trojúhelníku tvoí vehikulum, objekt (oznaovaný také jako designát) a 
dispozice, kde vehikulum je smyslov uchopitelná entita, která zastupuje objekt materiální i 
nemateriální povahy, a to vzhledem ke spolené dispozici (schopnosti) mluvího i adresáta 
v procesu semiosis piazovat zastupující vehikulum k zastupovanému objektu (Budil, 1998, 
s. 146-147).  
     Pro jazyk je dále charakteristické, že v nm lze identifikovat komplexní hierarchickou 
strukturu nkolika rzných vrstev i rovin, každou se svojí vlastní tídou základních 
stavebních prvk - od foném, pes morfémy, slova, gramatické kategorie, vtné ásti, vty až 
po celý diskurz. Na žádné z tchto možných úrovní analýzy pitom není uspoádání jazyka 
náhodné - na všech se základní prvky ídí uritým systémem pravidel, která povolují pouze 
nkolik málo možných zpsob uspoádání tchto prvk. S tímto úzce souvisí poslední zde 
zmínná výrazná charakteristika jazyka, která spoívá v jeho generativit a produktivit, tj. 
v jeho schopnosti z konené množiny jazykových prvk na základ uritých pravidel 
generovat prakticky nekonené množství rzných jazykových výpovdí. Nyní se trochu 
podrobnji podíváme na základní stavební prvky, na které mžeme narazit na jednotlivých 
hierarchických úrovních analýzy jazyka.     
 
3.1.1 Hláskový systém jazyka 
 
     Omezíme-li se na eovou podobu jazyka, tak na té nejnižší úrovni analýzy se jazyk skládá 
z foném, což jsou nejmenší jednotky eových zvuk, které lze v daném jazyce využít 
                                                 
1 Již u Platóna se lze setkat s úvahami na téma, jakým zpsobem jazykové výrazy získávají svj význam. V jeho 
dialogu Kratylos takto vystupují dv osoby, Kratylos a Hermogenes, z nichž každá hájí jednu ze dvou možných 
pozic: Zatímco Kratylos se domnívá, že slova pímoae odpovídají vlastnostem oznaovaných pedmt, podle 
Hermogena je význam slov dán ist na základ dohody mezi lidmi.    
 285 
k rozlišování významu (Sternberg, 2002). Zmna jednoho jediného fonému obvykle mní 
význam posloupnosti eových zvuk tvoících njaké slovo nebo z dané posloupnosti zvuk 
vytvoí slovo bez významu. Napíklad zvuk /p/ ped zvukem /uk/ vytváí slovo /puk/, zatímco 
zvuk /l/ ped zvukem /uk/ vytváí slovo /luk/, tzn. že zvuky /p/ a /l/ jsou dva rzné fonémy, 
které v eském jazyce umožují rozlišovat významy slov.  
     Z obrovského množství rzných eových zvuk (hlásek neboli fón), které lidská 
mluvidla (ústní dutina, nosní dutina, jazyk, rty, hrtan, mkké patro, ípek atd.) dokáží 
vygenerovat, každý jazyk využívá jako své fonémy pouze jejich uritou omezenou 
podskupinu. Hláskový systém eského jazyka je napíklad tvoen pouze 35 rznými fonémy - 
25 souhláskovými a 10 samohláskovými (5 dlouhými a 5 krátkými). Takže k tomu, aby 
mluví i poslucha eského jazyka mohli pln využít jeho „denotujícího potenciálu“, musí 
být oba schopni identifikovat rozdíly mezi 35 rznými hláskami, které v eštin plní 
fonémickou úlohu (spoívající v rozlišování významu). Všechny ostatní hlásky jsou z tohoto 
hlediska irelevantní a jsou mluvím i posluchaem vnímány pouze jako zvukové varianty 
nkterého z 35 foném. Hlásky tohoto druhu se také nkdy nazývají alofóny.   
     Je tedy zejmé, že mluví každého jazyka se musí ze všech existujících rozdíl mezi všemi 
možnými hláskami nauit identifikovat práv a jen ty, které v daném jazyce hrají fonemickou 
úlohu, tzn. ty, které jsou dležité pro rozlišování významu. Pitom platí, že zatímco v jednom 
jazyce je rozdíl mezi dvma uritými hláskami významný, v druhém jazyce mže být ten 
samý rozdíl z hlediska rozlišování významu naprosto irelevantní. Známým píkladem jsou 
hlásky /r/ a /l/, které hrají fonemickou roli v anglitin, nikoli však již v japonštin. 
Dsledkem je pak to, že zatímco Ameriané dokáží bez njakých vtších obtíží mezi tmito 
dvma rznými hláskami rozlišovat, pro Japonce se jedná o jednu a tu samou hlásku, nebo 
objektivn existující rozdíl mezi hláskami /r/ a /l/ v japonštin nehraje žádnou 
významotvornou roli. Jinak eeno, zatímco pro Ameriany je rozdíl mezi tmito dvma 
hláskami fonémický, pro Japonce se jedná o rozdíl alofonní. Každý jazyk si tedy celé 
spektrum všech možných eových zvuk „porcuje“ svým vlastním specifickým zpsobem do 
nkolika rzných fonetických kategorií, jejichž hranice se u rzných jazyk mohou 
vyskytovat na rzných místech. Je to de facto obdoba situace, kdy zkušený horský vdce 
dokáže rozlišit tyi rzné druhy snhu, zatímco lovk z msta vidí pouze obyejný sníh; 
pestože oba disponují srovnateln citlivým senzorickým aparátem, mozek horského vdce 
byl nucen se nauit rozlišovat i ty nejjemnjší rozdíly ve vlastnostech snhu, nebo z hlediska 
jeho obvyklých inností mají i takové drobné rozdíly svj význam: Je rozdíl jestli je venku 
prašan nebo firn, když se snažím navoskovat své lyže tak, aby mly ten správný skluz. Pro 
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mstského lovku naproti tomu takové jemné rozlišování žádný velký význam nemá: To, 
jaký konkrétní typ snhu pes veer napadl, nehraje píliš velkou roli pi ranním rozhodování, 
co si vzít na sebe; k tomu bohat postaí schopnost rozlišit, zda je venku sníh, nebo není.   
 
3.1.2 Morfologický systém jazyka 
 
     Vedle svého vlastního fonetického inventáe má každý jazyk také soubor pravidel, která 
specifikují, jakými zpsoby se fonémy mohou kombinovat do morfém, což jsou nejmenší 
jazykové jednotky, které vytváejí význam slov a které mohou nést samostatný význam 
(Sternberg, 2002). Rozlišují se dva základní typy morfém: 1) Prvním typem jsou tzv. 
obsahové nebo také lexikální i volné morfémy, které plní pedevším sémantickou funkci, 
tzn. že nesou samostatný význam, samy o sob dávají njak smysl nebo tvoí významové 
tžišt njakého slova. Tento typ morfém velice zhruba odpovídá koenm slov. 2) Druhým 
typem jsou tzv. funkní, gramatické nebo také vázané morfémy, které dávají smysl a 
význam pouze tehdy, když jsou navázány na jiné morfémy. Tento typ morfém na jedné 
stran plní funkci sémantickou - to když dotváí a dodává významové detaily k významm 
obsahových morfém (tzv. slovotvorná funkce) -, na stran druhé plní také funkci 
gramatickou, nebo umožuje ohýbání (flexi) obsahových morfém, tak aby tyto byly 
v souladu s gramatickým kontextem tvoeným - v pípad substantiv - gramatickými 
kategoriemi rodu, ísla a pádu a - v pípad sloves - gramatickými kategoriemi osoby, ísla, 
asu a zpsobu (tzv. tvarotvorná funkce). Tomuto typu morfém odpovídají rzné afixy 
(sufixy, prefixy a infixy, které se nacházejí za, ped, resp. uvnit slovního koene), koncovky, 
pomocná slova apod.                     
 
3.1.3 Lexikální systém jazyka 
 
     Soubor všech morfém njakého jazyka nebo njaké konkrétní osoby se v lingvistice 
oznauje pojmem lexikon (Sternberg, 2002). Jeho rozsah se u prmrného dosplého 
(anglicky mluvícího) lovka mže pohybovat zhruba v ádu nkolika desítek tisíc položek. 
Stejn jako v pípad foném, také v pípad morfém má každý jazyk soubor pravidel 
specifikujících, jakým zpsobem se jednotlivé druhy morfém mohou spojovat a kombinovat. 
Kombinací jednotlivých položek lexikonu vzniká slovník, který pedstavuje veškerou slovní 
zásobu, kterou má daný jazyk nebo daná osoba k dispozici. Rozsah takového slovníku se 
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mže opt pohybovat v ádu desítek nebo i stovek tisíc položek.1 Slova obsažená ve slovníku 
se asto dlí na slova obsahová a funkní, kde obsahová slova ve svém významu odkazují 
k njakým více i mén konkrétním objektm a událostem, zatímco slova funkní specifikují 
vztah mezi slovy obsahovými. Napíklad ve vt Auto narazilo do svodidel jsou slova auto, 
narazilo a svodidel slovy obsahovými a slovo do je slovem funkním. Oprávnnost 
rozlišování mezi tmito dvma kategoriemi slov podporují etná klinická pozorování, která 
dokládají, že mentální reprezentace obsahových a funkních slov je vázána na odlišné 
neuronální struktury: Zatímco pi poškození tzv. Brockova centra ei2 (nacházejícího se 
v zadní ásti frontálního laloku levé mozkové hemisféry) mají lidé problémy s používáním 
funkních slov, ale nikoli s používáním slov obsahových, pi poškození tzv. Wernickeho 
centra ei3 (nacházejícího se v okolí zadní ásti Sylviovy rýhy na hranicích temenního a 
spánkového laloku levé mozkové hemisféry) je tomu pesn naopak (tzv. dvojí disociace4).         
 
3.1.4 Syntaktický systém jazyka 
 
     Další úrovní analýzy jazyka je syntax, kterou tvoí pravidla kombinace jednotlivých slov 
podle jejich píslušnosti k jednotlivým gramatickým kategoriím do syntagmat5, frází6 a vt, 
jejichž celkový význam se dá odvodit z význam jednotlivých slov a ze zpsobu jejich 
uspoádání. Syntaktická pravidla, tj. pravidla slovosledu, kterými se ídí poadí slov ve vt, 
jsou ešením problému, jak do lineárního sledu eových zvuk zakódovat komplexní 
hierarchickou strukturu pojm i myšlenek, které se lovk snaží vyjádit a penést do mysli 
druhé osoby. Takto je napíklad zásadní rozdíl mezi dvma situacemi, kdy po verand honí 
                                                 
1 Údaj se opt týká anglického mluvího. Velikost slovníku je znan ovlivnna bohatostí morfologie jazyka. 
Zatímco v eštin je takto možné vyjádit velké množství rzných význam i významových odstín tím, že se 
ke koenu slova pidají rzné pípony a pedpony, v jiných jazycích jsou k vyjádení stejných význam a 
významových odstín zapotebí slova s odlišnými slovními koeny.   
2 Dsledkem poškození Brockova centra ei je tzv. Brockova (neplynulá) afázie, kdy pacienti „mluví pomalu, ti 
až sedm slov za minutu. Jejich e je namáhavá…, nejsou schopni tvoit e dle gramatických pravidel…, 
neužívají spojky, pedložky, pomocná slovesa, pípony, které urují minulý as.“ (Koukolík, 2005, s. 84)  
3 Dsledkem poškození Wernickeho centra ei je tzv. Wernickeho (plynulá) afázie, kdy pacienti „mluví plynule, 
nkdy tak rychle, že drmolí až sto padesát slov za minutu. Dobe vyslovují. Jejich vty jsou pimen dlouhé a 
melodické. Špatn však pojmenovávají, špatn mluvenou e chápou a opakují. Nkterá nebo všechna jejich 
slova bývají nesrozumitelná.“ (Koukolík, 2005, s. 84)   
4 K dvojité disociaci obecn dochází tehdy, když jedna skupina pacient dobe zvládá úlohu X, ale má potíže 
s úlohou Y, a zárove druhá skupina pacient vykazuje pesn opaný vzorec chování, tzn. že má potíže se 
zvládáním úlohy X, ale dokáže si dobe poradit s úlohou Y. Dvojí disociace je pak považována za dkaz, že 
ešení úloh X a Y je zprostedkováno dvma rznými a na sob nezávislými kognitivními procesy i 
neuronálními strukturami.       
5 Syntagma – dvojice výraz tsn spojená vzájemným vztahem (nap. velmi pkná, rychlé auto apod.). 
6 Fráze – seskupení slov, která se ve vt chovají jako jednotka s uritým významem (nap. tší se na Vánoce, 
chlapec s baseballovou pálkou, na jae apod.). 
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pes koku a kdy po verand koka honí psa. Pestože lze ob situace popsat prostednictvím 
stejných slov (koka, pes, veranda), k tomu, aby bylo možné rozlišit, o jakou konkrétní situaci 
se jedná – tedy kdo dlá co a komu -, musí mluví tato slova uritým specifickým zpsobem 
uspoádat a seadit (a v pípad eštiny – jakožto flektivního jazyka - jim také dát správný 
tvar). Každý jazyk má pitom svoje vlastní specifická pravidla, jak pojmovou strukturu 
myšlenek do lineární posloupnosti slov pevést a zakódovat. K analýze toho, jakým zpsobem 
jazyk toto kódování provádí, se používají rzné metody a nástroje syntaktické analýzy.  
     Jedním z takových nástroj syntaktické analýzy je tzv. frázový ukazatel (který se používá 
zejména v rámci americké lingvistické tradice, která je siln ovlivnna generativní 
gramatikou Noama Chomskyho). Frázový ukazatel každou vtu dlí do dvou základních ástí 
– na jmennou frázi (noun phrase), které v eské lingvistické tradici odpovídá podmtová ást 
(obsahující pinejmenším jedno substantivum, pípadn i njaký jeho deskriptor i 
determinátor), a na slovesnou frázi (verb phrase), které v eské lingvistické tradici odpovídá 
ást písudková (obsahující minimáln jedno sloveso, pípadn njaký jeho objekt). Tyto dv 
hlavní vtné ásti se dlí na další dv ásti, ty na další dv atd. dokud se nedospje 
k jednotlivým výrazm. Na obrázku 154 je takto zachycena struktura vty Naše 
reprezentantka dosáhla na kov nejcennjší. Ze stromového diagramu frázovitého ukazatele je 
celkem dobe patrné, že za lineárním sledem slov se skrývá pomrn komplexní hierarchická 
struktura vtných len, které jsou od sebe rzn vzdálené a rzným zpsobem na sob 
závislé. 
   
 
Obrázek 154: Struktura vty „Naše reprezentantka dosáhla na kov nejcennjší“ zachycená prostednictvím 
frázového ukazatele.  
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     Syntaktická pravidla jsou však pouze jednou ze dvou ástí gramatiky jazyka. Ta se vedle 
(syntaktických) pravidel pro výstavbu celých vt skládá také z (morfologických) pravidel pro 
výstavbu tvar jednotlivých slov (viz oddíl „3.1.1.2 Morfologický systém jazyka“). V této 
souvislosti je zde dobré poznamenat, že moderní (psycho)lingvistika provozovaná 
v anglosaském prostedí má tendenci se z gramatických jev soustedit pedevším na syntax, 
což je do znané míry dáno tím, že anglitina patí mezi jazyky s pomrn chudou morfologií 
(omezenou de facto pouze na koncovky množného ísla podstatných jmen, 3. osoby 
jednotného ísla a minulého asu sloves) a pevnou vtnou skladbou, na kterou je tak navšena 
vtšina gramatických informací nutných k extrakci hierarchické pojmové struktury z lineární 
posloupnosti slov ve vt. eština má na rozdíl od anglitiny pomrn volný slovosled, tzn. 
že její syntaktická pravidla pipouští více rzných zpsob uspoádání vtných len. Tato 
flexibilita vtné skladby (syntaxe) eského jazyka je umožnna jeho bohatší morfologickou 
strukturou, do které lze zakódovat velké množství rzných gramatických informací. Na rozdíl 
od anglitiny se tak gramatika eského jazyka nevyerpává syntaxí; stejn dležitou roli v ní 
hraje také gramatická morfologie. Jinými slovy, ve flektivním jazyce s bohatou morfologií, 
jakým je eština, pi generování smysluplných výpovdí vedle syntaktických kategorií hrají 
dležitou roli také rzné kategorie morfologické související se skloováním substantiv a 
adjektiv a s asováním sloves.     
     Jsou to práv gramatická pravidla, která stojí v základech tém neomezených výrazových 
možností jazyka. Podle Pinkera (2002, s. 21-25) jsou z tohoto hlediska dležité pedevším 
tyi následující vlastnosti gramatických pravidel:  
1) Gramatická pravidla jsou produktivní: Tím, že pravidla pi sestavování rzných 
kombinací slov nespecifikují posloupnosti konkrétních slov, ale pouze posloupnosti 
slovních druh, umožují lovku vytváet tém okamžit nové kombinace slov a ne 
jen spoléhat na pedem namemorovaná slovní spojení. 
2) Gramatická pravidla mají symbolickou i abstraktní povahu, tzn. že nepracují 
s konkrétními slovy, ale se symboly i s promnnými (ve smyslu rzných 
gramatických kategorií jako je substantivum, sloveso, pedmt, písudek apod.), za 
které lze dosadit jakékoli konkrétní slovo – asi tak jako v matematické rovnici mžeme 
za promnné x, y, z… dosadit jakékoli íslo.  
3) Gramatika je píkladem diskrétního kombinatorického systému, ve kterém se relativn 
malá množina prvk nechá podle sady pravidel uspoádat do obrovského souboru 
rzných struktur. V pípad jazyka to znamená, že lovk používá uritý kód 
k pekladu mezi poadími slov ve vt a kombinacemi myšlenek, tj. z koneného 
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množství jednotlivých (diskrétních) prvk (slov) vybírá a kombinuje prvky do 
rozsáhlejších struktur (frází a vt) s vlastnostmi, které jsou odlišné od vlastností prvk, 
ze kterých se skládají. Takto je význam vty Pes honí koku odlišný od významu 
jakéhokoli ze tí slov, která se v této vt nacházejí, a je také odlišný od významu tch 
samých slov zkombinovaných v opaném poadí (Koka honí psa). V diskrétním 
kombinatorickém systému jako je jazyk tak mže existovat neomezené množství zcela 
odlišných kombinací s nekonenou škálou (významových) vlastností.  
4) Gramatika je rovnž píkladem rekurzivního systému, ve kterém pravidla produkují 
výrazy, které obsahují i samy sebe. Díky této vlastnosti gramatických pravidel tak 
lovk mže vypustit z úst napíklad následující vtu: Petr se domníval, že poskytl 
Honzovi informace o tom, že na nástnce ve škole se objevila zpráva, že profesor 
Robert Novák prohlásil, že nikdo nemá vit tvrzení profesorky Hanky Coufalové, že se 
vtšina student domnívá, že opakovaná ujiš	ování vlády, že se nebude zavádt placení 
školného, jsou v rozporu s prohlášením mluvího vlády, že vtšina student tvrdí, že 
platit školné by jim nevadilo vzhledem k tomu, že už beztak jsou se studiem spojeny 
vysokém finanní náklady. V tomto píklad vta vždy obsahuje slovesnou frázi, která 
obsahuje vtu, která obsahuje slovesnou frázi, která obsahuje vtu, která obsahuje 
slovesnou frází, která… atd. ad infinitum. Díky tomuto postupnému vkládání jednch 
slovních konstrukcí do druhých lze produkovat nekonené množství vt, které mohou 
vyjadovat nekonené množství rzných myšlenek. 
                               
3.1.5 Diskurz 
 
     Diskurzivní rovina analýzy jazyka se týká pravidel, kterými se ídí eové výpovdi na 
vyšší úrovni než jsou jednotlivé vty, tedy napíklad v kontextu jednoho odstavce, lánku, 
celé knihy, konverzace, urité sociální situace apod. (Sternberg, 2002). V této souvisloti se 
také asto hovoí o tzv. pragmatice jazyka, která zkoumá, jak lovk používá jazyk 
v reálných životních kontextech a situacích. Napíklad vta Mžeš mi to podat? mže 
v jednom sociálním kontextu znamenat zdvoilou žádost a v jiné sociální situaci zase dotaz na 








     Pojmem prozódie se v lingvistice oznaují ty zvukové charakteristiky mluvené ei, které 
se vtšinou týkají vtších jazykových jednotek než jsou hlásky nebo slabiky. Tmito 
zvukovými charakteristikami jsou pedevším pízvuk, intonace a barva hlasu (erný, 
1998): Pízvuk je založen na odlišení urité slabiky od jiných slabik zvýšením intenzity 
píslušného zvuku nebo zvýšením jeho tónu (nebo kombinací obojího). Pízvuná slabika má 
tak v porovnání s nepízvunými slabikami vyšší intenzitu a vyšší tón. Nositelem pízvuku 
mže být slovo, tzv. mluvní takt nebo celá vta. V pípad vtného pízvuku zmna intenzity 
a výšky zvuku mluvímu umožuje oznait a zvýraznit nejdležitjší ást své výpovdi. 
Nositelem pízvuku mže být rovnž tzv. mluvní takt – rytmická jednotka vty, která 
obsahuje jedno nebo více slov, z nichž pouze jedno nese pízvuk. Vta se takto mže skládat 
z nkolika mluvních takt. Na úrovni jednotlivých slov pak pízvuk plní tzv. deliminativní 
nebo distinktivní funkci. Deliminativní funkce spoívá ve vyznaování hranic jednotlivých 
slov. Tuto funkci mže pízvuk plnit jen tehdy, když  se jedná o pízvuk stálý, tzn. že jeho 
umístní se stabiln vyskytuje na první, poslední nebo pedposlední slabice. Píkladem jazyka 
se stálým pízvukem je eština (pízvuk na první slabice), francouzština (pízvuk na poslední 
slabice) nebo polština (pízvuk na pedposlední slabice). Distinktivní funkci pak plní pízvuk 
pohyblivý, který umožuje rozlišovat význam a gramatické kategorie jinak stejných slov. 
Píkladem jazyka s pohyblivým pízvukem je ruština. Druhou složkou prozodické struktury 
jazyka je intonace, která spoívá v uritém specifickém vzorci stídání výšek tón eových 
zvuk. Intonace tak vytváí uritou melodii ei a to jak na úrovni celých vt, tak jednotlivých 
mluvních takt, slov a slabik. Napíklad pro tázací vty je charakteristická siln stoupavá 
intonace smrem ke konci vty. Naopak pro zvolací vty je typická siln klesající intonace. 
Ryze individuální zvukovou charakteristikou eového projevu je pak zabarvení hlasu 
(timbre), které odráží momentální duševní rozpoložení mluvího, jeho vk, pohlaví, zdravotní 
stav, fyzickou kondici apod.       
  
 3.2 Osvojování jazyka 
 
     I ze struné a znan zjednodušující charakteristiky jazyka, která je uvedena v pedchozím 
oddíle, je zejmé, že se jedná o mnohaúrovový systém, který se na všech svých úrovních ídí 
souborem komplexních pravidel umožujících jako celek pevádt rzné mentální obsahy do 
lineárního sledu jazykových výraz. Je proto až s podivem, s jakou bravurou a lehkostí si 
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malé dti dokáží v asovém rozmezí nepekraujícím standardní dobu vysokoškolského studia 
úspšn osvojit pravidla tak komplikované „hry“, kterou je lidský jazyk, a to navíc ve vku, 
kdy by asi nikoho nenapadlo chtít po dítti, aby se nauilo hrát napíklad bridž – karetní hru 
s nesrovnateln jednoduššími pravidly než jsou ta, která jsou zapotebí ke zvládnutí jazyka. 
Dít se tedy dokáže relativn snadno a rychle nauit svj mateský jazyk, a to aniž by muselo 
tomuto úkolu vnovat njaké zvláštní úsilí nebo pozornost – jazyk se uí jen tak jakoby 
mimochodem, „za pochodu“, tedy zpsobem naprosto odlišným od toho, jak se dti ve škole 
uí napíklad zempis nebo djepis. Celé to pipomíná spíše zpsob, jakým se dít uí 
napíklad chodit -  uení se (mateskému) jazyku je tak tedy pedevším procesem intuitivního 
zvládání urité praktické dovednosti, ke které je lovk njak predisponován, a nikoli 
procesem uení se njaké explicitní teorii.  
 
3.2.1 Protosociální chování dítte, intuitivní rodiovství a „maminkovština“   
 
     Vrozené predispozice k osvojování jazyka lze u dítte pozorovat od prvních okamžik po 
jeho narození. Ty se pitom nijak neomezují pouze na ist eové aspekty komunikace, ale 
týkají se také obecnjších (proto)sociálních i (proto)komunikaních dovedností 
usnadujících navazování kontaktu a spouštní sociálních interakcí mezi díttem a dosplým, 
které tvoí rámec pro osvojování specificky lidského zpsobu eové komunikace.  
     Napíklad již nkolik hodin po svém narození dít dokáže bezdn napodobovat 
jednoduché faciální výrazy dosplého jako je otevení úst, vypláznutí jazyka nebo vyšpulení 
jazyka (Meltzoff, Moore, 1983), což již pedpokládá pomrn komplexní (tebaže nevdomé) 
mentální reprezentace a procesy, nebo aby novorozenec byl neho takového schopen, musí 
„vdt“, že to, co ped sebou vidí, odpovídá jeho vlastní tvái a že pozorované faciální výrazy 
mže na své vlastní tvái vytvoit vysláním „povel“ smrem ke svalm na své tvái. Vedle 
této imitaní schopnosti, která se týká výraz tváe druhých osob, novorozenec je také 
schopen prostednictvím vlastní faciální exprese komunikovat smrem ke svému okolí své 
základní emoní stavy jako je strach, nechu, pekvapení apod. Tento svj vnitní stav 
novorozenec dokáže diferencovan vyjadovat také prostednictvím svého pláe, na njž 
matka s dobrým vztahem k dítti dokáže správn (pestože nevdom a intuitivn) reagovat 
podle toho, zda novorozenec pláe napíklad kvli hladu, bolestem apod. Další vrozenou 
schopností, která usnaduje navazování kontaktu mezi díttem a peujícím dosplým, je 
tendence novorozenc preferovat mezi vizuálními podnty ty, které pipomínají základní 
konfiguraci lidského oblieje danou vzájemným postavením oí, nosu a úst. Zpoátku se 
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jedná spíše o preferenci uritých specifických svtelných kontrast, které oi, nos a ústa na 
tvái vytváejí. Avšak po zhruba šesti týdnech života jsou již dti schopné rozpoznat lidskou 
tvá jako takovou a odlišit ji od jiných vizuálních podnt vyznaujících se podobnou 
konfigurací svtelných kontrast jako lidský obliej. Zraková percepce novorozence je 
v tomto ohledu znan limitována nedostatenou schopností akomodace, takže novorozenec 
okolní svt vidí znan rozosten, bez drobnjších detail.          
     Jistá vrozená pedpipravenost k sociální interakci s malým díttem je dobe patrná rovnž 
na stran dosplých peujících osob. Papoušek a Papoušková (1987) v této souvislosti hovoí 
o tzv. intuitivním rodiovství, které zajišuje, že chování peující osoby je jemn vyladno a 
pizpsobeno možnostem a schopnostem novorozence, tak aby se toto mohlo stát souástí 
pimené sociální interakce. Toto specifické chování vi novorozenci je pitom 
charakteristické nejen pro matky, ale obecn pro všechny dosplé, kteí jsou s díttem 
v njakém druhu interakce; projevy intuitivního rodiovství lze nalézt dokonce již u 
šestiletých i osmiletých dtí (chlapc i dívek). Mezi typické projevy intuitivního rodiovství 
patí výraznjší faciální exprese, nápadnjší pohyby, které jsou souástí gestikulace, déle 
trvající pohledy do oí dítte, pibližování oblieje k dítti na vzdálenost zhruba 30 cm, což je 
vzdálenost, na kterou dít vidí v prvních týdnech svého života nejlépe atd.  
     Z hlediska osvojování jazyka je klíovým projevem intuitivního rodiovství specifický 
zpsob, jakým peující osoba na novorozence mluví. V této souvislosti se asto hovoí o tzv. 
„maminkovštin“ i ei zamené na dít (motherese, baby talk, child-directed speech), 
která se oproti bžné ei vyznauje adou prozodických i syntaktických zvláštností (Smolík, 
1999): Z hlediska prozódie je pro e zamenou na dít charakteristické zvýrazování 
intonace, tedy zvtšování rozdíl mezi nejnižšími a nejvyššími tóny eových zvuk, celkov 
vyšší posazení hlasu, pomalejší rytmus, delší pauzy a odmlky; z hlediska syntaktického se 
maminkovština vyznauje vtami s jednodušší gramatickou konstrukcí a s menším potem 
slov a astým stereotypním opakováním jazykových výraz (Cooper, Aslin, 1990). Bylo 
prokázáno, že novorozenci dávají ei s tmito specifickými prozodickými a syntaktickými 
charakteristikami pednost ped  bžnou eí, kterou mezi sebou komunikují dosplí (Cooper, 
Aslin, 1990). To naznauje, že maminkovština plní uritou adaptivní funkci. Ta se podle 
Fernaldové (1992) v prbhu vývoje dítte mní: Zatímco na samém poátku vývoje hlas 
matky pro dít funguje jako druh nepodmínného podntu, který v nm vyvolává libé pocity 
klidu a bezpeí, pozdji již dít dokáže z prozodických vzorc v ei matky vyíst dležité 
informace týkající se nkterých jejích intencí i emocí (jako je kárání, pochvala, zákaz, 
upoutání a fixace pozornosti dítte atp.), ale také informace o struktue jazyka umožující 
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napíklad rozlenit spojitý tok ei na jednotlivá slova nebo identifikovat syntaktické složky 
vty (jako je její podmtová a písudková ást).   
     Z hlediska osvojování jazykové kompetence je také dležité, že matka (i jiná dosplá 
peující osoba) má tendenci k novorozenci bhem sociální interakce a komunikace 
pistupovat jako k rovnocennému partnerovi, jehož píspvek je - v jistém slova smyslu - 
stejn hodnotný jako její vlastní píspvek, a to navzdory jeho znan omezeným výrazovým 
schopnostem. Tato rovnocennost se projevuje pedevším tím, že matka smrem k dítti 
nejdíve promluví a poté trpliv eká na njakou jeho reakci, potom si matka opt vezme 
slovo atd. Novorozenec si takto mže již ve velice útlém vku osvojit znalost jedné ze 
základních charakteristik lidské komunikace, která spoívá v pravidelném stídání projev 
jejích úastník. 
 
3.2.2 Fáze osvojování jazyka 
 
     Na základ dosavadních zjištní se zdá, lidé ve všech kulturách pi osvojování svého 
mateského jazyka procházejí zhruba stejnou posloupností fází jazykového vývoje 
(Langmeier, Krejíová, 1998; Sternberg, 2002; Altman, 2005): 
1) Pomineme-li kik a plá, kterým novorozenec dokáže pozorné matce „sdlit“ i nco málo o 
povaze píin zpsobujících jeho pocit diskomfortu, prvním krokem na cest od nemluvnte 
k mluvímu je tzv. broukání (cooing), které se u dítte objevuje nkdy kolem druhého 
msíce vku, tj. na prahu kojeneckého období. Broukání kojenc má povahu jakési 
vokalizaní hry s hlasovým aparátem, bhem které dít vytváí pestrou škálu zvuk a pi tom 
zkoumá, jaké hlásky dokáže vyprodukovat. Broukání všech dtí na svt je stejné, tzn. že 
nijak neodráží specifickou hláskovou strukturu mateského jazyka, kterému je kojenec ve 
svém rodinném prostedí vystaven; dokonce i neslyšící dti procházejí fází broukání. To tedy 
znamená, že kojenci jsou v tomto období schopni tvoit (a také vnímat, viz oddíl „3.2.3.2 
Senzitivita k hláskové struktue jazyka“) i nefonémické hlásky, tj. i ty hlásky, které nejsou 
souástí jejich (budoucího) mateského jazyka. 
2) Fáze broukání plynule pechází do fáze tzv. žvatlání (babbling). To se u dtí objevuje 
nkdy okolo pátého šestého msíce vku. V této fázi jazykového vývoje již mezi 
produkovanými zvuky pevažují (fonémické) hlásky, které jsou specifické pro jazykové 
prostedí, v nmž kojenec vyrstá. S tímto tsn koresponduje postupn se vytrácející 
univerzální schopnost kojence rozlišovat hlásky jakéhokoli jazyka – postupn se z nj stává 
ím dál tím vtší specialista na svj vlastní mateský jazyk (více viz oddíl „3.2.3.2 Senzitivita 
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k hláskové struktue jazyka“). Žvatlání kojenc pitom nekopíruje pouze hláskovou strukturu 
daného mateského jazyka, ale odráží také jeho typické intonaní vzorce. Díky tomu žvatlající 
kojenci asto budí dojem, že hovoí njakým svým vlastním jazykem (tzv. konverzaní 
žvatlání). 
3) Nkdy okolo prvního roku vku se u dtí objevují první slova. Existuje zde znaná 
variabilita v tom, kdy dít takové první slovo vysloví. Zatímco u jednoho dítte to mže být 
již v 10. msíci, u jiného dítte to mže být až ve 14. msíci vku. Ve stejné dob dti již  
vtšinou rozumjí i nkolika desítkám, v prmru asi stu rzných slov, tzn. že aktivní slovní 
zásoba dítte v tomto období znan zaostává za jeho pasivní slovní zásobou, což je 
skutenost, kterou lze celkem logicky oekávat vzhledem k tomu, že aktivní používání jazyka 
již pedpokládá uritou minimální úrove porozumní jazyku a že k jazykové produkci je – na 
rozdíl jazykové percepce - nezbytná jemná a precizní koordinace jednotlivých komponent 
eového aparátu. Období mezi 12. a 18. msícem života je z hlediska jazykového vývoje 
obdobím jednoslovných výpovdí, tzv. holofrází, které dti používají zejména ke sdlování 
svých poteb, tužeb, pání, a zámr. V mentálním slovníku dítte v tomto období a vlastn až 
do 3. roku vku zcela pevažují substantiva – názvy pedmt a osob, se kterými se dít asto 
setkává ve svém prostedí (lidé, hraky, jídlo, ásti tla, dopravní prostedky, zvíata, nástroje 
atp.). V dsledku nepomru mezi potem pojm, které znají, a potem slov v jejich 
mentálním slovníku se dti asto dopouštjí tzv. chyby pílišného rozšiování (overexstension 
error) významu slova, kdy jedno slovo používají k oznaení vtšího množství píbuzných 
pojm. Podle starších výzkum (Clark, 1973; Nelson, 1973) je tato chyba dsledkem toho, že 
dti v tomto vku používají k definici objekt píliš málo jejich vymezujících vlastností nebo 
že tyto definice vytváejí zejména na základ jejich kauzálního psobení i funkce, kterou 
plní. Takto mže dít napíklad oznait tyi rzná zvíata - psa, koku, keka a more - 
pomocí jednoho slova pes proto, že všechna  chodí po tyech, nebo proto, že všechna plní 
podobnou funkci domácího mazlíka. Novjší výzkumy (Clark, 1980) však ukazují, že dti si 
jsou správného významu slov dobe vdomy, nebo dostanou-li za úkol vybrat z obrázk ty 
výše jmenovaných zvíat psa, potom neomyln šáhnou po obrázku se psem. Tzn. že dti se 
chyby pílišného rozšiování významu slov nemusí dopouštt ist jenom z dvodu jejich 
pedpojmového myšlení (operujícího s pseudopojmy založenými spíše na vedlejších a 
nepodstatných charakteristikách objekt), ale také z prostého dvodu snahy dtí pekonat 
prozatímn existující propast mezi potem pojm, o kterých by chtli hovoit, a potem slov, 
která k tomu mají k dispozici.  
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4) V 18. msíci vku aktivní slovní zásoba dítte zahrnuje pouze 3-100 slov. Nkdy mezi 18. 
a 24. msícem vku však dochází k prudkému zvýšení rychlosti nárstu slovní zásoby, kdy si 
dít dokáže osvojit i nkolik slov denn, takže zatímco v 18 msících dít aktivn ovládalo 
pouze 3 až 100 slov, ve 2 letech to již mže být 200 až 300 slov a ve 3 letech již okolo 1000 
slov.1 V této souvislosti se asto hovoí pímo o jazykové nebo slovníkové explozi i 
výtrysku (naming explosion, vocabulary burst, vocabulary spurt). Píina tohoto prudkého 
nárstu slovní zásoby se vtšinou pipisuje kvalitativní zmn v myšlení dítte, které práv 
v tomto období, tj. okolo 2. roku vku, pechází – eeno v terminologii Piagetovy teorie 
kognitivního vývoje - z fáze senzomotorické inteligence do stadia symbolického myšlení, kdy  
si dít zaíná uvdomovat, že jedna vc mže zastupovat/oznaovat/reprezentovat vc jinou. 
Dít v tomto vku tak zaíná skuten rozumt symbolické povaze slov a uvdomovat si, že 
každá vc má své jméno: Svt se dtem promuje v jedno velké muzeum plné nejrznjších 
exponát, k nimž je poteba - za pomoci rodi a dalšího ochotného „personálu“ - pipojit 
popisky s tmi správnými názvy. Vedle zrychleného nárstu aktivní slovní zásoby se mezi 18. 
a 24. msícem vku objevuje druhý významný vývojový krok – dti v tomto období zaínají 
poprvé kombinovat slova a vytváet dvoj- až trojslovní výpovdi, které se svou jednoduchou 
gramatikou (bez gramatických i funkních morfém, tj. bez pedložek, bez len, bez 
patiných pádových koncovek…) podobají spíše strohým telegrafickým sdlením než 
plnohodnotné lidské konverzaci. Proto se také toto stadium jazykového vývoje oznauje jako 
období telegrafické ei. Pomrn rychle si však dti osvojují základní pravidla gramatiky 
daného jazyka, takže již nkdy okolo tvrtého pátého roku vku dokáže vtšina dtí  bžn  
produkovat vty i se složitjší gramatickou konstrukcí  a 10 let staré dti pak již hovoí 
jazykem, jehož gramatická struktura je v zásad totožná s tou, kterou mžeme pozorovat 
v jazykovém chování dosplých. V následujícím oddíle je podrobnji popsán vývoj nkterých 





                                                 
1 Tento dramatický nárst slovní zásoby trvá zhruba až do 15. roku vku, kdy je další pírstek jen pozvolný a  
navíc znan závislý na podntnosti prostedí, ve kterém se lovk pohybuje - zatímco u lovka se základním 
vzdláním bude mít slovní zásoba tendenci  spíše stagnovat, u lovka, který nastoupí dráhu stedoškolského 
nebo vysokoškolského studia , se jeho slovník mže i nadále obohacovat o nové výrazy, ovšem již ne v takovém 
tempu, v jakém docházelo k osvojování nových slov v prvních 15 letech života.     
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3.2.3 Vývoj nkterých vybraných kognitivních proces spojených s osvojováním jazyka1 
 
3.2.3.1 Senzitivita k prozodické struktue jazyka 
 
     	ada výzkum provádných s dtmi mladšími jednoho roku naznauje, že prvním 
aspektem ei, který jsou novorozenci schopni vnímat, je její prozodická struktura.2 Mehler a 
kol. (1988) takto prokázali, že již v prvních dnech po porodu novorozenci preferují svj 
mateský jazyk ped cizím jazykem, tzn. že novorozenci již v této dob musí být vybaveni 
njakým mentálním mechanismem, který jim umožuje rozlišovat mezi mateským a jiným, 
ne-mateským jazykem. Odfiltrováním vyšších tón, které posluchai znemožuje 
identifikovat jednotlivé hlásky, pitom ale zachovává intonaní linii eového projevu, pak 
Mehler a kol. prokázali, že mechanismus, který novorozencm umožuje rozlišovat mezi 
mateským a cizím jazykem pracuje s prozodickou a nikoli hláskovou strukturou jazyka.   
      Pitom se ukazuje, že dti získávají citlivost vi prozodickým charakteristikám svého 
mateského jazyka již v dob, kdy se ješt nacházejí v matin dloze, kde plod mže slyšet 
(zhruba od 25. týdne thotenství) nejrznjší zvuky. Ty mohou mít svj zdroj jak uvnit, tak i 
vn matina organismu. Asi nejdominantnjším zvukovým podntem bude vedle tlukotu 
matina srdce její hlas. Vzhledem k tomu, že plod je od vnjšího prostedí izolován mnoha 
vrstvami orgán a tkání, doléhají k jeho uším pouze zvuky, které jsou zbavené svých 
vysokofrekvenních složek, což mže vysvtlovat, pro se z mateského jazyka dít jako 
první nauí rozlišovat jeho prozodické a nikoli hláskové charakteristiky – jiné než prozodické 
aspekty jazyka se zkrátka nemá možnost nauit. Prenatální uení se prozodické struktue 
jazyka prokázali ve svém výzkumu DeCasper a Spence (1986), v nmž thotné ženy v 
prbhu nkolika posledních týdn svého thotenství nahlas pedítaly svým dtem úryvky z 
njaké povídky; nkolik dní po porodu se pak za pomoci techniky nenutritivního sání 
                                                 
1 Obsah i struktura tohoto oddílu vycházejí pedevším z pehledových studiích Filipa Smolíka (2006) a Gerryho 
Altmanna (2001).    
2 Vzhledem k tomu, že malé dti disponují pouze omezenými výrazovými, motorickými, volními a dalšími 
schopnostmi, musí se ke zkoumání jejich kognitivních schopností spojených s eovou percepcí využívat rzné 
nepímé metody (napíklad technika nenutritivního sání, poslechové preference i podmínného zrakového 
vyhledávání). Ty jsou vtšinou založeny na tendenci malých dtí preferovat nové, nebo naopak staré a dobe 
známé podnty. V pípad, že dít njakou takovou preferenci vi urité tíd podnt (svým nonverbálním 
chováním) vykazuje, pak se to bere jako dkaz, že dít disponuje njakým mentálním mechanismem, který mu 
umožuje mezi danými podnty rozlišovat, a že je tedy vi nkterým jejich aspektm senzitivní. Výzkumné 
techniky založené na preferenci nového využívají principu habituace, kdy se dít  systematicky uí nereagovat 
na opakovan prezentovaný podnt: Dítti je nejdíve (v tzv. familiarizaní fázi experimentu) opakovan 
prezentován uritý podnt a to do chvíle, kdy se o nj dít pestane zajímat; poté se prezentuje nový podnt; 
když dít dál nejeví zájem, lze na základ toho usuzovat, že nový podnt dít vnímá jako starý podnt, resp. že 
mezi novým a starým podntem neiní žádného rozdílu; naopak v pípad, že nový podnt pozornost dítte 
upoutá, lze pedpokládat, že dít mezi obma podnty rozlišovat dokáže (Smolík, 2006).   
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zjišovaly zvukové a hlasové preference novorozenc; zjistilo se, že 1) novorozenci dávají 
pednost pedítání od své matky ped pedítáním stejného textu od cizí ženy, tedy že 
novorozenci preferují hlas své matky ped cizím ženským hlasem a 2) že novorozenci dávají 
pednost tm ástem povídky, které mli možnost slyšet ješt v dloze, ped tmi úryvky, 
které takto možnost slyšet nemli   
 
3.2.3.2 Senzitivita k hláskové struktue jazyka 
 
     Novorozenci nevykazují senzitivitu pouze k prozodické struktue jazyka. Velice brzy jsou 
také schopni rozlišovat mezi jednotlivými zvuky jazyka – fonémy. Tuto senzitivitu vi 
rozdílm mezi hláskami u dtí jako první prokázali Eimase a kol. (1971), v jejichž výzkumu 
jedno- a tymsíní dti dokázaly rozlišovat mezi hláskami /p/ a /b/, které se liší pouze svou 
znlostí.  
     Ten samý výzkum také prokázal, že dti rozlišují hlásky stejným zpsobem jako dosplí, 
tzn. že fonémy vnímají kategoriáln (Liberman a kol., 1957): Pestože akustické 
charakteristiky jednotlivých hlásek plynule pecházejí jedna v druhou, poslucha toto 
kontinuum vnímá tak, jako by mezi jednotlivými hláskami byly ostré pechody i hranice, na 
jejichž dvou stranách se nacházejí dv rzné kategorie hlásek. Rozdíly mezi zvuky v rámci 
jedné kategorie pitom mohou být vtší než mezi dvma zvuky na opaných stranách 
kategoriální hranice. Tzn. že lidé na jedné stran ignorují odlišnosti v akustických 
charakteristikách dvou zvuk, jestliže se tyto nacházejí v rámci stejné hláskové kategorie, a na 
stran druhé jsou citliví i k tm nejmenším rozdílm mezi dvma zvuky, jestliže je tento 
rozdíl umísuje na opané strany hranice mezi dvma hláskovými kategoriemi. Pro 
posluchae tak v njakém jazykovém vstupu bude existovat pouze /p/, nebo /b/ a nic mezi 
tím.  
     Fungování mentálního mechanismu zodpovdného za kategoriální percepci foném si lze 
celkem dobe pedstavit s pomocí grafu stavového prostoru rekurentní sít, jejíž úloha spoívá 
v klasifikaci vstupních podnt do nkolika rzných kategorií (viz obrázek 144 na stran 
249): Specifickým nastavením váhové matice a prahových hodnot jednotlivých uzl sít 
získává její stavový prostor - tvoený souborem atraktor a jejich basins of attraction – uritý 
specifický „výškový profil“, který rekurentní síti na jedné stran umožuje klasifikovat dva 
podnty, které si jsou ve vstupní vrstv velice podobné, do dvou rzných kategorií, a na stran 
druhé vnímat dva podnty, které jsou ve vstupní vrstv kódované jako rozdílné a sob 
nepodobné, jako píklady jedné a té samé kategorie.  
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     Eimase a kol. tedy prokázali, že již v prvních msících svého života dti dokáží 
v jazykovém vstupu rozpoznávat základní stavební prvky jazyka. Tato skutenost byla svého 
asu považována za doklad toho, že lovk se již rodí s vrozenou schopností vnímat 
specifické charakteristiky jazyka, tedy že již pi narození je vybaven uritými 
specializovanými detektory foném. Pozdji se však ukázalo, že kategorická percepce se nijak 
neomezuje pouze na lovka, ale že ji jsou schopni i jiné živoišné druhy (Kuhl, Miller, 
1975), a že se ani neomezuje pouze na eovou doménu, ale že ji lze pozorovat také napíklad 
pi vnímání barev nebo emoních výraz ve tvái (Jusczyk, 1997).      
     Dsledkem kategorické percepce foném je to, že lidé na jedné stran dokáží velice dobe 
diferencovat mezi zvuky, které spadají pod rzné fonémy jejich jazyka, na stran druhé však 
jen velice obtížn rozlišují ty zvuky, které v jejich jazyce odpovídají stejnému fonému. 
Vzhledem k tomu, že každý jazyk vytyuje hranice fonetických kategorií v kontinuu eových 
zvuk trochu odlišným zpsobem, je pro lidi asto velice obtížné rozlišit ty eové zvuky 
cizího jazyka, mezi nimiž je v tomto cizím jazyce rozdíl fonémický zatímco v mateském 
jazyce je tento rozdíl pouze alofonní. Zde již jednou uvádným píkladem jsou hlásky /r/ a /l/, 
které Amerian vnímá jako dva odlišné fonémy, zatímco pro rodilého Japonce zvuky 
odpovídající tmto dvma hláskám spadají do jedné zvukové kategorie. Na rozdíl od 
dosplých dti do uritého vku dokáží dobe rozlišovat mezi zvuky odpovídajícími 
rozdílným fonémm jakéhokoli jazyka, tedy nejen toho mateského. Tzn. že dti jsou schopné 
v jazykovém vstupu vnímat i ty fonetické kategorie, vi kterým jsou jiní než rodilí mluví 
daného jazyka „hluší“. V prbhu prvního roku života se však dti postupn specializují na 
diskriminaci foném svého mateského jazyka, takže nkdy okolo 10. msíce vku svou 
pvodní univerzální diskriminaní schopnost ztrácejí a zaínají být schopné rozlišovat pouze 
ty fonetické kategorie, které jsou relevantní z hlediska rozlišování významu v jejich vlastním 
mateském jazyce. Jako píklad zde mžeme uvést schopnost sedmimsíních dtí z anglicky 
mluvících rodin rozlišovat mezi fonémy, které se používají pouze v hindštin; 
jedenáctimsíní dti z anglofonního prostedí již neho takového schopné nejsou (Werker, 
Tess, 1984).  
 
3.2.3.3 Segmentace spojitého toku ei    
 
     Aby se dít vbec mohlo zaít uit slova a osvojovat si na nich definovaná gramatická 
pravidla (v podob jejich slovosledu a tvarosloví), musí být nejdíve schopné jednotlivá slova 
vylenit z toku zvukových podnt, které tvoí lidskou e, což není nijak jednoduchý úkol, 
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nebo v mluveném jazyce se na rozdíl od psaného textu nevyskytují žádné mezery nebo 
árky, kterých by bylo možné se „chytit“ pi stanovování hranic mezi jednotlivými slovy.  
	e  fakticky tvoí jeden souvislý proud zvuku a   
 
jenomdíkytréninkukteréhosenámdostalovprvnímrocenašehoživotasenámzdážeposlouchámepos
loupnostjasnodsebeodlišitelnýchslov   
 
Pro dít, které tímto tréninkem ješt neprošlo, se však e jeví taková, jaká ve skutenost je, 
tedy jako jeden souvislý proud zvukových podnt. Situaci novorozence tak lze celkem dobe 
pipodobnit k situaci kryptoanalytika, který sedí ped zašifrovaným textem a snaží se ve 
zdánliv zcela náhodné posloupnosti písmen najít njakou skrytou pravidelnost, kterou by 
bylo možné využít k peklopení šifrového textu v  text otevený. Simon Singh (2003, s. 75) 
takto luštní šifer pirovnává ke slézání strmé a (zdánliv) dokonale hladké stny, ve které se 
kryptoanalytik pokouší nalézt njakou škvíru i trhlinku, která by mu mohla posloužit jako 
opora pi jejím slézání, což je pirovnání, které celkem dobe „sedí“ také na situaci malého 
dítte pokoušejícího se lokalizovat hranice jednotlivých slov v souvislém toku ei - také ono 
se musí pokoušet najít ve zdánliv zcela náhodné posloupnosti eových zvuk (hladké stn) 
jisté zákonitosti (škvíry a trhliny), které by mu mohly pomoci v identifikaci jednotlivých slov.    
     Vedle rozpoznání obecného šifrovacího algoritmu je hlavním kryptoanalytikovým 
problémem astronomicky vysoký poet možných klí, které lze s pomocí takového 
šifrovacího algoritmu vygenerovat. Jako píklad zde lze uvést pomrn jednoduchou 
monoalfabetickou substituní šifru, pi níž se každé písmeno oteveného textu napsaného 
v otevené abeced nahradí jiným písmenem šifrové abecedy, ímž vznikne šifrový text, který 
dokáže peíst, tj. pevést zpt do oteveného textu, pouze ten, kdo má k dispozici šifrovou 
abecedu. Známým píkladem monoalfabetické substituní šifry je Ceasarova posunová šifra, 
která spoívá v nahrazování každého písmene otevené zprávy písmenem nacházejícím se 
v abeced o ti pozice dále, tzn. že v pípad Ceasarovy šifry jsou otevená a šifrová abeceda 
vi sob posunuté o ti pozice. Posunutí otevené a šifrové abecedy však mže být libovolné, 
tzn. že možných klí existuje (pi použití eské abecedy s 32 znaky) zhruba 260 000 000 000 
000 000 000 000 000 000 000 000 (32!). Hledání toho správného klíe je pak doslova 
hledáním jehly v kupce sena. Jedním ze základních kryptoanalytických nástroj, který 
kryptoanalytikovi umožuje znan zredukovat uvažovanou množinu možných klí, je 
frekvenní analýza. Tento nástroj využívá k luštní šifer jistou elementární statistickou 
zákonitost týkající se etnosti výskytu jednotlivých hlásek (nebo písmen) v daném jazyce – ty 
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se totiž nevyskytují stejn asto (napíklad v eském jazyce se zcela jist v psaných textech 
objevuje písmeno k mnohem astji než písmeno x nebo q): Víme-li, v jakém jazyce je 
zakódovaná zpráva napsaná, potom staí na dostaten reprezentativním vzorku text spoítat 
relativní etnosti jednotlivých písmen a to samé potom provést s písmeny obsaženými 
v šifrovém textu. Poté se jednoduše spárují písmena z otevené a šifrové abecedy podle jejich 
relativního poadí - první nejastjší písmeno z otevené abecedy s prvním nejastjším 
písmenem ze šifrové abecedy atd. V kombinaci se znalostí kontextu a jen s trochou logického 
uvažování se pak lze již celkem snadno dobrat oteveného textu.      
     Nyní je otázka, zda také malé dti dokáží využívat podobných statistických zákonitostí 
obsažených v jazykovém vstupu k segmentaci spojitého toku ei na jednotlivá slova. 
Souasné výzkumy naznaují, že to dokážou. Saffran, Aslin a Newport (1996) takto ve svém 
výzkumu prokázaly, že osmimsíní dti jsou schopné se bhem pouze zhruba dvouminutové 
expozici umlému jazyku sestávajícímu z posloupnosti nesmyslných slabik (nap. 
bidakupado…)  nauit rozeznávat umlá „slova“ - sestávající z kombinace tí slabik, které se 
v proudu umlé ei vyskytovaly vždy pohromad a ve stejném poadí - od „ne-slov“ – 
skládajících se rovnž ze tí slabik, které se ovšem v umlé ei nenacházely vždy vedle sebe 
a ve stejném poadí. Tzn. že dti ve vku 8 msíc musí disponovat njakým mentálním 
mechanismem, který jim umožuje snadno a rychle analyzovat jednoduché statistické 
zákonitostí v jazykovém vstupu a používat získané informace jako druh fonotaktického 
vodítka i nápovdi (cue) k segmentaci spojitého toku ei na jednotlivá slova. Toto zjištní je 
dležité zejména v souvislosti s probíhající diskusí na téma povahy vrozených pedpoklad 
k osvojení jazyka (viz oddíl „3.2.4.1 Nativismus vs. empirismus“).   
     Dalším dokladem toho, že dti jsou schopné detekovat elementární statistické zákonitosti 
výskytu jednotlivých hlásek ve svém mateském jazyce a využívat je k segmentaci ei, je 
výzkum Mattyse, Jusczyka a kolektivu autor (1999), kteí zkoumali, zda devítimsíní dti 
(anglicky mluvících rodi) dokáží diferencovat mezi dvma rznými typy hláskových dvojic 
– totiž mezi tmi dvojicemi hlásek, které se v anglickém jazyce pohromad vyskytují tém 
výhradn uvnit jednoho slova, ale tém nikdy na hranici dvou rzných slov, a tmi 
dvojicemi hlásek, u kterých platí pesný opak. K tomu, aby mohli na tuto otázku odpovdt, 
využili výsledk dívjších výzkum, které ukázaly, že malé dti vyrstající v anglofonním 
prostedí preferují „slova“ s pízvukem na první slabice, resp. že k segmentaci spojitého toku 
ei využívají (také) prozodického vodítka v podob umístní pízvuku, který se v anglitin 
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vtšinou (v eštin vždy) vyskytuje na první slabice slova.1 Mattys, Jusczyk a kol. vytvoili 
umlá slova, která uprosted obsahovala jeden ze dvou možných typ hláskových dvojic. Poté 
tato slova dtem prezentovali s rzn umístným pízvukem (na první, nebo na druhé slabice). 
Zjistili, že dti preferovali ta slova, u kterých fonotaktické a prozodické vodítko nebylo 
v konfliktu. Takže napíklad v pípad pízvuku na druhé slabice dti dávaly pednost slovm 
s tou hláskovou dvojicí, která se v anglickém jazyce vyskytuje astji na hranicích dvou slov 
než uvnit jednoho slova (a vice versa). 
     Závrem mžeme tedy konstatovat, že podle všech dosavadních výzkum dti 
k segmentaci spojitého toku ei na jednotlivá slova využívají jak fonotaktických tak i 
prozodických vodítek. Tzn. že již nkdy od zaátku druhé poloviny prvního roku života dti 
musí ve svém mozku disponovat njakým druhem statistického procesoru (statistical learning 
device), který jim umožuje tžit z toho, že ani pízvuk ani jednotlivé hlásky se v eovém 
vstupu nevyskytují zcela náhodn, ale že se jejich výskyt ídí uritými pravidly i 
zákonitostmi, která vytváejí hláskovou a prozodickou strukturu jejich mateského jazyka.2  
 
3.2.3.4 Uení se významm slov 
 
     Jak již zde bylo uvedeno, hlavní funkce jazyka spoívá v penášení mentálních obsah 
z jedné mysli do druhé. Tento penos se dje primárn prostednictvím smyslov 
zaznamentatelných slov, jejichž významem jsou jednotlivé mentální obsahy, ke kterým 
odkazují. Aby se dít mohlo stát plnohodnotným lenem své jazykové komunity, musí se 
nauit, jakým zpsobem jsou v daném jazyce k sob piazovány jednotlivá slova a jim 
odpovídající mentálním obsahy, resp. pedmty a události, jichž jsou mentální obsahy pouhou 
vnitní reprezentací. Nauit se významy slov tak pedstavuje jeden ze základních vývojových 
krok na cest od nemluvnte k pln kompetentnímu mluvímu.  
     Osvojování významu slova ve své podstat probíhá na základ docela jednoduché asociace 
mezi uritým pedmtem (i událostí) a zvukem, kterým se k tomuto pedmtu v dané 
jazykové komunit odkazuje. Jakkoli se mže takový proces asociování zdát jednoduchým a 
pímoarým ešením otázky, jak si dít osvojuje významy slov, jsou s ním spojeny jisté 
nezanedbatelné obtíže. Hlavní problém je v tom, že ne vždy je patrné, který zvuk piadit ke 
                                                 
1 V 7,5 msících (nikoli ale v 6 msících) dti dokázaly v proudu ei rozeznat pedem prezentovaná 
jednoslabiná slova (Jusczyk, Aslin, 1995); pi prezentaci dvojslabiných slov pak dokázaly rozeznat pouze ta 
slova, která mla pízvuk na první slabice (Newsome, Juszyk, 1995).                      
2 Vzhledem k asné senzitivit novorozenc vi prozodické struktue jejich mateského jazyka (který dokáží 
bezpen odlišit od cizích jazyk, které nemli možnost slyšet v matin dloze), je vysoce pravdpodobné, že 
njaký takový statistický procesor je u dítte v innosti již njakou dobu ped porodem. 
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kterému pedmtu. V každém okamžiku se totiž dít nachází v prostedí, které je na jedné 
stran plné nejrznjších (eových) zvuk a na stran druhé zahrnuje také spoustu pedmt 
a událostí, ke kterým by práv vyené slovo mohlo odkazovat. Dít tak pi osvojování 
významu slov stojí ped velice obtížným problémem, jak zjistit, který z tch myriády zvuk 
odpovídá kterému z tch nespoetných objekt a událostí, které se kolem nj práv nacházejí 
nebo odehrávají. Takto napíklad njaká dosplá osoba mže íct malému dítti Podívej, 
pejsek honí koiku. Pestože se dít mže díky nkterým svým znalostem (mže napíklad již 
znát význam slova koika a díky urité rudimentární znalosti gramatiky mže také vdt, že 
slovo pejsek je substantivum, tedy že odkazuje k njaké vci a nikoli k dji) dovtípit, že zvuky 
odpovídající slovu pejsek se vztahují k té velké chlupaté a štkající vci, co se žene za tím, o 
em ví, že se tomu íká koika, musí dít ješt urit, zda se slovo pejsek vztahuje na tohoto 
konkrétního psa, na psy i zvíata obecn, na jeho barvu i tvar, nebo na njakou jeho dílí 
ást, napíklad na ocásek nebo na ucho. Možností je tedy bezpoet a dít mezi nimi musí 
vybrat tu správnou. (Post)analytický filozof Willard Van Orman Quine (1960) v této 
souvisloti hovoí o tzv. nevymezitelnosti reference.1   
     Podobn jako kryptoanalytik využívá k redukci obrovského potu možných klí 
statistických zákonitostí v distribuci jednotlivých hlásek daného jazyka, tak podle nkterých 
psycholingvist také dít ve své snaze nauit se významm slov vychází z uritých 
specifických pedpoklad, které mu umožují znan omezit poet objekt a událostí, ke 
kterým by zaslechnuté slovo mohlo odkazovat. Podle výsledk ady výzkum dti napíklad 
pedpokládají, že 
• substantiva odkazují spíše k celým objektm než k jejich ástem nebo k materiálm, 
ze kterých se skládají (Markman, Hutchinson, 1984);  
• substantiva oznaují objekty mající stejný nebo podobný tvar (Landau, Jones, Smith, 
1992; Imai, Gentner, Uchida, 1994) 
                                                 
1 Prostednictvím myšlenkového experimentu „radikálního pekladatele“ (který pekládá njaký naprosto 
neznámý a doposud ješt nepeložený jazyk) Quine (1960) dokládá, že „to, co radikální pekladatel primárn 
identifikuje, když se v terénu dobírá význam slov… neznámého jazyka, není to, jak jsou slova tohoto jazyka 
spojena s vcmi, ale jakým zpsobem a za jakých okolností jsou užívány vty tohoto jazyka. Ukazuje, že cesta 
od tchto empirických dat k pekladové píruce… není daty jednoznan urena a je ji tedy možné provést 
rznými zpsoby… Tomu Quine íká neuritost pekladu. Podobn, chceme-li výrazy domorodého jazyka chápat 
jako jména njakých jednoznan daných vcí  (tak jak to chce… selský rozum), máme opt jistou volnost, jak 
takovou rekonstrukci provést – jak jednoznan daný vztah celku jazyka k celku svta rozdistribuovat do vztah 
mezi njakými atomy…, které nejsou absolutními stavebními kameny svta, ale ástmi, na které svt 
rozparcelováváme, abychom uinili zadost naší poteb vidt slova jako spoívající na vcech.“ (Peregrin, 1998, 
s. 20-21)     
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• substantiva oznaují spíše pedmty, které patí do stejné tídy objekt, než pedmty, 
které k sob patí na základ njakého vzájemného vztahu (Markman, Hutchinson, 
1984) 
• každý objekt mže být oznaen pouze jedním substantivem (Markman, Wachtel, 
1988). 
• Vedle tchto pedpoklad hraje dležitou roli pi osvojování význam slov také uritá 
rudimentární znalost gramatiky, resp. syntaxe, která rovnž mže napomoci zúžit 
uvažovaný význam nového slova, nebo v rzných syntaktických kontextech se 
mohou asto vyskytovat slova pouze s uritou omezenou skupinou význam i 
významových odstín; syntaktický kontext takto mže dítti napíklad napovdt, že 
nové slovo bude spíše substantivum než sloveso, že pjde o ne/tranzitivní sloveso 
nebo o poitatelné, resp. hromadné podstatné jméno atp. (Gleitman, 1990).  
     Podle Smithe (1999) jsou výše uvedené pedpoklady spíše než vdími principy 
lexikálního vývoje pouze vedlejším dsledkem obecných princip asocianího uení, kdy se 
na základ opakovaného a pravidelného spojování jednoho podntu s druhým vytváí 
asocianí spoj, takže dít má pak tendenci v pítomnosti prvního podntu oekávat také druhý 
podnt. Napíklad tendence pedpokládat, že substantiva oznaují objekty se stejným nebo 
podobným tvarem, mže vzniknout díky opakovanému a pravidelnému asociování 
substantivní syntaktické formy se statistickými zákonitostmi („rodinnými podobnostmi“) 
definujícími lenství objektu v kategorii pojmenovávané pomocí daného substantiva. A 
vzhledem k tomu, že vtšina prvních slov, kterým se dti uí, odkazuje ke kategoriím objekt 
majících podobný tvar, má jednoduché asocianího uení automaticky a zákonit za následek 
apriorní pedpoklad, že substantiva odkazují k objektm se stejným nebo podobným tvarem. 
Krom princip asocianího uení svou roli mohou hrát také obecné principy zrakového 
vnímání. Napíklad celek je vtšinou výraznjší a nápadnjší než ásti, ze kterých se skládá, 
takže celek pak zákonit pitahuje vtší pozornost než jeho ásti. Tato obecná zákonitost 
mže vysvtlovat, pro mají dti sklon pedpokládat, že substantiva oznaují spíše celé 
objekty než jejich ásti.  
     Ponkud odlišný pístup k ešení otázky, jak si dti osvojují významy slov, nabízí teorie, 
které mají svj základ v principech konekcionistického modelování kognitivních proces. 
Tyto teorie chápou znalost významu slova jako znalost jazykových a mimojazykových 
kontext, ve kterých se dané slovo vyskytuje a používá, což odpovídá pojetí významu, které 
mžeme nalézt také napíklad u pozdního Wittgensteina (1993), pro kterého význam slova 
není njakou konkrétní entitou, ale spíše uritým ohodnocením použitelnosti tohoto slova 
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v rámci njaké jazykové hry (tento pohled na podstatu významu je charakteristický pro 
vtšinu pedstavitel tzv. postanalytické filozofie; viz také poznámka pod arou na stran 303; 
více viz Peregrin, 1998). Ve své práci z roku 1990 Jeffrey Elman ukázal, že i pomrn 
jednouchá umlá neuronová sí dokáže na základ statistické analýzy výskytu jednotlivých 
slov v jazykovém kontextu (tvoeném dalšími slovy ve vtách zjednodušené verze anglického 
jazyka) identifikovat rzné sémantické kategorie (typu živé bytosti vs. neživé objekty, jedlé 
vs. nejedlé pedmty, lidské bytosti vs. živoichové apod.). To, že je nco takového možné, je 
dáno tím, že jednotlivá slova se v toku ei nevyskytují zcela náhodn, ale že slova 
s podobným významem mají tendenci se vyskytovat v podobných (jazykových) kontextech, 
tedy v sousedství podobných slov. Neuronová sí pak tuto nenáhodnost v eovém vstupu 
dokáže objevit, zakódovat do vážených spoj, resp. do míry aktivace uzl ve skryté vrstv, a 
využít ji ke splnní své úlohy (která spoívá v predikci každého dalšího následujícího slova 
v eovém vstupu). Zatímco Elman svj model vytvoil pedevším za úelem simulace 
osvojování nkterých gramatických kategorií (které lze v eovém vstupu objevit na základ 
stejného principu jako sémantické kategorie), Burgess a Lund (1997) svj výpoetní model 
vytvoili s cílem modelovat pouze osvojování významu slov. Podobn jako Elmanovi se jim 
podailo prokázat, že na základ statistické analýzy spoluvýskytu jednotlivých slov ve vtách 
lze v jazyce objevit rzné dimenze podobnosti, podél kterých jsou rozložena slova spadající 
do stejné sémantické kategorie.  
 
3.2.3.5 Osvojování gramatických pravidel 
 
     Dalším významným krokem v jazykovém vývoji dítte je osvojení gramatiky – souboru 
konvenních pravidel, která specifikují, jakým zpsobem je v daném jazyce možné vytváet 
smysluplné výpovdi prostednictvím kombinace (syntaxe i slovosledu) a flexe (skloování 
a asování) jednotlivých slov. Napíklad v anglickém jazyce platí syntaktické pravidlo, že 
vtný len nacházející se ped slovesem odpovídá osob i pedmtu, který je aktivním 
aktérem innosti popisované slovesem, a že vtný len stojící za slovesem odpovídá osob 
nebo pedmtu, který je naopak trpným objektem slovesem popisované innosti. Jinými 
slovy, v anglickém jazyce platí pravidlo, že gramatická kategorie subjektu (podmtu) se 
nachází ped slovesem a gramatická kategorie objektu (pedmtu) za slovesem. Jednoduchou 
zmnou slovosledu tak lze v anglitin pomrn zásadn zmnit význam njakého sdlení. 
Takto by napíklad eský (a anglicky hovoící) fanoušek ledního hokeje zcela jist potvrdil, 
že je velký rozdíl mezi vtou The Czech ice hockey players defeated the ice hockey team of 
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Canada a vtou The ice hockey team of Canada defeated the Czech ice hockey players - 
zatímco v prvním pípad má vta za následek vlnu euforie a bujaré oslavy, v druhém pípad 
vta spouští kaskádu negativních emocí a spoleensky nežádoucího chování frustrovaných 
jedinc. V eštin jakožto flektivním jazyce s bohatou morfologií jsou gramatické kategorie 
(pedmt, podmt, písudek…) vyjadovány nejen prostednictvím jejich slovosledu (který je 
v eštin pomrn volný), ale také prostednictvím tvarosloví. Díky tomu lze v eštin ve 
vtšin pípad snadno poznat, kdo udlal co a komu (tj. kdo je subjektem a kdo objektem 
popisované innosti) i navzdory jejímu znan volnému slovosledu. Napíklad ve vtách Pes 
honí koku a Koku honí pes, které se ob skládají ze stejných slov, ale v zrcadlov 
pevráceném slovosledu, lze s pomocí pádových koncovek bezpen urit, že to je pes, kdo 
honí koku, a nikoli koka, která honí psa; naproti tomu v anglitin by takové pevrácení 
slovosledu mlo za následek také prohození rolí pronásledovatele a pronásledovaného (The 
dog chases the cat vs. The cat chases the dog).       
    Dít, které se snaží nauit gramatice svého mateského jazyka, musí být schopné vyešit 
dva základní typy problém: 1) První problém spoívá v tom, že dít si musí osvojit znalost 
základních jazykových kategorií typu slovních druh (substantiva, slovesa… ) nebo vtných 
len (podmt, pedmt, predikát…). 2) Druhým velkým problémem je pak osvojení si 
gramatických pravidel, která jsou definována na výše zmínných gramatických kategoriích 
(viz oddíl „3.1.4 Syntaktický systém jazyka„). Dít tak musí vyešit problém, který je variací 
na téma Co bylo dív, slepice nebo vejce? Stejn jako v pípad slepice a vejce existence 
jednoho pedpokládá existenci toho druhého, tak i v pípad gramatických pravidel a kategorií 
znalost jednoho pedpokládá znalost toho druhého: Když dít nezná gramatické kategorie 
jednotlivých slov, nemže se pokusit z dostupných píklad odvodit gramatická pravidla, 
která jsou na nich definována; a když dít nezná gramatická pravidla, potom nemže využít 
existujících syntakticko-morfologických zákonitostí v eovém vstupu k vyvození 
gramatických kategorií jednotlivých slov (tzv. problém nauitelnosti, learnability problem). 
Podle Altmana (2001) v souasné dob existují v zásad ti možné pístupy k ešení tohoto 
problému, z nichž jeden si bere na pomoc vrozené znalosti nkterých gramatických jev, 
druhý interakci mezi zpracováváním jazykového vstupu a vnímáním kauzální struktury 
popisovaných událostí a tetí pak statistické zákonitosti ve výskytu jednotlivých slov 





3.2.3.5.1 Sémantický bootstrapping 
 
     Píkladem prvního ešení je Pinkerv sémantický bootstrapping (Pinker, 1984, 1987). 
Podle Pinkera se lovk mže gramatice úspšn nauit jen proto, že již pi narození 
disponuje uritými vrozenými znalostmi o nkterých univerzálních vlastnostech jazyka (tj. 
tch vlastnostech, které jsou spolené všem lidským jazykm). V tomto je Pinker vrným 
žákem Noama Chomskyho (1980), který pedpokládá, že k tomu, aby se lovk dokázal 
nauit gramatice svého mateského jazyka, musí disponovat uritým specializovaným 
mentálním orgánem – tzv. language acquisition device -, který si dokáže gramatická pravidla 
osvojit navzdory ne zrovna ideálním uebním podmínkám (tzv. argument chudé stimulace, 
poverty of the stimulus argument). Chomsky (1975) v této souvislosti také hovoí o tzv. 
univerzální gramatice (Universal Grammar), která pedstavuje soubor vrozených jazykových 
princip, jejichž existenci je poteba pedpokládat, abychom mohli vysvtlit ty vlastnosti 
jazyka, o kterých se nelze domnívat, že by se je lovk mohl sám nauit (viz také oddíl 
„3.2.4.1 Nativismus vs. empirismus“). Podle Pinkera tyto vrozené znalosti mají jen velice 
hrubou a povšechnou povahu a týkají se pedevším sémantických kategorií slov, se kterými se 
lovk mže v jazyce setkat (napíklad substantiva jakožto slova oznaující pvodce njakého 
dje nebo naopak jeho objekt), a gramatických rolí, která tato slova mohou v jazyce plnit 
(podmt, predikát, pedmt…). Souástí vrozené výbavy dítte je také znalost toho, jak spolu 
souvisí sémantické kategorie na stran jedné a gramatické kategorie na stran druhé 
(napíklad že slovo odpovídající substantivu mže hrát roli podmtu nebo pedmtu). 
Osvojování gramatiky daného konkrétního jazyka pak probíhá tak, že dít nejdíve na základ 
významu njakého slova (nevdom) urí jeho sémantickou kategorii a s její pomocí pak 
(stejn nevdom) urí jeho odpovídající gramatickou kategorii. Dít napíklad díky svým 
vrozeným znalostem jazyka ví, že aktivní initel njakého dje odpovídá podmtu vty; 
jestliže pak dít bude pozorovat baseballistu odpalujícího míek a jeho rodi to bude 
komentovat slovy Baseballista odpaluje míek a dít pitom bude vdt, že slovo baseballista 
oznauje hráe baseballu, potom si z tchto informací dokáže celkem snadno odvodit, že 
slovo baseballista odpovídá podmtu vty. Navíc získá dležitou informaci, že podmt se 
v jeho mateském jazyce mže nacházet na zaátku vty. Když dít tímto zpsobem 
nashromáždí dostatené množství informací o gramatických rolích rzných slov, mže je 
použít ke statistické analýze distribuce jednotlivých gramatických kategorií. Dít vyrstající 
v anglofonním prostedí se tak mže nauit gramatickému pravidlu, které íká, že v anglitin 
se podmt vtšinou nachází na zaátku vty atp. Znalost tchto pravidel pak slouží k vyvození 
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gramatických rolí dalších slov, na jejichž urení velice hrubé vrozené znalosti nestaí. 
Vrozené znalosti nkterých gramatických jev tak v Pinkerov sémantickém bootstrappingu 
hrají roli jakýchsi krystalických jader, na která se nabalují další gramatické znalosti - jsou tím 
kritickým prvkem, který systém vychyluje z rovnovážného bodu a umožuje nastartovat 
proces osvojování gramatiky mateského jazyka. Na konci celého procesu je pak kompetentní 
mluví, který je bez njakého velkého a vdomého úsilí schopen provádt analýzu 
syntaktických struktur zakódovaných do lineárního sledu slov (tzv. parsing), tzn. že snadno a 
rychle dokáže urit syntaktické kategorie jednotlivých slov, pospojovat je do hierarchické 
struktury podobné té zachycené ve frázovém diagramu na obrázku 154 na stran 288 a na 
základ konkrétních informací obsažených ve vt pak urit, kdo udlal co a komu. 
       
3.2.3.5.2 Syntaktický bootstrapping 
 
     S ponkud odlišným návrhem ešení problému nauitelnosti gramatiky mateského jazyka 
pišla Lila Gleitmanová (1990). Podle ní proces osvojování gramatiky probíhá tak, že dít na 
jedné stran využívá percipované kauzální struktury událostí (jako kdo dlá co a komu) 
k interpretaci syntaktické struktury vt, které tyto události popisují, a na stran druhé tyto 
vtné struktury využívá jako vodítka k ízení své pozornosti pi percipování kauzální 
struktury událostí. Takto napíklad mže njaké dít upen pozorovat koku jak pije mléko; 
jeho rodi to mže zpozorovat a celou situaci okomentovat slovy Koka pije mléko. Dít, 
které bude znát význam slov koka a mléko pak dokáže celkem snadno odvodit, že rodiem 
vyená vta se vztahuje k události i dji, kterého se úastní jak koka tak mléko. A protože 
má dít pozorovanou scénu pímo ped sebou, mže si snadno vyvodit význam slovesa pít. 
Vedle toho si však mže vyvodit také jedno dležité gramatické pravidlo, totiž že subjekt 
(pvodce dje) se ve vt (alespo tedy v anglitin) nachází ped slovesem a objekt (vi 
kterému je dj smrován) naopak za slovesem. Tento mechanismus tak dokáže obstarat dv 
dležité vci najednou: Jednak dítti umožuje se nauit významy sloves, které bezprostedn 
nekorespondují s njakou entitou ve vnjším prostedí1, a jednak mu umožuje se nco 
dozvdt o gramatické struktue svého mateského jazyka.   
     Gleitmanové návrh se ve skutenosti píliš neliší od toho, se kterým pišel Steven Pinker, 
nebo jak v pípad sémantického tak i v pípad syntaktického bootstrappingu dochází 
                                                 
1 K nastartování tohoto procesu je zapotebí, aby dít již mlo k dispozici uritou minimální slovní zásobu 
sestávající ze substantiv oznaujících možné aktéry událostí a dj popisovaných slovesy. Tento pedpoklad je 
také v souladu s empirickým pozorováním, že první slova, kterým se dti uí, jsou substantiva oznaující bžné 
pedmty z jejich bezprostedního okolí (viz oddíl „3.2.2 Fáze osvojování jazyka„).            
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k interakci sémantických a syntaktických informací. Hlavní rozdíl mezi obma návrhy 
spoívá v povaze vrozených dispozic, které Pinker a Gleitmanová pedpokládají na stran 
dítte, aby se toto mohlo nauit gramatickým pravidlm. Zatímco podle Pinkera se tyto 
vrozené dispozici týkají specificky jazykových znalostí nkterých gramatických jev, podle 
Gleitmanové je dítti vrozena spíše obecnjší (tj. jazykov nespecifická) schopnost nacházet 
korelace mezi dvma rznými strukturami - cosi na zpsob analogického myšlení, kdy je 
lovk schopen vnímat dv rzné situace jako stejné i sob podobné na urité abstraktnjší 
rovin vztah mezi jejich konstitutivními prvky, které se pitom mohou samy o sob - napí 
dvma rznými situacemi - zásadním zpsobem lišit1   
 
3.2.3.5.3 Distribuní analýza 
 
     Další možný zpsob, jak vyešit problém nauitelnosti gramatických pravidel, spoívá ve 
využívání statistických zákonitostí v distribuci slov v jazykovém kontextu (Karmiloff-Smith, 
1979). Podle této teorie dít (nevdom) provádí statistickou analýzu distribuce jednotlivých 
slov v jazykovém kontextu tvoeném všemi zaslechnutými vtami, resp. slovy, ze kterých se 
tyto vty skládají. Následn dít provádí cosi na zpsob shlukové analýzy nebo 
multidimenzionálního škálování, kdy v jazykovém vstupu hledá skupiny (shluky) slov 
s podobnými distribuními vlastnostmi, tj. slova, která mají tendenci se vyskytovat ve 
stejných jazykových kontextech. A vzhledem k tomu, že slova se ve vtách daného jazyka 
nevyskytují náhodn, ale podle uritých gramatických zákonitostí a pravidel, která jsou 
definována na gramatických kategoriích, je potom vysoce pravdpodobné, že díttem 
objevené shluky podobných slov budou odpovídat známým kategoriím jako jsou substantiva, 
slovesa, podmt, pedmt apod. Podle Pinkera (1995) není možné, aby osvojování gramatiky 
bylo založeno ist jenom na distribuní analýze výskytu jednotlivých slov v jazykovém 
kontextu, nebo v jazykovém vstupu podle nj existuje až píliš mnoho statistických a 
distribuních zákonitostí, z nichž žádné nemají vztah ke gramaticky relevantním kategoriím. 
Tzn. že podle Pinkera by dít muselo být schopné njak urit, které z tch myriády možných 
statistických zákonitostí vyskytujících se v jeho eovém vstupu jsou užitené k odhalení 
gramatických pravidel jeho mateského jazyka.  
                                                 
1 Pestože mla válka Amerian ve Vietnamu a Rus v Afghánistánu odlišné aktéry a pestože se tyto válené 
konflikty odehrávaly v rzných lokalitách a také v rzné dob, na abstraktnjší úrovni popisu tyto dva konflikty 
sdílejí uritou spolenou strukturu vztah mezi jejich vlastními konstitutivními prvky, což tyto dva konflikty iní 
(v uritém smyslu) totožnými – v obou dvou pípadech dokázala malá, špatn vyzbrojená, ale o to více 
odhodlaná, dobe organizovaná a také druhou supervelmocí podporovaná armáda povstalc zpsobit výrazné 
ztráty armád supervelmoci mající jinak výraznou technologickou a materiální pevahu.   
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3.2.3.5.4 Konekcionistický model distribuní analýzy 
 
     To, že by to pro dít nemusel být až zas tak velký problém, naznauje Elmanv úspšný 
pokus nauit umlou neuronovou sí rozlišovat nkteré sémantické a gramatické kategorie 
ist na základ prezentace spojitého toku slov tvoících dvoj- nebo trojslovné vty 
zjednodušené verze anglického jazyka (Elman, 1990). Elman k tomu použil jednoduchou 
rekurentní sí, která dokáže implementovat funkce, které nezávisí pouze na aktuálním vstupu, 
ale také na dívjší historii vstup (více viz oddíl „2.2.2.3.2 Jednoduché rekurentní sít„). 
Tato umlá neuronová sí byla vystavena souboru deseti tisíc jednoduchých, dvoj- až 
trojslovných vt a to tím zpsobem, že v každý asový okamžik t bylo neuronové síti na její 
vstupní vrstv prezentováno práv jedno slovo. Vty se skládaly se souboru 29 rzných slov - 
substantiv a sloves -,  které bylo možné rozdlit do nkolika rzných (vtšinou) sémantických  
kategorií (viz tabulka 10). Tuto informaci  však neuronová sí nemla k dispozici v explicitní 
podob, nebo jednotlivá slova byla na vstupní vrstv kódována prostednictvím lokální (nebo  
 
 
Tabulka 10: Kategorie lexikálních jednotek použitých v Elmanov simulaci. (pevzato z Elman, 1990) 
 
také ortogonální) reprezentace, kdy každému slovu bylo zcela náhodn pidleno jedno íslo 
ve vstupním aktivaním vektoru, resp. jeden uzel ve vstupní (a výstupní) vrstv. Na obrázku 
155 je zobrazena posloupnost nkolika aktivaních vzorc reprezentujících rzná slova tak 
jak jdou za sebou v rámci nkolika krátkých vt. Z popisu (a zobrazení) reprezentaního 
schématu by mlo být zejmé, že neuronová sí nemla k dispozici žádné explicitní informace 
týkající se gramatických, morfologických nebo prozodických charakteristik jednotlivých slov. 




Obrázek 155: Lokální (nebo také ortogonální) reprezentace nkolika slov použitých v Elmanov simulaci. 
(pevzato z Elman, 1990)   
 
výstupní vrstv aktivaní vzorec, který by odpovídal jejímu píštímu vstupnímu aktivanímu  
vzorci. Jinak eeno, úkolem neuronové sít bylo se nauit predikovat, jaké slovo bude 
následovat po slovech, která jí byla až doposud na její vstupní vrstv (od)prezentována. Je 
celkem zejmé, že vzhledem k velkému potu možných kombinací jednotlivých slov do dvoj- 
a trojslovných vt je v jazykovém vstupu pítomno až píliš mnoho nahodilosti než aby se 
neuronová sí mohla nauit skuten predikovat konkrétní slova. To, co se ale nauit 
dokázala, byla anticipace skupiny gramaticky a významov pípustných slov, které by mohly 
následovat. Takto když bylo na vstupu prezentováno napíklad slovo cat, neuronová sí 
dokázala omezit množinu slov, které by mohly následovat, na nkolik rzných sloves, která se 
podle jejích zkušeností s daným jazykem mohla po slov cat vyskytovat. Pestože tedy 
neuronová sí (dále UNS) nedokázala pedpovdt jedno konkrétní slovo, velice dobe 
„vdla“, že po slov cat mže následovat pouze njaké sloveso (a navíc pouze s uritým 
specifickým významem, napíklad eat, see nebo chase), ale urit ne substantivum (jako 
napíklad rock nebo book). Míra aktivace jednotlivých uzl ve výstupní vrstv pitom 
odpovídala míe pravdpodobnosti, s níž se dané slovo mohlo objevit jako píští vstup. Tzn. 
že jestliže v jejích tréninkových vtách po slov cat vtšinou následovalo sloveso chase, 
potom byla míra aktivace výstupního uzlu odpovídajícího tomuto slovesu nejvyšší - ve 
srovnání s ostatními uzly kódujícími další možná slovesa, která se za substantivem cat mohla 
v tréninkových vtách také vyskytnout. 
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     Jak již zde bylo uvedeno, UNS nemla dopedu k dispozici žádné explicitní informace o 
gramatické nebo sémantické roli jednotlivých slov. Pesto se nakonec nauila anticipovat 
gramaticky a sémanticky vyhovující skupiny slov jako kdyby tyto informace k dispozici mla.  
Je tedy zejmé, že UNS si musela tyto informace njak osvojit v prbhu svého tréninku. A 
protože k dispozici mla pouze informaci o distribuci jednotlivých slov, znamená to, že tyto 
informace mohla vyvodit jedin na základ informací o tom, v kontextu jakých dalších slov se 
jednotlivá slova obvykle vyskytují, což není až zas tak pekvapivé, víme-li, že slovosled není 
vbec náhodný, ale že se ídí uritými syntaktickými zákonitostmi, které jsou definovány na 
rzných gramatických kategoriích. Tzn. že ve slovosledu jsou implicitn zakódovány 
informace o tom, do jaké gramatické kategorie jednotlivá slova patí. A UNS tyto informace 
dokáže z posloupnosti slov vyextrahovat: „Vysokoúrovové teoretické pojmy jako je 
gramatická tída slova (napíklad substantivum nebo sloveso) vyvstávají v rámci systému, 
který je citlivý pouze ke statistické distribuci slov v rámci vt… Tato emergence 
[vysokoúrovových gramatických pojm] není o moc víc než jednoduché statistické 
shlukování; vnitní reprezentace slov, které mají tendenci se objevovat v podobných 
distribuních kontextech, se shlukují dohromady, a protože substantiva mají tendenci se 
objevovat v uritých specifických vtných kontextech a slovesa v jiných, shlukování slov do 
tchto dvou tíd (a dalších s ješt jemnjšími rozdíly mezi tídami slov) je tak v uritém slova 
smyslu statisticky nevyhnutelné.“1 (Altmann, 2002)     
     To, že neuronová sí své chování opravdu zakládá na znalosti gramatických a 
sémantických rolí jednotlivých slov, lze doložit prostednictvím shlukové analýzy jejího 
vnitního reprezentaního prostoru definovaného vzorci aktivace ve skryté vrstv vyvolanými 
prezentací jednotlivých slov na vstupní vrstv. Zpsob, jakým jsou jednotlivá slova v tomto 
vnitním reprezentaním prostoru rozmístna (tj. jak blízko sebe se nachází), vypovídá o tom, 
jak UNS tmto slovm rozumí – ve smyslu jejich ne/podobnosti z hlediska uritého kritéria, 
které se UNS jeví být užitené pro ešení její anticipaní úlohy (viz oddíl „2.3.3 Analytická 
fáze„). Dležité je, že UNS takto do svého reprezentaního prostoru kóduje pouze ty 
zákonitosti v jejím jazykovém vstupu, které jsou užitené pro splnní jejího úkolu 
spoívajícího v predikci následujícího slova. To má za následek, že a už se v jazykovém 
vstupu nacházejí jakékoli statistické zákonitosti, UNS bude ignorovat všechny ty, které nijak 
                                                 
1 „…higher-level theoretical constructs such as the grammatical class of a word (as noun or verb, for example) would 
emerge within a system that was sensitive only to the statistical distributions of words within sentences. Importantly, this 
emergence represented little more than simple statistical clustering; the internal representations of words that would tend to 
occur in similar distributional  contexts would cluster together, and because nouns tend to occur in particular sentential 
contexts and verbs in others, the clustering of words into these two classes (and others with even finer distinctions between 
the classes) was in some sense a statistical inevitability.“ 
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nepispívají ke zdárnému splnní její úlohy (tj. k minimalizaci chyby na její výstupní vrstv), 
ímž se UNS zcela automaticky a jakoby jen tak mimochodem vyhne tomu, eho se obával 
Pinker (1995), totiž že „statistický procesor“ dítte bude zahlcen velkým množství gramaticky 
zcela irelevantních statistických zákonitostí v jeho jazykové vstupu. Takže vzhledem k tomu, 
že to, jaké slovo bude následovat, je determinováno hlavn tím, do jaké sémantické a 
gramatické kategorie spadají pedcházející slova, mla by si UNS svj vnitní reprezentaní 
prostor rozvrhnout a rozdlit zpsobem odrážejícím pedevším tyto konkrétní charakteristiky 
jednotlivých slov – tedy alespo v pípad, že v jejím jazykovém vstupu existuje njaké 
vodítko (ve smyslu urité zákonitosti), kterého by se mohla pi tvarování svého „mentálního 
prostoru“ chytnout. Pro Elmanovu sí byla tímto vodítkem nenáhodná distribuce jednotlivých 
slov v jazykovém kontextu dalších slov. A Elmanova UNS si skuten také dokázala na 
základ této informace osvojit nkteré sémantické a gramatické kategorie implicitn 
zakódované do slovosledu jednotlivých slov. Na obrázku 156 je zachycen dendogram 
hierarchické shlukové analýzy vnitního reprezentaního prostoru Elmanovy UNS. 
Z dendogramu je dobe patrné, že vzorce aktivace vyvolané ve skryté vrstv prezentací 
jednotlivých slov odráží píslušnost tchto slov do nkolika rzných gramatických a 
sémantických kategorií jako jsou slovesa/substantiva, ne/tranzitivní slovesa, živé/neživé 
objekty, živoichové/lidské bytosti atp. Tzn. že UNS se (díky specifickému nastavení vah 
spoj vyladných v prbhu jejího tréninku) podailo ve své skryté vrstv petransformovat 
pvodn zcela náhodné kódování jednotlivých slov (ve vstupní vrstv) takovým zpsobem, 
aby jejich reprezentace (ve skryté vrstv) systematicky odrážela jejich gramatickou a 
sémantickou roli, kterou hráli ve vtách, kterým byla UNS bhem tréninku vystavena.    
     Píslušnost slova do urité kategorie je dána oblastí multidimenzionálního reprezentaního 
prostoru, ve kterém se dané slovo nachází spolen s dalšími slovy patícími do stejné 
kategorie. Takto napíklad UNS rozpoznává slovo cat jako jasn odlišitelné od slova mouse. 
Pitom jej zárove vnímá jako slovo, které má ke slovu mouse – ve srovnání s dalšími slovy – 
relativn nejblíže. Tzn. že ob slova pojímá jako (v nem) sob podobná. Tato dv slova 
potom mají relativn nejblíže ke slovu dog. Spolen tak tvoí skupinu slov oznaujících 
stedn velké nebo drobnjší živoichy. Jinak eeno, UNS rozpoznává slovo cat jako 
oznaení stedn velkého nebo drobnjšího živoicha, nebo jeho odpovídající aktivaní 
vektor je na jedné stran podobný dalším aktivaním vektorm slov oznaujících jiné stedn 
velké nebo menší živoichy a na stran druhé je odlišný od aktivaních vektor slov 
oznaujících všechna ostatní slova. Na základ stejného principu pak UNS také dokáže 




Obrázek 156: Dendogram hierarchické shlukové analýzy aktivaních vektor, které byly vyvolány ve skryté 
vrstv prezentací jednotlivých slov. (pevzato z Elman, 2004) 
 
patí mezi podstatná jména. V jednom aktivaním vektoru je tak zakódováno vše, co UNS ví 
o daném slov. Tyto její znalosti jsou pitom hierarchicky strukturovány - viz obrázek 157, na 
kterém je schematicky zachycen vnitní reprezentaní prostor Elmanovy UNS, kde jsou 
jednotlivá slova seskupena do nkolika rzných množin a podmnožin odpovídajících výše 
zmiovaným gramatickým a sémantickým kategoriím. Elman (2004) v této souvisloti také 
navrhuje dívat se na význam slova nikoli jako na njakou informaci o jeho sémantice, syntaxi 
i výslovnosti, která je uložena na uritém konkrétním míst v pasivní pamové struktue, na 
které operují rzné mentální procesy, ale jako na nco, co je dsledkem pímého kauzálního 
psobení smyslové (jazykové i nejazykové) stimulace na vnitní mentální stavy, ve kterém se 
odráží specifické sémantické, syntaktické a další charakteristiky daného slova použitého 
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v daném kontextu. Slovo v tomto pojetí tak není pímo nositelem svého významu, ale spíše 
jen jedním (pesto tím nejvýznamnjším) z nkolika vodítek k významu, který se druhá osoba 
pokouší sdlit. V podobném duchu Rumelhart (1979) tvrdí, že „porozumní [jazyku] by mlo 
být, stejn jako vnímání, pipodobnno k Hebbovu (1949) paleontologovi, který používá svých 
pesvdení a znalostí o dinosaurech ve spojení s vodítky poskytnutými dostupnými kosterními 
pozstatky k vytváení plnohodnotného modelu originálu. V tomto pípad by vyená slova a 
innost mluvího byla pipodobnna k archeologovým vodítkm a dinosaurus k významu 
zprostedkovanému tmito vodítky.“1 
   
  
Obrázek 157:  Schematické znázornní vnitního reprezentaního prostoru Elmanovy UNS. Ve skutenosti má 
její „mentální prostor“ 150 dimenzí. (pevzato z Elman, 2004) 
 
     Dendogram zobrazený na obrázku 155 vznikl na základ hierarchické shlukové analýzy 
zprmrovaných  aktivaních vektor vyvolaných jednotlivými slovy napí všemi kontexty, 
                                                 
1 „comprehension, like perception, should be likened to Hebb’s (1949) paleontologist, who uses his beliefs and 
knowledge about dinosaurs in conjunction with the clues provided by the bone fragments available to construct 
a full-fledged model of the original. In this case the words spoken and the actions taken by the speaker are 
likened to the clues of the paleontologist, and the dinosaur, to the meaning conveyed through these clues.“ 
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ve kterých se dané slovo mohlo vyskytnout. Dendogram tak zakrývá jednu dležitou 
skutenost, totiž že Elmanova UNS vykazovala také senzitivitu vi kontextu, ve kterém se 
slovo nacházelo. Jinými slovy, jedno a to samé slovo vyskytující se v rzném kontextu UNS 
ve své skryté vrstv reprezentovala odlišným (pesto – ve srovnání s dalšími slovy – velice 
podobným) zpsobem. Na obrázku 158 je takto zobrazen dendogram zachycující strukturu 
podobnosti aktivaních vektor odpovídajících slovu girl vyskytujícímu se v rzných 
kontextech. Z dendogramu je dobe patrné, že UNS rozlišuje napíklad mezi slovy girl, která 
hrají roli gramatického subjektu nebo objektu. Jedná se de facto o implementaci v lingvistice 
velice dobe známého rozdílu mezi typem (type) a znakem (token), kde typ pedstavuje 
abstraktní reprezentaci slova, která zahrnuje všechny dležité informace o daném slov 
týkající se jeho sémantiky, výslovnosti a jeho syntaktických charakteristik, a znak je 
konkrétní realizací takového typu v njaké jazykové výpovdi. Napíklad ve vt Po startu se  




Obrázek 158: Dendogram zachycující strukturu podobnosti aktivaních vektor ve skryté vrstv vyvolaných 
slovem GIRL nacházejícím se v rzných kontextech. (pevzato z Elman, 1990)  
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formule odkazuje ke dvma rozdílným monopostm, které však patí do stejné kategorie 
objekt. V UNS je typ implicitn reprezentován tak, že znaky jednoho typu se v jejím 
reprezentaním prostoru nacházejí ve stejné oblasti, a že tvoí jasn vydlitelnou skupinu 
aktivaních vektor, které si jsou navzájem mnohem podobnjší než s jakýmkoli jinými 
aktivaními vektory odpovídajícími ne-znakm daného typu. Takto napíklad slovo girl 
nacházející se v rzných kontextech bude mít ve skryté vrstv vždy trochu odlišný aktivaní 
vektor, pesto si budou jednotlivé aktivaní vektory natolik podobné, že jimi definované 
pozice jednotlivých znak (typu GIRL) se budou vyskytovat v jedné omezené oblasti 
vnitního reprezentaního prostoru UNS.  
     Elman (1993) ve své další práci prokázal, že jednoduché rekurentní sít (anticipující svj 
píští vstup) si po náležitém tréninku dokáží osvojit i složitjší gramatické jevy jako je 
napíklad shoda podmtu s písudkem, a to i ve vtách, které obsahují vztažnou vtu. Nová 
simulace mla podobné parametry jako ta pedchozí, jen s tím zásadním rozdílem, že 
v tréninkovém prostedí UNS se nacházel mnohem realistitjší vzorek anglického jazyka, 
tzn. že v nm bylo možné „narazit“ na substantiva jak v jednotném tak i v množném ísle, na 
slovesa v základném tvaru nebo v tvaru odpovídajícím 3. osob jednotného ísla a na 
složitjší vty, vetn tch obsahujících v sob njakou vztažnou vtu. Pi zpracovávání 
tohoto typu vt si UNS musí umt zapamatovat, že podmt dané vty je v singuláru nebo 
v plurálu, nebo jen tak dokáže pedpovdt sloveso ve správném tvaru (tj. s koncovkou –s 
nebo bez ní, alespo tedy v pípad anglického jazyka). Tento úkol je o to tžší, že mezi 
podmtem a odpovídajícím slovesem se nachází vztažná vta. Stejn jako v pedchozí 
simulaci, ani nyní nebyla UNS schopna pesn predikovat jedno konkrétní slovo, nebo 
možných kandidát bylo vždy vtší množství. Dokázala však anticipovat množinu gramaticky 
(a sémanticky) pijatelných slov, které by mohly následovat. Takže když napíklad podmtem 
vty bylo njaké substantivum v jednotném ísle, UNS dokázala správn pedpovdt, že 
sloveso následující za vztažnou vtou musí mít tvar odpovídající 3. osob jednotného ísla 
(tedy že musí mít koncovku –s).  
     K analýze vnitního reprezentaního prostoru UNS Elman tentokrát použil statistickou 
metodu analýzy hlavní komponent (dále AHK). S její pomocí pak zkoumal vývojové 
trajektorie neuronové sít v jejím stavovém prostoru v prbhu zpracovávání rzných druh 
vt. Na obrázku 159 jsou takto zobrazeny ti rzné vývojové trajektorie, které zachycují 
dynamiku (vnitního) chování UNS pi zpracovávání tí rzných vt (boy chases boy, boy sees 
boy a  boy walks), které sestávají ze stejných substantiv, ale z odlišných sloves, která se liší v 
gramatické  kategorii  tranzitivity:  Zatímco  u  jednoho   slovesa   (chases)   je   pímý  objekt   
 318 
 
Obrázek 159: Vývojové trajektorie opisované UNS v jejím stavovém (vnitním reprezentaním) prostoru bhem 
zpracovávání tí rzných vt („boy chases boy”, „boy sees boy” a „boy walks”), jejichž slovesa se liší v míe 
tranzitivity; více viz hlavní text. (pevzato z Elman, 1993) 
 
nezbytn nutný, druhé sloveso (sees) ho mít mže (ale nemusí) a tetí sloveso (walks) jeho 
použití vbec neumožuje. Tento rozdíl v míe tranzitivity slovesa se v chování UNS 
projevuje tím, jaké oblasti stavového prostoru UNS pitahují její vývojové trajektorie pi 
zpracovávání tchto sloves. Z obrázku je dobe patrné, že UNS tranzitivitu slovesa kóduje 
podél osy, která prochází napí první a tetí hlavní komponentou: ím je sloveso 
tranzitivnjší, tím více se nachází v levém horním rohu; ím je naopak mén tranzitivní, tím 
více se nachází v pravém dolním rohu. Podobným zpsobem UNS kóduje také rozdíl mezi 
substantivy boy podle toho, zda jsou použita jako gramatický podmt nebo jako gramatický 
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pedmt: Zatímco v prvním pípad je vývojová trajektorie UNS pitahována do horní 
poloviny zde zobrazeného ezu stavovým prostorem, v druhém pípad je vývojová trajektorie 
pitahována smrem k jeho dolní polovin. Gramatická struktura vty jako celku se tak zrcadlí 
ve tvaru vývojové trajektorie, kterou ve svém stavovém prostoru UNS opisuje pi 
zpracovávání dané vty. Na jazyk, resp. na jeho zpracovávání (ve smyslu produkce i 
porozumní) je tak možné se dívat jako druh dynamického systému, který lze charakterizovat 
v termínech teorie dynamických systém, tj. prostednictvím takových pojm jako jsou 
stavový prostor, vývojová trajektorie, atraktor, repelor, basin of attraction atd. (více viz 
Elman, 1995). Na obrázku 160 jsou zobrazeny vývojové trajektorie UNS napí jednou 
z dimenzí jejího stavového prostoru pi zpracovávání dvou tém identických vt (boy who 
boys chase chases boy a boys who boys chase chase boy), které se skládají ze stejných slov, 
obsahují stejnou vztažnou vtu, ale  liší  se  v ísle podmtu hlavní vty a tím  pádem  také  ve  
 
 
Obrázek 160: Vývojové trajektorie UNS napí jednou z dimenzí jejího stavového prostoru, ve které je 
zakódován rozdíl mezi podmtem v jednotném a množném ísle ve vtách „boy who boys chase chases boy“ a 
„boys who boys chase chase boy“.  (pevzato z Elman, 1993) 
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tvaru odpovídajícího slovesa. Jak již zde bylo uvedeno, k tomu, aby UNS dokázala predikovat 
gramaticky správnou skupinu sloves, musí si umt zapamatovat, v jakém ísle je podmt 
hlavní vty. Z obrázku je tato pamová stopa dobe patrná z mírn odlišné vývojové 
trajektorie pi zpracovávání tchto dvou rzných vt. Tyto drobné rozdíly zpsobují, že 
v jednom pípad vývojová trajektorie skoní v oblasti stavového prostoru, která odpovídá 
slovesu v základním tvaru, a v druhém pípad v oblasti odpovídající tvaru slovesa ve 3. 
osob jednotného ísla. Tato analýza vnitních „mentálních“ reprezentací UNS tak alespo 
naznauje, jak je možné, že si UNS dokáže poradit se shodou podmtu s písudkem i ve 
vtách, které v sob obsahují njakou vztažnou vtu – navzdory tvrzení nkterých 
kognitivních vdc (Fodor, Pylyshyn, 1988), že nco takového stojí naprosto mimo dosah 
schopností UNS (tedy alespo v tom pípad, že neimplementují njaký klasický symbolový 
systém; viz také oddíl „1.2.3 Výpoetní teorie mysli„). 
     Další, z vývojového hlediska velice zajímavou charakteristikou této simulace bylo to, že 
aby se UNS dokázala nauit pedpovídat gramaticky pijatelné skupiny slov i ve vtách 
s vloženými vztažnými vtami, musela si nejdíve osvojit základní gramatickou (a 
sémantickou) strukturu svého jazyka na jednodušších dvoj- nebo trojslovních vtách. Teprve 
poté, co si uritým specifickým zpsobem uspoádala svj vnitní reprezentaní prostor (tak 
aby odrážel gramatické a sémantické zákonitosti jí prezentovaného jazyka), mohla pistoupit 
k osvojování znalostí nutných ke zvládnutí shody podmtu s písudkem ve složitjších vtách 
se vztažnou vtou. Kdykoli Elman vložil tento složitjší typ vt do tréninkového prostedí 
UNS ihned od zaátku jejího tréninku, UNS se potebným znalostem nikdy nedokázala 
nauit. Když však v tréninkovém prostedí byly zpoátku jen jednodušší vty a teprve poté se 
do nj postupn pidávalo stále vtší množství složitjší vt, UNS se nakonec dokázala 
úspšn nauit anticipovat gramaticky vhodná slovesa i v pípad složitjších vt obsahujících 
v sob njakou vztažnou vtu (tzv. inkrementální uení, incremental learning). Elmanv 
model se tak jeví implementovat (aniž by to pitom bylo njak pedem plánováno – je to 
zkrátka jen vedlejší efekt toho, jakým zpsobem UNS zpracovává informace) jednu 
z výrazných charakteristik intuitivního rodiovství, kdy dosplé osoby mluví na malé dti 
(v rámci tzv. ei zamené na dít) v gramaticky jednodušších vtách (viz oddíl 
„Protosociální chování dítte, intuitivní rodiovství a „maminkovština““). Elmanova simulace 
pak naznauje, jaké by mohlo být racionále tohoto aspektu intuitivního rodiovství. Pozdji 
Elman dosáhl stejného efektu prostednictvím omezení vnitních výpoetních zdroj UNS: 
V každém tetím nebo tvrtém kroku Elman vymazal obsah kontextových jednotek, ím 
znan zredukoval kapacitu její pamti a znemožnil jí tím zpracovávat vty, které mly více 
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než tyi slova. Dsledek byl tedy stejný jako v pípad, kdy se do tréninkového prostedí 
zpoátku vkládaly jen kratší vty. Elman poté postupn snižoval množství šumu omezujícího 
kapacitu pamti UNS, tak aby se tato dokázala uit také vztahm a závislostem mezi 
vzdálenjšími vtnými leny. Stejn jako pi omezení vnjšího podntového prostedí tak i pi 
omezení vnitních výpoetních zdroj se UNS nakonec dokázala úspšn nauit anticipovat 
gramaticky pípustná slova - a to jak v pípad známých vt vyskytujících se v tréninkovém 
prostedí, tak i v pípad vt, které UNS mla možnost vidt poprvé.1 Elman tímto 
demonstroval, že omezená kapacita pracovní pamti u malých dtí nemusí být pouze 
„nechtným“ a „trpným“ dsledkem nezralosti jejich CNS, ale že mže také plnit uritou 
adaptivní funkci pi osvojování nkterých kognitivních funkcí. Jinými slovy, Elman 
demonstroval, že pi osvojování kognitivních funkcí - tak jako v mnoha jiných oblastech 
života – platí okídlené rení, že „mén je nkdy více“.    
 
3.2.3.5.5 Empirický výzkum osvojování gramatiky 
 
     To, že také malé dti dokáží uritým zpsobem využívat statistických zákonitostí ve 
výskytu jednotlivých slov v jazykovém kontextu k vyvozování gramatických pravidel jazyka, 
demonstrovaly ve svém výzkumu Gomezová a Gerkenová (1999), které nejdíve vytvoily 
jednoduchý umlý jazyk s vlastní gramatikou, poté dvanáctimsíním dtem prezentovaly 
vty vygenerované na základ této gramatiky a nakonec sledovaly, jak tyto dti budou (ve 
smyslu preference) reagovat na prezentaci nových vt, které byly vytvoeny bu v souladu, 
nebo naopak v rozporu s gramatickými pravidly umlého jazyka. Zjistily pitom, že dti mly 
statisticky významnou tendenci preferovat ty vty, které se ídily stejnými gramatickými 
pravidly, podle kterých byly vytvoeny vty prezentované jim bhem familiarizaní fáze 
experimentu.  
     To spolu s adou dalších výzkum naznauje, že dti mohou vykazovat citlivost vi 
rzným gramatickým jevm ješt dlouho pedtím než zanou sami aktivn používat svých 
znalostí gramatiky k produkci vlastních (gramaticky složitjších) vt. Takto napíklad nkteré 
práce z Jusczykovy laboratoe ukazují, že zhruba devatenáctimsíní dti z anglofonního 
prostedí preferují gramaticky správné vty, ve kterých je dodrženo gramatické pravidlo 
                                                 
1 Novými vtami se zde pochopiteln myslí nové a dosud nepotkané kombinace již známých slov, nebo jen 
v jejich pípad UNS disponuje potebnými znalostmi o jejich gramatických a sémantických vlastnostech, které 
mže využít pi generalizaci na nové vty.        
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shody podmtu s písudkem1 (Soderstrom, Wexler, Jusczyk, 2002) a gramatické pravidlo pro 
tvorbu prbhového asu prostednictvím pomocného slovesa is (nebo am i was) a koncovky 
–ing (Santelmann, Jusczyk, 1998; Tincoff, Santelmann, Jusczyk, 2000). Jiné studie pak za 
využití experimentální techniky intermodální zrakové preference2 prokázaly, že již 
sedmnáctimsíní (ale zcela urit 29 msíc staré) dti z anglofonního prostedí dokáží 
využívat znalosti pravidla slovosledu podmt-písudek-pedmt k urení toho, co je ve vt 
podmtem a co pedmtem (a v souladu s tím pak zamit svou pozornost na odpovídající 
scénu).   
     Ukazuje se, že pi osvojování gramatiky se uplatují také prozodická vodítka, na základ 
kterých již devítimsíní dti dokáží v eovém projevu identifikovat jednotlivé syntaktické 
složky vty jako je jmenná a slovesná fráze, resp. podmtová a písudková ást vty. Tuto 
svou schopnost dti v experimentálních podmínkách projevují napíklad tím, že zeteln 
preferují ty posloupnosti slov, které v eovém projevu tvoí njakou syntaktickou složku 
vty, a jako takové tedy vykazují také tu správnou „prozodickou signaturu“ (Soderstrom, 
Jusczyk, Kemler Nelson, 2000). 
 
3.2.4 Pínos konekcionistického modelování pro výzkum (nejen) jazykového vývoje 
 
     Práce s umlými neuronovými sítmi v rámci (konekcionistického) modelování 
kognitivního vývoje pinesla (a stále pináší) adu zajímavých výsledk, které vrhají zcela 
nové svtlo na nkteré z tradiních otázek, na které se vývojová psychologie, resp. vývojová 
psycholingvistika snaží (více i mén úspšn) najít odpov. Nkolik následujících oddíl je 
proto vnováno tomu, jaký je (nebo jaký by mohl být) pínos konekcionistického modelování 
pro porozumní nkterým základním vývojov-psychologickým (a vývojov-
psycholingvistickým) problémm jako je napíklad vztah ddinosti a prostedí pi osvojování 




                                                 
1 Konkrétn se jednalo o koncovku slovesa ve 3. osob jednotného ísla –s.  
2 Tato experimentální technika se vtšinou používá ke zjišování porozumní ei. Podstata této metody spoívá 
v tom, že dítti jsou nejdíve souasn prezentovány dv rzné scény (v podob obrázku nebo njaké 
videosekvence) a poté je slovn instruováno, aby se dívalo na jednu konkrétní scénu. Na základ porovnání 
délky trvání pohledu, který dít vnuje pozorování jednotlivých scén, pak lze usuzovat na to, zda dít dokázalo 
porozumt slovní instrukci, pípadn zda projevuje citlivost vi uritému gramatickému jevu (napíklad 
vtnému slovosledu), který je ve slovní instrukci zakódován (Smolík, 2006).    
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3.2.4.1 Nativismus vs. empirismus 
 
     Djinami psycholingvistiky se od jejích samotných poátk jako ervená nit vine tradiní 
otázka všech vd zabývajících se v té i oné podob lidským chováním. Tato otázka se týká 
toho, jakou roli hrají ddinost (nature) a prostedí (nurture) v procesu osvojování rzných 
schopností. Na tuto otázku existují v zásad ti možné odpovdi: 1) První typ odpovdi 
pedpokládá, že schopnosti a s nimi spojené poznatky jsou lovku (v té i oné podob) 
vrozené, tzn. že lovk se s nimi již rodí a nemusí se jim v pravém slova smyslu uit – jejich 
osvojování má spíše podobu zrání nebo jakési inicializace. 2) Druhý typ odpovdi naopak 
pedpokládá, že lovk picházející na svt je nepopsaná deska a že vše, co lovk umí a zná, 
je výsledkem procesu uení na základ zkušeností s vnjším prostedím. 3) Tetí typ odpovdi 
pak nabízí jistý kompromis mezi pedchozími dvmi možnostmi, když navrhuje, že 
schopnosti a znalosti jsou výsledkem interakce mezi vrozenými dispozicemi a vnjším 
prostedím, které vrozené schopnosti v rzné míe modifikuje a kalibruje, tak aby tyto byly 
v souladu s lokálními podmínkami. Tyto ti základní typy odpovdí na otázku po vztahu 
ddinosti a prostedí lze v jisté rudimentární podob nalézt již v novovké filozofii 17. a 18. 
století, která v mnohém vymezila „duševní obzory“ souasného západního myšlení v oblasti 
spoleenských vd.1 Typickým pedstavitelem prvního pístupu byl René Descartes (1596-
1650), který pedpokládal, že lovk se již rodí vybaven adou vrozených idejí. Existenci 
jakýchkoli vrozených idejí naopak tvrd odmítal anglický filozof John Locke (1632-1704), 
který tvrdil, že veškeré obsahy lidské mysli mají v posledku svj zdroj ve vnjší zkušenosti. 
Odtud také jeho slavný výrok, že nic není v rozumu, co díve nebylo ve smyslech, a jeho 
nemén slavné pojetí lidské mysli jako prázdné voskové tabulky (tabula rasa), která je teprve 
v prbhu života lovka zaplována rznými poitky a dojmy. Konen tetí pístup ml 
svého zastánce v osob filozofa Gottfrieda Wilhelma Leibnize (1646-1716), podle kterého je 
sice pravda, že v mysli se nikdy nenachází nic, co by pedtím nebylo ve smyslech, ovšem 
s dležitou výjimkou mysli samotné. V otázce role vrozených pedpoklad a prostedí pi 
osvojování jazyka lze v djinách psycholingvistiky nalézt obdobné názorové proudy jako 
v novovké filozofii a to dokonce i v podobném chronologickém poadí.2  
                                                 
1 Tento vliv se projevuje napíklad ve stále pežívajícím „strašidle“ „karteziánského divadla“ (Dennett, 1993), na 
které mžeme narazit v nejedné moderní teorii nkterého z kognitivních proces (viz také s. 54). Jednou z jeho 
nejznámjších souasných „inkarnací“ jsou exekutivní (ídící) funkce, které ze svého „velitelského stanovišt“ v 
prefrontálním kortexu „dirigují“ innost ostatních ástí mozku.    
2 Což není až zas tolik pekvapující, vezmeme-li v úvahu lidskému myšlení zcela vlastní (vrozenou?) tendenci 
k „odezdikezdismu“, kterou nmecký filozof Georg Wilhelm Friedrich Hegel (1770-1831) mnohem 
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     Pomineme-li prkopnickou, ale ne píliš vlivnou Wundtovu práci Die Sprache (1900), ve 
které její autor upozoroval na to, že pi studiu jazykových schopností lovka by se mla 
stejná pozornost jako samotnému jazyku vnovat také lidské mysli, která jazyk používá, první 
psychologickou školou, která zásadním zpsobem ovlivnila zpsob uvažování o povaze 
procesu osvojování jazyka, byl behaviorismus. Ten (ve své klasické podob) pi vysvtlování 
lidského chování zcela rezignuje na snahu poznat vnitní obsahy a procesy lidského myšlení a 
soustedí se pouze na studium objektivn pozorovatelných vztah mezi souborem podnt a 
jimi vyvolaných reakcí (Hoskovec, Nakonený, Sedláková, 2002). Veškeré lidské chování tak 
behavioristé chápou jako reakce na podnty z prostedí. Tuto základní myšlenku 
behaviorismu zachycuje schéma R = f  (S), kde chování (R jako response) je funkcí (f) 
podnt z prostedí (S jako stimulus). To, jakým konkrétním zpsobem dochází k asociování 
jednotlivých behaviorálních reakcí a podnt, objasuje behavioristická teorie uení, která 
popisuje nkolik (vše)mocných uících mechanism (klasického a operantní podmiování, 
nazývaného také uení pokusem a omylem, resp. uení postupnou aproximací), které stojí za 
vznikem všech vzorc lidského chování. Tzn. že podle behaviorist je veškeré lidské chování 
nauené a k jeho vysvtlení není poteba pedpokládat existenci žádných vrozených dispozic. 
Pln symptomatické je v tomto ohledu smlé prohlášení zakladatele klasického behaviorismu 
Johna B. Watsona: „Dejte mi tucet zdravých, dobe stavných dtí a mj vlastní svt, ve 
kterém bych je mohl vychovávat, a já vám ruím za to, že z kteréhokoli z nich, náhodn 
vybraného, mohu vychovat jakéhokoli odborníka – lékae, právníka, umlce, obchodníka, 
velitele a samozejm i žebráka nebo zlodje, nezávisle na jejich talentu, sklonech, 
schopnostech, povolání a rase jejich pedk.“1 (Watson, 1930, s. 104) Ve Watsonových oích 
je „lidská mysl“ neomezen tvárným materiálem, se kterým lze (prostednictvím posilování 
uritých návyk) libovoln manipulovat a uit ho se chovat požadovaným zpsobem. Stejné 
výkladové schéma, které behavioristé použili k vysvtlení jednodušších forem chování, se 
snažili aplikovat rovnž na jazykové chování a na proces osvojování jazyka. Vyvrcholením 
snah v tomto smru byla Skinnerova kniha Verbal behaviour (Verbální chování) z roku 1957. 
     Ve stejném roce americký psycholingvista Noam Chomsky vydal knihu Syntactic 
structures (Syntaktické struktury), ve které se podrobn vnoval pojmu gramatických 
pravidel. Stejný autor (Chomsky, 1959) pak v recenzi ke Skinnerov knize Verbal behaviour 
                                                                                                                                                        
sofistikovanji popsal jako dialektický proces myšlení, který se odehrává v krocích teze (tvrzení) → antiteze 
(opak pedchozího tvrzení) → a syntéza (tvrzení zachovávající nkteré z prvk dvou protieících si tvrzení). 
1 „Give me a dozen healthy infants, well-formed, and my own specified world to bring them up in and I'll 
guarantee to take any one at random and train him to become any type of specialist I might select – doctor, 
lawyer, artist, merchant-chief and, yes, even beggar-man and thief, regardless of his talents, penchants, 
tendencies, abilities, vocations, and race of his ancestors.”  
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zpochybnil víru behaviorist, že by bylo možné vysvtlit produktivitu a systematinost 
(systematicity)1 jazyka na základ asocianích etz jazykových podnt a reakcí 
vznikajících prostednictvím uícího mechanismu klasického nebo operantního podmiování. 
Podle Chomskyho lze vysvtlit schopnost lovka generovat tém neomezené množství 
gramaticky správných vt jedin tak, že budeme pedpokládat, že lovk ve své mysli 
disponuje uritými abstraktními (gramatickými) pravidly, která specifikují, jak se mohou 
slova kombinovat do frází a do vt podle jejich píslušnosti k jednotlivým slovním druhm. 
Soubor tchto pravidel, která si lovk nosí ve své mysli, Chomsky nazývá generativní (a 
transformaní2) gramatikou. Používání jazyka tak podle Chomskyho pedpokládá existenci 
uritých mentálních reprezentací. Tímto svým názorem Chomsky v psycholingvistice 
zpsobil malou (kognitivní) revoluci, nebo do ní (znovu)zavedl pojmy mentalistického 
diskurzu. Tento pohled na jazyk byl pitom v souladu s práv tehdy se vynoující poítaovou 
metaforou lidské mysli, která lidskou mysl chápala jako výpoet ve smyslu manipulace a 
transformace explicitních symbolických struktur, resp. jako druh kombinatorického 
výpoetního systému, který se skládá ze souboru systematicky kombinovatelných 
symbolických reprezentací a ze souboru procedur, které krom bžné manipulace umožují 
také dekompozici komplexních symbolických struktur na symbolové atomy i naopak jejich 
kombinaci do složitjších symbolových molekul (Fodor, Pylyshyn, 1988).  
     Používání jazyka (v Chomskyho terminologii oznaované jako performance) je tedy podle 
Chomskyho založeno na znalosti komplexního systému gramatických pravidel (v Chomskyho 
terminologii oznaovaného jako competence),3 která mluvímu umožuje rozpoznávat a také 
tvoit gramaticky správné vty. Zstává však otázka, jak si lovk tento systém pravidel 
osvojuje. Vzhledem ke složitosti gramatických pravidel spojených s používáním jazyka je až 
s podivem, jakou rychlostí si malé dti dokáží tato pravidla v prvních tech tyech letech 
                                                 
1 Systematinost jazyka zde oznauje tu skutenost, že generování vt není náhodné, ale systematické, tj. že se 
ídí uritým souborem (v daném jazyce) obecn platných pravidel, která specifikují, jak lze s pomocí 
jednoduchých stavebních prvk skládat složitjší struktury a naopak, jak lze složitjší struktury rozložit na jejich 
základní stavební prvky.    
2 Pravidla transformaní gramatiky se vztahují k návodm, jak pevádt hloubkovou syntaktickou strukturu 
(deep structure) na povrchovou syntaktickou strukturu (surface structure). Podle Sternberga (2002, s. 335) 
Chomsky „pojem hloubková struktura užil… pro základní syntaktické struktury, které prostednictvím 
transformaních pravidel propojují [vty s rznými frázovými strukturami]. Pojem povrchová struktura [pak] 
užil pro rozmanité frázové struktury, které mohou být výsledkem tchto transformací.“ Rozlišení mezi 
hloubkovou a povrchovou strukturou tak umožuje urit vztah mezi rznými frázovými strukturami a 
„postihovat [tu] skutenost, že vty s podobnou povrchovou strukturou mohou mít vzájemn velmi odlišný 
význam [a vice versa].“ (ibid., s. 334)   
3 Chomskyho termínm competence a performance do znané míry odpovídají de Saussurovy pojmy langue a 
parole, z nichž ten první oznauje soubor abstraktních gramatických pravidel a ten druhý pak bžnou mluvenou 
e, která vzniká realizací abstraktních gramatických pravidel v njaké konkrétní jazykové promluv (Budil, 
1998, s. 142)   
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života úspšn osvojit. To, co je na procesu osvojování jazyka také nápadné a pozoruhodné 
zárove, je to, že dti úspšn generalizují za rámec jazykového „materiálu“, se kterým se 
bhem svého života staily potkat. Tzn. že dti dokáží rozumt vtám (a také vytváet vty), 
které nikdy pedtím neslyšely, a to vetn tch, jejichž gramatická struktura pesn 
neodpovídá gramatické struktue vt, se kterými mly možnost se bžn potkávat. To jen 
potvrzuje tu skutenost, že používání jazyka není založeno na njakém jednoduchém 
napodobování nebo na mechanickém zapamatovávání si pípustných kombinací slov do frází 
a vt, ale že je za ním skrytá znalost abstraktních gramatických pravidel. Problém s jejich 
osvojováním je v tom, že jazykový vstup je podle všeho mnohem chudší než jazykový výstup 
(argument chudé stimulace, poverty of the stimulus argument). Dsledkem je to, že 
s jazykovým vstupem, který je dítti dostupný, je kompatibilních až píliš mnoho rzných 
soubor gramatických pravidel. Dít, které se snaží osvojit gramatická pravidla svého 
mateského jazyka, tak stojí ped problémem, jak urit, který z tch mnoha možných soubor 
gramatických pravidel je ten správný. To podle Chomskyho znamená, že gramatice svého 
mateského jazyka se dít nemže v žádném pípad nauit pouze na základ svých 
zkušeností s jazykovým prostedím, ve kterém vyrstá, Jinak eeno, podle Chomskyho 
osvojování jazyka nemže být záležitostí ist jenom uení. Známý je v této souvislosti 
Goldv (1967) formální dkaz, podle kterého není možné se nauit gramatice žádného 
pirozeného jazyka pouze na základ tzv. pozitivních píklad, tj. pouze na základ píklad 
gramaticky správných vt a bez jakýchkoli negativních píklad spoívajících v explicitním 
konstatování (rodii nebo jinými dosplými mluvími), že uritý typ vtné konstrukce není 
v daném jazyce gramaticky pípustný. Vzhledem k tomu, že rodie jen málokdy své dti 
explicitn opravují, když vytvoí njakou vtu, která není gramaticky zcela správn, existují 
v zásad pouze dv možná ešení této situace: Bu existuje njaká mén nápadná forma 
negativních píklad, kterou dti dokáží využívat, nebo dti disponují uritými vrozenými 
znalostmi o nkterých aspektech jazyka, které pak mohou využívat ke zmenšení množiny 
možných kandidát na „pozici“ souboru gramatických pravidel jejich mateského jazyka. 
Podle Chomskyho tím, co dítti umožuje si jazyk osvojit, jsou vrozené predispozice. 
Chomsky (1975) v této souvislosti hovoí o tzv. univerzální gramatice (Universal Grammar) 
- souboru vrozených jazykových princip, bez jejichž existence by nebylo možné vysvtlit ty 
vlastnosti jazyka, u kterých nelze pedpokládat, že by se je dít mohlo samo nauit na základ 
pozitivních píklad z jazykového prostedí. Chomskyho (1975) oblíbeným píkladem 
vrozeného jazykového principu je princip strukturní závislosti (structure-dependence), který 
se týká vrozené tendence dítte automaticky upednostovat ty hypotézy ohledn 
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gramatických vlastností jazyka, které jsou v souladu s pedpokladem, že jazyk tvoí 
komplexní hierarchickou strukturu a nikoli pouze lineární sled slov, pestože dostupné 
jazykové vstupy jsou asto konzistentní s obma typy hypotéz (tj. jak s principem strukturní 
závislosti tak i s principem strukturní nezávislosti). Jako doklad vrozenosti tohoto principu 
Chomsky uvádí zpsob, jakým se dti uí tvorb otázek: Pestože se v jazykovém vstupu 
malého dítte tém nevyskytují žádné otázky typu (1) Is the man who is smoking crazy?, dti 
se vždy nauí tvoit tento typ otázek správným zpsobem, takže nikdy bhem svého 
jazykového vývoje nedlají tu chybu, že by produkovaly otázky typu (2) Is the man who 
smoking is crazy? Podle Chomskyho to znamená, že dti se tvorb otázek uí na základ 
jednoduchých oznamovacích vt jako napíklad (3) The man is here → (4) Is the man here?. 
Na základ tchto jednoduchých vt však dít mže vyvodit dv rzná pravidla: První 
pravidlo je v souladu s pedpokladem strukturní nezávislosti a má podobu jednoduchého 
návodu Postupuj slovo za slovem a když narazíš na „is“, dej ho na zaátek vty. Druhé (a 
správné) pravidlo naopak vychází z pedpokladu strukturní závislosti a dít se na jeho základ 
ídí „radou“ Postupuj slovo za slovem a na zaátek vty dej jen takové „is“, které se nachází 
za první jmennou frází. Skutenost, že dti nevytváejí otázky typu (2), svdí o tom, že 
z tchto dvou pravidel dti upednostují druhé pravidlo, a to pesto, že se jedná o mnohem 
složitjší pravidlo a že jazykové vstupy jsou stejn kompatibilní i s druhým pravidlem. To  
podle Chomskyho znamená, že „jediným rozumným závrem je, že [univerzální gramatika] 
obsahuje princip, podle kterého všechna taková pravidla musí vykazovat strukturní 
závislost.“1 (Chomsky, 1975)      
     Chomskyho hypotézu o vrozenosti nkterých jazykových princip se zdají podporovat 
výsledky ady empirických výzkum a pozorování. Vedle zde již zmiované rychlosti, s níž si 
dti dokáží jazyk osvojit, nízkého vku, kdy k tomuto procesu dochází, a schopnosti dtí 
generalizovat za rámec (omezeného) jazykového vstupu to jsou napíklad stejné fáze 
v jazykovém vývoji pozorované napí rznými jazykovými spoleenstvími, a to vetn 
mluvích znakového jazyka; jsou to stovky jazykových univerzálií - vlastností, které lze 
nalézt tém ve všech jazycích; takto lze napíklad v každém jazyce narazit na slovní a vtné 
druhy, na pomocná slovesa, na flexi atp. Dále je to existence vysoce specializovaných oblastí 
mozkové kry, které jsou ureny výhradn k reprezentaci eových funkcí, které jsou u 
vtšiny lidí (pravák i nepravák) lokalizovány v levé mozkové hemisfée. Jedním 
z nejsilnjších doklad pro vrozenost jazyka je kreolizace – proces, kdy dti rodi, kteí 
                                                 
1 “…the only reasonable conclusion is that UG contains the principle that all such rules must be structure-
dependent.”   
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mluví njakou formou pidžin jazyka, který nemá  tém žádnou gramatiku (tj. je bez 
gramatických morfém, bez pedložek, bez len, obsahuje pouze „telegrafické vty“ atd.), 
dokáží z tohoto neúplného jazyka uinit jazyk s vlastní plnohodnotnou gramatikou, tzv. 
kreolštinu. Lingvista Derek Bickerton (1981) ve své knize Roots of language (Koeny jazyka) 
popsal, jak tento proces kreolizace probhl nkdy na pelomu 19. a 20. století na Havajských 
ostrovech, kde se sešla pestrá populace lidí pocházejících z rzných kout svta (z íny, 
Japonska, Portugalska i Filipín), kteí si ke spolené komunikaci a sdlování základních 
informací vytvoili jednoduchý pidžin jazyk, který byl smsicí výraz z jejich pvodních 
jazyk postrádající jakoukoli složitjší gramatiku. Tu do jazyka dodala až následující 
generace, tzn. dti pisthovalc, kteí pidžin jazyku byly vystaveny již od svého narození. 
Proces kreolizace byl pozorován také na konci 70. let 20. století v Nikaragui v tamjší nov 
otevené škole pro hluchonmé, kteí si ke spolené komunikaci nejdíve vytvoili znakovou 
obdobu pidžin jazyka (tzv. Lenguaje de Signos Nicaragüense, LSN) - ten obsahoval pouze 
jednoduché znakové výrazy bez možnosti vyjadovat jakékoli složitjší myšlenky, zápletky 
nebo píbhy. Avšak nová generace hluchonmých dtí, která byla od nejútlejšího vku 
vystavena tomuto znakovému pidžinu, ho dokázala petvoit v plnohodnotný znakový jazyk 
(kreolštinu) se složitou gramatikou umožující rozlišit kdo udlal co a komu (tzv. Idioma de 
Signos Nicaragüense, ISN). To naznauje, že proces osvojování jazyka není pouze njakou 
pasivní recepcí již existující struktury, ale že se jedná také o aktivní (re)konstrukci jazyka, 
jehož útržky dít okolo sebe mže slyšet. Steven Pinker (1994) v této souvislosti hovoí pímo 
o jazykovém instinktu (language instinct), ímž se snaží zdraznit tu skutenost, že „jazyk je 
nco lovku tak vlastního, jako teba uchopování vcí: tak jako úchop je dán vrozenou 
schopností stavt palec proti ostatním prstm, je i jazyk z podstatné ásti dán ním 
vrozeným, ‚instinktivním‘. Jazyk tedy nepichází k lovku ‚zvení‘; je z jisté podstatné ásti 
dán tím, co má ‚uvnit‘.“ (Peregrin, 2003, s. 53)1 Podobn Chomsky - v souladu s Goldovým 
argumentem o nemožnosti získat dokonalý jazykový výstup z nedokonalého jazykového 
vstupu - tvrdí, že jazyk je nco, co se lovk nemže nikdy v pravém slova smyslu nauit, a 
                                                 
1 Tento jazykový instinkt je pitom u dtí aktivní pouze po uritou omezenou dobu (zhruba do 5. roku vku) a 
„spouští“ se pouze za pítomnosti jazykových podnt v prostedí - jak to dokládají píklady dtí, kterým se 
v kritickém období z rzných dvod (napíklad proto, že vyrstaly v naprosté sociální izolaci) nedostalo 
dostateného množství jazykových podnt, a kterým se proto již nikdy nepodailo si osvojit jazyk ve vší jeho 
(gramatické) komplexit. Dobe známý je v této souvislosti pípad indických dívek Kamaly a Amaly, které byly 
vychovávané vlicí, nebo pípad dívky Genie, která od narození až do svých 11 let žila v naprosté izolaci v jedné 
místnosti pipoutaná k židli. V obou dvou pípadech se dívky (pes veškeré úsilí a snahu jejich uitel) 
nedokázaly nauit vytváet vty se složitjší gramatickou strukturou. Dležitost kritického období pro osvojení 
jazyka demonstroval ve svém výzkumu také Meier (1991), když prokázal, že existuje souvislost mezi dobou, 
kdy se hluchonmý lovk zane uit znakové ei, a úrovní, na jaké se mu podaí si osvojit rzné gramatické 
nuance znakového jazyka po 30 a více letech jeho používání. 
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že se jedná spíše o druh zrání njakého „mentálního orgánu“: „O jazykové dovednosti… a 
dalších dovednostech mžeme…uvažovat jako o ‚mentálních orgánech‘[, které] se specifickým 
zpsobem vyvíjí v souladu s genetickým programem… víceúelové uící strategie pestanou 
existovat, budou pouze obecné principy ‚rstu orgán‘, které vysvtlují tvar, strukturu a rst 
ledviny.“1 (Chomsky, 1980, s. 138-139) Podle Chomskyho tak pojem uení ve spojitosti 
s osvojováním jazyka ztrácí svj obvyklý význam a jako takový je tedy pi jeho objasování  
také naprosto neužitený.     
     Platnost Goldovy a Chomskyho argumentace ve prospch vrozenosti jazyka však oslabuje 
hned nkolik problematických pedpoklad, ze kterých tato argumentace vychází (Elman, 
1996): 1) První ponkud problematický pedpoklad se týká toho, že znalost gramatiky, kterou 
si lovk osvojuje, je „dokonalá“ a bez chyb. Tento pedpoklad se odráží také v Chomskyho 
drazu na studium jazykové kompetence – pedpokládaného souboru všech gramatických 
pravidel, která mluví jazyka (aniž by si toho byl vdom)2 nosí ve své mysli, která jsou však 
vzhledem k omezeným kognitivním zdrojm mluvího (jako je nap. omezená pamová 
kapacita) jen nedokonale realizována v rámci konkrétních jazykových promluv (tj. v rámci 
jazykové performance). Když pipustíme, že lovk nikdy nedisponuje dokonalou a 
bezchybnou znalostí gramatiky (pro což ostatn ani neexistují žádné pímé dkazy) a že jeho 
reálná znalost gramatiky se té ideální pouze blíží, tvrzení, že z nedokonalého vstupu nikdy 
nelze získat (ne)dokonalý výstup, tak ztrácí na své „fatálnosti“. 2) Druhý problematický bod 
spoívá v tom, že Chomsky se až píliš soustedí na vrozené aspekty jazyka a ignoruje 
možnost, že by  mohly existovat etné zdroje nepímo dostupných negativních píklad, které 
by dti mohly využívat pi osvojování gramatiky i v situaci, kdy se v jazykovém prostedí 
nachází jen nedokonalá a neúplná vstupní data. Takto si lze napíklad velice dobe pedstavit, 
že dít ve své mysli (nevdom) konfrontuje svá oekávání ohledn toho, co kdo ekne v jaké 
situaci, s tím, co nakonec ve skutenosti slyší.3 3) Z hlediska tématu probíraného v tomto 
oddílu se jako nejdležitjší omezení Goldovy a Chomskyho argumentace jeví být jejich 
pedpoklad ohledn povahy uícího mechanismu, který má údajn „trpt“ nedostatkem 
schopností potebných k osvojení jazyka. Tento uící mechanismus má v Chomskyho pojetí 
podobu pomrn tžkopádného a biologicky a také psychologicky nepíliš plausibilního 
                                                 
1 „We may usefully think of the language faculty, the number faculty, and others, as ‚mental organs‘ [that] 
develop in specific ways, each in accordance with the genetic program… multipurpose learning strategies are 
no more likely exist than general principles of ‚growth of organs‘ that account for the shape, structure and 
growth of the kidney.“ 
2 Tzv. „tichá znalost“, tacit knowledge.  
3 Na této myšlence je také založena predikní úloha, kterou plní Elmanova jednoduchá rekurentní sí pi 
odhalování gramatické struktury jazyka (více viz oddíl „3.2.3.5.4 Konekcionistický model distribuní analýzy“).   
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procesu generování a testování hypotéz. Tento uící mechanismus skuten mže mít potíže 
s osvojováním jazyka. Je to však stejné jako tvrdit, že lovk, který pi autonehod pišel o 
ob dolní konetiny, mže mít potíže s tím, dostat se na vrcholek Mount Everestu: Stejn jako 
autonehoda mže ve skuteném život pipravit lovka o prostedky nutné ke zdolání 
nejvyšší hory svta, tak Chomsky ve své teorii pipravil lovka o prostedky potebné 
k osvojení mateského jazyka. Je jenom píznané, že Chomskyho obraz jazyka nachází své 
(výpoetní) modely v tradiních symbolových systémech, které se jazyku neuí, ale je jim 
spíše dopedu naprogramován. Biologicky a psychologicky mnohem plausibilnjším 
modelem uení je umlá neuronová sí - specifický typ (paraleln distribuovaného) 
výpoetního zaízení, které využívá pomrn jednoduchých a univerzálních uících algoritm. 
etné práce v oblasti konekcionistického modelování jazykového vývoje ukázaly, že umlé 
neuronové sít dokáží i z neúplných vstupních dat vyextrahovat statistické vzorce a 
pravidelnosti související s rznými jazykovými jevy a generalizovat takto získané znalosti i 
na nové a dosud nepotkané pípady. Jako píklad zde lze uvést schopnost jednoduchých 
rekurentních sítí na základ statistických zákonitostí v (sou)výskytu jednotlivých hlásek 
detekovat ve spojitém toku ei hranice jednotlivých slov jako místa, kde je podmínná 
pravdpodobnost výskytu další hlásky za pedpokladu výskytu všech pedcházejících hlásek 
velice nízká (Elman, 1990; viz také obrázek 161). Jiným píkladem je schopnost stejného typu 
sít si osvojit znalost nkterých gramatických a sémantických kategorií ist na základ 
statistických zákonitostí ve výskytu jednotlivých slov v rzných jazykových kontextech 
(Elman, 1990, 1993). Na základ jazykových vstup bžn dostupných malým dtem si podle 
stejného principu jednoduchá rekurentní sí také dokáže osvojit gramatickou strukturu jazyka, 
která je nutná ke zvládnutí tvorby otázek, o kterých Chomsky (1975) pedpokládal, že se je 
dít nikdy nemže nauit ist jenom na základ empirické evidence dostupné v jeho 
jazykovém prostedí (Lewis, Elman, 2002). Plausibilitu tchto konekcionistických model 
potvrzují také nkteré empirické studie statistického uení v souvislosti se schopností malých 
dtí segmentovat spojitý tok ei na jednotlivá slova (Saffran, Aslin, Newport, 1996) a 
vyvozovat gramatická pravidla jednoduchého umlého jazyka (Gomez, Gerken, 1999) na 
základ statistických pravidelností ve výskytu jednotlivých hlásek, slabik nebo slov. Práce 
s umlými neuronovými sítmi v rámci konekcionistického modelování jazykového vývoje 
takto dokládají, že i v neúplném jazykovém vstupu je obsaženo dostatek informací, které 
dostaten „mocný“ uící mechanismus jako jsou umlé neuronové sít dokáže využít 
k extrakci zákonitostí, které jsou dležité z hlediska osvojení jazykové kompetence. Tzn. že 
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pi rozhodování, co se z jazyka lze nauit a co již nikoli, je poteba být velice opatrný - a 




Obrázek 161: Vzorec individuálních chyb jednoduché rekurentní sít predikující svj píští vstup, kterým je vždy 
jedna z hlásek, které tvoí spojitý tok ei: „manyyearsagoaboyandgirllivedbytheseatheyplayedhappily…“. Hranice 
jednotlivých slov je v grafu vyznaena relativními chybovými maximy: ím dále od poátku slova, tím je zjištná 
chyba ve výstupní vrstv menší, což lze interpretovat jako postupn stoupající jistotu neuronové sít ohledn 
toho, jaká další hláska bude v eovém projevu následovat; na poátku nového slova je zjištná chyba ve 
výstupní vrstv relativn nejvyšší, nebo	 po jednom slov mže vtšinou následovat velký poet rzných slov. 
(pevzato z Elman, 1990) 
 
     To, že se toho umlé neuronové sít dokáží na základ vlastních zkušeností tolik nauit, 
však ješt neznamená, že by mechanismus uení byl všemocný a že by na jeho základ bylo 
možné všechno vysvtlit. V této souvislosti se asto objevují obavy nebo námitky, že 
konekcionismus do psychologie a dalších píbuzných disciplín (znovu)zavádí zdánliv již 
dávno pohbený koncept lidské mysli jako nepopsané desky, na kterou se zaznamenávají 
otisky všech zkušeností lovka se svtem. Skutenost je taková, že i jen nepatrná zmna 
v nkterých parametrech neuronové sít mže rozhodnout o tom, zda si neuronová sí dokáže, 
nebo nedokáže požadovanou funkci osvojit. Nastavení parametr pitom (v drtivé vtšin 
pípad) není pod kontrolou samotné neuronové sít, ale je jí „vnuceno“ zvnjšku 
experimentátorem, který je asto nucen velice dlouho hledat tu správnou neuronovou sí s tou 
správnou architekturou, aktivaní funkcí, mírou uení…, kterou by se mu podailo na základ 
prezentovaných píklad pimt chovat se požadovaným zpsobem. Umlá neuronová sí tak 
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„pichází na svt“ již s uritými vrozenými dispozicemi v podob architektury sít, potu uzl 
ve skryté vrstv nebo nastavení nkterých jejích klíových parametr jako je typ aktivaní 
funkce, parametr míry uení apod. Tyto vrozené dispozice však mají ponkud odlišnou 
povahu než ty, se kterými se lze setkat v psycholingvistice siln ovlivnné Chomskyho 
koncepcí univerzální gramatiky: Zatímco v pípad umlých neuronových sítí mají vrozené 
dispozice povahu spíše obecných, doménov nespecifických výpoetních omezení i 
princip, v pípad Chomskyho univerzální gramatiky se jedná o doménov vysoce specifické 
poznatky týkající se nkterých konkrétních vlastností jazyka. V tabulce 11 jsou pehledn 
uvedeny hlavní zdroje (vrozených) omezení, které se mohou uplatovat pi zpracovávání 
informací v biologických nebo umlých neuronových  sítích. Tato omezení se nacházejí podél 
škály, která rozlišuje jednotlivé zdroje omezení podle míry jejich doménové ne/specifity, resp. 
bezprostednosti, s níž zpracovávání informací ovlivují – zatímco doménov nejvíce 
specifické jsou reprezentace konkrétních  poznatk  v podob specificky nastavených vah 
(synaptických) spoj, doménov nejmén specifická jsou asová omezení rzných 
vývojových nebo tréninkových proces odehrávajících se v mozku nebo v umlé neuronové 
síti. Z údaj v tabulce je zejmé, že znalosti (napíklad jazyka) nemusí být vrozené pímo, ale 
že mže být vrozený pouze mechanismus, který se tyto znalosti dokáže snadno a velice rychle 
nauit. Manifestací takového vrozeného uícího mechanismu jsou zde již nkolikrát 
zmiovaná kritická období ve vývoji ady živoišných druh (vetn lovka), bhem kterých 
se mláata daného druhu dokáží velice rychle nauit uritému specifickému druhu chování na 
základ jen velice krátké a omezené zkušenosti s odpovídajícím „podntovým materiálem“. 
Vznik takového uícího mechanismu prostednictvím evoluce pírodním výbrem ve své 
práci simulovali Nakisa a Plunkett (1998), kterým se s pomocí genetických algoritm (kdy do 
populace umlých „genom“ zakódovali architekturu a uící algoritmus sít a poté tuto 
populaci vystavili iterativnímu procesu kumulativní selekce) podailo „vyšlechtit“ 
konekcionistický model osvojování senzitivity vi hláskové struktue jazyka na bázi 
atraktorové sít, která se dokázala bhem pouhých dvou minut expozice eovým podntm 
nauit kategorizovat tyto eové podnty v souladu s hláskovou strukturou anglického jazyka. 
Výsledkem umlého výbru zde tak nebyla konkrétní znalost hláskové struktury anglického 
jazyka, ale neuronová sí s tou správnou architekturou a s tím správným uícím algoritmem 
která se dokázala velice rychle a snadno nauit požadovanému chování. V tomto kontextu je 
také zajímavá Elmanova práce z roku 1993, ve které její autor prokázal, že i doménov 
nespecifické omezení v podob inkrementální prezentace tréninkových dat mže mít 




Tabulka 11: Pehled možných zdroj vrozených omezení uplatujících se pi zpracovávání informací v 
biologických a umlých neuronových sítích. (pevzato z Elman a kol., 1996) 
 
3.2.4.2 Kontinuální vs. stupovitý vývoj 
 
     Krom toho, že konekcionistické modely umožují prakticky ovit, co všechno se lze 
nauit na základ vlastní zkušenosti, resp. na základ vstup z vnjšího prostedí, tento typ 
výpoetních model znan pispívá také k osvtlení možných mechanism, které mohou stát  
za specifickým „tvarem“ vývojových zmn, ke kterým dochází v prbhu vývoje rzných 
kognitivních funkcí.  
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    Jak známo, kognitivní vývoj má jen málokdy podobu jednoduchého lineárního rstu i 
monotónního zvyšování kompetence v dané kognitivní domén. Ve vývoji kognitivních 
funkcí lze naopak velice asto pozorovat etapy zrychleného nebo naopak zpomaleného 
vývoje, tzv. kritická období, která jsou optimální pro rozvoj uritých kognitivních funkcí, 
náhlé objevení se nových schopností, ale stejn tak jejich doasnou ztrátu nebo zhoršení, tedy 
pesný opak toho, co by lovk oekával od (progresivního) vývoje smující od mén 
schopného a kompetentního dítte ke stále schopnjšímu a kompetentnjšímu dosplci.   
     Jeden z nejdležitjších aspekt  problematiky vývojových mechanism skrývajících se za 
profilem vývojových zmn má podobu sporu o to, zda má kognitivní vývoj kontinuální nebo 
naopak diskrétní (stupovitou) povahu, tedy zda probíhá spíše v podob drobných krok a 
pozvolných zmn nebo naopak v podob náhlých pechod mezi kvalitativn zcela odlišnými 
vývojovými stádii, které picházejí  po období relativního (vývojového)  klidu a stagnace. Pod  
pojmy punktualismus a gradualismus se obdobná debata vede také v souvislosti 
s fylogenetickým vývojem organism (viz obrázek 163; Dawkins, 2002). 
 
 
Obrázek 162: Ve vývojové psychologii se vede spor o to, zda kognitivní vývoj má povahu kontinuáln 
probíhajících drobných zmn (a), anebo zda v kognitivním vývoji existují období relativního klidu (kdy se 
schopnosti dítte nijak dramaticky nemní), která jsou od sebe oddlena uritými „kritickými body“, kdy dochází  
k náhlému (skokovému) pechodu z jedné kvalitativn odlišné vývojové fáze do druhé (b).      
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Obrázek 163: Zatímco podle gradualist se evoluce organism dje prostednictvím kumulace drobných zmn 
v prbhu dlouhých asových období (horní ást obrázku), podle punktualist k evoluním zmnám dochází 
náhle, ve skocích, de facto bhem jediné generace (dolní ást obrázku).    
 
     Ve vztahu k této otázce má na souasnou vývojovou psychologii stále velký vliv švýcarský 
psycholog Jean Piaget a jeho koncepce stádií kognitivního vývoje (Piaget, Inhelderová, 1970; 
Piaget, 1999). Jakkoli byly zpochybnny etné Piagetovy závry ohledn vkových hranic 
jednotlivých stádií kognitivního vývoje, ohledn toho, co dti v kterém vku dokáží a co 
nikoli, a také ohledn konkrétních píin selhání dtí v jednotlivých piagetovských úlohách 
(viz napíklad Spelke, 1988, 1990; Baillargeon, 1993; Wynn, 1995; Thelen a kol., 2001), jeho 
základní myšlenka si i nadále zachovává znanou pitažlivost, kterou se zdají podporovat také 
nkteré z výše zmiovaných charakteristik kognitivního vývoje. Základní Piagetovou 
myšlenkou je to, že lovk bhem svého kognitivního vývoje prochází adou kvalitativn 
odlišných stádií, bhem kterých ve svém uvažování používá (kvalitativn) zcela odlišné 
mentální procesy i operace. Podle Piageta napíklad dít ve svém nejranjším stádiu 
kognitivního vývoje disponuje pouze ne-symbolickými operacemi, které pracují jen s tmi 
informacemi, které jsou dítti bezprostedn dostupné prostednictvím jeho smysl. 
Dsledkem je pak to, že dít v této fázi kognitivního vývoje není schopné ešit úlohy, které 
vyžadují schopnost mentáln manipulovat s informacemi, které nejsou v prostedí aktuáln 
pítomné nebo nejsou bezprostedn smyslov dostupné. Jakmile se však u dítte 
v následujícím vývojovém stádium objeví kvalitativn nový kognitivní mechanismus 
v podob symbolických reprezentací, dít najednou zane být schopné úspšn plnit i ty 
úlohy, které v pedcházejícím vývojovém stádium schopné ešit nebylo.  
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    Piaget k mapování vývojových stádií vymyslel adu experimentálních situací, v rámci 
kterých dti ešily rzné kognitivní úlohy, a podle toho, jakých chyb se dti v prbhu jejich 
ešení dopouštly, Piaget usuzoval na skryté mentální mechanismy stojící za pozorovatelným 
chováním. Jedna taková úloha, s jejíž pomocí Piaget zkoumal vývoj schopnosti decentrace a 
reverzibility myšlení, spoívala v posuzování, na kterou stranu (a jestli vbec) se pikloní 
dvouramenná váha v závislosti na rzn velkých závažích umístných na dvou ramenech 
v rzné vzdálenosti od otoného bodu (tzv. balance beam problem). Novji výkon dtí  v této 
úloze zkoumal Siegler (1981), který zjistil, že dti pi ešení této úlohy prochází tymi 
rznými vývojovými stádii, bhem kterých se ídí – nebo se to vnjšímu pozorovateli alespo 
tak zdá, že se ídí – tymi rznými pravidly, která v rzné míe (a za rzných podmínek) 
zohledují dva základní aspekty problémové situace, které jsou relevantní z hlediska jejího 
ešení.1 Taková zjištní mohou sugerovat pedstavu, že tyto tyi rzné vývojové fáze v 
chování dítte odráží kvalitativní zmny ve zpsobu, jakým dít zpracovává, resp. 
reprezentuje informace o vnjším prostedí.  
     Avšak již v jednom z prvních pokus o konekcionistické modelování kognitivního vývoje  
McClelland (1989) vytvoil pomrn jednoduchou dopednou neuronovou sí, která úspšn 
simulovala vývoj výkonu dítte v úloze s dvouramennou vahou - tzn. že chování této 
neuronové sít v prbhu jejího tréninku vykazovalo stejný stupovitý vývoj, jaký je možné 
pozorovat u dtí. A vzhledem k tomu, že je velice dobe známo, jakým zpsobem se 
neuronová sí uí a vyvíjí - totiž prostednictvím postupných a drobných úprav vážených 
spoj a bez njaké zásadní zmny samotné architektury sít nebo uícího algoritmu -, lze 
z úspchu McClellandovy sít pi simulaci stupovitého vývoje celkem bezpen usuzovat na 
to, že i malé, pozvolné a kontinuální zmny (ke kterým dochází pi úprav vah spoj uící se 
neuronové sít) mohou mít za následek náhlé objevení se kvalitativn zcela nového zpsobu 
chování.2 Tzn. že k vysvtlení takového kvalitativn zcela nového zpsobu chování není 
poteba vždy automaticky pedpokládat také existenci nebo vznik kvalitativn zcela nového 
mentálního mechanismu. To, jak je nco takového možné, lze jednoduše ilustrovat s pomocí 
                                                 
1 V první fázi dti vnují pozornost pouze velikosti závaží; jeho vzdálenost od osy otáení zcela ignorují a 
neberou ji nijak v úvahu. Ve druhém stádiu dti zohledují také vzdálenost od osy otáení, ale pouze v tom 
pípad, že závaží na obou ramenech váhy jsou stejn veliká. Ve tetí fázi dti dokáží správn zohlednit oba dva 
aspekty problémové situace, ale pouze tehdy, když je druhý aspekt situace na obou ramenech váhy totožný. 
Konen ve tvrtém stádiu již dti implicitn pracují s konceptem toivého momentu a dokáží náležit zohlednit 
oba dva aspekty problémové situace, a to i tehdy, když jsou tyto dva aspekty v rozporu (tedy když na jednom 
rameni je vtší závaží a na druhém se závaží nachází ve vtší vzdálenosti od osy otáení).        
2 Což samozejm ješt nic neíká o tom, že stejn je tomu i u lovka, nicmén vzhledem k tomu, že umlé 
neuronové sít na urité rovin abstrakce fungují na základ stejných princip jako biologické neuronové sít, je 
poteba být pinejmenším znan opatrný pi postulování existence kvalitativn zcela odlišných kognitivních 
mechanism ist na základ zjištných behaviorálních dat. 
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obrázku 164, na kterém je zachycena ást chybové krajiny jednoduché neuronové sít se 
dvma váženými spoji: Na obrázku je dobe vidt, že díky nelinearit obsažené v aktivaní 
funkci (viz s. 216-217) i nepatrná zmna v hodnot jednoho váženého spoje (napíklad 
zvýšení váhy spoje w1 z 0,6 na 0,8) mže vést k náhlému a prudkému snížení celkové chyby 
ve výstupní vrstv a ke stejn náhlému a prudkému objevení se odpovídající kognitivní 
funkce, kterou tato jednoduchá umlá neuronová sí implementuje.    
 
 
Obrázek 164: Chybová krajina - stavový prostor umlé neuronové sít definovaný jejími dvma váženými spoji 
a mírou celkové chyby ve výstupní vrstv. I minimální zmna v hodnot jednoho váženého spoje zde mže díky 
nelinearit obsažené v aktivaní funkci vést k výraznému snížení celkové chyby ve výstupní vrstv a v dsledku 
toho také k náhlému objevení se kognitivní funkce, kterou neuronová sí	 implementuje.         
 
     Rumelhartovi s McClellandem (1986d) se podobn podailo s pomocí dopedné 
(dvouvrstevné) neuronové sít vytvoit konekcionistický model úspšn simulující vývojová 
stádia, kterými prochází dti z anglofonního prostedí pi osvojování schopnosti vytváet 
minulý as od pravidelných a nepravidelných sloves. Tuto schopnost si dti osvojují ve tech 
základních fázích: 1) V první fázi dti správn vytváejí minulý as jak od pravidelných 
sloves (pidáním koncovky –ed k základnímu tvaru slovesa v pítomném ase) tak i od sloves 
nepravidelných. 2) Ve druhé fázi dti vytváejí minulý as od nepravidelných sloves stejným 
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zpsobem jako od pravidelných sloves (pidáním koncovky –ed). 3)  A  ve  tetí  fázi dti opt       
tvoí správn tvary jak od pravidelných tak i nepravidelných sloves. Vývojová kivka tak má 
charakteristický tvar písmene U, kdy po poátením dobrém výkonu dochází k jeho 
doasnému zhoršení, po kterém je optovn dosaženo pvodní úrovn výkonu. Podle 
tradiního vysvtlení jsou píinou této specifické vývojové kivky kvalitativn odlišné 
kognitivní (reprezentaní) mechanismy, které se uplatují v jednotlivých fázích jazykového 
vývoje. Zatímco v první fázi je schopnost dítte vytváet minulý as od pravidelných a 
nepravidelných sloves založena ist na mechanickém zapamatování si tvar sloves v  
minulém  ase,  ve  druhé  fázi  si  dít  na  základ  své  zkušenosti  s anglickým  jazykem (ve 
kterém pevažují pravidelná slovesa) osvojuje abstraktní pravidlo pro vytváení minulé asu, 
(které íká cosi ve smyslu Vem základní tvar slovesa v pítomném ase a pidej k nmu 
koncovku –ed) a aplikuje ho na všechna slovesa, a to bez ohledu na to, zda se jedná o slovesa 
pravidelná nebo nepravidelná (tzv. over-regularization error, tj. chyba nadmrného užívání 
gramatických pravidel). Ve tetí fázi si pak dít uvdomí, že z tohoto pravidla existují etné 
výjimky, a zane pi vytváení minulého asu rozlišovat mezi pravidelnými a nepravidelnými 
slovesy. Na konci celého vývoje tak dít disponuje dvma rznými mentálními mechanismy, 
které mají na starosti vytváení minulé asu od dvou rzných skupin sloves (tzv. dual-route 
model). Rumelhartv a McClellandv výpoetní model však prokázal, že stejné vývojové 
kivky (ve tvaru písmene U) lze dosáhnout také u umlé neuronové sít, jejíž architektura a 
uící algoritmus se v prbhu uení nijak nemní. Fáze, kterými neuronová sí bhem svého 
vývoje procházela, byly zpsobeny ist interakcí nemnného uícího mechanismu 
s (tréninkovým) prostedím majícím uritou specifickou statistickou strukturu. Práv ta se 
stala terem kritiky Pinkera a Prince (1988), kteí upozorovali na to, že zastoupení 
pravidelných a nepravidelných sloves v tréninkovém prostedí neuronové sít (resp. jejich 
„dávkování“ v prbhu jejího tréninku) neodpovídalo podmínkám, za kterých se tvorb 
minulého asu sloves uí malé dti: Podle Pinkera a Prince se  v prvních tech letech života ve 
slovníku   dtí   (z   anglofonního  prostedí)   nachází   zhruba   stejný   poet   pravidelných  i 
nepravidelných sloves;  v tréninkovém  prostedí  Rumelhartovy a McClellandovy neuronové 
sít však na samotném poátku tréninku (v prvních deseti epochách) znan pevládala 
nepravidelná slovesa, s tím, že pozdji se pomr pravidelných a nepravidelných sloves obrátil 
ve prospch poetnjších pravidelných sloves. To vedlo k podezení, že stádia ve vývoji 




Obrázek 165: Výkon Rumelhartovy a McClellandovy neuronové sít pi tvorb minulého asu od 
ne/pravidelných sloves v závislosti na ubhnutých epochách tréninkového procesu. Z grafu je dobe patrné, jak 
okolo desáté tréninkové epochy došlo k prudkému snížení schopnosti neuronové sít správn tvoit minulý as od 
nepravidelných sloves. V tomto bod neuronová sí	 zaala vykazovat chování popisované v psycholingvistické 
literatue jako chyba nadmrného užívání gramatických pravidel (over-regularization error). (pevzato 
z Rumelhart, McClelland, 1986d) 
 
nepodloženým) zásahem do struktury tréninkového prostedí.1 Plunkett a Marchman (1991, 
1993, 1996) tento nedostatek v pozdjší simulaci odstranili a ukázali, že umlá neuronová sí 
(tentokrát i se skrytou vrstvou) vykazuje typickou vývojovou kivku a typický vzorec chyb i 
bez podobných umlých zásah a že pozorovaná stádia v chování umlé neuronové sít jsou 
dána ist interferencí mezi dvma odlišnými typy sloves pi úpravách váhové matice 
v prbhu trénování sít.  
 
 
                                                 
1 Na poátku tréninku bylo v tréninkovém prostedí pouze deset sloves, z nichž osm bylo nepravidelných a dv 
pravidelná. Vzhledem k obrovskému potu vážených spoj nebyl pro neuronovou sí žádný problém nauit se  
minulý as od všech deseti sloves mechanicky nazpam. V další fázi tréninku zaaly v tréninkovém prostedí 
pevládat pravidelná slovesa, takže pedevším tento typ sloves ml vliv na úpravu vah spoj v prbhu trénování 
sít. Neuronová sí s takovou váhovou maticí mla tendenci zpracovávat i nepravidelná slovesa jako slovesa 
pravidelná, což mlo automaticky za následek efekt tradin pipisovaný chyb nadmrného užívání 
gramatických pravidel (over-regularization error); viz také obrázek 165.  
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3.2.4.3 Zpsob reprezentace poznatk 
 
     Rumelhartova a McClellandova simulace také dokazuje, že chování, které z vnjšku 
psobí jako dsledek dodržování njakého abstraktního a explicitního (pitom ale ne nutn 
lovkem uvdomovaného) pravidla, nemusí být na znalosti takového pravidla vbec 
založeno. To samozejm neznamená, že by se neuronové sít neídily žádnými pravidly - ony 
se jimi ídí (koneckonc umlé neuronové sít aproximují rzné funkce a funkce nejsou niím 
jiným než druhem pravidla), ale jsou to ponkud jiná pravidla než jsou ta, se kterými se lze 
setkat v tradiních symbolových systémech nebo v lingvistických analýzách: Na rozdíl od 
nich se jedná o pravidla, která jsou definována na objektech, které mají hodn daleko 
k sémantice bžného (lingvistického) diskurzu operujícího s takovými pojmy jako jsou 
hlásky, morfémy, slovní druhy, vtné leny, frázové struktury apod. (více viz oddíl „1.2.3.4 
Výpoetní architektura mysli/mozku„). Konekcionistické modely tímto pispívají 
ke znanému obohacení našich pedstav o tom, jak mohou být rzné poznatky reprezentovány 
a co to vlastn znamená, když se ekne, že nkdo nco ví a že disponuje uritými znalostmi.     
 
3.2.4.4 Kritická období 
 
     Za doklad toho, že lovk ve svém kognitivním vývoji prochází adou stádií, bhem 
kterých se jeho kognitivní systém ídí kvalitativn zcela odlišnými principy, se považuje také 
existence tzv. „kritických období“, kdy se zdá, že dít je po jistou omezenou dobu vybaveno 
schopnostmi, které mu umožují si relativn snadno a rychle osvojovat rzné kognitivní 
funkce. Po uplynutí urité doby však dít tyto schopnosti nenávratn ztrácí a vyskytne-li se 
v nesprávnou dobu na nesprávném míst, kde se mu z vnjšího prostedí nedostane 
odpovídající stimulace, brány k jazykm a dalším kognitivním funkcím se mu tím nadobro 
uzavou, budeme-li voln parafrázovat název jednoho z dl Jana Ámose Komenského. Práce s 
umlými neuronovými sítmi využívajícími logistickou aktivaní funkci (a uící algoritmus 
zptného šíení nebo pravidlo nejmenších tverc) však ukazují, že „kritická období“ se 
ve vývoji umlých neuronových sítí objevují i beze zmny samotného uícího mechanismu, 
tj. beze zmny architektury sít a jejího uícího algoritmu. Ztráta plasticity takové neuronové 
sít (tj. její schopnosti se dál uit) je ist dsledkem specifického tvaru logistické aktivaní 
funkce, jejíž sklon má maximální hodnotu tam, kde se celkový vstup (netinputi) do uzlu i 
pohybuje okolo 0, a ím více se od této hodnoty vzdalujeme, tím je sklon aktivaní funkce 
menší (viz obrázek 123 na stran 217). To vede k tomu, že maximální míra uení (tj. nejvtší 
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zmny vah spoj) probíhá u uzl, jejichž celkový vstup se pohybuje okolo 0, tzn. u tch uzl, 
kterým ješt nebyla piena uritá konkrétní role v procesu transformace vstup na výstupy; 
naproti tomu uzly s velkým celkovým vstupem, které jsou již pln zapojeny do 
„transformaního procesu“, mní váhy svých spoj už jen minimáln. Tzn. že uení 
neuronové sít probíhá pouze v uritém omezeném asovém období, kdy dochází 
k postupnému „usazování rolí“ jednotlivých uzl sít a po jehož uplynutí je už jen velice 
obtížné toto nastavení jakkoli mnit. Neuronová sí takto ztrácí svoji plasticitu v dsledku 
samotného procesu uení, aniž by pitom docházelo k jakékoli kvalitativní zmn princip, 
které stojí v pozadí jejího fungování. 
 
3.2.4.5 Operacionalizace vývojov-psychologických pojm 
   
     Vedle toho, že konekcionistické výpoetní modely nabízejí nový úhel pohledu na tradiní 
a zavedené pojmy vývojové psychologie, dovolují také dát trochu konkrétnjší a více 
hmatatelnou podobu jinak jen velice vágn definovaným pojmm, se kterými se v rámci 
rzných vývojov-psychologických teorií asto pracuje. Jako píklad zde mžeme uvést 
Piagetovy pojmy asimilace a akomodace, dva základní mechanismy kognitivního vývoje: 
Podle Piageta si dít na základ svých zkušeností ve své mysli vytváí rzná kognitivní 
schémata i mentální rámce, ve kterých jsou uloženy veškeré znalosti dítte o tom, jak to 
„chodí“ v jeho fyzikálním a sociálním prostedí. Funkcí takto vytvoených schémat je 
adaptace na prostedí, kterou Piaget chápe jako záležitost rovnovážného stavu (ekvilibria) 
mezi prostedím a kognitivními schématy, jejichž prostednictvím dít zpracovává podnty, 
které k nmu z tohoto prostedí picházejí. K ustavování této rovnováhy dochází podle 
Piageta na základ dvou základních kognitivních mechanism, kterými jsou asimilace a 
akomodace: Nové jevy se lovk vždy snaží zaleovat do již existujících a dostupných 
schémat, která si vytvoil na základ svých minulých zkušeností (proces asimilace). Jestliže 
jsou však tato stávající schémata neadekvátní novým podntm, vede to ke vzniku jakési 
kognitivní nerovnováhy, která dít nutí odstranit existující nesoulad mezi poznáním a realitou. 
Optovné nastolení rovnováhy se dje prostednictvím mechanismu akomodace, kdy dít 
vytváí nová schémata nebo stávající schémata modifikuje tak, aby do nich nové jevy mohlo 
zalenit. Neustálým stídáním stav nerovnováhy (vyvolaných novými zkušenostmi) a stav 
optovn nabyté rovnováhy (dosažených vytvoením nových schémat vyhovujících všem 
podstatným informacím z prostedí) dochází k postupnému propracovávání kognitivních 
schémat umožujících efektivnjší a adaptivnjší organizování zkušeností s prostedím. 
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V rámci konekcionistického modelování lze proces asimilace chápat jako stav, kdy neuronová 
sí ke zpracovávání podnt picházejících k ní z vnjšího prostedí pes její vstupní vrstvu 
využívá stávající váhovou matici, která byla nastavena na základ všech jejích dosavadních 
zkušeností. Proces akomodace by pak odpovídal stavu, kdy se nastavení vah jednotlivých 
spoj mezi uzly sít mní pod vlivem nových zkušeností. S takto operacionalizovanou 
definicí mechanism asimilace a akomodace je již mnohem snazší podrobit pípadnému 
testování nkteré z hypotéz, které vyplývají z Piagetova modelu kognitivního vývoje. 
Poítaová implementace takového modelu by rovnž umožovala generovat nové hypotézy, 
nebo bez pomoci poítae lze asto jen velice obtížn pedvídat možné dsledky 
komplexních interakcí mezi jednotlivými prvky modelu.    
     S pomocí umlých neuronových sítí lze podobn precizovat také další pojmy jako je 
napíklad pojem vrozených dispozic (viz oddíl „3.2.4.1 Nativismus vs. empirismus“) nebo 
pojem emergence. Ten mže v rámci konekcionistického modelování oznaovat pedem 
nenaprogramované chování, které vyvstává z interakce mezi obecnými principy zpracovávání 
informací v umlé neuronové síti a specifickým zpsobem prezentace vstupních dat 
z tréninkového prostedí s uritou specifickou statistickou strukturou. Jako konkrétní píklad 
emergentního chování umlé neuronové sít zde lze uvést již jednou zmiovaná kritická 
období ve vývoji umlé neuronové sít i Elmanem (1993) objevený vliv inkrementálního 

















4 PDP model využití fonotaktických a prozodických vodítek k segmentaci 
spojitého toku ei na jednotlivá slova v J 
 
„.V rámci polárního… vnímání svta lidskou psychikou nejenže vydlujeme jednotlivé vci z v zásad 
kompaktního a kontinuálního bytí, ale rozpadají se nám, a i samy o sob tvoí jeden celek, na mozaiku 
smyslových aspekt (vzhled, zvukové projevy, konzistence atd.) i jejich jemnjší dlení (tvar, barva, lesk, témbr 
atd.) jako dsledek tohoto „zmocování se“ svta pomocí naší psýchy, které pochopiteln pedstavuje na svt 
urité násilí -„krávolouka“ se rozpadá na krávu a louku zásti až v dsledku našeho interpretaního úsilí, ale 
alespo v urité míe „po letokruzích“ svta toto snažen jít musí [takže jen]  tžko se najde jazyk, mající slovo 
pro souhrnné oznaení dobytka i s pastvinou a pro jednotlivou krávu ne. […] Pipomíná to známou ínskou 
metaforu o taoistickém ezníkovi, který dobyte rozporcovává podle pirozených anatomických struktur, takka 
bez vynaložení energie na rozdíl od jeho nevdomého  kolegy, který zvíe eže hrubou silou hlava nehlava. “ 
STANISLAV KOMÁREK, Píroda a kultura. Svt jev a svt interpretací. 
 
4.1 Výzkumný problém 
 
     Jedním z prvních problém, na které dít narazí ve své snaze osvojit si svou mateštinu, je 
lokalizace hranic jednotlivých slov, která se z pohledu (nebo lépe eeno „z poslechu“) 
netrénovaného a neškoleného ucha malého dítte zdají tvoit jeden nepetržitý proud eových 
zvuk, ve kterém nejsou na první „poslech“ patrné (resp. slyšitelné) žádné výrazné 
charakteristiky, na základ kterých by bylo možné usuzovat na to, kde jedno slovo koní a 
druhé zaíná. Vypjíme-li si od Williama Jamese jeho slavnou „repliku“ ohledn struktury 
vdomého prožívání malého dítte, potom ranou jazykovou zkušenost mžeme 
charakterizovat jako „bzuící zmatek“,1 který (z hlediska lexikálního, nikoli však 
prozodického2) postrádá jakoukoli pevnjší strukturu. Pestože je dosplý lovk za 
normálního stavu vdomí již nadobro a nenávratn „odstihnut“ od svých vzpomínek na 
nejranjší období svého života, i v dosplosti si lze velice snadno „umle“ navodit zkušenost 
„primordiálního jazykového chaosu“, jehož fenomenologie se do znané míry podobá bžné 
zkušenosti s jakýmkoli cizím a neznámým jazykem, který netrénovanému mozku zní podobn 
                                                 
1 „…buzzing confusion.“ 
2 Viz oddíl „3.2.3.1 Senzitivita k prozodické struktue jazyka“. 
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jako mateština novorozenci, tj. jako souvislý a nijak nestrukturovaný tok eových zvuk, ve 
kterém lze rozlišit pouze uritou specifickou melodii, nikoli však jednotlivá slova.1   
     V oddíle vnovaném segmentaci ei2 jsem navrhl dívat se na snahu dítte identifikovat 
v „bzuícím zmatku“ eových podnt jednotlivá slova jako na slézání strmé a zdánliv 
dokonale hladké stny, ve které se horolezec pokouší najít njakou škvíru i trhlinku, kterou 
by mohl použít jako oporu pi jejím slézání. V této analogii se mysl dítte („jazykolezce“) 
snaží najít ve zdánliv zcela náhodné posloupnosti eových zvuk (hladké stn) jisté 
zákonitosti (škvíry a trhliny), které by jí mohly pomoci lokalizovat v souvislém toku ei 
hranice jednotlivých slov. Klí k ešení problému segmentace ei spoívá tedy v tom, že 
posloupnost eových podnt není zcela náhodná, ale že se ídí uritými zákonitostmi, které 
by lidská mysl mohla s pomocí vhodných analytických nástroj odhalit a následn také využít 
pi snaze dát strukturu a ád tomu, co okolo sebe slyší. Tyto zákonitosti se týkají pedevším 
statistických zákonitostí v (sou)výskytu jednotlivých hlásek a uritých prozodických 
charakteristik jazyka (jako je napíklad stálý pízvuk na první, poslední nebo pedposlední 
slabice). Rzné empirické výzkumy statistického uení u malých dtí (napíklad Saffran, 
Aslin, Newport, 1996; Mattyse, Jusczyk a kol.,1999) prokázaly, že dti jsou skuten vi 
tomuto druhu statistických zákonitostí v jazykovém vstupu citliví a že znalost tchto 
zákonitostí dokáží využívat pi segmentaci spojitého toku ei na jednotlivá slova. Mysl 
malého dítte tak musí být vybavena njakým druhem statistického procesoru (statistical 
learning device), který dítti umožuje využívat toho, že (sou)výskyt jednotlivých hlásek a 
nkterých prozodických charakteristik jazyka není nahodilý, ale že se ídí uritými pravidly a 
zákonitostmi, která vytváejí hláskovou a prozodickou strukturu daného jazyka.  
     Biologicky a psychologicky plausibilním modelem takového statistického procesoru je 
umlá neuronová sí. Ve své práci z roku 1990 Jeffrey Elman prokázal, že uritý specifický 
typ umlé neuronové sít (tzv. jednoduchá rekurentní sí)3 se dokáže na základ expozice 
souvislému toku ei úspšn nauit identifikovat hranice jednotlivých slov jako ta místa ve 
spojitém proudu hlásek, kde je podmínná pravdpodobnost výskytu další hlásky za 
pedpokladu výskytu všech pedchozích hlásek velice nízká, což lze formulovat i tak, že se 
jedná o takové místo v proudu ei, kde (z hlediska umlé neuronové sít) dochází ke ztrát 
jakákoli souvislosti mezi danou hláskou a všemi pedcházejícími hláskami. Podle Elmana tak 
                                                 
1 Oproti novorozenci má však dosplý mluví v této situaci jednu podstatnou výhodu - ví totiž, že nco takového 
jako slova vbec existuje a že jazykový vstup lze na tyto základní stavební jednotky rozložit (a že by tedy také 
bylo záhodno zaít tato slova hledat a nedát si pokoj, dokud neuiní zadost své poteb slyšet jazyk jako proud 
jasn od sebe odlišitelných slov). 
2 Viz oddíl „3.2.3.3 Segmentace spojitého toku ei”. 
3 Viz oddíl „2.2.2.3.2 Jednoduché rekurentní sít”. 
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umlá neuronová sí dokáže identifikovat hranice jednotlivých slov díky tomu, že je schopná 
rozeznat, kdy jí je znalost všech pedcházejících hlásek tzv. „k niemu“, nebo jí již nijak 
nepomáhá pi predikci další hlásky. V tomto Elmanem navrženém konceptuálním rámci má 
svj základ také PDP simulace popsaná v této kapitole, jejímž cílem je prozkoumat interakci 
fonotaktických a prozodických vodítek pi segmentaci ei a dát tak odpov na otázku, jak 
(a zda vbec) se pedpokládaná deliminativní funkce a „pidaná hodnota“ prozodického 
vodítka v podob stálého pízvuku na první slabice projeví v innosti umlé neuronové 
sít pi její snaze anticipovat svj píští vstup, jejímž vedlejším produktem je informace 
o hranicích jednotlivých slov ve spojitém toku ei. Jinými slovy, cílem zde popsaného 
PDP modelu je zjistit, zda Elmanem navržený konekcionistický model je schopen 
implementovat a tak i vysvtlit deliminativní funkci prozodického vodítka majícího 
podobu stálého pízvuku na první slabice. V následujících oddílech jsou nejdíve popsány 
nkteré základní charakteristiky použitého PDP modelu jako je konkrétní podoba ešené 
úlohy, obsah tréninkového prostedí, zpsob reprezentace vstupních a výstupních dat, 
architektura neuronové sít i její tréninkové parametry; po tomto struném pedstavení PDP 
modelu (realizovaného s pomocí simulaního softwaru Tlearn)1 následuje prezentace 
samotných výsledk a jejich diskuse z hlediska výše položené otázky.           
 
4.2 Definování úlohy pro neuronovou sí	 
 
     Tréninkové prostedí umlé neuronové sít (dále UNS) sestávalo z deseti rzných slov -  
šesti substantiv (kolega, student, svaina, hlava, slunce a prase), dvou adjektiv (vysoký a 
starý) a dvou sloves (dostat a potkat). Od každého substantiva se v tréninkovém korpusu 
nacházelo všech jeho sedm pád, a to v množném i jednotném ísle. Adjektiva ve stedním a 
ženském rod (jednotného ísla) byla zastoupena pouze v prvním pád; naproti tomu 
adjektiva v mužském rod (jednotného ísla) byla zastoupena ve všech svých sedmi pádech. 
Ob slovesa byla v minulém ase, ve všech tech osobách jednotného ísla a v první osob 
množného ísla. V pípad substantiv, sloves a adjektiv v mužském rod se každý jejich tvar 
v tréninkovém korpusu nacházel celkem tikrát; adjektiva v ženském a stedním rod pouze 
jednou. V tréninkovém prostedí se tak celkem nacházelo 299 jednotlivých slov.  
                                                 
1 Na piloženém CD je v adresái Tlearn umístn instalaní soubor tohoto simulaního softwaru spolu 
s manuálem k jeho ovládání. Pípadný zájemce tak má možnost si sám ovit zde pedkládané výsledky nebo 
experimentovat se cvinými i svými vlastními simulacemi. Software (vetn manuálu) je voln k dispozici také 
na webových stránkách Jeffreyho Elmana, které jsou vnovány speciáln tomuto simulanímu softwaru 
(http://crl.ucsd.edu/innate/tlearn.html). 
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     S pomocí generátoru pseudonáhodných ísel bylo vytvoeno poadí, v nmž byla pozdji  
jednotlivá slova prezentována UNS na její vstupní vrstv. Ješt ped samotnou prezentací 
však bylo každé slovo rozloženo na jednotlivé hlásky. V tréninkovém korpusu UNS se tak 
nenacházela slova, ale pouze spojitý tok 2 122 hlásek1, ve kterém nebyly žádným zpsobem 
vyznaeny hranice mezi jednotlivými slovy. Napíklad v samotném úvodu tréninkového 
korpusu se nacházela následující niím neperušovaná sekvence hlásek:  
    
hlavastudentaprasevisokékolegoustarésluncíkolegistaréstarímvisokíkolegovi… 
 
V každý okamžik byla UNS z této posloupnosti hlásek v pevném a nemnném poadí 
prezentována práv jedna hláska. Úlohou UNS pitom bylo anticipovat svj píští vstup, tj. 
hlásku, která následovala po té, která byla UNS aktuáln prezentována na její vstupní vrstv. 
UNS úspšn splnila svou úlohu tehdy, když dokázala v reakci na vstupní aktivaní vzorec 
reprezentující uritou konkrétní hlásku vyprodukovat ve své výstupní vrstv aktivaní vzorec 
odpovídající následující hlásce v jazykovém vstupu. Použijeme-li jako píklad zaátek výše 
uvedené ásti tréninkového korpusu, tak pi percipování hlásky h by UNS mla být schopna 
ve své výstupní vrstv anticipovat hlásku l.      
     Ve vstupní i výstupní vrstv byly jednotlivé hlásky reprezentovány 26-ti místným 
vektorem jedniek a nul (viz obrázek 166). Toto reprezentaní schéma vychází z klasifikace 
samohlásek a souhlásek, které ve své práci uvádí lingvista Jií erný (1998, s. 80-85): 
Zatímco klasifikace eských samohlásek je založena na jejich délce (dlouhé/krátké 
samohlásky) a na postavení jazyka pi jejich artikulaci (pední/stední/zadní a 
vysoké/stedové/nízké samohlásky; viz také obrázek 167), ke klasifikaci eských souhlásek se 




Obrázek 166: Hellwagv trojúhelník, který schematicky zachycuje postavení jazyka pi artikulaci eských 
samohlásek.  (s úpravami pevzato z erný, 1998)  
                                                 
1 Soubor s posloupností tchto hlásek se nachází na piloženém CD v adresái Hlásky_Exp pod názvem Exp1a. 
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kové/kmitavé/hlasivkové), místo artikulace (obouretné/retozubné/dásové pední/dásové 




Obrázek 167: Reprezentaní schéma použité ke kódování 35 hlásek eského jazyka.1 Ve žlutých bukách jsou 
zachyceny ty charakteristiky, které umožují rozlišovat deset eských samohlásek. V šedivých bukách jsou pak 
ty charakteristiky, které se vztahují k systému 25 eských souhlásek (s výjimkou znlosti, která se týká rovnž 
samohlásek, avšak nijak nepispívá k jejich rozlišení, nebo	 samohlásky jsou všechny znlé). V bílých bukách se 
pak nacházejí ty charakteristiky, které vstupní podnty klasifikují z hlediska ne/pítomnost pízvuku a 
píslušnosti do množiny souhlásek/samohlásek.      
 
                                                 
1 Z ist praktických dvod (souvisejících s pevodem jednotlivých hlásek do binárního kódu) byla hláska ch 
reprezentována symbolem oznaujícím jinak paragraf (§).  
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     Po pevedení jednotlivých hlásek do binárního reprezentaního kódu tak tréninkové 
prostedí obsahovalo posloupnost 2 122 (26-ti místných) vektor jedniek a nul. Na obrázku 




Obrázek 168: ást tréninkového korpusu v binárním reprezentaním kódu. 
 
4.3 Funkní architektura neuronové sít 
 
     Vzhledem k povaze ešené úlohy a použitému reprezentanímu schématu byla 
v simulaním projektu použita jednoduchá rekurentní sí s 26 vstupními a výstupními uzly a 
se 130 skrytými a kontextovými uzly (viz obrázek 169) – více ke zpsobu zpracovávání 
informací v tomto typu neuronové sít viz oddíl „2.2.2.3.2 Jednoduché rekurentní sít“. 
 
 
Obrázek 169: Jednoduchá rekurentní sí	 použitá v simulaním projektu.  
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4.4 Tréninkové parametry neuronové sít (experimentální design) 
 
     Cílem simulaního projektu bylo zjistit, jakým konkrétním zpsobem (a zda vbec) se 
pedpokládaná deliminativní funkce prozodického vodítka v podob stálého pízvuku na první 
slabice projeví v innosti Elmanem navrženého konekcionistického modelu segmentace ei, 
a ovit tak schopnost tohoto modelu implementovat a vysvtlit deliminativní funkci stálého 
pízvuku na první slabice. Za tímto úelem bylo poteba vytvoit dv rzné experimentální 
situace, ve kterých by jedna a ta samá neuronová sí byla vystavena dvma rzným 
tréninkovým korpusm, které by se lišily pouze v ne/pítomnosti prozodického vodítka 
majícího podobu stálého pízvuku na první slabice. Vzhledem k vysoké obtížnosti procesu 
kódování informace o ne/pítomnosti pízvuku bylo v prbhu simulaního experimentu 
manipulováno pouze s jednou nezávislou promnnou, kterou byla ne/pítomnost pízvuku na 
první slabice všech (dvaatyiceti) slov s koenem koleg. Tzn. že zatímco „kontrolní“ 
neuronová sí byla vystavena tréninkovému prostedí, ve kterém nebyla obsažena žádná 
informace o tom, kde se ve spojité toku hlásek vyskytuje pízvuk, „experimentální“ 
neuronová sí mla v tréninkovém prostedí k dispozici informaci o umístní pízvuku na 








Z hlediska UNS ten samý rozdíl vypadal tak, jak je to znázornno na obrázku 170.  
     Sledovány byly dv závislé promnné. Tou první byla globální chyba (global error)1, která 
se mila na konci každé tréninkové epochy, tj. pokaždé, co UNS prošla celou množinou 
tréninkových dat. Vzhledem k tomu, že každá ze 2122 vstupn-výstupních dvojic tréninkového 
korpusu byla UNS prezentována pesn 20 x (což jinak eeno znamená, že trénování UNS 
probíhalo ve 20 epochách, 42 440/2 122), bylo pro ob experimentální situace k dispozici 20 
rzných údaj, které bylo možné mezi sebou porovnávat. Druhou závislou promnnou byl 
vzorec individuálních chyb (individual pattern error)2 pro všechna slova s koenem koleg. 
                                                 
1 Viz oddíl „2.3.2 Hodnotící fáze“. 
2 Viz „2.3.2 Hodnotící fáze“. 
 350 
Hodnota tchto chybových údaj byla zjišována pouze jednou a to na konci celého 




Obrázek 170: Porovnání ásti tréninkového prostedí umlé neuronové sít ve dvou rzných experimentálních 
podmínkách (nalevo bez pízvuku, napravo s pízvukem).  
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     Stejn jako v tradiním i v simulaním experimentu je poteba zajistit, aby do zkoumání 
vztah a souvislostí mezi nezávislou a závislou promnnou nemohly zasahovat nejrznjší 
nežádoucí promnné. Výhodou konekcionistického modelování je to, že experimentátor má 
absolutní kontrolu jak nad parametry (tréninkového) prostedí a charakteristikami 
zkoumaných subjekt, tak i nad zpsobem jejich vzájemné interakce. Z pedcházejícího 
výkladu o povaze tréninkového prostedí ve dvou rzných experimentálních podmínkách by 
mlo být zejmé, že jediný rozdíl mezi tmito dvma typy prostedí spoíval v ne/pítomnosti 
informace o míst pízvuku na slabice ko ve všech slovech s koenem koleg. Tzn. že a už 
bude zjištn jakýkoli rozdíl mezi výkonem UNS v tchto dvou rzných experimentálních 
podmínkách, mžeme se 100 % jistotou tvrdit, že píinou tohoto rozdílu mže být 
z charakteristik (tréninkového) prostedí jedin ne/pítomnost prozodického vodítka. 
Abychom však nco takového mohli tvrdit, musíme mít jistotu, že UNS vystavená dvma 
rzným experimentálním podmínkám s rzn nastavenou hladinou nezávislé promnné bude 
mít v obou tchto situacích pesn tytéž „vnitní“ charakteristiky. Jedin tak mžeme pozdji 
vylouit tu možnost, že by rozdíly ve výkonech UNS byly zpsobeny odlišnými „vnitními 
dispozicemi“ UNS. S tímto úzce souvisí to, na jakém konkrétním míst UNS zapone svou 
„pou“ chybovým prostorem, a zpsob, jakým UNS bude data naítat ze svého 
(tréninkového) prostedí. Konstantnost všech tchto podmínek napí rznými 
experimentálními situacemi lze u UNS jednoduše zajistit nastavením nkolika jejích 
základních tréninkových parametr jako je míra uení, moment hybnosti, použitá aktivaní 
funkce, poet tréninkových epoch, zpsob prezentace vstupních dat (náhodný/sekvenní), 
seed - parametr, který je souástí algoritmu produkujícího pseudonáhodná ísla, která jsou 
simulátorem používána pi generování výchozí váhové matice - a nakonec rozmezí hodnot, ve 
kterém se mže pohybovat výchozí náhodné nastavení vah spoj mezi uzly. Konkrétní 
hodnoty všech tchto tréninkových parametr1 (které byly spolené pro ob použité UNS) 
jsou zachyceny na obrázku 171, kde je zobrazeno píslušné dialogové okno ze simulaního 
softwaru Tlearn, s pomocí kterého byl konekcionistický model vytvoen.               
                 
                                                 
1 S výjimkou použité aktivaní funkce a rozmezí hodnot, v nmž se pohybovalo výchozí náhodné nastavení vah. 
Oba tyto údaje se nachází v souboru specifikujícím architekturu neuronové sít a aktivaní funkci jednotlivých 
uzl. V pípad zde prezentovaného konekcionistického modelu byla použita bžná logistická aktivaní funkce 
v kombinaci s lineární aktivaní funkcí (to pro zajištní schopnosti kontextové vrstvy plnit svou „pamovou“ 
funkci) a rozmezí ± 0,1. K trénování sít byl použit bžný uící algoritmus zptného šíení (backpropagation 
learning algorithm).    
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Obrázek 171: Dialogové okno ze simulaního softwaru Tlearn, ve kterém jsou zaneseny všechny dležité 
tréninkové parametry, které byly použity pi tréninku neuronových sítí.   
 
4.5 Nkteré pedbžné výsledky 
 
     S pipraveným tréninkovým prostedím a nastavenými tréninkovými parametry bylo 
možné pistoupit k samotné simulaci. To, že poadí slov v tréninkovém prostedí bylo zcela 
náhodné (tzn. že napíklad slovo student mohlo v tréninkovém korpusu následovat po tech 
rzných slovech) a že jazykový vstup tvoily (de facto) koeny slov spojené s rznými 
pádovými koncovkami, znamenalo, že poadí jednotlivých hlásek bylo jen ásten 
pedpovditelné. Na základ této skutenosti tak bylo možné již dopedu pedvídat, že 
globální chyba, která je celkovým  ukazatelem  chybovosti  UNS  napí  celým  souborem 
vstupn-výstupních dvojic, se pomrn záhy po zapoetí procesu uení ustálí na relativn 
vysokých hodnotách, které se budou nacházet daleko od „ideální“ nulové hladiny chybovosti. 
Tento pedpoklad se pln potvrdil, a to v obou experimentálních podmínkách. V grafech 26 a 
27 jsou zobrazeny vývojové kivky chybového ukazatele UNS ve dvou experimentálních 
podmínkách, na kterých je dobe vidt, jak se globální chyba v obou dvou pípadech nejdíve 
prudce snížila z pvodních 2,5 na 1,5, poté již mnohem pozvolnji klesla na hodnotu 1 a 
nakonec se (v rámci námi sledovaného úseku 20 epoch) ustálila okolo hodnoty 0,9.1 Takto 
                                                 
1 U obou UNS mla globální chyba tendenci se neustále, zato však velmi pomalu a nepatrn zmenšovat. Jenom 
pro pedstavu, jakým tempem k této zmn docházelo, uvádím hodnotu globální chyby na konci 20. a 100. 
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vysoká hladina chybovosti je nevyhnutelným dsledkem samotné povahy statistické struktury 
tréninkového prostedí, ve kterém je poadí hlásek do znané míry náhodné. Chybovost by 
samozejm bylo možné snížit zvýšením potu skrytých uzl, takže UNS by nakonec byla 
schopná se celý tréninkový korpus nauit mechanicky nazpam, to by však bylo na úkor její 
schopnosti generalizace.       




Graf 26:  Globální chyba umlé neuronové sít, která ve svém tréninkovém prostedí nemla k dispozici 
prozodická vodítka. Nejvyšší míra chybovosti je na samotném zaátku, kdy UNS zaíná s náhodn nastavenými 
vahami jednotlivých spoj. S jejich postupnými úpravami se výkon UNS zlepšuje, nejdíve prudce a potom již jen 
velice pozvolna. Každá ze 2 122 vstupn-výstupních dvojic tréninkového korpusu byla UNS prezentována 20 x (42 
440/2 122). (vytvoeno s pomocí simulaního softwaru Tlearn)          
                                                                                                                                                        
epochy, která inila 0,897926, resp. 0,784864 (údaje platí pro UNS, která nemla k dispozici prozodická 




Graf 27: Globální chyba umlé neuronové sít, která ve svém tréninkovém prostedí mla k dispozici informaci o 
umístní stálého pízvuku na první slabice slov s koenem „koleg“. Stejn jako u pedchozí UNS, i zde každá ze 2 
122 vstupn-výstupních dvojic tréninkového korpusu byla UNS prezentována 20 x (42 440/2 122). (vytvoeno 
s pomocí simulaního softwaru Tlearn)          
 
     Na základ znalosti statistické struktury tréninkového prostedí bylo rovnž možné již 
dopedu oekávat, že na konci celého tréninkového procesu budou mít vzorce individuálních 
chyb pro jednotlivá slova tvar (více i mén pravidelného) písmene U: To, že první hláska 
každého slova mohla následovat po nkolika rzných hláskách (tvoících konec rzných slov, 
která byla souástí tréninkového korpusu) a že po koenu slova mohly následovat rzné 
pádové koncovky, by mlo mít u UNS za následek vysokou míru chybovosti (tj. jakési její 
„vnitní nejistoty“) pi predikci všech hlásek, které se nacházejí na zaátku slova, resp. 
bezprostedn za jeho koenem. Jinak eeno, podmínná pravdpodobnost výskytu tchto 
hlásek za pedpokladu výskytu všech pedcházejících hlásek by mla být relativn nízká - ve 
srovnání s koeny slov, které se nemní a zstávají stabilní napí celým tréninkovým 
korpusem, takže UNS by pi jejich anticipaci (resp. pi anticipaci hlásek, ze kterých se 
skládají) mla vykazovat relativn nízkou míru chybovosti („nejistoty“), která v „obklíení“ 
dvou vysokých hodnot tohoto ukazatele dává vzniknout vzorci individuálních chyb ve tvaru 
písmene U. Grafické znázornní nkolika vzorc individuálních chyb pro nkolik namátkou 
vybraných slov se zdá tuto domnnku potvrzovat – viz grafy 28-30. 
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Graf 28: Vzorec individuálních chyb pro tyi rzná slova s koenem „koleg“ (uvedené údaje platí pro UNS, 
která nemla k dispozici prozodická vodítka).   
   
 
























Graf 29: Vzorec individuálních chyb pro tyi rzná slova s koenem „dostal“ (uvedené údaje platí pro UNS, 
která nemla k dispozici prozodická vodítka). 
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Graf 30: Vzorec individuálních chyb pro tyi rzná slova s koenem „visok“ (uvedené údaje platí pro UNS, 
která nemla k dispozici prozodická vodítka).   
 
     Tyto výsledky na jedné stran potvrzují Elmanovo pvodní zjištní - totiž že „stna“ 
jazykového vstupu není tak „hladká“, jak by se mohlo „na první poslech“ zdát, ale že se v ní 
nachází ada trhlinek a spár v podob statistických zákonitostí ve výskytu jednotlivých hlásek, 
které jednoduchá rekurentní sí (jakožto model zptnovazebn zapojených neuronálních 
struktur nacházejících se v lidském mozku) anticipující svj píští vstup dokáže objevit – a na 
stran druhé ho rozšiují o poznatek, že stejný mechanismus, který lze použít k detekci hranic 
mezi slovy, je možné použít také k lokalizaci hranic mezi koenem a gramatickou koncovkou 
v rámci jednoho slova. Tento mechanismus tak mže hrát dležitou roli pi osvojování 
jazykové flexe (skloování a asování), která na stran mluvího pedpokládá uritou 
schopnost odlišit od sebe (tebaže jen nevdom) obsahové a gramatické morfémy.  
 
4.5.1 Nová definice hranice slov 
 
     Aplikace Elmanova modelu na flektivní jazyk jakým je eština navíc odhalila, že je 
poteba mírn pozmnit pvodní pojetí hranice slova, kterou Elman chápal jako takové místo 
ve spojitém toku ei, kde si je UNS velmi málo „jistá“ ohledn toho, jaká další hláska bude 
následovat, tedy jako místo s velmi nízkou podmínnou pravdpodobností výskytu dané 
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hlásky za pedpokladu výskytu všech pedchozích hlásek (resp. jako místo s velkou chybou i 
rozdílem mezi oekávanou a skutenou hláskou). Takto chápaná hranice slova však 
neumožuje ve spojitém toku ei odlišit zaátek slova od gramatické koncovky, nebo tyto 
dv ásti slova se velmi asto vyznaují podobn nízkou podmínnou pravdpodobností 
výskytu. Jedná se o problém, se kterým se Elman nemusel píliš potýkat, protože svj model 
aplikoval na málo flektivní anglitinu, ve které je riziko takové zámny mnohem nižší než 
v eštin, což jen dokládá obecnjší slabinu souasného vývojov-psycholingvistického 
výzkumu, který se ve valné vtšin pípad provádí v anglofonním prostedí, takže pi studiu 
jazykového vývoje má tendenci ignorovat nkteré z mechanism (jako je asování nebo 
skloování), které nejsou tolik dležité z hlediska osvojování anglického jazyka, ale jsou 
klíové pro osvojení jiných, mnohem flektivnjších jazyk. To, jak obtížná mže být 
identifikace hranice slov ve flektivním jazyce pi zachování pvodního Elmanova pojetí 
hranice slov je celkem dobe patrné z grafu 31, na kterém je zachycena posloupnost vzorc 
individuálních chyb pro ti slova s koenem dostal: Podmínná pravdpodobnost výskytu 
hlásky d je zde na zhruba stejné úrovni jako podmínná pravdpodobnost výskytu hlásek a a 
i, které jsou souástí pádových koncovek; z hlediska Elmanova pojetí hranice slov tak není 
zcela zejmé, která z tchto hlásek tvoí zaátek dalšího slova.    
 
























Graf 31: Vzorec individuálních chyb pro ti rzná slova s koenem „dostal“ (uvedené údaje platí pro UNS, 
která nemla k dispozici prozodická vodítka).   
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     Tento problém lze pomrn jednoduše vyešit tím, že se nov definuje hranice slova (a 
gramatické koncovky) jako místo výrazného kontrastu (rozdílu) mezi podmínnou 
pravdpodobností výskytu dvou anebo více sousedících hlásek, piemž v pípad hranice 
mezi slovy by se jednalo o výrazné zvýšení podmínné pravdpodobnosti výskytu 
následujících hlásek a v pípad hranice mezi koenem slova a gramatickou koncovkou 
naopak o její výrazné snížení - viz obrázek 172, na kterém je schematicky zachycen 
odpovídající   tvar  vzorce   individuálních   chyb  ve  výstupní   vrstv   UNS   zpracovávající   
 
 
Obrázek 172: Schematické znázornní nové definice hranice slov (a gramatické koncovky). 
 
posloupnost šesti hlásek, kde náhlý pokles chybovosti („nejistoty“), resp. její prudký nárst 
odpovídá zaátku dalšího slova, resp. hranici mezi koenem slova a gramatickou koncovkou. 
Tímto zpsobem pojímaná hranice slov (a gramatických koncovek) již umožuje mezi sebou 
jasn rozlišit zaátek slova a zaátek gramatické koncovky, nebo nyní je každé z tchto dvou 
ástí slova piazen jeden specifický chybový vzorec - viz obrázek 173, na kterém je 
schematicky znázornn vzorec individuálních chyb pro dv tsn za sebou vyená slova; 
minimální (nebo nedostatený) rozdíl mezi podmínnou pravdpodobností výskytu dvou 
hlásek tvoících zaátek slova a  gramatickou  koncovku  znemožuje,  aby (na  základ  nov  
 
 
Obrázek 173: Schematické znázornní vzorce individuálních chyb pro dv tsn za sebou vyená slova. 
ervenými ovály jsou zvýraznny „pozitivní“ rozdíly mezi podmínnou pravdpodobností výskytu dvou nebo 
více sousedících hlásek, které jsou píznakem nebo markerem hranice mezi dvma rznými slovy. Modrými ovály 
jsou naopak zvýraznny „negativní“ rozdíly, které signalizují pítomnost hranice mezi koenem slova a 
gramatickou koncovkou.  
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pijaté definice hranice slov) došlo k zámn tchto dvou rzných ástí dvou rzných slov.    
     Tato nová definice hranice slov má vliv rovnž na hledání odpovdi na hlavní otázku 
tohoto simulaního experimentu, totiž jakým zpsobem se projeví vliv prozodického vodítka 
v innosti UNS a zda Elmanem navržený konekcionistický model segmentace ei dokáže 
implementovat a vysvtlit deliminativní funkci stálého pízvuku na první slabice.  
 
4.5.2 Formulace hypotéz  
 
    Na první pohled je pomrn obtížné si pedstavit, jak by Elmanv konekcionistický model 
segmentace ei mohl implementovat deliminativní funkci stálého pízvuku, když víme, že 
informace o hranici slov je v tomto modelu de facto pouze vedlejším produktem neznalosti i 
„nejistoty“ UNS tváí v tvá úloze anticipace svého píštího vstupu: Jestliže hranicí slova je 
takové místo ve spojitém toku ei, kde je jen velmi nízká podmínná pravdpodobnost 
výskytu další hlásky, potom to znamená, že deliminativní funkce prozodického vodítka se 
v Elmanov modelu mže projevit jedin tak, že se tato podmínná pravdpodobnost ješt 
sníží, tedy že se zvýší „nejistota“ UNS ohledn jejího dalšího vstupu. V pípad, že by mlo 
dojít k pesnému opaku, tedy ke zvýšení podmínné pravdpodobnosti a ke snížení 
„nejistoty“ UNS ohledn svého píštího vstupu, potom by to mlo za následek jen ztrátu 
vlastní informace o tom, kde se hranice slov nachází. Tento závr je trochu v rozporu 
s intuitivním pocitem, že prozodické vodítko v podob stálého pízvuku by mlo nejistotu 
ohledn umístní hranice slov naopak spíše snižovat. Pesto je to jediný rozumný závr, který 
neúprosn a logicky vyplývá ze zpsobu, jakým je v Elmanov modelu konceptualizován 
pojem hranice slova. 
     Ponkud odlišnou podobu získává deliminativní efekt stálého pízvuku v kontextu nové 
definice hranice slov, kde je hodnota podmínné pravdpodobnosti výskytu hlásky tvoící 
poátek slova pouze jednou ze dvou „promnných“, které jsou souástí „rovnice“ lokalizující 
hranici slov. Podle nové definice je zaátkem dalšího slova místo výrazného rozdílu mezi 
podmínnou pravdpodobností výskytu dvou anebo více sousedících hlásek, tzn. že 
deliminativní funkce stálého pízvuku by se mla projevit pedevším zvtšením rozdílu 
(kontrastu) mezi podmínnou pravdpodobností výskytu hlásky, která tvoí zaátek nového 
slova, a podmínnou pravdpodobností výskytu jedné nebo více hlásek, které ji bezprostedn 
následují. Tento efekt pitom mže být zpsoben dvma mechanismy: 
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• snížením podmínné pravdpodobnosti výskytu hlásky tvoící zaátek slova nebo 
naopak 
• zvýšením podmínné pravdpodobnosti výskytu jedné nebo více hlásek, které po 
první hlásce nového slova bezprostedn následují (viz obrázek 174).   
      
 
 
Obrázek 174: Schematické znázornní pedpokládaného vlivu pítomnosti prozodického vodítka v tréninkovém 
prostedí UNS na vzorec individuálních chyb pro jedno slovo. V pípad podmínných pravdpodobností výskytu 
jednotlivých hlásek by odpovídající schéma bylo pouze zrcadlov pevrácené. Na obrázku jsou zachyceny hlásky 
tvoící koen slova.   
 
Je pitom vysoce pravdpodobné, že kombinací tchto dvou mechanism dojde k tomu, že se 
jejich vliv na vzorec individuálních chyb vyruší, takže na úrovni globální chyby, která je  
celkovým  ukazatelem  chybovosti  UNS  napí  celým  souborem vstupn-výstupních dvojic, 
by se výkon UNS vystavené dvma rzným tréninkovým prostedím (s prozodickým vodítkem 
a bez nj) neml statisticky významn lišit - ve smyslu vtší nebo menší celkové chybovosti 
UNS, jejíž tréninkový korpus obsahoval prozodickou informaci v podob stálého pízvuku na 
první slabice. 
     Plausibilitu nkterých z výše uvedených domnnek o povaze vlivu prozodického vodítka na 
chování UNS se zdá podporovat nkolik vzorc individuálních chyb pro nkolik namátkou 
vybraných slov s koenem koleg, které pokrývají všechny jejich možné gramatické role (ve 
smyslu gramatických pád a ísel). Tyto vzorce individuálních chyb jsou pro vtší názornost 
zobrazeny v podob 3-D sloupcových graf (32-35), ze kterých je velice dobe patrné, že poté, 
co je  do tréninkového prostedí UNS pidána informace o umístní stálého pízvuku na první 
slabice slov s koenem koleg, zde existuje tendence ke zvyšování „nejistoty“ UNS pi predikci 
první hlásky nového slova a naopak ke snižování chybovosti UNS pi anticipaci (zejména 
prvních tí) hlásek bezprostedn následujících po této první hlásce.  
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Chyba s pízvukem 
Chyba bez pízvuku 
 
Graf 32: Vzorec individuálních chyb pro tyi rzná slova s koenem „koleg“ ve dvou rzných experimentálních 
podmínkách, kdy UNS bu mla, nebo naopak nemla k dispozici informaci o umístní pízvuku. 
 



























Chyba s pízvukem 
Chyba bez pízvuku 
 
Graf 33: Vzorec individuálních chyb pro ti rzná slova s koenem „koleg“ ve dvou rzných experimentálních 
podmínkách, kdy UNS bu mla, nebo naopak nemla k dispozici informaci o umístní pízvuku. 
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Chyba s pízvukem 
Chyba bez pízvuku 
 
Graf 34: Vzorec individuálních chyb pro tyi rzná slova s koenem „koleg“ ve dvou rzných experimentálních 
podmínkách, kdy UNS bu mla, nebo naopak nemla k dispozici informaci o umístní pízvuku. 
 





























Chyba s pízvukem 
Chyba bez pízvuku 
 
Graf 35: Vzorec individuálních chyb pro tyi rzná slova s koenem „koleg“ ve dvou rzných experimentálních 
podmínkách, kdy UNS bu mla, nebo naopak nemla k dispozici informaci o umístní pízvuku. 
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     Na základ výše uvedených úvah a za úelem rigoróznjšího ovení s nimi spojených 
domnnek o povaze vlivu prozodického vodítka na innost UNS mžeme formulovat tyi 
následující nulové (a jim odpovídající alternativní) hypotézy:  
 
Hypotéza 1 
H0: Umlá neuronová sí	 exponovaná tréninkovému prostedí, které neobsahuje žádnou 
informaci o umístní stálého pízvuku, a umlá neuronová sí	 exponovaná tréninkovému 
prostedí, které obsahuje informaci o umístní stálého pízvuku na první slabice všech slov 
s koenem „koleg“, se neliší v rozložení rozdílu mezi chybou pi predikci hlásky „k“ na 
zaátku všech slov s koenem „koleg“ a prmrnou chybou pi predikci hlásek, „o“, „l“, „e“ 
a „g“, které jsou souástí koene tchto slov a které bezprostedn následují po jejich první 
hlásce. (HA: Umlá neuronová sí exponovaná tréninkovému prostedí, které obsahuje 
informaci o umístní stálého pízvuku na první slabice všech slov s koenem koleg, vykazuje 
vtší rozdíl mezi chybou pi predikci hlásky k na zaátku všech slov s koenem koleg a 
prmrnou chybou pi predikci hlásek, o, l, e a g, které jsou souástí koene tchto slov a 
které bezprostedn následují po jejich první hlásce, než umlá neuronová sí exponovaná 
tréninkovému prostedí, které neobsahuje žádnou informaci o umístní stálého pízvuku.)             
 
Hypotéza 2 
H0: Umlá neuronová sí	 exponovaná tréninkovému prostedí, které neobsahuje žádnou 
informaci o umístní stálého pízvuku, a umlá neuronová sí	 exponovaná tréninkovému 
prostedí, které obsahuje informaci o umístní stálého pízvuku na první slabice všech slov 
s koenem „koleg“, se neliší v rozložení chyby pi predikci hlásky „k“ na zaátku všech slov 
s koenem „koleg“. (HA: Umlá neuronová sí exponovaná tréninkovému prostedí, které 
obsahuje informaci o umístní stálého pízvuku na první slabice všech slov s koenem koleg, 
vykazuje vtší chybu pi predikci hlásky k na zaátku všech slov s koenem koleg než umlá 
neuronová sí exponovaná tréninkovému prostedí, které neobsahuje žádnou informaci o 
umístní stálého pízvuku.)       
 
Hypotéza 3 
H0: Umlá neuronová sí	 exponovaná tréninkovému prostedí, které neobsahuje žádnou 
informaci o umístní stálého pízvuku, a umlá neuronová sí	 exponovaná tréninkovému 
prostedí, které obsahuje informaci o umístní stálého pízvuku na první slabice všech slov 
s koenem „koleg“, se neliší v rozložení prmrné chyby pi predikci hlásek „o“, „l“, „e“, 
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„g“, které jsou souástí koene všech slov s koenem „koleg“ a které bezprostedn následují 
po první hlásce tchto slov. (HA: Umlá neuronová sí exponovaná tréninkovému prostedí, 
které obsahuje informaci o umístní stálého pízvuku na první slabice všech slov s koenem 
„koleg“ , vykazuje menší prmrnou chybu pi predikci hlásek „o“, „l“, „e“, „g“, které jsou 
souástí koene všech slov s koenem „koleg“ a které bezprostedn následují po první hlásce 
tchto slov, než umlá neuronová sí exponovaná tréninkovému prostedí, které neobsahuje 
žádnou informaci o umístní stálého pízvuku.)       
 
Hypotéza 4 
H0: Umlá neuronová sí	 exponovaná tréninkovému prostedí, které neobsahuje žádnou 
informaci o umístní stálého pízvuku, a umlá neuronová sí	 exponovaná tréninkovému 
prostedí, které obsahuje informaci o umístní stálého pízvuku na první slabice všech slov 
s koenem „koleg“, se neliší v rozložení globální chyby mené v prbhu 20 tréninkových 
epoch. (HA: Umlá neuronová sí exponovaná tréninkovému prostedí, které obsahuje 
informaci o umístní stálého pízvuku na první slabice všech slov s koenem „koleg“ , 
vykazuje v prbhu 20 tréninkových epoch vyšší nebo nižší globální chybu než umlá 
neuronová sí exponovaná tréninkovému prostedí, které neobsahuje žádnou informaci o 
umístní stálého pízvuku.)       
 
První ti hypotézy byly testovány pomocí Wilcoxonova neparametrického poadového testu 
pro párované hodnoty, vždy s jednostrannou signifikancí a s požadovanou hladinou 
významnosti α = 0,01. tvrtá hypotéza pak byla testována pomocí Friedmanova testu 
s dvoustrannou signifikancí a s požadovanou hladinou významnosti α = 0,01. Ke statistické 
analýze dat získaných v prbhu simulaního experimentu byl použit statistický software 
XLSTAT. 
 
4.6 Výsledky a diskuse 
 
     V rámci testování Hypotézy 1 nás zajímá, zda se pítomnost prozodického vodítka 
v tréninkovém korpusu njak projeví ve velikosti rozdílu mezi chybou pi predikci hlásky k na 
zaátku všech (dvaatyiceti) slov s koenem koleg a prmrnou chybou pi predikci hlásek, 
o, l, e a g, které jsou souástí koene tchto slov a které bezprostedn následují po jejich 
první hlásce (tj. po hlásce k). Konkrétn nás zajímá, zda se zvýrazní kontrast mezi 
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podmínnou pravdpodobností výskytu první hlásky a prmrnou podmínnou 
pravdpodobností výskytu hlásek, které tuto první hlásku bezprostedn následují, poté, co do 
tréninkového prostedí UNS pidáme informaci o umístní stálého pízvuku na první slabice 
slov s koenem koleg.  
     Již z letmého pohledu na graf 36, ve kterém jsou zachyceny velikosti tchto rozdíl ve 
dvou rzných experimentálních podmínkách, je dobe patrné, že s pidáním prozodického 
vodítka do tréninkového korpusu UNS se tento rozdíl u všech 42 slov s koenem koleg 
zvtšuje. Jednostranný test statistické signifikance nárstu tohoto rozdílu mezi chybovostí 
UNS pi predikci první hlásky a prmrnou chybovostí UNS pi predikci ty bezprostedn 
následujících hlásek prokázal, že na hladin významnosti p < 0,0001 mžeme odpovídající 
nulovou hypotézu zamítnout a konstatovat, že pidání prozodického vodítka do tréninkového 
prostedí UNS statisticky signifikantn zvtšuje („vyostuje“) kontrast, který definuje hranici 






































Graf 36: Velikost rozdílu mezi chybou UNS pi predikci první hlásky a prmrnou chybou UNS pi predikci ty 
bezprostedn následujících hlásek pro všech 42 slov s koenem „koleg“ ve dvou rzných experimentálních 
podmínkách, z nichž v jedné UNS má k dispozici informaci o umístní pízvuku na první slabice slov s koenem 
„koleg“ a ve druhé ji k dispozici nemá.  
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     Nyní, když víme, že pidání prozodického vodítka do tréninkového prostedí UNS 
statisticky signifikantn zvtšuje rozdíl mezi chybou pi predikci první hlásky a prmrnou 
chybou pi predikci ty bezprostedn následujících hlásek, mžeme pistoupit k testování 
tch hypotéz, jejichž pedmtem je konkrétní mechanismus, který za tímto zvtšením rozdílu 
stojí. Jedním z možných mechanism je zvýšení chybovosti UNS pi predikci první hlásky 
slov s koenem koleg (tj. pi anticipaci hlásky k). Podle nulové hypotézy není z hlediska 
chyby, kterou UNS vykazuje pi predikci hlásky k, statisticky významný rozdíl mezi situací, 
kdy informace o umístní pízvuku je souástí tréninkového prostedí, a situací, kdy tato 
informace souástí tréninkového prostedí není (viz Hypotéza 2). Stejn jako v pedchozím 
pípad, i zde mžeme nulovou hypotézu zamítnout (p < 0,0001) a konstatovat, že vložení 
informace o umístní pízvuku na první slabice slov s koenem koleg do tréninkového 
prostedí UNS statisticky signifikantn zvýšilo chybovost („nejistotu“) UNS pi anticipaci 
první hlásky všech slov s koenem koleg, a že se tudíž tento mechanismus zcela jist 
(spolu)podílí na „vyostení“ kontrastu mezi chybovými signály spojenými s predikcí první 






































Graf 37: Chyba ve výstupní vrstv pro všechny hlásky „k“, které stojí na zaátku slov s koenem „koleg“, ve 
dvou rzných experimentálních podmínkách, z nichž v jedné UNS má k dispozici informaci o umístní pízvuku 
na první slabice slov s koenem „koleg“ a ve druhé ji k dispozici nemá.  
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     Druhým uvažovaným mechanismem bylo snížení prmrné chybovosti UNS pi predikci 
ty hlásek, které bezprostedn následují po hlásce k. Existence tohoto konkrétního 
mechanismu je pedmtem Hypotézy 3. Z grafu 38 je dobe patrné, že v naprosté vtšin 
pípad je chybovost UNS pi predikci ty hlásek následujících po hlásce k nižší            
v situaci, kdy je souástí tréninkového prostedí UNS informace o pízvuku. Tento pokles 
v chybovosti UNS by byl ješt výraznjší, kdybychom prmrnou chybovost poítali pouze z 
prvních tí hlásek bezprostedn následujících po hlásce k, a nikoli ze všech ty koenových 
hlásek (viz graf 39). Jednostranný test statistické signifikance potom jen potvrdil, že na 
hladin významnosti p < 0,0001 má vložení prozodického vodítka (v podob pízvuku na 
první slabice slov s koenem koleg) do tréninkového prostedí UNS za následek snížení její 
prmrné chybovosti pi anticipaci ty hlásek následujících po hlásce k ve slovech s koenem 
koleg. To potom tedy znamená, že na „vyostení“ kontrastu mezi chybovými signály 
spojenými s predikcí první hlásky a ty bezprostedn následujících hlásek u všech slov 




































Graf 38: Prmrná chyba UNS pi anticipaci ty hlásek, které následují po první hlásce ve slovech s koenem 
„koleg“, ve dvou rzných experimentálních podmínkách, z nichž v jedné má UNS k dispozici informaci o 



































Graf 39: Prmrná chyba UNS pi anticipaci tí hlásek, které následují po první hlásce ve slovech s koenem 
„koleg“, ve dvou rzných experimentálních podmínkách, z nichž v jedné má UNS k dispozici informaci o 
umístní pízvuku na první slabice slov s koenem „koleg“ a ve druhé nikoli. 
 
     Poslední, tvrtá hypotéza se týká možnosti, že efekt dvou výše zmínných (a potvrzených) 
mechanism vzniku chybového kontrastu signalizujícího hranici slov se navzájem vyruší, 
takže na úrovni globální chyby, která je celkovým ukazatelem chybovosti UNS napí celým 
tréninkovým korpusem, se výkon UNS exponované dvma rzným tréninkovým prostedím (s 
prozodickým vodítkem a bez nj) nebude statisticky významn lišit. Tuto domnnku se zdají 
podporovat grafy 26 a 27, na kterých je zachycen vývoj kivky globální chyby UNS bhem 20 
tréninkových epoch ve dvou rzných experimentálních podmínkách. Na první pohled se ob 
kivky od sebe tém vbec neliší. To však mže být zpsobeno pouze píliš hrubým mítkem, 
ve kterém jsou namené hodnoty zobrazeny. Ke zjištní vlivu prozodického vodítka na 
celkovou chybovost UNS napí celým tréninkovým korpusem byly použity údaje o globální 
chyb na konci každé tréninkové epochy, kdy UNS prošla celou množinou tréninkových dat. 
Pro ob UNS, resp. pro ob experimentální situace (s pízvukem a bez pízvuku) zde tak tedy 
bylo k dispozici 20 rzných údaj, které bylo možné mezi sebou porovnávat. Tyto údaje jsou 
zaneseny v grafu 40. Friedmanovým testem bylo potvrzeno, že globální chyba UNS se v 
prbhu prvních 20 tréninkových epoch ve dvou rzných experimentálních situacích statisticky 
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významn neliší (Q = 0,8; df = 1; p = 0,371), tzn. že pítomnost prozodického vodítka 
v tréninkovém prostedí UNS nemla (alespo tedy v prbhu prvních 20 tréninkových epoch) 
za následek statisticky významné snížení nebo zvýšení celkové chybovosti UNS napí celým 
























































































































Graf 40: Porovnání globální chyby na konci každé z 20 prvních tréninkových epoch ve dvou rzných 
experimentálních situacích  
  
     Pro ovení robustnosti vlivu prozodického vodítka na innost UNS byly provedeny ješt 
další dva nezávislé simulaní experimenty, které se od pvodního simulaního experimentu 
lišily v nkolika málo slovech, která byla navíc souástí tréninkového prostedí.1 U obou 
nových simulací se potvrdily všechny pedchozí závry založené na údajích z pvodního 
simulaního experimentu, a to vždy na srovnatelných hladinách statistické významnosti.  
                                                 
1 Do pvodního tréninkového prostedí byla nejdíve pidána substantiva pokora a lokomotiva (ve všech svých 
sedmi pádech, v jednotném i množném ísle) a pozdji další dv substantiva koza a škola (opt ve všech svých 
sedmi pádech, v jednotném i množném ísle). V pípad druhé jmenované dvojice slov byla souástí jejich 
reprezentaního vzorce rovnž informace o umístní pízvuku na jejich první slabice. Cílem tohoto rozšíení 
tréninkového prostedí UNS bylo zjistit, zda nedojde k njaké významné zmn ve vlivu prozodického vodítka 
na chování UNS pi anticipaci hlásek slov s koenem koleg, když se v jejím tréninkovém prostedí bude nacházet 
vtší poet slov obsahujících posloupnost hlásek ko (a už na zaátku slova nebo kdekoli jinde ve slov) a 
majících ve svém aktivaním vzorci zakódovanou informaci o umístní pízvuku na své první slabice. Soubory 
s použitými posloupnostmi hlásek se nachází na piloženém CD v adresái Hlásky_Exp pod názvy Exp1b a 
Exp1c. 
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     Výsledky simulaního experimentu tedy potvrzují, že pidáním prozodického vodítka do 
tréninkového prostedí skuten dochází k „vyostení“ kontrastu mezi chybovostí UNS pi 
predikci první a nkolika následujících hlásek nového slova, a to jak prostednictvím snížení 
podmínné pravdpodobnosti výskytu první hlásky tak i prostednictvím zvýšení podmínné 
pravdpodobnosti výskytu nkolika bezprostedn následujících hlásek.  
     Nezodpovzenou otázkou však zstává, co konkrétn zpsobuje, že pítomnost 
prozodického vodítka v tréninkovém prostedí má na chování UNS práv ten vliv, jaký má. 
Jinak eeno, pro vbec dochází k tomu, že se s vložením prozodického vodítka do 
tréninkového prostedí UNS snižuje podmínná pravdpodobnost výskytu první hlásky a 
naopak se zvyšuje podmínná pravdpodobnost výskytu nkolika bezprostedn následujících 
hlásek? 
     Abychom mohli vysvtlit tento vliv pítomnosti prozodického vodítka v jazykovém vstupu 
na chování UNS, musíme si uvdomit, že to, co se UNS snaží predikovat, nejsou hlásky, ale 
26-ti místné posloupnosti jedniek a nul, které kódují zvukové charakteristiky jednotlivých 
hlásek, vetn ne/pítomnosti pízvuku. UNS se tedy v každém asovém okamžiku snaží na 
základ své pedešlé zkušenosti s prezentovaným jazykovým prostedím anticipovat to, která 
z pozic 26-ti místného vektoru (reprezentujícího oekávaný píští vstup) bude mít hodnotu 1 a 
která 0. Jestliže se pak v tréninkovém prostedí UNS nenachází žádná informace o umístní 
pízvuku, potom to z hlediska predikce následujícího vstupu znamená, že a už bude píští 
hláska jakákoli, UNS si mže být vždy stoprocentn jistá tím, že na zaátku žádného 
z aktivaních vektor reprezentujících píští vstup nebude 1, resp. že první pozice 
v reprezentaním vektoru, která kóduje ne/pítomnost pízvuku, je nastavena u všech hlásek 
vždy na nulu (= nepítomnost pízvuku): 
 
0 ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? ? 
 
S vložením prozodického vodítka do tréninkového prostedí však UNS tuto svou jistotu 
ztrácí. Je to jako vdt, že v njakém sáku se nachází v rovnomrném pomru kuliky ty 
rzných barev, které jsou pitom všechny vyrobeny ze stejného materiálu, napíklad ze skla. 
Je-li tomu skuten tak, potom si lovk pi každém zanoení ruky do sáku mže být jist tím, 
že každá kulika, kterou si takto vytáhne, bude sklennka, resp. že má ptadvacetiprocentní 
pravdpodobnost, že se strefí a uhodne, jaký konkrétní typ kuliky (daný kombinací barvy a 
materiálu, ze kterého je vyrobena) si vytáhne. Když se ale složení kuliek v sáku zmní tak, 
že jedna polovina z nich bude ze skla a druhá polovina z njakého jiného materiálu, napíklad 
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z kovu, potom to do procesu hádání vnáší nový prvek nejistoty, který se projeví snížením 
pravdpodobnosti, že lovk správn dopedu uhodne konkrétní typ vytáhnuté kuliky, na 
12,5 %. Stejný princip mžeme aplikovat rovnž na chování UNS: Skutenost, že jen nkteré 
hlásky ne/jsou spojené s pízvukem (tedy že jen u nkterých hlásek je odpovídající místo 
v jejich reprezentaním vektoru nastaveno na nulu) vnáší do anticipaní úlohy UNS více 
nejistoty, která se obráží v její zvýšené chybovosti (nebo jinak formulováno, ve snížené 
pravdpodobnosti úspchu UNS) pi predikci dalšího vstupu.1 Tímto konkrétním zpsobem 
lze vysvtlit zvýšení chybovosti UNS pi anticipaci první hlásky nového slova. Na základ 
obdobného principu však mžeme vysvtlit také její snížení pi predikci hlásky, která 
bezprostedn následuje po první hlásce.  
     V tomto druhém pípad dodání prozodického vodítka do tréninkového prostedí UNS 
nevede ke zvýšení, ale naopak ke snížení míry nejistoty ohledn toho, jaká další hláska bude 
následovat. Tento efekt je zpsoben tím, že z hlediska UNS má pidání pízvuku do 
jazykového prostedí za následek vznik zcela nových hlásek, takže UNS se pak v prbhu 
tréninku uí mezi sebou asociovat množinu hlásek, která je ponkud odlišná od té, které je 
UNS vystavena v situaci, kdy informace o umístní pízvuku není souástí tréninkového 
prostedí. V pípad, že za nov vzniklou hláskou s pízvukem se v daném jazykovém 
prostedí nachází menší poet rzných hlásek než za stejnou hláskou, ale bez pízvuku, potom 
pidání prozodického vodítka logicky vede ke snížení nejistoty ohledn identity hlásky, která 
bezprostedn následuje po první hlásce nového slova. Takto napíklad v rámci námi 
provedeného simulaního experimentu vznikla nová hláska k s pízvukem (dále oznaovaná 
jako k). Pitom po této konkrétní hlásce v tréninkovém korpusu vždy následovala hláska o, 
resp. o s pízvukem (o). Naproti tomu v situaci, kdy souástí tréninkového prostedí nebylo 
prozodické vodítko, po hlásce k (bez pízvuku a na všech možných pozicích v rzných 
slovech) mohlo následovat hned pt rzných hlásek (a, á, é, í a o). Z toho je zejmé, že když 
UNS byla na vstupu prezentována hláska k, potom si mohla být na základ své vlastní 
jazykové zkušenosti jistá, že po této konkrétní hlásce bude vždy následovat hláska o. Naproti 
tomu v pípad stejného slova a stejné hlásky, ovšem již bez pízvuku, se pi predikci 
následující hlásky nutn musela projevit zkušenost UNS s jazykovým prostedím, kde po 
                                                 
1 Tato zvýšená chybovost UNS je pitom pímým odrazem její tréninkové zkušenosti s jazykovým prostedím, 
které má uritou specifickou statistickou strukturu (ovlivnnou pítomností informace o umístní stálého 
pízvuku na první slabice), která se díky schopnosti UNS se uit zrcadlí v její váhové matici, a v dsledku toho 
tedy také v jejím chování (spoívajícím v predikci dalšího vstupu).   
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hlásce k (bez pízvuku) následovalo pt rzných hlásek, a to v (mírn)1 zvýšené chybovosti 
(„nejistot“) UNS pi predikci jejího píštího vstupu               
     Z výše uvedené úvahy také vyplývá, že vliv prozodického vodítka na míru chybovosti 
UNS pi anticipaci hlásky bezprostedn následující po první hlásce je kriticky závislý na 
skutenosti, že za nov vzniklou hláskou s pízvukem se v daném jazykovém prostedí 
nachází menší poet rzných hlásek než za stejnou hláskou, ale bez pízvuku, což je 
pedpoklad, který je v pípad jenom trochu reprezentativnjšího vzorku eského jazyka (kde 
by se na pozici tsn za první hláskou s pízvukem prostídalo vtší množství rzných hlásek) 
dost nereálný. Proto lze vyslovit hypotézu, že v realistitjších podmínkách by vliv 
pítomnosti prozodického vodítka v tréninkovém prostedí na chování UNS – v podob 
vyostení kontrastu mezi její chybovostí pi predikci první a bezprostedn následující hlásky 
– byl zprostedkován pedevším (nebo výlun) zvýšenou chybovostí UNS pi predikci první 
hlásky.  
     K ovení této hypotézy byl proveden samostatný simulaní experiment, který se od toho 
pvodního lišil pouze ve dvou klíových parametrech: V potu epoch bhem tréninkové fáze 
experimentu, kterých nebylo 20, ale 40, a potom ve složení tréninkového korpusu. V tom bylo 
ve zcela náhodném poadí obsaženo 14 rzných substantiv, vždy v prvním pád jednotného 
ísla (kapitán, herpes, prase, chalupa, cihla, závit, lano, prkaz, násyp, marnost, dohled, jasan, 
vidle a fáma); od každého slova bylo v korpusu 7 exemplá. V tréninkovém prostedí se tedy 
celkem nacházelo 98 slov, která po rozložení na lineární sled hlásek vytvoila niím 
neperušovanou posloupnost 532 hlásek.2 Stejn jako v prvním simulaním experimentu i zde 
byla UNS v prbhu svého uení vystavena dvma rzným tréninkovým prostedím, z nichž 
pouze v jednom byla obsažena informace o umístní stálého pízvuku na první slabice slova 
kapitán. Z hlediska testování výše uvedené hypotézy byla klíovou vlastností tréninkového 
korpusu pítomnost pouze dvou slov, která v sob obsahovala hlásku k (v pípad kapitána na 
zaátku slova a v pípad prkazu uprosted), po které vždy následovala hláska a. V dsledku 
toho by UNS nemla mít nijak usnadnnu úlohu predikce hlásky a nacházející se za hláskou k 
ve slov kapitán poté, co by do jejího tréninkového prostedí bylo vloženo prozodické 
vodítko. Jinak eeno, UNS by v této experimentální situaci nemla vykazovat sníženou 
chybovost pi anticipaci této hlásky, ba naopak, tato chybovost by se mla mírn zvýšit, nebo 
                                                 
1 Zvýšení chybovosti UNS není sice nijak dramatické (nebo UNS díky své kontextové vrstv a specifickému 
zpsobu zpracovávání informací pi anticipaci následujícího vstupu nezohleduje pouze výskyt bezprostedn 
pedcházející hlásky, ale de facto všech pedcházejících hlásek), ale ze získaných dat pesto jasn patrné (viz 
obrázky 36 a 37).     
2 Soubor s posloupností tchto hlásek se nachází na piloženém CD v adresái Hlásky_Exp pod názvem Exp2. 
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vložením prozodického vodítka do tréninkového prostedí vzniknou de facto dv zcela nové 
hlásky – k a a s pízvukem (k, a) -, ímž se sníží pvodní poet 14 (2 x 7) dvojic hlásek ka, 
které má UNS šanci „potkat“ bhem jedné tréninkové epochy, na 7, a takové „setkání“ pro 
UNS vždy pedstavuje píležitost nemu novému se nauit, resp. píležitost k úprav 
stávajících vážených spoj tak, aby se snížila chybovost ve výstupní vrstv pi prezentaci 
daného vstupu. Ze stejného dvodu by po vložení pízvuku do tréninkového prostedí mlo 
dojít také k mírnému zvýšení chybovosti UNS pi predikci hlásky a nacházející se za hláskou 
k ve slov prkaz. Z toho všeho pak vyplývá, že k tomu, aby se zachoval pínos prozodického 
vodítka k segmentaci ei1, musí být nárst v chybovosti UNS pi predikci první hlásky vtší 
než nárst chybovosti UNS pi predikci hlásky, která ji bezprostedn následuje. Na základ 
výše uvedených úvah mžeme tedy formulovat pt následujících hypotéz: 
1) S pidáním prozodického vodítka do tréninkového prostedí UNS stoupne její 
chybovost pi predikci hlásky k ve slovech  kapitán. 
2) S pidáním prozodického vodítka do tréninkového prostedí UNS stoupne její 
chybovost pi predikci hlásek a ve slovech kapitán. 
3) S pidáním prozodického vodítka do tréninkového prostedí UNS stoupne její 
chybovost pi predikci hlásek a ve slovech prkaz. 
4) S pidáním prozodického vodítka do tréninkového prostedí UNS stoupne její 
chybovost pi predikci hlásek k více než  pi predikci hlásek a ve stejných slovech. 
5) S pidáním prozodického vodítka do tréninkového prostedí UNS se zvtší rozdíl mezi 
chybovostí, kterou UNS vykazuje pi predikci hlásek k a a ve slovech kapitán.    
Po provedení samotné simulace a shromáždní všech potebných údaj, které jsou zaneseny 
v grafech 40-44, bylo všech pt hypotéz testováno pomocí Wilcoxonova neparametrického 
poadového testu pro párované hodnoty, vždy s jednostrannou signifikancí a s požadovanou 
hladinou významnosti α = 0,01. Zjištné údaje potvrdily všech pt výše uvedených hypotéz 
na hladin významnosti p < 0,008. Tyto výsledky tak naznaují, že v situaci, kdy by UNS 
byla bhem procesu uení vystavena reprezentativnjšímu vzorku eského jazyka, ve kterém 
by se na pozici tsn za první hláskou s pízvukem prostídalo stejné (nebo alespo 
srovnatelné) množství rzných hlásek jako za stejnou hláskou bez pízvuku, potom by pínos 
prozodického vodítka (v podob stálého pízvuku na první slabice slova) pro segmentaci 
spojitého toku ei byl skuten zprostedkován pedevším (nebo výhradn) nárstem 
chybovosti UNS pi anticipaci první hlásky nového slova.   
                                                 































































Graf 40-41: Chyba ve výstupní vrstv pro všechny hlásky „k“ a „a“, které stojí na zaátku slov „kapitán“, ve 
dvou rzných experimentálních podmínkách, z nichž pouze v jedné má UNS k dispozici informaci o umístní 





























Graf 42: Chyba ve výstupní vrstv pro všechny hlásky „a“, které stojí na zaátku slov „prkaz“, ve dvou 
































































Graf 43: Porovnání rozdíl mezi chybovostí UNS pi predikci hlásek „k“ a „a“ ve dvou rzných 





























Graf 44: Velikost rozdílu mezi chybou UNS pi predikci první hlásky („k“) a chybou UNS pi predikci 
bezprostedn následující hlásky („a“) pro všech sedm slov „kapitán“ ve dvou rzných experimentálních 




     Výsledky prvního simulaního experimentu potvrzují Elmanovo pvodní zjištní, že   
jednoduchá rekurentní sí anticipující svj píští vstup dokáže v jazykovém vstupu objevit 
jistý druh statistických zákonitostí v souvýskytu jednotlivých hlásek, které se projevují v její 
rozdílné chybovosti pi predikci jednotlivých hlásek podle toho, na jaké pozici ve slov se 
tyto hlásky nacházejí. Pro první hlásku každého slova je takto charakteristická relativn 
vysoká míra chybovosti UNS pi její predikci, která smrem od ní postupn klesá a poté opt 
prudce stoupá na zaátku dalšího slova. Tímto zpsobem jsou jasn vyznaeny hranice 
jednotlivých slov ve spojitém toku ei, tvoeném neperušovanou posloupností hlásek, jako 
ta místa, kde je nízká podmínná pravdpodobnost výskytu další hlásky za pedpokladu 
výskytu všech pedcházejících hlásek a kde se ztrácí jakákoli souvislost mezi danou hláskou a 
všemi pedcházejícími hláskami. 
     Použití flektivního jazyka jakým je eština jako vstupu do jednoduché rekurentní sít 
prokázalo, že obdobný princip je možné využít rovnž pi lokalizaci hranic mezi koenem 
slova a jeho gramatickou koncovkou, ímž se tento princip mže spolupodílet na procesu 
 377 
osvojování jazykové flexe, která na stran kompetentního mluvího pedpokládá uritou 
schopnost odlišit od sebe obsahové a gramatické morfémy. 
     Hranice slova v Elmanov pojetí však neumožuje ve spojitém toku ei odlišit zaátek 
slova od gramatické koncovky, nebo tyto dv ásti slova se velmi asto vyznaují podobn 
nízkou podmínnou pravdpodobností výskytu. Tento problém eší nov definovaná hranice 
slova chápaná nyní jako místo výrazného kontrastu (rozdílu) mezi podmínnou 
pravdpodobností výskytu první hlásky a jedné nebo více bezprostedn následujících hlásek. 
     V kontextu takto nov chápané hranice slov výsledky prvního simulaního experimentu 
prokázaly, že pidání prozodického vodítka do tréninkového prostedí UNS statisticky 
signifikantn zvtšuje („vyostuje“) kontrast, který definuje hranici slova ve spojitém toku 
ei, a tak i usnaduje její identifikaci.  
     Další analýzou vlivu prozodického vodítka na chování UNS se prokázalo, že výše zmínný  
efekt byl zpsobem dvma rznými mechanismy: Zvýšením chybovosti UNS pi predikci 
první hlásky a naopak snížením chybovosti UNS pi anticipaci jedné nebo více hlásek, které 
po první hlásce bezprostedn následují. Zatímco v prvním pípad pidání prozodického 
vodítka do tréninkového prostedí vneslo do anticipaní úlohy nový prvek nejistoty, v druhém 
pípad tomu bylo pesn naopak.     
     Druhý simulaní experiment ukázal, že v pípad druhého mechanismu by se mohlo jednat 
pouze o artefakt nereprezentativního složení tréninkového prostedí a že pi použití 
reprezentativnjšího vzorku eského jazyka, ve kterém by se na pozici tsn za první hláskou 
s pízvukem prostídalo stejné (nebo alespo srovnatelné) množství rzných hlásek jako za 
stejnou hláskou bez pízvuku, by byl pínos prozodického vodítka pro segmentaci spojitého 
toku ei zprostedkován pedevším (nebo výhradn) nárstem chybovosti UNS pi anticipaci 
první hlásky nového slova.   
     Na úplný závr mžeme konstatovat, že výsledky provedených simulací naznaují, že 
Elmanova jednoduchá rekurentní sí ve spojení s nov definovanou hranicí slov pedstavuje 
celkem plausibilní model segmentace ei, který dokáže v rámci jednoho konceptuálního 
rámce implementovat mechanismus exploatace fonotaktického a prozodického vodítka, o 
kterých se pedpokládá, že je malé dti využívají pi segmentaci spojitého toku ei na 
jednotlivá slova. Toto tvrzení však nelze chápat tak, že by mozek malého dítte pi 
segmentaci ei pracoval naprosto stejným zpsobem jako jednoduchá rekurentní sí. Jedná se 
pouze o konstatování, že jistý typ paraleln distribuovaného výpoetního zaízení, jehož 
konektivita do urité míry pipomíná tu, kterou mžeme nalézt v ke lidského mozku, 
dokáže ist na základ své zkušenosti s jazykovém prostedím objevit v tomto prostedí jisté 
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statistické zákonitosti, které je možné využít pi segmentaci ei. Použijeme-li v této 
souvislosti již nkolikrát zmínnou horolezeckou metaforiku, potom to znamená, že 
jednoduchá rekurentní sí (jakožto velice zjednodušený model lidského mozku) disponuje 
dostaten kvalitní horolezeckou výstrojí, která jí umožuje zdolat zdánliv zcela hladkou 
stnu spojitého toku ei, a že prozodické vodítko v podob stálého pízvuku na první slabice 
slova má za následek zvtšení ve stn se pirozen vyskytujících trhlin, kterých se tak lze pi 
slézání stny mnohem snáz zachytit.  
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