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NUMBER THEORETIC APPLICATIONS OF A CLASS OF
CANTOR SERIES FRACTAL FUNCTIONS, I
BILL MANCE
Abstract. Suppose that (P,Q) ∈ NN2 × NN2 and x = E0.E1E2 · · · is the P -
Cantor series expansion of x ∈ R. We define ψP,Q(x) :=
∑∞
n=1
min(En,qn−1)
q1···qn .
The functions ψP,Q are used to construct many pathological examples of nor-
mal numbers. These constructions are used to give the complete containment
relation between the sets of Q-normal, Q-ratio normal, and Q-distribution
normal numbers and their pairwise intersections for fully divergent Q that are
infinite in limit. We analyze the Ho¨lder continuity of ψP,Q restricted to some
judiciously chosen fractals. This allows us to compute the Hausdorff dimen-
sion of some sets of numbers defined through restrictions on their Cantor series
expansions. In particular, the main theorem of a paper by Y. Wang et al. [29]
is improved.
Properties of the functions ψP,Q are also analyzed. Multifractal analysis is
given for a large class of these functions and continuity is fully characterized.
We also study the behavior of ψP,Q on both rational and irrational points,
monotonicity, and bounded variation. For different classes of ergodic shift
invariant Borel probability measures µ1 and µ2 on NN2 , we study which of
these properties ψP,Q satisfies for µ1 × µ2-almost every (P,Q) ∈ NN2 × NN2 .
Related classes of random fractals are also studied.
1. Introduction
The study of normal numbers and other statistical properties of real numbers
with respect to large classes of Cantor series expansions was first studied by P.
Erdo¨s and A. Re´nyi. This early work was done by P. Erdo¨s and A. Re´nyi in [7] and
[8] and by A. Re´nyi in [19], [20], and [21]. One of the main goals of this paper is to
greatly expand upon their work and that of several other authors. Applications to
normal numbers are discussed in Section 3.
The Q-Cantor series expansion, first studied by G. Cantor in [4], 1 is a natural
generalization of the b-ary expansion. Let Nk := Z ∩ [k,∞). If Q ∈ NN2 , then we
say that Q is a basic sequence. Given a basic sequence Q = (qn)
∞
n=1, the Q-Cantor
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1G. Cantor’s motivation to study the Cantor series expansions was to extend the well known
proof of the irrationality of the number e =
∑
1/n! to a larger class of numbers. Results along
these lines may be found in the monograph of J. Galambos [10]. See also [24] and [11].
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2 B. MANCE
series expansion of a real x in R is the (unique)2 expansion of the form
(1.1) x = E0 +
∞∑
n=1
En
q1q2 . . . qn
where E0 = bxc and En is in {0, 1, . . . , qn−1} for n ≥ 1 with En 6= qn−1 infinitely
often. We abbreviate (1.1) with the notation x = E0.E1E2E3 . . . w.r.t. Q.
Clearly, the b-ary expansion is a special case of (1.1) where qn = b for all n. If
one thinks of a b-ary expansion as representing an outcome of repeatedly rolling a
fair b-sided die, then a Q-Cantor series expansion may be thought of as representing
an outcome of rolling a fair q1 sided die, followed by a fair q2 sided die and so on.
Let x = E0.E1E2 · · · w.r.t. P . If there are no values n such that En = 0
or En = pn − 1, then we let ρP (x) := 0. Otherwise, set ρP (x) := sup{k ∈ N :
∃n ∈ N such that En+t ∈ {0, pn+t − 1}∀t ∈ [0, k − 1]}. For k ∈ N ∪ {0,∞}, put
W
(k)
P := {x ∈ R : ρP (x) ≤ k} and
Z
(k)
P,Q := {x = 0.E1E2 · · · w.r.t. P : En < min(pn, qn)} ∩W(k)P ∩ (ψP,Q)−1
(
W
(k)
Q
)
.
Definition 1.1. Let (P,Q) ∈ NN2 × NN2 and suppose that x = E0.E1E2 · · · w.r.t.
P . We define 3
ψP,Q(x) :=
∞∑
n=1
min(En, qn − 1)
q1 · · · qn and φ
(k)
P,Q := ψP,Q
∣∣∣
Z
(k)
P,Q
.
The study of the functions ψP,Q and φ
(k)
P,Q and their applications to digital
problems involving Cantor series expansions form the core of this paper. Let
Q ∈ NN2 and let N(Q),RN(Q), and DN(Q) be the sets of Q-normal numbers,
Q-ratio normal numbers, and Q-distribution normal numbers, respectively.4 The
original motivation for the author to study the functions ψP,Q was to study the set
RN(Q) ∩ DN(Q)\N(Q) 5 and the sets constructed in the sequel to this paper by
B. Li and the author [14]. One of the more surprising applications of the methods
introduced in this paper is that for every k ≥ 2, there exists a basic sequence Q and
a real number x that is Q-normal of order k, but not Q normal of any order 1, 2, · · · ,
or k − 1. Explicit examples of computable basic sequences Q and computable real
numbers x with this property are given in [14].
The basic sequence Q constructed in Section 3.2 is a computable sequence and
the member of RN(Q) ∩ DN(Q)\N(Q) constructed in the same section is a com-
putable real number. No deep knowledge of computability theory will be used and
any time we make such a claim there will exist a simple algorithm to compute the
number under consideration to any degree of precision. Section 3 is devoted to un-
derstanding the relationship between N(Q),RN(Q), and DN(Q) and intersections
thereof. We refer to the directed graph in Figure 1 for the complete containment
relationships between these notions when Q is infinite in limit and fully divergent.
The vertices are labeled with all possible intersections of one, two, or three choices
of the sets N(Q), RN(Q), and DN(Q). The set labeled on vertex A is a subset
2Uniqueness can be proven in the same way as for the b-ary expansions.
3We will use the symbol := only to define notation globally for the whole paper.
4We defer the definition of these sets to Section 3.
5For a judiciously chosen Q ∈ NN2 , we construct an explicit example of a member of RN(Q) ∩
DN(Q)\N(Q) in Section 3.2. It was previously unknown if there are any basic sequences Q such
that RN(Q) ∩DN(Q)\N(Q) 6= ∅.
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Figure 1
N(Q)RN(Q)
N(Q)∩RN(Q)RN(Q)∩DN(Q) N(Q)∩DN(Q)
N(Q)∩RN(Q)∩DN(Q)DN(Q)
of the set labeled on vertex B if and only if there is a directed path from A to
B.6 For example, N(Q) ∩ DN(Q) ⊆ RN(Q), so all numbers that are Q-normal
and Q-distribution normal are also Q-ratio normal. A block is an ordered tuple of
non-negative integers, a block of length k is an ordered k-tuple of integers, and block
of length k in base b is an ordered k-tuple of integers in {0, 1, . . . , b− 1}.
The following is the main result of Section 3.
Theorem 1.2. Figure 1 represents the complete containment relationship for basic
sequences Q that are infinite in limit and fully divergent.
Suppose that M = (mt)t is an increasing sequence of positive integers. Let
NQM,n(B, x) be the number of occurrences of the block B at positions mt for mt ≤ n
in theQ-Cantor series expansion of {x}. Formt = t andM = (mt), letNQn (B, x) :=
NQM,n(B, x). We must also discuss the set of real numbers who have more than one
expansion of the form (1.1) if we do not restrict En < qn−1 infinitely often. These
are precisely the points x = E0.E1E2 · · ·En w.r.t. Q. We note that if x is of this
form, then
x = E0 +
n−1∑
j=1
Ej
q1 · · · qj +
En − 1
q1 · · · qn +
∞∑
j=n+1
qj − 1
q1 · · · qj .
It should be noted that the distinction between these numbers will play a critical role
in studying the properties of ψP,Q as well as applications towards other problems.
Thus, for a basic sequence Q, we let UQ := {x = E0.E1E2 · · · w.r.t. Q : En 6=
0 infinitely often} be the set of points with unique Q-Cantor series expansion and
6The underlying undirected graph in Figure 1 has an isomorphic copy of complete bipartite
graph K3,3 as a subgraph. Thus, it is not planar and the analogous directed graph that connects
two vertices if and only if there is a containment relation between the two labels is more difficult
to read.
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let NUQ := R\UQ.7 The following theorem is not difficult to prove but will be of
fundamental importance for the normal number constructions in this paper, the
sequel to this paper with B. Li [14], and those in planned future projects.
Theorem 1.3. 8 Suppose that M = (mt) is an increasing sequence of positive
integers and Q1 = (q1,n), Q2 = (q2,n), · · · , Qj = (qj,n) are basic sequences and
infinite in limit. Set
Ψj(x) =
(
ψQj−1,Qj ◦ ψQj−2,Qj−1 ◦ · · · ◦ ψQ1,Q2
)
(x).
If x = E0.E1E2 · · · w.r.t Q1 satisfies En < min2≤r≤j(qr,n − 1) for infinitely many
n, then Ψj(x) ∈ UQj and for every block B
N
Qj
M,n (B,Ψj(x)) = N
Q1
M,n(B, x) +O(1).
The functions ψP,Q and φ
(k)
P,Q are interesting in their own right. There is a vast
literature studying functions with pathological properties. An early example due to
Weierstrauss is of a class of continuous and nowhere differentiable functions. The
study of other functions such as the Cantor function, Minwoski’s question mark
function, and the Takagi function also provides motivation for Section 2. We give
only a few references as relevant starting points: [1], [6], and [12]. We also mention
that other fractal functions defined through Cantor series have been studied by H.
Wang and Z. Xu in [27] and [28]. However, these functions are quite different from
the ψP,Q and φ
(k)
P,Q functions we study in this paper.
For a set S ⊆ R, we will let λ(S) denote the Lebesgue measure of S and
dimH (S) ,dimP (S), and dimB (S) will denote the Hausdorff, packing, and box
dimensions of S, respectively. In Section 2, we will examine many properties of the
functions ψP,Q including, but not limited to, rationality, continuity, and bounded
variation. We will also study the level sets of ψP,Q and multifractal analysis of
ψP,Q. For simplicity, we will only consider the level sets of ψP,Q in (0, 1] as ψP,Q is
1-periodic and ψP,Q(x) = 0 if and only if x ∈ Z. For w ∈ (0, 1], put
LP,Q (w) := {x ∈ (0, 1) : ψP,Q(x) = w}.
For α ∈ [0, 1], let
VP,Q (α) := {w ∈ ψP,Q((0, 1)) : dimH (LP,Q (w)) = α}
be a level set of the function dimH (LP,Q (·)). Let τn = n(n + 1)/2 be the n’th
triangular number. An eventually non-decreasing sequence of real numbers (sn)
grows nicely 9 if
lim
n→∞
log sτn+2
log sτn
= 1.
We will prove the following theorem.
7Corollary 2.17 gives conditions under which NUQ = Q.
8 The conclusions of Theorem 1.3 sometimes do not hold without the requirement that En <
min2≤r≤j(qr,n − 1) for infinitely many n. For example, consider pn = 3 and
qn =
{
2 if n ≡ 0 (mod 2)
3 if n ≡ 1 (mod 2) .
Let x = 7/8 = 0.21 w.r.t. P . Then ψP,Q(x) = 1.0 w.r.t. Q so N
P
n ((1), x) = bn/2c while
NQn ((1), ψP,Q(x)) = 0 for all n.
9 Note that if (sn) grows nicely, then limn→∞ sn =∞.
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Theorem 1.4. For (P,Q) ∈ NN2 × NN2 , let rn = pn − qn. If (pn), (qn), and (rn)
grow nicely, pn > qn for all natural numbers n, and
lim
n→∞
log rn
log pn
= γ ∈ (0, 1],
then for all α ∈ [0, 1]
dimH (VP,Q (α)) ≥ 1−
α
γ
.
Thus, dimH (VP,Q (α)) > 0 if 0 ≤ α < γ. 10
While some properties such as continuity may easily be described for arbitrary
choices of P and Q, others will be too difficult to analyze for completely arbitrary
choices. Thus, for certain classes of ergodic and shift-invariant Borel probability
measures µ1, µ2 on NN2 we will study these properties for µ1 × µ2-almost every
(P,Q) ∈ NN2 × NN2 . This will naturally give rise to many random fractals that we
will consider. We also include graphs of ψP,Q for many choices of P and Q in
Figure 2.
The Ho¨lder and Lipschitz continuity of φ
(k)
P,Q is explored in Section 2.6. This
allows us to compute the Hausdorff dimension of some fractals defined through
digital restrictions of Cantor series expansions in Section 4. Additionally, we will
use the results of Section 2.6 to improve the main theorem in the paper [29] by Y.
Wang et al and a result of the author in [15]. For the remainder of this paper, we
will assume the convention that the empty sum is equal to 0 and the empty product
is equal to 1.
2. The functions ψP,Q and φ
(k)
P,Q
For Q ∈ NN2 and a sequence of natural numbers (aj), define
R(aj)(Q) := {x = 0.E1E2 · · · w.r.t. Q : Ej < aj}.
We note the following result due to H. Wegmann in [30]:
Theorem 2.1. If Q = (qn) ∈ NN2 and limn→∞ log qnlog q1···qn = 0, then
dimH
(
R(aj)(Q)
)
= lim inf
n→∞
log
∏n
j=1 min(aj , qj)
log
∏n
j=1 qj
.
The next theorem directly follows from Definition 1.1 and Theorem 2.1.
Theorem 2.2. If (P,Q) ∈ NN2 × NN2 , then
ψP,Q(R) = R(min(pj ,qj))(Q) ⊆
[
0,
∞∑
n=1
min(pn − 1, qn − 1)
q1 · · · qn
]
and λ (ψP,Q(R)) =
∞∏
j=1
min(pj , qj)
qj
.
Moreover, if limn→∞ log qnlog q1···qn = 0, then
dimH (ψP,Q(R)) = lim infn→∞
log
∏n
j=1 min(pj , qj)
log
∏n
j=1 qj
.
10 The conditions of Theorem 1.4 are not very restrictive. Most monotone sequences (pn) and
(qn) that do not grow unreasonably fast and where (pn) dominates (qn) will satisfy the conditions
of Theorem 1.4. For example, pn = 2n and qn = n+ 1 satisfy this condition for γ = 1. A graph
of ψP,Q for these choices of P and Q is given in Figure 2a. If pn = n
2 + n and qn = n2 + 1, then
the hypotheses of Theorem 1.4 are satisfied with γ = 1/2.
6 B. MANCE
(a) pn=2
n
qn=n+1
(b) pn=n+1qn=2n
(c)
P=(13,13,7,9,2,7,2,7,5,17,··· )
Q=(10,3,15,12,15,6,7,9,6,17,··· )
(d) pn=10qn=2 (e)
pn=2
qn=10
(f)
P=(11,15,13,8,13,14,2,8,4,5,··· )
Q=(3,2,8,7,9,2,11,8,11,12,··· )
(g) P=(2,3,2,3,2,3,2,3,2,3,··· )Q=(3,2,3,2,3,2,3,2,3,2,··· )
(h)
P=(64,73,9,173,169,61,179,43,182,108,··· )
Q=(80,83,10,190,151,11,101,132,41,77,··· )
(i)
P=(7,15,9,2,7,3,4,9,4,4,··· )
Q=(5,2,12,2,15,15,12,8,8,12,··· )
(j)
P=(2,137,103,87,24,143,54,170,100,182)
Q=(50,43,33,48,50,15,92,164,23,33)
(k)
P=(8,2,10,10,9,9,3,10,6,5,··· )
Q=(7,8,5,3,7,5,10,4,10,9,··· )
(l)
P=(20,15,3,19,7,19,19,19,11,5,··· )
Q=(3,6,8,4,11,3,9,15,17,8,··· )
Figure 2. Graphs of ψP,Q for different choices of P and Q plotted
with 500 pixels each. Most graphs without an explicit formula for
pn and qn were generated randomly.
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Thus, the range of ψP,Q can be anywhere from the interval [0, 1] to a Cantor
set. Given Q ∈ NN2 , let I = (In), where In ⊆ {0, 1, · · · , qn − 1}. For the rest of this
paper, define RI(Q) by
RI(Q) :=
{
x =
∞∑
n=1
En
q1q2 . . . qn
: Ej ∈ Ij
}
.
The proof of Theorem 2.1 presented in [30] can trivially be modified to arrive at the
following generalization of Theorem 2.1 that will frequently be used in this paper.
Theorem 2.3. Suppose that Q = (qn) ∈ NN2 , limn→∞ log qnlog q1···qn = 0, Ij ⊆ {0, 1, · · · , qj−
1}, and I = (In). Then
dimH (RI(Q)) = lim infn→∞
log
∏n
j=1 |Ij |
log
∏n
j=1 qj
.
It should be noted that the sets RI(Q) are homogenous Moran sets. Using
corollary 3.1 from Feng et al. [9], we have the following result connecting the
Hausdorff, packing, and box dimensions of RI(Q).
Lemma 2.4. If
(2.1) lim inf
n→∞
log
∏n
j=1 |Ij |
log
∏n+1
j=1 |qj | − log |In+1|
= lim sup
n→∞
log
∏n+1
j=1 |Ij |
log
∏n
j=1 |qj |+ log |In+1|
,
then dimH (RI(Q)) = dimP (RI(Q)) = dimB (RI(Q)).
Lastly, we give a proof of Theorem 1.3.
Proof of Theorem 1.3. Let B = (b1, b2, · · · , bk). We use induction on j. The
base case j = 1 is trivial. Suppose now that j ≥ 2 and NQj−1M,n (B,Ψj−1(x)) =
NQ1M,n(B, x)+O(1). Put b = max(b1, b2, · · · , bk) and let Ψj−1(x) = F0.F1F2 · · · w.r.t.
Qj−1 and Ψj(x) = G0.G1G2 · · · w.r.t. Qj . Since min(En, q2 − 1, · · · , qj−1 − 1) ≤
En < qn,j − 1 for infinitely many n, we know that Ψj(x) ∈ UQj . Let t be large
enough that b < min1≤r≤j(qj,n − 1) for every n ≥ t. Since Ψj(x) ∈ UQj , we know
for n ≥ t that Gn ∈ {0, 1, · · · , b} if and only if Fn ∈ {0, 1, · · · , b}. Thus,
N
Qj−1
M,n (B,Ψj−1(x))−NQj−1M,t (B,Ψj−1(x)) ≤ NQjM,n (B,Ψj(x))
≤
(
N
Qj−1
M,n (B,Ψj−1(x))−NQj−1M,t (B,Ψj−1(x))
)
+ t,
so N
Qj
M,n (B,Ψj(x)) = N
Q1
M,n(B, x) +O(1) and Theorem 1.3 is proven. 
2.1. Level Sets and Multifractal Analysis of ψP,Q. We wish to examine the
range of ψP,Q beyond what was discussed in Theorem 2.2. Our main tool will be
Theorem 2.3. For this subsection, we will assume that limn→∞ pnp1···pn = 0 so that
we may use Theorem 2.3. We will see in Section 2.5 that the level sets LP,Q (w)
are always empty, a single point, or a totally disconnected set.
The next theorem follows directly from the definition of the Cantor series ex-
pansions and ψP,Q and gives a complete characterization of the level sets of ψP,Q.
None of the following statements are difficult to prove so we omit their proofs.
Theorem 2.5. Suppose that w ∈ (0, 1] and x ∈ LP,Q (w). We write w = E0.E1E2 · · ·
w.r.t. Q and x = 0.F1F2 · · · w.r.t. P .
8 B. MANCE
(1) If En ∈ [0, qn−2] and there exists m > n such that Em 6= 0, then Fn = En.
(2) If En = qn − 1 and there exists m > n such that Em 6= 0, then Fn ∈
[qn − 1, pn − 1].
(3) If w ∈ NUQ ∩ (0, 1) and n = sup{t ∈ N : Et > 0}, then LP,Q (w) = A ∪B,
where
A = {ζ = 0.G1 · · ·Gn w.r.t P : ψP,Q(ζ) = w} and
B =
{
0.G1 · · ·Gn−1(En − 1)Gn+1 · · · w.r.t P : Gm ∈ [qm − 1, pm − 1]∀m > n
and ψP,Q
n−1∑
j=1
Gj
p1 · · · pj
 = n−1∑
j=1
Ej
q1 · · · qj
}
.
Clearly, the set A is at most finite although the set B may be quite large.
Also
LP,Q (1) = {0.G1G2 · · · w.r.t. P : Gm ∈ [qm − 1, pm − 1]∀m ∈ N} .
(4) If w ∈ UQ, then LP,Q (w) = ∅ if and only if there exists a natural number
n such that En ≥ pn.
(5) If there exists n with pn < qn, then LP,Q (w) = ∅ for all w >
∑∞
n=1
min(pn−1,qn−1)
q1···qn .
(6) If pn > qn for at most finitely many n, then LP,Q(w) is finite for all w ∈
ψP,Q((0, 1)).
(7) If pn ≤ qn for all n, then ψP,Q is injective and increasing.
For w = 0.E1E2 · · · w.r.t. Q, set
ωn(w) =
 1 if En ∈ [0, qn − 2]pn − qn + 1 if En = qn − 1
0 if En ≥ pn
.
Theorem 2.6. Let w = 0.E1E2 · · · w.r.t. Q. If w ∈ UQ, then
(2.2) λ (LP,Q (w)) =
∞∏
j=1
ωj(w)
pj
and dimH (LP,Q (w)) = lim infn→∞
log
∏n
j=1 ωj(w)
log
∏n
j=1 pj
.
If w ∈ NUQ, M = inf{t ∈ N : Et > 0}, and pn ≥ qn for all n > M , then
λ (LP,Q (w)) =
M−1∏
j=1
ωj(w)
pj
 · 1
pM
·
 ∞∏
j=M+1
pj − qj + 1
pj
 and
dimH (LP,Q (w)) = lim infn→∞
log
∏n
j=M+1 ωj(w)
log
∏n
j=M+1 pj
.
If LP,Q (w) 6= ∅ and (2.1) holds with
In = In(w) =
{ {En} if En ∈ [0, qn − 2]
[qn − 1, pn − 1] if En = qn − 1 ,
then dimH (LP,Q (w)) = dimP (LP,Q (w)) = dimB (LP,Q (w)).
Proof. This follows from Theorem 2.3 and our characterization of the level sets of
ψP,Q in Theorem 2.5. The last part follows from Lemma 2.4. 
We will need the following basic lemmas to help prove Theorem 1.4.
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Lemma 2.7. Let L be a real number and (an)
∞
n=1 and (bn)
∞
n=1 be two sequences of
positive real numbers such that
∞∑
n=1
bn =∞ and lim
n→∞
an
bn
= L.
Then
lim
n→∞
a1 + a2 + . . .+ an
b1 + b2 + . . .+ bn
= L.
Lemma 2.8. Let L be a real number and (an)
∞
n=1 and (bn)
∞
n=1 be two sequences
of positive integers. Let (ct)
∞
t=1 be an increasing sequence of positive integers. Set
At =
∑ct+1−1
n=ct
an and Bt =
∑ct+1−1
n=ct
bn. If limt→∞ A1+A2+···+AtB1+B2+···+Bt = L,
∑∞
t=1At =∑∞
t=1Bt =∞, and limt→∞ At+1A1+A2+···+At = limt→∞
Bt+1
B1+B2+···+Bt = 0, then
lim
n→∞
a1 + a2 + . . .+ an
b1 + b2 + . . .+ bn
= L.
We also need
Lemma 2.9. If (sn) grows nicely, then limn→∞ log snlog s1s2···sn = 0.
Proof. Let m ∈ N. For t > m and n ∈ [τt+1, τt+2)
log sn
log s1s2 · · · sn ≤
log sτt+2
log
∏τt+m
j=τt
sj
.
Since (sn) is monotone
lim
n→∞
log sn
log s1s2 · · · sn ≤ limt→∞
log sτt+2∑τt+m
j=τt
log sj
=
1
m
and limn→∞ log snlog s1s2···sn = 0. 
Proof of Theorem 1.4. Let α < γ and N be the smallest integer such that pn > qn,
qn > 2, and (pn), (qn), and (rn) are non-decreasing for all n > N . We will describe
a set S ⊆ (0, 1] where dimH (LP,Q (w)) = α for all w ∈ S and dimH (S) = 1 − αγ .
Let
ct =
t∑
j=1
⌈(
1− α
γ
)
j
⌉
+
⌈
α
γ
j
⌉
.
Set M = min{t : ct > N},
In =

{0, 1, · · · , qn − 2} if n ∈
[
ct, ct +
⌈(
1− αγ
)
t
⌉
− 1
]
{qn − 1} if n ∈
[
ct +
⌈(
1− αγ
)
t
⌉
, ct+1 − 1
] ,
I = (In), and S = RI(Q). Let w ∈ S and put
At =
⌈
α
γ
t
⌉
log(rct), A
′
t =
ct+1−1∑
n=ct
logωn(w)
Bt =
(⌈(
1− α
γ
)
t
⌉
+
⌈
α
γ
t
⌉)
log(pct), B
′
t =
ct+1−1∑
n=ct
log pn.
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Thus, limt→∞
A′t
At
= limn→∞
B′t
Bt
= 1 since (rn) and (pn) are nice sequences. Since
(rn) is eventually monotone and rn →∞
lim
t→∞
At+1
AM + · · ·+At = limt→∞
⌈
α
γ (t+ 1)
⌉
log rct+1∑t
j=M
⌈
α
γ j
⌉
log rcj
≤ lim
t→∞
⌈
α
γ (t+ 1)
⌉
log rct+1∑t
j=M
⌈
α
γ j
⌉
log rct
= lim
t→∞
⌈
α
γ (t+ 1)
⌉
∑t
j=M
⌈
α
γ j
⌉ = lim
t→∞
t+ 1
t(t+ 1)/2 +O(t)
= 0.
Similarly, it can be shown that limt→∞
Bt+1
BM+···+Bt = 0, so by Lemma 2.7 and
Lemma 2.8
(2.3)
lim
n→∞
∑n
j=cM
logωj(w)∑n
j=cM
log pj
= lim
t→∞
At
Bt
= lim
t→∞

⌈
α
γ t
⌉
⌈(
1− αγ
)
t
⌉
+
⌈
α
γ t
⌉ · log rct
log pct
 = α
γ
·γ = α.
By construction, w ∈ UQ. Thus, by (2.2), (2.3), and Lemma 2.9
dimH (LP,Q (w)) = lim infn→∞
log
∏n
j=cM
ωj(w)
log
∏n
j=cM
pj
= α.
Let
υn = |In| =

qn − 1 if n ∈
[
ct, ct +
⌈(
1− αγ
)
t
⌉
− 1
]
1 if n ∈
[
ct +
⌈(
1− αγ
)
t
⌉
, ct+1 − 1
] .
Then, by Theorem 2.3 and Lemma 2.9
dimH (S) = lim infn→∞
log
∏n
j=cM
υj(w)
log
∏n
j=cM
qj
A similar argument using Lemma 2.7 and Lemma 2.8 shows that dimH (S) =
1 − αγ . Thus, since S ⊆ VP,Q (α), we know that dimH (VP,Q (α)) ≥ 1 − αγ and
dimH (VP,Q (α)) > 0 if α < γ. 
Theorem 2.10. 11 Suppose that pn ≥ qn for all n and
∑ qn
pn
< ∞. Then
λ (LP,Q (w)) > 0 if and only if w ∈ NUQ ∩ ψP,Q((0, 1)). Furthermore,∑
w∈ψP,Q((0,1))
λ (LP,Q (w)) =
∑
w∈NUQ∩ψP,Q((0,1))
λ (LP,Q (w)) =
∞∑
k=1
qk − 1
pk
·
∞∏
j=k+1
(
1− qj − 1
pj
)
.
Proof. We first note that
∑ qn
pn
converges if and only if
∑ qn−1
pn
converges. An
argument that shows this is given in the proof of Theorem 2.18. Let M = inf{t ∈
N : Et > 0}. Then by (2.2) for w = 0.E1E2 · · ·EM w.r.t.
λ (LP,Q (w)) =
M−1∏
j=1
ωj(w)
pj
 · 1
pM
·
 ∞∏
j=M+1
pj − qj + 1
pj
 .
11 The proof of Theorem 2.10 can be modified to give a formula for∑
w∈ψP,Q((0,1)) λ
(
LP,Q (w)
)
when pn < qn at most finitely often. For clarity, we have
only presented the case where pn ≥ qn for all n.
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Since
∑ qn−1
pn
converges,
∞∏
j=M+1
pj − qj + 1
pj
=
∞∏
j=M+1
(
1− qj − 1
pj
)
> 0,
so λ (LP,Q (w)) > 0. If w ∈ UQ, then
λ (LP,Q (w)) ≤
∏
1≤j<∞
Ej 6=qj−1
1
pj
= 0,
by (2.2), so λ (LP,Q (w)) = 0.
We will now evaluate
∑
w∈NUQ∩ψP,Q((0,1)) λ (LP,Q (w)). Let
ξn(m) =
 1 if m ∈ [0, qn − 2]pn − qn + 1 if m = qn − 1
0 if m ≥ pn
and put Υk =
∏∞
j=k+1
pj−qj+1
pj
=
∏∞
j=k+1
(
1− qj−1pj
)
> 0. Then by (2.2)
∑
w∈NUQ∩ψP,Q((0,1))
λ (LP,Q (w)) =
∞∑
k=1
∑
0≤E1≤q1−1···
0≤Ek−1≤qk−1−1
1≤Ek≤qk−1
λ
(
LP,Q
(
k∑
n=1
En
q1 · · · qn
))
=
∞∑
k=1
∑
0≤E1≤q1−1···
0≤Ek−1≤qk−1−1
1≤Ek≤qk−1
k−1∏
j=1
ξj(Ej)
pj
 · 1
pk
·
 ∞∏
j=k+1
pj − qj + 1
pj
 = ∞∑
k=1
k−1∏
j=1
qj−1∑
Ej=0
ξj(Ej)
pj
 ·(qk−1∑
Ek=1
1
pk
·Υk
)
=
∞∑
k=1
k−1∏
j=1
pj
pj
 · qk − 1
pk
·Υk =
∞∑
k=1
qk − 1
pk
·
∞∏
j=k+1
(
1− qj − 1
pj
)
.

2.2. Measures on NN2 × NN2 . Let τ : NN2 → NN2 be the left shift on NN2 and let
Me
(
NN2
)
(resp. Mw
(
NN2
)
) be the collection of all ergodic (resp. weakly mixing)
τ -invariant Borel probability measures on NN2 . For s, t ∈ N, set σs,t = τs × τ t and
σ = σ1,1. If ω = ((p1, p2, · · · ), (q1, q2, · · · )) ∈ NN2 × NN2 , then we write pi1 (ω) = p1
and pi2 (ω) = q1. Similarly, if ω = (p1, p2, · · · ) ∈ NN2 , then we let pi(ω) = p1.
For S ⊆ N, we say that ν ∈Mw (NN2 ) is positive on S if ν ({ω ∈ NN2 : pi(ω) ∈ S}) >
0. ν is eventually positive if there exists M such that ν is positive on {n} for all
n ≥M . If τ is weakly mixing, then σs,t is ergodic and weakly mixing.
Lemma 2.11. Suppose that µ1, µ2 ∈Mw
(
NN2
)
, µ = µ1 × µ2, and
max
(∫
log pi1 (ω) dµ(ω),
∫
log pi2 (ω) dµ(ω)
)
<∞.
If
∫
log pi1 (ω) dµ(ω) > α ·
∫
log pi2 (ω) dµ(ω) for α > 1, then for all integers k ≥ 0
and µ-almost every (P,Q) ∈ NN2 × NN2
lim
n→∞
p1 · · · pn
q1 · · · qnbαc+k =∞.
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If
∫
log pi2 (ω) dµ(ω) > α ·
∫
log pi1 (ω) dµ(ω) for α > 1, then for all integers k ≥ 0
and µ-almost every (P,Q) ∈ NN2 × NN2
lim
n→∞
p1 · · · pnbαc+k
q1 · · · qn = 0.
Proof. For integers s, t ≥ 1, set
fs,t,u,v(ω) =
t−1∑
j=0
log pi2
(
σj+v(ω)
)− s−1∑
j=0
log pi1
(
σj+u(ω)
)
.
Let t = bαc and note that
log
q1 · · · qnt+k
p1 · · · pn = log q1 · · · qk +
n∑
j=1
log
(∏t
m=1 q(j−1)t+k+m
pj
)
.
But σ1,t is ergodic, so for µ-almost every ω ∈ NN2 × NN2
lim
n→∞
1
n
log
pi2 (ω) · · ·pi2
(
σnt+k−1(ω)
)
pi1 (ω) · · ·pi1 (σn−1ω) = limn→∞
(
1
n
· pi2 (ω) · · ·pi2
(
σk−1(ω)
)
+
1
n
n−1∑
i=0
f1,t,0,k ◦ σi1,t(ω)
)
=0 +
∫
f1,t,0,k(ω) dµ(ω) =
∫ t−1∑
j=0
log pi2
(
σj+k(ω)
)− log pi1 (ω)
 dµ(ω)
=
t−1∑
j=0
∫
log pi2
(
σj+k(ω)
)
dµ(ω)
− ∫ log pi1 (ω) dµ(ω) =
t−1∑
j=0
∫
log pi2 (ω) dµ(ω)
− ∫ log pi1 (ω) dµ(ω)
=t
∫
log pi2 (ω) dµ(ω)−
∫
log pi1 (ω) dµ(ω) < α
∫
log pi2 (ω) dµ(ω)−
∫
log pi1 (ω) dµ(ω) < 0.
Thus, for µ-almost every ω ∈ NN2 × NN2
lim
n→∞ log
pi2 (ω) · · ·pi2
(
σnt+k−1(ω)
)
pi1 (ω) · · ·pi1 (σn−1ω) = −∞,
so
lim
n→∞
pi2 (ω) · · ·pi2
(
σnt+k−1(ω)
)
pi1 (ω) · · ·pi1 (σn−1(ω)) = 0
and the first assertion follows. The second assertion is proven similarly. 
Lemma 2.12. Suppose that max
(∫
log pi1 (ω) dµ(ω),
∫
log pi2 (ω) dµ(ω)
)
<∞ and
α ∈ [0, 1]. If ∫ log pi1 (ω) dµ(ω) < α ∫ log pi2 (ω) dµ(ω), then
lim
n→∞
(p1p2 · · · pn)α
q1q2 · · · qn ·min(pn, qn)
1−α = 0
and
lim
n→∞
(p1p2 · · · pn+k)α
q1q2 · · · qn ·
(
pn+k+1
max(1, pn+k+1 − qn+k+1)
)α
= 0,
for µ-almost every (P,Q) ∈ NN2 × NN2 .
Proof. The proof is similar to the proof of Lemma 2.11 after we note that min(pn, qn)
1−α ≤
q1−αn ≤ qn and
(
pn+k+1
max(1,pn+k+1−qn+k+1)
)α
≤ pαn+k+1. 
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Lemma 2.13. If µ1, µ2 ∈ Mw
(
NN2
)
, µ = µ1 × µ2, and
∫
log pi1 (ω) dµ(ω) ≤∫
log pi2 (ω) dµ(ω) <∞, then for µ-almost every (P,Q) ∈ NN2 × NN2
lim inf
n→∞
p1 · · · pn
q1 · · · qn = 0.
Proof. For M > 0, let AM =
{
ω ∈ NN2 × NN2 : lim infn→∞
pi1(ω)···pi1(σn−1(ω))
pi2(ω)···pi2(σn−1(ω)) ≥M
}
.
Assume for contradiction that µ(AM ) > 0. Note that AM is a σ-invariant set, so
µ(AM ) = 1 by the ergodicity of σ. Let f(ω) = pi1 (ω)− pi2 (ω) and put Sn(f)(ω) =∑n−1
i=0 f ◦ σj(ω). Clearly, ω ∈ AM if and only if lim infn→∞ Sn(f) ≥ logM . Thus,∫
lim infn→∞ Sn(f)(ω)dµ(ω) ≥ logM . Since∫
f(ω) dµ(ω) =
∫
log pi1 (ω) dµ(ω)−
∫
log pi2 (ω) dµ(ω) ≥ 0,
we have that
lim inf
n→∞
∫
Sn(f)(ω) dµ(ω) = lim inf
n→∞
∫ (n−1∑
i=0
f ◦ σi(ω)
)
dµ(ω) = lim inf
n→∞
n−1∑
i=0
(∫
f ◦ σi(ω) dµ(ω)
)
= lim inf
n→∞
n−1∑
i=0
(∫ (
pi1
(
σi(ω)
)− pi2 (σi(ω))) dµ(ω)) = lim inf
n→∞
n−1∑
i=0
(∫
(pi1 (ω)− pi2 (ω)) dµ(ω)
)
= lim inf
n→∞
n−1∑
i=0
∫
f(ω) dµ(ω) ≤ lim inf
n→∞
n−1∑
i=0
0 = 0.
By Fatou’s lemma,
∫
lim infn→∞ Sn(f)(ω) dµ(ω) ≤ lim infn→∞
∫
Sn(f)(ω) dµ(ω),
which implies that M ≤ 0, a contradiction. 
Lemma 2.14. If max
(∫
(pi1 (ω))
2 dµ(ω),
∫
(pi2 (ω))
2 dµ(ω)
)
<∞, then
∞∑
k=1
∞∑
j=k+1
pk(pj + qj)
q1 · · · qj <∞
for µ-almost every (P,Q) ∈ NN2 × NN2 .
Proof. We will show that
(2.4)
∫ ∞∑
k=1
∞∑
j=k+1
pi1
(
σk−1(ω)
)
(pi1
(
σj−1(ω)
)
+ pi2
(
σj−1(ω)
)
)
pi2 (ω) · · ·pi2 (σj−1(ω)) dµ(ω) <∞.
Since each term in (2.4) is non-negative, the left hand side of (2.4) is equal to
∞∑
k=0
∞∑
j=k
∫
pi1
(
σk(ω)
)
(pi1
(
σj(ω)
)
+ pi2
(
σj(ω)
)
)
pi2 ((ω)) · · ·pi2 (σj(ω)) dµ(ω) ≤
∞∑
k=0
∞∑
j=k
∫
pi1
(
σk(ω)
)
(pi1
(
σj(ω)
)
+ pi2
(
σj(ω)
)
)
2j
dµ(ω)
≤
∞∑
k=0
∞∑
j=k
2−j
(∫
pi1
(
σk(ω)
)2
dµ(ω)
)1/2(∫
(pi1
(
σj(ω)
)
+ pi2
(
σj(ω)
)
)2 dµ(ω)
)1/2
by Cauchy-Schwarz
=
∞∑
k=0
∞∑
j=k
2−j
(∫
pi1 (ω)
2
dµ(ω)
)1/2(∫
(pi1 (ω) + pi2 (ω))
2 dµ(ω)
)1/2
≤
∞∑
k=0
∞∑
j=k
C · 2−j <∞.

Lastly, we note the following trivial lemma.
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Lemma 2.15. If µ1, µ2 ∈ M
(
NN2
)
are eventually positive, then pn < qn infinitely
often and pn > qn infinitely often for µ1 × µ2-almost every (P,Q) ∈ NN2 × NN2 .
2.3. Rationality of ψP,Q. We will need the following theorem to discuss the ra-
tionality of ψP,Q(x) for various P,Q, and x. This theorem and a far more extensive
discussion of the irrationality of sums of the form
∑∞
n=1
En
q1q2...qn
may be found in
the monograph of J. Galambos [10] and is originally due to G. Cantor [4].
Theorem 2.16. Suppose that Q has the property that for every positive integer m
there exist infinitely many positive integers n such that m|qn. Then
∑∞
n=1
En
q1q2...qn
is rational if and only if Ej = qj − 1 for all but finitely many j or if Ej = 0,
ultimately.12
Corollary 2.17. Under the conditions of Theorem 2.16, NUQ = Q and UQ = R\Q.
Theorem 2.18. Suppose that both P and Q have the property described in Theo-
rem 2.16. Let
S = {x ∈ R\Q : ψP,Q(x) ∈ Q}.
Then
(1) ψP,Q (Q) ⊆ [0, 1] ∩Q.
(2) If pn ≤ qn infinitely often, then ψP,Q (R\Q) ⊆ [0, 1]\Q.
(3) If there exists M = M(P,Q) such that pn ≥ qn for all n ≥ M , but pn ≥
qn + 1 at most finitely often, then S is countable and S ∩ [0, 1) is finite.
(4) If there exists M = M(P,Q) such that pn ≥ qn for all n ≥ M and pn ≥
qn + 1 infinitely often, then S ∩ [0, 1) is an uncountable dense set and
λ (S ∩ [0, 1)) = lim
n→∞
∞∏
j=max(M,n)
pj − qj
pj
∈ {0, 1}.
In particular, λ (S ∩ [0, 1)) = 1 if and only if ∑ qjpj <∞. Also,
(2.5)
lim inf
n→∞
log
∏n
j=max(M,n) (pj − qj)
log
∏n
j=max(M,n) pj
≤ dimH (S) ≤ lim infn→∞
log
∏n
j=max(M,n) (pj − qj + 1)
log
∏n
j=max(M,n) pj
.
If lim infn→∞
log
∏n
j=max(M,n) (pj−qj+1)
log
∏n
j=max(M,n) pj
< 1, then dimH (S) < dimB (S).
Proof. The first part follows directly from Corollary 2.17. Note that
S = {x = E0.E1E2 · · · w.r.t. P : ∃N ≥M such that qn−1 ≤ En ≤ pn−1 ∀n > N∧En 6= pn−1 infinitely often}.
S = ∅ under the conditions of part (2). Part (3) immediately follows from our
characterization of S. For part (4), we note that
(2.6) lim
n→∞
∞∏
j=max(M,n)
pj − qj
pj
≤ λ (S ∩ [0, 1)) ≤ lim
n→∞
∞∏
j=max(M,n)
pj − qj + 1
pj
.
12We remark that this sum isn’t required to be a Q-Cantor series expansion. That is, we may
have Ej = qj − 1, ultimately.
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The infinite products inside the limits in (2.6) converge if and only if
∑ qn
pn
and∑ qn+1
pn
converge, respectively. Since 23 ≤ qjqj+1 < 1,
∞∑
j=max(M,n)
qj
pj
<
∞∑
j=max(M,n)
qj + 1
pj
≤ 3
2
·
∞∑
j=max(M,n)
qj
pj
and either both
∑ qj
pj
and
∑ qj+1
pj
converge or they both diverge. Thus, if
∑ qj
pj
converges, then
lim
n→∞
∞∏
j=max(M,n)
pj − qj
pj
= 1
and λ (S ∩ [0, 1)) = 1. Otherwise, λ (S) = 0 by similar reasoning. The expression
for the Hausdorff dimension of S follows by our characterization of S and Theo-
rem 2.3. The set S is dense in R, so dimB (S) = 1 and the last statement follows
from the estimate in (2.5).

Theorem 2.18 is given as only one example of a result on the rationality of
ψP,Q(x). We should note that there are examples of (P,Q) ∈ NN2 × NN2 and x ∈ Q
where ψP,Q(x) ∈ [0, 1]\Q. Let pn = 3 and qn = n+ 1 for all n. Put x = 0.1111 · · ·
w.r.t. P = 1/3. Then ψP,Q(x) = e− 2 ∈ [0, 1]\Q.
Theorem 2.19. If µ1, µ2 ∈M
(
NN2
)
are eventually positive, then ψP,Q (Q) ⊆ [0, 1] ∩ Q
and ψP,Q (R\Q) ⊆ [0, 1]\Q for µ1 × µ2-almost every (P,Q) ∈ NN2 × NN2 .
Proof. This follows immediately from Lemma 2.15 and Theorem 2.18. 
2.4. Continuity of ψP,Q. Let
CLP,Q := {x ∈ R : ψP,Q is left continuous at x} ,
CRP,Q := {x ∈ R : ψP,Q is right continuous at x} ,
DLP,Q := R\CLP,Q,DRP,Q := R\CRP,Q,
CP,Q := C
L
P,Q ∩ CRP,Q, and DP,Q := DLP,Q ∪DRP,Q.
Lemma 2.20. Suppose that t is a positive integer and x = E0.E1E2 · · ·Et w.r.t.
P , where Et 6= 0. Then x ∈ CLP,Q if and only if
(2.7) min(Et, qt − 1)−min(Et − 1, qt − 1) =
∞∑
j=t+1
min(pj − 1, qj − 1)
qt+1qt+2 · · · qj .
Proof. We rewrite (2.7) as
(2.8)
t−1∑
j=1
min(Ej , qj − 1)
q1 · · · qj +
min(Et, qt − 1)
q1 · · · qt =
t−1∑
j=1
min(Ej , qj − 1)
q1 · · · qj +
min(Et − 1, qt − 1)
q1 · · · qt +
∞∑
j=t+1
min(pj − 1, qj − 1)
q1 · · · qj .
Let
ys =
{
(E0 − 1).(p1 − 1)(p2 − 1) · · · (ps − 1) w.r.t. P if x ∈ Z
E0.E1E2 · · ·Et−1(Et − 1)(pt+1 − 1)(pt+2 − 1) · · · (ps − 1) w.r.t. P if x /∈ Z
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for s > t. Clearly, lims→∞ ys = x and ys < x. We can rewrite (2.8) as
(2.9) ψP,Q(x) = lim
s→∞ψP,Q(ys).
Since ys → x, ψP,Q is not left continuous at x if (2.9) does not hold. Now, suppose
that (2.9) holds and let (zr) be any sequence of real numbers in R such that zr < x
for all r and limr→∞ zr = x. Then there exists a function f(r) such that for large
enough r, we have
zr =
{
(E0 − 1).(p1 − 1)(p2 − 1) · · · (pf(r)−1 − 1)Ff(r)+1Ff(r)+2 · · · w.r.t. P if x ∈ Z
E0.E1E2 · · ·Et−1(Et − 1)(pt+1 − 1)(pt+2 − 1) · · · (pf(r) − 1)Ff(r)+1Ff(r)+2 · · · w.r.t. P if x /∈ Z .
Then |ψP,Q(zr)−ψP,Q(yf(r))| → 0, so ψP,Q(zr)→ ψP,Q(x) by (2.9). Thus, ψP,Q is
left continuous at x. 
For a positive integer t and basic sequences P and Q, let
AP,Q,t := {E0.E1E2 · · ·Et w.r.t. P : Et ≥ qt};
BP,Q,t := {E0.E1E2 · · ·Et−1 w.r.t. P};
AP,Q := {n : pn > qn};
BP,Q := {n : pn < qn}.
Theorem 2.21. DRP,Q = ∅ and
DLP,Q =
 ⋃
n∈AP,Q
AP,Q,n
 ∪
 ⋃
n∈BP,Q
BP,Q,n
 ⊆ NUP .
Moreover, ψP,Q is lower semi-continuous on R if and only if pn ≤ qn whenever
n ≥ 2. ψP,Q is upper semi-continuous on R if and only if it is continuous on R.
Proof. It is not difficult to see that ψP,Q is continuous at all points in UP and right
continuous on R. Let x = E0.E1E2 · · ·Et w.r.t. P so
min(Et, qt − 1)−min(Et − 1, qt − 1) =
{
0 if Et ≥ qt
1 if Et < qt
.
Note that
∑∞
j=t+1
min(pj−1,qj−1)
qt+1qt+2···qj > 0. If Et ≥ qt, then x ∈ DLP,Q by Lemma 2.20.
This can only happen if pt > qt. In case Et < qt, we see that x ∈ DLP,Q if and only if
there exists some integer s > t such that ps < qs so that
∑∞
j=t+1
min(pj−1,qj−1)
qt+1qt+2···qj < 1.
The semi-continuity can be analyzed with a slightly more careful argument that
considers whether the jump discontinuities are positive or negative. 
Corollary 2.22. The following are immediate consequences of Theorem 2.21.
(1) DP,Q is empty if and only if p1 ≤ q1 and pt = qt for all t ≥ 2. In this case,
ψP,Q(x) =
p1
q1
· x.
(2) DP,Q is at most finite if and only if pt 6= qt at most finitely often. Otherwise,
DP,Q is a countable dense subset of R.
(3) DP,Q = NUP if and only if BP,Q is infinite. Moreover, DP,Q = Q if P
satisfies the hypotheses of Theorem 2.16.
Theorem 2.23. Suppose that µ1, µ2 ∈ M
(
NN2
)
are eventually positive. Then
DP,Q = NUP = Q for µ1 × µ2-almost every (P,Q) ∈ NN2 × NN2 .
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Theorem 2.24. Suppose that pn = qn for all n > t. Then ψP,Q is piecewise linear.
In particular, for all x = E0.E1E2 · · · w.r.t. P
ψP,Q(x) = ψP,Q({x}) = p1 · · · pt
q1 · · · qt ·{x}+
(
t∑
n=1
min(En, qn − 1)
q1 · · · qn −
p1 · · · pt
q1 · · · qt ·
t∑
n=1
En
p1 · · · pn
)
.
Proof. Let α =
∑t
n=1
En
p1···pn , β =
∑t
n=1
min(En,qn−1)
q1···qn , and γ =
∑∞
n=t
En
p1···pn . Since
min(En, qn − 1) = En for n > t, we see that ψP,Q(α+ γ) = β + p1···ptq1···qt · γ. Thus,
β +
p1 · · · pt
q1 · · · qt · γ =
p1 · · · pt
q1 · · · qt · α−
p1 · · · pt
q1 · · · qt · α+ β +
p1 · · · pt
q1 · · · qt · γ
=
p1 · · · pt
q1 · · · qt · (α+ γ) + β −
p1 · · · pt
q1 · · · qt · α
=
p1 · · · pt
q1 · · · qt · {x}+
(
t∑
n=1
min(En, qn − 1)
q1 · · · qn −
p1 · · · pt
q1 · · · qt ·
t∑
n=1
En
p1 · · · pn
)
,
and the conclusion follows. 
2.5. Monotonicity, Bounded Variation, and Approximation of ψP,Q.
Theorem 2.25. ψP,Q is monotone on no intervals if and only if pn > qn infinitely
often.
Proof. For simplicity, we only consider intervals contained in [0, 1) Suppose that
pn > qn infinitely often and let J = [a, b] ⊆ [0, 1) be a closed interval. Then there
exists an interval I = [c, d] ⊆ J and n ≥ 1 where c = 0.E1E2 · · ·En−1(pn− 1) w.r.t.
P and d = c+ 1p1···pn . Let m > n be such that pm > qm. Set
x = 0.E1E2 · · ·En−1(pn − 1) 0 0 0 · · · 0 (qm − 1) 1 w.r.t. P ;
y = 0.E1E2 · · ·En−1(pn − 1) 0 0 0 · · · 0 qm w.r.t. P.
Clearly, x, y ∈ I, c < x, and ψP,Q(c) < ψP,Q(x). Also, x < y, but
ψP,Q(x) = ψP,Q(c) +
qm − 1
q1 · · · qm +
1
q1 · · · qm+1 > ψP,Q(c) +
qm − 1
q1 · · · qm = ψP,Q(y).
So, ψP,Q is not monotone on the interval J .
Now, suppose that pn > qn at most finitely often. Let M be large enough that
pm ≤ qm for allm ≥M . Consider the interval I =
[∑M
n=1
pn−1
p1···pn ,
∑M
n=1
pn−1
p1···pn +
1
p1···pM+1
]
.
It is easy to verify that ψP,Q is increasing on this interval by applying Theo-
rem 2.24. 
Corollary 2.26. Suppose that pn > qn infinitely often and |LP,Q (w) | /∈ {0, 1}.
Then LP,Q (w) is a totally disconnected set.
Theorem 2.27. Suppose that µ1, µ2 ∈M
(
NN2
)
are eventually positive. Then ψP,Q
is monotone on no intervals for µ1 × µ2-almost every (P,Q) ∈ NN2 × NN2 .
Given basic sequences P and Q, let Pt = (p1, p2, · · · , pt, 2, 2, 2, · · · ) and Qt =
(q1, q2, · · · , qt, 2, 2, 2, · · · ).
Theorem 2.28. The sequence of functions (ψPt,Qt) converges uniformly to ψP,Q
on R. 13
13Only pointwise convergence of
(
ψPt,Qt
)
to ψP,Q is used in this paper.
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Proof. Let x = E0.E1E2 · · · w.r.t. P . By Theorem 2.24,
ψPt,Qt(x) =
p1 · · · pt
q1 · · · qt · {x}+
(
t∑
n=1
min(En, qn − 1)
q1 · · · qn −
p1 · · · pt
q1 · · · qt ·
t∑
n=1
En
p1 · · · pn
)
=
t∑
n=1
min(En, qn − 1)
q1 · · · qn +
p1 · · · pt
q1 · · · qt
∞∑
n=t+1
En
p1 · · · pn .
Thus,
|ψP,Q(x)− ψPt,Qt(x)| =
∞∑
n=t+1
min(En, qn − 1)
q1 · · · qn +
p1 · · · pt
q1 · · · qt
∞∑
n=t+1
En
p1 · · · pn ≤
1
q1 · · · qt+
1
q1 · · · qt ≤
1
2t−1
and (ψPt,Qt) converges uniformly to ψP,Q. 
Corollary 2.29.∫ 1
0
ψPt,Qt(x) dx =
1
2q1 · · · qt +
p1−1∑
E1=0
p2−1∑
E2=0
· · ·
pt−1∑
Et=0
(
1
p1 · · · pt
t∑
n=1
min(En, qn − 1)
q1 · · · qn −
1
q1 · · · qt
t∑
n=1
En
p1 · · · pn
)
;
∫ 1
0
ψP,Q(x) dx = lim
t→∞
p1−1∑
E1=0
p2−1∑
E2=0
· · ·
pt−1∑
Et=0
(
1
p1 · · · pt
t∑
n=1
min(En, qn − 1)
q1 · · · qn −
1
q1 · · · qt
t∑
n=1
En
p1 · · · pn
)
.
Proof. The first assertion follows from computing the areas of the trapezoids bounded
by pieces of the functions ψP,Q. The latter assertion follows from the former, the
dominated convergence theorem, and Theorem 2.28. 
We let V (I, f) denote the total variation of the function f on the closed interval
I. We say that f is of bounded variation on I if V (I, f) <∞ and write f ∈ BV (I).
We will need the following well known theorem from [5].
Theorem 2.30. V (I, ·) : BV (I)→ R is a lower semi-continuous functional. That
is, if (fn) converges to f pointwise on a closed interval I, then
V (I, f) ≤ lim inf
n→∞ V (I, fn).
Let f(x−) := limy→x− f(y) denote the limit of f(y) as y approaches x from the
left. We will also need the following lemma which is easily proven.
Lemma 2.31. Suppose that f : [a, b]→ R is a piecewise monotone function that is
right continuous on the non-empty closed interval [a, b] with points of left disconti-
nuity x1, x2, · · · , xr−1. If x0 = a and xr = b, then
V ([a, b], f) =
r−1∑
j=0
|f(xj)− f(x−j+1)|+
r∑
j=1
|f(xj)− f(x−j )|.
Lemma 2.32. If t ≥ 2 and pt 6= qt, then
V ([0, 1], ψPt,Qt) =
t∑
k=1
pk−1∑
E=1
∣∣∣∣∣∣min(E, qk − 1)−min(E − 1, qk − 1)q1 · · · qk −
t∑
j=k+1
min(pj − 1, qj − 1)
q1 · · · qj −
1
q1 · · · qt
∣∣∣∣∣∣
+ ψPt,Qt(1
−) +
p1 · · · pt
q1 · · · qt < 2 ·
t∑
k=1
t∑
j=k+1
pk(pj + qj)
q1 · · · qj + 2 ·
p1 · · · pt
q1 · · · qt + 1.
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Proof. By Theorem 2.24, ψPt,Qt is a piecewise linear function with slope
p1···pt
q1···qt ,
which contributes p1···ptq1···qt · (1 − 0) =
p1···pt
q1···qt to the total variation of ψPt,Qt . Thus,
by Lemma 2.31, we need only add this term to the sum of the magnitude of the
jumps at the points of discontinuity of ψPt,Qt . Since pt 6= qt, DLPt,Qt ⊆ BPt,Qt,t+1
by Theorem 2.21. If x = 1, then ψPt,Qt(x) = 0, so |ψPt,Qt(x) − ψPt,Qt(x−)| =
ψPt,Qt(1
−). If x = E0.E1E2 · · ·Ek w.r.t. Pt ∈ BPt,Qt,t+1, where Ek 6= 0, then
ψPt,Qt(x) =
∑k−1
n=1
min(En,qn−1)
q1···qn +
min(Ek,qk−1)
q1···qk and
ψPt,Qt(x
−) =
k−1∑
n=1
min(En, qn − 1)
q1 · · · qn +
min(Ek − 1, qk − 1)
q1 · · · qk +
t∑
j=k+1
min(pj − 1, qj − 1)
q1 · · · qj +
∞∑
j=t+1
1
q1 · · · qt · 2j−t
=
k−1∑
n=1
min(En, qn − 1)
q1 · · · qn +
min(Ek − 1, qk − 1)
q1 · · · qk +
t∑
j=k+1
min(pj − 1, qj − 1)
q1 · · · qj +
1
q1 · · · qt .
Thus,
ψPt,Qt(x)−ψPt,Qt(x−) =
min(Ek, qk − 1)−min(Ek − 1, qk − 1)
q1 · · · qk −
t∑
j=k+1
min(pj − 1, qj − 1)
q1 · · · qj −
1
q1 · · · qt .
So, ψPt,Qt(x)−ψPt,Qt(x−) depends only on k and the value of Ek > 0. So we only
need sum over values of k and Ek and the first part of the lemma follows.
To prove the inequality, we apply the triangle inequality to the term in the double
summation. First, it is clear that min(E, qk − 1)−min(E − 1, qk − 1) ≤ 1, so
t∑
k=1
pk−1∑
E=1
min(E, qk − 1)−min(E − 1, qk − 1)
q1 · · · qk ≤
t∑
k=1
pk−1∑
E=1
1
q1 · · · qk <
t∑
k=1
pk
q1 · · · qt
<
t∑
k=1
pk(pk+1 + qk+1)
q1 · · · qk+1 <
t∑
k=1
∞∑
j=k+1
pk(pj + qj)
q1 · · · qj .
Next, min(pj − 1, qj − 1) < pj + qj , so
t∑
k=1
pk−1∑
E=1
t∑
j=k+1
min(pj − 1, qj − 1)
q1 · · · qj <
t∑
k=1
t∑
j=k+1
pk(pj + qj)
q1 · · · qj
Lastly, ψPt,Qt(1
−) ≤ 1 and
t∑
k=1
pk−1∑
E=1
1
q1 · · · qt <
p1 · · · pt
q1 · · · qt ,
so the second part of the lemma follows. 
Theorem 2.33. If I ⊆ R is a non-empty closed interval, then ψP,Q ∈ BV (I) if
∞∑
k=1
∞∑
j=k+1
pk(pj + qj)
q1 · · · qj <∞ and lim inft→∞
p1 · · · pt
q1 · · · qt <∞.
Proof. This follows immediately from Theorem 2.28, Theorem 2.30, Lemma 2.32,
and the 1-periodicity of ψP,Q.

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Theorem 2.34. Suppose that I ⊆ R is a closed interval, µ1, µ2 ∈ Mw
(
NN2
)
and
µ = µ1 × µ2. If
∫
log pi1 (ω) dµ(ω) ≤
∫
log pi2 (ω) dµ(ω), then ψP,Q is of bounded
variation for µ-almost every (P,Q) ∈ NN2 × NN2 .
Proof. This follows from Lemma 2.13, Lemma 2.14, and Theorem 2.33. 
2.6. Lipschitz and Ho¨lder continuity of φ
(k)
P,Q. We will need to analyze the
Ho¨lder continuity of φ
(k)
P,Q in order to prove Theorem 4.5. Z
(k)
P,Q will be non-empty
as long as lim infn→∞min(pn, qn) ≥ 3. Thus, we will require this assumption for
every result in this subsection.
Note that
(2.10) Z
(0)
P,Q ( Z
(1)
P,Q ( Z
(2)
P,Q ( · · · (
∞⋃
k=0
Z
(k)
P,Q ( Z
(∞)
P,Q ( [0, 1)
and φ
(k)
P,Q : Z
(k)
P,Q → Z(k)Q,P .
Theorem 2.35. Suppose that lim infn→∞min(pn, qn) ≥ 3. Then φ(k)P,Q is a home-
omorphism from Z
(k)
P,Q to Z
(k)
Q,P for all k ∈ N0.
Proof. It is easy to see that φ
(k)
P,Q is a bijection. φ
(k)
P,Q = ψP,Q|Z(k)P,Q is continuous as
Z
(k)
P,Q may only be discontinuous on NUP by Theorem 2.21 and NUP ∩ Z(k)P,Q = ∅
for all k <∞. Additionally,
(
φ
(k)
P,Q
)−1
is continuous as
(
φ
(k)
P,Q
)−1
= φ
(k)
Q,P . 
Lemma 2.36. Suppose that lim infn→∞min(pn, qn) ≥ 3, α ∈ (0, 1], k ∈ N0, x, y ∈
Z
(k)
P,Q, and x 6= y. Then for some constant C(α),
|φ(k)P,Q(x)− φ(k)P,Q(y)|
|x− y|α ≤ C(α) supn∈Nmax
(
(p1 · · · pn)α
q1 · · · qn ·min(pn, qn)
1−α,
(p1 · · · pn+k)α
q1 · · · qn ·
(
pn+k+1
max(1, pn+k+1 − qn+k+1)
)α)
.
Proof. Let x = 0.E1E2 · · · w.r.t. P , y = 0.F1F2 · · · w.r.t. P , t = min{s : Es 6= Fs},
and Gn = En − Fn. Then
|φ(k)P,Q(x)− φ(k)P,Q(y)|
|x− y|α =
∣∣∣∑∞n=t Gnq1···qn ∣∣∣∣∣∣∑∞n=t Gnp1···pn ∣∣∣α ≤
∑∞
n=t
∣∣∣ Gnq1···qn ∣∣∣∣∣∣∑∞n=t Gnp1···pn ∣∣∣α
≤
|Gt|
q1···qt +
∑∞
n=t+1
qn−1
q1···qn(
|Gt|
p1···pt −
(∑t+k
n=t+1
pn−1
p1···pn
)
− min(pt+k+1−2,qt+k+1−1)p1···pt+k+1 −
∑∞
n=t+k+2
pn−1
p1···pn
)α
=
|Gt|
q1···qt +
1
q1···qt(
|Gt|
p1···pt −
(
1
p1···pt − 1p1···pt+k
)
− min(pt+k+1−2,qt+k+1−1)p1···pt+k+1 − 1p1···pt+k+1
)α ,
which simplifies to
(2.11)
(
|Gt|+1
q1···qt
)
(
|Gt|−1
p1···pt +
max(1,pt+k+1−qt+k+1)
p1···pt+k+1
)α
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We now consider two cases. First, if |Gt| = 1, then (2.11) is equal to
(2.12) 2
(p1 · · · pt+k)α
q1 · · · qt ·
(
pn+k+1
max(1, pt+k+1 − qt+k+1)
)α
.
Let C(α) = max
(
2, supw≥2
w+1
w1−α(w−1)α
)
. Clearly, w+1w1−α(w−1)α is continuous for
w ≥ 2 and limw→∞ w+1w1−α(w−1)α = 1. Thus, 2 ≤ C(α) <∞. Since |Gt| < min(pt, qt)
(2.13)
|Gt|+ 1
(|Gt| − 1)α =
|Gt|+ 1
|Gt|1−α(|Gt| − 1)α · |Gt|
1−α ≤ C(α)|Gt|1−α < C(α) ·min(pt, qt)1−α.
Suppose that |Gt| > 1. Using (2.13), we may bound (2.11) above by
(2.14)
(p1 · · · pt)α
q1 · · · qt ·
|Gt|+ 1
(|Gt| − 1)α ≤ C(α)
(p1 · · · pt)α
q1 · · · qt ·min(pt, qt)
1−α,
Combining the estimates (2.12) and (2.14) of (2.11), the lemma follows. 
Theorem 2.37. Suppose that k ∈ N0 and lim infn→∞min(pn, qn) ≥ 3. Then φ(k)P,Q
is Ho¨lder continuous of exponent α if
(2.15) lim sup
n→∞
(p1 · · · pn)α
q1 · · · qn ·min(pn, qn)
1−α <∞
and
(2.16) lim sup
n→∞
(p1 · · · pn+k)α
q1 · · · qn ·
(
pn+k+1
max(1, pn+k+1 − qn+k+1)
)α
<∞.
Additionally, φ
(k)
P,Q is not Ho¨lder continuous of exponent α if (2.15) does not hold.
Proof. The Ho¨lder continuity of φ
(k)
P,Q given (2.15) and (2.16) follows directly from
Lemma 2.36. Suppose that (2.15) does not hold. Let the sequence (nt) be given
such that
(2.17)
(p1 · · · pnt)α
q1 · · · qnt
·min(pnt , qnt)1−α > t.
Let xt =
∑nt
m=1
1
p1···pm +
∑∞
m=1
1
p1···pnt+2m and
yt =
nt∑
m=1
1
p1 · · · pm +
min(pnt − 1, qnt − 1)
p1 · · · pnt
+
∞∑
m=1
1
p1 · · · pnt+2m
,
so xt, yt ∈ Z(k)P,Q. Then
|φ(k)P,Q(xt)− φ(k)P,Q(yt)|
|xt − yt|α =
(p1 · · · pnt)α
q1 · · · qnt
·min(pnt − 1, qnt − 1)1−α
=
(p1 · · · pnt)α
q1 · · · qnt
·min(pnt , qnt)1−α ·
min(pnt − 1, qnt − 1)1−α
min(pnt , qnt)
1−α
> t ·
(
1− 1
min(pnt , qnt)
)1−α
≥ t ·
(
2
3
)1−α
.
Thus, limt→∞
|φ(k)P,Q(xt)−φ(k)P,Q(yt)|
|xt−yt|α = ∞ and φ
(k)
P,Q is not Ho¨lder continuous of expo-
nent α. 
A nontrivial application of Theorem 2.37 is given in Lemma 4.4.
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Corollary 2.38. Suppose that k ∈ N0 and lim infn→∞min(pn, qn) ≥ 3. Then φ(k)P,Q
is Lipschitz if
lim sup
n→∞
p1 · · · pn+k
q1 · · · qn ·
pn+k+1
max(1, pn+k+1 − qn+k+1) <∞.
φ
(k)
P,Q is not Lipschitz if
lim sup
n→∞
p1 · · · pn
q1 · · · qn =∞.
Theorem 2.39. Suppose that µ1, µ2 ∈Mw
(
NN2
)
, µ1 and µ2 are not positive on {2}.
Put µ = µ1×µ2, let α ∈ (0, 1), and suppose that max
(∫
log pi1 (ω) dµ(ω),
∫
log pi2 (ω) dµ(ω)
)
<
∞. If ∫ log pi2 (ω) dµ(ω) > α ∫ log pi1 (ω) dµ(ω), then φ(k)P,Q is Ho¨lder contin-
uous of exponent α for all k ≥ 0 for µ-almost every (P,Q) ∈ NN2 × NN2 . If∫
log pi2 (ω) dµ(ω) >
∫
log pi1 (ω) dµ(ω), then φ
(k)
P,Q is Lipschitz continuous for
µ-almost every (P,Q) ∈ NN2 × NN2 .
3. Normal numbers with respect to the Cantor series expansions
3.1. Introduction. Let
Q(k)n :=
n∑
j=1
1
qjqj+1 . . . qj+k−1
and TQ,n(x) :=
 n∏
j=1
qj
x (mod 1).
A. Re´nyi [20] defined a real number x to be normal with respect to Q if for all
blocks B of length 1,
(3.1) lim
n→∞
NQn (B, x)
Q
(1)
n
= 1.
If qn = b for all n and we restrict B to consist of only digits less than b, then (3.1)
is equivalent to simple normality in base b, but not equivalent to normality in base
b. A basic sequence Q is k-divergent if limn→∞Q
(k)
n =∞. Q is fully divergent if Q
is k-divergent for all k and k-convergent if it is not k-divergent. A basic sequence
Q is infinite in limit if qn →∞.
Definition 3.1. A real number x is Q-normal of order k if for all blocks B of
length k,
lim
n→∞
NQn (B, x)
Q
(k)
n
= 1.
We let Nk(Q) be the set of numbers that are Q-normal of order k. x is Q-normal
if x ∈ N(Q) := ⋂∞k=1Nk(Q). Additionally, x is simply Q-normal if it is Q-normal
of order 1. x is Q-ratio normal of order k (here we write x ∈ RNk(Q)) if for all
blocks B1 and B2 of length k
lim
n→∞
NQn (B1, x)
NQn (B2, x)
= 1.
x is Q-ratio normal if x ∈ RN(Q) := ⋂∞k=1RNk(Q). A real number x is Q-
distribution normal if the sequence (TQ,n(x))
∞
n=0 is uniformly distributed mod 1.
Let DN(Q) be the set of Q-distribution normal numbers.
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It is easy to show that DN(Q) is a set of full Lebesgue measure for every basic
sequence Q. For Q that are infinite in limit, it has been shown that Nk(Q) is of
full measure if and only if Q is k-divergent [17]. Early work in this direction has
been done by A. Re´nyi [20], T. S˘ala´t [25], and F. Schweiger [22]. Therefore if Q is
infinite in limit, then N(Q) is of full measure if and only if Q is fully divergent.
N(Q) RN(Q)
DN(Q)
Figure 3
Note that in base b, where qn = b for all n, the corresponding
notions of Q-normality, Q-ratio normality, and Q-distribution
normality are equivalent. This equivalence is fundamental in the
study of normality in base b. It is surprising that this equivalence
breaks down in the more general context of Q-Cantor series for
general Q.
It is usually most difficult to establish a lack of a contain-
ment relationship. The first non-trivial result in this direction
was in [2] where a basic sequence Q and a real number x is
constructed where x ∈ N(Q)\DN(Q).14 By far the most diffi-
cult of these to establish is the existance of a basic sequence Q
where RN(Q) ∩DN(Q)\N(Q) 6= ∅. This case will be considered
in the next subsection and requires information about the functions ψP,Q estab-
lished in the previous section. Theorem 3.12 provides a significant improvement
over the main result of [2] while Theorem 3.13 and Theorem 3.14 provide simpler
proofs of known results using information about ψP,Q. It was proven in [15] that
dimH (DN(Q)\RN1(Q)) = 1 whenever Q is infinite in limit. It should be noted
that most of the relations in Figure 1 are trivially induced by those in Figure 3.
We note the following fundamental fact about Q-distribution normal numbers
that follows directly from a theorem of T. S˘ala´t [26].15
Theorem 3.2. Suppose that Q = (qn) is a basic sequence and limN→∞ 1N
∑N
n=1
1
qn
=
0. Then x = E0.E1E2 · · · w.r.t. Q is Q-distribution normal if and only if (En/qn)
is uniformly distributed mod 1.
The following immediate consequence of Theorem 1.3 will be used in this section.
Theorem 3.3. Suppose that Q1, Q2, · · · , Qj are infinite in limit and limn→∞NQ1n ((0), x) =
∞. Then
Ψj(RNk(Qj)) ⊆ RNk(Qj) and Ψj(RN(Q)) ⊆ RN(Q).
It should be noted that ψP,Q does not preserve normality or distribution nor-
mality. We will exploit this fact to construct a basic sequence Q and a mem-
ber of RN(Q) ∩ DN(Q)\N(Q). We will start with a basic sequence P and a real
number η that is P -normal. A basic sequence Q will be carefully chosen so that
ψP,Q(η) ∈ DN(Q), but ψP,Q(η) /∈ N(Q). Thus, we will be “trading” P -normality
for Q-distribution normality. Theorem 3.3 will guarantee that ψP,Q(η) ∈ RN(Q).
We should note that not all constructions in the literature of normal numbers are
of computable real numbers. For example, the construction by M. W. Sierpinski
14This real number x satisfies a much stronger condition than not being Q-distribution normal:
TQ,n(x)→ 0.
15The original theorem of T. S˘ala´t says: Given a basic sequence Q and a real number x with
Q-Cantor series expansion x = bxc +∑∞n=1 Enq1q2...qn , if limN→∞ 1N ∑Nn=1 1qn = 0 then x is Q-
distribution normal iff En = bθnqnc for some uniformly distributed sequence (θn). N. Korobov
[13] proved this theorem under the stronger condition that Q is infinite in limit. For this paper,
we will only need to consider the case where Q is infinite in limit.
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in [23] is not of a computable real number. V. Becher and S. Figueira modified
M. W. Sierpinski’s work to give an example of a computable absolutely normal
number in [3]. Since not every basic sequence is computable we face an added
difficulty. Moreover, many of the numbers we construct by using Theorem 1.3 are
not computable. Thus, we will indicate when a number we construct is computable.
3.2. Explicit construction of a basic sequence Q and a member of RN(Q)∩
DN(Q)\N(Q).
3.2.1. Some results on construction of distribution normal numbers. Given blocks
B and Y , we let N(B, Y ) be the number of occurrences of the block B in the
block Y . Given a Borel probability measure µ on NN0 and B = (b1, · · · , bk) ∈ Nk0 ,
we write
[B] =
{
ω = (ω1, ω2, · · · ) ∈ NN0 : ωj = bj∀j ∈ [1, k]
}
and µ(B) = µ ([B]) .
A block of digits Y is (, k, µ)-normal if for all blocks B of length m ≤ k, we
have (1− )|Y |µ(B) ≤ N(B, Y ) ≤ (1 + )|Y |µ(B). Let λb be any Borel probability
measure on NN0 where λb(B) = b−k for all blocks B of length k in base b. A modular
friendly family(MFF), V , is a sequence of triples ((li, bi, i))
∞
i=1 such that (li)
∞
i=1
and (bi)
∞
i=1 are non-decreasing sequences of non-negative integers with bi ≥ 2, such
that (i)
∞
i=1 is a decreasing sequence of real numbers in (0, 1) with limi→∞ i =
0. A sequence (Xi)
∞
i=1 of (i, 1, λbi)-normal blocks of non-decreasing length with
limi→∞ |Xi| =∞ is V -nice if li−1li ·
|Xi−1|
|Xi| = o(1/i) and
1
li
· |Xi+1||Xi| = o(1). Set Li =∣∣∣X l11 . . . X lii ∣∣∣ = l1|X1|+ . . .+ li|Xi|, sn = bi for Li−1 < n ≤ Li, Γ(V,X) := (sn)∞n=1,
and η(V,X) :=
∑∞
n=1
En
s1···sn , where (E1, E2, . . .) = X
l1
1 X
l2
2 X
l3
3 · · · .
Theorem 3.4. Let V = ((li, bi, i))
∞
i=1 be an MFF and suppose that X = (Xi)
∞
i=1
is V -nice. Then η(V,X) is Γ(V,X)-distribution normal. 16
We will modify the construction of a basic sequence P and a real number x ∈
N(P )\DN(P ) given by C. Altomare and the author in [2]. Let b be a positive
integer. We define νb ∈M
(
NN0
)
as follows. Put
νb((j)) =

1
2b
if 0 ≤ j ≤ b− 1
2b−b
2b
if j = b
0 if j > b
and for a block B = (b1, . . . , bk), put νb(B) =
∏k
j=1 νb((bj)). Let b and w be positive
integers. Let V1, V2, . . . , V(b+1)w be the blocks in base b + 1 of length w written in
lexicographic order. Put
Vb,w = V
2bwνb(V1)
1 V
2bwνb(V2)
2 · · ·V
2bwνb(V(b+1)w )
(b+1)w .
With these definitions, we may state the following results from [2].
Theorem 3.5. For i ≤ 5, let Xi = (0, 1), bi = 2, and li = 0. For i ≥ 6, let Xi =
Vi,i2 , bi = 2
i, and li = 2
4i2 . If V = ((li, bi, i))
∞
i=1 and X = (Xi)
∞
i=1, then η(V,X) ∈
N(Γ(V,X))\DN(Γ(V,X)). Moreover, limn→∞ TΓ(V,X),n(η(V,X)) = 0.
16 Our statement of Theorem 3.4 and the preceding definitions has been altered to be more
concisely stated than they were in [2]. We also removed some unnecessary hypotheses. It was not
stated in [2], but it is not difficult to show that the conclusion of Theorem 3.4 may be strengthened
to say that x(V,X) ∈ DN(Q) ∩ N1(Q) by using the main theorem in [16].
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3.2.2. The Construction. We need the following lemma from [2].
Lemma 3.6. If b and w are positive integers, then |Vb,w| = w2bw.
Let Wi = Vi,i2 = (wi,t), so |Wi| = i22i3 when i ≥ 2. We first need to define
sequences Qi = (qi,t)
|Wi|
t=1 as follows. Let 1 ≤ t ≤ |Wi|. If wi,t ∈ {0, 1, · · · , i − 1},
set qi,t = i. Thus there are
i22i
3 − i
2i
· i22i3 = i22i3 − i32i3−i
remaining values qi,t to assign where wi,t = i. Since i|(i22i3 − i32i3−i), we may
portion these into i classes of i2i
3 − i22i3−i elements. In the first of these, we let
qi,t = i
3. If 2 ≤ j ≤ i, then we set qi,t =
⌊
i2/(j − 1)⌋ if qi,t is in the j’th grouping.
Set Yi = (yi,t)
|Wi|
t=1 , where
yi,t =
{
0 if wi,t = 0 or (wi,t = i and qi,t = i
3)
α if wi,t = α or (wi,t = i and qi,t =
⌊
i2/α
⌋
)
.
We note the following lemma which follows immediately from construction.
Lemma 3.7.
N((t),Wi) =

1
2i |Wi| if 0 ≤ t ≤ i− 1
2i−i
2i |Wi| if t = i
0 if t > i
=
 i
22i
3−i if 0 ≤ t ≤ i− 1
i2i
3
if t = i
0 if t > i
;
|{n : Ei,n = t < i}| = i22i3−i;
|{n : Ei,n = i and qi,n = i3}| = i2i3 − i22i3−i;
|{n : Ei,n = i and qi,n =
⌊
i2/α
⌋}| = i2i3 − i22i3−i.
Lemma 3.8. |Yi| = |Wi| = i22i3 and Yi is (0, 1, λi)-normal.
Proof. |Yi| = |Wi| follows immediately by construction. Let j ∈ {0, . . . , i− 1}. By
Lemma 3.7, N(Yi, (j)) = i
22i
3−i + (i2i
3 − i22i3−i) = i2i3 = 1i |Yi|. 
Lemma 3.9. For i ≤ 5, let Xi = (0, 1), bi = 2, and li = 0. For i ≥ 6, let Xi = Yi,
bi = i, and li = 2
4i2 . Put V = ((li, bi, i))
∞
i=1 and X = (Xi)
∞
i=1. Then η(V,X) is
Γ(V,X)-distribution normal.
Proof. This follows immediately from Theorem 3.4 and Lemma 3.8. 
For the remainder of Section 3.2, we will define P to be the basic sequence con-
structed in Theorem 3.5 and refer to the number constructed in the same theorem
as ζ.17 We also refer to the number constructed in Lemma 3.9 as κ and the basic
sequence as K = (kn). We will write κ = 0.F1F2 · · · w.r.t. K. Clearly, the se-
quence (αn) = (TK,n(κ)) is uniformly distributed mod 1 since κ ∈ DN(K). We will
construct a basic sequence Q such that (βn) =
(
TQ,n
(
φ
(k)
P,Q(ζ)
))
has the property
that βn − αn → 0. This will establish that ψP,Q(ζ) is in DN(Q). Additionally,
17This number ζ has many pathological properties and is a reasonable starting place for con-
structing counterexamples. A well known property of normal numbers in base b is that x is normal
in base b if and only if rx is normal in base b for all rational numbers r. It is not difficult to see
that P -normality is not even preserved by integer multiplication. That is ζ has the property that
nζ is not P -normal for every integer n ≥ 2.
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we will show that for our choice of Q, we will have ψP,Q(ζ) ∈ RN(Q)\N(Q). Let
∆t,i =
[
t
i ,
t+1
i
)
.
Lemma 3.10. If 0 < α ≤ i− 1, then ibi2/αc ∈ ∆α,i.
Proof. First, we note that ibi2/αc ≥ ii2/α = αi . In order to finish the proof, we need
to show that
(3.2)
i
bi2/αc <
α+ 1
i
.
We see that
i
bi2/αc ≤
i
i2
α − 1
=
αi
i2 − α,
so
α+ 1
i
− ibi2/αc ≥
α+ 1
i
− αi
i2 − α =
i2 − α2 − α
i(i2 − α) ≥
i2 − (i− 1)2 − (i− 1)
i(i2 − 0) =
1
i2
> 0,
establishing (3.2). 
Theorem 3.11. Put Q = Ql66 Q
l7
7 Q
l8
8 · · · , where li = 24i
2
. Then Q is infinite in
limit and fully divergent and ψP,Q(ζ) ∈ RN(Q) ∩DN(Q)\N(Q).
Proof. For n ∈ N, let i = i(n) be the unique integer such that l6|X6| + · · · +
li−1|Xi−1| < n ≤ l6|X6| + · · · + li|Xi|. Note that by Lemma 3.10, Enqn ∈ ∆α,i(n) if
and only if Fnkn ∈ ∆α,i(n). Thus,
|TQ,n (ψP,Q(ζ))− TK,n(κ)| <
∣∣∣∣En+1qn+1 − Fn+1kn+1
∣∣∣∣+ 1qn+1 + 1kn+1 ≤ 1i(n+ 1)+ 1qn+1 + 1kn+1 → 0.
Since the sequence (TK,n(κ)) is uniformly distributed mod 1, we may conclude
that (TQ,n (ψP,Q(ζ))) is uniformly distributed mod 1. Thus, ψP,Q(ζ) ∈ DN(Q).
ψP,Q(ζ) ∈ RN(Q) follows directly from Theorem 3.3 as ζ ∈ N(P ) ⊆ RN(P ).
Let k be a positive integer and suppose that B is a block of length k. We
note that for large enough n, qn ≤ (log2 pn)3, so limn→∞ P
(k)
n
Q
(k)
n
= ∞. Thus, by
Theorem 1.3
lim
n→∞
NQn (ψP,Q(η))
Q
(k)
n
= lim
n→∞
(
NPn (η) +O(1)
P
(k)
n
· P
(k)
n
Q
(k)
n
)
= 1 · ∞ =∞,
so ψP,Q(ζ) /∈ N(Q). Q is fully divergent because limn→∞ P
(k)
n
Q
(k)
n
=∞ for all k. 
Using Theorem 2.2 it is not difficult to show that dimH (ψP,Q(R)) = 1. In fact,
we can say even more about ψP,Q(R). Since 2t > t3 for positive integers t if and
only if t ≥ 10, we can show that the Lebesgue measure of ψP,Q(R) is positive: 18
λ (ψP,Q(R)) =
∞∏
n=1
min(pn, qn)
qn
=
9∏
t=6
(2t
t3
)|{n:Et,n=t and qt,n=t3}|
=
9∏
t=6
(2t
t3
)24t2(t2t3−t22t3−t) ≈ 10−1.3095×10317 > 0.
18This approximation is easily obtained by estimating log λ
(
ψP,Q(R)
)
.
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Of course, this number is so small that our approximation doesn’t even estimate
λ (ψP,Q(R)) within 10310 orders of magnitude!
3.2.3. Further Steps. It should be emphasized that Theorem 3.11 gives only one
example of a basic sequence Q where RN(Q) ∩ DN(Q)\N(Q) 6= ∅. It is likely
that RN(Q) ∩ DN(Q)\N(Q) 6= ∅ for every basic sequence Q that is infinite in
limit and fully divergent. The construction in this section makes heavy use of the
number ζ and estimates pertaining to it from [2] to greatly simplify the proof.
It remains to be seen if the methods introduced in this section generalize well to
show that RN(Q) ∩DN(Q)\N(Q) is always non-empty. Moreover, it is likely that
dimH (RN(Q) ∩DN(Q)\N(Q)) = 1, but it doesn’t seem obvious how this would be
proven.
3.3. The sets N(Q)\DN(Q), RN(Q)\N(Q), and DN(Q)\RN(Q) are always
non-empty. In [2], a computable real number x and a computable basic sequence
Q were constructed where x ∈ N(Q), but TQ,n(x)→ 0. Unfortunately, the approach
taken can only be easily extended to a very restrictive class of basic sequences and
the proof and construction require some work. We essentially trivialize the problem
of showing that N(Q)\DN(Q) 6= ∅ with the theory developed in Section 2. The
approach used in this subsection is not only simpler, but far stronger than the
approach in [2]. Examples of computable members of DN(Q)\RN(Q) are given in
[15] for certain classes of computable basic sequences Q.
Theorem 3.12. Suppose that Q is infinite in limit and fully divergent. Then
N(Q)\DN(Q) 6= ∅.
Proof. Let pn = max(blog qnc , 2) and set P = (pn). By the main theorem of [17],
N(Q) 6= ∅, so let x ∈ N(Q) and put y = (ψP,Q ◦ ψQ,P ) (x). Then y is Q-normal by
Theorem 1.3, but TQ,n(y)→ 0, so y is not Q-distribution normal. 
Theorem 3.13. If Q is infinite in limit, then RN(Q)\⋃∞k=1Nk(Q) 6= ∅, so RN(Q)\N(Q) 6=
∅.
Proof. If Q is k-convergent for some k, then N(Q) = ∅, but RN(Q) 6= ∅ by Propo-
sition 5.1 and Proposition 5.2 in [17]. So suppose that Q is fully divergent. Let
pn = max(bqn/2c , 2) and set P = (pn). Clearly, P is fully divergent. Let x ∈ N(P )
and set y = φ
(k)
P,Q(x). Let k be a positive integer and suppose that B1 and B2 are
blocks of length k. Then by Theorem 1.3
lim
n→∞
NQn (B1, y)
NQn (B2, y)
= lim
n→∞
NPn (B1, x) +O(1)
NPn (B2, x) +O(1)
= lim
n→∞
NPn (B1, x)/P
(k)
n + o(1)
NPn (B2, x)/P
(k)
n + o(1)
= 1.
Thus, y ∈ RN(Q). Now, suppose that B is some block of length k. Then, applying
Lemma 2.7 by letting aj = pjpj+1 · · · pj+k−1 and bj = qjqj+1 · · · qj+k−1
lim
n→∞
NQn (B, y)
Q
(k)
n
= lim
n→∞
(
NQn (B, y)
P
(k)
n
· P
(k)
n
Q
(k)
n
)
= lim
n→∞
NPn (B, x) +O(1)
P
(k)
n
· lim
n→∞
P
(k)
n
Q
(k)
n
= 1·2−k 6= 1.
So, y /∈ Nk(Q) for all k. Thus, RN(Q)\N(Q) 6= ∅. 
Using different methods than those used in this paper, it was shown in [15] that
dimH (DN(Q)\RN(Q)) = 1. While the methods of this paper appear to be unable
to derive that result, we can still provide an alternate proof that DN(Q)\RN(Q) 6=
∅.
28 B. MANCE
Theorem 3.14. If Q is infinite in limit, then DN(Q)\RN(Q) 6= ∅.
Proof. Let x ∈ DN(Q) and set pn = qn − 1. Put y = (ψP,Q ◦ ψQ,P ) (x) +∑∞
n=1
1
q1···qn . Then the digit 0 never appears in the Q-Cantor series expansion of y,
so y /∈ RN1(Q) ⊇ RN(Q). We note that |TQ,n−1(x)− TQ,n−1(y)| ≤ 1qn → 0, so the
sequence (TQ,n(y)) is uniformly distributed mod 1. Thus, y ∈ DN(Q)\RN(Q). 
We will use a pair of basic sequences similar to those from Theorem 3.14 in
Section 4.2 to sharpen some results on the Hausdorff dimension of DN(Q)\RN1(Q).
4. The Hausdorff Dimension of some sets
4.1. Refinement of a result concerning Hausdorff dimension. For any se-
quence X = (xn) of real numbers, let A(X) denote the set of accumulation points
of X. Given a set D ⊆ [0, 1], let
ED(Q) = {x = 0.E1E2 · · · w.r.t. Q : A((En/qn)) = D} .
The following results are proven by Y. Wang, Z. Wen, and L. Xi in [29].
Theorem 4.1. If Q is infinite in limit, then dimH (ED(Q)) = 1 for every closed
set D.
Corollary 4.2. Given 0 ≤ δ ≤ 1, let
Eδ(Q) = E{δ}(Q) =
{
x = 0.E1E2 · · · w.r.t. Q : lim
n→∞
En
qn
= δ
}
.
If Q is infinite in limit, then dimH (Eδ(Q)) = 1.
For a set D ⊆ [0, 1] and sequence of non-negative integers (tn), let
ED,(tn)(Q) = ED(Q) ∩ R(qn−tn)(Q)
= {x = 0.E1E2 · · · w.r.t. Q : A((En/qn)) = D and ∀n En < qn − tn} .
Lemma 4.3. If limn→∞
log qn+j+1
log q1···qn = 0 for all j ≥ 0, then limn→∞
log qn+1···qn+k+1
log q1···qn =
0 for all k ≥ 0.
Proof. This follows immediately as log qn+1···qn+k+1log q1···qn =
log qn+1
log q1···qn + · · ·+
log qn+k+1
log q1···qn . 
Lemma 4.4. If Q is infinite in limit, qn ≥ pn, limn→∞ log qn+j+1log q1···qn = 0 for all j ≥
0,
∑∞
n=1
qn−pn
qn
<∞, and min(pn, qn) ≥ 3 for all n, then for all k ≥ 0,
(
φ
(k)
P,Q
)−1
=
φ
(k)
Q,P is Ho¨lder continuous of exponent α for all α ∈ (0, 1).
Proof. Let α ∈ (0, 1) and k ≥ 0. First, we note that
(4.1)
∞∏
j=1
pj
qj
=
∞∏
j=1
qj − (qj − pj)
qj
=
∞∏
j=1
(
1− qj − pj
qj
)
> 0,
as
∑ qn−pn
qn
<∞. Since limn→∞ log qn+1···qn+k+1log q1···qn = 0 by Lemma 4.3 and limn→∞
qn−pn
qn
=
0, we know that limn→∞
log qn+1···qn+k+1
log p1···pn = 0, so
(4.2) lim
n→∞
qn+1 · · · qn+k+1
(p1 · · · pn) 1−αα
= 0.
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To verify (2.16)
lim sup
n→∞
(q1 · · · qn)α
p1 · · · pn ·
(
qn+1 · · · qn+k+1
max(1, qn+1 − pn+1)
)α
≤ lim sup
n→∞
(q1 · · · qn+k+1)α
p1 · · · pn
= lim sup
n→∞
 n∏
j=1
qj
pj
α ·(qn+1 · · · qn+k+1
(p1 · · · pn) 1−αα
)α
=
 ∞∏
j=1
qj
pj
α · 0 = 0,
by (4.1) and (4.2), verifying (2.16). We can use similar methods to prove that
lim sup
n→∞
(q1 · · · qn)α
p1 · · · pn · q
1−α
n+1 < ∞,
verifying (2.15). 
We prove the following refinement of Theorem 4.1:
Theorem 4.5. Suppose that D ⊆ (0, 1) is a closed set and (tn) is a sequence of
non-negative integers. If Q is infinte in limit, limn→∞
log qn+j
log q1···qn = 0 for all j ∈ N,∑∞
n=1
tn
qn
<∞, and qn − tn ≥ 3 for all n, then dimH
(
ED,(tn)(Q)
)
= 1.
Proof. Let pn = qn − tn. We will show that
(4.3) ED,(tn)(Q) = ψP,Q (ED(P )) .
Let x =
∑∞
n=1
En
q1q2...qn
∈ ψP,Q (ED(P )) and y ∈ D. Thus, for all  > 0, there exists
n such that
∣∣∣ Enqn−tn − y∣∣∣ < . Note that∣∣∣∣Enqn − y
∣∣∣∣ ≤ ∣∣∣∣Enqn − Enqn − tn
∣∣∣∣+ ∣∣∣∣ Enqn − tn − y
∣∣∣∣ < Entnqn(qn − tn) +  < tnqn + .
Since
∑
tn/qn < ∞, we know that tnqn → 0, so x ∈ ED,(tn)(Q). The proof that
ED,(tn)(Q) ⊆ ψP,Q (ED(P )) is similar, so (4.3) holds.
We note that ED(P ) ⊆
⋃∞
k=0 Z
(k)
P,Q since ρP (x) <∞ for all x ∈ ED(P ) as 0 and 1
are not members of D. Similarly, ED,(tn)(Q) ⊆
⋃∞
k=0 Z
(k)
Q,P . Put Ak = ED(P )∩Z(k)P,Q
and Bk = ED,(tn)(Q)∩Z(k)Q,P , so that ED(P ) =
⋃∞
k=0Ak and ED,(tn)(Q) =
⋃∞
k=0Bk.
Thus,
(4.4) dimH (ED(P )) = sup dimH (Ak) and dimH
(
ED,(tn)(Q)
)
= sup dimH (Bk) .
By Theorem 4.1 and (4.4), sup dimH (Ak) = 1. Let k ≥ 0. Next, we note that
φ
(k)
Q,P (Bk) = Ak by (4.3). Thus, by Lemma 4.4, dimH (Ak) ≤ 1αdimH (Bk) for all
α ∈ (0, 1), so dimH (Bk) ≥ dimH (Ak). But then sup dimH (Bk) ≥ sup dimH (Ak) =
1, so sup dimH (Bk) = 1. Thus, dimH
(
ED,(tn)(Q)
)
= 1 by (4.4). 
4.2. The Hausdorff dimension of (DN(Q)\RN(Q)) ∩ R(tn).
Definition 4.6. Let P = (pn) and Q = (qn) be basic sequences. We say that
P ∼s Q if qn =
∏s
j=1 ps(n−1)+j .
The following theorem was proven in [15].
30 B. MANCE
Theorem 4.7. Suppose that (Qj)
∞
j=1 is a sequence of basic sequences that are
infinite in limit. Then
dimH
 ∞⋂
j=1
DN(Qj)\RN1(Qj)
 = 1
if either
(1) Qj is 1-convergent for all j or
(2) Q1 is 1-divergent and there exists some basic sequence S = (sn) with Q1 ∼s1
Q2 ∼s2 Q3 ∼s3 Q4 · · · .
The following may be proven similarly to Theorem 4.5.
Theorem 4.8. Suppose that (tn) is a sequence of non-negative integers, (Qj)
∞
j=1
is a sequence of basic sequences that are infinite in limit, Q1 = (qn) is 1-divergent,
there exists some basic sequence S = (sn) with Q1 ∼s1 Q2 ∼s2 Q3 ∼s3 Q4 · · · ,∑∞
n=1
tn
qn
= 0, and qn − tn ≥ 3 for all n. Then
dimH
R(qn−tn) ∩ ∞⋂
j=1
DN(Qj)\RN1(Qj)
 = 1.
4.3. The sets Z
(k)
P,Q. It seems to be difficult to compute the exact Hausdorff di-
mension of any of the sets Z
(k)
P,Q,
⋃
k Z
(k)
P,Q, or Z
(∞)
P,Q. It is likely that an extension of
[18] would provide a solution to this problem, but this is beyond the scope of the
current paper. However, the following is easily seen to follow from Theorem 2.1.
Theorem 4.9. Suppose that limn→∞ log pnlog p1···pn = 0. Then for k ≥ 0
dimH
(
Z
(∞)
P,Q
)
= lim inf
n→∞
log
∏n
j=1 min(pj , qj)
log
∏n
j=1 pj
≥ sup
j
dimH
(
Z
(j)
P,Q
)
= dimH
 ∞⋃
j=0
Z
(j)
P,Q

≥ dimH
(
Z
(k)
P,Q
)
≥ dimH
(
Z
(0)
P,Q
)
= lim inf
n→∞
log
∏n
j=1 min(pj − 2, qj − 1)
log
∏n
j=1 pj
.
Theorem 4.10. Suppose that µ1, µ2 ∈M
(
NN2
)
and µ1 and µ2 are not positive on
{2}. Put µ = µ1×µ2 and suppose that max
(∫
log pi1 (ω) dµ(ω),
∫
log pi2 (ω) dµ(ω)
)
<
∞. Then for all k ∈ N0 and µ-almost every (P,Q) ∈ NN2 × NN2∫
log min(pi1 (ω)− 2, pi2 (ω)− 1) dµ(ω)∫
log pi1 (ω) dµ(ω)
≤ dimH
(
Z
(k)
P,Q
)
≤
∫
log min(pi1 (ω) , pi2 (ω)) dµ(ω)∫
log pi1 (ω) dµ(ω)
.
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