Abstract. Nonlinear ltering techniques are used to fuse the Global Positioning System (GPS) with Inertial Navigation System (INS) to provide a robust and reliable navigation system with a performance superior to that of either INS or GPS alone. Prominent nonlinear estimators in this eld are Kalman Filters (KF) and Particle Filters (PF). The main objective of this research is the comparative study of the well-established ltering methods of EKF, UKF, and PF based on EKF and UKF in an INS-GPS integrated navigation system. Di erent features of INS-GPS integrated navigation methods in the state estimation, bias estimation, and bias/scale factor estimation are investigated using these four ltering algorithms. Both ground-vehicle experimental test and ight simulation test have been utilized to evaluate the lters performance.
Introduction
The global positioning system can determine an observer's position on Earth with acceptable accuracy using four or more satellites; however, sometimes, GPS signal obstruction can occur due to signal blockage, multipath e ects, interference, or jamming. To overcome the limitations of GPS, the inertial navigation system can be integrated with GPS. In INS, measurements from accelerometer and gyroscope are used to determine the position and orientation of an object. However, the errors of INS increase without bounds in the long term due to inherent sensors errors. It can be said that INS and GPS have complementary error characteristics; therefore, fusion of INS with GPS results in a more accurate, reliable and continuous positioning solution. The most common sensor fusion technique is Extended Kalman Filter (EKF). This lter linearizes the primary nonlinear state model around the previous estimated state vector, and this technique may show divergence problems due to the linearization process in some applications. Alternatively, another KF type, named Unscented Kalman Filter (UKF), uses a xed number of sample points to avoid the linearization of the original nonlinear model. Nevertheless, UKF algorithm still treats the noise as a Gaussian distribution [1] .
Particle lter is another fusion technique that can deal with any nonlinearities or distributions without any assumptions on the system model and noise distribution. In fact, PFs are sequential Monte Carlo methods based on which particles are drawn from the proposal density function to evaluate the probability density function of the system to estimate the system state variables. A full description of di erent ltering techniques is provided in [2] . In PFs, choosing the proposal density function from which samples are drawn is one of the most important issues. One method to determine the proposal density function is to use other lters' approximations, e.g. EKF and UKF, as the proposal density functions [3, 4] . There are several examples of di erent ltering techniques used in INS-GPS navigation systems. For instance, Wendel and Trommer [5] used a tightly coupled INS-GPS integration for missile applications and, in [6] , data from GPS, IMU, and a digital compass were fused together using UKF algorithm. In [7] , the investigators used EKF to fuse GPS with IMU data, and in [8] , both EKF and UKF algorithms were applied onto INS-GPS integration using quaternions as a representation of the attitudes. In addition, some adaptive approaches to KF were proposed toward INS-GPS navigation systems [9, 10] . In [11] [12] [13] [14] , the authors proposed di erent algorithms of the PFs, including UPF and EPF, for INS-GPS integrated systems. Li, et al. [15] carried out both simulation test and vehicle-ground experiment to compare the performances of the direct and indirect modes in an INS-GPS integrated system. Moreover, some recent researches, such as [16] [17] [18] [19] , on INS-GPS navigation system started to focus on the application of other techniques such as neural networks, learning algorithms, and map matching along with the fusion algorithms. The main contribution of this paper is the comparative study of the well-established ltering methods of EKF, UKF, EPF, and UPF. Di erent features of integration methods in the state estimation, bias estimation, and bias/scale factor estimation in the indirect mode of INS-GPS integration are investigated using these four ltering methods. The accuracy and robustness of these algorithms are veri ed by carrying out both ground-vehicle experimental and ight simulation tests. The paper is organized as follows. Section 2 will introduce the theory and implementation details of PFs. Section 3 discusses INS-GPS indirect nonlinear state models in three di erent state models. Section 4 discusses results, and Section 5 provides the concluding remarks and future work.
Particle ltering
Particle Filters (PFs) which calculate sequential Monte Carlo estimations numerically through a set of random particles are suboptimal lters. Depending on which proposal density functions or resampling methods are chosen, di erent versions of PFs are made. The state model is assumed as follows:
Sampling Importance Resampling (SIR) Particle Filter, Unscented Particle Filter (UPF), and Extended Particle Filter (EPF) are summarized as follows. The symbols used in this section are given in Table 1 .
Sampling Importance Resampling (SIR) particle lter
This basic version of PF uses the transitional density function as the proposal density function. In other words, particles are predicted from the motion model, and the received measurements are used to compute the particles' importance weights. It is worth mentioning that as the proposal density function is independent of the observation likelihood, this lter can be ine cient and sensitive to outliers:
The pseudo code for SIR particle lter is summarized below [3, 4] . Pseudo code for SIR particle lter i. Initialization: random generation of N particles from the initial distribution p(x 0 ): Likelihood function N(x; m; P )
Gaussian density with argument x, mean m, and covariance P n x Dimension of the state vector n v Dimension of the process noise n n Dimension of the measurement noise 
ii. Importance sampling step for i = 1; 2; :::; N:
iii. Evaluation of the particles' importance weights for i = 1; 2; :::; N:
iv. Normalization of the importance weights for i = 1; 2; :::N:
v. Resampling step, obtaining N samples by suppression of the low importance weighted samples and multiplication of the high importance weighted samples, and assigning equal weights to the samples:
iv. Output: Computation of desired statistical measures, such as mean and covariance, using a set of selected samples:
2.2. Unscented particle lter and extended particle lter
As mentioned earlier, in these versions of PF, the proposal density function is devised by UKF, EKF, or Gaussian approximations. In fact, in order to sample particles from the region of high likelihood, EPF and UPF use EKF and UKF to generate the proposal density function for each individual particle. The description for EPF and UPF is presented according to [3, 4] .
Pseudo code for extended particle lter 
ii. For i = 1; 2; :::; N:
Importance sampling:
: (17) iii. Evaluation of the importance weights for i = 1; 2; :::; N:
: (18) iv. Normalization of the importance weights for i = 1; 2; :::; N:
vi. Calculation of outputs:
Pseudo code for unscented particle lter 
iii. Evaluation of the importance weights for i = 1; 2; :::; N:
INS-GPS system and measurement model
The navigation equations are developed on the basis of NED navigation frame, which is widely used in the navigation applications. The error dynamics equations obtained using perturbation analysis are presented in three types of models: 9-variable, 15-variable, and 21-variable models. The perturbation of the position, velocity, attitude, and gravity can be expressed as [20, 21] .
Equation section
r n = r n + r n ;
v n = v n + v n ;
ĝ n = g n + g n ;
where and denote computed values and errors. E n denotes the skew symmetric form of the attitude errors, and N, E, and D refer to the north, east, and down directions. The symbols used in this section are given in Table 2. 3.1. 9-state-variable system model 
With this assumption, the error dynamics equations are obtained by Eq. (54) as shown in Box II.
21-state-variable system model
In this model, it is assumed that the outputs of the IMU consist of the scale factor, constant bias, and zero mean white noise as follows: 
On the basis of this assumption, the error dynamics equations are given in Eq. (57) as shown in Box III.
Measurement model
The position and velocity from GPS can be considered as measurements. The measurement equation can be written as follows: 
Field test
A eld test lasting 336 s is conducted based on the car ride. UPF, EPF, UKF, and EKF for all the three presented system models are considered in this test. The road test trajectory and INS estimation of that are shown in Figure 1 . In this test, (Gyro VG910F1 Fizoptika FOG) and (Accl QA2000 Honeywell VQ) are integrated with the UBlox NEO-6M GPS receiver. The lter is initialized with readings from the magnetometer and accelerometer. The experimental car ride data include 2 sec GPS signal outages as this occurs in reality; however, three to ten seconds GPS signal outages are also purposely assumed for the test, and these outages are shown by yellow bands in gures.
Since there is no reference information to evaluate the estimate errors in the performed experimental test, the results are evaluated with respect to a reference solution made by GPS receiver omitting 2 sec GPS signal outages as reference information. In addition, the path of experimental test can be completely speci ed in a map as shown in Figure 1 . However, there is no reference information to evaluate the attitude estimates and inertial sensors' error identi cation. To overcome these inevitable limitations in our experimental test, we check the algorithms by providing a ight simulation in which the whole true trajectories in position, velocity, and angles are available. The experiment results for all H = three types of system models are depicted in Figures 2  to 7 and Table 3 .
In the legends of gures, type of the system model used by the lters is indicated by the number of its state variables. For example, EPF21 refers to EPF employed for 21-state-variable system model. As can be seen in the results, identi cation of inertial sensors' error resulted in estimates that are more accurate, especially in the 15-state-variable system model for all of the lters. It can be seen that gyro bias estimations have good convergence in comparison to accelerometer bias.
However, there is no reference value for the inertial sensor characteristics to evaluate the accuracy of bias and scale factor estimates. Furthermore, it is shown in Figure 7 that EPF and UPF have much better performances for position estimates in comparison to EKF and UKF for a 9-variable system model.
Number of particles used in UPF and EPF is 15, and the computational time (CPU time) in Table 3 shows that EPF algorithm, similar to EKF and UKF algorithms, can work in real time in 9-variable and 15-variable system models.
Simulation
To overcome the experimental test limitations, a ight simulation lasting 800 sec with four 20 sec GPS signal outages, shown by yellow bands in gures, is checked. Inertial sensors' characteristics are illustrated according to Table 4 . Simulation results are available in Figures 8 to 13 and Table 5 .
Similar to the eld test results, simulation results showed that identi cation of inertial sensors' error improved the accuracy of estimates. As seen in Figure 11 , the gyroscope biases estimates converged to the true values. In contrast, the accelerometer bias estimates converged to the wrong values, and both gyroscope and accelerometer scale factors were identi ed poorly. Moreover, EPF and UPF have much better performances for position estimates in comparison to EKF and UKF for all types of system models; performance accuracies of EPF and UPF are similar to those of EKF and UKF for the velocity and attitude estimates of all the three system models.
Number of particles in UPF and EPF is 15, and the computational time shows that EPF algorithm, similar to EKF and UKF algorithms, can work in real time in 9-variable and 15-variable system models.
Conclusion
Within this study, UPF, EPF, UKF, and EKF are implemented for INS-GPS integration during a ground- state variables are considered. Some outcomes of the research are as follows. Sensors output corrections led to highly accurate estimates in both dataset (i.e., the ground vehicle test and ight simulation). Estimation accuracies of 15-variable and 21-variable system models are so much better than that of the 9-variable system model in each lter. In addition, it is shown in the simulation that gyroscope biases are identi ed properly.
In each system model, four EKF, UKF, EPF, and UPF algorithms provide comparable results. According to the simulation results, EPF and UPF position estimates are more accurate than both EKF and UKF position estimates, while the velocity and attitude estimates are measured similarly by all four algorithms in each system model. According to the ground-vehicle test, estimates done by these four lters in each system model are close together, except for 9-variable system model case; EPF and UPF position estimates are more accurate than EKF and UKF position estimates are.
From a computational point of view, the EKF provided the lowest overall computational burden. Moreover, EPF and UKF algorithms can work in real time for 9-variable and 15-variable system models for both dataset.
Compared with the conventional PF algorithms, EPF and UPF can present accurate results with a small number of particles, as we chose 15 optimum particles for them. However, one drawback to EPF and UPF in drawing particles is that they depend on EKF and UKF estimates, which can be problematic in a serious non-Gaussian case. To enhance the estimates 
