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ABSTRACT
There are many techniques and applications that detect and recognize text infor-
mation in the images, e.g., document retrieval using the camera-captured docu-
ment image, book reader for visually impaired, and augmented reality based on text
recognition. In these applications, the planar surfaces which contain the text are
often distorted in the captured image due to the perspective view (e.g., road signs),
curvature (e.g., unfolded books), and wrinkles (e.g., old documents). Specifically,
recovering the original document texture by removing these distortions from the
camera-captured document images is called the document rectification. In this dis-
sertation, new text surface rectification algorithms are proposed, for improving text
recognition accuracy and visual quality. The proposed methods are categorized into
3 types depending on the types of the input. The contributions of the proposed
methods can be summarized as follows.
In the first rectification algorithm, the dense text-lines in the documents are
employed to rectify the images. Unlike the conventional approaches, the proposed
method does not directly use the text-line. Instead, the proposed method use the
discrete representation of text-lines and text-blocks which are the sets of connected
components. Also, the geometric distortion caused by page curl and perspective
view are modeled as generalized cylindrical surfaces and camera rotation respec-
i
tively. With these distortion model and discrete representation of the features, a
cost function whose minimization yields parameters of the distortion model is devel-
oped. In the cost function, the properties of the pages such as text-block alignment,
line-spacing, and the straightness of text-lines are encoded. By describing the text
features using the sets of discrete points, the cost function can be easily defined
and well solved by Levenberg-Marquadt algorithm. Experiments show that the pro-
posed method works well for the various layouts and curved surfaces, and compares
favorably with the conventional methods on the standard dataset.
The second algorithm is a unified framework to rectify and stitch multiple doc-
ument images using visual feature points instead of text lines. This is similar to
the method employed in general image stitching algorithm. However, the general
image stitching algorithm usually assumes fixed center of camera, which is not taken
for granted in capturing the document. To deal with the camera motion between
images, a new parametric family of motion model is proposed in this dissertation.
Besides, to remove the ambiguity in the reference plane, a new cost function is devel-
oped to impose the constraints on the reference plane. This enables the estimation of
physically correct reference plane without prior knowledge. The estimated reference
plane can also be used to rectify the stitching result. Furthermore, the proposed
method can be applied to any other planar object such as building facades or mu-
ral paintings as well as the camera-captured document image since it employs the
general features.
The third rectification method is based on scene text detection algorithm, which
is independent from the language model. The conventional methods assume that
a character consists of a single connected component (CC) like English alphabet.
However, this assumption is brittle in the Asian characters such as Korean, Chinese,
ii
and Japanese, where a single character consists of several CCs. Therefore, it is
difficult to divide CCs into text lines without language model. To alleviate this
problem, the proposed method clusters the candidate regions based on the similarity
measure considering inter-character relation. The adjacency measure is trained on
the data set labeled with the bounding box of text region. Non-text regions that
remain after clustering are filtered out in text/non-text classification step. Final
text regions are merged or divided into each text line considering the orientation
and location. The detected text is rectified using the orientation of text-line and
vertical strokes. The proposed method outperforms state-of-the-art algorithms in
English as well as Asian characters in the extensive experiments.
Key words: document image, document rectification, document dewarping, docu-
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One of the most important information in our daily lives is the text information
such as road signs, books, documents, labels, etc. Humans can easily locate the text
and recognize the meaning of it without much efforts. This is because humans have
naturally learned what text does look like and how text on the documents or in the
scene is deformed depending on viewing direction, lighting, or shape of background
from a early age. However, enabling a machine to detect and recognize text is not
an easy problem. One of representative researches in this area is the optical recog-
nition of printed material, which converts printed documents into digital images
by using flatbed scanners, and then performs layout analysis and optical character
recognition (OCR) [1, 2]. However, as mobile (or wearable) devices equipped with
high-performance digital cameras are becoming widely available, many researchers
tried to replace flatbed scanners with digital cameras [3, 4]. Digital cameras have
a number of advantages over flatbed scanners, such as portability, fast response,
non-contact property (no physical damages on documents), and unconstrained view
point. However, camera-captured images usually suffer from geometric distortions:
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(i) perspective distortions in the camera-capturing process and (ii) non-linear distor-
tions caused by the curved surfaces of documents. These make the camera-captured
document images deviate from the flat surface so that it becomes difficult to recog-
nize the document layout, text, and any other information from them. The general
approach to understanding document from the camera-captured image is to remove
such distortions using several easy-to-extract information before recognition. This
process of removing the distortions from the document image is called the document
rectification. In this dissertation, two new document rectification algorithms via op-
timizations of cost functions based on easy-to-extract information are proposed and
an efficient and robust scene text detection algorithm is also provided. The extracted
scene text can be used for rectification and recognition.
1.1 Document rectification via text-line based optimiza-
tion
The document rectification or dewarping is a process to recover 2D texture of original
documents from the camera-captured documents. Documents are usually printed on
thin papers which are vulnerable to bending, therefore capturing original contents
of the printed documents without any distortion is not an easy process. Besides
the distortion caused by bending, even a slight misalignment between the camera
and the document surface induces perspective distortion. Hence camera-captured
documents images show lower visual qualities than those of flatbed scanners. To
improve the qualities of them to the level of images from the flatbed scanners, a
number of approaches have been proposed [5–14, 4]. Among various approaches,
text-line based approaches have received a lot of attentions, because text-lines are
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the most salient properties of documents and this approach allows us to develop an
algorithm that needs a single image as the input.
In this dissertation, a new document dewarping algorithm that also exploits the
text-lines is proposed. Although there are many methods based on the text-lines
as mentioned above, the proposed method is different from the conventional ones
in several aspects. First, the dewarping problem is formulated as an optimization
problem based on the given text-line and text-block information. Note that many
algorithms consist of a series of steps such as vanishing point estimation, aspect ratio
estimation, etc, where each step assumes that the previous steps are successful. On
the other hand, the same problem is addressed by optimizing a single cost function,
whose minimization yields a set of parameters enabling the reduction of geometric
distortions. Second, the proposed formulation does not require continuous text-
line models (i.e., it does not need to fit the baselines with polynomials or splines),
so that an existing text-block identification and text-line extraction method in [3]
can be used for the feature extraction. Third, the proposed method does not need
special assumption on documents layouts (such as single column format or justified
page layout). Rather, the proposed method detects text-blocks and imposes certain
constraints according to their properties, which gives the robustness to the variation
of layouts and background. Finally, the proposed method deals with not only planar
documents but also curved surfaces in the same framework, which has been treated
in a different manner [4, 14]. Moreover, the proposed method can be extended to
the unfolded book surfaces by changing the surface models.
3
1.2 A unified approach of rectification and stitching for
document images
The second one is a unified method of rectification and stitching for planar doc-
uments using multiple images. The image stitching is a process that generates a
high-resolution and/or large field-of-view (FoV) image from the overlapping views.
In general, the stitching algorithms are based on a (planar) homography model,
which is a geometric relationship between two images when (i) the optical center of
a camera is fixed or (ii) the images contain the same plane [15]. Between the above
two conditions allowing image stitching, most image stitching methods focused on
the first one (fixed-optical-center case) [15,16]; it is probably because this condition
is (easily) satisfied when users take pictures of distant targets and this also simpli-
fies camera models. However, this condition is not taken for granted in capturing a
document since the document is fixed on desk or table and the camera is moving.
To deal with this kind of camera motion, a new parametric family of motion model
is proposed in this dissertation. It is derived not from the simplified camera model
but from the full camera model, which involves the locations and poses of all the
cameras. For estimating the camera position and viewing angle, general feature
points are employed here instead of text-lines utilized in the first method. If several
images captured from different view points are available, correspondence between
feature points can be computed. These correspondences impose the constraints on
the camera position and camera pose. By solving the constraints, the camera pose
can be estimated and finally the document image can be rectified. Besides fixed
camera condition, the general image stitching algorithms [16,17] have no constraints
on the reference plane (where the document is laid on), so that they cannot locate
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physically correct reference plane in the world coordinates. To address the problem,
a new cost function is proposed to impose the constraints on the reference plane. By
optimizing the cost function, the correct reference plane can be estimated without
prior knowledge. The estimated reference plane can also be used to rectify the com-
posite image. Furthermore, the proposed method can be applied to any other planar
object such as building facades or mural paintings as well as the camera-captured
document image since it employs the general features.
1.3 Rectification via scene text detection
In recent years, high-quality cameras have been employed in the mobile devices, and
this brings a variety of camera applications such as face detection, image stitching,
or augmented reality(AR) to users. Among them, detection or recognition of text
in the natural scene is attaining lots of attention because text has much information
and can be used in various application. For example, the detected text can be used
to tag the picture, can be helpful for the visually impaired, or can be translated
to other languages. In addition, the detected text can be clustered into text-lines,
and they can be used to rectify the document or the plane. Recently scene text
detection methods using connected component (CC) are proposed in [18,19]. These
approaches assume that a character consists of a single CC like English alphabet,
however, this assumption is brittle in the Asian characters such as Korean, Chinese,
and Japanese. Especially, a single Korean character is comprised of three CCs, i.e.,
initial consonant, vowel, and a consonant placed under a vowel. Moreover, some last
consonants may be located closer to the first consonant in the lower text line than the
their initial consonant or vowel as shown in Fig 1.1, therefore it is difficult to divide
5
(a) (b)
Figure 1.1: Examples of Korean Text. In case of Korean, it is hard to divide CCs
into each text line without language model
CCs into each text line without language model in the Asian characters. Usually,
existing methods assume only the relation between characters without considering
inter-character relations, and thus they fail to cluster CCs into text lines in the
Asian characters [18,20,19].
To alleviate the problem, a new clustering method is proposed based on the simi-
larity measure considering inter-character relation. The proposed method consists of
candidate generation, spectral clustering of each region, rectification of clusters, and
text/non-text classification. For candidate generation step, the maximally stable
extremal region (MSER) algorithm is employed [21]. Motivated from [19], the pro-
posed method clusters the candidate regions by measuring the adjacency between
text regions, and the verification of each cluster based on the simple rules is fol-
lowed. The adjacency measure is trained on the dataset labeled with the bounding
box of text region. This ”text/non-text classification first” is more efficient than
complex discriminative classifier adopted in the previous method [22–24]. The de-
tected text regions in the clustering step still contain an amount of non-text regions,
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hence the second text/non-text classifier filters out the remaining non-text region.
To improve the accuracy of the classifier, the detected text regions are rectified us-
ing the orientation of text-line and the vertical strokes before classification. In this
step, optimization-based vertical stroke estimation method is employed. The second
classifier adopts more complex algorithm i.e., multi-layer perceptron (MLP) than
the previous classifier. In addition to the MLP classifier used in [19] which takes
only a single sub-region into account, the proposed method employs the additional
MLP classifier considering pair-wise relations between sub-regions of the detected
text. Combined with the proposed rectification step, this improves the precision of
the detected regions. The proposed method achieves the state-of-the-art results in
Korean as well as English in the standard dataset.
1.4 Contents
In chapter 2, related works are introduced. Firstly, the conventional approaches to
document rectification are reviewed. In general, there are two approaches in the
document rectification depending on the utilization of text-lines. The rectification
methods without text-lines are reviewed, and the approaches using text-lines are
followed. The text-line extraction methods and their related issues are also provided.
In chapter 3, the proposed document rectification method based on text-lines are
introduced. In this chapter, the image acquisition model are introduced and the
rectification procedure following the image acquisition process in a reverse manner
are described. After that, the proposed cost function using the text-lines and the
text-blocks are introduced. The extension to unfolded book surface are described
and experimental results are followed. In chapter 4, the unified approach of the
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rectification and the stitching for the planar surfaces is presented. The proposed
cost function is described and experimental results are presented. In chapter 5, the
proposed scene text detection method with the rectification of text are described.
Firstly, the similarity function used in the spectral clustering is introduced, and
training method to build the similarity function is explained. Text/non-text classifier
combined with the proposed rectification step is described and the experimental





Although there were some model-free approaches to rectifying images by straight-
ening individual words and text-lines [5,6], most of work assumed geometric models
of document surfaces and tried to find global transformations that rectify camera-
captured images. In this section, we first review various rectification methods and
discuss issues in text-line based approaches.
2.1.1 Document dewarping without text-lines
Since the 3D structure of an object can be estimated by structured light or laser
scanner, many document rectification methods were developed based on this kind
of shape measuring hardware [7, 8]. Although these approaches allow us to handle
a range of surface distortions and yield highly accurate results, requirements on
special equipments are their major drawbacks. We can also reconstruct 3D structures
from multiple images, and some methods are based on these shape-from-motion
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approaches [25,26]. Although they can rectify pages without specialized hardwares,
their high complexities and requirements on multiples images are major problems.
The 3D shape information of documents can also be estimated from a single image
with special assumptions. For example, under controlled lighting conditions, we can
reconstruct document surfaces with shape-from-shading approaches [9, 10]. While
they provide theoretically sound rectification frameworks, their strict assumptions
on illuminations are not practical in many situations. There is also another kind
of single-view based method that rectifies images by exploiting the regularity of
textures [27]. However, there are limitations in dealing with documents having
complex layout and non-text regions, where textures are no longer regular.
2.1.2 Document dewarping with text-lines
Among various approaches to document image dewarping, the most popular one
may be the text-line based method. It is because text-lines are the most common
properties of documents and this approach enables a single-view algorithm. Among
many text-line based methods, the authors in [11, 12] considered text-lines as top
and bottom boundaries and tried boundary interpolations, which has been used for
the rectification of pictures under the generalized cylindrical surface (GCS) assump-
tions [25, 28]. This approach is efficient, however, it lacks theoretical justification
and it requires assumptions such as single-column and justified pages. Some meth-
ods estimated vertical directions as well as text-lines [13, 14]. Since 2D text-field is
available in these approaches, they less suffer from ambiguities and are able to han-
dle complex document surfaces [13]. However, building 2D text-field from document
images (possibly having complex layouts, non-textual objects) is a more challenging






Figure 2.1: Text-line representation. (a) Continuous text-line models (polynomials
or B-splines) used by conventional methods and (b) text-line and text-block repre-
sentation [3] adopted in this paper.
surfaces can be reconstructed from horizontal text-lines only (with mild approxi-
mations). Even though its theoretical backgrounds are sound, its sensitivity to the
accuracy of text-lines is not well addressed. Also, this approach is valid only for
curved single-column pages.
2.1.3 Text-block identification and text-line extraction
Text-block identification (text-region segmentation) and text-line extraction are es-
sential for many document dewarping algorithms. However, many conventional
methods did not address these issues, rather they assumed user interactions for
border noise removal or started from extracted text regions [4, 14]. Also, conven-
tional dewarping methods require continuous text-line models as illustrated in Fig.
2.1-(a), and they find text-lines by fitting the fiducial points of characters with poly-
nomials [4]. The accuracy of this fitting procedure is one of the key factors for the
success of existing text-line based methods [11, 13, 4], however, the sensitivity with
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respect to the fitting accuracy is not clearly understood.
2.2 Document stitching
Before reviewing the document stitching, it needs to look over the work related with
general image stitching since the document stitching is usually studied as a specific
application of the general image stitching algorithms. While there are many works
in the image stitching area, the representative work is a fully automatic system
proposed in [17], which discovers matching relationship between the images and
recognizes panoramas automatically. In [17], each camera (corresponding to each
image) is parameterized with four variables (three for the rotation matrix and one for
the focal length) and they were estimated by minimizing pairwise registration errors.
The method was shown to be very robust to photometric variations and non-ideal
effects (e.g., radial distortions, moving objects, slight violations of the assumption,
an so on).
Unlike the image stitching, conventional document stitching algorithms consist
of two step, the first step is to remove the perspective distortion and the second step
is to find corresponding points and stitch the images [29–32]. To rectify camera-
captured document images, the previous methods use variance of the pixel inten-
sity [29], text line and vertical character stroke [30,31], vanishing points [32]. How-
ever, these approaches has the limitation in dealing with non-text document such as
wall painting and large document which is hard to estimate vanishing points using
boundary of documents. The algorithm to mosaic the two images based on compar-
ing values of pixels in the overlapping split images is also developed [33]. However,
this method needs images without perspective distortion and is not appropriate for
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mosaicing the more than two images. The algorithms to perform rectification and
stitching by estimating camera motion exist [34, 35]. Although they can estimate
camera pose and shape of document surfaces without special assumptions, their
requirements of dense overlapped video and high computational cost required to
process a number of frames are major problems.
2.3 Scene text detection
In general, scene text detection algorithm can be classified to two main approaches,
sliding-window based and connected component (CC) based approaches [22–24].
The sliding-window based algorithm [36,37] divide the whole image into sub-images
and determine whether each sub-image contain text or text-like object, which is
motivated from other object detection algorithm such as face detection [38]. This
approach is robust to noise and blur, but is not efficient when considering the scale
and rotation because the number of sub-image that needs to evaluate increase mas-
sively. Moreover, designing an efficient and robust classifier is also challenging since
even for human it is difficult to determine whether small patch is a part of text
or not without prior information about language, size, rotation, and text color. In
conventional approaches, cascade structures based on simple features like horizon-
tal and vertical derivatives are employed for efficiency [36, 36, 39]. The CC based
approaches localize text region by connecting the region with the similar property
and position. The used properties are stroke width [40, 18], intensity, color [21, 19],
or edge response [20]. Recently the most researches in this area adopt the CC based
approach. This method has an advantage that the complexity is independent with
the scale and rotation of text. Moreover, the efficient CC clustering algorithm also
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exist [21]. The main drawback of this method is the assumption that a character is a
single CC. The detected CCs are usually noisy so that they may be a part of certain
character or a merging of several characters. To prevent the noisy CCs, a variant of
maximally stable extremal region (MSER) algorithm is proposed in [41,42].
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Chapter 3
Document rectification based on
text-lines
3.1 Proposed approach
Text-block identification and text-line extraction in camera-captured document im-
ages are challenging problems due to perspective distortions, geometric distortions,
and non-textual objects (including background clutters). In order to deal with these
challenges, a robust method in [3] is adopted. This algorithm is able to handle
challenging cases by exploiting periodic properties of text-blocks, and provides in-
formation on text-blocks as well as text-lines as shown in Fig. 2.1-(b) (see also the
first columns of Figs. 3.6–3.7 and the second column of Fig. 3.8). Unlike con-
ventional methods that tried to fit text-lines as continuous models [11, 13, 4], the
proposed method works on connected components (CCs) directly and represents
results provided by [3] as










Figure 3.1: Image acquisition model. (a) document in an imaginary uv-plane, (b)
GCS surface, (c) camera and document surface, (d) camera-captured image.
where pk,ji is the center of the i-th CC in the k-th text-line in the j-th text-block.
Although this method deals with multiple blocks, for the simplicity of presentation,
the document is assumed to have only a single block: pki is used rather than p
k,j
i
by omitting the block index j. Since the proposed cost function is additive, the
extension to multiple text-blocks is straightforward.
3.1.1 Image acquisition model
The document surfaces are modeled as GCSs like many conventional work [43, 28,
44,4]. That is, a point (u, v) in an imaginary uv-plane (Fig. 3.1-(a)) is transformed
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to






1 + g′(t)2dt. (3.3)
v = y (3.4)
as shown in Fig. 3.1-(b). Here, it is assumed that document surfaces can be ex-







Note that this model is able to deal with planar surfaces as well as curved ones, by
putting g(x) ≡ 0. This surface is captured by a camera as shown in Fig. 3.1-(c)
and the document image is obtained as in Fig. 3.1-(d). As shown in Fig. 3.1-(c),
it is assumed that the origin of the camera coordinate system is located at (0, 0, 0)
in the world coordinate system, the camera sensor is perpendicular to z-axis, and it
passes (0, 0,−f). The pose of a document surface is given by similarity transforms
X(u, v) = sRTS(u, v) + t (3.6)
where s ∈ ℜ is a scaling factor, R is a rotation matrix, and t ∈ ℜ3 is a translation
vector. Finally, a standard pin-hole camera model [15] is adopted, where a principal
point is at the center of the image and its focal length is f . In summary, a point




X(u, v) · ê1
X(u, v) · ê3
,−f
X(u, v) · ê2
X(u, v) · ê3
)
(3.7)
where êi are unit vectors representing three axes (i = 1, 2, 3) in the world coordinate
system.
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Many parameters are involved in the overall process, however, it is not necessary
to estimate all of them, since different parameters may result in equivalent results
(up to scale and translation). Algebraic manipulations show that the changes of s
and t yield equivalent images (the surface function g(x) is also changing). Therefore,
without loss of generality, s and t may be set as s = 1 and t = Of = [0 0 f ]
T . Note
that this choice yields rectified images having similar resolution to inputs. Based on
this setting, the document surface is formulated as
X(u, v) = xr̂1 + yr̂2 + g(x)r̂3 +Of (3.8)
where r̂m is the m-th column vector of the R
T . For the parametrization of R, the









































3.1.2 Proposed approach to document dewarping
In the proposed model, the document dewarping can be considered a process to
estimate Θ and {am} from P. This process is formulated as an optimization problem
and a cost function is designed by encoding the properties of rectified documents.
Text-lines in the rectified images should be straight in the horizontal direction. In
other words, when two points are on the same text-line, their corresponding points
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figure 3.2: The first column: input images, the second column: results using only
straight line constraints, the third column: results using straight line constraints
and equal line-spacing constraints, and the fourth column: results using straight
line constraints and aligned text-block constraint.
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in the uv-plane have the same v-value. Based on this observation, a cost function is
developed as (details of this function will be presented in the next section)
E0(·) = Estr(·) (3.11)
where the subscript str addresses that this cost is related with the straightness of
result. Document dewarping results using this function are shown in the second
column in Fig. 3.2. As shown in Fig. 3.2-(b), this constraint allows us to rectify
images when surfaces are curved and there are a number of text-lines. However, this
constraint is not enough in some cases. For planar surfaces as shown in Fig. 3.2-(f)
and (j), the results still suffer from perspective distortions: text-lines in both of Fig.
3.2-(f) and (g) are horizontally straight and it is hard to determine whether (g) is a
better solution than (f) with this cost function.
In order to resolve this ambiguity, properties of text-blocks are exploited. In the
same text-block, line-spacing between two neighboring text-lines should be constant,
which can be encoded into the cost function by adding a new term:
E1(·) = Estr(·) +Espacing(·) (3.12)
where Espacing(·) imposes constraints on line-spacings. Experimental results using
this function are shown in the third column in Fig. 3.2. As shown in Fig. 3.2-
(g), this constraint resolves the ambiguities and yields improved solutions, however,
there are still limitations. In the case of the third row in Fig. 3.2, the image has a
large focal length (i.e., f ≫ 1) and its transform is well approximated with an affine
transform (weak-perspective situations). In affine transforms, the ratio of lengths
on collinear lines is invariant, and Espacing(·) does not have discriminating powers
to determine whether (l) is a better solution than (k). Also, this condition is too
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subtle to deal with a text-block having a small number of text-lines as shown in Fig.
3.2-(o).
Besides equal line-spacing, most text-block is either left-aligned, right-aligned,
or justified since people feel visual comforts on the well-aligned text-blocks. These
are very strong constraints and problems of (3.12) can be resolved based on them.
The cost function using the aligned text-block is denoted as
E2(·) = Estr(·) + Ealign(·) (3.13)
where Ealign(·) encodes constrains on the text-block alignment. Results using this
cost function are shown in the last column in Fig. 3.2, which is shown to alleviate
the above stated problems.
Although E2(·) is a very effective cost function, it cannot be used without the
knowledge on alignment types. Hence, an alignment type classification method for
text-blocks is also developed. At the first glance, this classification seems like a
very difficult problem, because it suffers from the same challenges discussed in text-
line extractions. However, this problem can be dealt with efficiently and effectively,
using the information from the optimization of Estr(·). Specifically, the minimiza-
tion of Estr(·) yields the rough estimates of distortion parameters, and they enable
the reduction of geometric distortions caused by page curls and perspective distor-
tions (except the effect of pitch angles) as shown in the second column of Fig. 3.2.
Therefore, the type of blocks is determined with simple rules (the details of the clas-
sification method will be presented in the next section). Moreover, the classification
accuracy need not be very high. As shown in Fig. 3.2, the cost function in (3.12)
works without type information and yields reasonable results. Therefore, the cost
function in (3.12) is basically used, or it is switched to (3.13) when block types are
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clearly determined.
Fortunately, the proposed switching idea based on the rough rectification result
with (3.11) does not introduce noticeable overhead compared with approaches min-
imizing either (3.12) or (3.13). These two cost functions are highly non-linear, and
its direct minimization is likely to be stuck to local minima. In order to avoid local
minima, a coarse solution has to be found using (3.11) and the result is refined by
minimizing either (3.12) or (3.13).
3.2 Proposed cost function and its optimization
In this section, the details of the proposed cost function are presented and its mini-
mization method is discussed. Since determining the type of alignments is required
for the cost function switching, a classification algorithm is also presented.
3.2.1 Design of Estr(·)




i ) ∈ P is the i-th point on the k-th text-line in
a captured image as shown Fig. 3.1-(d). Then, its corresponding point on the







and the document surface (see Fig. 3.1-(c)). This ray equation is
P (t) = p̃ki × t (3.14)
for t ∈ ℜ, and the intersection between the document surface (3.8) and the ray is
given by
P (tki ) = X
k
i r̂1 + Y
k
i r̂2 + Z
k




















































In order to find the intersection point, it is required to solve (3.16) and (3.17),
which is a polynomial equation of degree M and can be solved by using the Newton-
Raphson method [45]. Since Y ki is the v-value in the rectified plane, the first cost











(Y ki − l
k)2 (3.18)
where lk is a new parameter representing the vertical position of the k-th text-line.
3.2.2 Minimization of Estr(·)
The cost function (3.18) is given by the sum of squares and it can be optimized with
the Levenberg-Marquardt algorithm [46]. For performing the Levenberg-Marquardt
algorithm, the derivatives of
E(k, i) = Y ki − l
k (3.19)
































































































are described in the following
sections.
Derivative of rotation matrix


































s −θ3r + θ1θ2s θ2r + θ1θ3s






s −θ1r + θ2θ3s














where r = sin (‖Θ‖)/ ‖Θ‖ and s = (1− cos (‖Θ‖)) / ‖Θ‖2.
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can be obtained in the same manner.
Derivatives of tki with respect to rotation angles


























































(which is the derivative of (3.17) with respect to θm), the derivatives of t
k
i with

































































































































L = r̂T3 p̃
k
i . (3.55)
Derivatives of tki with respect to surface coefficients































































To force the document surface to pass Of , a0 is fixed to 0 during the optimization.
The cost function (3.18) is not convex and has several local minima. Therefore,
minimization starts from several initial points having typical view points and GCS
parameters are set to 0 (planes), and optimal parameters are found by selecting the









 in the left side
Figure 3.3: Decision boundaries for alignment type classification.
more than one solution, true one is obtained by using old tki value (which were used
in the previous iteration) as the initial value of Newton-Raphson method.
3.2.3 Alignment type classification
The minimization of Estr(·) provides rough rectification results and this facilitates
the classification: text-lines are closed to horizontal straight lines and geometric
distortion caused by page curls is almost removed in the results. However, the text-
line extraction algorithm is not perfect: some text-lines are missing and broken as
shown in Fig. 3.6-(a) and (e), therefore a robust algorithm is required. First, CCs
of each text-line are sorted with respect to Xki , and then leftmost and rightmost
points in the text-line are obtained. In the process, short text-lines (less than 80%
of average text-line width in that text-block) are discarded to remove broken lines.
Then, each side of remaining text-lines is fitted with the random sample consensus
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(RANSAC) algorithm [15]. When the inlier ratios are high in either side of the text-
block, the alignment types is employed in optimization. Otherwise, the cost function
in E1(·) is optimized. The proposed decision criterion is illustrated in Fig. 3.3. Since
E1(·) yields reasonable results in many situations, the decision whether to use E2(·)
is basically conservative (i.e., high τ1 and τ2). Moreover, in the justified text-blocks,
the intersection between two side-lines is distant from the center of the text-block
(e.g., the distance between the intersection and the center should be longer than
the height of an input image to ensure that two side lines are parallel). Thus, the
justified text-blocks which violate this condition are omitted in the optimization.
3.2.4 Design of Ealign(·)
Without loss of generality, it can be assumed that
Xk1 < X
k
2 < · · · (3.60)








where l is the position of the left-alignment. Cost function for right-aligned text-





can be derived in a similar way to the previous section, and
we skip the derivations.
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Algorithm 1 Estimation of the alignment type in the text-block
Input:
1: IL, the ratios of inliers to the text lines in left text,
2: IR, the ratios of inliers to the text lines in right text,
3: Pv, vanishing point of two estimated side lines,
4: Pc, center point of the paragraph.
Parameter:
5: τl, threshold to ensure reliability in line estimation,
6: τp, threshold to decide whether two side lines are parallel or not,
7: τ1, thresholds for alignment,
8: τ2, thresholds for alignment, τ2 > τ1.
9: if IL ≥ τl and IR ≥ τl then
10: if Distance(Pv, Pc) ≤ τp then
11: if IL ≥ τ1 and IR ≥ τ1 then
12: return justified
13: else if IL ≥ τ1 then
14: return left-aligned








23: else if IL ≥ τ2 then
24: return left-aligned






Figure 3.4: Projective transformation between two planar surfaces.
3.2.5 Design of Espacing(·)
In most cases, documents have the fixed line-spacings in text-blocks, and Espacing(·)





lk−1 − 2lk + lk+1
)2
(3.62)
where lk−1, lk, and lk+1 are vertical positions of consecutive text-lines within a
text-block. Before optimization, in order to deal with outliers, text-lines within
a text-block are sorted with respect to their vertical positions and outliers (which
occur due to missing or broken text-lines) are removed.
Since geometric distortion caused by page curl is almost removed in the rough
rectification with (3.11), the image acquisition model in the resultant image is equiv-
alent to the projective transformation as shown in Fig. 3.4. Under projective trans-
formation, the cross ratio of four collinear points is invariant, which is defined by
Cross(A,B,C,D) =
(A−B) · (C −D)
(A− C) · (B −D)
. (3.63)
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In Fig. 3.4, if four points A, B, C, and D are located with equal spacing, cross
ratio of the points is 14 and cross ratio of transformed points (i.e., A
′, B′, C ′, and
















where d1, d2 and d3 are distances between adjacent points as shown in Fig. 3.4. The
equation about line spacing in the rough rectification result is derived from (3.64),








where dk is the k-th line spacing and defined as dk = lk+1 − lk.
Under this model, RANSAC algorithm is performed to get inliers and only inliers
are involved in (3.62). To be specific, three consecutive text-lines within a text-block
are randomly chosen, from which vertical positions of other text-lines are estimated
using (3.65). Then, the position of each text-lines is compared with the estimated
position, and the number of inliers are counted. This process is repeated and a set
containing the maximum number of inliers is chosen.
Since the proposed cost function is additive, E1(·) and E2(·) can be minimized
with the Levenberg-Marquardt algorithm.
3.3 Extension to unfolded book surfaces
In this section, the proposed approach is extended to unfolded book surfaces as
shown in Fig. 3.8. For the goal, two GCS models are adopted for left and right
surfaces respectively under the same cost function as the single page algorithm, and
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gl(x− T ) if x < T
0 if x = T








m and T is a new parameter representing
the horizontal position of the book binding. In order to make g+(x) continuous, al0





= Zki . (3.67)
and (3.17) have to be solved in order to get the corresponding point of pki on the
surface. However, g+(x) is a piecewise polynomial and it is difficult to compute the
intersection directly. In order to deal with this piecewise model, intersections with
left and right surfaces are computed respectively and a proper one is chosen. To be































i,r are obtained by computing
an intersection with the right surface. When (tki,l,X
k





Xki,l should belong to the left page and the ray from p̃
k
i has to meet the left page
first. Based on these observations (including the other case), following conditions
are derived:
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When neither candidate satisfies the conditions, the sample is skipped in the sum-
mation of cost function. In case that tki,l is chosen, the document surface is set to
g(x) = gl(x− T ) and the derivatives are derived like the single page case. Also in
case that tki,r is chosen, the derivatives are derived in a similar way. The derivative












































































where g∗(x) is the selected GCS equation between gl and gr.
3.4 Experimental result
In this section, the proposed method is evaluated on synthetic and real images. For
all the experiments, given focal lengths are used. In the implementation, the surface






(a) ‖Θ‖ = 0◦ (b) ‖Θ‖ = 20◦ (c) ‖Θ‖ = 40◦ (d) ‖Θ‖ = 60◦
(e) c = 0 (f) c = 1 (g) c = 2 (h) c = 3








and σ is used to deal with scale issues (numerical stability). The parameters are set
as M = 4, σ = 1000, τ1 = 0.4, and τ2 = 0.6 for all experiments. Non-optimized C++
implementation of the proposed algorithm (only a single thread is used) takes 7–10
seconds to process an image (3264 × 2448) on Intel(R) i5(TM) CPU (3.2GHz). Most
of time is spent on text-line extraction, which takes 4–5 seconds [3]. Optimization
time depends on initial values for distortion parameters and the number of text-lines,
and takes 1–4 seconds. Rendering the rectified image takes about 1 second. The
proposed algorithm is publicly available at the website (http://ispl.snu.ac.kr/
bskim/DocumentDewarping/), where input images and more results can be found.
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Table 3.1: Mean rectification error with respect to the norm of rotation vector.
Errors are measured in the unit of pixel and the values in the parentheses are the
standard deviations.
Test image 0◦ 10◦ 20◦ 30◦ 40◦ 50◦ 60◦
No.1 0.06(0.03) 0.06(0.05) 0.18(0.10) 0.17(0.10) 0.31(0.18) 0.97(0.61) 79.26(48.57)
No.2 0.07(0.03) 0.09(0.04) 0.27(0.14) 0.26(0.15) 0.36(0.17) 0.60(0.33) 0.70(0.40)
No.3 0.04(0.03) 0.05(0.03) 0.02(0.01) 0.04(0.02) 0.08(0.05) 50.49(32.06) 85.56(54.17)
No.4 0.05(0.03) 0.02(0.01) 0.02(0.01) 0.04(0.02) 0.06(0.03) 0.09(0.05) 0.36(0.22)
No.5 0.04(0.03) 0.05(0.03) 0.10(0.06) 0.11(0.06) 0.16(0.08) 0.16(0.09) 0.23(0.15)
No.6 0.23(0.13) 0.07(0.04) 0.09(0.05) 0.41(0.20) 2.31(1.32) 20.28(11.92) 28.69(18.01)
No.7 0.09(0.05) 0.07(0.04) 0.13(0.08) 0.17(0.09) 0.18(0.10) 0.19(0.11) 0.23(0.13)
No.8 0.01(0.01) 0.02(0.01) 1.33(0.70) 0.92(0.48) 2.92(1.69) 16.42(9.73) 30.53(17.91)
No.9 0.04(0.02) 0.08(0.04) 0.09(0.04) 0.12(0.07) 0.17(0.11) 0.26(0.14) 0.41(0.21)
No.10 0.02(0.01) 0.02(0.01) 0.01(0.01) 0.01(0.01) 0.10(0.05) 0.07(0.04) 3.03(1.98)
No.11 0.07(0.05) 0.10(0.07) 0.06(0.04) 0.15(0.08) 0.23(0.13) 0.18(0.12) 0.34(0.18)
No.12 0.02(0.01) 0.01(0.01) 0.02(0.01) 0.01(0.01) 0.15(0.09) 0.15(0.09) 0.23(0.10)
Average 0.06(0.04) 0.05(0.03) 0.19(0.11) 0.20(0.11) 0.58(0.33) 7.49(4.60) 19.13(11.84)
3.4.1 Experiments on synthetic data
First, experiments on simulated warping are conducted for the objective evalua-
tions. As shown in Fig. ??, 12 reference images with various properties such as
two columns, text with tables/pictures, small number of text-lines are selected, and
camera-captured images are synthesized as shown in Fig. 3.5. In order to focus
on the performance of rectification algorithm, the text-lines are extracted from the
scanned images and their locations in the simulated images are computed with the
ground-truth distortion parameters.
From the ground-truth distortion parameters, the true dewarping functions are
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Table 3.2: Mean rectification error with respect to surface complexities. Errors are
measured in the unit of pixel and the values in the parentheses are the standard
deviations.
Test image c = 0 c = 0.5 c = 1 c = 1.5 c = 2 c = 2.5 c = 3
No.1 0.29(0.14) 0.08(0.04) 0.18(0.09) 0.12(0.07) 0.25(0.13) 0.65(0.35) 0.61(0.28)
No.2 1.85(0.95) 0.05(0.04) 0.12(0.08) 0.17(0.13) 0.22(0.15) 0.32(0.15) 0.43(0.22)
No.3 0.60(0.31) 0.02(0.01) 0.02(0.01) 0.02(0.01) 0.56(0.30) 0.66(0.31) 0.51(0.28)
No.4 0.78(0.36) 0.01(0.01) 0.02(0.01) 0.02(0.01) 0.02(0.01) 0.03(0.02) 0.02(0.01)
No.5 0.63(0.32) 0.04(0.03) 0.06(0.04) 0.09(0.05) 0.18(0.13) 0.65(0.30) 0.67(0.30)
No.6 1.11(0.52) 0.17(0.10) 0.01(0.01) 0.01(0.01) 0.01(0.01) 76.95(45.28) 15.20(9.56)
No.7 2.20(1.28) 0.03(0.02) 0.06(0.03) 0.12(0.08) 0.19(0.10) 0.24(0.12) 0.51(0.27)
No.8 2.04(1.11) 2.10(1.13) 0.02(0.01) 0.73(0.36) 4.62(2.70) 0.67(0.32) 51.14(32.35)
No.9 7.15(4.77) 0.05(0.04) 0.08(0.05) 0.14(0.07) 0.49(0.24) 0.20(0.13) 0.43(0.23)
No.10 2.83(1.74) 0.01(0.01) 0.01(0.01) 0.01(0.01) 0.01(0.01) 0.01(0.01) 0.59(0.30)
No.11 1.93(1.20) 0.03(0.02) 0.06(0.04) 0.11(0.05) 0.11(0.07) 0.19(0.10) 0.33(0.15)
No.12 4.05(2.22) 0.04(0.03) 0.01(0.01) 0.01(0.01) 0.05(0.03) 0.59(0.27) 0.61(0.28)
Average 2.12(1.24) 0.22(0.12) 0.05(0.03) 0.13(0.07) 0.56(0.32) 6.76(3.95) 5.92(3.69)
first computed in (??), and the function are compared with the estimated one. The











|Tgt(α, β)− µT (α, β) − ν|2 (3.78)
where P is a set of the points on the central part of document image, Tgt(·) is the
ground truth dewarping function, and T (·) is the estimated function. Since the
rectified results are equivalent up to the translation and scaling, µ ∈ ℜ and ν ∈ ℜ2
showing the minimum root mean square errors (RMSE) are selected.
Table 3.1 shows the RMSE with respect to the norm of rotation vector Θ. The
norm of rotation vector means its rotation angle, and this experiment shows the
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Table 3.3: Mean rectification error with respect to noise in text-lines. Errors are
measured in the unit of pixel and the values in the parentheses are the standard
deviations.
Test image σ = 0 σ = 1 σ = 2 σ = 3 σ = 4 σ = 5 σ = 6
No.1 0.20(0.10) 0.21(0.12) 0.38(0.22) 0.18(0.11) 0.26(0.13) 0.88(0.44) 0.68(0.35)
No.2 0.22(0.12) 0.40(0.23) 0.50(0.26) 0.87(0.39) 1.75(0.93) 0.69(0.35) 2.97(1.59)
No.3 0.02(0.01) 0.11(0.05) 0.54(0.31) 0.45(0.28) 0.35(0.19) 1.77(0.93) 0.78(0.38)
No.4 0.02(0.01) 0.20(0.10) 0.38(0.22) 1.45(0.71) 0.70(0.32) 3.22(1.78) 0.97(0.48)
No.5 0.10(0.05) 0.21(0.13) 0.25(0.16) 0.25(0.15) 0.62(0.32) 0.58(0.31) 0.72(0.31)
No.6 0.11(0.06) 0.64(0.34) 2.01(1.02) 5.96(3.41) 8.75(5.38) 6.59(3.89) 12.06(7.22)
No.7 0.08(0.06) 0.10(0.07) 0.36(0.18) 0.85(0.37) 0.78(0.34) 0.84(0.38) 1.27(0.61)
No.8 1.37(0.73) 1.58(0.87) 5.37(3.05) 11.01(6.19) 10.79(6.23) 19.99(11.51) 21.37(12.56)
No.9 0.08(0.06) 0.17(0.11) 0.59(0.34) 1.18(0.66) 0.31(0.20) 2.92(1.62) 3.18(1.82)
No.10 0.01(0.01) 0.46(0.24) 0.97(0.47) 1.64(0.90) 5.84(3.43) 5.38(3.15) 5.35(3.21)
No.11 0.06(0.04) 0.19(0.13) 0.19(0.12) 0.53(0.29) 0.39(0.22) 0.36(0.19) 0.54(0.24)
No.12 0.02(0.01) 0.16(0.10) 0.28(0.16) 0.39(0.23) 0.52(0.29) 0.70(0.31) 0.93(0.43)
Average 0.19(0.11) 0.37(0.20) 0.99(0.54) 2.06(1.14) 2.59(1.50) 3.66(2.07) 4.23(2.43)
robustness of the proposed algorithm to the shot angle. As shown in Table 3.1, the
proposed algorithm removes geometric distortions in the camera-captured document
images for a range of rotation angles. For large angles (above 50◦), the proposed
algorithm sometimes fails due to the local minima. However, in most cases, the
errors are less than 1 pixel and their standard deviations are also below 1 pixel.
For the evaluation of the proposed algorithm for a range of surfaces, a typi-
cal viewpoint Θ = {−0.4, 0,−0.1} is chosen and polynomial coefficients are set to
{ai}
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i=0 = {0, 0, 0.8,−0.7,−1.0}, and the surface complexities are increased by mul-
tiplying constants c ∈ [0, 3] to the coefficients as shown in Fig. 3.5. The results
of these experiments are summarized in Table 3.2, which shows that the proposed
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algorithm works for a range of geometric distortions. Interestingly, the proposed al-
gorithm shows relatively large RMSE for the planar cases (i.e., c = 0), which seems
to be an easy case. Actually, it is caused by the ambiguity in (3.11) for planar
documents and the result demonstrates that the rectification of planar surfaces is
not a simple task compared with the curved ones. Finally, the proposed algorithm
is evaluated in the presence of errors in text-line extraction results, by adding white
Gaussian noise in the CC positions. As shown in Table 3.3, the proposed method is
robust to the errors in text-line extraction methods.
3.4.2 Experiments on real images
For real data, focal length information is obtained from the exchangeable image file
format (EXIF) tag, which is available in most digital cameras. Although this number
is not very accurate [26], the proposed method works well with them. Rectification
results on planar and curved surfaces are shown in Fig. 3.6 and Fig. 3.7. As shown,
the proposed method reduces nonlinear distortions as well as perspective distortions
without the knowledge on surface type. Also, note that the proposed method works
for complex layouts, and it is robust to non-textual objects and background clutters.
Rectification results on unfolded book surfaces are shown in Fig. 3.8, where red
lines indicate book bindings. Although the number of parameters increases due
to book surface models, the proposed method successfully works. Moreover, the
reconstructed document surfaces using estimated parameters are shown in the last
columns of Figs. 3.6–3.8, and these also validate correctness of the proposed method.
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(a) Input image (b) Rectified image (c) Enlarged subimage (d) Reconstructed surface
(e) Input image (f) Rectified image (g) Enlarged subimage (h) Reconstructed surface
Figure 3.6: Rectification results of planar documents. Images in the first column
are inputs, where colored circles are CCs in detected text-lines and red lines show
the sides of each text-block. Images in the second column are the rectified images
and regions inside red rectangles are enlarged in the third column. Figures in the
last column show reconstructed document surfaces and cameras.
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(a) Input image (b) Rectified image (c) Enlarged subimage (d) Reconstructed surface
(e) Input image (f) Rectified image (g) Enlarged subimage (h) Reconstructed surface
(i) Input image (j) Rectified image (k) Enlarged subimage (l) Reconstructed surface
(m) Input image (n) Rectified image (o) Enlarged subimage (p) Reconstructed surface
Figure 3.7: Rectification results of curved documents. Images in the first column
are inputs, where colored circles are CCs in detected text-lines and red lines show
the sides of each text-block. Images in the second column are the rectified images
and regions inside red rectangles are enlarged in the third column. Figures in the
last column show reconstructed document surfaces and cameras.
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(a) Input image (b) Extracted text-lines (c) Rectified image (d) Reconstructed surface
(e) Input image (f) Extracted text-lines (g) Rectified image (h) Reconstructed surface
(i) Input image (j) Extracted text-lines (k) Rectified image (l) Reconstructed surface
(m) Input image (n) Extracted text-lines (o) Rectified image (p) Reconstructed surface
Figure 3.8: Rectification results of book images. Images in the first column are in-
puts, and images in the second column are text-line extraction results where colored
circles are CCs in detected text-lines and red lines show the sides of each text-block.
Images in the third column are the rectified images where the red lines indicate
book bindings. Figures in the last column show reconstructed document surfaces
and cameras.
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3.4.3 Comparison with existing methods
For objective evaluation, the proposed algorithm is tested on the CBDAR2007
dewarping contest dataset [47] and compared with other algorithms.1 The CB-
DAR2007 dataset includes camera-captured document images, and also the dewarp-
ing results of them obtained by five methods, i.e., SKEL [48], SEG [49], CTM [11],
CTM2 ( [11] followed by removing non-text regions from the images), and snakes [50].
However, the proposed method requires focal lengths which are not available in the
dataset. To estimate the focal length, the dataset is rectified on a range of focal
length value (from 30◦ FOV to 74◦ FOV), and a result showing the minimum resid-
ual is selected among them. The rectification results of the proposed method and
other algorithms on several images in the dataset are shown in Fig. 3.9.
Since the SEG method use the local transform, the result of the SEG method
shows uneven text lines. Although the SKEL method removes the geometric distor-
tion such as the page curl, the perspective distortion still remains in the results. The
CTM method removes the perspective and the geometric distortions, but it removes
some text part near the left and right border due to failure in estimating bound-
ary of text region. While the snake method also removes the perspective and the
geometric distortions, non-texture region such as graphics is not rectified well. The
proposed method corrects both perspective and geometric distortions, and shows
good qualities in the non-texture regions.
For objective comparison, the rectification performance is evaluated by measur-
ing the remaining geometric distortions in result images. However, the error metric
in (3.78) cannot be applied directly, since the true dewarping function Tgt(·) is not
1The CBDAR2007 dataset can be downloaded from http://www.csse.uwa.edu.au/~shafait/
downloads.html.
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Input Scanned SEG SKEL CTM snakes The proposed
Figure 3.9: Dewarping results on CBDAR2007 data set. From left to right column,
input image, scanned ground truth and the results obtained by SEG, SKEL, CTM,
snakes, and the proposed method are shown.
available in this dataset. Therefore, similar to the evaluation method in [4], the error
metric in (3.78) is evaluated by computing correspondences between scanned images
and rectified ones. Fig. 3.10 shows the box plot of the errors in the rectified images,
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where the “MRCDI” is the algorithm proposed in [4]. In the figure, the bottom and
top of boxes indicate the first and third quartile, and red lines indicate the median
values. Then, the band inside the box includes middle 50% of the data. Two lines
extending vertically from the boxes, called whiskers, represent the rest of data, and
the ends of whiskers indicate the lowest datum within 1.5 interquartile range of the
lower quartile and highest datum within 1.5 interquartile range of the upper quar-
tile [51]. Blue circles show the outliers which are not included between the whiskers.
As shown in Fig. 3.10, the proposed method yields the best performance. Although
the proposed method has a couple of outliers (probably due to the local minima),
note that the MRCDI method removes border noise manually, while the proposed
method works in the presence of border noise.
OCR accuracy is also evaluated on the rectification results. The OCR is per-
formed using a commercial software, ABBYY FineReader Pro 9.0, and measure the
accuracy, which is given by







where the edit distance [52] is the minimum number of insertion, deletion, and
substitution to make two strings the same, and Ns and Nt are the numbers of
characters of two strings. Fig. 3.11 shows the box plot of OCR accuracy of the
rectified images. The results are similar to the case of rectification error, and the
proposed method compares favorably with the MRCDI method.
3.4.4 Limitations
The proposed method is based on GCS assumptions and pin-hone camera models.
Therefore, the violation on these assumptions may yield poor results. Moreover,
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Figure 3.10: Box plot of the rectification error of six methods. The rectification
errors of six methods are measured on CBDAR2007 data set (some results are from
[4]).
surfaces near book bindings sometimes deviate from low-order polynomial models
and they are not rectified well.
The proposed method assumes that the surface of a document is modeled by GCS
and the pin-hole camera is used. If the case violating these assumptions occurs, the
proposed algorithm does not work.
As a future work, while the proposed method focuses on correcting perspective
and geometric distortion of the document image, removing photometric distortion
such as shading effect is also required for good quality. Since the proposed method
estimates shape of document surface, the surface normal can be computed from the
estimated shape. Using the surface normal, shading can be removed and an albedo
image can be estimated [13]. Besides, an extension of the GCS model to more
general model is other possible topic. Currently the proposed algorithm can only
rectify smooth surface, so the region nearby book binding or the folded document
are not rectified well. To address the problem, employing piecewise polynomials to
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Figure 3.11: Box plot of the OCR accuracy of six methods. The OCR accuracies of
six methods are measured on CBDAR2007 data set (some results are from [4]).




Document rectification based on
feature detection
Conventional image stitching methods including document images have been devel-
oped assuming either of the fixed cameras or the planar target, and users have to
know which condition is more appropriate. On the other hand, the proposed algo-
rithm is able to handle both cases under the same framework as illustrated in Fig. 4.2
and 4.1. Also, the proposed approach provides a general image stitching framework
for the planar documents (in a similar way as the conventional fixed-optical-center
method [17]). As illustrated in Fig. 4.3, since the conventional document image
stitching methods were based on pairwise registrations [31], they are susceptible to
local minima and error propagations. On the other hand, the proposed cost function
is based on the registration errors on the reference plane and thus alleviates such
problems as shown in Fig. 4.3-(c).
Since the proposed method yields camera poses and rectified documents images
when the camera motion is large, it can also be used for some interesting applications.
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Note that the metric rectification of the documents images is very helpful in many
applications such as optical character recognition (OCR) [53,54], document retrieval
[55], and augmented reality (AR) [56]. In the conventional approaches, the metric
rectification is achieved using some additional hardwares such as inertia sensors
[56] or it was assumed that the user provides a fronto-parallel view at the first
frame [57]. the proposed method addresses the rectification and stitching problem
simultaneously, and therefore, it can be used in the applications such as camera-
based document scanner and text-based AR.
4.1 Proposed approach
For the rectification of the camera-captured document image, most important step
is to estimate the camera pose and the shape of the document. Motivated from
image stitching and structure-from-motion [16,15], a novel approach to estimate the
camera pose and the shape of the documents is proposed. Basically, the proposed
method requires more than one image for rectification and use feature points instead
of text-lines. The method consists of the detection of the corresponding points
between images, the camera pose estimation by the optimizing the cost function,
the determination of type of camera motion, and finally the tilt correction or the
reference correction are performed depending on the type of camera motion.
The flowchart of the proposed method is shown in Fig. 4.2.
The pose of each camera is parameterized as an element in the special Euclidean
group SE(3) and a cost function whose minimization yields the pose is proposed.
The cost function is defined on the reference plane (image stitching result) and it is
minimized via the Levenberg-Marquardt algorithm [58]. From the estimated camera
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poses, the motion model is determined whether the optical center is fixed or not:
when the optical center is moved (i.e., the camera motion is large), metric rectifi-
cation is possible and the proposed algorithm provides rectified composites as well
as camera poses. Otherwise, the composite is built with respect to an appropriate
view point.
The rest of the chapter is organized as follows. In Sec. 4.2, the proposed cost
function and its minimization method for the camera pose estimation are presented.
After the estimation, post-processing algorithms will be explained in Sec. 4.3. Ex-
perimental results on synthetic and real data are shown in Sec. 4.4.
4.2 Proposed cost function and its optimization
4.2.1 Notations





























where Ri ∈ SO(3) is the rotation matrix and ti = [tix, tiy, tiz]
T ∈ ℜ3 is a translation







for a vector θi = [θix, θiy, θiz]




. Without the loss of generality, we set n = [0, 0, 1]T and d = 0, i.e., the
reference plane is z-plane in the world coordinate system.
4.2.2 Homography between the i-th image and πE
The camera matrix of the i-th image [15] is given by
Pi = KiRi [I3×3| − ti] , (4.4)
and the relationship between a point [X,Y, 0]T on the surface and its corresponding


















































































where ei (i = 1, 2, 3) are the unit vectors representing each direction.
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4.2.3 Proposed cost function
For the registration of a set of images, a new cost function reflecting the registration
errors on a reference plane is developed. To be precise, given a correspondence
pki ↔ p
m
j between the i-th image and j-th image (p
k
i denotes the k-th feature in the






where pkiX and p
m




j respectively, to the











where the tilde is used for the homogeneous representation of points.











where N is the number of images, I(i) is the set of images matched to the i-th
image, and F (i, j) is the set of correspondences between the i-th and j-th images.
The correspondences are found by using the method in [17]: SIFT [59] features are
extracted, correspondences are found by the nearest neighbor search, and inliers are
selected using the random sample consensus (RANSAC) algorithm [60].
4.2.4 Optimization
Since the proposed cost function in (4.13) consists of sum of squared error, the
Levenberg-Marquardt algorithm [58] is employed for the optimization. For the im-
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If t is a parameter related to the i-th image (i.e., t ∈ {θix, θiy, θiz, tix, tiy, tiz}), then
















































































































































































In the optimization, without the loss of generality, we assume that the first camera
is on the z-axis, i.e., t1x = t1y = 0.
4.2.5 Relation to the model in [17]




















when the optical center is fixed (i.e., ti = tj), which is the same model used in [17].
4.3 Post-processing
By minimizing the cost function in (4.13), the location of each camera can be es-
timated. With the estimated camera position, the type of the camera motion is
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determined. When the distance between the cameras is large (not fixed camera),
the proposed method rectifies the images with the available structure information
that can be obtained from the large camera motion. Conversely, when the cam-
era motion is very small or the optical centers are fixed, the metric rectification is
impossible and it would be better to provide stitching result without the metric rec-
tification. In this section, the criterion on this decision and the proposed viewpoint
selection method is presented.
4.3.1 Classification of two cases
From the estimated camera poses, the amount of camera motion is given by
max
1≤i<j≤N
‖ti − tj‖2 . (4.26)








which is the average distance between the cameras and the reference plane. Based





When Γ < τ (i.e., camera motion is small compared with the scale of the scene),
metric rectification is not reliable and a method in [61, 62] is applied. Otherwise
(i.e., Γ > τ), the metric rectification on the reference planes is performed.
4.3.2 Skew removal
For skew removal, a up-vector u is estimated based on the assumption that people
do not severely twist the camera pose relative to the horizon when taking pictures
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[17,63]. This process is illustrated in Fig. 4.5 and it is formulated as a minimization
problem:





















where ri is the first row of the i-th rotation matrix (i.e., e
T
1 Ri). Therefore, u is the
smallest eigenvector of the scatter matrix spanned by the x-directions of cameras












where u′ is obtained by using the Gram-Schmidt orthonormalization.
4.4 Experimental results
In the experiments, the blending method in [17, 64] is applied for reducing the
photometric errors. Since focal length is usually available in the exchangeable image
file format (EXIF), this information is utilized in the experiments on real images.
4.4.1 Quantitative evaluation on metric reconstruction performance
For quantitative evaluation of the metric rectification performance of the proposed
algorithm, synthetic pairs as shown in Fig. 4.6-(a) and (b) are built : each image
is synthesized with randomly chosen viewpoint and focal length. Given a pair, the
homography in (4.9) is estimated with the proposed algorithm and compared with
the ground truth. The distance measure between the ground truth homography HG
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where R is a domain on which a given image is defined, g (·) converts a homogeneous
vector to an inhomogeneous one (i.e., g (x̃) = x), and Λ is a similarity transform.
Intuitively, the distance becomes small when the relationship between the estimated
homography and the ground truth is given by a similarity transform. Equation
(4.32) is computed with the method in [65].
The proposed method is evaluated on the 275 pairs of synthesis images. In order
to evaluate the robustness to the errors in focal length, additional experiments is
conducted by introducing the errors in focal length. To be specific, each pair is




where em ∈ {±5,±3,±1, 0}, and tried
metric rectification with f . The results are summarized in Fig. 4.6-(c), which shows
that the proposed algorithm yields almost perfect metric reconstruction performance
with the true focal length values, and its performance decreases as |em| increases.
However, registration errors are less than 1.5 pixels for a range of errors (−5% ≤
em ≤ +5%).
4.4.2 Experiments on real images
When the camera center is fixed as shown in the first column of Fig. 4.1, the pro-
posed method addresses the same problem in [17], but yields different results (See
Sec.4.2.5). On Fig. 4.7-(a) shows six input images of fixed-optical-center cases. Fig.
4.7-(b) and (c) are document image stitching results using Autostitch [17] and the
proposed method respectively. Since the proposed method adopts perspective pro-
jection to rendering the stitching result, it shows better visual qualities in planar
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document images. On the contrary, Autostitch employs cylindrical projection and it
results in the stitching image with bending distortion, which deforms straight lines
in the scene into curved lines. In addition, the proposed method adopts a viewpoint
selection algorithm in [61,62], the final composite shows little perceptual distortion.
For considering the weakness of Autostitch in the case of plane-target, the proposed
method is compared with a method based on the sequential registration using pair-
wise homographies. Fig. 4.8-(a) shows nine input images from a moving camera,
and Fig. 4.8-(b) shows estimated camera poses with respect to the reference plane.
Fig. 4.8-(c) and (d) are image stitching results using the conventional approach and
the proposed method respectively. In order to highlight the perspective distortions,
the red horizontal dotted lines are overlaid. As can be seen, the proposed method
generates a fronto-parallel view successfully.
In addition to natural images, the proposed method can be applied to large
documents image with dense text [30, 66]. As shown in Fig. 4.9, the proposed
method yields rectified results without any text-specific information. Another ex-
ample (without blending) can be found in Fig. 4.3-(c). The proposed method
minimizes the global registration error and it less suffers from mis-registration by
considering the all pairs of correspondences simultaneously. However, the conven-
tional method takes corresponding points and images into account sequentially, the































































Figure 4.1: Results of the proposed algorithm. (a), (b) Input images, (c), (d)
Estimated camera poses, (e), (f) Final results.
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Figure 4.3: Comparison between the sequential registrations and the proposed
method. (a) Eight input images capturing the same plane, (b) Document stitch-
ing result using the pairwise homographies. Note that the composite suffers from
error accumulations, (c) Document stitching result using the proposed method. The
proposed method minimizes the global registration errors and it less suffers from
mis-registrations.
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Figure 4.4: Illustration of notations in this paper.
(a) (b) (c)
Figure 4.5: Up-vector computation for skew removal in composites. (a) Two input
images, (b) Visualization of estimated parameters, (c) Illustration of a up-vector u.
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Figure 4.6: (a), (b) Synthesized image pair, (c) Average value of (4.32) for the 275
pairs of synthesized images according to the margin of error.
(a)
(b) (c)
Figure 4.7: Comparison of the proposed result with the conventional image stitching



































Figure 4.8: Image stitching result on the images captured by a moving camera. (a)
Nine input images, (b) Estimated camera poses, (c) Image stitching result that con-





Figure 4.9: Image stitching results for document images. (a), (c) Input images, (b),
(d) Image stitching results of the proposed method.
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Chapter 5




In general, most connected components (CCs) based scene text detection algorithms
use prior knowledge on language model in grouping text candidates [18, 20, 19].
For example, the method in [19] assumes Latin languages whose characters consist
of a single CC, therefore it considers only pairwise relation between horizontally
adjacent CCs and is unconcerned about CCs in vertical direction for clustering text
candidates. However, this language model can not be adopted in Asian characters
such as Korean, Chinese, and Japanese since a single character in these languages
consists several CCs including CCs along vertical direction. For this, new clustering
method of detected text is proposed. In case of Asian characters, it is ambiguous
which text line a CC belong to since a single character consists several CCs and
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(a) (b)
Figure 5.1: Examples of Asian Text. In case of Asian character, it is hard to divide
CCs into each text line without language model
some CCs in a text line can be closer to CCs in another text line than its original
text line as shown in Fig. 5.1.
Hence hard decision clustering method [19] may classify CCs in a text-line into
several groups or merge several text-lines into a group. To prevent this, soft deci-
sion clustering based on pairwise similarity between CCs is proposed. The proposed
method computes similarity between all pairs of CCs and groups CCs sharing sim-
ilar properties into a text-line. The main difference from the previous work is that
the classification result is not fixed and is refined in the verification step. All the
clusters are verified whether two or more text-lines are merged into a group. When
the classification result is not correct, the clustering is performed more coarsely to
divide the merged text-lines. This verification step reduces misclassification in the
Asian characters significantly and prevents the degradation arisen when consider-
ing vertical relation between CCs in the Latin characters. However, the proposed
method may generate more noisy clusters which consist of non-text CCs only due to
the consideration of the wider range of correlation. For removing the noisy clusters,
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Figure 5.2: (The flowchart of the proposed method.)
more precise text/non-text classification is also proposed. The proposed algorithm
shows better recall and precision in the Asian characters and also achieves compet-
itive performance compared to the state of the art in the Latin characters.
5.1.2 Proposed approach
The proposed method use the maximally stable extremal region (MSER) algorithm
[21] in Y-CB-CR color space to extract text candidates as the method in [19]. The
detected CCs are grouped into text-lines using the proposed clustering method. In
the cluster rectification step, detected text boxes are geometrically normalized by
removing perspective distortion in the text. As the last step, the rectified text boxe
are classified into text or non-text by employing two multi-layer perceptorn (MLP)
classifiers. The details of each step is explained in following sections. The flow chart
of the proposed method is shown in the Fig. 5.2.
The rest of the chapter is organized as follows. In Sec. 4.2, the proposed sim-
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ilarity measure between pair of CCs and it clustering method are presented. After
the clustering, the rectification algorithms of detected text box will be explained in
Sec. 4.3. Experimental results on the Asian and the Latin characters are shown in
Sec. 4.4.
5.2 Candidate region detection
5.2.1 CC extraction
In natural scene, text has various appearance in color, font, orientation, stroke
width as shown in Fig. 5.1. In this case, general text-line extraction methods
frequently fails to work due to difficulty in binarization [67, 68, 3, 69]. Fig. 5.5
shows the binarization result of a normal billboard image with scene text. Due
to diversity in color in text and background, there are little text remained in the
binarized image in Fig. 5.5-(b). To avoid such difficulty, the proposed method
adopt the MSER algorithm [21] for detecting the text components. While text in
natural scene has great diversity in appearance, there is a common property: small
homogeneous regions surrounded by background pixel of separated intensity. The
MSER algorithm is adequate to exploit this property as shown in the Fig. 5.5-
(c). The proposed method extracted the MSER in each channel of the Y-Cb-Cr
color space and repeats in the inverted image to detect brighter regions than their
surroundings.
5.2.2 Computation of similarity between CCs
The proposed method groups the detected CCs into text-lines based on the pairwise
similarity between CCs. Before clustering CCs, the similarity measure needs to be
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(a) (b) (c)
Figure 5.3: An example of scene text image. (a) original image (b) binarization
result (c) MSER result
defined. In the proposed method, when two CCs are parts of a single character or
two adjacent characters in the same text-line, these CCs are called to be similar. The
relations between CCs are described by 8-dimensional feature vector consisting of six
geometrical feature, one stroke width related feature, and one color based feature.
In computing geometric relation between CCs, width and height of bounding box of
CCs, overlap length of two bounding boxes are employed as shown Fig. 5.4.


































Figure 5.4: Illustration of geometrical relations between CCs
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To deal with the vertical relation between CCs equally with the horizontal relation,
these two relations are bound to a single feature vector in (5.1), (5.2), and (5.3).
In (5.2), hl and wl denote the height and the width of CC with lower center point
than other CC, and this ratio of the height to the width penalizes the case where the
lower CC has longer height than its width because that means the lower CC is like to
come from other text-lines. Features in (5.2) penalize when the difference between
the widths or the heights of two CCs is large especially when the distance between
two CCs are far. In (5.4), si is number of pixels of i-th CC, and swi denotes the
stroke width of i-th CC. The color based feature is defined as the euclidean distance
between mean color vectors of two CCs in the R-G-B color space. By using the
defined feature vectors, the gentle AdaBoost regressor [70, 71] is trained with the
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training sample composed of English, Korean, Chinese, and Japanese. The resultant
regressor outputs [0, 1] by measuring the similarity between two CCs. This value is
employed in the following clustering step.
5.2.3 CC clustering
The detected CCs are clustered into text-lines based on the pairwise similarity.
Among the similarity based clustering method, spectral clustering is employed since
it can subdivide the clusters as much as possible [72]. At fist, since the scale of
similarity between text-lines is unknown, CCs are clustered in a coarse manner.
The coarse clustering result usually includes clusters which contain more than one
text-line since vertical relation between CCs are considered same as horizontal case.
Therefore each cluster is verified whether it contains a single text-line or not based




where Nv is the set of pairs of CCs that have the horizontal overlap between
bounding boxes as shown in the red rectangle of Fig. ??-(c), D(·) is a function
which measures similarity between two CCs Ci and Cj . When Γ < τ , the cluster is
subdivided into two text-lines. This process is repeated until all clusters pass the
verification step.
5.3 Rectification of candidate region
Before classifying the detected clusters into text or non-text, all the clusters are




Figure 5.5: Result of the proposed clustering method. (a) Original image (b) MSER
result (c) Coarse clustering result (d) Refined clustering result.
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rotation, skew, perspective distortion remaining in the detected text. When the
detected text boxes are assumed to be parallelograms, four boundaries of each box
have to be estimated to rectify them [13]. Before estimating top and bottom bound-
aries, bounding boxes of CCs with large horizontal overlap are merged as shown
in Fig. 5.6-(a) to reduce the effect of the various heights of bounding boxes in the
Asian characters. Then, two sets of center points on the top and bottom lines of
bounding boxes are built. On each set, histogram of orientation between all the
pair of the points is computed, and the orientation of maximum bin is selected as a
slope of the boundary line. In case of left and right boundaries, it is impossible to
adopt this orientation histogram based method due to lack of samples. To address
the problem, stroke based orientation estimation method which was proposed in the
document rectification area is adopted [13]. Since many languages contain charac-
ters with vertical stroke, left and right boundaries are estimated by locating the
vertical stroke. The detected text area is divided into two regions (left and right),
then sub-region R containing vertical stroke is located on each region by optimizing












where θ(x) and m(x) are the orientation and the magnitude of the gradient at a






m(x) is a weighted average of gradient orientation in R. The
first term in (5.6) is employed to measure the consistency of the gradient orientation
in R, so that this value will be large when the weighted variance of the gradient
orientation in R is large. The second term in (5.6) is employed to keep off the trivial
solution R = Ø. This cost function is solved by the method proposed in [13], and
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then both side boundaries can be estimated as shown in Fig. 5.6-(b). Using the
estimated boundaries, the rectified image is obtained as shown in Fig. 5.6-(c).
5.4 Text/non-text classification
The rectified text is classified into text or non-text by two MLP classifiers [73]. The
proposed method adopts text/non-text classifier in the method in [19] as the first
classifier. The method in [19] splits the rectified text image into overlapping squares
and classifies each sub-region into text or non-text. After that, results of the square
images are accumulated to classify original block. However, since this method does
not consider pairwise relation between square images, repetitive patterns from man-
made structures such as building facades and windows are frequently mis-classified
as shown in Fig. 5.7. To address the problem, the proposed method employs the
MLP which considers pairwise relations between adjacent square images.
The differences between two feature vectors are used as new features for the
second MLP classifier as shown in Fig. 5.8. The second MLP is trained using the
same training samples as the first MLP, and also has same structures as the first
structures. The detected text region is classified as text when both classifier classify
the region as text. If one of the classifier classifies the region into non-text, the





Figure 5.6: Rectification of the detected text box. (a) Merged bounding boxes of
CCs. Red circles is the center points of top lines, and green circles is the center
points of bottom lines (b) Estimated boundaries of text box (c) Rectified images
using the estimated boundaries.
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(a) Detected text box
(b) Rectified text box
(c) Detected text box
(d) Rectified text box
Figure 5.7: Examples of mis-classification with a single MLP classifier. The detected
text boxes are displayed as red rectangles.
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Figure 5.8: Proposed two MLP classifiers.
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Table 5.1: Evaluation on ICDAR 2011 dataset
Algorithm Precision Recall f -measure
Yao’s [18] 0.69 0.66 0.67
Neumann’s [20] 0.793 0.664 0.723
Koo’s [19] 0.8144 0.6868 0.7452
Proposed method 0.8464 0.6681 0.7468
5.5 Experimental result
5.5.1 Experimental results on ICDAR 2011 dataset
At first, the proposed method is evaluated on ICDAR 2011 dataset [74], which is
the standard English data set for scene text detection.
Table. 5.1 shows the precision, recall, and f -measure of the state-of-the-art
algorithms. Proposed method shows slightly worse recall rate than Koo’s method
because the proposed method doesn’t employ the assumption of English language
model unlike Koo’s method. In terms of precision, the proposed method shows best
performance due to the proposed rectification step and the text/non-text classifier
using two MLP. As a result, the proposed method obtains best f -measure without
the assumption that the characters to be detected are English.
5.5.2 Experimental results on the Asian character dataset
For evaluating the performance on the Asian characters, the Asian character data
set which contains 200 images consisting of Korean, Chinese, and Japanese. The
proposed method and the state-of-the-art algorithm in English characters are tested
on this data set. The results are shown in Table. 5.2. The proposed method shows
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Table 5.2: Evaluation on Asian character dataset
Algorithm Precision Recall f -measure
Koo’s [19] 0.2 0.16 0.1778
Proposed method 0.34 0.26 0.29
better results than Koo’s method in terms of precision and recall on the Asian
character data set. The examples of the Asian character data set and the results of




Figure 5.9: Results of the proposed method in the Asian character data set. Red




In this dissertation, the rectification methods for document images or scene text
are proposed, based on text-line, feature point, and text detection. Specifically, two
rectification methods via optimization of the cost functions are proposed, and a scene
text detection algorithm with the text rectification is developed. The most suitable
rectification algorithm among the proposed methods can be selected depending on
the kinds of document, layout, and sparsity of text.
Firstly a new framework for the rectification of documents with dense text has
been proposed. The contributions in this work are summarized as: (i) The dewarp-
ing problem is formulated as an optimization problem based on the given text-line
and text-block information. While most conventional algorithms consist of a series
of steps where each step assumes that the previous steps are successful, the pro-
posed method addresses the same problem by optimizing a single cost function. (ii)
The proposed method uses discrete point set on the text-lines, which can reduce the
effect of the noise in the text-lines and the error occurred in continuous text-line
fitting. Moreover, the discrete text-line model facilitates the optimization of the
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proposed cost function. (iii) The proposed method does not need special assump-
tion on document layout (such as single column format or justified page layout).
Rather, the proposed method detects text-blocks and imposes certain constraints
according to their properties, which gives the robustness to the variation of layouts
and background. (iv) The proposed method deals with not only planar documents
but also curved surfaces in the same framework, which has been treated in a different
manner in most previous works. Moreover, the proposed method can be extended to
the unfolded book surfaces by changing the surface models. Extensive experiments
demonstrate the robustness of proposed method to camera poses and surface com-
plexities, and its results compare favorably with the conventional methods on the
standard dataset. The proposed method assumes that the shape of document can
be modeled by the general cylindrical surface (GCS). If the shape of surface violates
this assumption, the algorithm does not work. Hence, one possible topic for future
work is an extension of the GCS model to more general model. For example, em-
ploying the developable surface model can reduce error when the document surface
is distorted by the complex deformation. However, more sophisticated optimization
techniques need to be developed.
Secondly a unified approach to the image stitching and rectification problem
for the large document or documents with little text has been proposed. While
the conventional methods have been developed independently either for (i) fixed-
optical-center case or (ii) moving camera capturing plane-target case, the proposed
framework is able to handle both cases in the same framework. For this, the six
parameters of each camera is estimated by optimizing the proposed cost function.
Since the cost function is defined as a sum of squared error between corresponding
points on the reference plane where the documents is laid on, it can be minimized
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via the Levenberg-Marquardt algorithm. From the estimated camera poses, the pro-
posed method performs metric rectification when there are enough camera motions
(or differences), otherwise, it yields stitching results without rectification like the
conventional methods. In quantitative evaluation of the proposed method, regis-
tration error are less than 1.5 pixels for a range of deformations, and it also has
little error in the classification of motion models. In experiments on real images, the
proposed method shows satisfactory results compared with conventional methods.
In addition to document stitching and rectification, the proposed method can detect
a plane and estimate its pose using multiple images, and these can be applied to
augmented reality (AR) application.
Lastly a new approach to the rectification of text in the natural scene is proposed.
For the rectification of scene text, a new framework for detecting the scene text is
also proposed. Previous scene text detection algorithms assume certain language
model, and frequently fail for the characters from other languages. On the other
hand, the proposed method is robust to the language models and works for the Asian
characters as well as Alphabets from English. To make the algorithm insensitive to
language model, vertical relations between text components are dealt with the same
manner as the horizontal relations. However, since this approach may merge several
text-lines into a group, a new clustering method employing coarse-to-fine strategy
is proposed. To be specific, the proposed method clusters the candidate regions in
terms of adjacency between the detected regions, and verifies the resultant clusters in
a coarse-to-fine manner. The adjacency measure is trained on the data set labeled
with the bounding box of text region. For filtering the non-text clusters, a new
classifier employing pairwise relations between the subregions of a detected text
is proposed. To improve the accuracy of the classifier, the detected text region is
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rectified before filtering by optimization-based vertical stroke estimation method. In
the experiments, the proposed method achieves state-of-the-art performance in the
Asian characters as well as in the standard English dataset. In addition to the Asian
characters, the proposed method is expected to deal with a variety of characters if
the sufficient datasets for training classifiers are available.
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문서나 텍스틀 카메라로 촬영한 후 이 영상을 활용한 문서 검색, 책
읽어주기, 텍스트 기반의 증강 현실과 같은 어플리케이션에서는 영상
에서 텍스트를 검출 및 인식하기 위하여 텍스트가 적힌 평면의 원래
모습(texture)을 아는 것이 중요하다. 하지만 카메라로 촬영한 대부분
의 영상에서 텍스트가 적힌 평면은 perspective 왜곡과 책과 같이 종
이의 구부러짐으로 인하여 원래 모습과는 다른 모습을 보인다. 이렇
게 카메라로 촬영한 왜곡된 문서 영상에서 텍스트가 적힌 표면의 원
래 모습 또는 텍스트의 원래 모습을 복원하는 과정을 문서 평활화라
고 한다. 본 논문에서는 텍스트 인식률과 시각적 품질을 높이기 위한
새로운 문서 평활화 방법을 제안한다. 제안하는 방법은 문서의 형태
에 따라 세가지 타입으로 분류되며 각각의 알고리즘이 기여하는 부분
은 다음과 같다.
첫 번째 알고리즘은 책과 같이 텍스트 라인의 수가 많고 명확하게
검출되는 문서에 활용 가능한 문서 평활화 방법이다. 기존의 방법은
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텍스트 라인의 곡선을 그대로 이용하는 반면에 제안하는 방법은 텍스
트 라인을 구성하는 각각의 텍스트를 하나의 점으로 보고 이들의 불
연속 집합을 활용하여 문서 평활화를 최적화 문제로 모델링한다. 이
때 종이의 구부러짐은 generalized cylindrical surface (GCS)로 근사
하고 perspective 왜곡은 카메라의 회전으로 근사하여 모델링한다. 이
모델과 텍스트의 불연속 집합을 가지고 새로운 목적 함수를 개발하였
으며, 이 목적 함수의 최적화를 통하여 모델의 파라미터를 구하게 된
다. 제안하는 목적 함수는 문단의 정렬 형태, 줄 간격, 텍스트 라인의
수평성과 같이 문서의 일반적인 특징을 활용하여 설계된다. 텍스트의
불연속 집합을 사용하기 때문에 제안하는 목적 함수는 쉽게 최적화할
수 있는 형태를 가지게 되며 Levenberg-Marquadt 알고리즘으로 최
적화하게 된다. 실험 결과 제안하는 방법은 다양한 레이아웃과 구부
러진 형태의 문서에서 안정적으로 동작하였고, 표준 데이터세트에서
기존 알고리즘에 비해 더 높은 정확도를 보였다.
두 번째 알고리즘은 벽화 또는 현수막과 같이 한 장의 영상에 전체
를 담기 힘든 커다란 문서를 여러 장으로 나누어 촬영한 후 영상의
합성과 문서 평활화를 동시에 수행하는 방법이다. 이 방법은 일반적
인 영상 합성과 비슷해 보이지만 가정하고 있는 카메라 모션에서 차
이를 보인다. 일반적인 영상 합성 방법은 카메라가 한 곳에 고정된
상태에서 회전하여 촬영한 영상을 가정하지만 문서를 촬영할 경우에
는 문서가 고정되어 있고 카메라를 움직여 촬영하게 된다. 본 논문에
서는 이러한 영상들 사이에 존재하는 카메라의 움직임을 파라미터를
사용하여 새롭게 모델링하였으며, 문서가 위치한 평면에 제약조건을
부여하는 새로운 목적 함수를 제안한다. 제안하는 목적 함수의 최적
화를 통하여 부가적인 정보 없이 영상만을 이용하여 문서 평면의 물
리적으로 올바른 위치를 추정할 수 있으며, 추정한 문서 평면의 위치
를 이용하여 정확한 문서 평활화를 수행할 수 있게 된다. 제안하는
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방법은 텍스트를 활용하지 않기 때문에 문서뿐만 아니라 건물의 표면
등 다양한 평면에 적용 가능하다.
세 번째 알고리즘은 표지판과 같이 획이 명확하게 구분되는 일상적
인 텍스트에 적용 가능한 문서 평활화 방법이다. 이를 위하여 언어의
형태에 강인한 새로운 텍스트 검출 방법을 제안하며, 제안하는 방법
을 활용하여 텍스트를 평활화하게 된다. 기존의 텍스트 검출 방법은
영어 알파벳과 같이 하나의 텍스트가 하나의 connected component
(CC)로 이루어져 있다고 가정하기 때문에 한글, 한자, 일본어와 같이
이러한 가정이 성립하지 않은 글자의 경우에는 제대로 동작하지 않은
단점이 있다. 이를 해결하기 위하여 제안하는 방법은 텍스트 후보 영
역(CC)을 검출한 후 이 들 사이의 유사성에 기반한 클러스트링 방법
으로 CC를 그룹화한다. 이때 한 글자 안에서 존재하는 CC 사이의 다
양한 관계를 모델링하기 위하여, 여러 종류의 언어가 포함된 데이터
세트에서 CC 사이의 수평, 수직 방향의 겹친 정도 혹은 거리 등을
feature vector로 추출한 후 이를 활용하여 유사성을 측정하는 기준을
training한다. 클러스터링 후 잘못 검출된 텍스트 영역은 비텍스트 검
출기를 이용하여 제거한 후, 최종적으로 남은 텍스트 영역들은 위치
와 방향을 고려하여 텍스트 라인으로 분리되거나 합쳐진다. 검출된
텍스트는 텍스트 라인의 방향과 수직 방향의 획을 이용하여 평활화된
다. 실험 결과 제안하는 방법은 아시아 언어뿐만 아니라 영어에서도
기존의 방법보다 나은 결과를 보였다.
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