Introduction
The problem of the regularity of functions u(x) minimizing a variational integral
F(u; f2) = If(x, u, Du) dx (o.1)
has been one of the main questions since the introduction of direct methods has allowed to pove the existence of minima in suitable classes of generalized functions. It would be impossible to list all the significant contributions since the pioneering work of E. De Giorgi [4] ; and we refer to the nowadays classical books by O. A. LadyZenskaya and N. N. Ural'ceva [17] and C. B. Morrey [20] .
With extremely few exceptions, all the papers concerned with the regularity problem have as a common starting point the Euter equation of the functional F and therefore require at least some smoothness of the function f and suitable growth conditions for its partial derivatives f, and fp.
It goes without saying that the smoothness of f is necessary if one wants to prove the differentiability of the minima; on the other hand, if we look only at the continuity of the solution such assumptions seem superfluous, and it would be preferable to derive it directly from the minimizing property of u.
In addition, it is clear that results obtained from the Euler equation do not distinguish between true minima and simple extremals, and therefore it is sometimes necessary to introduce as hypotheses properties--as for instance the boundedness of the solution--which might hold for minima but are in general false for extremals.
The aim of the paper is to investigate the continuity (in the sense of H61der) of the minima, directly working with the functional F instead of working with its Euler equation. In fact we shall not suppose any differentiability, but only that the function f: ~2 •215 satisfies:
(i) f is a Carath6odory function; i.e. measurable in x for each (u,p)ERN• N, and continuous in (u, p) for almost every x E if2.
(ii) There exist positive constants a and k and a real number m> 1 such that
We note that (i) and the first part of inequality (0.2) are the usual assumptions in the existence theory; we remark however that the main hypothesis for existence, the convexity of f with respect to p, is not needed when the regularity is concerned.
We shall restrict ourselves to the case 1 <rn<n. In fact, when re>n, every function in W ~' '~ is trivially H61der-continuous by the Sobolev theorem. The borderline case m=n has been treated in his book [20] by C. B. Morrey, who proved the H61der-continuity of functions minimizing F, for every N>~ 1 (Theorem 4.3.1; see Corollary 4.2 below).
When l<m<n, we cannot expect in general that minima for F are H61der-continuous (or even bounded) if N> I ; a well-known example due to E. De Giorgi [5] shows that there are linear elliptic systems with unbounded solutions in dimension n~>3, and we are led to the usual distinction between the scalar (N= 1) and the vector case (N>I) corresponding respectively to a single equation or to a system. When N= 1 we prove the H61der-continuity of functions u E W~o~(Q), minimizing locally the functional F. This is done in sections 2 and 3. For the sake of completeness we mention that a result of this type was obtained in [7] by J. Frehse, under very strong assumptions on the function f.
The last two sections deal with the general case N~ > 1. Here we prove in section 4 that minimizing functions have derivatives in L "+~, for some a>0, whereas the last section 5 is devoted to the study of partial regularity for minima of quadratic functionals.
A simple, but fundamental lemma
It is the following: LEMMA 1. 
We choose now r such that r-a0<l and let k--->~, getting (1.2) with c=
The scalar case: local boundedness
In this section we shall consider local minimum points for the functional F, i.e.
functions u E W~ocm(f2) such that for every ~ E W 1' "~(Q) with supp ~v c c Q we have Proof. We can suppose Q bounded and u E wl'm(f2). Let Xo E if2, and denote by B~, the ball of radius s centred at x0. For k>0 let 
l{(s--t)-m fAi Wm dx+(l +ka) [ak, R[ }"
Adding to both sides 2V~ times the left-hand side we get eventually
We can now apply Lemma I. 1 and conclude that
fA..olDu,m dx.yz{(R--o)-" fa..Rwm dx+(l +k') ,ak.R, l.
(2.9)
Finally. we estimate holds with u replaced by -u. We may then apply to both u and -u Lemma 5.4 of chapter II of [17] and conclude that u is bounded in Br/z.
The above result may easily be generalized; for instance one might assume that the constant b appearing in (2.2) is actually a function belonging to some suitable L r space.
Moreover, one can assume that the minimizing function u(x) belongs to W t, re(Q) NLq(ff2), for some q>~m*. In this case the conclusion of the theorem holds if r> n and a<m n+m n r
The scalar case: H61der continuity
An argument similar to the one above will give now the H61der continuity of local minima for the functional F(u). We suppose that the function f(x, u,p) satisfies the growth condition
for every x E f~, lul<~M and p E R n. The same inequality holds with u replaced by -u, and therefore the function u belongs to the class Bm(~"2, M, Y6, 1,0) of [17] . Applying Theorem 6.1 of chapter II of [17] we conclude that u is H61der-continuous in Q.
Q.E.D.
Using the same argument it is not difficult to prove regularity up to the boundary for solutions of the Dirichlet problem, provided the boundary datum is itself H61der-continuous on Of 2 and 8f2 is sufficiently smooth. In fact, inequality (3.2) still hold when the ball BR intersects OQ, provided the constant k is greater than sup~t~n~RU, so that we can apply the result of [17] , chapter II.7.
The case N~>I. Estimates for the gradient
The purpose of this section is to prove an L q estimate for the gradient of minima, in the vector valued case.
Results of this kind were proved first by B. V. Boyarskii [2] and N, G. Meyers [19] for solutions of linear elliptic equations; besides their intrinsic interest they are an essential tool in the study of regularity of solutions of non linear elliptic systems, following the method introduced in [9] (see also [10] [11] [15] ).
We shall suppose that the function f satisfies the growth condition stated in the introduction: 
Proof. Let Xo fi f~ and O<t<s<R<dist (Xo, 8f2). With the usual choise of ~/, let UR = ~BR~xo)U dx and let V=U--q(U--UR). From the minimality of u and (4. I) we get as usual

LslDulmdx~v7{Ls\nlOut mdx+
and therefore, arguing as in section 2, 
~R,(l+'Du')mdx<~y9(fBR(l+'Du')rdx) m/r"
The result now follows at once from [10] , Proposition 5.1. Q.E.D.
As we have already noted, results of this type were obtained previously for solutions of elliptic equations and systems. Recently, H. Attouch and C. Sbordone [1] have proved a conclusion similar to our Theorem 4.1 in the special case off=f(x,p) convex in p. It is worth remarking that the above theorem does not hold for extremals of the functional F, even assuming that f is convex in p and N= 1, see J. Frehse [7] .
When N> 1, the result is in general false for elliptic systems, even if we assume that u is bounded (see [6] ), and it is necessary to suppose that u is small ( [9] , [10] ).
It is easily seen from the proof of Proposition 5.1 of [10] that the exponent q<m can be taken in an interval (m, re+o), with cr independent of m for m close to n. We have therefore the following. 
Quadratic functionals
In this section we shall prove some regularity results for minima of quadratic func- Proof. We use the ideas introduced in [9] . Let xo 6 Q, R< 89 (xo, a~) and let v be the solution of the problem
v-u e WIO'2(BR(Xo), RN).
Since the coefficients are now constant, the Euler operator is coercive and the problem has a unique solution. Moreover we have
.
IB R(Xo) J BR(xo)
and for every Q<R (see [3] ),
fBR(xo) lOul2dx~c2(-'~)nfBR(xo)]Oo[2dx"
Let now w=u-v; we have w E W~'2(BR, 
fnRlDol2~2dx<~c6fB (l+[Dul)2dx(fBRogdx) l-2/q
Since w is concave, we have \ asR and similarly
In conclusion, 
for every Q<R<2R<dist(xo, aft2). The result now follows as in [9] .
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(
Hn-q+e(~'~-~"~0) = 0, •>0.
(5.12)
Consequently, instead of (5.5) we have the weaker conclusion
The case of (non uniformly) continuous coefficients needs some technical adjustments both in the statement and in the proof. We shall not discuss the details, and we limit ourselves to the remark that f~-f2 o is now the union of the set given by (5. [13] (see also [14] We note that the constants ai and ct2 do not depend on R. To see that, we perform the change of independent variables x=Ry. for some constant A independent of cp.
