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a b s t r a c t
Weobtain the (contracted)weak zero asymptotics for orthogonal polynomialswith respect
to Sobolev inner products with exponential weights in the real semiaxis, of the form
xγ e−ϕ(x), with γ > 0, which include as particular cases the counterparts of the so-called
Freud (i.e., when ϕ has a polynomial growth at infinity) and Erdös (when ϕ grows faster
than any polynomial at infinity) weights. In addition, the boundness of the distance of the
zeros of these Sobolev orthogonal polynomials to the convex hull of the support and, as a
consequence, a result on logarithmic asymptotics are derived.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and main results
In this paper, the location and the asymptotic behavior of zeros of polynomials orthogonal with respect to a Sobolev
inner product with exponential weights in the semiaxis is analyzed. As a consequence, we obtain the logarithmic
(n-root) asymptotics for the Sobolev orthogonal polynomials for exponential weights. To this end, a result about
asymptotically extremal polynomials with respect to varying weights, established by the authors in a previous paper
(see [1, Theorem 1.1]), plays a crucial role. Along with it, we give a new, and simpler, proof of the boundness of the distance
of the zeros of these Sobolev orthogonal polynomials to the convex hull of the support, previously obtained in [2].
Polynomials orthogonal with respect to a Sobolev inner product have been object of an extensive study during the last
15–20 years. Indeed, let {µi}Mi=0 be a set ofM + 1 positive Borel measures supported on∆ ⊂ R. On the linear space P of all
polynomials we introduce the inner product
〈p, q〉S :=
M∑
i=0
∫
∆
p(i)(x) q(i)(x) dµi(x), (1)
and the corresponding Sobolev norm of a polynomial p is given by:
‖p‖2S =
M∑
i=0
‖p(i)‖2L2(dµi). (2)
When ∆ is a compact subset of the complex plane, we have a lot of information about the algebraic properties and
analytic/asymptotic behavior of the system of orthogonal polynomials with respect to the above inner product (see for
instance the survey [3]). On the contrary, the case where ∆ is unbounded has only been considered recently. As is well
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known, one of the main facts in the theory of standard orthogonality (i.e., whenM = 0) is that the zeros of the orthogonal
polynomials lie in the convex hull of the support of themeasureµ0; but in the Sobolev case (M > 0) this is no longer true. In
this sense, in [2] an upper bound for the distance of the zeros to the convex hull of the support, under certain conditions on
themeasures, is obtained. For an updated review on the analytic properties of Sobolev polynomials orthogonal with respect
to exponential type weights supported on unbounded sets of the real line we recommend [4] and for a more condensed
reviewing the introduction of [5,1]. The results obtained here are the analogues of situations studied in [5,1], for the case
where the support is the real semiaxis, with the natural aided difficulties. See also [6].
In what follows, we consider a Sobolev inner product (1), with∆ = R+ = [0,∞) and weights ρ2k , where:
ρk(x) = xγ exp(−ϕk(x)), γ > 0 (3)
and
ϕk(x) = expηk(xαk)− expηk(0), ηk ∈ Z+, αk >
{
0, if ηk > 0,
1, if ηk = 0. (4)
Here, expl(x) denotes the lth iterated exponential, defined as
expl(x) =

exp(exp(exp(. . . exp(x))))︸ ︷︷ ︸ if l > 0,
l times
x if l = 0.
(5)
In [7,8] several properties of (standard) orthogonal polynomials with respect to such exponential weights in the real
semiaxis are analyzed. See also [9] and [10, Section 6].
In [1] a similar analysis is carried out, but for Sobolev inner products with exponential weights supported in the whole
real axis. In order to extend those results to the case where the support is the semiaxis it is possible to follow a similar
approach, but some modifications are needed.
For exponentialweightsρk supported in thewhole real axis it iswell known that there exists a constant ak,n, usually called
theMhaskar–Rakhmanov–Saff number, such that the sup norm of weighted polynomials Pρk, with P ∈ Pn, essentially lies in
the bounded interval [−ak,n, ak,n] (see [11] or [9]). In the case of exponential weights of type (3), supported in the semiaxis:
‖Pρk‖L∞[0,∞) = ‖Pρk‖L∞[0,ak,n], (6)
for any polynomial P of degree ≤ n. The Mhaskar–Rakhmanov–Saff number ak,n is given, in the ‘‘Freud’’ case (ηk = 0), by
(see [7, Theorem 5.1]):
ak,n = (γkn)1/αk , γk = Γ (αk)Γ
( 1
2
)
Γ
(
αk + 12
) . (7)
For the ‘‘Erdös’’ case (ηk > 0), we have the following estimation of the MRS number (see [7, Theorem 5.1]):
ak,n ∼
(
logηk(n)
)(1/αk) , (8)
where logl denotes the lth iterated logarithm (defined as the iterated exponential in (5)), and the expression ‘‘cn ∼ dn’’
means that there exist two positive constants A, B such that Adn ≤ cn ≤ Bdn.
In what follows, it will be convenient to consider the main weight, that is, the weight which dominates the other ones in
the sense of the behavior at infinity. Indeed, we have that there exist k ∈ {0, 1, . . . ,M} and a constant C > 0 such that for
each 0 ≤ k ≤ M the following inequality holds
ρk(x) ≤ Cρk(x), x ∈ R+, (9)
with k := minηk=η,αk=α,γk=γ k, where η := min0≤k≤M ηk, α := min{k:ηk=η} αk, γ := max{k:ηk=η,αk=α} γk.
Hereafter we shall refer to ρk(x) = xγ exp(−ϕk(x)) as the main weight.
In order to show the results on asymptotic behavior of these Sobolev orthogonal polynomials, some definitions and
results in potential theory will be recalled. First, recall the notion of admissible weights (see [11, Def. I.1.1]).
Definition 1.1. Given a closed set Σ ⊂ C, we say that a function ω : Σ −→ [0,∞) is an admissible weight on Σ if the
following conditions are satisfied:
(i) ω is upper semi-continuous;
(ii) the set {z ∈ Σ : ω(z) > 0} has positive (logarithmic) capacity;
(iii) ifΣ is unbounded, then lim|z|→∞,z∈Σ |z|ω(z) = 0.
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Given such an admissible weight ω in the closed set Σ , and setting φ(z) = − logω(z), we know (see e.g. [11, Ch. I])
that there exists a unique measure µω , with (compact) support inΣ , for which the infimum of the weighted (logarithmic)
energy
Iω(µ) = −
∫ ∫
log |z − x|dµ(z)dµ(x)+ 2
∫
φ(x)dµ(x), µ ∈ M(Σ),
is attained, where, as usual, M(Σ) denotes the collection of all positive unit Borel measures supported in Σ . Moreover,
setting Fω = Iω(µω) −
∫
φdµω , we have the following property, which uniquely characterizes both the extremal measure
µω and its support supp µω:
Vµω (z)+ φ(z)
{≤ Fω, for z ∈ supp µω,
≥ Fω, for quasi-every z ∈ Σ,
where for a measure σ , V σ (z) = − ∫ log |z − x| dσ(x), and a property is said to be satisfied for ‘‘quasi-every’’ z in a certain
set, if it holds except in a possible subset of zero capacity (see e.g. [11]).
Indeed, let Σ be a closed set and ω an admissible weight on Σ . In [1], the authors considered asymptotically extremal
polynomials {pn}with respect to varying weights {ωn}n∈N, that is, when it holds
lim
n→∞ ‖ωnpn‖
1/n
L∞(Σ) = exp (−Fω) , (10)
where ω1/nn tends to another weight ω in some sense, which will be indicated below. In particular, in [1, Th. 1.1] the authors
proved the following result:
Theorem 1.1. Let Σ be a closed interval in R. If {ωn} is a sequence of weights onΣ and ω is an admissible weight onΣ , in the
sense of Definition 1.1, such that
lim inf
n→∞ ωn(x)
1/n ≥ ω(x), for qu.e. x ∈ Σ, (11)
and {pn} is a sequence of monic polynomials satisfying condition (10). Then, if we denote the zeros of pn by xn,k, k = 1, . . . , n,
it holds:
1
n
n∑
k=1
δxn,k −→ µω, n→∞, (12)
where δxn,k denotes the Dirac Delta at the point xn,k and the convergence holds in the weak-* topology.
Finally, take into account that the equilibriummeasure and the counterpart of Ullman’s distribution (see [10, Section 6])
for the interval [0, 1] are, respectively:
dµeq(x) = 1
pi
dx√
x(1− x) , (13)
dµα(x) = α
pi
xα−1
(∫ 1
x
t−α−1/2√
1− t dt
)
dx = α
pi
√
x
(∫ 1
x
tα−1√
t − x dt
)
dx. (14)
Denote by Sn the nth monic orthogonal polynomial with respect to the inner product (1) with weights ρ2k given by (3)
and (4). Now, the first main result deals with the weak zero asymptotics.
Theorem 1.2. If we denote by x(k)n,j , j = 1, . . . , n− k, the zeros of the kth derivative S(k)n of the polynomial Sn, k = 0, 1, . . . ,M,
then, for k ≥ k:
1
n− k
n−k∑
j=1
δx(k)n,j /ak,n
−→
{
dµeq, if ηk > 0,
dµαk , if ηk = 0, (15)
where the convergence holds in the weak-* sense.
Our second result is related to the n-root asymptotics. In order to establish it, we need a bound for the distance of the zeros
to the convex hull of the support (in our case, the real semiaxis). Up to now, the unique sufficient condition to guarantee it
is given in terms of certain hierarchy imposed to the weights in the Sobolev inner product. Following Durán and Saff in [2],
suppose that we have a Sobolev inner product (1) with dµk(x) = wk(x)dx, k = 0, . . . ,M , supported on the real semiaxis
[0,∞) and there exist positive constants {Ci}Mi=1 such that the weightswk satisfy that
Ck =
∥∥∥∥ wkwk−1
∥∥∥∥
L∞(R+)
, k = 1, . . . ,M. (16)
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Theorem 1.3. If the weights wk(x) = ρ2k (x), k = 0, . . . ,M, satisfy condition (16), the monic kth derivatives of the rescaled
Sobolev orthogonal polynomials, Rn,k(x) = (n−k)!n! a−n0,n S(k)n (a0,nx), k = 0, . . . ,M, satisfy the following asymptotic behavior,
uniformly in compact subsets of C \ R+:
lim
n→∞ |Rn,k(x)|
1/n =

1
2
∣∣∣∣x− 12 +√x(x− 1)
∣∣∣∣ , if η0 > 0,
1
2e1/α0
∣∣∣∣x− 12 +√x(x− 1)
∣∣∣∣ eζα0 (x), if η0 = 0, (17)
where ζα0(x) = R
∫ 1
0
xtα0−1√
x(x−t)dt.
The rest of the paper is organized as follows. In Section 2 we prove Theorem 1.2. In Section 3, a simpler proof of the result
in [2] about an upper bound for the distance of the zeros to the convex hull of the support and, as a consequence, the proof
of Theorem 1.3 are given.
2. Weak zero asymptotics
The goal of this section is to prove Theorem 1.2 about the weak asymptotics for (rescaled) Sobolev polynomials with
exponential weights in the real semiaxis. Having inmind the result in Theorem 1.1, wewill show that these polynomials are
asymptotically extremal. For this purpose, the asymptotic behavior of the related standard orthogonal polynomials plays a
key role.
First, let us recall some basic facts concerning exponential weights.
Lemma 2.1. (a) Markov and Nikolskii type inequalities: For any polynomial P of degree≤ n,
‖P ′ρk‖Lp(R+) ≤ An ‖Pρk‖Lp(R+), (18)
where An is such that A
1/n
n −→
n
1 and 0 < p ≤ ∞ , and
Bn ‖P ρk‖L∞(R+) ≤ ‖P ρk‖L2(R+) ≤ Cn ‖P ρk‖L∞(R+), (19)
where the constants Bn and Cn are such that B
1/n
n −→
n
1 and C1/nn −→
n
1.
(b) Norm asymptotics: Let us denote by Lk,n the nth monic orthogonal polynomial with respect to the weight ρ2k given by (3) and
(4), then:
lim
n→∞ a
−1
k,n ‖Lk,nρk‖1/nL∞[0,1] =

1
4
, if ηk > 0
1
4
e−1/αk , if ηk = 0.
(20)
Proof. Markov inequality (18) is given in [8, Theorem 1.6] and the proof of Nikolskii type inequality (19) is similar to that
given in [9, Theorem 10.3].
The proof of the norm asymptotics (20) may be found in [10, Section 6] for the Freud case (ηk = 0). For the Erdös case
(ηk > 0), take into account that to any weight g(x) supported on [0,∞) we can associate the weight f supported on R,
given by f (x) = |x|g(x2), in such a way that if pn and qn denote the monic orthogonal polynomials with respect to f and g ,
respectively, we have that ‖qng‖L2[0,∞) = ‖p2nf ‖L2(R) (see [10]). Thus, it suffices to use the results in [12]. 
In addition, for the proof of Theorems 1.2 and 1.3 we need to calculate the potentials of measures (13) and (14). The
results are summarized in the following
Lemma 2.2. The potentials of measures (13) and (14) for z 6∈ [0, 1] are given, respectively, by:
Vµeq(z) = log 2− log
∣∣∣∣z − 12 +√z(z − 1)
∣∣∣∣ , (21)
Vµα (z) = log 2+ 1
α
− log
∣∣∣∣z − 12 +√z(z − 1)
∣∣∣∣− ζα(z), (22)
where ζα(x) = R
∫ 1
0
xtα−1√
x(x−t) dt . Moreover, for the weight ω ≡ 1 on [0, 1], we have that µω = µeq and Fω = 2 log 2. For the
weight ω(z) = exp (−γαzα) on [0, 1], the corresponding equilibriummeasure is given byµα (14). In this case, Fω = 2 log 2+ 1α .
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Proof. (21) is immediate, since it is the well-known expression for the potential of the equilibrium measure in a compact
interval of R (see e.g. [9, pp. 36–37]). Thus, taking φ = logω ≡ 0 in [0, 1], we have that for z ∈ [0, 1], Vµeq(z) + φ(z) =
2 log 2 = Fω.
For the proof of (22), we have:
Vµα (z) = α
pi
∫ 1
0
log
1
|z − x|
{∫ 1
x
tα−1√
x(t − x) dt
}
dx =
∫ 1
0
αtα−1
{
1
pi
∫ t
0
log 1|z−x|√
x(t − x) dx
}
dt.
The last integral above represents the potential of the equilibrium measure for the interval [0, t]. Thus, again from
[9, pp. 36–37], we have:
1
pi
∫ t
0
log 1|z−x|√
x(t − x) dx =

log
(
4
t
)
, z ∈ [0, t],
log 2− log
∣∣∣∣z − t2 +√z(z − t)
∣∣∣∣ , z 6∈ [0, t],
and so, it yields for z 6∈ [0, 1],
Vµα (z) =
∫ 1
0
αtα−1
(
log 2− log
∣∣∣∣z − t2 +√z(z − t)
∣∣∣∣) dt = log 2− ∫ 1
0
αtα−1 log
∣∣∣∣z − t2 +√z(z − t)
∣∣∣∣ dt,
and for z ∈ [0, 1],
Vµα (z) =
∫ z
0
αtα−1
(
log 2− log
∣∣∣∣z − t2 +√z(z − t)
∣∣∣∣) dt + ∫ 1
z
αtα−1 log
(
4
t
)
dt
= log 2
∫ 1
0
αtα−1dt +
∫ 1
z
αtα−1 log
(
2
t
)
dt −
∫ z
0
αtα−1 log
∣∣∣∣z − t2 +√z(z − t)
∣∣∣∣ dt
= log 2 (2− zα)+ zα log z + 1− z
α
α
−
∫ z
0
αtα−1 log
∣∣∣∣z − t2 +√z(z − t)
∣∣∣∣ dt.
Now, making the change t = zu and integrating by parts, we have:∫ z
0
αtα−1 log
∣∣∣∣z − t2 +√z(z − t)
∣∣∣∣ dt = zα (log z + ∫ 1
0
αuα−1 log
(
1− u
2
+√1− u
))
= zα
(
log z − log 2+ 1
2
∫ 1
0
uα
1+√1− u(
1− u2 +
√
1− u)√1− u du
)
= zα
(
log z − log 2+
∫ 1
0
(
1√
1− u − 1
)
du
)
= zα
(
log z − log 2+ γα − 1
α
)
.
Thus, we obtain for z ∈ [0, 1]:
Vµα (z) = 2 log 2+ 1
α
− γαzα. (23)
Similarly, we have for z ∈ R \ [0, 1]:
Vµα (z) = log 2− log
∣∣∣∣z − 12 +√z(z − 1)
∣∣∣∣− ∫ 1
0
ztα−1√
z(z − t) dt +
1
α
, (24)
and the conclusion is the same for z ∈ C \ R, but taking the real part of the integral in (24).
From (23), taking φ(z) = − logω(z) = γαzα , we have that when z ∈ [0, 1]:
Vµα (z)+ φ(z) = 2 log 2+ 1
α
= Fω,
and, thus, it is clear that µω = µα . This settles the proof. 
Proof of Theorem 1.2. Taking into account the extremality of Lk,n and Sn with respect to ‖ · ‖L2(ρ2k ) and the Sobolev norm‖ · ‖S (2), respectively, the Markov inequalities (18) and (9), we can write, using the fact that ρk is the main weight,
n!
(n− k)! ‖Lk,n−k ρk‖L2(R+) ≤ ‖S
(k)
n ρk‖L2(R+) ≤ ‖Sn‖S ≤ ‖Lk,n‖S ≤ C(n)‖Lk,n ρk‖L2(R+), (25)
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with limn→∞ C(n)1/n = 1. So, taking into account that k is a fixed nonnegative integer and limn→∞
(
n!
(n−k)!
)1/n = 1, (20)
and (25) yield:
lim
n→∞ a
−1
k,n
‖Sn‖1/nS =

1
4
, if ηk > 0,
1
4
e−1/αk , if ηk = 0
and
lim
n→∞ a
−1
k,n
‖S(k)n ρk‖1/nL2(R+) =

1
4
, if ηk > 0,
1
4
e−1/αk , if ηk = 0.
Now, applying the Nikolskii inequalities for exponential weights (19), we have
lim
n→∞ a
−1
k,n
‖S(k)n ρk‖1/nL∞(R+) =

1
4
, if ηk > 0,
1
4
e−1/αk , if ηk = 0.
(26)
Thus, rescaling the polynomial Sn, that is, setting Rn(x) = a−nk,nSn(ak,nx), taking ωk,n(x) = ρk(ak,nx) and applying (6), (26)
yields
lim
n→∞ ‖R
(k)
n ωk,n‖1/nL∞[0,1] =

1
4
, if ηk > 0,
1
4
e−1/αk , if ηk = 0,
(27)
and thus, by the Markov inequalities (18), we have that (27) also holds replacing R(k)n by any derivative R
(k)
n , with k ≥ k.
Observe that if ηk > 0 (that is, when the main weight is of Erdös type), we have that limn→∞ n
√
ωk,n(x) = 1, qu.e. x ∈[0, 1] (in fact, the convergence does not hold only at the endpoints). Therefore, applying Theorem 1.1, we conclude that the
contracted zeros of R(k)n , with k ≥ k, asymptotically follow µeq (13). If ηk = 0, i.e. the main weight is of Freud type, we have
that n
√
ωk,n(x) = exp
(
−γαkxαk
)
, for each n ∈ N, and so, Theorem 1.1 and Lemma 2.2 show that the zeros of R(k)n , k ≥ k,
distribute according to the measure µαk , given by (14). 
3. Logarithmic asymptotics
In order to prove the result on logarithmic asymptotics of Sobolev orthogonal polynomials, the boundness of the distance
of their zeros to the real semiaxis must be established. This is announced in the following lemma, which is related to a result
given in [2], within a more general framework. However, for the sake of completeness, a simpler proof will be given.
Lemma 3.1. Suppose that we have a Sobolev inner product (1) with dµk(x) = wk(x) dx, k = 0, . . . ,M, supported on a subset
I of the real axis. Assume that there exist positive constants {Ci}Mi=0 such that the weightswk satisfy the condition:
Ck =
∥∥∥∥ wkwk−1
∥∥∥∥
L∞(I)
, k = 1, . . . ,M. (28)
Then, there exists another positive constant C, only depending on {Ci}Mi=0, such that if z0 is a zero of the Sobolev polynomial Sn,
we have:
d(z0, Co(I)) ≤ C, with C = 12
√√√√ M∑
k=1
k2Ck, (29)
where Co(I) denotes the convex hull of the set I and d(z0, Co(I)) is the distance between z0 and Co(I).
To prove Lemma 3.1 we need a technical result (see [1, Lemma 3.4]):
Lemma 3.2. If ak > 0, k = 0, . . . ,m, then
m∑
k=1
ak−1ak ≤ 14
(
m∑
k=0
ak
)2
.
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Now, we are concerned with the proof of Lemma 3.1. Indeed, let z0 = x0 + iy0 be a zero of a nth Sobolev orthogonal
polynomial Sn with respect to the inner product:
〈p, q〉S :=
M∑
i=0
∫
p(i)(x) q(i)(x) wi(x)dx, M ∈ Z+.
Thus, Sn(z) = (z − z0)q(z), for some polynomial q of degree n− 1. Then, we have that 〈(z − z0)q(z), q(z)〉S = 0 , and so,
M∑
k=0
∫
(x− z0)
∣∣q(k)(x)∣∣2wk(x)dx+ M∑
k=1
k
∫
q(k−1)(x)q(k)(x)wk(x)dx = 0.
Therefore, making use of the mean value theorem for integrals, we have for some τ ∈ Co(I):
(τ − z0)
∫ M∑
k=0
∣∣q(k)(x)∣∣2wk(x)dx = ∫ (x− z0) M∑
k=0
∣∣q(k)(x)∣∣2wk(x)dx
= −
M∑
k=1
k
∫
q(k−1)(x)q(k)(x)wk(x)dx
and so,
|τ − z0|‖q‖S =
∣∣∣∣∣ M∑
k=1
k
∫
q(k−1)(x)q(k)(x)wk(x)dx
∣∣∣∣∣ .
Therefore:
d(z0, Co(I))‖q‖S ≤ |τ − z0|‖q‖S =
∣∣∣∣∣ M∑
k=1
k
∫
q(k−1)(x)q(k)(x)wk(x)dx
∣∣∣∣∣ ,
and thus, by applying the Cauchy–Schwarz inequality, both for integrals and for summatories, condition (28) and Lemma3.2,
we get:
d(z0, Co(I))‖q‖2S ≤
1
2
√√√√ M∑
k=1
k2Ck ‖q‖2S ,
and hence,
d(z0, Co(I)) ≤ 12
√√√√ M∑
k=1
k2Ck
and this completes the proof. 
Proof of Theorem 1.3. Take into account that if the unit zero countingmeasures of a sequence of polynomials {pn} converge
(in the weak-* topology) to a certain measureµwith compact support, and K is a compact subset ofC\Co(suppµ)without
limit points of zeros of {pn}, then:
lim
n→∞ |pn(x)|
1/n = exp(−Vµ(x)), (30)
uniformly on K . On the other hand, Lemma 3.1 yields that for each n, the zeros of the monic rescaled Sobolev orthogonal
polynomial Rn,0(x) = Rn(x) = a−n0,nSn(a0,nx) lie in the half-strip{
z ∈ C/− C
a0,n
≤ =(z) ≤ C
a0,n
,R(z) ≥ − C
a0,n
}
,
with the constant C given by (29). Since Theorem 1.2 implies that these zeros asymptotically distribute asµeq, when ηk > 0,
and as µα0 , when ηk = 0, then taking into account (30), the expression of their potentials (21)–(22) and the asymptotic
behavior of a0,n (see (7) and (8)) yield (17). 
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