Abstract-Percutaneous Puncture is the first step of minimally invasive spine surgery and has a great visual problem. Although the augmented reality methods are able to deal with the visualization challenge, these methods still utilize artificial patterns as alignment markers to implement virtual-actual merging. Occlusion, shift and damage of these artificial markers will lead to failure of navigation. Therefore, this paper presents a novel framework of augmented reality navigation for percutaneous puncture. We redesign the mobile C-arm with RGB industrial camera. The feature points of lumbar vertebra image are applied as natural markers to achieve augmented reality. We integrate the preoperative 3D model, intraoperative 2D X-ray image and intraoperative 3D scene to provide a straightforward and seamless navigation. Preliminary experiments are conducted on spine phantom in box. The qualitative and quantitative experimental results show that our proposed method performs more accuracy navigation for entry-point localization than another state-of-theart method.
I. INTRODUCTION
Minimally invasive spine surgery (MISS) is performed more frequently due to its various benefits including increased safety, decreased scarring, faster recovery and less postoperative infections [1] - [4] . Technically, Percutaneous Puncture is the first step of MISS and has a great visual problem. The operative field is entirely invisible, because no incision was made. To compensate this visualization shortage, MISS usually utilizes image-guided navigation to assist surgery procedure. However, traditionally navigation has some limitations. First, it uses too much X-ray imaging equipment which makes patient and surgeon suffering to high radiation dose exposure. Second, the surgeons have to frequently change the coordinate among different navigation images. Third, the imaging modality is too single to assist surgery procedure accurately [5] , [6] .
Recently, augmented reality (AR) methods are wildly applied in minimally invasive surgery navigation. The AR methods are able to merge the virtual model and actual scene captured from different imaging modalities. By integrating the coordinate of different modalities, AR methods provide a straightforward and seamless navigation to surgeon. Therefore, it is able to solve the problems that mentioned above.
Generally speaking, there are two major types of AR navigation methods: head-mounted display (HMD) based methods and projector system based methods.
HMD based methods used a display device which is worn on the head and let surgeon to see through the patient [7] . Prendergast et al. [8] accomplished a bead-passing task with a high-resolution HMD, which is a preliminary study to train the fundamentals of laparoscopic surgery. Abe et al. [9] applied a square marker sheet to avoid consuming registration and visualized the needle insertion point on the skin of patient. Chen et al. [10] developed AR-based surgical navigation system using an optical see-through HMD, which needs optical tracking system to obtain the orientation of the HMD. Sadda et al [11] also used optical tracking system to display small multiple pictures in the HMD. However, this type of AR navigation increases the number of coordinate transformation and only the surgeon who wears the device could see the navigation.
Projector system based methods project the patients preoperative 3D model onto the surgery region of patient. Wu et al. [12] proposed a camera-projector system, which can automatic detect skin markers in order to register the 3D model and the back surface of the patient. Navab et al. [13] designed a camera augmented mobile C-arm to perform navigation. It aligns the optical center of camera and C-arm by a double mirror construction component. Otake et al. [14] , [15] applied a hybrid fiducial which attached to the bone to implement the registration of 3D model and 2D X-ray image. Kim et al. [16] also used a reference pin as a reliable checkpoint for instrument navigation. De et al. [17] introduced a virtual fluoroscopy system, which used geometric calibration method to achieve 3D-2D registration of patient. Chang et al. [18] studied a framework of calculating optimum transformation matrix between C-Arm and CT image. Nevertheless, projector system based methods mostly need artificial markers which is prone to failure of navigation.
In this paper, we introduce a C-arm based image-guided framework to navigate percutaneous puncture of minimally invasive spine surgery. To integrate the various coordinate of different imaging modalities, the intraoperative C-arm is redesigned which augmented with RGB industrial camera. Furthermore, in order to avoid of artificial markers, we manually choose some feature points of lumbar vertebra as natural markers to integrate the virtual 3D model and actual patient scene. Section II describes our method in greater detail.
II. METHODS

A. Overview of the Image-guided Percutaneous Puncture System
Our proposed image-guided percutaneous puncture navigation system involves integration of preoperative planning, intraoperative virtual model and intraoperative actual scene as shown in Fig. 1 . Firstly, we use preoperative CT to generate 3D lumbar model and puncture path planning (including entrypoint and puncture trajectory). Secondly, a Convolutional neural network method is introduced to detect eight feature points from the 2D X-ray image. Then in order to change the preoperative 3D model to intraoperative pose, an iterative closest point method (ICP) method is used to implement registration between preoperative 3D lumbar model and intraoperative 2D X-ray image. Finally, we redesign the intraoperative mobile C-arm which use the camera attached C-arm to capture and reconstruct the actual scene of the patient. After the calibration of the camera, according to the basic principle of perspective projection, intraoperative actual scene is aligned with virtual model.
B. Preoperative 3D Model and Intraoperative 2D Image Registration
The intraoperative mobile C-arm is capable to capture the patients anatomy information during surgery procedure. But the 2D X-ray image is not able to provide 3D visualization of preoperative planning which is of great significance to navigation. Therefore, preoperative 3D model should be registered to intraoperative 2D image. By the registration method, a transformation matrix is obtained to align the same point in two modalities of one anatomical structure. In this study, we apply a feature fusion CNN method proposed in our previous research work [19] in order to compute the transformation matrix between preoperative 3D model and intraoperative 2D image.
Firstly, to facilitate the registration, several feature points is manually chosen as shown in Fig. 2 . We choose eight feature points of lumbar vertebra, such as left and right tip of superior articular process, left and right tip of transverse process, left and right tip of inferior articular process, and superior and inferior tip of spinous process. Secondly, to simulate multiple view imaging of mobile C-arm, digitally reconstructed radiograph (DRR) is used to generate multiple viewpoint 2D images from 3D CT lumbar model. Then, these DRR images with manually chosen feature points is treated as input training data of our CNN model. The architecture of our proposed CNN model is illustrated in Fig. 3 . In this CNN model, two different types of convolutional kernels are exploited to obtain two different kinds of features. The 2D Gabor kernel is able to depict four different orientations texture features of the lumbar X-ray image. Meanwhile, the Sobel kernel is able to depict the shape features of lumbar X-ray image. The fusion of two CNN is achieved by principal components analysis (PCA). The trained CNN model is capable to detect the manually chosen feature points of each lumbar vertebra from X-ray images. Finally, we calculate the relative transformation matrix between preoperative 3D model and intraoperative 2D image by the follow function:
where P xray and P ct are feature points in X-ray image and CT model, respectively. R is a 3 × 3 rotation matrix and T is the translation vector.
C. Calibration of Camera-C-arm System
Optical camera and C-arm are different in imaging modality. As shown is Fig. 4 , the optical camera is pinhole imaging model and the C-arm is perspective projection model. Therefore, the calibration of camera-C-arm system contains two stages. The first stage is calibration of the camera in order to acquire the intrinsic and extrinsic parameters. We use structure from motion (SFM) [20] method to calibration the camera and reconstruction the scene of patient. At the same time of C-arm rotating, the camera attached on C-arm can capture a series of images of patient scene. We can calculate the relative pose between camera and patient and reconstruct the surface of the patient. Then, the second stage is alignment the camera center and X-ray source point. We use markers both seen with camera and C-arm. These markers are placed on the detector, and then the transformation matrix is calculated by aligning the two images captured by camera and C-arm. 
D. Virtual-Actual Space Alignment
After the calibration of camera-C-arm system, the key point of virtual-actual alignment is to determine localization of the lumbar model in the camera scene. Contrary to traditional virtual-actual alignment method, we use feature points of lumbar vertebra as natural markers. Although, feature points of lumbar vertebra are invisible to camera, we already calibrate the camera and C-arm. Therefore, we compute the localization of lumbar vertebra related to X-ray source point, meanwhile, we determine the localization of lumbar vertebra related to scene from camera. Because the imaging principle of Carm satisfy the perspective projection, the following objective function is introduced to calculate the transformation between lumbar vertebra and C-arm:
where D ij denotes the distance between two feature points in 3D model. D ij denotes the distance between the same two feature points in 2D X-ray image. R va and T va denote the rotation matrix and translation vector between virtual model and actual scene, respectively. By iterative computing, R va and T va can be determined when F va reaches the minimum.
III. EXPERIMENTAL RESULTS
A. Experimental Materials
In our experiments, the Siemens ARCADIS Varic C-arm is redesigned with an RGB industrial camera. The positional accuracy of this experiment is 0.1 mm. To evaluate the performance of our proposed method, a spine phantom of 3B Scientific company is used for qualitative and quantitative experiments. The phantom is first attached with several markers and then put into a box. Furthermore, we attach several markers on the C-arm and camera so that the localization will be tracked by Vicon system. To test the accuracy of navigation, we use two vertically crossed needles which also attach three markers as shown in Fig. 5 . 
B. Evaluate the Calibration of Camera-C-arm System
To calibrate the camera and C-arm, we put some markers on the detector plane of C-arm, as shown in Fig. 6 . The RGB image and X-ray image are captured from camera and C-arm, respectively. Both the RGB image and X-ray image contain all the markers on the C-arm detector. We adjust the position of two images so that all the markers are aligned perfectly. Then, we calculate the transformation between camera and C-arm.
At the same time of C-arm rotating, the camera attached on C-arm can capture 28 images of the phantom scene. These images can acquire features of box surface from different views, which is important for the phantom scene reconstruction. The structure from motion method is exploited to calibrate the pose of camera and reconstruct the phantom scene. Therefore, the relative pose between camera and phantom is obtained after the surface of the box is reconstructed, as shown in Fig. 7 and Fig. 8 .
C. Evaluate the Virtual-Actual Space Alignment
We manually choose 10 puncture paths in preoperative planning in order to validate the performance of our navigation approach. In this experiment, two vertically crossed needles which attach three markers are used to insert the lumbar phantom in the box using the virtual-actual alignment navigation. The preoperative planning provides puncture points and puncture paths simultaneously. The vertically crossed needles with three markers insert the box along the paths according to the preoperative planning. The actual poses and positions of the needles is captured by Vicon system. Two example puncture results is shown in Fig. 9 . Table I displays the quantitative evaluation results of our approach with another state-of-the-art method. We compare the error distances to evaluate the accuracy of navigation. It can be seen that, the mean and standard deviation of error distances are 2.1 ± 1.3(mm) by our method and 4.7 ± 1.6(mm) by Wen's method [1] , respectively. Obviously, because of using the lumbar feature points as natural markers, our approach performs more accurate in puncture point localization than Wen's method [1] which using artificial pattern as markers.
IV. CONCLUSIONS
This paper describes our proposed AR navigation approach. We introduce a novel framework of C-arm based imageguided percutaneous puncture of minimally invasive spine surgery. To integrate the various coordinate of different imaging modalities, we redesign C-arm with RGB industrial camera to merge virtual 3D model and actual patient scene. Contrary to traditional AR approaches, our proposed approach uses manually chosen feature points as natural marker in order to avoid of artificial markers. Experiments conducted using spine phantom and our method performed more accuracy in puncture point localization than another state-of-the-art method.
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