Recently, Paramananda et al. ͓Phys. Rev. E 56, 239 ͑1997͔͒ have reported the suppression of spatiotemporal chaos using a feedback technique. We present analytic results for the same and compare with numerical results presented in this work. We also suggest an improved method for stabilizing periodic solutions and achieving target cluster states in a spatiotemporal system.
Control of spatiotemporal systems is an important and difficult problem which has attracted attention of late. One of the methods for control was propsed by Ott, Grebogi, and Yorke ͑OGY͒ ͓1͔. It requires reasonable knowlege of dynamics and is well suited for low-dimensional systems. The other method is feedback ͓2,3͔ ͑see also ͓4,5͔͒ which does not need it and is thus suitable for very large dimensional systems. ͑Engineers have been using this method for quite some time.͒ In dynamical systems, achieving synchronization is often referred to as control. This happens since quite a few times the synchronized state is indeed a desired state and working out the conditions for synchronization is tantamount to the conditions for control. ͑Good examples from an applications point of view would be Josephson junction arrays and synchronizing electrical circuits for secure communication.͒ Apart from that, from a control theory point of view these two problems turn out to be very similar ͓6͔. Coupled map lattices have been a prototypical toy model for spatiotemporal systems. Methods which have been tried in this context include pinning which basically gives a feedback to the system from the desired orbit at periodically spaced sites ͓7͔. Feedback has an appeal in high-dimensional systems due to its simplicity. Of late, Paramananda, Hildebrand, and Eiswirth have studied coupled map lattice systems with feedback and obtained some encouraging numerical results ͓8͔. In this work we will be presenting some analytic calculations along similar lines.
Let us consider a straightforward case of a single map with feedback. The equation is of the type
This is a two-dimensional system which we can express as (x nϩ1 ,x n )ϭF(x n ,x nϪ1 )ϭ"f (x n )ϩ␥(x n Ϫx nϪ1 ),x n … and one can write the Jacobian at time t as
The eigenvalues of this matrix give the stability constraints.
We will see that in a spatially extended system, also, these constraints stay, though some more conditions come in. For the other functional form which is attempted,
where X F is a stable fixed point ͓ f (X F )ϭX F ͔, it remains a one-dimensional system. But it is easy to see that the stability condition is simply that ͉ f Ј(x)ϩ␥͉Ͻ1. However, it is clear that the periodic orbit solution for a period higher than unity will not be the same as for the ␥ϭ0 case in the case of Eq. ͑1͒ or ͑3͒. Consequently ͑as also noted in ͓6͔͒, in the case of a periodic solution with period p, X 0 ,X 1 , . . . ,X pϪ1 , the control does not go to zero asymptotically. A simple solution to this problem would be to drive the system as
instead of Eq. ͑1͒. Similarly, instead of Eq. ͑3͒ we can have the evolution rule
where nϭkpϩr, k is an integer, and 0рrрpϪ1. The stability conditions are ͉͟ iϭ0 pϪ1 f Ј(X i )ϩ␥͉Ͻ1. Of course, one may choose to apply this feedback only rarely; e.g., one may drive the system as
Here the stability condition changes and is given by ͉ f Ј(X 0 ϩ␥)͟ iϭ1 pϪ1 f Ј(X i )͉Ͻ1. Thus one may choose to apply perturbations only at those points on the orbit which have strongly expanding eigenvalues. Various states, which are on the same orbit but differ in phase, do not remain equivalent in this kind of driving. Apart from the fact that control goes to zero asymptotically, one more advantage is that the stabilized states are the periodic solutions of the function f and not the altered states. The strategy in Eqs. ͑5͒ and ͑6͒ can help in getting rid of clustered states ͑which will be defined later͒ in coupled map lattices. One more interesting point to be noted is that the above stability conditions do not ensure that if a state were stable without feedback, it would stay stable. ͑This prompts another possibility of using feedback to increase chaos.͒ Now let us consider the coupled map lattice system. Let us consider the local feedback
͑7͒
This is a 2N-dimensional system. We can write (X tϩ1 ,X t ) ϭG(X t ,X tϪ1 ) where X t ϭ"x t (1),x t (2), . . . ,x t (N)…. The Jacobian J t at time t is given by
where 0 N is an NϫN matrix with all entries 0. 1 N is an N-dimensional matrix with all entries 1. The matrix A t is given by
We assume periodic boundary conditions ͓10͔. It is easy to see that for the homogeneous solution the matrix A t is a circulant matrix ͓9,11͔. It can be diagonalized by a Fourier matrix F, the entries of which are independent of the matrix being diagonalized. We also note that the matrix 1 N is also circulant and thus diagonalizable by the same matrix. The identity matrix remains unaltered under a similarity transformation under the Fourier matrix and so is the case with 0 N . Thus the above matrix has four NϫN blocks, all of which can be diagonalized by the Fourier matrix. Let us define U t ϭG Ϫ1 J t G where
͑10͒
It is easy to see that
where each of the blocks is an N-dimensional diagonal matrix.
A d has elements
. By a simple rearrangement of variables
the above matrix can be cast in a block diagonal form of N blocks of 2ϫ2 matrices. The required similarity transformation is easy to derive. Thus
where
We denote by L i the blocks corresponding to linearization around the fixed point. The stability conditions will be given by the eigenvalues of each of the blocks. It is interesting that L N is the stability matrix for a single map. 
In this case the analysis can be done in a similar way to the above since the essential symmetries which faciliated the reduction of the problem of diagonalizing the 2Nϫ2N matrix to N matrices of size 2 are still there. It is easy to check that in this case A d (N,N)ϭ f Ј"x(t)…ϩ␥ which is the same as in the case of local feedback. However,
. . ,NϪ1) and they do not depend on ␥. B d (i,i)'s (iϭ1, . . . ,N) remain unchanged. Thus there is no possibility of stabilizing the unstable fixed point with this feedback since one of the eigenvalues ͑in the large-N limit͒ will approach f Ј(x F ) for the synchronized fixed point. Thus it is not a surprise that Paramannda et al.
are not able to stabilize the homogeous state starting with arbitrary initial conditions. However, they do the following. They reset the parameter to get a system in a synchronized state. Later they reset the parameter back to the old value and add control and say that applying control leads to a synchronized state. The reason why this works is that the evolution equations are such that if you start the system in a synchronized state, the system will stay synchronized. Now the question is why it goes to a fixed point which was previously unstable. The mode under consideration now is only the homogeneous mode. Stability of this mode essentially means that a single map can be stabilized by feedback. Thus if an unstable fixed point of a single map can be stabilized by feedback, one could go to a homogeneous fixed point state starting from the synchronized initial condition. However, one should note that starting with a small disturbance around the homogeneous state it will not be possible to stabilize the system to a homogeneous unstable fixed point. Since a single system can be stabilized with feedback for ␥ (0.43, . . . ,1) ͑for aϭ1.81), one can observe a homogeneneous unstable fixed point in this regime with synchronized initial conditions which is possible in numerical simulations. Now an interesting observation can be made. This could be done because the Nth block has a very different structure from the rest of the blocks. This gives a possibility that one of the eigenvalues can be well separated from the rest. Thus it may even be possible to have synchronous chaos in systems with feedback if one starts with a synchronized state.
The above analysis for a synchronized state can easily be extended to the case when feedback is from a state p time steps before the current time step. Let the evolution be of the type
͑15͒
The stability conditions for a synchronized state can be simply derived using a similar technique as above. We will write the final result. The Jacobian in the above case is the pNϫpN matrix which can be reduced to N matrices of size pϫp in block diagonal form as Eq. ͑12͒ except that each of the blocks now is a pϫ p matrix given by
Linearization is around the homogeneous state at time t. Thus the stability conditions will be given by the eigenvalues of the N product matrices given by L i ϭ⌸ iϭ1 p L i (t). This can be done since the above form is obtained by similarity transformations which do not depend on individual matrices but their symmetries. It is interesting that L N is the stability matrix for a single map. Thus if a single map could not be stabilized by feedback, the lattice cannot be stabilized by the feedback. The periods stabilized could be p and its harmonics. For example, applying feedback after ten iterates may result in periods 1, 2, 5, or 10 if the control signal goes to zero. If a fixed point, i.e., period unity, is stabilized, then the conditions are very simple. In all the blocks other than L N , B d (i,i)ϭ0. Thus the stability conditions are given by the eigenvalues of the matrix A d . The eigenvalues of A d at time t are bounded between (1Ϫ2⑀) f Ј(x t )ϩ␥ and f Ј(x t )ϩ␥.
Thus the conditions are that eigenvalues of a single map with feedback linearized around fixed point should be within the unit circle in the complex plane and that ͉(1Ϫ2⑀) f Ј(x F ) ϩ␥͉Ͻ1 and ͉ f Ј(x F )ϩ␥͉Ͻ1. For higher periods, the stability condition will be that eigenvalues of matrices ⌸ tϭ1 p L i (t) be in the unit circle for iϭ1, . . . ,N as explained above. Since B d (i,i)ϭ0 for i N, the eigenvalues are just a product of A d (i,i)'s at successive times for blocks other than the Nth block.
In the Ref. ͓6͔, other structures apart from the homogeneous state which are observed are clustered attractors. These are unsynchronized periodic attractors with period other than unity. There are two points to be made. ͑a͒ The clustered state depends entirely on the initial conditions and with a simple evolution rule as above one cannot target it to a desired clustered state. ͑b͒ Control does not go to zero asymptotically. Now if one wants to have a control mechanism, one should be able to suggest a way in which a desired clustered state can be achieved starting with random initial conditions and also a mechanism to switch between different cluster states. The physical origin of the clustered states is easy to see. In the case of a single map, the dynamical evolution leads to states periodic with period p, say, X 0 ,X 1 , . . . ,X pϪ1 . For zero coupling p N states are asymptotically possible for an assembly of N maps ͑actually, p
