ABSTRACT
Many social phenomena involve a set of dyadic relations among agents whose actions may be dependent. Although individualistic approaches have frequently been applied to analyze social processes, these are not generally concerned with dyadic relations nor do they deal with dependency. This paper describes a mathematical procedure for analyzing dyadic interactions in a social system. The proposed method mainly consists of decomposing asymmetric data into their symmetrical and skew-symmetrical parts. A quantification of skew-symmetry for a social system can be obtained by dividing the norm of the skew-symmetrical matrix by the norm of the asymmetric matrix. This calculation makes available to researchers a quantity related to the amount of dyadic reciprocity. Regarding agents, the procedure enables researchers to identify those whose behavior is asymmetric with respect to all agents. It is also possible to derive symmetric measurements among agents and to use multivariate statistical techniques.
Social phenomena have often been investigated by methods focused on individuals, even when social studies involve more than one agent. In the individualistic approach, agents are represented as making choices and behaving without considering the behaviors of other agents. These research methods focus on agents' attributes, but are not concerned with their social relations and do not generally take into account the social environment within which agents are embedded. It should be noted that if the individualistic approach is used, the independence of each agents' behavior from other agents' actions is assumed.
There is no doubt that the individualistic approach allows researchers to discover significant patterns in social systems, but it is not so obvious to what extent it is useful for extracting regularities from agents' interactions.
As an alternative, many social interactions studies use round robin designs (Kenny, 1994) to investigate social interactions among agents. In reciprocal round robin designs (Kenny & Albright, 1987) , each agent interacts with every other agent in the group. An agent is called an actor when it initiates some kind of action addressed at other entities. The recipients of the actors' actions are called receivers or partners. However, other researches are not planned as an exhaustive study of interactions between every pair of agents: The number of actions each agent directs at other agents is recorded, and it is assumed that all agents are able to interact in a dyad. In both cases, the dyad is the unit of analysis, and some measurements of dyadic relations can be used to describe the whole social system, either at group or individual level. Because research carried out to round robin designs does not usually consider self-directed actions, the principal diagonal of a sociomatrix will be empty, a dash often being employed to denote that this measurement is not allowed.
Social interactions between members of a group are frequently non-transitive, and the measure of relationship between each pair in a finite aggregate of individuals is commonly asymmetrical. Unfortunately, many statistical techniques are not appropriate for analyzing asymmetric and non-transitive data. The inconsistency between the characteristics of social phenomena and the assumptions of statistical techniques has been recognized when pair of agents is set as the unit of analysis. Hence the need to develop and propose appropriate statistical tests (Appleby, 1983; Hemelrijk, 1990a; 1990b; Kendall & Babington Smith, 1940; Landau, 1951; Rapoport, 1949; de Vries, 1993; 1995; 1998; Warner, Kenny, & Stoto, 1979) .
A correlation statistical approach has been intended for developing a statistical test in which reciprocity and interchange can be quantified as a correlation value (Hemelrijk, 1990a; 1990b) . The procedure considers the dependency within dyads of agents and statistical significance is found by means of permutation tests. In Hemelrijk's articles, the concepts of reciprocity and interchange in social interactions are clearly distinguished. Briefly, animals may make interchanges between themselves by directing dissimilar kinds of behaviors at each other, and not always establishing the same reciprocation. For instance, one can think of an animal helping its partners in fighting, but receiving grooming in return. In fact, studies in which one category of behavior is considered to measure reciprocity in the social system could not represent group social interactions at all, it being also necessary to take interchangeable behaviors into account in the mathematical and statistical analysis.
Another approach decomposes the variance of a sociomatrix into several effects (Warner, Kenny, & Stoto, 1979) . This model is called the Social Relations Model (SRM; Kenny & La Voie, 1984) and assumes that the individual attraction of agent i toward agent j is an additive linear function of a constant parameter, the actor effect, the partner effect and the relationship effect. The constant parameter equals the mean of all round robin data in the study. The actor effect represents the tendency of an agent to act. The partner effect measures the tendency of an agent to be the receiver of actions from other agents. In the SRM, actor and partner effects are considered unobservable quantities about which inferences must be made (Lashley & Bond, 1997) . For inference purposes, the SRM uses a two-way analysis of variance (ANOVA) where columns and rows of the sociomatrix correspond to the factors of the ANOVA statistical model. The actors are a sample of a population and, as a consequence, a random-effects ANOVA is needed to carry out the social relations analysis. The SRM separates reciprocity at generalized and dyadic levels.
While generalized reciprocity refers, for example, to whether people who are seen by others as having a given trait also see others as possessing the same trait, dyadic reciprocity corresponds to the relationship between individuals in pairs. This model has been extended for triadic relations (Bond, Horn, & Kenny, 1997) . The SRM also allows estimation of the degree of dyadic and generalized reciprocity by means of correlation coefficient values, but it does not enable researchers to know to what extent each agent contributes to reciprocity.
The hierarchy index proposed by Landau (1951) allows researchers to quantify a latent dimension of the social structure and requires each agent in a pair to be categorized as dominating or not dominating with respect to the other. This transformation suppresses quantitative information and does not consider the magnitude of the difference between two-way measurements in a dyad. Thus Landau's index dichotomizes the dominance relations between every pair of agents in a dyad, even though a dominating relationship between them may not be clear. If the index took into account the magnitude of the difference between the two-way measurements in a dyad, it could make a distinction between apparent and ambiguous dominance relations. In the next sections we describe and put forward a new method that may be a solution to this problem, although it is specifically referred to social reciprocity and interchange.
In general, a sociomatrix is a square matrix because researchers are often interested in studying all possible social interactions between members of a group.
However, a common problem with square matrices with interpersonal perceptions or social interaction data is that although it often seems reasonable to assume that a distance interpretation underlies the empirical data, the lack of symmetry makes statistical methods unavailable. According to Constantine and Gower (1978) , a distance interpretation is often so attractive that a matrix X, which contains any kind of interaction data between entities, is not infrequently transformed into a symmetric matrix, ignoring departures from symmetry that may be informative.
Decomposing a square matrix X into its symmetrical and skew-symmetrical parts makes it possible to represent the objects in two geometrical spaces (Constantine and Gower, 1978) , but social researchers may prefer a unique display in which the interpretation can be more parsimonious. Borg and Groenen (1997) used a ratio to quantify the magnitude of symmetry in an asymmetric square matrix X, although no substantive interpretation was made. The method we present in the following sections is based on Constantine and Gower's and Borg and Groenen's propositions. The decomposition of a square matrix into its symmetrical and skewsymmetrical parts has also been used to analyze proximity data in social studies (de Vries, 1993) .
In short, although many important problems in social interaction analysis seem to have been resolved, some still await a solution. Regarding these remaining problems, it has been pointed out that a procedure capable of detecting how much each agent contributes to the effects in reciprocity quantification at group level would be useful for analyzing social systems (Hemelrijk 1990b) . Our study also tries to achieve some insight into this problem by means of decomposing the skewsymmetry, or if preferred the symmetry, into those parts that can be assigned to agents.
Our main purpose was to develop an analytic method for carrying out a holistic analysis of social groups, but assuming that global phenomena depend on dyadic interactions. The model is intended to describe the social system as an entire entity, in order to quantify the agents' dyadic relations and to achieve a numerical description that enables social researchers to represent agents in a unique geometric space. Other techniques have been put forward, but these do not take absolute differences among agents' behavioral frequencies into account. Most are concerned with association patterns, and that is why different coefficients of association are being proposed to quantify social phenomena.
A QUANTIFICATION OF SKEW-SYMMETRY
To analyze asymmetric matrices, Constantine and Gower (1978) proposed decomposing these types of matrix into their symmetrical and skew-symmetrical parts. An independent geometrical representation of each part can then be obtained as a solution to the problem of representing entities or objects in a Euclidean space.
Although this procedure enables social researchers to represent agents in an underlying geometrical space, it does not give a global quantification of the reciprocity in the whole social system, at group level. This matrix decomposition is used in the present study to quantify the global reciprocity in social systems.
Following Hemelrijk (1990b) , reciprocity and interchange among all pairs of group members can be studied in two ways: a model based on acting by one and reacting by another agent, the actor-reactor model, and another based on acting and receiving by the same individual, the actor-receiver model. According to Hemelrijk (1990b) , we define dyadic reciprocity in this paper as the exact matching 
where x ij and n denote a measure of any behavior that the i-th agent directs to the jth agent and the number of agents, respectively. Note that x ii = 0 for all agents, meaning that self-directed actions are not allowed.
Every square asymmetric matrix X with n rows and n columns can be additively decomposed into a symmetric matrix and a skew-symmetric matrix. That is, 2 2
where S is a symmetric matrix and K a skew-symmetric matrix, also called antisymmetry matrix. S is a symmetric matrix if S' = S and K is a skew-symmetric matrix if K' = -K. It should be noted that the diagonal elements of S and K would be always zero. Thereafter, we represent the elements of matrix S and K by s ij and k ij , respectively. The matrix K corresponds to the departures from symmetry, and the elements of a skew-symmetric matrix can be understood as representing the lack of balance in reciprocity between agents. According to the definition of a skew-symmetric matrix, its elements show the following property: k ij = -k ji . This property describes the departures from the symmetry, which is represented by the matrix S. Symmetry matrix is defined as the average of the elements x ij and x ji , which corresponds to the reciprocity balance, and then s ij = s ji .
The formula (1) enables the decomposition of the sum of squares into two parts, one due to symmetry and another to skew-symmetry. Given that S and K are orthogonal matrices, the cross-products are all equal to zero (Borg & Groenen, 1997, pp. 403-404) or, equally, tr(SK) = 0. This result allows us to rewrite the sum of squares due to the symmetry and the sum of squares due to the skew-symmetry as a ratio with respect to the sum of squares of the matrix X. That is,
where Ψ and Φ denote the proportion of the symmetrical and skew-symmetrical parts of an X matrix, respectively. The value of tr(X'X) will equal to zero only if all the elements of the X matrix are zero, X being a null matrix. The previous equality relates the indices of symmetry and skew-symmetry, denoted by Ψ and Φ, in such a way that it allows social researchers to compute a whole measurement of the skewsymmetry or, if preferred, the symmetry of a sociomatrix, at group level. In other words, the two indices enable researchers to measure the global degree of reciprocation among all agents, although the interpretation of the values is opposed.
These indices, which are founded on discrepancy and not on a correlation coefficient, are alternative measurements of the global dyadic reciprocity in the social system. The main problem of the two indices is that both are affected by the agents' degree of activity. That is, those agents that are more responsive contribute to a greater extent to the lack of symmetry. However, if one is interested in making a comparison regarding exact matching of the number of directed actions between agents, the two indices seem a reasonable way of quantifying dyadic reciprocity.
One can also note that the algebraic expressions corresponding to the traces of the previous matrix multiplications are as follows:
Ψ ranges from .5 to 1 and, complementarily, Φ varies from 0 to .5 (see Appendix A). The value Ψ = 1 corresponds to a matrix of complete reciprocation.
On the other hand, a value of Ψ of nearly .5 should be interpreted as close to the minimum degree of reciprocity that can be measured in a social system.
Complementarily, the value Φ = 0 also indicates a complete reciprocity among agents, while a value nearly .5 suggests skew-symmetrical relations among agents.
Note that the index of skew-symmetry would take a value Φ = .5 if x ij or x ji for all agents equaled zero. Now we can write,
.5 
DECOMPOSING THE SKEW-SYMMETRY
Although a quantification of skew-symmetry allows social researchers to describe the lack of reciprocity at group level, most researchers are interested in extracting information about individual agents. That is why it is necessary to decompose the total sum of squares assigned to skew-symmetry into the agents'
contributions. The following expression shows how this can be done:
In the latter expression k j denotes the j-th column vector of the K matrix. The quantity φ j describes the contribution of j-th agent to the whole skew-symmetry. It is also possible to obtain the contribution of each agent to the total symmetry as follows:
where s j represents the j-th column vector of the S matrix. As data are usually duration or frequency, interpretation of the indices φ j and ψ j is not appropriate because these measurements are affected by the magnitude of agents' activity.
Therefore, one agent could contribute more than others to the measure of skewsymmetry only as a result of a higher degree of activity. To obtain normalized measurements, the following equality is defined: η j = ψ j + φ j . It should be noted that η j includes the whole contribution of agent j. Now, the symmetry and skewsymmetry ratio for each agent can be written as follows:
The indices λ j and ν j take into account the whole contribution of each agent for achieving a normalized quantification. These indices can be used to identify those agents that are mainly skew-symmetrical in their relationships. Now, by means of algebraic calculus:
The ratios λ i←j and υ i←j correspond to the symmetry and skew-symmetry part of agent j assigned to agent i, respectively. Their boundaries are the following:
The ratios λ i←j and υ i←j are normalized to make comparisons, but researchers would also be interested in comparing υ i←j with υ j←i . In other words, to obtain a dyadic reciprocity measurement that does not depend on agents' degree of activity we only need to compute the quantity υ i←j /υ j and make all the possible comparisons to determine the dyadic reciprocity. Nonreciprocal pairs of agents will show an appreciable difference in their values. A global quantification of this dyadic reciprocity can be accomplished by computing a correlation coefficient as follows:
The value of correlation coefficients must be close to 1 if there is a high degree of dyadic reciprocity, but in practice are only required to be very similar. Regarding this point, it has to be borne in mind that correlation coefficient values are often optimistic descriptions. The reason is that the product-moment correlation coefficient quantifying association is not a discrepancy measure. That is why we propose the following index to measure the degree of dyadic reciprocity:
This index takes values of nearly 1 if all agents reciprocate equally and, conversely, close to zero if agents do not reciprocate similarly. The index κ compares for each pair of agents the discrepancy between the ratios of the skew-symmetry part of agent j assigned to agent i with that of agent i assigned to agent j. If agents reciprocate each other, they will be equally skew-symmetrical. Here, the definition of dyadic reciprocity is founded on the actor-reactor model, as the index κ is a relative measure of agreement.
Another usual description of social interactions is founded on generalized reciprocity. In this context, we adapt the concept of generalized reciprocity in the direction of this question: Is there a match between the global skew-symmetry that each agent gives others and what it receives in return? A minor modification of the formula (9) is used to propose a quantification of generalized reciprocity:
This index should be interpreted as indicating a high degree of generalized reciprocity if its values are nearly 1. The social system shows generalized reciprocity if there is a matching between the global proportion of skew-symmetry that each agent assigns others and what it receives in return. As mentioned above, it would also be possible to compute a correlation coefficient between all pairs of data included into the absolute function, but we are interested here in discrepancy measurements.
Finally, a symmetric matrix, denoted by Ω, can be defined, its elements being as follows: 2 2 2 2 , 0 1 If the behaviors are comparable, in the sense that actions of behavior 1, 2, and so on have identical social value, the problem can be solved by generalizing the above method as follows:
where p denotes the number of different behaviors and X k symbolizes the social interaction matrices for each interaction behavior. The method described could be applied to measure the degree of interchanging at group level and at dyadic level.
It does not seem likely that social interaction behaviors are identical regarding their social values, although this is a common assumption in most research when multivariate statistical analysis is carried out. To approach this problem, a correction should be made in the previous expression, it being reasonable to include weights in formula (12). That is,
where w k represents the corresponding weight for each kind of behavior. How weights are established could vary among species. For instance, the energetic cost of each behavior might be one solution. Another possibility is considering the timeconsuming element of each behavior, but this does not seem a general solution.
AN EXAMPLE
A group of grey mangabeys was recently studied in the Barcelona Zoo (Maté, 1999 ). Its composition is described in Table 1 . We have only analyzed avoiding behavior: The variable of interest considered is the number of times agent i avoided agent j in cases in which j tried to get close to i.
TABLE 1 ABOUT HERE
The following matrix contains the number of times agents in rows avoided their partners when these approached them: 
The matrix X shows that Jo avoided seven times M2 when the second agent tried to approach the first, but M2 only avoided three times Jo. Note that this difference might have been observed as a result of a spurious effect. If M2's degree of activity were larger than Jo's, the difference between both numbers of avoiding behaviors could be a consequence of their differential degree of activity. The collected data, which are specified in matrix X, can be strongly dependent on agents' degree of activity. If an agent tends to approach others more than its partners do, a larger number of avoiding behaviors from that agent is expected to be there is an appreciable degree of skew-symmetry regarding interactions between agents. In other words, the results indicate a lack of global reciprocity. Table 2 includes the values of several indices for agents, at individual level. The part of the skew-symmetry accounted for by the behavior of agent M2 is greater than that of other agents, followed by the part of agents K2, Mo, J3, Jo, V, K1, and M3, respectively, if the values of skew-symmetry index φ j are considered. A similar analysis could be carried out if the values of symmetry index ψ j were taking into account. However, it should be remembered that both indices are affected by the agents' degree of activity. In order to enable normalized comparisons, λ j and υ j should be used to identify those agents that show a larger contribution to symmetry or complementarily skew-symmetry. If one considers υ j , V is the agent that shows the largest degree of skew-symmetry, followed Mo, Jo, K2, M2, J3, K1, and M3. The differences between the values of the agents' indices are so remarkable that we can conclude that some agents behave quite differently in their avoiding patterns.
TABLES 2 AND 3 ABOUT HERE
The value κ ≈ .630622, which can be computed from the data in Table 3, suggests an intermediate degree of dyadic reciprocity. One could analyze the terms of formula (9) to detect agents' contribution to the value of the index. By adding together the appropriate terms of the index κ it is possible to measure each agent's contribution to the lack of dyadic reciprocity. The value ε ≈ .569946 indicates a medium degree of generalized reciprocity.
Using data in Table 4 , if a multidimensional scaling is carried out, the proportion of variance accounted for by the two-dimensional solution equals .52934
and the stress value is equal to .27930. A solution of higher dimension is not considered because the interpretation of the third dimension is not clear from a substantive point of view. A two-dimensional display is shown in Figure 1 . The first dimension seems to be associated with rivalry, while the second could be described as social hierarchy. 
DISCUSSION
We have proposed two complementary indices, which should allow social researches to quantify the degree of matching between the actions that actors direct at their partners, in order to describe social systems. We follow earlier work of Constantine and Gower (1978) and Borg and Groenen (1997) , who used a ratio of symmetry for asymmetric square matrices. The ratio of skew-symmetry can then be easily derived as its complementary. Although this whole quantification enables researchers to describe social systems at group level, in many studies it also seems necessary to carry out an analysis at individual level. So, by decomposing the sums of squares, we have derived several indices that allow social researchers to describe the social systems at this level. Researchers can also obtain a symmetrical matrix and display the agents in a Euclidean space, it being possible to interpret its dimensions in social terms.
Although we propose this method to analyze reciprocity, it can be also applied to quantify social interchange and other social interactions. If social interchange is represented by several socio-matrices, each corresponding to a kind of behavior, a new matrix could be generated as the sum of the elements of all the matrices. The method of decomposing the matrix into its symmetrical and skew-symmetrical parts should then be applied. However, there is a problem in following this procedure if the different behaviors are not comparable for all agents. Although, for instance, we could weight each behavior according to its energetic cost it does not seem clear enough how the weights could be determined.
Following Hemelrijk (1990b) , it would be desirable to develop a procedure capable of detecting how much each agent contributes to the significant effects in reciprocity quantification at group level. The technique described in this does allow researchers to identify the agents' contribution to the whole symmetry, or if preferred, skew-symmetry and, as a consequence, enables researchers to sort agents on the basis of their contributions. Zielman and Heiser (1996) pointed out that the matrix K describes the departures of symmetry and can be understood as the preference or dominance part of an asymmetric matrix. This notion seems critical in the sense that it links linear algebra decomposition with psychological meanings and it could be reasonable for many psychological and social data to be analyzed taking into account symmetry or skew-symmetry. Could the method described in the present paper be a procedure for quantifying dominance relations? Although this seems a reasonable possibility, we believe that only social researchers may have the answer. In our view, it is not an analytical question and requires empirical knowledge about dominance relations.
We do not recommend applying the procedure discussed here in any study of reciprocity or interchange. There are other methods that may be more suitable if the focus of the study consists of detecting correlations or partial correlations between several social interaction behaviors (Hemelrijk, 1990a; Hemelrijk, 1990b) , comparing the strength of sequential associations within single dyads (Yoder, Bruce, & Tapp, 2001) or partitioning the variance of a measure of social interaction into specific components (Warner, Kenny, & Stoto, 1979) . Furthermore, the method described here, being only a descriptive quantification, does not allow social researchers to use any statistical significance value. Regarding the latter restriction, more research is needed to find adequate statistical tests for making statistical decisions on the indices presented here, at least under certain assumptions.
To sum up, we propose another method to analyze social interaction (i.e., reciprocity and interchange), based on the symmetrical and skew-symmetrical part of a square matrix. The indices of symmetry and skew-symmetry are two complementary ways of measuring the amount of matching between the actions that actors address to their partners and those they receive in return. The method also allows social researchers to detect how much each agent contributes to the symmetry and skew-symmetry of the social system. Finally, the symmetrical matrix Ω enables researchers to represent agents in a Euclidean space by means of multidimensional scaling and the underlying structure in the group to be determined. We hope that readers will find the present method relevant to their own investigations.
That is,
  
After some algebraic operations, It is important to state that if x ij equals zero for all i and j agents, tr(X'X) = 0 then the indices in the formula (2) become undefined. We have assumed throughout the above demonstration that x ij are non-negative values because we are only concerned with duration, frequency, percentage and binary measurements. As a consequence of the demonstration, the maximum value that the index of skewsymmetry can take is less than .5 and, therefore, the minimum value of Ψ is greater than .5. It is not necessary to demonstrate that Ψ is equal to 1 in a matrix of complete reciprocation and, as a result, the minimum value of Φ equals 0.
However, one should note that k ij = k ji = 0 in a matrix of complete reciprocation. Table 1 Composition of the group of grey mangabeys. Table 3 The values correspond to the ratio υ i←j /υ j . Table 4 The values correspond to the ratio ω i←j . 
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Figure 1. The display shows the two underlying dimensions in which the agents are embedded.
These latent social dimensions seem to be associated with rivalry and hierarchy. 
