On some new low storage implementations of time advancing Runge–Kutta methods  by Calvo, M. et al.
Journal of Computational and Applied Mathematics 236 (2012) 3665–3675
Contents lists available at SciVerse ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
On some new low storage implementations of time advancing
Runge–Kutta methods✩
M. Calvo, J.M. Franco, J.I. Montijano, L. Rández ∗
IUMA. Departamento Matemática Aplicada, Universidad de Zaragoza. 50009-Zaragoza, Spain
a r t i c l e i n f o
Article history:
Received 24 September 2010
Received in revised form 21 June 2011
Keywords:
Initial value problems
Runge–Kutta schemes
Low storage implementations
a b s t r a c t
In this paper, explicit Runge–Kutta (RK) schemes with minimum storage requirements
for systems with very large dimension that arise in the spatial discretization of some
partial differential equations are considered. A complete study of all four stage fourth-order
schemes of theminimumstorage families ofWilliamson (1980) [2], van derHouwen (1977)
[8] and Ketcheson (2010) [12] that require only two storage locations per variable is carried
out. It is found that, whereas there exist no schemes of this type in theWilliamson and van
der Houwen families, there are two isolated schemes and a one parameter family of fourth-
order schemes in four stage Ketcheson’s family. This available parameter is used to obtain
the optimal scheme taking into account the ∥ · ∥2 norm of the coefficients of the leading
error term. In addition a new alternative minimum storage family to the s-stage Ketcheson
that depends also on 3s − 3 free parameters is proposed. This family contains both the
Williamson and van der Houwen schemes but it is not included in Ketcheson’s family.
Finally, the results of some numerical experiments are presented to show the behavior
of fourth-order optimal schemes for some nonlinear problems.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
This paper deals with the numerical solution of IVPs for systems of ordinary differential equations
d
dt
u(t) = f (u(t)), u(t0) = u0 ∈ RN , (1)
where the dimension N is assumed to be large, by means of explicit Runge–Kutta (RK) methods. For simplicity, we will
consider only autonomous systems although the results easily extend to nonautonomous systems.
In standard explicit s-stage RK methods [1], the numerical solution un of (1) at the time level tn is advanced to the next
time level tn+1 = tn +∆t by means of the algorithm
un+1 = un +∆t
s
j=1
bjf (Yj), (2)
Yj = un +∆t
j−1
i=1
ajif (Yi), (j = 1, . . . , s), (3)
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where the stages Yj ∈ RN , j = 1, . . . , s are computed successively from (3) with s function evaluations and then by means
of (2) we get the new approximation un+1. Here b = (bi), A = (aij), 1 ≤ j < i ≤ s are the s+ s(s− 1)/2 = s(s+ 1)/2 real
parameters that define the method and can be written in the (s+ 1)× (s+ 1) lower triangular Butcher array
A = (aij)i,j=1,...,s+1 =  A 0TbT 0

≡

0
a21 0
a31 a32 0
...
. . .
b1 b2 · · · bs 0
 . (4)
Observe that introducing the vector notations
Y = (Yj)s+1j=1 ∈ (RN)s+1, with Ys+1 = un+1, f (Y ) = (f (Yj))s+1j=1 ,
and e = (1, . . . , 1)T ∈ Rs+1 the Eqs. (2), (3) can be written as
Y = ∆t(A⊗ IN)f (Y )+ e⊗ un. (5)
In usual applications the free parameters of A are selected taking into account different stability and accuracy
(local-, dispersion- and dissipation-errors) requirements that depend on the class of problems (1) to be integrated. The
implementation of (2), (3) requires in general the use of s + 1 registers of size N to complete each step and there are time
advancing problems which arise in the semidiscretization of some PDEs in which N is very large. This fact implies that the
efficiency of the RK method depends strongly on the number of registers used in the computation and therefore methods
with minimum storage requirements are preferred. Thus, for a given number of stages s, we want to consider minimum
storage methods, i.e. that can be implemented with two N-registers, having the best stability and accuracy properties.
The simplest minimum storage one-step method is Euler’s method that requires only two N-registers and consequently
the simplest s-stage minimum storage method results of a repeated application of Euler’s method with step sizes
cj∆t, j = 1, . . . , s withsj=1 cj = 1, however their accuracy is not enough in many applications. Within the minimum
storage schemes (two registers of size N), the (2N)-schemes of Williamson [2] have been very popular in Computational
Aeroacoustics (CAA) problems in the last years. Thus Stanescu and Habashi [3] have derived several (2N)-schemes with
amplification functions obtained in [4] that minimize the dissipation and dispersion errors for the linear wave test equation.
Other fourth-order (nonlinear) (2N)-schemes with minimum local error were derived in [5]. More recently (2N)-storage
schemes addressed to problems in the field of computational aeroacoustic have been proposed in [6,7]. The advantage of
Williamson schemes over Euler’s compositions is that s-stage Williamson methods have 2s − 1 free parameters and then
allow us to obtain better accuracy and stability properties than in s-stage Euler’s compositions.
Alternative families of minimum storage schemes, proposed in ([8] Eq. (2.2.4)′) and referred to as (2R)-schemes, have
been considered also to derive different low storage methods. They have been extensively studied in [9] to obtain optimal
schemes of several orders having inmind the semidiscretization ofNavier–Stokes equations including also local error control
by embedded pairs (of course with additional storage requirements). Also the authors of the present paper [10,11] have
obtained some optimal (2R)-methods for acoustic problems. It must be noticed that the s-stage (2R)-schemes have also
2s − 1 free parameters and therefore have the same flexibility than the Williamson methods, although it can be seen that
the (2R)- and (2N)-families do not contain the same RK methods.
More recently Ketcheson [12] has derived a new family of s-stage minimum storage RK schemes, referred to as (2S)-
schemes, with 3s − 3 free parameters that does not contain all s-stage (2N)- and (2R)-schemes but possess a greater
flexibility than the above two families. This author has employed these schemes in [13] to obtain optimal strong stability
preservingmethods for hyperbolic conservation laws. Further he has found [12] several four stage (2S)-schemes with order
four. Observe that the class of four stage RK methods depends on 10 parameters and there are 8 (non linear) conditions for
order four. Since in the (2S)-schemeswith s = 4 there are 3s−3 = 9 free parameters, one expects in principle to have a one
dimensional family of fourth-order methods. On the other hand, for the (2N)- and (2R)-schemes with s = 4, the number of
available parameters is 2s− 1 = 7 and we cannot in general to satisfy the 8 nonlinear conditions for order four. However,
for the (2N)-schemes, Williamson has shown in [2] that there exist special (2N)-schemes where some coefficients tend to
zero while others tend to infinity that attains order four when applied to special differential systems with vector fields f (y)
that remain bounded when |y| → ∞.
The aim of this paper is two fold: First of all we want to identify the four stage RK methods with order four that can be
written as (2S)-schemes for general vector fields. It will be found that there are a one parameter family of four stage (2S)-
schemes with order four together with another two isolated schemes. An optimal scheme of this family is selected in the
sense that minimizes the Euclidean norm of the coefficients of the leading error terms. Secondly, a new family of minimum
storage RK schemes that depends on 3s − 3 parameters and extends naturally the (2N)- and (2R)-families is proposed.
Moreover, the relation with the (2S)-schemes of Ketcheson is studied.
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2. Minimum storage explicit Runge–Kutta schemes
According to Ketcheson [12] we will say that the RK scheme (2) and (3) can be implemented with M registers if the
numerical integration of (1) with N ≫ 1 each time step can be computed usingM × N + o(N)memory locations. Denoting
by U and V two registers of size N ≫ 1, under the assumption that the assignment V ← V + f (U) can be made with
2× N + o(N)memory locations, a Williamson s-stage scheme is a RK method that can be written as:
Starting values: V1 = 0, U1 = un, (6)
For j = 1, . . . , s:
Vj+1 = αjVj + f (Uj), Uj+1 = Uj +∆tβj+1Vj+1, (7)
Finally: un+1 = Us+1, (8)
where αj, βj+1, j = 1, . . . , s are the 2s real parameters that define the scheme. Note that since V1 = 0, the value of α1
is irrelevant in (7) and we can take α1 = 0 which implies that the scheme (6), (8) depends only on 2s − 1 parameters. In
additionwewill assume that all βj ≠ 0 because otherwise the scheme can be reduced to another onewith less than s-stages.
It follows from (7) that Uj, j = 2, . . . , s+ 1 satisfy U2 = U1 +∆tβ2f (U1) and
Uj+1 =

1+ βj+1αj
βj

Uj −

βj+1αj
βj

Uj−1 +∆tβj+1f (Uj), (9)
for j = 2, . . . , s. Hence by introducing the vector notations
U = (Uj)s+1j=1 ∈ (RN)s+1, f (U) = (f (Uj)) ∈ (RN)s+1.
Williamson’s algorithm (6), (8) can be written in the Shu–Osher matrix form
U = (M ⊗ IN)U +∆t(Γ ⊗ IN)f (U)+ e1 ⊗ un, (10)
with e1 = (1, 0, . . . , 0)T ∈ Rs+1 andM = MW ,Γ = ΓW lower banded matrices of type
MW =

0
µ21 0
µ31 µ32 0
0 µ42 µ43 0
. . .
. . .
. . .
0 µs+1,s−1 µs+1,s 0
 , (11)
and
ΓW =

0
γ21 0
γ31 γ32 0
0 γ42 γ43 0
. . .
. . .
. . .
γs+1,s−1 γs+1,s 0
 , (12)
with
µ2,1 = 1, µj+1,j−1 = −βj+1αj
βj
, µj+1,j = 1− µj+1,j−1,
γj+1,j = βj+1, γj+1,j−1 = 0.
(13)
Under the assumption that assignments of the form U ← f (U) can be made with N + o(N) memory, van der Houwen
schemes [8] are two register schemes given by the (2R)-algorithm
Starting values: U1 = un and V1 = 0, (14)
For j = 1, . . . , s:
Vj+1 = f (Uj +∆tγjVj), Uj+1 = Uj +∆tbjVj+1, (15)
Finally: un+1 = Us+1. (16)
with the parameters γj, bj, j = 1, . . . , s. Since V1 = 0 we may take γ1 = 0 and the we have again 2s− 1 free parameters.
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Introducing the stage vectors Yj = Uj + ∆tγjVj ∈ RN , j = 1, . . . , s + 1 of the RK method associated to (14), (16), these
vectors satisfy
Y1 = U1 = un, Y2 = Y1 +∆t(b1 + γ2)f (Y1),
Yj+1 = Yj +∆t[(bj + γj+1)f (Yj)− γjf (Yj−1)], j = 2, . . . , s. (17)
These equations imply that (2R)-algorithms can be written in the Shu–Osher form
Y = (MH ⊗ IN)Y +∆t(ΓH ⊗ IN)f (Y )+ e1 ⊗ un, (18)
with Y = (Yj)s+1j=1 ∈ (RN)s+1, f (Y ) = (f (Yj))s+1j=1 ∈ (RN)s+1, andMH ,ΓH lower banded matrices of type (11), (12) with
µj+1,j = 1, µj+1,j−1 = 0,
γj+1,j = bj + γj+1, γj+1,j−1 = −γj. (19)
Observe that the since (2R)-schemes satisfy (17) the corresponding Butcher arrayA = AH , (4) of the van der Houwen
scheme (14)–(16) is
AH =

0
b1 + γ2 0
b1 b2 + γ3 0
b1 b2 b3 + γ4 0
...
...
. . .
b1 b2 · · · bs−1 bs 0
 . (20)
This expression shows that the Butcher coefficients of a (2R)-scheme have a simple expression in terms of bj, γj and this fact
makes it easier the choice of them in some applications.
In Ketcheson schemes [12], also denoted by (2S)-schemes, under the assumption that U ← U + f (U) can be made with
N + o(N)memory, they are also two register schemes given by the algorithm:
Starting values: U1 = un and V1 = 0, (21)
For j = 2, . . . , s+ 1:
Vj = Vj−1 + δj−1Uj−1, Uj = ξjUj−1 + ηjVj +∆tβjf (Uj−1), (22)
Finally: un+1 = Us+1. (23)
Now ξj, βj, ηj, δj−1, j = 2, . . . , s + 1 are the available parameters. Although there are in principle 4s parameters, as
remarked in [12] to have a RK method (2), (3), there are the following relations
δs = ξ2 = 0, δ1 = η2 = 1, 1 = ξj + ηj
j−1
i=1
δi, (j = 3, . . . , s+ 1),
and we have only 3s− 3 free parameters. In addition all βj ≠ 0 to have a non-reducible RK method with s-stages.
Further assuming also that all ηj ≠ 0, after elimination of Vj in (22), it can be seen that Uj satisfy the recurrence
Uj+1 =

ηj+1
ηj
ξj + 1

Uj −

ηj+1ξj
ηj

Uj−1 +∆tβj+1fj −∆t

ηj+1βj
ηj

fj−1. (24)
This equation implies that any (2S)-scheme can be written in the Shu–Osher form
U = (MK ⊗ IN)U +∆t(ΓK ⊗ IN)f (U)+ e1 ⊗ un (25)
whereMK and ΓK are the lower banded matrices of type (11), (12) with
µj,j−1 = ηj+1
ηj
ξj + 1, µj,j−2 = −ηj+1
ηj
ξj,
γj+1,j = βj+1, γj+1,j−1 = −βjηj+1
ηj
.
(26)
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3. Low storage schemes with four stages and order four
There exist a complete description of all four stage RK methods with order four that can be found in many textbooks on
numerical solution of IVPs (see e.g. [1]). In this section we will study whether or not these methods can be written as low
storage schemes of the above types.
First of all let us recall that there are four families of fourth-order RKmethods Fj, j = 1, . . . , 4, depending on one or two
parameters that are defined by the following Butcher arrays:
F2 = F2(ν) :A2(ν) =

0
1/2 0
−1/(12ν) 1/(12ν) 0
−(1/2)− 6ν 3/2 6ν 0
(1/6)− ν (4/6) ν 1/6 0
 , ν ≠ 0 (27)
F3 = F3(ν) :A3(ν) =

0
1/2 0
(1/2)− 1/(6ν) 1/(6ν) 0
0 1− 3ν 3ν 0
(1/6) (4/6)− ν ν 1/6 0
 , ν ≠ 0 (28)
F4 = F4(ν) :A4(ν) =

0
1 0
3/8 1/8 0
1− 1/(4ν) −1/(12ν) 1/(3ν) 0
(1/6) (1/6)− ν 4/6 ν 0
 , ν ≠ 0 (29)
and a two parameter family
F1 = F1(ν1, ν2), with ν1 ≠ ν2, ν2 ≠ 1/2, ν1, ν2 ≠ 0, 1. (30)
The nonvanishing elements aij ofA1(ν1, ν2) are given by
a51 = b1 = 1− 2(ν1 + ν2)+ 6ν1ν212ν1ν2 ,
a52 = b2 = 2ν2 − 112ν1(1− ν1)(ν2 − ν1) ,
a53 = b3 = 1− 2ν112ν2(1− ν2)(ν2 − ν1) , (31)
a54 = b4 = 3− 4(ν1 + ν2)+ 6ν1ν212(1− ν1)(1− ν2) ,
a32 = ν1ν2 − ν
2
2
2ν1(−1+ 2ν1) ,
a43 = (1− 2ν1)(1− ν1)(1− ν2)
ν2(−ν1 + ν2)(3+ 6ν1ν2 − 4(ν1 + ν2)) ,
a42 = (−1+ ν2)(−2+ ν1 + 5ν2 − 4ν
2
2 )
2ν1(ν1 − ν2)(3− 4ν1 − 4ν2 + 6ν1ν2) ,
a21 = ν1, a31 = ν2 − a32, a41 = 1− a42 − a43.
We will start studying the existence of four stage (2R)-schemes with order four. The Butcher array of these schemes is
given by the matrixAH of (20) with s = 4 and we must compare this matrix with the fourth-order Butcher matrices of the
families Fj, j = 1, . . . , 4. For the family F2, the comparison of the elements of the first column of family (27) with those of
(20) implies that
b1 = 16 − ν = −
1
2
− 6ν = − 1
12ν
,
and these relations turn out to be incompatible, therefore no method of the family F2 can be written as a (2R)-scheme. A
similar study for the other families Fj allows us to conclude that no four stage fourth-order RK method can be written as a
(2R)-scheme with four stages.
For the other low storage schemes observe that they are RK methods and from their Shu–Osher form (10) it follows that
the U vector can be written as
U = [IN(s+1) − (M ⊗ IN)−1][∆t(Γ ⊗ IN)f (U)+ e1 ⊗ un]
= ∆t[(Is+1 −M)−1Γ ⊗ IN ]f (U)+ e⊗ un. (32)
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Hence, according to (5) the existence of fourth-order low storage schemes reduces to check whether or not
(Is+1 −M)−1Γ ∈ Fj, for j = 1, . . . , 4 (33)
holds for a set of available parameters.
For the (2N)-schemes taking into account the values (13) of the nonvanishing elements of MW and MW with s = 4,
it follows that the lower triangular 5 × 5 matrix Ω = Ω(β2, . . . , β5, α2, . . . , α4) defined by Ω = (wij)i,j=1,...,5 ≡
(I5 −MW )−1ΓW are given by
w21 = β2, w32 = β3, w43 = β4, w54 = β5,
w31 = α2β3, w42 = α3β4, w53 = α4β5,
w41 = β2

1+ α2α3β4
β2
− α3β4
β3

,
w52 = β3

1+ α3α4β5
β3
− α4β5
β4

,
w51 = β2

α2β3
β2
+ α2α3α4β5
β2
− α3α4β5
β3
α4β5
β4
− α2α4β3β5
β2β4

.
(34)
Then, after some calculations, it may be checked that do not exist real values of β2, . . . , β5, α2, . . . , α4 such that the corre-
spondingΩ ∈ Fj, j = 1, . . . , 4 and therefore no four stage (2N)-scheme attains order four.
The same approach can be used to study the existence of four stage (2S)-schemes with order four. Now we must take
ΩK ≡ (I5 − MK )−1ΓK depending on the nine free parameters ΩK = ΩK (β2, β3, β4, β5, η3, η4, η5, δ2, δ3) (the remaining
parameters may be calculated from these). It is found that for the families F2(ν) and F4(ν) do not exist real values of ν such
thatA(ν) ∈ F2(ν) and F4(ν) agree withΩK .
For the family F3(ν), there are only two real values
ν = 2±
√
2
6
, (35)
such that there exist anΩK =A(ν). With the positive sign, the corresponding RK method, known as Gill’s method, has the
Butcher coefficients
0
1
2√
2− 1
2
2−√2
2
0
0 −
√
2
2
2+√2
2
0
1
6
2−√2
6
2+√2
6
1
6
0

. (36)
And the values of the parameters in the Ketcheson scheme (22) are
β2 = 12 , β3 =
1
2+√2 , β4 = 1+
1√
2
, β5 = 16
δ1 = 1, δ2 = 3− 3
√
2, δ3 =
√
2, δ4 = 0, (37)
η2 = 1, η3 = −
√
2, η4 = −3− 2
√
2, η5 = −2+
√
2
3
,
ξ2 = 0, ξ3 = 1− η3(δ1 + δ2),
ξ4 = 1− η4(δ1 + δ2 + δ3), ξ5 = 1− η5(δ1 + δ2 + δ3 + δ4).
For the negative sign of ν in (35) we have a four stage RK method with the Butcher array (36) replacing
√
2 by−√2 and
the same for the parameters of the Ketcheson scheme (37).
In the case of the fourth-order methods of the family F1(ν1, ν2) it is found thatΩK ∈ F1 if and only if the parameters ν1
and ν2 satisfy the algebraic relation g(ν1, ν2) = 0 with the polynomial function g defined by
g(u, v) = 3+ 4u4(1− 3v)2 − 12v + 21v2 − 24v3 + 16v4 + 4u3(−5+ 25v − 36v2 + 6v3)
− 2u(8− 33v + 50v2 − 38v3 + 24v4)+ u2(29− 128v + 180v2 − 72v3 + 36v4). (38)
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Fig. 1. Graph of the line g(u, v) = 0.
Table 1
Leading Error Term (LET) for some four stage RK methods.
Method Parameters (LET )2
F1 u = 0.347249857 . . . v = 0.530263666 . . . 0.00015426
F3 (Gill) b3 = (2+
√
2)/6 0.00017506
F3 b3 = (2−
√
2)/6 0.00115716
Classic RK4 — 0.00021038
In Fig. 1 we display the graph of line g(u, v) = 0 for u, v ∈ (0, 1). It has two points of vertical tangent at
(0.198, . . . , 0.6345) and (0.6443, 0.4511).
Observe that this curve has two arcs joined in the point u = 1/2, v = 1/2 that is excluded from the family F1. Thus for
each point (u, v) with g(u, v) = 0, (u, v) ≠ (1/2, 1/2) there exist a fourth-order (2S)-scheme whose parameters β, γ , δ
may be computed fromΩK =A(u, v).
Finally, in order to obtain the optimal (2S)-scheme of the above family we have computed for each method of the familyA(ν1, ν2) with g(ν1, ν2) = 0 the ∥ · ∥2 of the coefficients of the elementary differentials that appear in the leading error
term of the RK method that have been denoted here by LET = LET (ν1, ν2) and we minimize this function along the curve
g(u, v) = 0. It is found that there exist a unique minimum attained at (u, v) = (0.347249857, 0.530263666). In Table 1 we
display the values of LET for the two (2S)-schemes of the family F3, together with the optimal method in the family F1 and
the classical RK4 for comparison.
It can be seen that both, Gill’s as well as the optimal method in the F1 family, are better than the classical RK4.
As a conclusion of this study we may state the following
Theorem 1. 1. No four stage scheme of the (2N) and (2S) families attain order four.
2. In the class of four stage (2S)-schemes there are the following methods of order four:
• Two in the family F3(ν) for the values ν = (2±
√
2)/6 (the corresponding to the positive sign is Gill’s method).
• All the methods of the family F1(ν1, ν2) that satisfy g(ν1, ν2) = 0 with (ν1, ν2) ≠ (1/2, 1/2).
3. Among the fourth-order (2S) the optimal is the method of F1(ν1, ν2) with (ν1, ν2) = (0.347249857, 0.530263666).
4. Newminimum storage explicit Runge–Kutta schemes
The families of (2R)- and (2N)-schemes can be extended in a natural way to amore general family of schemes, depending
on 3s− 3 parameters, that we will call (2NR)-schemes, given by the following algorithm:
Starting values:
V1 = 0, U1 = un. (39)
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For j = 1, . . . , s.
Vj+1 =αjVj +∆tf (Uj +θjVj), Uj+1 = Uj +βj+1 Vj+1. (40)
And finally
un+1 = Us+1, (41)
whereαj,θj,βj+1, (j = 1, . . . , s) are the available parameters.
Here under the assumption that the assignment V ← V + F(U +V ) can be made with N+ o(N)memory, we have again
a two register family of schemes.
Concerning the free parameters of (39), (41), observe that V1 = 0 implies that the values ofα1 andθ1 are irrelevant for
this algorithm and will be chosenα1 =θ1 = 0. Further any value ofθs leads to the same RK scheme and then we can take
alsoθs = 0. As a consequence, the algorithm (39)–(41) can be specified by the 3s− 3 parameters:αj, j = 2, . . . , s, θj, j = 2, . . . , s− 1 and βj j = 2, . . . , s+ 1. (42)
For the connection with the low storage families of Williamson (6), (8) and van der Houwen (14), (16) note that puttingθj = 0 for all j,αj = αjβj+1 = βj+1 in (39), (41) we have the s-stage Williamson scheme (6), (8) and puttingαj = 0 for all j,θj = γj andβj+1 = bj we get the (2R)-scheme of van der Houwen.
To obtain the lower triangular Butcher arrayA2NR = (aij)s+1i,j=1 corresponding to the s-stage scheme defined by (39)–(41),
observe that now the stage vectors Yi, i = 1, . . . , s + 1 of (5) are given by Yi = Ui +θiVi withθs+1 = 0 andθ1 = θs = 0.
Then, puttingαj,k ≡αjαj−1 . . .αk if j ≥ k andαj,k = 0 if j < k, the summation of (40) gives
Vj+1 = ∆
j
i=1
αj,i+1f (Yi), j = 2, . . . , s+ 1, (43)
and
Uj+1 = U1 +
j+1
k=2
βkVk, j = 1, . . . , s. (44)
Substituting (43) into (44) and rearranging terms we get
Uj+1 = U1 +
j
i=1

j
k=i
βk+1αk,i f (Yi).
Hence by substituting into Yi = Ui +θiVi, the stage vectors are Y1 = U1 and
Yj+1 = U1 +∆
j
i=1
θj+1αj,i+1 + j
k=i
βk+1αk+1,i f (Yi), j = 1, . . . , s (45)
and comparing (45) with the definition of the stages in terms of the Butcher coefficients
Yj+1 = U1 +∆
j
i=1
aj+1.if (Yi).
We obtain the explicit expression of Butcher’s coefficients in terms of the free parameters (42)
aj+1,i =θj+1αj,i+1 + j
k=i
βk+1αk+1,i. (46)
An easier calculation of the Butcher arrayA2NR of a (2NR) scheme in terms of the 3s − 3 free parameters (42) can be
carried out computing successively the elements of the lower diagonals {aj+1,j}sj=1 → {aj+2,j}s−1j=1 → · · · → {as+1,1} with
the following algorithm:
• For the first lower diagonal {aj+1,j}sj=1 defineaj+1,j =θj+1 +βj+1, j = 1, . . . , s (47)
withθs =θs+1 = 0.
• For l = 2, . . . , s computeal+j,j =al+j,j+1αj+1 +βj+1, j = 1, . . . , s− l+ 1. (48)
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We have studied those four stage (2NR)-schemes that have order four by using the same approach as in the case of the
(2S)-schemes (we omit the details) and we have found that they turn out to be the same RKmethods than in the case of the
(2S)-schemes. Hence we may state the following:
Theorem 2. In the class of four stage (2NR)-schemes there are the following methods of order four:
• Two in the family F3(ν) for the values ν = (2±
√
2)/6 (the corresponding to the positive sign is known as Gill’s method).
• All the methods of the family F1(ν1, ν2) that satisfy g(ν1, ν2) = 0 with (ν1, ν2) ≠ (1/2, 1/2).
It must be noticed that the fact that both families the s-stage (2S)- and (2NR)-schemes depend on the same number of
free parameters (3s − 3) does not imply that they contain the same RK schemes that are defined by their Butcher array.
To illustrate the situation, consider for simplicity the family of non-reducible three stage RK schemes that are given by the
Butcher arrays
A =
 0a21 0a31 a32 0
a41 a42 a43 0
 , (49)
with a21a43 ≠ 0 and if a32 = 0, then a21 ≠ a31, that depends on the six parameters aij.
According to (47) and (48) the Butcher array of the (2NR)-schemes with the three stages in terms of the free parametersβ2,β3,β4,θ2,α2,α3 is given byA(2NR) = (aij)4i,j=1, (50)
with a21 = β2 +θ2, a32 = β3, a43 = β4,a31 =a32α2 +β2, a42 =a43α3 +β3,a41 =a32α2 +β2. (51)
In the case of (2S)-schemes, denoting by
A(2NR) = (aij)4i,j=1 = (I −Mk)−1Γk, (52)
the Butcher array of the (2S)-scheme (21)–(23) with three stages and taking as free parameters β2, β3, β4, η3, η4, δ2 with
the remaining parameters given by η2 = 1, ξ2 = 0, ξ3 = 1− η3(1+ δ2), ξ4 = 1− η4(1+ δ2)δ1 = 1, δ3 = 0. The Butcher
coefficients are defined now by
a21 = β2, a32 = β3, a43 = β4,
a31 = β2(1− η3), a42 = β3(1− η4 − η4δ2),
a41 = β2(1− η4 − η3 + η3η4 + η3η4δ2).
(53)
Now it is easy to check that according with (51), the non-reducible three stage method
A1 =
 01/2 01 0 0
1/4 1/4 1/2 0
 , (54)
is a (2NR)-scheme corresponding to the parameter valuesβ2 = 1, β3 = 0, β4 = 1/2, α3 = 1/2, α2 = −3, θ2 = −1/2,
whereas it cannot be written as a (2S)-scheme because the Eq. (53), a32 = 0 implies β3 = 0, and then a42 = 0 that is in
contradiction with (54).
Similarly from (53) it follows that the non-reducible three stage method
A1 =
 01/2 01/2 1/2 0
0 1/2 1/2 0
 , (55)
is a (2S)-scheme corresponding to the parameters
β2 = 1/2, β3 = 1/2, β4 = 1/2, η3 = 0, η4 = 1, δ2 = −1,
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together with η2 = δ1 = 1, δ3 = ξ2 = 0, ξ3 = 1, ξ4 = −1, that cannot be written as a 4-stage (2NR)-scheme because
taking into account the equationsa31 anda41 of (51) we have
1
2
α2 +β2 = 12 , 12α2 +β2 = 0,
that cannot be satisfied simultaneously.
Another remark is that, due to the nonlinear dependence, a family of RK schemes depending on a large number of
parameters do not necessarily contains another families depending on a small number of parameters.
Next, wewill show that the three stage (2S)-schemes do not contain all three stage (2R)-schemes. In fact, the RKmethod
A3 =
 01/2 01/2 1 0
1/2 1/4 1/4 0
 , (56)
is a (2R)-scheme corresponding to the parameter values
b1 = 1/2, b2 = 1/4, b3 = 1/4, γ1 = 0, γ2 = 3/4,
that cannot be derived as a (2S)-schemebecause from (53) the elements of the first columnofA3 implies thatβ2 = 1/2, η3 =
η4 = 0 and then the equations of a32 and a42 are not compatible. Finally all three stage non-reducible W-schemes can be
written as (2S)-schemes but in the case of four stages not all Williamson schemes are included in the (2S) family.
Consider e.g. the W -schemes defined by the parameters βj = µ ≠ 0, j = 2, 3, 4, 5 and α1 = 0, αj = −1, j = 2, 3, 4
that according to (9) satisfy U2 = U1 + ∆µf (U1) and Uj+1 = Uj−1 + ∆µf (Uj), j = 2, 3, 4. This implies that the Butcher
array is
AW =

0
µ 0
0 µ 0
µ 0 µ 0
0 µ 0 µ 0
 . (57)
Comparing with the Butcher arrayA(2S) = (a)ij generated by a (2S)-scheme defined by the 16 parameters ξj, ηj, βjδj−1, j =
2, . . . , 5 with the 9 relations: δ1 = η2 = 1, δ4 = ξ2 = 0, 1 = ξj + ηjj−1i=1 δi, i = 3, 4, 5. Fromaj+1,j = aj+1,j = µ, j =
1, . . . , 4 we get β2 = β3 = β4 = β5 = µ. Next considering the equationsaj+2,j = aj+2,j = 0, j = 1, 2, 3 we obtain
η3δ2 + ξ3 = 0, η4δ3 + ξ4 = 0, η5δ4 + ξ5 = 0.
Now fromaj+3,j = aj+3,j = µwe get
η4δ2 = 1, η5δ3 = 1, (58)
and finally froma51 = 0we obtain η5δ2 = 0. Since this equation is in contradictionwith (58), it follows that no (2S)-scheme
is able to generate the aboveW -scheme (57).
5. Numerical experiments
As test problem, we choose the Ablowitz–Ladik model of the nonlinear Schrödinger equation (NLS) [14],
wt = iwxx + i γ |w|2w,
given by
w′j(t) = i
wj−1(t)− 2wj(t)+ wj+1(t)
(∆x)2
+ i γ
2
|wj(t)|2(wj−1(t)+ wj+1(t)), (59)
where γ is a positive constant, i = √−1, wj(t) = w(xj, t), is a complex function defined for t ≥ 0, x ∈ [x0, xf ] ⊆ R and∆x
is the stepsize in the spatial discretization. It is known that the NLS is a completely integrable equation and the discretization
(59) has also an infinite set of conserved quantities [14].
In the numerical tests presented here, we consider only the following non-quadratic invariant
I(w) =

j
[re(wj)re(wj−1)+ im(wj)im(wj−1)] − 1
γ∆x2

j
log(1+ γ∆x2|wj(t)|2).
We present here numerical results for the four RK methods denoted by RKj, j = 1, . . . , 4 where
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Fig. 2. Error in the invariant vs. number of function evaluations (NFCN).
RK1 is the optimal Ketcheson scheme of the family F1.
RK2 Ketcheson scheme of the family F3 with ν = (2−
√
2)/6.
RK3 Classic fourth-order method.
RK4 Gill’s method of the family F3 with ν = (2+
√
2)/6.
The initial data wj(0) = w(xj; 0) correspond to a pair of solitons with different amplitudes and velocities that are given
by the equation
w(x, 0) = 2η

γ
2
e2χ1xi sech(2η1(x− x1))+ 2η

γ
2
e2χ2xi sech(2η2(x− x2))
with γ = 2, x1 = 0, x2 = 30, η1 = η2 = 1/2, χ1 = 1/4 and χ2 = 1/40.
The spatial interval considered is x ∈ [−750, 750] with spatial mesh∆x = 0.3 which leads to nonlinear set of complex
equations with dimension 5000. The numerical integration is carried out in t ∈ [0, 200]with several step sizes given by the
values
h = 1/(50× 2i), i = 0, 1, 2, 3.
In Fig. 2 we show the error of the invariant I(w) against the number of function evaluations, in a log–log scale for the
four stepsizes considered. It is worth to note the correlation between the norm of the TPEL and the error in the invariant.
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