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Re´sume´
Dans cette the`se, on s’est inte´resse´ a` l’e´tude des canaux de diﬀusion avec des contraintes
de transmission pratiques. Tout d’abord, on a e´tudie´ l’impact de la contrainte pratique
de l’utilisation d’un alphabet ﬁni a` l’entre´e du canal de diﬀusion Gaussien avec deux
utilisateurs. Deux mode`les de canaux de diﬀusion sont conside´re´s lorsqu’il y a, en plus
d’un message commun pour les deux utilisateurs, (i) un message prive´ pour l’un des
deux utilisateurs sans contrainte de se´curite´ (ii) un message conﬁdentiel pour l’un des
deux utilisateurs qui doit eˆtre totalement cache´ de l’autre utilisateur. On a pre´sente´
plusieurs strate´gies de diﬀusion distingue´es par leur complexite´ d’imple´mentation. Plus
pre´cise´ment, on a e´tudie´ les re´gions des de´bits atteignables en utilisant le partage de
temps, la superposition de modulation et le codage par superposition. Pour la super-
position de modulation et le cas ge´ne´ral du codage par superposition, les re´gions des
de´bits atteignables maximales sont obtenues en maximisant par rapport aux positions
des symboles dans la constellation et la distribution de probabilite´ jointe. On a e´tudie´ le
compromis entre la complexite´ d’imple´mentation des strate´gies de transmission et leurs
eﬃcacite´s en termes de gains en de´bits atteignables. On a e´tudie´ aussi l’impact de la
contrainte de se´curite´ sur la communication en comparant les de´bits atteignables avec et
sans cette contrainte. Enﬁn, on a e´tudie´ les performances du syste`me avec des sche´mas
d’accuse´s de re´ception hybrides (HARQ) pour un canal a` e´coute a` e´vanouissement par
blocs lorsque l’e´metteur n’a pas une information parfaite sur l’e´tat instantane´ du ca-
nal mais connait seulement les statistiques. On a conside´re´ un sche´ma adaptatif pour
la communication se´curise´e en utilisant des canaux de retour a` niveaux multiples vers
l’e´metteur pour changer la longueur des sous mots de code a` chaque retransmission aﬁn
que le de´bit utile secret soit maximise´ sous des contraintes d’outages.
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Chapitre 1
Introduction
1.1 Motivations et objectifs de la the`se
En 1948 Claude E. Shannon a introduit les ide´es de la the´orie de l’information dans
son ce´le`bre article “A Mathematical Theory of Communications” [3]. Dans son papier,
Shannon a formule´ un mode`le de syste`me de communication point a` point, remarquable
par sa ge´ne´ralite´ et sa simplicite´, pour lequel il a fourni une the´orie comple`te. On connait
maintenant des codes puissants permettant d’approcher les limites donne´es par la the´orie
de l’information pour un canal point a` point. Cependant, ce mode`le ne rend pas compte
de nombreux aspects importants des syste`mes du monde re´el.
Au cours des dernie`res de´cennies, les re´seaux d’information ont connu d’e´normes
progre`s, base´s sur la croissance importante dans l’adoption de nouvelles technologies
sans ﬁl, des applications et des services [4]... Les utilisateurs souhaitent maintenant par
exemple e´couter ou te´le´charger des services oriente´s vide´o a` travers des re´seaux partage´s,
ce qui ne´cessite d’exploiter pleinement leurs ressources spectrales de´ja` restreintes. Les
techniques optimales de partage des ressources radio sont hautement souhaitables pour
les ope´rateurs mobiles aﬁn de permettre a` tous ces appareils d’eˆtre connecte´s sur les
re´seaux sans ﬁl, avec une qualite´ de service pre´de´ﬁnie garantie. En raison de l’augmenta-
tion de l’inte´reˆt des applications de la the´orie de l’information, la recherche actuelle est
motive´e par la conception des syste`mes de communication multi-utilisateurs, les re´seaux
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informatiques, les communications coope´ratives, des mode`les de re´seaux avec contraintes
de se´curite´...
Dans cette the`se, nous nous concentrons sur l’e´tude des mode`les de syste`me de dif-
fusion sur les canaux sans ﬁls. Le canal de diﬀusion est de´ﬁni en the´orie de l’information
comme un canal de communication dans lequel il y a un e´metteur et plusieurs re´cepteurs
[5]. Les transmissions radio et TV, un confe´rencier dans une classe sont des exemples de
diﬀusion [6].
Puisque la se´curisation des syste`mes et des re´seaux sans ﬁl est devenue une pre´occupation
importante avec la croissance des communications sans ﬁl, on va e´tudier aussi des mode`les
de canaux de diﬀusion avec contrainte de se´curite´. Par rapport aux re´seaux caˆble´s, les
re´seaux sans ﬁl ajoutent un niveau supple´mentaire de complexite´, lorsqu’il s’agit d’assu-
rer la se´curite´ des communications. La nature de la diﬀusion des communications sans
ﬁl rend les donne´es plus sensibles a` l’e´coute. Alors que les re´seaux caˆble´s envoient des
signaux e´lectriques ou des impulsions de lumie`re par caˆble, les signaux radio sans ﬁl
se propagent dans l’air et sont naturellement plus faciles a` intercepter. Traditionnelle-
ment, la se´curite´ est mise en œuvre dans les syste`mes de communication en utilisant des
techniques cryptographiques dans les couches supe´rieures de la pile du protocole. Ces
techniques sont base´es sur l’hypothe`se d’une puissance de calcul limite´e chez l’espion.
Re´cemment, la se´curite´ au niveau de la couche physique du point de vue de la the´orie de
l’information, est devenue un sujet de grand inte´reˆt. Cette technique exploite le caracte`re
ale´atoire des canaux sans ﬁl et ne suppose aucune restriction de calcul chez l’espion. Dans
[7], Wyner a introduit le canal a` e´coute (“wiretap channel”) ou` l’e´metteur veut envoyer
un message conﬁdentiel a` un re´cepteur le´gitime en pre´sence d’un espion. Wyner a e´tudie´
le canal a` e´coute ou` le signal rec¸u par l’espion est une version de´grade´e du signal rec¸u
par le re´cepteur le´gitime. Le niveau d’ignorance chez l’espion relativement au message
conﬁdentiel est mesure´ par le taux d’ambigu¨ıte´ (“equivocation rate”). Wyner a de´montre´
que la communication se´curise´e est possible sans partager une cle´ secre`te et a de´termine´
la capacite´ secre`te du canal a` e´coute de´grade´ sans me´moire. La capacite´ secre`te est le
de´bit atteignable maximal pour communiquer d’une manie`re ﬁable avec la destination
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sans que l’espion soit capable d’obtenir une information sur le signal e´mis. Dans [8],
la capacite´ secre`te est donne´e pour le canal a` e´coute Gaussien. Csiszar et Korner ont
e´tudie´ dans [9] un mode`le plus ge´ne´ral que le canal a` e´coute, appele´ canal de diﬀusion
avec message conﬁdentiel ou` les canaux ne respectent pas ne´cessairement une relation de
de´gradation. Dans ce mode`le, il y a un message commun pour les deux re´cepteurs en plus
du message conﬁdentiel pour l’un des re´cepteurs. Plus re´cemment, le mode`le de canal a`
e´vanouissement a e´te´ introduit dans le mode`le de la transmission secre`te [10],[11],[12] et
les canaux a` e´coute Gaussien MIMO et MISO sont revisite´s dans [13] et [14] respective-
ment. Des e´tudes re´centes ont conside´re´s la communication multi-utilisateurs avec des
messages conﬁdentiels comme les canaux a` acce`s multiples avec messages conﬁdentiels
[15], [16], les canaux a` e´coute a` acce`s multiples [17], [18] et les canaux d’interfe´rence avec
messages conﬁdentiels [19], [20].
Cependant, la plupart des re´sultats classiques sur les limites the´oriques de la commu-
nication et les sche´mas qui permettent de les atteindre ne sont pas toujours re´alisables en
pratique. La plupart de ces re´sultats supposent que l’e´metteur et le re´cepteur connaissent
parfaitement les parame`tres du canal ce qui est peu re´aliste. Dans le cas des canaux de
diﬀusions Gaussiens a` deux utilisateurs que nous allons traiter dans cette the`se, Cover a
montre´ que l’on peut faire mieux en terme de de´bits que le partage de temps pour servir
les utilisateurs, et ce en utilisant le codage par superposition [5]. Cover et Bergmans
ont de´montre´ que le codage par superposition atteint la limite the´orique de la re´gion de
capacite´ pour un canal de diﬀusion Gaussien en utilisant un alphabet d’entre´e Gaussien
[5], [21], [22]. Cependant, dans les syste`mes de transmission re´els, l’entre´e du canal est
limite´e a` un alphabet de taille ﬁnie et les symboles transmis appartiennent a` des constel-
lations telle que M -PAM, M -QAM,... La modulation hie´rarchique est un exemple pra-
tique de codage par superposition. Elle a e´te´ incluse dans plusieurs standards y compris
le DVB-T/H/SH [23],[24] pour la transmission des me´dias nume´riques “scalable” pour
la te´le´vision nume´rique mobile [25]. Cette technique permet la transmission de deux ﬂux
de services inde´pendants sur une meˆme bande avec diﬀe´rentes qualite´s de transmission
en utilisant des constellations dont les symboles sont espace´s d’une fac¸on non-uniforme
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Figure 1.1 – Constellation d’une modulation hie´rarchique 16-QAM [2].
et utilise´s avec la meˆme probabilite´. Dans la ﬁgure 1.1, la constellation d’une modulation
hie´rarchique 16-QAM est repre´sente´e. Deux ﬂux de donne´s inde´pendants coexistent avec
diﬀe´rentes exigences de sensibilite´ au canal. Dans cet exemple, le ﬂux de haute priorite´
(“high priority stream” ou “basic stream”) utilise une modulation QPSK et il est destine´
a` couvrir la zone de service entie`re. Le ﬂux de basse priorite´ (“low priority stream” ou
“enhancement stream”) ne´cessite de de´moduler la constellation comme une 16-QAM et
fournit un service supple´mentaire via les deux bits additionnels.
La restriction impose´e par les syste`mes pratiques d’utiliser des constellations ﬁnies
et des symboles e´quiprobables re´duit les de´bits atteignables et conduit a` un e´cart avec la
re´gion de capacite´ atteinte avec des alphabets d’entre´e gaussiens pour le canal de diﬀusion
gaussien. Cet e´cart peut eˆtre re´duit a` l’aide d’une technique appele´e “mise en forme de
la constellation” (“constellation shaping”). En fait, la plupart des re´sultats concernant
la mise en forme de la constellation ne conside`rent que les syste`mes de communication
point-a`-point [26]. Puis, ce concept a e´te´ adapte´ a` des techniques de modulation et de
codage moderne comme par exemple les turbocodes, les codes LDPC et les techniques
BICM [27]-[36]. La re´gion de de´bits atteignables pour un canal de diﬀusion Gaussien a`
deux utilisateurs est donne´e dans [37] pour un cas particulier lorsque les symboles de la
constellation sont utilise´s avec la meˆme probabilite´ et lorsque la superposition du signal
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module´ est utilise´e en tant que strate´gie de transmission.
Dans cette the`se, on va conside´rer aussi le mode`le du canal de diﬀusion avec contrainte
de se´curite´. Dans la litte´rature, plusieurs travaux ont e´te´ faits sur l’e´tude du de´bit secret
atteignable avec alphabet ﬁni pour le canal a` e´coute seulement. Le canal a` e´coute est
un cas particulier du mode`le du canal de diﬀusion avec message conﬁdentiel e´tudie´ dans
cette the`se, ou` l’e´metteur a aussi un message commun pour les utilisateurs. Dans [38]
et [39], les auteurs conside`rent le de´bit secret atteignable pour le canal a` e´coute. Les
courbes des de´bits secrets atteignables en utilisant des constellations ﬁnies en fonction
du RSB et pour une variance de bruit ﬁxe´e du canal de l’espion posse`dent un maximum
global en un point interne. Cela vient en contraste avec ce qui est connu dans le cas d’une
entre´e Gaussienne, ou` la courbe de la re´gion de capacite´ secre`te est une fonction borne´e,
croissante du RSB . La re´fe´rence [40] e´tudie le de´bit secret du canal a` e´coute Gaussien
en utilisant des M -PAM standards. Les auteurs fournissent les conditions ne´cessaires
pour la puissance moyenne et la distribution des symboles du M -PAM a` la fois aﬁn
de maximiser le de´bit secret et les spe´cialisent pour les re´gimes asymptotiques a` faible
puissance et a` haute puissance (“low-power and high-power regimes”). Les re´fe´rences
[41] et [42] e´tudient l’eﬀet des constellations ﬁnies sur le de´bit secret atteignable pour les
canaux a` e´coute multi-antennes. Dans [43], les auteurs e´tudient l’allocation de puissance
et la conception du bruit artiﬁciel pour les canaux OFDM a` e´coute avec des alphabets
d’entre´e ﬁnis.
L’objectif de cette the`se est d’e´tudier les limites de la communication ﬁable (et
se´curise´e) avec des contraintes de transmission pratiques. Le chapitre 3 e´tudie l’im-
pact de la contrainte d’alphabet d’entre´e ﬁni, avec et sans contrainte de se´curite´ pour
un canal de diﬀusion Gaussien. Pour cela on va conside´rer deux types de canaux de
diﬀusion Gaussien : (i) un cas ou` l’e´metteur envoie un message commun pour deux
utilisateurs et un message prive´ pour l’un des deux utilisateurs (ii) un autre cas ou`
l’e´metteur veut envoyer un message commun pour deux utilisateurs et un message conﬁ-
dentiel pour un re´cepteur le´gitime. On va supposer que les symboles a` l’entre´e du canal
appartiennent a` des constellations ﬁnies de type M -PAM. Les positions des symboles,
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dans ce chapitre, peuvent prendre des valeurs arbitraires et ne sont pas ne´cessairement
proportionnelles a` celles de la constellation M -PAM standard comme dans [40]. Les
de´bits atteignables seront e´tudie´s pour plusieurs strate´gies de transmission (incluant la
modulation hie´rarchique) ayant des complexite´s d’imple´mentation diﬀe´rentes. Le but
sera d’e´valuer la perte en terme de de´bits en utilisant les strate´gies simples et d’identi-
ﬁer les situations dans lesquelles les sche´mas complexes (non-standard) conduisent a` des
ame´liorations signiﬁcatives. On comparera aussi les re´sultats obtenus pour les deux types
de canaux de diﬀusion conside´re´s (sans et avec contrainte de se´curite´) et on analysera
l’eﬀet de la contrainte de se´curite´ sur les de´bits atteignables. Dans le chapitre 3, l’e´tat
instantane´ des canaux est suppose´ d’eˆtre connu par l’e´metteur et les re´cepteurs.
Dans le chapitre 4, on conside`re le canal a` e´coute a` e´vanouissement par blocs dans
lequel l’e´metteur n’a pas une information sur l’e´tat instantane´ du canal “CSI (chan-
nel state information)”, mais connait seulement les statistiques. Cette hypothe`se est
tre`s inte´ressante pour beaucoup de syste`mes de communications pratiques. L’e´metteur
veut envoyer un message conﬁdentiel a` un re´cepteur le´gitime en pre´sence d’un espion.
L’objectif dans ce chapitre est l’e´tude des performances du syste`me avec des sche´mas
d’accuse´s de re´ception hybrides (HARQ). Les protocoles HARQ sont une classe spe´ciale
des sche´mas de codage qui combinent a` la fois un codage canal eﬃcace avec les protocoles
de transmission pour ame´liorer la ﬁabilite´ des liens de communication. On va conside´rer
les protocoles HARQ avec un nombre limite´ de tentatives de transmission lorsque la
communication se´curise´e et sans erreur ne peut eˆtre garantie. On va conside´rer aussi un
sche´ma puissant de HARQ appele´ “redondance incre´mentale” (incremental redundancy)
ou` plusieurs ensembles de bits code´s sont ge´ne´re´s et utilise´s dans les retransmissions,
repre´sentant chacun le meˆme bloc de donne´es. Le de´ﬁ de ce proble`me est que le codeur
a besoin de fournir une redondance suﬃsante pour que le re´cepteur le´gitime de´code cor-
rectement le message ; cependant, trop de redondance peut aider l’espion. En eﬀet, la
retransmission est une manie`re eﬃcace pour ame´liorer la ﬁabilite´ mais elle peut aussi
compromettre la conﬁdentialite´. Pour pallier a` cela, nous conside´rons conjointement le
codage canal, le codage secret et les protocoles de retransmission. Puisque l’e´metteur ne
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connait pas l’e´tat instantane´ du canal, il ne peut pas adapter les de´bits aux conditions
instantane´s du canal. Dans ce travail, on suppose qu’il existe des canaux de retour a`
niveaux multiples du re´cepteur le´gitime et de l’espion a` la fois vers l’e´metteur. Par suite,
l’e´metteur peut adapter la longueur des sous-mots de code a` chaque retransmission en
utilisant les canaux de retour aﬁn de maximiser le de´bit utile secret sous contraintes
d’outages [44],[45],[46],[47] qui nous permet de prendre en compte la qualite´ de service
requise. L’objectif sera de comparer le sche´ma adaptatif a` de´bit variable dans chaque
retransmission au sche´ma non-adaptatif a` de´bit ﬁxe dans [48].
1.2 Structure du manuscrit et contributions
Dans ce manuscrit, on ne pre´sente que les re´sultats principaux des travaux mene´s
au cours de cette the`se. Le de´tails des calculs et les analyses plus approfondies des
simulations sont pre´sente´s dans les annexes. Le manuscrit de the`se est organise´ comme
suit :
Dans le chapitre 2, on pre´sente les re´sultats principaux issus de la the´orie de l’in-
formation portant sur les de´bits atteignables pour les canaux de diﬀusion avec et sans
contrainte de se´curite´. En particulier, pour un canal de diﬀusion Gaussien avec deux
utilisateurs et une contrainte de puissance a` l’e´metteur, la re´gion de capacite´ est atteinte
en utilisant un alphabet d’entre´e Gaussien.
Dans le chapitre 3, on e´tudie les de´bits atteignables pour le canal de diﬀusion Gaus-
sien avec deux utilisateurs et une contrainte de puissance en utilisant des alphabets
d’entre´e ﬁnis. On conside`re deux types de canaux de diﬀusion avec : (i) un message com-
mun pour les deux re´cepteurs et un message prive´ pour l’un des deux, (ii) un message
commun pour les deux re´cepteurs et un message conﬁdentiel. On e´tudie les re´gions de
de´bits atteignables pour diﬀe´rentes strate´gies de transmission : le time sharing, la su-
perposition de modulation et le codage par superposition. Pour cela, nous avons conc¸u
un algorithme permettant de maximiser les re´gions des de´bits atteignables par rapport
aux positions des symboles dans la constellation et par rapport a` la distribution de pro-
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babilite´ jointe. Nous ferons aussi une comparaison entre les deux types des canaux de
diﬀusion conside´re´s en terme des de´bits atteignables.
Le chapitre 4 e´tudie un sche´ma “adaptatif” pour la communication se´curise´e base´e sur
les protocoles HARQ pour les canaux a` e´coute a` e´vanouissement lorsque l’e´metteur n’a
pas une connaissance parfaite de l’e´tat instantane´ du canal. L’e´metteur connait seulement
les statistiques du canal et peut recevoir les e´tats passe´s du canal par l’interme´diaire des
canaux de retour du re´cepteur le´gitime et de l’espion. En utilisant les canaux de retour,
l’e´metteur peut adapter la longueur des sous-mots de code aﬁn de maximiser le de´bit
utile secret. La me´thode utilise´e pour optimiser le de´bit utile secret pour la transmission
avec des contraintes d’outages est base´e sur la programmation dynamique. On compare
aussi le sche´ma adaptatif a` de´bit variable dans chaque retransmission au sche´ma non-
adaptatif a` de´bit ﬁxe existant dans la litte´rature [48].
Enﬁn, le chapitre 5 re´sume les principales conclusions de nos travaux tout en posant
les perspectives.
1.3 Publications
Les travaux de recherche mene´s au cours des trois anne´es de the`se ont conduit aux
publications suivantes :
1.3.1 Revues internationales
– [49] Zeina Mheich, Marie-Line Alberi Morel, and Pierre Duhamel. Optimization
of unicast services transmission for broadcast channels in practical situations. Bell
Labs Technical Journal, 17(1) :5-23, 2012.
– [1] Zeina Mheich, Florence Alberge, and Pierre Duhamel. Achievable rates op-
timization for broadcast channels using finite size constellations under transmis-
sion constraints. EURASIP Journal on Wireless Communications and Networking,
2013(1) :254, 2013.
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1.3.2 Congre`s internationaux avec comite´ de lecture et actes
– [50] Zeina Mheich, Pierre Duhamel, Leszek Szczecinski, and Marie-Line Alberi Mo-
rel.Constellation shaping for broadcast channels in practical situations. Proceedings
of the 19th European Signal Processing Conference (EUSIPCO 2011), Barcelona,
29 Aug-2 Sept. 2011.
– [51] Zeina Mheich, Florence Alberge, and Pierre Duhamel. On the efficiency of
transmission strategies for broadcast channels using finite size constellations. Pro-
ceedings of the 21st European Signal Processing Conference (EUSIPCO 2013),
Marrakech, 9-13 Sept. 2013.
– [52] Zeina Mheich, Florence Alberge, and Pierre Duhamel. The impact of finite-
alphabet input on the secrecy-achievable rates for broadcast channel with confi-
dential message. IEEE International Conference on Acoustics, Speech, and Signal
Processing (ICASSP 2014), Florence, 4-9 Mai 2014.
1.3.3 Travaux soumis
– [53] Zeina Mheich, Mae¨l Le Treust, Florence Alberge, Pierre Duhamel and Leszek
Szczecinski. Rate-adaptive secure HARQ protocol for block-fading channels. Soumis
a` 22nd European Signal Processing Conference (EUSIPCO 2014), Mars 2014.
– [54] Zeina Mheich, Florence Alberge, and Pierre Duhamel. Secrecy-achievable rates
for the broadcast channel with confidential message and finite constellation inputs.
Soumis a` IEEE transactions on communications, Avril 2014.
22
Chapitre 2
Canaux de diffusion
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2.1 Introduction
L’objectif de ce chapitre est de pre´senter quelques re´sultats en the´orie de l’information
lie´s au cadre de cette the`se. On va conside´rer deux types de canaux de diﬀusion. Dans la
premie`re partie, on s’inte´resse a` e´tudier le canal de diﬀusion avec deux utilisateurs lorsque
l’e´metteur a un message commun pour les deux utilisateurs et un message prive´ de´die´ a`
l’utilisateur 1. Dans la deuxie`me partie, on suppose qu’il y a une contrainte de se´curite´
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sur le message vers l’utilisateur 1 et on e´tudie le canal de diﬀusion ou` l’e´metteur a un
message commun pour les deux utilisateurs et un message conﬁdentiel pour l’utilisateur
1. Dans tout le document, les variables ale´atoires sont en majuscules, leurs re´alisations
sont en minuscules.
2.2 Canaux de diffusion avec un message commun et un
message prive´
2.2.1 Canal de diffusion de´grade´
Un canal de diﬀusion est un canal de communication dans lequel il y a un e´metteur et
deux ou plusieurs re´cepteurs. Un canal de diﬀusion avec deux re´cepteurs (ou utilisateurs)
est compose´ d’un alphabet d’entre´e X , de deux alphabets de sortie Y1 (utilisateur 1),
Y2 (utilisateur 2) et d’une fonction de probabilite´ de transition p(y1, y2|x). Soient X, Y1
et Y2 des variables ale´atoires repre´sentant l’entre´e et les sorties du canal de diﬀusion. Le
canal de diﬀusion est dit “sans-me´moire” si p(yn1 , y
n
2 |xn) =
∏n
i=1 p(y1i, y2i|xi). La ﬁgure
2.1 repre´sente le canal de diﬀusion avec deux utilisateurs et deux messages inde´pendants
W0 et W1 pour lequel W1 de´signe le message prive´ pour l’utilisateur 1 seulement et W0
est le message commun pour les deux re´cepteurs. Un code (2nR0 , 2nR1 , n) pour un canal
de diﬀusion est de´termine´ par les e´le´ments suivants :
– Deux ensembles de messagesW0 = {1, .., 2nR0} etW1 = {1, .., 2nR1}. Les messages
W0 et W1 sont uniforme´ment distribue´s sur W0 et W1 respectivement.
– Un codeur qui associe une paire de messages (w0, w1) ∈ (W0,W1) a` un mot de
code xn.
– Deux de´codeurs : le premier chez le re´cepteur 1 qui associe une se´quence rec¸ue
yn1 ∈ Yn1 a` une paire de messages (wˆ0, wˆ1) ou a` un message d’erreur e et le deuxie`me
chez le re´cepteur 2 qui associe une se´quence rec¸ue yn2 ∈ Yn2 a` un message w˜0 ou a`
un message d’erreur e.
La probabilite´ d’erreur moyenne P
(n)
e , mesurant le niveau de ﬁabilite´, est P
(n)
e =
1
2nR02nR1
·∑nR0w0=1∑nR1w1=1 Pr{(wˆ0, wˆ1) 6= (w0, w1) or w˜0 6= w0}.
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(W1,W0) Xn
Y n1 (Wˆ1, Wˆ0)
De´codeur 1
Encodeur PY1Y2|X
Y n2 W˜0
De´codeur 2
Figure 2.1 – Canal de diﬀusion avec deux re´cepteurs
De´finition 1 Une paire de de´bits (R0, R1) est dite atteignable pour le canal de diffusion
s’il existe une se´quence de codes (2nR0 , 2nR1 , n) avec P
(n)
e → 0 lorsque n→∞.
De´finition 2 La re´gion de capacite´ du canal de diffusion est la fermeture de l’ensemble
des de´bits atteignables.
La re´gion de capacite´ du canal de diﬀusion n’est pas connue en ge´ne´ral. Cependant,
la re´gion de capacite´ est connue pour les canaux de diﬀusion dits “de´grade´s”.
De´finition 3 Un canal de diffusion est dit physiquement de´grade´ si p(y1, y2|x) =
p(y1|x)p(y2|y1). (X → Y1 → Y2 est une chaine de Markov)
De´finition 4 Un canal de diffusion est dit stochastiquement de´grade´ s’il existe une
variable ale´atoire qui a la meˆme densite´ de probabilite´ conditionnelle que Y1 sachant X
telle que X → Y˜1 → Y2 forme une chaine de Markov.
La re´gion de capacite´ du canal de diﬀusion stochastiquement de´grade´ est la meˆme
que celle du canal de diﬀusion physiquement de´grade´ correspondant. On conside`re main-
tenant le canal de diﬀusion de´grade´ dans lequel l’e´metteur envoie W0 et W1 avec des
de´bits R0 et R1 respectivement. On rappelle que l’utilisateur 1 atteint le de´bit R0+R1,
puisque W0 est un message commun alors que l’utilisateur 2 atteint seulement R0.
The´ore`me 1 La re´gion de capacite´ pour le canal de diffusion de´grade´ X → Y1 → Y2
est l’enveloppe convexe de l’ensemble de toutes les paires (R0, R1) satisfaisant
R1 ≤ I(X;Y1|U) (2.1)
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R0 ≤ I(U ;Y2) (2.2)
pour certaine distribution jointe PUXY1Y2 = PUX · PY1|X · PY2|X sur U × X × Y1 × Y2.
PY1|X et PY2|X sont les fonctions densite´ de probabilite´s conditionnelles qui de´pendent du
mode`le du canal. PUX est la distribution de probabilite´ jointe de U et X, ou` la cardinalite´
de U est borne´e par |U| ≤ min{|X |, |Y1|, |Y2|}.
La re´gion de capacite´ pour le canal de diﬀusion de´grade´ est atteignable en utilisant le
codage par superposition. Le codage par superposition apparait dans plusieurs contextes
de la the´orie de l’information et il est e´troitement lie´ au codage multi-couches [55], [56].
L’ide´e du codage par superposition est re´sume´e dans ce qui suit. La variable ale´atoire
auxiliaire U sert de centre aux nuages distingue´ par les deux re´cepteurs 1 et 2. Chaque
nuage est constitue´ de 2nR1 mots de codes Xn distingue´s par le re´cepteur 1. Le re´cepteur
2 peut distinguer seulement les nuages alors que le re´cepteur 1 peut voir aussi les mots
de codes individuels dans les nuages. La preuve formelle de l’atteignabilite´ de la re´gion
de capacite´ utilise un argument de codage ale´atoire “random coding” et contient les
e´tapes suivantes. On ﬁxe tout d’abord p(u) et p(x|u). La ge´ne´ration du “codebook” est
faite d’une manie`re ale´atoire en ge´ne´rant 2nR0 mots de codes inde´pendants de longueur
n, un(w0), w0 ∈ {1, 2, .., 2nR0}, selon
∏n
i=1 p(ui). Pour chaque mot de code u
n(w0), sont
ge´ne´re´s 2nR1 mots de codes inde´pendants xn(w0, w1) selon
∏n
i=1 p(xi|ui(w0)). Ici, un(w0)
joue le roˆle du centre de nuage compre´hensible par les deux re´cepteurs a` la fois, alors que
xn(w0, w1) est le w
e`me
1 mot de code satellite (“satellite codeword”) dans le w
e`me
0 nuage.
Le codage est fait de la manie`re suivante : pour transmettre la paire (W0,W1), le mot de
code xn(W0,W1) est envoye´. Le de´codage est fait en utilisant la me´thode des se´quences
typiques [57].
L’atteignablite´ de la re´gion dans le The´ore`me 1 pour le canal de diﬀusion de´grade´
a e´te´ e´tabli par Bergmans [21]. Environ un an plus tard, l’optimalite´ des ensembles des
de´bits atteignables (dans le The´ore`me 1) pour le canal de diﬀusion de´grade´ a e´te´ e´tabli
par Bergmans [22] et Gallager [58].
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2.2.2 Canal de diffusion Gaussien
Conside´rons maintenant le canal de diﬀusion Gaussien avec deux utilisateurs. On
suppose qu’il existe une contrainte de puissance P au niveau de l’e´metteur : E[X2] ≤
P . On suppose, sans perte de ge´ne´ralite´, que Y1 est moins bruyant que Y2. On peut
facilement montrer que le canal de diﬀusion Gaussien est e´quivalent a` un canal de´grade´,
puisque le canal peut eˆtre repre´sente´ comme dans la ﬁgure 2.2 :
Y1 = X + Z1 (2.3)
Y2 = X + Z2 = Y1 + Z
′
2 (2.4)
ou` Z1 ∼ N (0, σ21), Z2 ∼ N (0, σ22), Z ′2 ∼ N (0, σ22 − σ21) et Z1, Z ′2 sont inde´pendants. Le
rapport signal sur bruit rec¸u pour chaque utilisateur est RSB i =
P
σ2i
, ou` RSB1 > RSB2
et Ni = σ
2
i est la variance du bruit Zi.
Figure 2.2 – Canal de diﬀusion Gaussien
The´ore`me 2 La re´gion de capacite´ du canal de diffusion Gaussien avec une contrainte
de puissance P est donne´e par :
R1 ≤ C(α · RSB1) (2.5)
R0 ≤ C
(
(1− α) · RSB2
α · RSB2 + 1
)
(2.6)
pour α ∈ [0, 1], ou` C(x) = 12 · log2(1 + x).
Cette re´gion est atteignable en utilisant le sche´ma de codage de´crit dans [5]. la me´thodologie
est la suivante. On choisit 2nR0 mots de codes Gaussiens un(i) inde´pendants et identi-
quement distribue´s (i.i.d.) ∼ N (0, (1 − α)P ). Pour chacun de ces mots de codes un(i),
on ge´ne`re 2nR1 mots de codes Gaussien satellites vn(j) de puissance αP . Les mots de
codes xn(i, j) sont obtenus par xn(i, j) = un(i) + vn(j).
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2.3 Canaux de diffusion avec un message confidentiel
Dans cette section, on re´sume quelques re´sultats the´oriques sur les de´bits atteignables
pour le canal de diﬀusion avec message conﬁdentiel.
2.3.1 Canaux de diffusion avec message confidentiel
Un canal de diﬀusion avec message conﬁdentiel est un canal de diﬀusion avec deux
re´cepteurs pour lesquels un e´metteur tente d’envoyer deux messages simultane´ment :
un message commun w0 pour les deux re´cepteurs et un message conﬁdentiel w1 pour
le re´cepteur 1 [9]. La diﬀe´rence entre un code (2nR0 , 2nR1 , n) pour le canal de diﬀusion
avec message conﬁdentiel et celui pour le canal de diﬀusion sans contrainte de se´curite´
dans le paragraphe 2.2.1, est l’utilisation d’un codeur randomise´ (“randomized encoder”)
pour assurer la se´curite´. Le niveau de conﬁdentialite´ du message conﬁdentiel W1 chez
l’espion est mesure´ par le taux d’ e´quivoque (“equivocation rate”). Le niveau de ﬁabilite´
est mesure´ par la probabilite´ d’erreur moyenne P
(n)
e de´ﬁnie dans le paragraphe 2.2.1.
De´finition 5 Le triplet de´bit-e´quivoque (R0, R1, Re) est atteignable s’il existe une se´quence
de codes (2nR0 , 2nR1 , n) avec P
(n)
e → 0 quand n→∞ et avec un taux d’e´quivoque satis-
faisant Re ≤ lim inf
n→∞
1
n
H(W1|Y n2 ).
Tout au long de ce travail, on se concentre sur le cas ou` la “conﬁdentialite´ parfaite”
(“perfect secrecy”) est atteinte : R1 = Re, i.e. les messages conﬁdentiels transmis sont
entie`rement cache´s de l’espion.
De´finition 6 La re´gion de capacite´ secre`te est l’ensemble de toutes les paires de de´bits
(R0, R1) telles que (R0, R1, Re = R1) est atteignable.
The´ore`me 3 La re´gion de capacite´ secre`te, donne´e dans [9], est l’enveloppe convexe de
l’ensemble de toutes les paires (R0, R1) satisfaisant :
0 ≤ R1 ≤ I(V ;Y1|U)− I(V ;Y2|U) (2.7)
R0 ≤ min{I(U ;Y1), I(U ;Y2)} (2.8)
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pour une certaine distribution PUV XY1Y2 = PU ·PV |U ·PX|V ·PY1Y2|X sur U×V×X×Y1×Y2
ou` U et V sont des variables ale´atoires auxiliaires satisfaisant U ↔ V ↔ X ↔ Y1Y2.
Les cardinalite´s des ensembles U et V peuvent eˆtre limite´es a` |U| ≤ |X | + 3 et |V| ≤
|X |2 + 4|X |+ 3.
U sert comme un centre de nuage distingue´ par les deux re´cepteurs. En d’autre
termes, elle porte l’information commune (meˆme interpre´tation que dans le paragraphe
2.2.1). V est une variable ale´atoire auxiliaire pour une randomisation additionnelle chez
l’encodeur.
Corollaire 1 La re´gion de capacite´ secre`te du canal de diffusion de´grade´ avec message
confidentiel U ↔ V ↔ X ↔ Y1 ↔ Y2 est la fermeture de l’ensemble de toutes les paires
(R0, R1) satisfaisant [11] :
R1 ≤ I(X;Y1|U)− I(X;Y2|U) (2.9)
R0 ≤ I(U ;Y2) (2.10)
ou` la cardinalite´ de U peut eˆtre borne´e par |U| ≤ min{|X |, |Y1|, |Y2|}.
On constate que V = X dans le cas du canal de´grade´. En comparant avec le cas
du canal de diﬀusion de´grade´ sans contrainte de se´curite´ (e´quations (2.1) et (2.2)), il
semble que cette contrainte pe´nalise le de´bit du message prive´ vers l’utilisateur 1 en
le diminuant d’une quantite´ I(X;Y2|U), pour confondre l’espion, comme c’est indique´e
dans l’e´quation 2.9 ; par contre, cela est trompeur car il est possible d’envoyer aussi un
message public prive´ vers l’utilisateur 1 en plus du message conﬁdentiel pour atteindre
la re´gion de capacite´ du canal de diﬀusion de´grade´ sans message conﬁdentiel. Dans cette
the`se, on se concentre sur l’e´tude du de´bit secret pour l’utilisateur 1 et le de´bit du
message commun seulement.
2.3.2 Canal de diffusion Gaussien avec message confidentiel
On conside`re maintenant le canal de diﬀusion Gaussien (de´grade´) avec message conﬁ-
dentiel. Les sorties du canal sont Yi = X+Zi ou` i ∈ [1, 2] et Zi ∼ N (0, Ni). On conside`re
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aussi une contrainte de puissance a` l’entre´e du canal E[X2] ≤ P .
The´ore`me 4 La re´gion de capacite´ secre`te du canal de diffusion Gaussien avec message
confidentiel X ↔ Y1 ↔ Y2 est donne´e par [11] :
=
⋃
β∈[0,1]


R0 ≤ C( (1−β)·PN2+β·P )
(R0, R1) :
R1 ≤ C(β·PN1 )− C(
β·P
N2
)
(2.11)
L’atteignabilite´ de la re´gion de capacite´ secre`te re´sulte du corollaire pre´ce´dant et
du choix suivant des variables ale´atoires : U ∼ N (0, (1 − β) · P ), X = U + X ′ avec
X ′ ∼ N (0, β · P ).
2.3.3 Canal a` e´coute
On passe maintenant a` l’e´tude d’un cas particulier du canal de diﬀusion avec message
conﬁdentiel appele´ canal a` e´coute dans lequel il n’y a pas de message commun (R0 = 0).
La capacite´ secre`te du canal a` e´coute discret et sans me´moire est obtenue en prenant
U = const dans le cas du canal de diﬀusion avec message conﬁdentiel [9]. Par suite, en
remplac¸ant U = const dans le the´ore`me 3, on obtient le corollaire suivant :
Corollaire 2 La capacite´ secre`te du canal a` e´coute discret et sans me´moire est :
R1 = max
PV X
I(V ;Y1)− I(V ;Y2) (2.12)
Le concept de “de´gradation” dans les canaux de diﬀusion que nous avons utilise´e dans
les sections pre´ce´dentes a e´te´ ge´ne´ralise´e dans [59] en introduisant les notions de “plus
capable (“more capable”)” et “moins bruyant (“less noisy”)” . La relation “le canal 1 est
plus capable que le canal 2” est caracte´rise´e par I(X;Y1) ≥ I(X;Y2) ∀PX . La relation
“le canal 1 est moins bruyant que le canal 2” est caracte´rise´e par la proprie´te´ que pour
tout V → X → Y1Y2
I(V ;Y1) ≥ I(V ;Y2) (2.13)
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Dans [59], il est montre´ que la condition “plus capable” est strictement plus faible que
la condition “moins bruyant”, qui a` son tour, est strictement plus faible que la condition
“le canal 2 est une version de´grade´e du canal 1”. Lorsque le canal 1 est “moins bruyant”
que le canal 2, on a I(V ;Y1)− I(V ;Y2) ≤ I(X;Y1)− I(X;Y2). Ainsi la capacite´ se´cre`te
dans ce cas est obtenue a` partir du corollaire 2 en prenant V = X [9]. On obtient le
corollaire suivant :
Corollaire 3 La capacite´ secre`te du canal a` e´coute lorsque le canal 1 est “moins bruyant”
que le canal 2 est :
R1 = max
PX
I(X;Y1)− I(X;Y2) (2.14)
Lorsque le canal 1 est “plus capable” que le canal 2, la capacite´ secre`te est aussi
donne´e par l’e´quation (2.14). On note que le canal a` e´coute a e´te´ introduit par Wyner
[7] qui a suppose´ que le canal de l’espion est une version physiquement de´grade´e du canal
du re´cepteur le´gitime. La capacite´ secre`te, dans ce cas, est donne´e aussi par l’e´quation
(2.14).
La capacite´ secre`te du canal a` e´coute Gaussien est donne´e dans [8] et peut eˆtre
de´duite (lorsque N2 > N1) du the´ore`me 4 en prenant β = 1 (la puissance totale est
utilise´e pour transmettre le message conﬁdentiel) :
R1 = C
(
P
N1
)
− C
(
P
N2
)
(2.15)
Cette capacite´ est atteinte en utilisant des entre´es Gaussiennes : X ∼ N (0, P ).
2.4 Conclusion
Dans ce chapitre, on a fournit les e´le´ments ne´cessaires a` la compre´hension du contexte
des chapitres suivants. On a pre´sente´ les concepts de canal de diﬀusion et le canal de
diﬀusion avec message conﬁdentiel en donnant des re´gions des de´bits atteignables dans
les deux cas. Cependant, les sche´mas qui permettent d’atteindre ces limites the´oriques
de la communication ne sont pas toujours re´alisables en pratique.
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En particulier, pour les canaux de diﬀusion Gaussiens, avec ou sans contrainte de
se´curite´, on a vu que la re´gion de capacite´ est atteinte en utilisant des alphabets Gaus-
siens. Cependant, les alphabets Gaussiens, bien qu’ils maximisent les de´bits atteignables
par les utilisateurs pour les canaux de diﬀusion Gaussiens, ne sont pas pratiques a`
imple´menter dans les syste`mes de communication re´els. Dans le chapitre suivant, on
e´tudie l’impact de la contrainte de l’alphabet d’entre´e ﬁni sur les re´gions des de´bits at-
teignables pour les canaux de diﬀusion Gaussiens avec deux utilisateurs. On s’inte´resse
aussi a` e´tudier le compromis entre l’eﬃcacite´ des strate´gies de diﬀusion et leur complexite´
d’imple´mentation.
De plus, dans les deux mode`les de canaux de diﬀusion e´tudie´s, les re´gions de de´bits
donne´es sont atteignables lorsque l’e´metteur connait l’e´tat instantane´ du canal (les RSB)
ce qui n’est pas toujours le cas dans les syste`mes re´els. Dans le chapitre 4, on analyse le
de´bit utile secret du canal a` e´coute a` e´vanouissement par blocs en utilisant les protocoles
HARQ lorsque l’e´metteur n’a pas une information parfaite sur l’e´tat instantane´ du canal
mais connait seulement les statistiques du canal et rec¸oit les e´tats passe´s du canal par
l’interme´diaire des canaux de retour.
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Chapitre 3
Optimisation des de´bits
atteignables pour les canaux de
diffusion avec un alphabet
d’entre´e fini
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3.1 Introduction
On a vu dans le chapitre pre´ce´dent que le codage par superposition permet d’at-
teindre la limite the´orique de la re´gion de capacite´ pour un canal de diﬀusion Gaussien
a` deux utilisateurs en utilisant un alphabet d’entre´e Gaussien pour chaque utilisateur.
Cependant, dans les syste`mes de transmission re´els, les symboles transmis appartiennent
a` des constellations ﬁnies ex. M -PAM et M -QAM.
L’objectif de ce chapitre est de de´river les re´gions des de´bits atteignables pour un
canal de diﬀusion Gaussien a` deux utilisateurs avec une contrainte de puissance en utili-
sant des constellationsM -PAM dans deux cas : (1) lorsque l’e´metteur envoie un message
commun pour les deux re´cepteurs et un message prive´ pour l’utilisateur 1 (2) le cas du
canal de diﬀusion avec un message conﬁdentiel pour l’utilisateur 1 (et avec un mes-
sage commun). Les re´gions des de´bits atteignables pour les deux cas sont e´tudie´es pour
diﬀe´rentes strate´gies de transmission qui diﬀe`rent par leur complexite´ d’imple´mentation.
Un algorithme ite´ratif est propose´ pour le calcul des re´gions des de´bits atteignables maxi-
males en utilisant le codage par superposition (le cas ge´ne´ral) ou le cas particulier du
superposition de modulation pour les deux cas des canaux de diﬀusion conside´re´s. L’op-
timisation est faite par rapport a` la distribution de probabilite´ jointe ou par rapport
aux positions des symboles dans la constellation ou les deux en meˆme temps. Dans
notre travail, les positions des symboles ne sont pas ne´cessairement proportionnelles a`
celles de la constellation standard comme dans [40]. Cela nous permet de de´terminer les
de´bits atteignables maximales avec toute constellation avec M symboles. E´videmment,
les meilleurs re´sultats sont obtenus pour le cas le plus ge´ne´ral. L’objectif est d’e´valuer la
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perte en terme de de´bits en utilisant les strate´gies simples et d’identiﬁer les situations
dans lesquelles les sche´mas complexes (non-standard) conduisent a` des ame´liorations
signiﬁcatives. Comme application, on conside`re plusieurs sce´narios de zones de couver-
ture, et nous donnons des conclusions sur les strate´gies de transmission qui peuvent
fournir le meilleur compromis entre l’eﬃcacite´ et la complexite´ d’imple´mentation. On
compare aussi les deux types de canaux de diﬀusion conside´re´s (avec et sans contrainte
de se´curite´) et on analyse l’eﬀet de la contrainte de se´curite´ sur les de´bits atteignables.
La plupart des informations de ce chapitre font partie de l’article [1] (voir l’annexe
A) et d’un article soumis (voir l’annexe B). Nous re´sumons ici les re´sultats principaux.
Le chapitre est organise´ de la manie`re suivante :
3.2 Strate´gies de transmission pour les syste`mes de diffu-
sion
On a vu dans le chapitre pre´ce´dent que la re´gion de capacite´ pour le canal de dif-
fusion Gaussien (avec et sans contrainte de se´curite´) est atteignable en utilisant le co-
dage par superposition pour transmettre simultane´ment les deux messages commun et
prive´/secret. Pour le cas du canal de diﬀusion avec message conﬁdentiel, un codage
stochastique permet d’assurer la se´curite´ [9],[60].
Dans cette section, on de´crit brie`vement diﬀe´rentes strate´gies de transmission pour
les syste`mes de diﬀusion avec deux messages. Les strate´gies sont pre´sente´es dans l’ordre
croissant de complexite´ de mise en œuvre. Plus pre´cise´ment, en se de´plac¸ant d’une
strate´gie a` l’autre, on relaˆche des contraintes sur l’imple´mentation du syste`me pour
atteindre ﬁnalement la strate´gie la plus complexe qui peut eˆtre utilise´e pour diﬀuser
des informations vers les utilisateurs. Le passage des strate´gies ge´ne´rales aux strate´gies
les plus simples se fait en ajoutant des contraintes (probabilite´ uniforme, constellation
standard). Ces dernie`res sont donc les moins eﬃcaces en termes des de´bits atteignables.
Une description de´taille´e des strate´gies est donne´e dans [1] (voir l’annexe A). Elles sont
liste´es ci-apre`s.
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3.2.1 Partage de temps ou “Time sharing” (TS)
Dans le time sharing, les messages sont transmis dans des intervalles de temps (slots)
diﬀe´rents. Le time sharing est largement utilise´ en raison de sa facilite´ d’imple´mentation,
puisque dans chaque intervalle de temps le syste`me est e´quivalent a` un syste`me de
communication classique point a` point. Ici, nous conside´rons les cas ou` les symboles
transmis sont e´quiprobables et appartiennent a` une constellation M -PAM standard.
La constellation M -PAM standard est une constellation avec des symboles e´quidistants
appartenant a` X = {M − 1− 2 · (i− 1) pour i = 1, ..,M}.
3.2.2 Modulation hie´rarchique (HM)
Dans la modulation hie´rarchique avec deux couches, les symboles de la constellation
sont utilise´s pour transmettre deux ﬂux de donne´es simultane´ment pour deux utilisateurs
[61][62][63]. La modulation hie´rarchique a e´te´ incluse dans plusieurs standards [23],[24].
Les symboles de la constellation sont ge´ne´ralement choisis avec la meˆme probabilite´,
mais peuvent eˆtre non e´quidistants. Ces symboles peuvent eˆtre conside´re´es comme la
somme de deux modulations d’ordre infe´rieur, une pour chaque utilisateur. La modula-
tion de puissance plus e´leve´e est utilise´e pour l’utilisateur ayant le mauvais canal, et celle
ayant la puissance la plus petite est utilise´e pour l’utilisateur ayant le bon canal. Par
conse´quent, le codage dans le cas de la modulation hie´rarchique peut eˆtre se´parable pour
les deux ﬂux ce qui est plus pratique. Le “labeling” de la constellation du signal transmis
permet de distinguer les deux types d’information [50],[49]. La modulation hie´rarchique
est explique´e en [1] avec une constellation 4-PAM comme exemple.
3.2.3 Superposition de modulation (SM)
Pour la superposition de modulation [64], les M points de la constellation apparte-
nant a` X sont obtenus par addition de deux variables ale´atoires X1 et X2 de cardinalite´
M1 et M2 respectivement : M = M1M2. Par exemple, pour un 8-PAM (M = 8), on
a deux cas de superposition de modulation : soit M1 = 2 et M2 = 4 ou bien M1 = 4
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et M2 = 2. Dans ce chapitre, X1 et X2 de´signent les signaux qui portent l’information
pour l’utilisateur 1 (avec ou sans contrainte de se´curite´) et l’information commune res-
pectivement. Alors dans ce cas le labeling de la constellation est se´parable. Cela conduit
a` U ≡ X2 dans le cas de la superposition de modulation puisque l’utilisateur 2 peut
distinguer seulement U . Dans ce cas il y a plus de sche´mas de labeling que dans le cas
de la modulation hie´rarchique [50],[49].
Ce travail e´tudie plusieurs cas de superposition modulation. Nous noterons SMX ,PUX ,PX
la superposition de modulation avec symboles e´quiprobables. Il s’agit d’un cas pratique
puisque le codage des messages est se´parable et les symboles sont utilise´s avec la meˆme
probabilite´ ce qui est le cas dans les syste`mes actuels. Ensuite, la contrainte “symboles
e´quiprobables” est relaˆche´e et on suppose que PUX peut eˆtre non-uniforme. Ainsi, le
codage est ici fait conjointement pour les deux messages. Cette strate´gie sera note´e
SMX ,PUX ,PX quand les symboles prennent les valeurs de la constellation standard et
SMX ,PUX ,PX dans le cas ou` les positions des symboles peuvent prendre des valeurs arbi-
traires et seront conside´re´s comme des variables a` optimiser. De manie`re ge´ne´rale, une
variable est surligne´e lorsqu’elle n’intervient pas dans le processus d’optimisation.
La de´ﬁnition de la superposition de modulation dans le cas ge´ne´ral ou` PUX peut eˆtre
non-uniforme est donne´e dans [1]. La distribution de probabilite´ jointe PUX a alors une
expression spe´ciﬁque ce qui est explique´e dans [1] pour le cas d’une 8-PAM.
3.2.4 Codage par superposition (SC)
Dans le codage par superposition, la distribution de probabilite´ jointe PUX prend
la forme la plus ge´ne´rale, i.e. lorsque |U| = |X | pour les canaux de diﬀusion Gaussiens.
Dans le cas d’une constellation avec M symboles, PUX est une matrice de taille M ×M
avec des e´le´ments pij . En eﬀet, la variable auxiliaire U peut eˆtre vue comme le “centre
du nuage” d’information contrairement aux cas les plus simples ou` le message commun
est porte´ par le centre des nuages de la modulation. Par conse´quence, le labeling ne
permet pas de distinguer les information porte´es par les deux messages. Cela rend ce
sche´ma de codage plus complique´. Le codage des deux messages est fait conjointement
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Transmission Variables Contraintes De´signation
SM X Distribution uniforme pour PUX SMX ,PUX ,PX
SM PUX s.t.
∑
i,j pi,j = 1 Positions des symboles : M -PAM SMX ,PUX ,PX
SM X SMX ,PUX ,PX
PUX s.t.
∑
i,j pi,j = 1
SC PUX s.t.
∑
i pi,j =
1
M
Positions des symboles : M -PAM SCX ,PUX ,PX
Distribution uniforme pour PX
SC X Distribution uniforme pour PX SCX ,PUX ,PX
PUX s.t.
∑
i pi,j =
1
M
SC PUX s.t.
∑
i,j pi,j = 1 Positions des symboles : M -PAM SCX ,PUX ,PX
SC X SCX ,PUX ,PX
PUX s.t.
∑
i,j pi,j = 1
Table 3.1 – Strate´gies de diﬀusion conside´re´es
en utilisant la distribution de probabilite´ jointe PUX comme indique´ dans le chapitre 2.
Une liste exhaustive de toutes les strate´gies conside´re´es est donne´e dans le tableau
3.1.
3.3 Re´gions des de´bits atteignables en utilisant des constel-
lations M-PAM : formulation du proble`me
Dans ce paragraphe, on s’inte´resse au calcul des re´gions des de´bits atteignables pour
un canal de diﬀusion Gaussien avec deux utilisateurs et une contrainte de puissance
lorsque le signal transmis est module´ en utilisant une constellation M -PAM pour les
diﬀe´rentes strate´gies de diﬀusion de´crites ci-dessus.
Comme indique´ au de´but de ce chapitre, on va e´tudier deux mode`les du canal de
diﬀusion lorsqu’il y a en plus d’un message commun w0 pour les deux re´cepteurs, (i) un
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message prive´ w1 pour le re´cepteur 1, mais pas ne´cessairement secret, dans le premier cas
(voir le paragraphe 2.2) (ii) un message secret w1 pour le re´cepteur 1 dans le deuxie`me
cas (voir le paragraphe 2.3).
Conside´rons un canal de diﬀusion Gaussien sans-me´moire avec deux utilisateurs
(RSB1 > RSB2) et une contrainte de puissance P . L’entre´e du canal appartient a` un
ensemble ﬁni X = {x0, ..., xM−1} ⊂ R repre´sente´ par une constellation M -PAM. On
suppose que la constellation du signal transmis est syme´trique par rapport a` l’origine.
Pour de´terminer la re´gion des de´bits atteignables maximales en utilisant le codage
par superposition, on conside`re le cas |U| =M . Dans le cas de la superposition de modu-
lation, il faut prendre en compte les spe´ciﬁcite´s sur PUX et X [1]. On conside`re e´galement
dans le meˆme contexte, le proble`me de maximisation des de´bits atteignables sous des
contraintes supple´mentaires sur les variables d’optimisation (PUX et X ) : valeurs stan-
dards des positions des symboles du M -PAM, distribution PUX uniforme, distribution
PX uniforme. Le proble`me de maximisation des de´bits atteignables pour une certaine
strate´gie est re´solu sous diﬀe´rentes combinaisons des contraintes pre´ce´dentes selon le
tableau 3.1.
3.3.1 Cas du canal de diffusion avec message commun et message prive´
On rappelle que dans ce mode`le, le message w0 est un message commun aux deux
re´cepteurs et w1 est un message prive´ a` l’utilisateur 1. Par conse´quent, le re´cepteur 1
atteint un de´bit R0+R1 tandis que le re´cepteur 2 atteint un de´bit R0. Ainsi, la re´gion des
de´bits atteignables (R0 vs R0+R1) peut eˆtre obtenue en re´solvant la maximisation de la
somme des de´bits ponde´re´e (θ ·R1 + (1− θ) ·R0) pour θ ∈ [0, 0.5]. En eﬀet, pour θ = 0,
on maximise le de´bit de l’information commune R0 et lorsque θ = 0.5, on maximise
le de´bit atteint par l’utilisateur 1 (R0 + R1). En utilisant (2.1) et (2.2), le proble`me
d’optimisation conside´re´ est :
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max
PUX ,X
θ · I(X;Y1|U) + (1− θ) · I(U ;Y2)
s.t.

 pij ≥ 0 ∀i, j∑
i,j pij · x2j ≤ P
(3.1)
Cette optimisation est faite en conside´rant les contraintes donne´es dans le tableau
3.1 pour chaque strate´gie de transmission conside´re´e. Notons pij = Pr{U = ui, X = xi},
j ∈ {0, ..,M − 1} et i ∈ {0, .., |U| − 1}. Les expressions des deux information mutuelles
I(X;Yk|U) et I(U ;Y2) sont les suivantes, pour k ∈ {1, 2} :
I(X;Yk|U) =
∑
i,j
∫ +∞
−∞
pijPYk|X(yk|xj) log
(
∑
j′ pij′)PYk|X(yk|xj)∑
j′ pij′PYk|X(yk|xj′)
dyk (3.2)
I(U ;Y2) =
∑
i
∫ +∞
−∞
(
∑
j
pijPY2|X(y2|xj)) log
∑
j′ pij′PY2|X(y2|xj′)
(
∑
j′ pij′)(
∑
i′,j′ pi′j′PY2|X(y2|xj′))
dy2
(3.3)
Les logarithmes sont pris en base 2. Le canal Gaussien pour chaque utilisateur est ca-
racte´rise´ par la densite´ conditionnelle
PYi|X(y|x) =
1√
2πσ2i
.e
−
(y−x)2
2σ2
i i ∈ {1, 2} (3.4)
Quand θ = 0 ou θ = 1 (le cas du canal point-a`-point (Pa`P)), on maximise respec-
tivement les de´bits atteignables individuels R0 et R1. Le proble`me (3.1) est e´quivalent
a`
max
PX ,X
I(X;Yk)
s.t.


pi ≥ 0 ∀i∑
i pi = 1∑
i pi · x2i ≤ P
(3.5)
ou` pi = Pr{X = xi}, i ∈ {0, ..,M − 1} est la distribution de probabilite´ des symboles
d’entre´e du canal et k ∈ {1, 2}. Lorsque θ = 0 ou 1, le proble`me (3.5) est re´solu pour
k = 2 et 1 respectivement avec :
I(X;Yk) =
∫ +∞
−∞
∑
j
pjPYk|X(yk|xj) log
PYk|X(yk|xj)∑
j′ pj′PYk|X(yk|xj′)
dyk (3.6)
40
Pour le cas du time sharing et en utilisant une constellation standard, la paire de
de´bits atteignables (R0 +R1, R0) est telle que [5] :
 R1 = αR1R0 = (1− α)R0 (3.7)
ou` R1 et R0 sont les de´bits atteignables pour un canal point-a`-point en utilisant une
constellation M -PAM standard avec des rapports signal sur bruit RSB1 et RSB2 res-
pectivement. En variant α de 0 a` 1, on obtient la re´gion des de´bits atteignables.
3.3.2 Cas du canal de diffusion avec message commun et message confi-
dentiel
Dans ce paragraphe, on e´tudie le cas ou` l’e´metteur veut transmettre un message
secret w1 pour l’utilisateur 1 en pre´sence de l’espion (l’utilisateur 2) avec un de´bit R1 et
un message commun w0 pour les deux utilisateurs avec un de´bit R0. Alors, les utilisateurs
1 et 2 peuvent atteindre un de´bit R0 + R1 et R0 respectivement. Cependant, dans ce
cas, on a pre´fe´re´ e´tudier les re´gions R0 vs R1 (et non pas R0 +R1 vs R0 comme dans le
cas pre´ce´dant), obtenues en re´solvant la somme de de´bits ponde´re´e θ ·R1 + (1− θ) ·R0
pour θ ∈ [0, 1]. Ce choix permet de mieux e´tudier l’eﬀet de la contrainte de se´curite´ qui
distingue ce cas du cas pre´ce´dent. On notera qu’il est impossible d’avoir un de´bit secret
positif si RSB2 n’est pas infe´rieure a` RSB1 .
Pour de´terminer la re´gion des de´bits atteignables en utilisant une certaine strate´gie
de diﬀusion, il faut re´soudre le proble`me d’optimisation suivant issu des e´quations (2.9)
et (2.10) :
max
PUX ,X
θ ·
[
I(X;Y1|U)− I(X;Y2|U)
]
+ (1− θ) · I(U ;Y2)
s.t.


pij ≥ 0 ∀(i, j)∑
ij pij · x2j ≤ P∑
ij pij = 1
(3.8)
avec θ ∈ [0, 1], pij = Pr{U = ui, X = xj}, j ∈ {0, ..,M − 1} et i ∈ {0, .., |U| − 1}.
Lorsque PX est contrainte a` eˆtre uniforme, la dernie`re e´quation doit eˆtre remplace´e par
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∑
i pij =
1
M
. Pour le cas du time sharing, les de´bits atteignables sont obtenus par la
meˆme me´thode que le paragraphe 3.3.1.
Quand θ = 1, le proble`me (3.8) est e´quivalent a` la maximisation du de´bit secret
atteignable R1 = I(X;Y1)− I(X;Y2) sous une contrainte de puissance pour un canal a`
e´coute Gaussien par rapport a` PX et X [9].
Les proble`mes (3.1) et (3.8) sont des proble`mes d’optimisation non-convexes. La
me´thode de recherche exhaustive n’est pas envisageable pour re´soudre des proble`mes
ayant un nombre aussi important de variables. Pour re´soudre (3.1) et (3.8), une me´thode
ite´rative est propose´e dans le paragraphe suivant.
3.4 Algorithme d’optimisation
Dans ce paragraphe, on pre´sente un algorithme d’optimisation qui utilise fondamen-
talement les meˆmes outils pour re´soudre les deux proble`mes (3.1) et (3.8). Certaines
adaptations ou variantes sont parfois ne´cessaires. Nous les discuterons ensuite pour cha-
cune des situations.
Nous conside´rons tout d’abord une version re´gularise´e de (3.1) :
L1(X , PUX , s) = θ · I(X;Y1|U) + (1− θ) · I(U ;Y2) + s · (P −
|U|−1∑
i=0
M−1∑
j=0
pij · x2j ) (3.9)
et une version re´gularise´e du proble`me (3.8) :
L2(X , PUX , s) =θ ·
[
I(X;Y1|U)− I(X;Y2|U)
]
+ (1− θ) · I(U ;Y2) + s ·
(
P −
∑
ij
pij · x2j
)
(3.10)
ou` s est un parame`tre de re´gularisation.
Pour une valeur donne´e de s, les proble`mes d’optimisation (3.9) et (3.10) sont re´solus
(pour le cas le plus ge´ne´ral) par rapport a` PUX et X = (x0, x1, ..., xM−1) alternativement
jusqu’a` convergence :
P
(ℓ)
UX = arg max
PUX∈C
L(PUX , x
(ℓ−1)
0 , .., x
(ℓ−1)
M−1 , s) (3.11)
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X (ℓ) = argmax
X
L(P
(ℓ)
UX , x0, .., xM−1, s) (3.12)
ou` L = L1 lorsqu’on veut re´soudre le proble`me (3.1) et L = L2 lorsqu’on veut
re´soudre le proble`me (3.8), ℓ est l’indice d’ite´ration et C de´signe l’ensemble des contraintes
sur PUX . On de´ﬁnira C soit comme C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1} ou C = {PUX :
pij ≥ 0,
∑
i pi,j =
1
M
} (symboles e´quiprobables ).
On commence a` expliquer la me´thode pour re´soudre le proble`me d’optimisation dans
(3.12). La fonction L(P
(ℓ)
UX , x0, .., xM−1, s) n’est pas une fonction concave pour tout X ∈
R
M . Cependant, nous avons observe´ dans nos expe´riences que L(P
(ℓ)
UX , x0, .., xM−1, s) est
une fonction concave si X ∈ D ou` D = {X ∈ RM : |xi − xj | > d ∀i, j ∈ {0, ..,M −
1} and i 6= j} et d de´pend de la taille de la constellation et du RSB . Une me´thode
du simplexe est ensuite utilise´e pour eﬀectuer l’optimisation avec une initialisation faite
dans D. Cette me´thode s’applique pour les deux cas : L = L1 et L = L2. La ﬁgure 3.1,
montre un exemple du contour du lagrangien L en fonction des positions des symboles x0
et x1 d’une constellation 4-PAM (X = {x0, x1,−x1,−x0}) pour chacun des cas L = L1
et L = L2 et avec PUX ﬁxe´. On a observe´ dans les deux cas, que le Lagrangien posse`de
un optimum global situe´ dans la re´gion telle que x0 > x1 et un optimum local situe´ dans
la re´gion x0 < x1. Par suite, dans le cas du 4-PAM, on a fait deux initialisations de x0
et x1 pour appliquer la me´thode du simplexe. Il est clair aussi que la re´gion telle que x0
et x1 sont tre`s proches est a` e´viter dans les initialisations, car la fonction a` optimiser
posse`de des minimums dans cette re´gion.
Conside´rons maintenant le proble`me (3.11) lorsque PUX n’est pas contrainte a` eˆtre
uniforme. Dans la litte´rature, il existe dans [65] un algorithme de type Blahut-Arimoto
modiﬁe´ [66] pour re´soudre le proble`me d’optimisation dans (3.11) pour L = L1 avec
l’ensemble de contraintes C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1}. Cependant, cet algorithme
ne tient pas compte de la contrainte de puissance. Pour le cas du canal de diﬀusion avec
message conﬁdentiel, il existe aussi un algorithme de type Blahut-Arimoto qui permet
de maximiser le de´bit secret I(X;Y1) − I(X;Y2) (lorsque U = const.) pour le canal a`
e´coute lorsque le canal du le´gitime est moins bruyant que celui de l’espion. Cet algorithme
propose´ dans [67] est garanti a` converger vers le maximum global puisque la fonction
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Figure 3.1 – Contour du Lagrangien L ou` RSB1=10 dB, RSB2=4 dB, s=0.03, PUX
arbitraire. A gauche : pour L = L1, θ=0.45, le maximum correspond a` (x0 = 4.4,
x1 = 1.4). A droite : pour L = L2, θ=0.7, le maximum correspond a` (x0 = 3, x1 = 1).
I(X;Y1) − I(X;Y2) est concave en PX pour X ﬁxe´e dans ce cas [68]. Dans [69], il est
montre´ que l’algorithme propose´ dans [67] est aussi utile dans le cas ou` le canal du
le´gitime est plus capable que celui de l’espion (si le point initial est bien choisi).
Introduisons maintenant le lemme suivant :
Lemme 1
(i) I(X;Y1|U) est concave en PUX ,
(ii) I(U ;Y2) est une diffe´rence de fonctions concaves en PUX ,
(iii) I(X;Y1|U)−I(X;Y2|U) est concave en PUX si et seulement si le canal du re´cepteur
le´gitime est moins bruyant que le canal de l’espion. 
ou` (i) et (ii) sont de´montre´s dans [70] et (iii) est de´montre´ dans [54] (voir Annexe
B). Alors, le proble`me (3.11) est un proble`me d’optimisation non-convexe.
A partir des expressions des informations mutuelles I(X;Y1|U), I(X;Y2|U) et I(U ;Y2),
on a le lemme suivant :
Lemme 2 Conside´rons le cas du codage par superposition ou` le signal transmis X n’est
pas une somme des signaux X2 et X1 portant l’information commune et l’information
pour l’utilisateur 1 (avec ou sans contrainte de se´curite´) respectivement. Dans ce cas,
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si P
∗(l)
UX (s) est une solution du proble`me (3.11), alors toute distribution PUX obtenue en
permutant les lignes de P
∗(l)
UX (s) est aussi une solution du proble`me (3.11). 
Le lemme 2 vient des e´quations (3.2), (3.3) et les contraintes dans les proble`mes (3.1) et
(3.8) ou` la permutation des lignes de la distribution de probabilite´ jointe ne change pas
la valeur de la fonction dans (3.11). Par conse´quent, le proble`me (3.11) a des solutions
multiples. Cependant le lemme 2 ne s’applique pas pour le cas de la superposition de
modulation, puisque U repre´sente l’alphabet de l’information commune (U = X2). Par
suite, les positions des symboles de la constellation X de´pendent des valeurs de U ,
i.e. X = U + X1 ou` X1 repre´sente le signal pour le re´cepteur 1. Par conse´quent, la
permutation des lignes de PUX va changer les valeurs des information mutuelles dans
(3.2), (3.3) pour la strate´gie du superposition de modulation.
Par conse´quent, il est e´vident que dans certaines situations conside´re´es, le proble`me
d’optimisation (3.11) a plusieurs solutions et le maximum global n’est pas unique. Cela
est pre´cise´ ci-dessous.
Lorsque L = L1, le proble`me d’optimisation dans (3.11) avec l’ensemble de contraintes
C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1} peut eˆtre manipule´ par un algorithme de type Blahut-
Arimoto propose´ dans [65]. En eﬀet, aﬁn de tenir compte de la re´gularisation, on peut
montrer que l’algorithme de type “Blahut Arimoto ”propose´ dans [65] pour les canaux de
diﬀusion de´grade´s devrait eˆtre modiﬁe´ en remplac¸ant l’e´quation (19) du “lemma 3” dans
[65] par q∗(u, x) = β[Q,Q˜,Q¯](u,x)·e
−s x
2
1−θ
∑
u′,x′ β[Q,Q˜,Q¯](u
′,x′)·e
−s x
′2
1−θ
au lieu de q∗(u, x) = β[Q,Q˜,Q¯](u,x)∑
u′,x′ β[Q,Q˜,Q¯](u
′,x′)
ou` β[Q, Q˜, Q¯](u, x) est de´ﬁni dans l’e´quation (19) du re´fe´rence [65]. Quand il y a une
contrainte supple´mentaire sur les symboles de la constellation d’eˆtre e´quiprobables i.e.
C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1 and
∑
i pi,j =
1
M
}, l’algorithme de type “Blahut
Arimoto ”dans [65] devrait e´galement eˆtre modiﬁe´ pour tenir compte de la contrainte
supple´mentaire. Dans ce cas , l’e´quation (19) du “lemma 3” dans la re´fe´rence [65] de-
vrait eˆtre remplace´ par q∗(u, x) = 1|X | · β[Q,Q˜,Q¯](u,x)∑
u β[Q,Q˜,Q¯](u,x)
, qui ne de´pend pas de s, ou`
β[Q, Q˜, Q¯](u, x) est de´ﬁni dans l’e´quation (19) dans cette re´fe´rence.
Lorsque L = L2, et pour re´soudre le proble`me d’optimisation dans (3.11), on a
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utilise´ un algorithme de type Blahut-Arimoto qui peut eˆtre fait pour le cas du canal de
diﬀusion avec message conﬁdentiel en utilisant la meˆme me´thode de l’algorithme pro-
pose´ pour le canal de diﬀusion de´grade´ sans contrainte de se´curite´ [65][1]. Cet algorithme
utilise´ pour le cas du canal de diﬀusion avec message conﬁdentiel est une ge´ne´ralisation
de celui propose´ dans [67] (l’algorithme propose´ dans [67] est un cas particulier de l’al-
gorithme de type Blahut-Arimoto pour le canal de diﬀusion avec message conﬁdentiel
lorsque θ = 1).
Cependant, puisque (3.11) n’est pas convexe en PUX , l’algorithme de type Blahut-
Arimoto converge dans [65] lorsque certaines conditions sont satisfaites. Ces conditions
sont donne´es dans le the´ore`me 2 du [65]. En eﬀet, si la solution de (3.11), P
∗(l)
UX (s), se
situe dans un ensemble Tk,θ(P˜UX) et que la fonction L(PUX ,X (ℓ−1), s) est concave en
Tk,θ(P˜UX) et que la valeur initiale P
(0)(l)
UX (s) ∈ Tk,θ(P˜UX), l’algorithme de type Blahut-
Arimoto converge vers la valeur optimale. Tk,θ(P˜UX) est aussi de´ﬁni dans [65] comme
l’ensemble de tous les points PUX ∈ Sk,θ , {PUX |L(PUX ,X (ℓ−1), s) ≥ k} tel que PUX
est accessible a` partir de P˜UX ∈ Sk,θ par un chemin continu. Par suite, le proble`me est
maintenant de choisir un point initial approprie´.
Dans les expe´riences, on constate que la re´gion Tk,θ(P˜UX) ou` la fonction objective
dans (3.11) est concave en PUX est plus grande quand θ augmente. Cela est duˆ au fait
que le poids donne´ a` la partie concave de la fonction ( i.e. I(X;Y1|U) si L = L1 ou
I(X;Y1|U) − I(X;Y2|U) si L = L2) augmente avec θ. Par suite il y a plus de chance
que l’algorithme converge a` partir du point initial dans ce cas. Dans nos expe´riences,
les valeurs initiales sont choisies d’une manie`re ale´atoire et l’algorithme de type Blahut-
Arimoto converge vers des solutions raisonnables. Les initialisations a` e´viter sont la dis-
tribution uniforme de PUX parce que dans ce cas, on a observe´ que l’algorithme converge
vers la meˆme distribution , et aussi quand il y a des similitudes dans matrice initiale
PUX : ex. lorsque deux lignes de la matrice initiale PUX sont identiques l’algorithme
de type Blahut Arimoto converge vers un point ou` PUX posse`de deux lignes identiques.
Dans le cas ge´ne´ral du codage par superposition, l’algorithme converge vers une des M !
solutions (lemma 2). Notons que lorsque θ = 0, les maximums de I(U ;Y2) sont obtenus
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quand U ≡ X. Puisque la re´gion Tk,θ(P˜UX) ou` la fonction objective dans (3.11) est
concave en PUX est petite pour les valeurs de θ proches de 0, le point initial doit eˆtre
proche a` la solution optimale pour θ = 0 dans ces cas.
La me´thode de maximisation alternative peut au moins augmenter la valeur de la
fonction objective dans chaque ite´ration. Dans les expe´riences, nous avons constate´ que
cette me´thode converge au moins vers un maximum local (de´signe´ par p∗i,j(s), x
∗
j (s),
0 ≤ j ≤M − 1, 0 ≤ i ≤ |U| − 1).
On discute maintenant le choix de s. Comme on ne sait pas quelle valeur a priori de
s peut correspondre a` la satisfaction de la contrainte de puissance, on propose d’utiliser
un processus ite´ratif comme suit :
s(k+1) =
[
s(k) − γ ·
(
P −
|U|−1∑
i=0
M−1∑
j=0
p∗ij(s
(k)) · (x∗j (s(k)))2
)]+
(3.13)
ou` [.]+ est de´ﬁni comme [.]+ = max(., 0). La valeur de s est augmente´e ou diminue´e avec
le signe de P −∑|U|−1i=0 ∑M−1j=0 p∗ij(s(k)) ·(x∗j (s(k)))2. L’algorithme propose´ est re´sume´ dans
le tableau 4.1. E´videmment, lorsque les symboles de la constellation prennent les valeurs
d’une constellation standard, (P2) qui est de´ﬁnie dans le tableau 4.1 ne sera pas utilise´e.
De meˆme, lorsque PUX est uniforme, (P1) n’est pas utilise´e.
3.5 Analyse des re´sultats
3.5.1 Canal point-a`-point
On pre´sente dans cette section, les re´sultats de la maximisation des de´bits attei-
gnables pour le cas du canal point-a`-point (Pa`P) en utilisant des constellations M -PAM
avec M=4, 8, 16 et pour diﬀe´rentes valeurs du RSB . Pour e´valuer la contribution de
la mise en forme de constellation, on compare, pour un RSB ﬁxe, le de´bit maximal
atteignable et le de´bit atteignable en utilisant une “constellation standard”, dont les
symboles sont e´quiprobables, en termes de gain sur le RSB (appele´ “ shaping gain”).
Le “shaping gain” repre´sente´ dans la Fig. (3.2) est le gain obtenu avec une constella-
tion entie`rement optimise´e (PX et X ) par rapport a` la constellation standard M -PAM
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E´tape 0 s← s(0)
E´tape k E´tape 0 X ← X (0) ou` X = (x0, x1, .., xM−1)
E´tape ℓ
P
(ℓ)
UX = argmaxPUX∈C L(PUX ,X (ℓ−1), s(k−1)) (P1)
X (ℓ) = argmaxX L(P (ℓ)UX ,X , s(k−1)) (P2)
Crite`re |L(P (ℓ)UX ,X (ℓ), s(k))− L(P (ℓ−1)UX ,X (ℓ−1), s(k−1))| ≤ ǫL
d’arreˆt
s(k) = [s(k−1) − β(P −∑i,j p∗ij(s(k−1)) · (x∗j (s(k−1)))2)]+
ou` [.]+ = max(., 0)
Crite`re
d’arreˆt |s(k) − s(k−1)| ≤ ǫs
Table 3.2 – Solution nume´rique pour re´soudre (3.1) et (3.8)
dont les symboles sont e´quiprobables. Aﬁn d’e´viter la complexite´ de la construction de
codes approchant du de´bit maximal, une autre me´thode pour faire la mise en forme de
constellation est d’optimiser seulement la position des symboles dans la constellation.
Chaque point de la constellation est suppose´ eˆtre choisi avec la meˆme probabilite´ ce-
pendant la position de chaque point de la constellation est optimise´. Le shaping gain
correspondant est donne´ dans Fig. (3.3). On fait les observations suivantes. Le shaping
gain de´pend du RSB et de la taille de la constellation. Le gain maximal est obtenu pour
les RSB moyens. La distribution de probabilite´ PX est tre`s similaire a` celle que l’on
obtiendrait par l’e´chantillonnage d’une distribution gaussienne. Avec une constellation a`
moitie´-optimise´e (X seulement), une de´gradation signiﬁcative est observe´e pour les RSB
moyens par rapport a` la constellation entie`rement optimise´e. Par conse´quent, on peut
conclure que l’optimisation de la densite´ de probabilite´ des symboles est inutile pour les
petites et les grandes valeurs du RSB alors que la constellation entie`rement optimise´e
est eﬃcace pour les RSB moyens, ou` le gain augmente avec le la taille de la constellation.
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Figure 3.2 – Le gain sur le RSB pour la constellation entie`rement optimise´e par rapport
a` la constellation standard en fonction du RSB pour le canal Pa`P
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Figure 3.3 – Le gain sur le RSB pour la constellation a` moitie´-optimise´e (X seulement)
par rapport a` la constellation standard en fonction du RSB pour le canal Pa`P
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3.5.2 Canal de diffusion
Dans cette section, on pre´sente les principaux re´sultats sur le calcul des re´gions de
de´bits atteignables pour le canal de diﬀusion Gaussien avec deux utilisateurs, sans et
avec contrainte de se´curite´, en utilisant diﬀe´rentes strate´gies de transmission. l’eﬀet de
la mise en forme de la constellation est e´value´ en analysant les courbes des re´gions
de de´bits atteignables obtenues avec une constellation M -PAM (M = 4, 8, 16) pour
plusieurs paires (RSB1, RSB2). Les strate´gies e´voque´es dans le tableau 3.1 et aussi le
time sharing seront conside´re´es. Les comparaisons entre les diﬀe´rentes strate´gies sont
faites en termes de gain sur le RSB pour des de´bits atteignables cibles (shaping gain) et
aussi en terme de pourcentage de gain en de´bit (voir De´ﬁnitions 1 et 2 dans [1]).
Superposition de modulation
Les courbes des re´gions des de´bits atteignables (Fig. 3.4-3.11) pour les deux cas des
canaux de diﬀusion conside´re´s, montrent qu’une ame´lioration en de´bits peut eˆtre obte-
nue, selon l’e´cart entre les RSB des utilisateurs, en optimisant a` la fois les positions des
symboles dans la constellation et la distribution de probabilite´ jointe PUX (SMX ,PUX ,PX )
par rapport au cas ou` on optimise seulement les positions des symboles (SMX ,PUX ,PX ).
L’analyse du gain maximal en de´bit atteignable et du gain sur le RSB montre qu’un
petit gain en terme de de´bits atteignables peut se traduire en un gain important en
terme du RSB . Les gains maximaux sur le RSB sont donne´s dans les annexes A et B.
Les gains maximaux sur le RSB augmentent avec la taille M de la constellation. La
mise en forme de constellation semble donc plus utile pour les grandes valeurs de M .
On constate aussi que le gain maximal sur le RSB devient petit quand l’e´cart entre le
RSB des utilisateurs augmente, inde´pendamment de M . L’analyse de la matrice opti-
male PUX aboutit a` la conclusion que X1 et X2 ne sont pas inde´pendant en ge´ne´ral en
utilisant des constellations de taille ﬁnie. Finalement, le cas ou` on optimise seulement
PUX alors que les symboles prennent les valeurs de la constellation standard ne semble
pas avoir d’inte´reˆt dans les cas e´tudie´s [1], puisque en ge´ne´ral, cette strate´gie ne s’ave`re
pas eﬃcace en terme de de´bits atteignables par rapport a` SMX ,PUX ,PX alors qu’elle est
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Figure 3.4 – Re´gions des de´bits atteignables avec M = 4 et (RSB1,RSB2) =
(10dB, 2dB)
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Figure 3.5 – Re´gions des de´bits atteignables avec M = 4 et (RSB1,RSB2) =
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Figure 3.6 – Re´gions des de´bits atteignables avec M = 8 et (RSB1,RSB2) =
(16dB, 8dB)
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Figure 3.7 – Re´gions des de´bits atteignables avec M = 16 et (RSB1,RSB2) =
(18dB, 10dB)
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Figure 3.8 – Re´gions des de´bits atteignables avec contrainte de se´curite´. M = 4 et
(RSB1,RSB2) = (10, 8) dB
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Figure 3.9 – Re´gions des de´bits atteignables avec contrainte de se´curite´. M = 4 et
(RSB1,RSB2) = (10, 0) dB
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Figure 3.10 – Re´gions des de´bits atteignables avec contrainte de se´curite´. M = 8 et
(RSB1,RSB2) = (16, 8) dB
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Figure 3.11 – Re´gions des de´bits atteignables avec contrainte de se´curite´. M = 16 et
(RSB1,RSB2) = (20, 12) dB
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plus complexe a` imple´menter.
On conside`re maintenant le cas du canal de diﬀusion avec message conﬁdentiel. Soit
αP la puissance utilise´e pour les symboles de la constellation de l’information secre`te
avec 0 ≤ α ≤ 1. Les courbes des re´gions de de´bits atteignables montrent que le de´bit
secret maximal n’est pas obtenu lorsque α = 1 , i.e. lorsque la puissance totale est
de´die´e a` l’information secre`te contrairement au cas du canal de diﬀusion sans contrainte
de se´curite´ [37]. Cela montre que le de´bit secret n’augmente pas ne´cessairement avec le
RSB des utilisateurs. Pour expliquer ce re´sultat, on va pre´senter les re´sultats pour le ca-
nal a` e´coute Gaussien ou` il n’y a pas de message commun a` envoyer pour les re´cepteurs,
i.e., lorsque U = const. (θ = 1). Cela va permettre de mieux comprendre le com-
portement des courbes des de´bits atteignables pour le canal de diﬀusion avec message
conﬁdentiel. Les conclusions obtenues ici sont aussi applicables en pre´sence du message
commun. La ﬁgure 3.12 montre le de´bit atteignable secret en utilisant des constella-
tions M -PAM standard dont les symboles sont utilise´s avec la meˆme probabilite´ pour
M ∈ {2, 4, 8, 16}, et la capacite´ secre`te atteignable en utilisant un alphabet Gaussien,
lorsque RSB2 est plus petit que RSB1 de 10 dB. E´videmment, le de´bit secret augmente
quand l’e´cart entre RSB1 et RSB2 augmente pour RSB1 ﬁxe´. Lorsque les RSB des deux
re´cepteurs augmentent, le de´bit secret est nul, puisque I(X;Y1) et I(X;Y2) convergent
vers log2M . Par conse´quent, le transmetteur doit augmenter la cardinalite´ M lorsque
les RSBs augmentent aﬁn de re´duire l’e´cart avec la capacite´ secre`te.
Dans la ﬁgure 3.13, le de´bit secret atteignable en utilisant un M -PAM est trace´ en
fonction du RSB1 quand RSB2 est ﬁxe´ a` 0 dB pour M = 4, 8, 16. Pour chaque valeur de
M , le de´bit secret est calcule´ en utilisant une constellation standard (positions standard
et probabilite´s e´gales des symboles) et compare´ au cas dans lequel les positions des sym-
boles et leurs probabilite´s sont optimise´es. On observe que l’optimisation des positions
des symboles et leurs probabilite´s conduit a` des gains importants lorsque RSB1 augmente
avec RSB2 ﬁxe´. En eﬀet, quand RSB1 augmente, I(X;Y1) tend vers log2M . Ainsi, le
de´bit secret R1 = I(X;Y1)− I(X;Y2) va tendre vers log2M − i2 ou` i2 = I(X;Y2) quand
l’alphabet d’entre´e appartient a` un M -PAM standard et lorsque le RSB est e´gal a` 0
55
0 5 10 15 20 25 30 35 40
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
RSB1 [dB]
de
bi
t s
ec
re
t
 
 
Gaussien
2−PAM st
4−PAM st
8−PAM st
16−PAM st
Figure 3.12 – Le de´bit secret pour un canal a` e´coute Gaussien en utilisant un alphabet
Gaussien ou un M -PAM standard avec PX uniforme. RSB2 [dB]=RSB1 [dB]-10 dB
dB. Cependant, lorsque les positions des symboles et la distribution PX sont optimise´es,
l’e´metteur peut ne pas utiliser la puissance moyenne maximale autorise´e. Ainsi, lorsque
RSB1 augmente, l’e´metteur peut utiliser une constellation dont les positions des sym-
boles sont proches de l’origine tandis que I(X;Y1) atteint encore log2M puisque RSB1
est tre`s grand. Dans ce cas, I(X;Y2) va diminuer a` cause de la petite valeur du RSB2.
Par conse´quent, l’optimisation des positions des symboles et leurs probabilite´s permet
au de´bit secret de converger vers une valeur proche de log2M .
Une autre illustration est donne´e dans la Fig. 3.14. La puissance de transmission
optimale est repre´sente´e en fonction du RSB1 lorsque RSB2 est ﬁxe´ a` 0 dB et M = 4.
On observe que lorsque RSB1 ≤ 11 dB, la puissance optimale est donne´e par la puissance
maximale autorise´e P = 5. Cependant, lorsque RSB1 > 11 dB, la puissance optimale
diminue avec RSB1.
On revient maintenant au cas de la superposition de modulation pour le canal de
diﬀusion avec message conﬁdentiel (et un message commun). E´tudions par exemple le
cas ou` RSB1= 10 dB et RSB2 = 0 dB. Les utilisateurs 1 et 2 rec¸oivent l’information
secre`te avec des rapports signal sur bruit RSB ′1 = α · Pσ21 et RSB
′
2 = α · Pσ22 respectivement.
Lorsque α = 1, RSB ′1 = 10 dB et RSB
′
2 = 0 dB, la capacite´ secre`te est e´gale a` 0.51
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Figure 3.14 – Puissance de transmission optimale pour un canal a` e´coute Gaussien et
M = 4 e´tant donne´ que la puissance maximale disponible est P = 5. RSB2 = 0 dB.
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bit/ch.use en utilisant une constellation 2-PAM selon la ﬁgure 3.12. On observe dans
cette ﬁgure, que le de´bit secret maximal est obtenu quand RSB1 = 6 dB (RSB2 = −4
dB) et il est e´gal a` 0.6711 bit/ch.use. Ainsi, la fraction de puissance optimale α = α∗
qui maximise le de´bit secret dans le cas du superposition de modulation est telle que
α∗ · P
σ21
= 6 dB. E´videmment, si on re´sout (3.8) on ne peut pas obtenir la re´gion telle que
α > α∗ car elle n’est pas optimale. C’est ce qu’on peut aussi observer des re´gions des
de´bits atteignables en utilisant {8, 16}-PAM.
Time sharing ou superposition de modulation ?
La superposition de modulation avec symboles e´quiprobables et le time sharing avec
des constellations standards sont largement utilise´es comme strate´gies de transmission
pour les syste`mes de diﬀusion par souci de simplicite´. Les re´gions des de´bits atteignables
en utilisant le time sharing ou la superposition de modulation peuvent eˆtre divise´es en
deux parties ou` le time sharing est meilleur que la superposition de modulation ou vice
versa, selon les ﬁgures 3.4-3.11. La re´gion des de´bits atteignables par la superposition
de modulation devient de plus en plus importante relativement au time sharing lorsque
l’e´cart entre les RSB des utilisateurs augmente. Par conse´quent, la superposition de
modulation doit eˆtre pre´fe´re´e au time sharing dans ce cas.
Codage par superposition
Les re´sultats obtenus pour le cas ge´ne´ral du codage par superposition montrent que
ce cas peut atteindre des de´bits meilleurs que la superposition de modulation ce qui
signiﬁe que la superposition de modulation n’est pas la strate´gie de diﬀusion optimale
comme dans le cas d’alphabet Gaussien. Les courbes des re´gions de de´bits atteignables
(Fig. 3.4-3.11) montrent que le gain maximal en de´bits atteignables obtenu en utilisant le
cas ge´ne´ral du codage par superposition par rapport au superposition de modulation est
plus grand pour les petites valeurs de M . Cela est duˆ au fait que lorsque M augmente, il
existe plusieurs conﬁgurations pour obtenir un M -PAM en superposant deux constella-
tions. Par exemple, lorsque M = 8 (Fig. 3.6 et Fig. 3.10) on a deux cas de superposition
58
de modulation. Asymptotiquement, on sait que lorsque M → ∞, la superposition de
modulation (SMX ,PUX ,PX ) est la strate´gie optimale puisqu’elle permet d’atteindre la
re´gion de capacite´ pour un canal de diﬀusion Gaussien en utilisant des alphabets Gaus-
siens (paragraphes 2.2.2 et 2.3.2). L’analyse des re´sultats obtenus montrent que dans
certaines cas, la perte en de´bit par rapport au cas ge´ne´ral du codage par superposition
(la strate´gie la plus complexe) peut eˆtre tre`s petite en utilisant une strate´gie plus simple
que le cas ge´ne´ral du codage par superposition [1].
Application : extension de la couverture
Tout d’abord, conside´rons une transmission sur un canal point-a`-point ou` l’e´metteur
utilise une constellation standard dont les symboles sont utilise´s avec des probabilite´s
e´gales. L’utilisateur existant est a` une distance d0 de l’e´metteur et atteint un de´bit R0.
On suppose maintenant qu’on va transmettre de l’information vers une nouvelle
couche d’utilisateurs sans contrainte de se´curite´. On a e´tudie´ le cas ou` l’e´metteur peut
utiliser 16 symboles pour transmettre vers les deux couches d’utilisateurs. Par suite,
plusieurs strate´gies de transmission peuvent eˆtre utilise´es. L’objectif est de comparer
les strate´gies de transmission pour servir la nouvelle couche d’utilisateurs dans deux
sce´narios : le premier est lorsque la nouvelle couche d’utilisateurs est plus proche de
l’e´metteur que la couche existante initialement et le deuxie`me lorsque la nouvelle couche
est plus loin que celle qui existe initialement. Pour un de´bit R0 cible qui est ﬁxe´ pour
les utilisateurs initiaux en utilisant une constellation M -PAM standard et des symboles
e´quiprobables, on souhaite de´terminer la variation du rapport de diame`tre de couverture
des deux couches d’utilisateurs en fonction du de´bit atteignable par la nouvelle couche
d’utilisateurs pour diﬀe´rentes strate´gies de transmission.
Les re´sultats sont de´taille´s dans l’annexe A. Ils montrent que l’optimisation de la dis-
tribution de probabilite´ jointe dans le cas de la superposition de modulation est souvent
utile et fournit des gains remarquables. L’utilisation du codage par superposition peut
apporter des gains signiﬁcatifs par rapport au cas du superposition de modulation selon
le diame`tre de la zone de couverture de la nouvelle couche d’utilisateurs.
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Dans une autre expe´rience, on a e´tudie´ ces deux sce´narios avec la contrainte que
la cardinalite´ de l’alphabet des utilisateurs initiales reste ﬁxe apre`s l’introduction de la
nouvelle couche des utilisateurs [1].
3.5.3 Quel est l’impact de la contrainte de se´curite´ ?
Tout d’abord, on rappelle que la re´gion de capacite´ d’un canal de diﬀusion Gaussien
avec deux utilisateurs et une contrainte de puissance, sans contrainte de se´curite´, telle
que RSB1 > RSB2 est :
R0 ≤ 1
2
log2
(
1 +
(1− β) · P
N2 + β · P
)
(3.14)
Rp1 ≤ 1
2
log2
(
1 +
β · P
N1
)
(3.15)
ou` R0 est le de´bit du message commun pour les deux re´cepteurs et Rp1 est le de´bit du
message prive´ de´die´ a` l’utilisateur 1. Dans le cas du canal de diﬀusion avec message
conﬁdentiel, le de´bit du message conﬁdentiel pour l’utilisateur 1, R1 est tel que
R1 ≤ 1
2
log2
(
1 +
β · P
N1
)
− 1
2
log2
(
1 +
β · P
N2
)
(3.16)
On observe qu’il y a un “e´cart de conﬁdentialite´” e´gal a` R′ = 12 log2
(
1 + β·P
N2
)
entre le
de´bit du message prive´ pour l’utilisateur 1 et le de´bit secret R1. Donc, on peut trans-
mettre un message prive´ a` l’utilisateur 1 avec un de´bit Rp1 ; cependant, seulement une
portion de ce message de de´bit R1 peut eˆtre se´curise´e. Par conse´quent, il est possible de
transmettre a` l’utilisateur 1 deux messages avec un de´bit total e´gal a` Rp1 : un message
secret avec un de´bit R1 et un message prive´ sans garantie de se´curite´ avec un de´bit R
′.
La ﬁgure 3.15 montre en meˆme temps la re´gion de capacite´ (R0 vs Rp1) et la re´gion de
capacite´ secre`te (R0 vs R1) pour plusieurs paires des RSB et pour M = 4, 8, 16. Pour un
RSB1 ﬁxe´, cet e´cart de conﬁdentialite´ augmente lorsque RSB2. Pour le cas de l’alphabet
ﬁni, et en utilisant le cas ge´ne´ral du codage par superposition, on observe que l’e´cart de
conﬁdentialite´ entre le de´bit maximal du message prive´ et le de´bit maximal secret pour
un R0 ﬁxe´ est proche que celui obtenu dans le cas de l’alphabet Gaussien pour les paires
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RSBs e´tudie´es. Cependant, lorsque RSB1 augmente, Rp1 tend vers log2M et donc l’e´cart
dans le cas de l’alphabet ﬁni devient plus petit que dans le cas de l’alphabet Gaussien.
C’est ce qu’on peut observer dans la ﬁgure 3.15 pour la strate´gie du superposition de
modulation utilisant des symboles e´quiprobables et avec une constellation 4-PAM, ou`
la valeur maximale de Rp1 est e´gale a` 1 (la valeur maximale possible en utilisant un 2-
PAM). Ainsi, l’e´cart de conﬁdentialite´ entre la re´gions des de´bits atteignables maximales
avec et sans contrainte de se´curite´ est plus petit que dans le cas d’alphabet Gaussien ou
dans le cas ge´ne´ral du codage par superposition pour les paires RSBs e´tudie´es.
3.6 Conclusion
Dans ce chapitre, on a e´tudie´ le proble`me de maximisation de la re´gion des de´bits
atteignables sous une contrainte de puissance pour un canal de diﬀusion Gaussien avec
deux utilisateurs en utilisant des constellations M -PAM. Deux types de canaux de dif-
fusion sont e´tudie´s : le premier est lorsque l’e´metteur a un message commun pour les
deux re´cepteurs et un message prive´ pour l’un d’eux et le deuxie`me cas est le canal de
diﬀusion avec message conﬁdentiel et un message commun. La re´gion des de´bits attei-
gnables a e´te´ donne´e pour plusieurs strate´gies de transmission. Les diﬀe´rentes strate´gies
sont compare´es en termes d’eﬃcacite´ en de´bits atteignables tout en analysant le compro-
mis entre l’eﬃcacite´ et la complexite´ d’imple´mentation de ces strate´gies. On a observe´
que la puissance de transmission optimale qui maximise le de´bit secret vers l’un des
deux utilisateurs n’est pas ne´cessairement e´gale a` la puissance maximale disponible chez
l’e´metteur (contrairement au cas sans contrainte de se´curite´). On a observe´ aussi que
la contrainte d’alphabet ﬁni peut changer des re´sultats bien connus pour le cas d’al-
phabet Gaussien. La superposition de modulation n’est pas la strate´gie optimale dans
le cas d’alphabet ﬁni contrairement au cas d’alphabet Gaussien. L’analyse des re´sultats
montrent aussi que les strate´gies les plus complexes (comme le cas ge´ne´ral du codage par
superposition) apportent parfois des gains signiﬁcatifs par rapport aux strate´gies les plus
simples. Cependant, dans d’autres cas, l’utilisation des strate´gies pratiques est suﬃsant
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Figure 3.15 – De´bits atteignables maximales pour un canal de diﬀusion avec alphabet
ﬁni ou Gaussien / avec ou sans la contrainte de se´curite´.
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pour obtenir de bons de´bits et fournit un compromis entre l’imple´mentation pratique
et l’eﬃcacite´ en de´bits atteignables. Finalement, on a analyse´ l’impact de la contrainte
de se´curite´ et on observe´ que l’e´cart de conﬁdentialite´ pour confondre l’espion peut eˆtre
important selon les rapports signal sur bruit des utilisateurs.
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Chapitre 4
Adaptation du de´bit pour les
protocoles HARQ se´curise´s avec
redondance incre´mentale
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4.1 Introduction
La capacite´ secre`te a e´te´ e´tudie´e dans [11], [12] pour les canaux a` e´coute a` e´vanouissement
avec une hypothe`se d’une connaissance parfaite de l’e´tat instantane´ du canal. Dans ce
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chapitre, on conside`re le canal a` e´coute a` e´vanouissement par blocs lorsque l’e´metteur
n’a pas une information sur l’e´tat instantane´ du canal, mais connait seulement les
statistiques. On va e´tudier un sche´ma appele´ HARQ avec “redondance incre´mentale”
ou` plusieurs ensembles de bits code´s sont ge´ne´re´s et utilise´s dans les retransmissions,
repre´sentant chacun le meˆme bloc de donne´es. Plus pre´cise´ment, dans ce sche´ma, le
message est code´ par le transmetteur par un code “me`re”. Initialement, seulement un
certain nombre de symboles code´s sont transmis. Ce nombre de symboles code´s forme
un code poinc¸onne´. Lorsqu’une retransmission est demande´e, des symboles de redon-
dance additionnels sont transmis. Des travaux sur l’analyse des codes “me`res” et leurs
poinc¸onnages sont pre´sente´s dans [71]–[76]. Le travail pre´sente´ dans cette partie est ins-
pire´ de celui dans [48] ou` les auteurs ont fait une e´tude base´e sur la the´orie d’information
des protocoles HARQ pour un canal a` e´coute a` e´vanouissement par blocs. A cause de
l’absence de l’information sur l’e´tat instantane´ du canal, l’e´metteur ne peut pas adap-
ter les de´bits aux conditions instantane´es du canal. Dans le mode`le de syste`me de [48],
l’e´metteur obtient un feedback de 1-bit ACK/NACK du re´cepteur le´gitime pour de´clarer
une re´ussite/e´chec du de´codage par un canal public sans erreur. Les auteurs conside`rent
aussi un sche´ma de redondance incre´mentale dans lequel les sous-mots de code ont la
meˆme longueur dans chaque retransmission. Dans ce travail, on va ge´ne´raliser les hy-
pothe`ses de [48] en conside´rant des canaux de retour a` niveaux multiples du re´cepteur
le´gitime et de l’espion a` la fois. Par suite, la longueur des sous-mots de code est adapte´e
a` chaque retransmission en utilisant les canaux de retour aﬁn de maximiser le de´bit utile
secret sous contraintes d’outages. On comparera le sche´ma adaptatif a` de´bit variable
dans chaque retransmission conc¸u dans ce chapitre au sche´ma non-adaptatif a` de´bit ﬁxe
dans [48]. En eﬀet, les gains de transmission a` de´bit variable par rapport au de´bit ﬁxe
pour les familles de code pre´de´ﬁnies ont e´te´ ve´riﬁe´s dans de nombreux travaux comme
[77], [78], [79].
Les de´tails des calculs de ce chapitre se trouvent dans le rapport technique joint dans
l’annexe C.
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4.2 Mode`le du syste`me
On conside`re le canal a` e´coute a` e´vanouissement par blocs dans lequel un e´metteur
X envoie des messages conﬁdentiels a` un re´cepteur le´gitime Y en pre´sence d’un espion
Z e´coutant la transmission (Figure 4.1). Les canaux vers le re´cepteur le´gitime et l’espion
subissent un e´vanouissement par K blocs ou` les canaux restent constants dans un bloc
mais varient inde´pendamment d’un bloc a` un autre [80]. Chez l’e´metteur, un message
conﬁdentiel w est code´ en un mot de code xN de N symboles x1, x2, .., xN . La longueur
N du mot de code n’est pas ﬁxe´e, ca`d on suppose que le code peut eˆtre construit avec
un taux arbitraire comme dans [77]. Un sous-ensemble des symboles xj est appele´ un
sous-mot de code. Le mot de code xN est divise´ en K sous-mots de code xk, k = 1, ..,K.
Le mot de code occupe K intervalles de temps. Le ke`me bloc xk est envoye´ dans le k
e`me
intervalle de temps et rec¸u par le re´cepteur le´gitime et l’espion avec des gains de canal
√
hk et
√
gk respectivement, pour k = 1, ..,K.
Les expressions des symboles yt et zt rec¸us par le re´cepteur le´gitime et l’espion res-
pectivement, apre`s l’envoi du te`me symbole xt par l’e´metteur dans le k
e`me bloc, sont les
suivantes.
yt =
√
hk · xt + vt (4.1)
zt =
√
gk · xt + ut (4.2)
ou` k indique le nume´ro du bloc, t = 1, .., N est l’indice du symbole transmis, vt et ut
sont des bruits Gaussiens i.i.d. avec une moyenne nulle et une variance unitaire.
On suppose que l’entre´e du canal X suit une distribution Gaussienne re´elle avec
une moyenne nulle et une variance unitaire (E[X2] ≤ 1). Ainsi, les rapport signal sur
bruit rec¸us chez le re´cepteur le´gitime et l’espion sont respectivement hk et gk durant la
ke`me transmission. On suppose aussi que l’e´metteur n’a aucune information sur l’e´tat
instantane´ des canaux du re´cepteur le´gitime et de l’espion. L’e´metteur connait seulement
les statistiques de ces canaux. Par contre, le re´cepteur le´gitime et l’espion connaissent
chacun le gain de leur propre canal dans chaque bloc.
Dans ce qui suit, on conside`re un e´vanouissement de Rayleigh. Par conse´quent, le
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Figure 4.1 – Canal a` e´coute a` e´vanouissement
RSB instantane´ du canal du re´cepteur le´gitime h et le RSB instantane´ du canal de
l’espion g sont caracte´rise´s par des distributions de probabilite´s exponentielles :
pH(x) =
1
h
· e− xh (4.3)
pG(x) =
1
g
· e−xg (4.4)
ou` h et g sont les RSBs moyens du canal de le´gitime et celui de l’espion respectivement.
Aﬁn d’introduire les codes de Wyner pour le canal a` e´coute qui constituent la base
des protocoles HARQ se´curise´s dans ce chapitre, conside´rons le cas particulier d’une
transmission avec un seul bloc (i.e. K = 1). Soit C(N,R,Rs) le code Wyner utilise´
pour transmettre l’ensemble de messages conﬁdentiels W = {1, 2, .., 2NRs} ou` N est la
longueur du mot de code, R est le de´bit de code du canal du le´gitime et Rs (Rs ≤ R)
est le de´bit de l’information secre`te. L’ide´e principale des codes de Wyner est l’utili-
sation d’un codeur stochastique pour augmenter le niveau de se´curite´ [7]. Le code de
Wyner est construit en basant sur le random binning de la fac¸on suivante. On ge´ne`re
tout d’abord 2NR mots de code xN (w, v), ou` w = 1, 2, .., 2NRs et v = 1, 2, .., 2N(R−Rs),
en choisissant les N2NR symboles xi(w, v) inde´pendamment et ale´atoirement selon la
distribution p(x). Pour coder le message w ∈ W, on se´lectionne uniforme´ment au hasard
v de {1, 2, .., 2N(R−Rs)} et on transmet xN = xN (w, v). La paire de de´bits atteignables
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(R,Rs) satisfait [48] :
R ≤ I(X;Y ) (4.5)
R−Rs ≥ I(X;Z) (4.6)
Dans ce qui suit, on utilise les notations Mi = N · Rs pour de´signer le nombre de
bits d’information (qui est ﬁxe´) et MT = N ·R pour de´signer le nombre total de bits
transmis incluant Md bits “ﬁctifs”. Le de´bit correspondant R
′ = R − Rs est le de´bit
ne´cessaire pour assurer la se´curite´.
Le codebook est re´ve´le´ a` tous les nœuds. On suppose qu’un codage ale´atoire permet-
tant d’atteindre la capacite´ est utilise´ et que les re´cepteurs imple´mentent le de´codage
typique qui nous permet de trouver les limites de performance pour n’importe quel
sche´ma pratique.
4.3 Formulation du proble`me
On conside`re que le HARQ se´curise´ avec redondance incre´mentale est utilise´ comme
un protocole de transmission. Les N symboles du mot de code sont divise´s en K sous-
mots de code xk, k = 1, ..,K chacun de longueur Nk (Les sous-mots de code peuvent
avoir des longueurs diﬀe´rentes) ou` N =
∑K
k=1Nk. On de´ﬁnit le rapport des bits secrets
transmis par γ = Mi
MT
= Mi
Mi+Md
. Le nombre de bits ﬁctifs Md est choisi par l’e´metteur
selon les statistiques des canaux. Le processus ARQ commence par l’envoi du premier
sous-mot de code x1 telle que la paire des RSBs est (h1, g1). Ensuite le de´codage est fait
chez le re´cepteur le´gitime et le niveau de se´curite´ est mesure´ chez l’espion. Si le de´codage
n’est pas re´ussi ; une seconde retransmission est demande´e par le re´cepteur le´gitime et
le second sous-mot de code x2 est e´mis e´ventuellement avec des conditions diﬀe´rentes
(h2, g2). Ensuite, le de´codage chez le le´gitime et le calcul du niveau de se´curite´ chez
l’espion sont eﬀectue´s en combinant le bloc pre´ce´dant x1 avec le nouveau bloc x2. Cela
continue jusqu’a` ce que le nombre maximal des transmissions K soit atteint ou si le
de´codage est re´ussi chez le re´cepteur le´gitime.
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Puisque l’e´metteur n’a aucune information sur l’e´tat instantane´ du canal, les de´bits
ne peuvent pas eˆtre choisis pour un e´tat particulier du canal a` e´vanouissement. Au lieu
de c¸a`, un code Wyner ﬁxe´ a` l’avance est utilise´ pour toutes les conditions du canal.
4.3.1 Sche´ma adaptatif de la redondance incre´mentale
Dans ce travail, on conside`re un mode`le ge´ne´ral dans lequel l’e´metteur utilise des
canaux de retour a` niveaux multiples (multi-level feedback) sans erreur du re´cepteur
le´gitime et de l’espion a` la fois. De plus, on conside`re que les sous-mots de code xk
peuvent avoir des longueurs diﬀe´rentes. Apre`s k transmissions, chaque re´cepteur applique
le de´codage de maximum de vraisemblance en utilisant les observations du canal obtenues
jusqu’a` la ke`me transmission.
La condition d’un de´codage re´ussi chez le re´cepteur le´gitime apre`s k transmissions
est telle que la moyenne de l’information mutuelle accumule´e est plus grande que le de´bit
de code R = MT
N
. Cette condition est donne´e pour le cas d’une transmission avec un seul
bloc dans (4.5). Dans le mode`le conside´re´, dans lequel les sous-mots de codes xk peuvent
avoir des longueurs diﬀe´rents, cette condition peut eˆtre e´crite comme :
MT∑k
l=1Nl
≤
∑k
l=1 c
D
l ·Nl∑k
l=1Nl
(4.7)
ou` Nl est la longueur du sous-mot de code e´mis durant la l
e`me transmission et cDl =
I(X;Y |hl) est l’information mutuelle entre l’entre´e X et la sortie Y d’un canal point-
a`-point avec un rapport signal-sur-bruit e´gal a` hl. Puisqu’on a conside´re´ un alphabet
d’entre´e gaussien, on a cDl =
1
2 log2(1 + hl) . Pour des raisons pratiques, on norma-
lise les valeurs de Nl et on utilisera la notation ρl =
Nl
MT
qui est interpre´te´ comme la
“redondance” apporte´e par le le`me sous-mot de code. Par conse´quent, (4.7) s’e´crit :
IDk
△
=
k∑
l=1
cDl · ρl ≥ 1 (4.8)
On appellera IDk “l’e´tat du de´codeur” chez le re´cepteur le´gitime (D).
La condition de se´curite´ chez l’espion apre`s k transmissions, donne´e dans (4.6) pour
le cas d’une transmission avec un seul bloc, est telle que la moyenne de l’information
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mutuelle accumule´e est plus petite que la diﬀe´rence entre le de´bit de code R et le de´bit
de l’information secre`te Rs =
Mi
N
:
MT∑k
l=1Nl
− Mi∑k
l=1Nl
≥
∑k
l=1 c
E
l ·Nl∑k
l=1Nl
(4.9)
ce qui est e´quivalent a`,
IEk
△
=
k∑
l=1
cEl · ρl + γ ≤ 1 (4.10)
ou` cEl = I(X;Z|gl) = 12 log2(1 + gl).
A partir des e´quations (4.8) et (4.10), on sait que les e´ve´nements des erreurs du
de´codage dans la ke`me transmission chez le re´cepteur le´gitime et l’espion de´pendent
de IDk−1 et I
E
k−1, qui sont communique´s a` l’e´metteur par l’interme´diaire des canaux de
retour, et de cDk et c
E
k , qui sont inconnus a` l’e´metteur et qui ne peuvent pas eˆtre pre´dits
en utilisant les e´tats pre´ce´dents en raison de l’hypothe`se des gains des canaux i.i.d. .
Par conse´quence, IDk−1 et I
E
k−1 sont les seuls parame`tres que l’e´metteur peut utiliser
pour adapter les ρk. On conside`re alors la “politique” suivante pour la tentative de
transmission nume´ro k :
ρk = ρk(I
D
k−1, I
E
k−1), k = 1, ...,K (4.11)
ou`
ρk =


ρk(I
D
k−1, I
E
k−1) si I
D
k−1 < 1 et I
E
k−1 ≤ 1
ρk(I
D
k−1) si I
D
k−1 < 1 et I
E
k−1 > 1
0 autrement.
(4.12)
Cela fait la diﬀe´rence avec le travail fait dans [48] qui conside`re le cas particulier lorsque
ρk = ρ ∀k. Le but est de trouver les politiques d’adaptation des ρk, pour toutes les
valeurs du couple (IDk−1, I
E
k−1) repre´sentant les informations transmises par les canaux
de retour, et aussi du γ qui optimisent un certain crite`re de performance de´ﬁni dans
le paragraphe suivant. Par souci de simplicite´, on ne´glige les erreurs de transmission
et de discre´tisation pour les canaux de retour et on suppose que l’e´metteur connait
parfaitement IDk−1 et I
E
k−1.
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4.3.2 Expression du de´bit utile secret
Le crite`re de performance pertinent aﬁn d’e´valuer les protocoles HARQ se´curise´s
est le de´bit utile secret. L’objectif est donc de trouver les ρk (qui sont des fonctions de
deux variables) et le γ qui maximisent le de´bit utile secret atteignable pour le syste`me
conside´re´. En basant sur le the´ore`me du reward-renewal [45],[44], le de´bit utile secret est
de´ﬁni par le rapport entre le nombre des bits d’information rec¸us d’une manie`re ﬁable
a` la dernie`re transmission par le re´cepteur le´gitime M∗i et l’espe´rance du nombre des
utilisations du canal (ou symboles) N requis par le protocole HARQ pour de´livrer le
paquet jusqu’au K tentatives de transmission maximum :
η =
M∗i
N
(4.13)
Le de´bit utile secret est un crite`re de performance pertinent puisqu’il peut eˆtre lie´
directement a` la capacite´ secre`te du canal [45], [47]. Comme l’e´metteur ne connait pas
l’e´tat instantane´ du canal a` e´coute, il ne peut pas adapter le de´bit selon les conditions
instantane´es du canal. Pour cela, on va conside´rer la performance du protocole HARQ
se´curise´ sous des contraintes d’outages. En eﬀet, on conside`re que la qualite´ de service
est acceptable tant que le pourcentage maximal des bits d’information qui ne sont pas
de´code´s correctement par le re´cepteur le´gitime est plus petit que ξe et que le pourcentage
maximal des bits d’information de´code´s correctement par l’espion dans la dernie`re trans-
mission est plus petit que ξs. Pour cela, on de´ﬁnit la probabilite´ du “connection outage”
f0 par la probabilite´ d’un de´codage non-re´ussi apre`s K transmissions chez le re´cepteur
le´gitime et la probabilite´ d’un “secure outage” fs par la probabilite´ d’un de´codage re´ussi
chez l’espion dans la dernie`re transmission. Ces probabilite´s d’outages sont utilise´es pour
caracte´riser le compromis entre la ﬁabilite´ des transmissions sur le canal du re´cepteur
le´gitime et la conﬁdentialite´ chez l’espion.
– M∗i =Mi · (1− f0), ou` f0 peut eˆtre e´crite de la manie`re suivante :
f0 = Pr{IDK < 1} = ECD1 ,..,CDK{I(I
D
K < 1)} =
∫ 1
0
dx
∫ ∞
γ
dy pID
K
IE
K
(x, y) (4.14)
ou` I(x) = 1 si x est vraie et I(x) = 0 si x est faux. pID
K
IE
K
(x, y) est la densite´ jointe
de IDK et I
E
K .
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– L’espe´rance du nombre des utilisations du canal est donne´e par N =
∑K
k=1Nk, ou`
Nk est l’espe´rance du nombre des utilisations du canal dans la k
e`me transmission :
Nk =MT ·EID
k−1,I
E
k−1
{ρk(IDk−1, IEk−1)} =MT ·
∫ 1
0
dx
∫ ∞
γ
dy ρk(x, y) ·pID
k−1 I
E
k−1
(x, y)
Alors l’expression du de´bit utile secret est la suivante :
η = γ · 1− f0∑K
k=1 EIDk−1,I
E
k−1
{ρk(IDk−1, IEk−1)}
(4.15)
Soit K le nombre de transmission dans une session HARQ (ou le nume´ro de la dernie`re
transmission). La probabilite´ du secrecy outage fs s’e´crit donc :
fs = Pr(I
E
K > 1) (4.16)
=
K∑
k=1
Pr(IEK > 1,K = k) (4.17)
=
K∑
k=1
Pr(K = k) · Pr(IEK > 1|K = k) (4.18)
=
K∑
k=1
Pr(K = k) · Pr(IEk > 1) (4.19)
ou` :
– La fonction de masse de K est :
Pr(K = k) = Pr(IDk−1 < 1, IDk ≥ 1)
= Pr(IDk−1 < 1)− Pr(IDk−1 < 1, IDk < 1)
= Pr(IDk−1 < 1)− Pr(IDk < 1)
= ECD1 ,..,CDk−1
{I(IDk−1 < 1)} − ECD1 ,..,CDk {I(I
D
k < 1)}
pour k < K et
Pr(K = K) = Pr(IDK−1 < 1) = ECD1 ,..,CDK−1{I(I
D
K−1 < 1)}
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– La probabilite´ que l’espion de´code le message conﬁdentiel dans la ke`me transmission
s’e´crit :
Pr(IEk > 1) = ECE1 ,..,CEk
{I(IEk > 1)} =
∫ ∞
0
dx
∫ ∞
1
dy pID
k
IE
k
(x, y) (4.20)
Le de´bit utile secret (4.15) de´pend du mode`le du canal et des sche´ma de codage et
de de´codage. Ici, on a suppose´ que le sche´ma du codage/de´codage atteint la capacite´
comme dans [45] ce qui permet d’avoir la limite de performance de n’importe quel sche´ma
pratique.
4.4 Proble`me de maximisation du de´bit utile secret sous
contraintes
Le proble`me d’optimisation du de´bit utile secret sous contraintes d’outages est for-
mule´ par :
max
γ,ρ1,...,ρK
η(ρ1, ..., ρK , γ)
s.t.

 f0 ≤ ξǫfs ≤ ξs (4.21)
ou` ξǫ et ξs sont les probabilite´s d’outage cibles. On rappelle ci-apre`s les expressions des
variables d’optimisation γ, ρ1, ..., ρK :
– γ = Mi
Mi+Md
; ou` Mi, qui est le nombre de bits d’information, est une quantite´ ﬁxe´e
a` l’e´metteur et Md, qui est le nombre de bits additionnels pour assurer la se´curite´,
est une variable d’optimisation.
– ρk =
Nk
Mi+Md
et k ∈ {1, ..,K}. Nk, qui repre´sente la longueur du sous mot de code
envoye´ dans le bloc nume´ro k, est une variable d’optimisation. Les ρ1, ..., ρK sont
des fonctions bidimensionnelles : ρk = ρk(I
D
k−1, I
E
k−1) pour k = 1, ..,K. On rappelle
que IDk−1 et I
E
k−1 sont les quantite´s communique´es a` l’e´metteur par l’interme´diaire
des canaux de retour du re´cepteur le´gitime et de l’espion respectivement. Les ρk
(par suite les Nk) seront optimise´s pour toutes les valeurs possibles de I
D
k−1 et I
E
k−1,
avec k ∈ {1, ..,K}.
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On rappelle aussi que les expressions des probabilite´s d’outages f0 et fs sont les
suivantes, d’apre`s (4.14) et (4.19),
f0 = ECD1 ,..,CDK
{I(IDK < 1)} et
fs =
K−1∑
k=1
[
ECD1 ,..,C
D
k
{
I(IDk−1 < 1)− I(IDk < 1)
}
· ECE1 ,..,CEk
{
I(IEk > 1)
}]
+
[
ECD1 ,..,C
D
K−1
{
I(IDK−1 < 1)
}
· ECE1 ,..,CEK
{
I(IEK > 1)
}]
4.5 Algorithme d’optimisation du de´bit utile secret sous
contraintes
La conception du sche´ma du HARQ adaptatif avec redondance incre´mentale consiste
a` trouver les politiques d’adaptation des ρk, k = 1, ...,K et du γ qui maximisent le de´bit
utile secret sous des contraintes sur les probabilite´s d’outages en ayant comme hypothe`se
que l’e´metteur connait seulement les statistiques des canaux du re´cepteur le´gitime et de
l’espion.
Dans cette section, on de´crit brie`vement l’algorithme utilise´ pour re´soudre le proble`me
(4.21). Cet algorithme est de´taille´ dans l’annexe C.
Tout d’abord, pour trouver le γ optimal qui maximise le de´bit utile secret, on va
utiliser la me´thode de recherche exhaustive. Pour cela, on a re´solu le proble`me (4.21)
pour plusieurs valeurs de γ ∈ [0, 1]. Une fois γ ∈ [0, 1] est ﬁxe´, la maximisation du de´bit
utile secret serait par rapport aux ρk seulement et le proble`me d’optimisation s’e´crit
comme suit :
max
ρ1,...,ρK
η(ρ1, ..., ρK ; γ)
s.t.

 f0 ≤ ξǫfs ≤ ξs (4.22)
On discutera, a` la ﬁn de ce paragraphe, la me´thode pour choisir les bonnes valeurs de γ.
Maintenant, on suppose que γ est ﬁxe´ a` une valeur arbitraire dans [0, 1]. Dans ce qui suit,
on explique la me´thode de re´solution du proble`me (4.22) en utilisant la programmation
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dynamique. Pour maximiser le de´bit utile secret η dans le proble`me (4.22), on va de´ﬁnir
un proble`me d’optimisation auxiliaire :
U(ξǫ, ξs) = min
ρ1,...,ρK
K∑
k=1
EID
k−1,I
E
k−1
{
ρk(I
D
k−1, I
E
k−1)
}
s.t. f0 = ξǫ et fs = ξs (4.23)
Le de´bit utile secret maximal est obtenu en re´solvant :
ηˆ = max
ξǫ,ξs
1− ξǫ
U(ξǫ, ξs)
=
1− ξˆǫ
U(ξˆǫ, ξˆs)
(4.24)
et la maximisation du de´bit utile secret sous contraintes d’outages ηˆǫs
ηˆǫs = max
ρ1,...,ρK
η, s.t. f0 ≤ ξǫ et fs ≤ ξs
est obtenue par
ηˆǫs =


ηˆ si ξˆǫ < ξǫ et ξˆs < ξs
γ · 1−ξǫ
U(ξǫ,ξs)
autrement.
Ainsi, la conception des politiques d’adaptation du de´bit exige la re´solution de (4.23)
qui peut eˆtre faite en utilisant des multiplicateurs λ1 et λ2 :
U(ξǫ, ξs) = min
ρ1,...,ρK
K∑
k=1
EID
k−1,I
E
k−1
{
ρk(I
D
k−1, I
E
k−1)
}
+ λ1 · (f0 − ξǫ) + λ2 · (fs − ξs)
s.t. λ1 · (f0 − ξǫ) = 0 et λ2 · (fs − ξs) = 0 (4.25)
On est inte´resse´ par l’e´valuation de U(ξǫ, ξs) pour plusieurs valeurs de ξǫ et ξs. Puisque
pour chaque couple de λ1 et λ2 correspond un connection outage f0 et un secrecy outage
fs, on peut re´soudre (4.25) pour plusieurs valeurs de λ1 et λ2. Par suite, pour re´soudre
(4.15) on utilise des multiplicateurs auxiliaires λ1 et λ2 et on minimise le de´nominateur
de (4.15), f0 et fs en meˆme temps :
Jλ1,λ2 = min
ρ1,...,ρK
K∑
k=1
EID
k−1,I
E
k−1
{
ρk(I
D
k−1, I
E
k−1)
}
+ λ1 · f0(ρ1, ..., ρK) + λ2 · fs(ρ1, ..., ρK)
(4.26)
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E´tape 0 λ1 ← λ(0)1 , λ2 ← λ(0)2
E´tape ℓ 1. re´soudre Jλ
(ℓ−1)
1 ,λ
(ℓ−1)
2 dans (4.27)
2. calculer les fonctions de probabilite´s jointes dans (4.35) et (4.39)
pour k = 1, ..,K
3. calculer l’outage f
(λ
(ℓ−1)
1 ,λ
(ℓ−1)
2 )
0 en utilisant (4.14).
4. mis a` jour de λ1 : λ
(ℓ)
1 = [λ
(ℓ−1)
1 + β(f
(λ
(ℓ−1)
1 ,λ
(ℓ−1)
2 )
0 − ξ0)]+
ou` [.]+ = max(., 0)
1. re´soudre Jλ
(ℓ)
1 ,λ
(ℓ−1)
2 dans (4.27)
2. calculer les fonctions de probabilite´s jointes dans (4.35) and (4.39)
pour k = 1, ..,K
3. calculer l’outage f
(λ
(ℓ)
1 ,λ
(ℓ−1)
2 )
s en utilisant (4.19).
4. mis a` jour de λ2 : λ
(ℓ)
2 = [λ
(ℓ−1)
2 + β(f
(λ
(ℓ)
1 ,λ
(ℓ−1)
2 )
s − ξs)]+
ou` [.]+ = max(., 0)
Crite`re 1
β
|λ(ℓ)1 − λ(ℓ−1)1 | ≤ ǫ1
d’arreˆt 1
β
|λ(ℓ)2 − λ(ℓ−1)2 | ≤ ǫ2
Table 4.1 – Solution nume´rique pour re´soudre (4.22) pour un γ ∈ [0, 1] ﬁxe´.
Puisque IDk−1 et I
E
k−1 de´pendent de C
D
1 , .., C
D
k−1 et C
E
1 , .., C
E
k−1 respectivement, on
peut e´crire :
Jλ1,λ2 = min
ρ1,...,ρK
ECD1 ,..,C
D
K−1,C
E
1 ,..,C
E
K−1
K∑
k=1
{
ρk(I
D
k−1, I
E
k−1)
}
+ λ1 · f0 + λ2 · fs (4.27)
Pour la simplicite´ de notation, on va e´criref0(ρ1, ..., ρK) = f0 et fs(ρ1, ..., ρK) = fs.
Pour re´soudre (4.22), on a utilise´ l’algorithme ite´ratif propose´ dans la Table 4.1 pour
mettre a` jour λ1 et λ2 dans les simulations. Cet algorithme est base´ sur la me´thode du
gradient pour mettre a` jour alternativement λ1 et λ2.
Maintenant, on suppose que λ1 et λ2 sont fixe´s et on s’inte´resse a` re´soudre (4.27).
Tout d’abord, on observe que les e´tats des de´codeurs du re´cepteur le´gitime et de l’espion
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dans un bloc k peuvent eˆtre e´crits en fonction des e´tats passe´s de la fac¸on suivante :
IDk = I
D
k−1 + C
D
k · ρk (4.28)
avec ID0 = 0, et
IEk = I
E
k−1 + C
E
k · ρk (4.29)
avec IE0 = γ.
En utilisant (4.14) et (4.19), on peut exprimer (4.27) de la fac¸on suivante :
Jλ1,λ2 = min
ρ1,...,ρK
ECD1 ,..,C
D
K−1,C
E
1 ,..,C
E
K−1
{
K∑
k=1
ρk(I
D
k−1, I
E
k−1)
}
+λ1·
[
ECD1 ,..,C
D
K
{
I(IDK < 1)
}]
+λ2 ·
K−1∑
k=1
[
ECD1 ,..,C
D
k
{
I(IDk−1 < 1)− I(IDk < 1)
}
· ECE1 ,..,CEk
{
I(IEk > 1)
}]
+λ2 ·
[
ECD1 ,..,C
D
K−1
{
I(IDK−1 < 1)
}
· ECE1 ,..,CEK
{
I(IEK > 1)
}]
(4.30)
En utilisant (4.28), (4.29) et le fait que les canaux de l’espion et du re´cepteur le´gitime
sont inde´pendants, le proble`me (4.30) peut eˆtre simpliﬁe´ en le divisant en des sous
proble`mes d’optimisation plus simples a` re´soudre (voir annexe C) :
Jλ1,λ2 = Jλ1,λ21 (I
D
0 , I
E
0 )
Jλ1,λ21 (I
D
0 , I
E
0 ) = min
ρ1
ECD1 ,C
E
1
{
ρ1 + λ2 ·
[{
I(ID0 < 1)− I(ID0 + CD1 · ρ1 < 1)
}
·
{
I(IE0 + C
E
1 · ρ1 > 1)
}]
+ Jλ1,λ22 (I
D
0 + C
D
1 · ρ1, IE0 + CE1 · ρ1)
}
Jλ1,λ22 (I
D
1 , I
E
1 ) = min
ρ2
ECD2 ,C
E
2
{
ρ2 + λ2 ·
[{
I(ID1 < 1)− I(ID1 + CD2 · ρ2 < 1)
}
·
{
I(IE1 + C
E
2 · ρ2 > 1)
}]
+ Jλ1,λ23 (I
D
1 + C
D
2 · ρ2, IE1 + CE2 · ρ2)
}
...
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Jλ1,λ2K (I
D
K−1, I
E
K−1) = min
ρK
ECD
K
,CE
K
{
ρK+λ2 ·
[{
I(IDK−1 < 1)
}
·
{
I(IEK−1+C
E
K ·ρK > 1)
}]
+λ1 · I(IDK−1 + CDK · ρK < 1)
D’une autre fac¸on, Jλ1,λ2k (k < K) et J
λ1,λ2
K peuvent eˆtre aussi exprime´s par :
Jλ1,λ2K (I
D
K−1, I
E
K−1) = min
ρK
ρK + λ2 ·
[{
1− FCE
(
1− IEK−1
ρK
)}]
+ λ1 · FCD
(
1− IDK−1
ρK
)
(4.31)
Jλ1,λ2k (I
D
k−1, I
E
k−1) = min
ρk
ρk + λ2 ·
[{
1− FCD
(
1− IDk−1
ρk
)}
·
{
1− FCE
(
1− IEk−1
ρk
)}]
+ ECD
k
,CE
k
{
Jλ1,λ2k+1 (I
D
k−1 + C
D
k · ρk, IEk−1 + CEk · ρk)
}
(4.32)
ou` FCD et FCE sont les fonctions de densite´s cumulatives de C
D et CE respectivement.
On peut montrer que les fonctions de densite´ cumulative de CD et CE sont les suivantes,
FCD(x) = 1− e−
22x−1
h (4.33)
FCE (x) = 1− e−
22x−1
g (4.34)
en utilisant la de´ﬁnition de la fonction de densite´ cumulative et les distributions pH et
pG donne´es dans (4.3) et (4.4).
Par conse´quence, la me´thode de programmation dynamique est applicable pour faire
l’optimisation puisque Jλ1,λ2 est e´crite sous forme d’une re´cursion de programmation
dynamique.
Pour re´soudre ce proble`me pour λ1 et λ2 ﬁxe´s, on commence par la dernie`re e´quation
Jλ1,λ2K , aﬁn d’obtenir la valeur de ρK qui minimise J
λ1,λ2
K pour chaque couple de I
D
K−1 et
IEK−1. Dans les simulations, on discre´tise I
D
K−1 et I
E
K−1 en L1 et L2 points dans l’intervalle
[0,1) et [γ,1] respectivement. Alors ρK(I
D
K−1, I
E
K−1) est une matrice de taille L1 × L2.
Le proble`me doit eˆtre re´solu en commenc¸ant par l’e´tape K et en allant re´cursivement
jusqu’a` k = 1 pour trouver toutes les politiques optimales ρk (qui sont aussi des matrices
de taille L1 × L2, sauf pour k = 1 ou` ρ1 contient un seul e´le´ment) pour des λ1 et λ2
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donne´s. Par conse´quent, l’optimisation de la fonction Jλ1λ2 dans un espace de dimension
tre`s grande est re´duite en (K−1) ·L1 ·L2+1 proble`mes d’optimisation unidimensionnels
beaucoup plus simples a` re´soudre. Un exemple est donne´ dans l’annexe C pour illustrer
la re´solution de ce proble`me en utilisant la programmation dynamique lorsque K = 3.
La re´solution re´cursive du proble`me d’optimisation par la me´thode du programma-
tion dynamique, permet d’obtenir les politiques optimales d’adaptation du de´bit as-
socie´es aux λ1 et λ2 ﬁxe´s. Aﬁn de mettre a` jour λ1 et λ2, on a besoin de calculer les
probabilite´s d’outages f0 et fs. Par conse´quence, on doit calculer les distributions de pro-
babilite´s jointes des IDk et I
E
k pour k = 1, ..,K et les utiliser ensuite dans (4.14) et (4.19).
En utilisant le fait que les canaux sont inde´pendants, la fonction de densite´ cumulative
jointe de ID1 , I
E
1 , pour k = 1, est :
FID1 IE1
(x, y) = Pr
(
ρ1 · CD1 < x, γ + ρ1 · CE1 < y
)
= FCD
(
x
ρ1
)
· FCE
(
y − γ
ρ1
)
En de´rivant la fonction de densite´ cumulative par rapport a` x et y, on obtient la densite´
de probabilite´ jointe :
pID1 IE1
(x, y) =
1
ρ1
· pCD
(
x
ρ1
)
· 1
ρ1
· pCE
(
y − γ
ρ1
)
(4.35)
ou` pCD et pCE sont les densite´s des probabilite´s des variables ale´atoires i.i.d C
D
1 , .., C
D
K
et CE1 , .., C
E
K respectivement. Les expressions de pCD et pCE sont obtenues en de´rivant
FCD(x) et FCE (x) par rapport a` x :
pCD(x) = 2 · log(2) · pH(22x − 1) · 22x (4.36)
pCE (x) = 2 · log(2) · pG(22x − 1) · 22x (4.37)
Pour k > 1, la fonction de densite´ cumulative jointe est calcule´e re´cursivement :
FID
k
IE
k
(x, y) = Pr
(
IDk−1 + ρk · CDk < x, IEk−1 + ρk · CEk < y
)
(4.38)
=
∫ x
0
∫ y
γ
Pr
(
IDk−1+ρk·CDk < x, IEk−1+ρk·CEk < y|IDk−1 = α, IEk−1 = β
)
·pID
k−1I
E
k−1
(α, β) dα dβ
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=∫ x
0
∫ y
γ
FCD
(
x− α
ρk(α, β)
)
· FCE
(
y − β
ρk(α, β)
)
· pID
k−1I
E
k−1
(α, β) dα dβ
Alors la densite´ jointe, obtenue en de´rivant la fonction de densite´ cumulative jointe, est
obtenue re´cursivement en utilisant pID
k−1I
E
k−1
(x, y) :
pID
k
IE
k
(x, y) =
∫ x
0
∫ y
γ
1
ρk(α, β)
·pCD
(
x− α
ρk(α, β)
)
· 1
ρk(α, β)
·pCE
(
y − β
ρk(α, β)
)
·pID
k−1I
E
k−1
(α, β) dα dβ
(4.39)
Dans le cas ou` ρk(x, y) = 0 on a pID
k
IE
k
(x, y) = pID
k−1I
E
k−1
(x, y) d’apre`s (4.38).
En obtenant les valeurs optimales de λ1 et λ2, ve´riﬁant les contraintes, on peut
calculer le de´bit utile secret dans (4.15) en utilisant pID
k
IE
k
(x, y) et ρk(x, y). On rappelle
que ce de´bit utile secret est obtenu pour un γ ∈ [0, 1] ﬁxe´. On discute maintenant le
choix du γ. Dans les simulations, on a observe´ que le de´bit utile secret augmente lorsque
γ augmente. Cependant, on a observe´ aussi que lorsque γ est plus grande qu’une certaine
valeur entre 0 et 1, il est impossible de satisfaire les contraintes des probabilite´s d’outages.
En d’autres termes, on ne peut pas obtenir des probabilite´s d’outages plus petites que
les valeurs cibles ﬁxe´es quelque soient les valeurs des multiplicateurs de Lagrange. Alors,
on sera inte´resse´ par la recherche de la valeur maximale de γ ve´riﬁant les contraintes
d’outages.
4.6 Application nume´rique
Comme application nume´rique, on a e´tudie´ l’exemple en ﬁxant les parame`tres sui-
vants : h = 15 dB, g = 5 dB, ξǫ = 10
−3 et ξs = 10
−3. Les simulations ont e´te´ faite pour
plusieurs valeurs du nombre maximal des transmissions K.
La Figure 4.6, montre le de´bit utile secret η en fonction du nombre maximal des trans-
missions K pour le sche´ma de la redondance incre´mentale “INR scheme” de´crit dans
[48] (voir Fig.7 dans [48]) et le nouveau sche´ma adaptatif de la redondance incre´mentale
“adaptive INR scheme”. Les re´sultats montrent qu’un gain important en de´bit utile se-
cret en utilisant le nouveau sche´ma. Cependant, lorsque K est petit ex. pour K=1 ou
3, le de´bit utile secret η reste ne´gligeable en utilisant le nouveau sche´ma a` cause d’une
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Figure 4.2 – Le de´bit utile secret η en fonction du maximum nombre de transmissions
K.
diversite´ insuﬃsante. Le de´bit utile secret pour tous les sche´mas augmente pour K > 3.
Lorsque K →∞ le de´bit utile secret pour le sche´ma de la redondance incre´mentale
tend vers une valeur constante selon l’analyse asymptotique dans [48]. Cette valeur est
e´gale a` 0.5 · E[ log2(1 + h) − log2(1 + g)] = 1.31 en utilisant (4.3) et (4.4). On observe
que lorsque K = 13, le sche´ma adaptatif atteint 60% de la limite maximale du de´bit
utile secret alors que le sche´ma non-adaptatif atteint seulement 40%. Cela montre le gain
important qu’on peut obtenir avec le sche´ma adaptatif de la redondance incre´mentale.
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4.7 Conclusion
Dans ce chapitre, on a conside´re´ la communication ﬁable et se´curise´e sur les canaux
a` e´coute a` e´vanouissement par blocs lorsque l’e´metteur n’a pas d’information sur l’e´tat
instantane´ du canal. On a conside´re´ les protocoles HARQ avec un nombre limite´ des
tentatives de transmission et on a utilise´ la programmation dynamique pour trouver la
politique optimale d’adaptation du de´bit aﬁn d’optimiser le de´bit utile secret pour la
transmission avec des contraintes d’outages. On a montre´ que le sche´ma HARQ adaptatif
avec redondance incre´mentale propose´ a un gain signiﬁcatif en termes de de´bit utile en
comparant au sche´ma non adaptatif avec redondance incre´mentale.
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Chapitre 5
Conclusions et perspectives
5.1 Conclusions
Dans ce travail de the`se, on a e´tudie´ des mode`les de syste`mes de diﬀusion avec des
contraintes re´alistes. On s’est concentre´ sur l’e´tude des canaux de diﬀusion Gaussiens
avec une contrainte de puissance chez l’e´metteur. Deux mode`les de canaux de diﬀusion
avec deux re´cepteurs ont e´te´ e´tudie´ : le premier est le canal de diﬀusion avec un message
commun et un message destine´ a` un re´cepteur seulement, et le deuxie`me est le canal
de diﬀusion avec message commun et un message conﬁdentiel. Pour ces deux types de
canaux, on a vu que les re´gions de capacite´ sont atteignables en utilisant des alphabets
d’entre´e Gaussiens. Cependant, ces alphabets ne sont pas re´alisables en pratique. Dans
les syste`mes de transmission re´els, les symboles transmis appartiennent a` une constella-
tion de taille ﬁnie (ex., M -PAM, M -QAM,..) ce qui rend les de´bits atteignables par les
utilisateurs diﬀe´rents du cas de l’alphabet Gaussien.
Dans la premie`re partie de cette the`se, on a e´tudie´ l’impact de la contrainte d’alpha-
bet ﬁni pour le canal de diﬀusion Gaussien avec deux utilisateurs dans deux cas : (1)
lorsque l’e´metteur a un message commun pour deux re´cepteurs et un message destine´
a` un re´cepteur seulement et (2) pour un canal de diﬀusion avec message commun et
un message conﬁdentiel. On a e´tudie´ les re´gions des de´bits atteignables pour plusieurs
strate´gies de transmission : le time sharing, la superposition de modulation et le codage
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par superposition. Les re´gions des de´bits atteignables en utilisant la superposition de
modulation et le codage par superposition ont e´te´ maximise´es par rapport aux positions
des symboles dans la constellation et par rapport a` la distribution de probabilite´ jointe
PUX . Un algorithme a e´te´ propose´ pour re´soudre ce proble`me d’optimisation non-convexe
pour les deux mode`les de canaux de diﬀusion conside´re´s. Les re´sultats ont montre´ que la
contrainte d’alphabet ﬁni peut changer des re´sultats bien connus dans le cas d’alphabet
Gaussien. Pre´cise´ment, on a vu que la superposition de modulation n’est pas la strate´gie
optimale dans le cas d’alphabet ﬁni. En eﬀet, le cas ge´ne´ral du codage par superposition
peut atteindre des gains importants en de´bits par rapport aux strate´gies classiques (time
sharing ou superposition de modulation). Pour le cas de superposition de modulation, la
maximisation des de´bits atteignables apportent des gains plus importants lorsque la car-
dinalite´ de l’alphabet d’entre´e augmente par rapport au cas ou` on maximise seulement
les positions des symboles. Pour le cas du canal de diﬀusion avec message conﬁdentiel,
on a vu que le de´bit secret maximal n’est pas ne´cessairement atteignable lorsque la puis-
sance totale disponible a` l’entre´e est utilise´e pour transmettre le message secret. On a
aussi discute´ le compromis entre l’eﬃcacite´ des strate´gies de transmission et leur com-
plexite´ d’imple´mentation. La comparaison entre les strate´gies a e´te´ faite en termes de
gains en de´bits atteignables et/ou en termes de gains sur le RSB . On a vu que dans cer-
tains cas, l’utilisation des sche´mas pratiques tels que le time sharing et la superposition
de modulation re´sulte en des pertes tre`s petits en de´bits atteignables par rapport au
sche´ma optimal non-pratique. Par contre, dans d’autres cas, l’utilisation des strate´gies
complexes apportent des gains importants par rapport aux sche´mas classiques.
D’autre part, on a vu que les de´bits atteignables par les re´cepteurs dans un canal
de diﬀusion Gaussien ne´cessitent la connaissance parfaite de l’e´tat instantane´e du canal
par l’e´metteur ce qui n’est pas souvent le cas dans les syste`mes re´els. Dans la dernie`re
partie de cette the`se, on a conside´re´ le canal a` e´coute a` e´vanouissement par blocs lorsque
l’e´metteur n’a pas une information parfaite sur l’e´tat instantane´ du canal mais connait
seulement les statistiques. On a e´tudie´ un sche´ma adaptatif pour la communication
se´curise´e base´e sur les protocoles HARQ en conside´rant des canaux de retour a` niveaux
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multiples du re´cepteur le´gitime et de l’espion vers l’e´metteur. Par suite, le de´bit peut eˆtre
adapte´ en utilisant les canaux de retour en permettant a` la longueur des sous-mots de
code pour changer a` chaque retransmission. On a utilise´ la programmation dynamique
pour trouver la police optimale d’adaptation du de´bit aﬁn de maximiser le de´bit utile
secret pour la transmission sous des contraintes d’outages. On a montre´ que le sche´ma
HARQ adaptatif avec redondance incre´mentale propose´ apporte un gain signiﬁcatif en
termes de de´bit utile secret en comparant au sche´ma non adaptatif pour un nombre
maximal de transmission supe´rieur a` un seuil de´termine´.
5.2 Perspectives
Ce travail de the`se ouvre la voie a` des diverses perspectives, extensions et ge´ne´ralisations.
Tout d’abord, ce travail pourrait s’e´tendre a` des constellations complexes a` deux dimen-
sions par exemple de type M -PSK ou M -QAM qui sont plus utilise´es en pratique. Ainsi,
l’impact de la contrainte d’alphabet ﬁni sur les de´bits atteignables pour le canal de diﬀu-
sion a` deux utilisateurs pourrait eˆtre e´tudie´ dans le cas des constellations complexes. En
plus, le calcul des de´bits atteignables avec contrainte d’alphabet ﬁni a suppose´ un canal
de diﬀusion Gaussien qui est un mode`le de canal peu re´aliste. Donc on pourrait imaginer
comme extension de ce travail l’e´tude de l’impact de la contrainte d’alphabet ﬁni pour
les canaux de diﬀusion a` e´vanouissement. La strate´gie du mise en œuvre du shaping de la
constellation en pratique pour ge´ne´rer des symboles non-e´quiprobables est aussi un de´ﬁ
pour les canaux de diﬀusion. Dans ce contexte, on trouve dans la litte´rature des travaux
qui sont faits sur la mise en forme de la constellation pour les canaux point-a`-point.
On cite parmi eux la strate´gie propose´e par Le Goﬀ et al. dans [81] pour la mise en
forme du constellation PAM turbo-code´e et avec entrelacement. Cette strate´gie divise
la constellation de “base” du signal transmis en deux ou plusieurs sous-constellations et
utilise un shaping code pour choisir les signaux des sous-constellations de faible e´nergie
plus fre´quemment que les signaux des sous-constellations d’e´nergie plus grande.
De plus, dans le chapitre 4, on a e´tudie´ les protocoles HARQ pour un canal a` e´coute
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en supposant que l’alphabet d’entre´e est Gaussien. Ainsi, il est utile d’e´tendre cette
analyse en prenant en conside´ration la contrainte de l’alphabet ﬁni. Dans ce contexte, une
e´tude sur le de´bit utile secret des protocoles HARQ et sous contraintes de modulations
est pre´sente´e dans [82]. La communication se´curise´e avec une incertitude sur le canal
est aussi une direction importante puisque l’incertitude sur le canal existe en pratique
pour plusieurs raisons [83]. Par exemple, le CSI est d’habitude obtenu en envoyant des
se´quences d’apprentissage au niveau de l’e´metteur et permettant au re´cepteur d’estimer
le canal. L’estimation peut ne pas eˆtre parfaite, ce qui se traduit par des informations
errone´es ou inexactes au niveau du re´cepteur. Le CSI est fourni a` l’e´metteur via le canal
a` retour qui pourrait eˆtre limite´ et non ﬁable. Dans le chapitre 4 aussi, on a suppose´ qu’il
existe des canaux de retour du re´cepteur le´gitime et de l’espion a` la fois vers l’e´metteur.
Une extension de ce travail est actuellement en cours et consiste a` e´tudier un cas plus
re´aliste dans lequel l’e´metteur ne rec¸oit pas un retour de l’espion. De plus, on peut
e´tudier le cas ou` le nombre additionnel de bits pour assurer la se´curite´ Md est adapte´ a`
chaque transmission. Par suite, on aura plus de degre´s de liberte´ et on espe`rera plus de
gains en de´bit utile secret.
Tout au long de ce travail, on a conside´re´ un codage ale´atoire et un de´codage base´
sur les se´quences typiques. Un travail futur pourra conside´rer des sche´mas de codage et
de de´codage pratiques. Ainsi, il est inte´ressant de prendre en compte la pre´sence d’un
code correcteur d’erreurs dans la chaˆıne de transmission par exemple de type turbo ou
LDPC. En ce qui concerne les codes secrets, des travaux existants sur la conception de
ces codes incluent le codage coset [84], les codes LDPC [85] et les nested codes [86]. Un
de´ﬁ est la conception des codes secrets de de´bit compatible pour les canaux Gaussiens.
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Annexe A
Article sur l’optimisation des
de´bits atteignables pour les
canaux de diffusion avec alphabet
d’entre´e fini ([1])
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Abstract
In this paper, maximal achievable rate regions are derived for power constrained
AWGN broadcast channel involving finite constellations and two users. The achiev-
able rate region is studied for various transmission strategies including superposi-
tion coding and compared to standard schemes such as time sharing. The maxi-
mal achievable rates are obtained by optimizing over both the joint distribution of
probability and over the constellation symbol positions. A numerical solution is pro-
posed for solving this non-convex optimization problem. Then, we consider several
variations of the same problem by introducing various constraints on the optimiza-
tion variables. The aim is to evaluate efficiency vs complexity tradeoffs of several
transmission strategies, some of which (the simplest ones) can be found in actual
standards. The improvement for each scheme is evaluated in terms of SNR savings
for target achievable rates or/and percentage of gain in achievable rates for one
user compared to a reference scheme. As an application, two scenarios of coverage
areas and user alphabets are considered. This study allows to evaluate with practical
criteria the performance improvement brought by more advanced schemes.
Keywords
AWGN broadcast channels, achievable rate region, hierarchical modulation,
superposition modulation, superposition coding, constellation shaping, non-
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convex optimization.
1 Introduction
During the past few decades, information networks have witnessed tremendous
and rapid advances, based on the important growth in the adoption of new wire-
less technologies, applications and services, ﬁrst from cellular networks and more
recently for computer networks (WLANs). Consequently, wireless networks are
exposed to capacity and coverage problems and the focus is now shifting towards
capturing some of the aspects of realistic networks by studying natural network
models such as models with broadcasting.
In 1972, achievable rate region is obtained by Cover in [1] for Gaussian
broadcast channels with two outputs and generalized by Bergmans to broadcast
channels with any number of outputs [2]. Roughly a year later, the optimality
of the sets of achievable rates was established by Bergmans [3] and Gallager [4].
Superposition coding is a possible solution to achieve good rate regions in which
information intended for high-noise receivers and information intended for low-
noise receivers are superimposed and transmitted simultaneously on the same
radio resource. The low-noise receivers can always decode messages intended for
the high-noise receivers. Thus they eﬀectively cancel out the interference due
to the signal intended for the high-noise receivers, and then decode their own
message. The high-noise receivers decodes its message by treating the low-noise
receivers message as noise. Superposition coding appears in several contexts
in information theory and is closely related to multilevel coding and unequal
error protection [5], [6]. Cover showed [1] that superposition coding reaches the
theoretical limit of the capacity region for two user Gaussian broadcast channel
using an inﬁnite Gaussian input alphabet for each user. A treatment of the case
of multiple transmitter/receivers for the band-limited additive white Gaussian
noise channel is given by Bergmans and Cover in [7] where it is proved that su-
perposition coding can achieve higher rate region than orthogonal schemes such
as frequency-division multiple access (FDMA) or time-division multiple access
(TDMA). However, in actual transmissions systems, the channel input is con-
strained to a ﬁnite size alphabet with equal probability symbols. A well known
practical implementation of superposition coding is hierarchical modulation,
also called layered modulation, which uses constellations with non-uniformly
spaced signal points creating diﬀerent levels of error protection. Hierarchical
modulation is used to mitigate the cliﬀ eﬀect in digital television broadcast and
is included in various standards, such as Digital Video Broadcast for Terres-
trial Television (DVB-T) [8], DVB to Handhelds (DVB-H) and DVB Satellite
services to Handhelds (DVB-SH) [9] standard proposal for mobile digital TV
transmission. A study about the performance of hierarchical modulation and a
comparison with time sharing strategy in terms of achievable rates can be found
in [10].
The restriction imposed by practical systems in using ﬁnite signaling con-
stellation and equiprobable symbols reduces the achievable rates and leads to a
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gap with the capacity region achieved with Gaussian input alphabets for AWGN
broadcast channel. This gap can be reduced using a technique called constel-
lation shaping. In fact, most results for constellation shaping with ﬁnite signal
constellations consider only point to point communication systems [11]. Then
the concept of constellation shaping has been adapted to most modern cod-
ing and modulation techniques as for example turbo-coding and BICM schemes
[12]-[19]. For broadcast channels, the achievable rate region for two-user AWGN
broadcast channels with ﬁnite input alphabets is derived in [20] when superpo-
sition of modulated signal is used as transmission strategy. In their work, the
authors assume a uniform distribution over the ﬁnite input set. To our knowl-
edge, no study is available about the maximization of the achievable rate region
for two-user AWGN broadcast channels with ﬁnite size constellations by op-
timizing over both the joint probability distribution and constellation symbol
positions for a broadcast transmission strategy. This general framework encom-
passes hierarchical modulations as a special case. In this paper, maximal achiev-
able rate regions are derived for power constrained AWGN broadcast channel of
two users with M -Pulse Amplitude Modulation (M -PAM) constellations of M
points using various transmission strategies. A numerical solution is proposed
for solving this non-concave optimization problem. In a typical broadcast sys-
tem, there is a trade oﬀ between achievable rates and coverage areas. Therefore,
we are interested in determining the transmission strategy which provides the
best achievable rates or the maximal SNR gain for a given coverage scenario.
The compromise between simplicity of implementation and expected gains is
also evaluated.
The organization of the paper is as follows. Section 2 recalls some informa-
tion theory results on broadcast channels and degraded broadcast channels. In
section 3 various transmission strategies for broadcast systems are described.
Section 4 gives a formulation of the problem in terms of optimization for the
various transmission strategies under consideration. Then computational as-
pects are discussed. An iterative algorithm is proposed for the computation of
maximal achievable rate regions using superposition coding (general case) and
M -PAM constellation or in the particular case of superposition modulation.
The proposed algorithm can handle an optimization with respect to the joint
distribution of probability or with respect to the positions of constellation sym-
bols. Both variables can also be considered jointly. Obviously, the best results
are obtained for the most general case. Our target is to: (i) evaluate the loss
experienced by using simple schemes, (ii) identify situations in which complex
schemes (non-standard) lead to signiﬁcant improvements. As an application,
we consider, in section 5, several scenarios of coverage areas and user alphabets
and we give conclusions about the transmission strategies which can provide the
best trade oﬀ between eﬃciency and complexity of implementation.
3
2 AWGN Broadcast Channels
A two-receiver (users) broadcast channel (BC) consists of an input alphabet X ,
two outputs alphabets Y1 (user 1), Y2 (user 2) and a conditional pdf PY1Y2|X
on Y1 × Y2. Let X, Y1 and Y2 be random variables representing the input and
outputs of the BC. Figure 1 depicts the two users BC with two independent
messages W1 and W2. The encoder generates a codeword x
n(w1, w2) of length
n based on these two messages. Each user receives respectively yn1 and y
n
2 . A BC
is said to be physically degraded if PY1Y2|X(y1, y2|x) = PY1|X(y1|x)·PY2|Y1(y2|y1)
(i.e. X → Y1 → Y2 form a Markov chain). A BC is said to be stochastically
degraded or degraded if there exists a random variable Y˜1 which has the same
conditional pdf as Y1 given X such that X → Y˜1 → Y2 form a Markov chain.
We are interested in degraded BC because its capacity region is known, while
it is not available for the general case.
In our system model, W1 denotes the private message intended for receiver
1 only and W2 is a common message for both receivers. A typical example of
this situation is digital TV broadcasting to two diﬀerent groups of receivers,
classiﬁed according to their channel conditions, where the basic signal (common
signal) should be available to all receivers. The higher quality is realized by
adding the basic signal with an incremental signal (private signal for receivers
of good channel conditions) which carries TV signal with a high data rate, such
as HDTV.
Let R1 and R2 be the rates at which the transmitter is sending W1 and
W2 respectively. Thus user 1 achieves R1 + R2 while user 2 achieves R2. The
capacity region of the degraded broadcast channel X → Y1 → Y2 in ﬁgure 1 is
the convex hull of the closure of rate pairs (R1 +R2, R2) satisfying:
R1 ≤ I(X;Y1|U) (1)
R2 ≤ I(U ;Y2) (2)
for some joint distribution PUXY1Y2 = PUX · PY1|X · PY2|X on {U × X × Y1 ×
Y2} [21]. PY1|X and PY2|X are conditional pdfs that depend on the channel
model. PUX is the joint probability distribution of U and X, where the auxiliary
random variable U has cardinality bounded by |U| ≤ min{|X |, |Y1|, |Y2|}. The
capacity region is achieved using superposition coding where U serves as the
center of a cloud of codewords that can be distinguished by both receivers.
Since the capacity region of a BC depends only on the conditional marginals,
the capacity region of the stochastically degraded BC is equal to that of the
corresponding physically degraded channel. Cover [1] showed that in the case
of binary symmetric BC and AWGN BC, superposition coding expands the rate
region beyond that achievable with time sharing.
Now consider the Gaussian broadcast channel with two users. Without loss
of generality, assume that Y1 is less noisy than Y2. It can easily be shown that
scalar Gaussian broadcast channels are equivalent to a degraded channel,
Y1 = X + Z1 (3)
Y2 = X + Z2 = Y1 + Z
′
2 (4)
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where Z1 ∼ N (0, σ21), Z2 ∼ N (0, σ22), Z ′2 ∼ N (0, σ22 − σ21) and Z1, Z ′2 are
independent. Thus Gaussian BC is stochastically degraded. We assume an
average power constraint on the transmitted power P deﬁned as E[X2] ≤ P . The
received signal to noise ratio for each user is SNRi =
P
σ2
i
, where SNR1 > SNR2
and σ2i is the variance of the noise Zi. The capacity region of the AWGN-BC is
the set of rate pairs (R1 +R2, R2) such that:
R1 ≤ C(α · SNR1) (5)
R2 ≤ C( (1− α) · SNR2
α · SNR2 + 1 ) (6)
for all α ∈ [0, 1], where C(x) = 12 · log2(1+ x). The theoretical limit of two-user
AWGN BC is achieved by using signal superposition [1].
3 Broadcast transmission strategies
In this section, various transmission strategies for broadcast systems are de-
scribed. The strategies are presented in ascending order of implementation
complexity. Speciﬁcally, by moving from one strategy to another, we release
some constraints on the system implementation to reach ﬁnally the most com-
plex strategy that can be used to broadcast information for users. Obviously,
since the simple schemes can be understood as adding constraints to the most
general case, their are less eﬃcient in terms of attainable rates.
3.1 Time Sharing (TS)
Time sharing has been widely used in broadcast systems as broadcast trans-
mission strategy. In time sharing scheme, a percentage of time is used to send
one message and the rest of the time is used to send another message. Thus it
is practical to implement because the rate pairs can be achieved by strategies
used for point to point channel and sharing the time between messages. As
in previous works on broadcasting, this situation serves as a reference for the
more advanced schemes. In this work, a time sharing scheme with standard
constellation M -PAM (Fig.2) is considered when symbols are used with equal
probability. A standard M -PAM constellation is deﬁned as a constellation with
M real symbols belonging to X = {M − 1− 2 · (i− 1), for i = 1, ...,M}. During
the time slot dedicated to send a message, only one data stream is sent using
the entire set of constellation points. In classical implementations of time shar-
ing, the conventional M -PAM symbols are equally spaced and used with equal
probability.
3.2 Hierarchical Modulation (HM)
In two layers hierarchical modulation, constellation symbols are used to transmit
two data streams simultaneously for two users [22][23]. Constellation symbols
5
are usually chosen with the same probability but may be non-equally spaced.
These symbols can be considered as the sum of two lower order modulations, one
for each user. The modulation with higher power is used for the “bad” channel,
the one with smallest power for the “good” channel. Hence, the encoding using
hierarchical modulation can be separable for the two streams which is more
practical.
This is explained here using 4-PAM as an example. Fig.3 shows the con-
stellation diagram of a hierarchical 4-PAM with parameter ℓ = ℓ1/ℓ2 used to
determine the spacing between the groups of constellation points (clouds). ℓ is
the ratio of the spacing between the groups to the spacing between individual
points within a group. Standard values of ℓ are 1, 2 and 4. When ℓ increases,
with a ﬁxed total transmission power P, the two points from both sides of ori-
gin form a cloud. The location of a point within its cloud is regarded as the
information for the “good” user. The other information, i.e. the number of the
cloud in which the point is located is the information for the “bad” user. In this
way, two separate data streams can be made available for transmission. For-
mally, we are still dealing with 4-PAM but, in the hierarchical interpretation,
it is viewed as the combination of 2 BPSK modulations which have diﬀerent
robustness to noise. In other words, the service coverage areas diﬀer in size for
both users. The better-protected data stream is referred to as the High- Priority
(HP) stream which is mapped in Fig.3 to the most signiﬁcant bit. The other
one, is referred to as the Low-Priority (LP) stream (Fig.3) and mapped in Fig.3
to the least signiﬁcant bit. Receivers with good reception conditions can receive
both streams, while those with poorer reception conditions may only receive the
high priority stream considering the LP stream as noise. This corresponds to a
speciﬁc labeling of the modulation.
3.3 Superposition Modulation (SM)
In superposition modulation [24], the M constellation points are used such that
the labeling is separable, i.e. M =M1M2, and that the M points are obtained
by adding (in R) two rv’s X1 and X2, of cardinality M1 and M2 respectively
(M1,M2 ∈ N \ {0, 1}). Thus this scheme is with an enlarged set of feasible
labelings than in the previous case [25],[26]. This leads also to U ≡ X2 for
superposition modulation because user 2 can distinguish only U .
This work studies several cases of superposition modulation. First, when
the constellation symbols for each user are used with equal probability. This
case will be denoted as SMX ,PUX ,PX . This is a practical case since the encoding
of the messages is separable and symbols are used with equal probability as
in real transmission systems. Then, the constraint of using equiprobable sym-
bols is released, the symbols of user constellations can be dependent and used
with non-equal probability (PUX non-uniform). Thus the encoding here is done
jointly for the two messages. This strategy will be denoted SMX ,PUX ,PX when
the symbols take the values of a standard M -PAM and SMX ,PUX ,PX otherwise.
In the latter case, the symbol positions can take arbitrary values and will be
considered as variables to be optimized. The deﬁnition of superposition mod-
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ulation can be generalized using more general form for PUX than the uniform
case. In superposition modulation, 2nR2 independent codewords un = x(2)n(w2)
of length n are generated according to PU and for each of these codewords, 2
nR1
satellite codewords vn = x(1)n(w1) are generated and added to form codewords
xn(w1, w2) = u
n + vn according to PX|U . Thus, the ﬁne information v
n is
superimposed on the coarse information un.
Note that the capacity region of Gaussian broadcast channel is achieved
using this coding scheme and successive cancellation decoding where U (≡ X2)
and V (≡ X1) are independent random variables following normal distributions.
However, we do not assume here that U and V are independent. Consequently,
for superposition modulation, PUX takes a speciﬁc expression. As an example,
consider an 8-PAM modulation. In that case, the transmitted signal at time
k is the sum of the two users signals and is given by xk = x
(1)
k + x
(2)
k where
x
(1)
k ∈ X1 and x(2)k ∈ X2 with M1 ·M2 = 8. Two conﬁgurations are possible
either M2 = 4 (X1 is a BPSK and X2 is a 4-PAM) or M2 = 2 (X1 is a 4-PAM
and X2 is a BPSK). In both cases, PUX is a sparse matrix of size M2×M with
expression
PUX =


p00 p01 0 0 0 0 0 0
0 0 p12 p13 0 0 0 0
0 0 0 0 p24 p25 0 0
0 0 0 0 0 0 p36 p37

 if M1 = 2,M2 = 4
(7)
PUX =
[
p00 p01 p02 p03 0 0 0 0
0 0 0 0 p14 p15 p16 p17
]
if M1 = 4,M2 = 2 (8)
where PUX [i, j] = pi−1,j−1 = Pr{U = ui−1, X = xj−1}. In both cases, the
number of elements to be computed is 8.
Note also that PUX and X (of cardinality M) determine the labeling of the
input signal constellation for a ﬁxed labeling for X1 and X2 [25],[26]. Thus the
information can be distinguished using the labeling. Consider for example a
label luk of log2(|X2|) binary labels for uk and lvj of log2(|X1|) binary labels for
vj with k ∈ {0, .., |X2| − 1} and j ∈ {0, .., |X1| − 1}. Obviously, the M symbols
xi, i ∈ {0, .., |X |− 1} carry log2(M) binary labels which are the concatenations
of the labels of uk and vj such as xi = uk + vj .
Part of this work on superposition modulation was presented in [25],[26],[27],
where the achievable rate regions for SMX ,PUX ,PX and SMX ,PUX ,PX strategies
are analyzed using a 4-PAM constellation in [25],[26] and for {4,8,16}-PAM
constellations in [27]. In this work, the achievable rates are also derived for
SMX ,PUX ,PX using {4,8,16}-PAM constellations.
3.4 Superposition Coding (SC)
Superposition coding is one of the basics of coding schemes in network informa-
tion theory. This idea was ﬁrst introduced by Cover in an information theoretic
study of broadcast channels [1].
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In superposition coding, the joint distribution of probability PUX can take
a more general form than in the case of superposition modulation. In this case
the labeling cannot allow to distinguish between the common information and
the private information for user 1, a fact which increases the decoder complex-
ity. Indeed, since the auxiliary random variable U has cardinality bounded by
|U| ≤ min{|X |, |Y1|, |Y2|}, we use the name general superposition coding or su-
perposition coding simply to describe the case where |U| = min{|X |, |Y1|, |Y2|}.
For superposition coding and with M -PAM modulation, PUX is an M × M
matrix with elements pi,j .
The basics of superposition coding are brieﬂy recalled below; a detailed
description is given in [28]. In this scheme, 2nR2 sequences un(w2) ,w2 ∈
[1, 2nR2 ] each i.i.d.,are generated randomly and independently to represent the
coarse message each according to
∏n
i=1 pU (ui). For each auxiliary sequence
un(w2), randomly and conditionally independently generate 2
nR1 sequences
xn(w1, w2),w1 ∈ [1, 2nR1 ], each according to
∏n
i=1 pX|U (xi|ui(w2)) to repre-
sent the ﬁne message w1. Thus in superposition coding, the auxiliary random
variable U serves as a cloud center for the information, distinguishable by both
receivers. In this case, the decoding of information by users is based on large
block joint typicality. This comes in contrast with the simpler cases where the
message for user 2 was carried by the center of modulation clouds which imply
a possible scalar detection.
The achievable rates for superposition coding will be studied for various
strategies corresponding to diﬀerent constraints on PUX and/or X .
An exhaustive list of all the strategies under consideration is given in table
1 where redundant conﬁgurations are omitted.
4 Achievable Rate Regions
For a two user Gaussian BC, the theoretical limit of the capacity region is
achieved using Gaussian input alphabet for each user. However, practical im-
plementation constraints impose the use of ﬁnite input alphabets, and the sym-
bols are usually chosen with equal probability. These restrictions contribute to
increase the gap between the capacity region achieved with inﬁnite Gaussian in-
puts and the throughput obtained in practical situations. In this section, we are
interested in computing the achievable rate region of power constrained AWGN
BC when the transmitted signal is modulated using an M -PAM constellation,
under the various situations described above. Since the last case (superposition
coding) encompasses all previous ones as special cases, the corresponding opti-
mization problems can be solved with the same strategy, which is detailed in
this section.
4.1 Problem Formulation
Consider a two users memoryless AWGN broadcast channel (SNR1 > SNR2)
with signal power constraint P . The channel input belongs to a ﬁnite set
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Transmission Variables Constraints Designation
SM X Uniform distribution for PUX SMX ,PUX ,PX
SM PUX s.t.
∑
i,j pi,j = 1 Symbol locations: M -PAM SMX ,PUX ,PX
SM X SMX ,PUX ,PX
PUX s.t.
∑
i,j pi,j = 1
SC PUX s.t.
∑
i pi,j =
1
M
Symbol locations: M -PAM SCX ,PUX ,PX
Uniform distribution for PX
SC X Uniform distribution for PX SCX ,PUX ,PX
PUX s.t.
∑
i pi,j =
1
M
SC PUX s.t.
∑
i,j pi,j = 1 Symbol locations: M -PAM SCX ,PUX ,PX
SC X SCX ,PUX ,PX
PUX s.t.
∑
i,j pi,j = 1
Table 1: Strategies under consideration
X = {x0, ..., xM−1} ⊂ R represented by an M -PAM constellation. Assume
a symmetric input signal constellation with respect to the origin. Since U has
cardinality bounded by |U| ≤ min{|X |, |Y1|, |Y2|} and the output alphabet car-
dinality for an AWGN channel is inﬁnite, we have |U| ≤ |X |. Thus |U| ≤M .
To determine the maximal achievable rate region using superposition coding,
consider the case |U| =M . For superposition modulation, we take into account
the speciﬁcity on PUX given in section 3.3. We also consider within the same
framework the problem of maximizing the achievable rates under additional
constraints on optimization variables (PUX and X ): standard M -PAM symbols
values, uniform distribution for PUX , uniform distribution for PX . The problem
of maximizing the achievable rates under a speciﬁc situation is solved subject to
a combination of constraints according to table 1. We recall that in this work,
message w2 is a common message to both receivers and w1 is a private message
to user 1. Thus the achievable rate region (R2 vs. R1+R2) can be obtained by
solving the weighted sum rate (θ ·R1+(1−θ) ·R2) maximization for θ ∈ [0, 0.5].
Indeed, for θ = 0, we maximize the common information rate R2 and when
θ = 0.5 we maximize the rate achieved by user 1 (R1 +R2). Using (1) and (2),
the optimization problem under consideration is:
maxPUX ,X θ · I(X;Y1|U) + (1− θ) · I(U ;Y2)
s.t. pij ≥ 0 ∀i, j∑
i,j pij · x2j ≤ P
(9)
and subject to the constraint on the joint pdf PUX or on X given in table 1
for each strategy, where pij = Pr{U = ui, X = xi}, j ∈ {0, ..,M − 1} and
i ∈ {0, .., |U| − 1}. The two mutual information I(X;Y1|U) and I(U ;Y2) can be
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written as follows
I(X;Y1|U) =
∑
i,j
∫ +∞
−∞
pijPY1|X(y1|xj) log
(
∑
j′ pij′)PY1|X(y1|xj)∑
j′ pij′PY1|X(y1|xj′)
dy1 (10)
I(U ;Y2) =
∑
i
∫ +∞
−∞
(
∑
j
pijPY2|X(y2|xj)) log
∑
j′ pij′PY2|X(y2|xj′)
(
∑
j′ pij′)(
∑
i′,j′ pi′j′PY2|X(y2|xj′))
dy2
(11)
where all logarithms are taken base 2. The AWGN channel for each user is
characterized by the conditional pdf
PYi|X(y|x) =
1√
2πσ2i
.e
−
(y−x)2
2σ2
i i ∈ {1, 2} (12)
When θ = 0 or θ = 1 and for |U| = M (which are referred in this paper as
point-to-point (PtP) channel case), the individual achievable rates R2 and R1
are maximized respectively. The problem (9) is equivalent to
maxPX ,X I(X;Yk)
s.t. pi ≥ 0 ∀i∑
i pi = 1∑
i pi · x2i ≤ P
(13)
where pi = Pr{X = xi}, i ∈ {0, ..,M − 1} is the input probability distribution
and k ∈ {1, 2}. When θ = 0 or 1, problem (13) is solved for k = 2 and 1
respectively with I(X;Yk) given by
I(X;Yk) =
∫ +∞
−∞
∑
j
pjPYk|X(yk|xj) log
PYk|X(yk|xj)∑
j′ pj′PYk|X(yk|xj′)
dyk (14)
For the time sharing scheme using standard constellation, the achievable rate
pair (R1 +R2, R2) is such that [1]:{
R1 = αR1
R2 = (1− α)R2 (15)
where R1 and R2 are achievable rates for PtP channel using standard M -PAM
constellation at SNR1 and SNR2 respectively. Varying α from 0 to 1 yields
achievable rate region.
Problem (9) is not convex, therefore direct numerical optimization is ineﬃ-
cient. Clearly, an exhaustive search is not feasible as the complexity would be
exponential in the total number of variables. An iterative method for solving
(9) is proposed in the next section.
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4.2 Numerical solution
Consider a regularized version of (9) as:
L(PUX , x0, .., xM−1, s) = θ·I(X;Y1|U)+(1−θ)·I(U ;Y2)+s·(P−
|U|−1∑
i=0
M−1∑
j=0
pij ·x2j )
(16)
where s is a regularization parameter. For a given value of s, the optimization
problem in (16) is solved (for the most general case) with respect to PUX and
to X = (x0, x1, ..., xM−1) alternately until convergence:
P
(ℓ)
UX = arg max
PUX∈C
L(PUX , x
(ℓ−1)
0 , .., x
(ℓ−1)
M−1 , s) (17)
X (ℓ) = argmax
X
L(P
(ℓ)
UX , x0, .., xM−1, s) (18)
where ℓ is the iteration index and C denotes the set of constraints on PUX and
can be deﬁned either as C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1} or as C = {PUX :
pij ≥ 0,
∑
i pi,j =
1
M
} (equiprobable symbols). The optimization problem in
(17) with constraint set C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1} can be handled by
a modiﬁed Blahut-Arimoto type algorithm [29]. Indeed, in order to take into
account the regularization, we can show that the “Blahut Arimoto ”-type algo-
rithm proposed in [30] for broadcast channels should be modiﬁed by replacing
equation (19) of lemma 3 in [30] by q∗(u, x) = β[Q,Q˜,Q¯](u,x)·e
−s x
2
1−θ
∑
u′,x′ β[Q,Q˜,Q¯](u
′,x′)·e
−s x
′2
1−θ
instead
of q∗(u, x) = β[Q,Q˜,Q¯](u,x)∑
u′,x′ β[Q,Q˜,Q¯](u
′,x′)
where β[Q, Q˜, Q¯](u, x) is deﬁned in equation
(19) of [30]. When there is an additional constraint on constellation symbols to
be equiprobable i.e. C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1 and
∑
i pi,j =
1
M
},
the “Blahut Arimoto ”-type algorithm in [30] should also be modiﬁed to take
into account the additional constraint. In this case, equation (19) of lemma 3
in reference [30] should be replaced by q∗(u, x) = 1|X | · β[Q,Q˜,Q¯](u,x)∑
u β[Q,Q˜,Q¯](u,x)
, which
does not depend on s, where β[Q, Q˜, Q¯](u, x) is deﬁned in equation (19) in this
reference.
Now consider (18). The function L(P
(ℓ)
UX , x0, .., xM−1, s) is not a concave
function for all X ∈ RM . However, we observed in our experiments that
L(P
(ℓ)
UX , x0, .., xM−1, s) is a concave function if X ∈ D where D = {X ∈ RM :
|xi − xj | > d ∀i, j ∈ {0, ..,M − 1} and i 6= j} and d depends on the size of the
constellation and on the SNR. Since we are interested in ﬁnding non degener-
ated constellation, we restrict the optimization process to D. Then a simplex
method is used to perform the optimization with initial value in D.
The alternative maximization method can at least increase the objective
function in each iteration. In the experiments, we have observed that this
method converges at least to a local maximum (denoted p∗i,j(s), x
∗
j (s), 0 ≤ j ≤
M − 1, 0 ≤ i ≤ |U| − 1).
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Step 0 s← s(0)
Step k Step 0 X ← X (0) where X = (x0, x1, .., xM−1)
Step ℓ
P
(ℓ)
UX = argmaxPUX∈C L(PUX ,X (ℓ−1), s(k−1)) (P1)
X (ℓ) = argmaxX L(P (ℓ)UX ,X , s(k−1)) (P2)
Stopping |L(P (ℓ)UX ,X (ℓ), s(k))− L(P (ℓ−1)UX ,X (ℓ−1), s(k−1))| ≤ ǫL
criterion
s(k) = [s(k−1) − β(P −∑i,j p∗ij(s(k−1)) · (x∗j (s(k−1)))2)]+
where [.]+ = max(., 0)
Stopping
criterion |s(k) − s(k−1)| ≤ ǫs
Table 2: Numerical solution for solving (9)
We discuss now the choice of s. Since we do not know a priori which value
of s may correspond to the satisfaction of the equality power-constraint, we
propose to use an iterative process as follows:
s(k+1) =
[
s(k) − γ ·
(
P −
|U|−1∑
i=0
M−1∑
j=0
p∗ij(s
(k)) · (x∗j (s(k)))2
)]+
(19)
where [.]+ is deﬁned as [.]+ = max(., 0). The value of s is increased or decreased
with the sign of P −∑|U|−1i=0 ∑M−1j=0 p∗ij(s(k)) · (x∗j (s(k)))2. The process stops
when the power constraint is fulﬁlled. The proposed algorithm is summarized
in table 2. Obviously, when constellation symbols are constrained to the values
of a standard constellation, (P2) which is deﬁned in table 2 will not be used.
Similarly, when PUX is uniform, (P1) is not used. An alternative interpretation
of this algorithm is to recognize that L(PUX , x0, .., xM−1, s) is the Lagrangian
dual of problem 9. Eq. (17-18) is an iterative method for solving
f(s) = max
PUX ,x0,..,xM−1
L(PUX , x0, .., xM−1, s) (20)
The dual optimization problem mins.t. s≥0 f(s) is solved in (19) with a gradient-
type algorithm. Since f(s) is convex [31], a gradient-search method is guaran-
teed to converge to a global optimum.
5 Result analysis
5.1 Point to point channel
We present in this section, the results of maximizing achievable rates for PtP
case using M -PAM constellations with M=4, 8, 16 and for diﬀerent values of
SNR. To evaluate the contribution of constellation shaping, we compare, for a
ﬁxed SNR, the maximal achievable rate calculated by the algorithm proposed in
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the previous section to the “standard constellation”rate, whose symbols are used
with equal probability, at the same SNR in terms of SNR saving (called SNR
shaping gain). The SNR shaping gain depicted in Fig. (4) is the gain obtained
with a fully optimized constellation (PX and X ) compared to the standard M -
PAM constellation and when symbols are used with the same probability. To
avoid the complexity of constructing nearly optimal input distribution codes,
another method for doing constellation shaping is to optimize only the posi-
tion of symbols in the constellation. Each signal point is assumed to be chosen
with the same probability however the position of each point in the constella-
tion is optimized. The corresponding shaping gain is given in Fig. (5). We
observe the following. The shaping gain depends on the SNR and on the size
of the constellation. The maximum gain is obtained for mid-range SNR. The
distribution of probability PX (not reported) is very similar to the sampling
of a gaussian distribution. With the half-optimized constellation (X only), a
signiﬁcant degradation is observed for mid range SNR compared to the fully
optimized constellation. Hence, we can conclude that symbol pdf optimization
is useless at low and high SNR whereas the fully-optimized constellation is ef-
ﬁcient for mid-range SNR, in which case the gain increases with the size of the
constellation.
5.2 Broadcast channel
Current broadcast systems are using two practical transmission schemes for
sending information to users: orthogonal schemes in which the time and/or fre-
quency is split between the users and superposition modulation schemes where
the constellation for each user is ﬁxed. In this section, a comparison is pro-
vided between these standard schemes and various (more complex) transmission
strategies such as superposition coding. The eﬀect of constellation shaping is
evaluated by analyzing the achievable rate region curves obtained for anM -PAM
constellation (M=4, 8, 16) and for several pairs (SNR1, SNR2). The following
schemes are considered:
• Time Sharing using standard M -PAM (TS).
• Superposition Modulation (SM) - 3 possible conﬁgurations (see table 1)
• Superposition coding (SC) - 4 possible conﬁgurations (see table 1)
In the following, we denote by the “case 1” of superposition modulation when
M1 = 2,M2 = 4 and when M1 = 2,M2 = 8. The “case 2” is when M1 =
4,M2 = 2 and when M1 = 4,M2 = 4. The “case 3” refers to the case when
M1 = 8,M2 = 2.
Achievable rate region curves are provided in Fig. 6-11 for M = 4, 8, 16. For
each value of M , the display of the results is limited to two diﬀerent pairs of
SNR. In complement with the achievable rate region curves, comparisons are
also conducted in terms of SNR savings for target achievable rates (Maximum
Shaping Gain) and in terms of Maximum Percentage of Gain for user 1. These
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two quantities are deﬁned below.
Definition 1 Consider two transmission strategies (A and B). The pair of
rates (R1 + R2, R2) is achieved for (SNR1,SNR2) with A and for (SNR1 +
∆SNR,SNR2 + ∆SNR) with B. The shaping gain (with A compared to B) is
∆SNR. The maximum shaping gain is defined as:
MGSNRdB (A|B) = maxR2∆SNR (21)
Definition 2 Consider two transmission strategies (A and B). For a given pair
of SNR (SNR1,SNR2) and a fixed value of R2, the achievable pair of rates is
(RA1 +R2, R2) resp. (R
B
1 +R2, R2) with A resp. B. The gain on the achievable
rate for user 1 is given by
GR1(A|B) =
(RA1 +R2)− (RB1 +R2)
RB1 +R2
· 100 (%) (22)
The maximum gain on the achievable rate for user 1 (with A compared to B) is
given by
MGR1(A|B) = maxR2GR1(A,B) (23)
5.2.1 Superposition modulation
In this section, the three possible conﬁgurations of Superposition Modulation are
compared. We can see from Fig. 6 to 11 that SMX ,PUX ,PX (optimization of X
only) outperforms SMX ,PUX ,PX (optimization of PUX only) in terms of maximal
achievable rates per user when M = 4. For M = 8 and 16, SMX ,PUX ,PX can
achieve slightly higher rates than SMX ,PUX ,PX . The implementation of a system
with constellation symbols with non-standard positions and generated with the
same probability is less complex than the implementation of a system which
generates symbols with non-uniform joint distribution of probability. Thus,
SMX ,PUX ,PX does not seem to be of interest since it is not very eﬃcient in
terms of achievable rates and is more complex to implement.
Figures of achievable rate region show that an improvement can be obtained
with SMX ,PUX ,PX (full optimization) compared to SMX ,PUX ,PX (optimization
of X only) and depending on δSNR = SNR1 − SNR2. Numerical values of the
maximum gain in achievable rate (MGR1) and of the maximum SNR savings
(MGSNRdB ) are given in table 3. We observe the following. A slight gain in
terms of achievable rates can be translated into a noticeable gain in terms of
SNR saving. The maximum shaping gain increases with the constellation size.
Thus, constellation shaping for SM strategy seems more useful for high values
of M . The analysis of the optimal matrix PUX (results not reported) leads
to the conclusion that X1 and X2 are not independent in general when using
ﬁnite-size constellations. We observe also that the maximum shaping gain for
SMX ,PUX ,PX versus SMX ,PUX ,PX increases when δSNR decreases, independently
of M . In particular full optimization (vs optimization of the symbol position)
does not provide signiﬁcant improvement for large SNR gap in SM strategy.
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M SNR1 SNR2 MGSNRdB (A|B) MGR1(A|B)
8 0.39 7.46%
4 10 6 0.17 3.51%
4 0.05 1.77%
2 0.01 0.38%
14 0.71(M1=4,M2=2) 20.17%(M1=4,M2=2)
8 16 12 0.57(M1=4,M2=2) 13.21%(M1=4,M2=2)
10 0.41(M1=4,M2=2) 13.07%(M1=2,M2=4)
8 0.33(M1=2,M2=4) 18.93%(M1=2,M2=4)
16 1.05(M1=8,M2=2) 10.67%(M1=8,M2=2)
16 18 14 0.87(M1=8,M2=2) 11.54%(M1=8,M2=2)
12 0.64(M1=8,M2=2) 12.08%(M1=4,M2=4)
10 0.49(M1=8,M2=2) 19.53%(M1=4,M2=4)
Table 3: Comparison of SMX ,PUX ,PX (A) and SMX ,PUX ,PX ) (B) with respect
to MGSNRdB and MGR1
5.2.2 Time-Sharing (TS) or Superposition Modulation (SM)?
This section compares two strategies (TS and SM) classically considered in
broadcast systems. In Fig. 6 and 7 (M = 4), we observe that the achievable
rate region can be split into 2 parts. Indeed, for small and large values of R2,
TS is better than SM. On the contrary, SM is better than TS for middle-range
values of R2. Under a given rate requirement for one user, we can thus determine
the best transmission strategy. We can also observe that the region in which
SM is better than TS becomes small for larger values of SNR2. With M = 8
(Fig. 8 and 9), the area in which SM is better than TS increases (compared
to M = 4) by considering the union of the two possible conﬁgurations for SM:
M1 = 2, M2 = 4 (case 1) and M1 = 4, M2 = 2 (case 2). This is particularly
true when δSNR increases. We also observe that TS can achieve higher rates
than SM (case 1) for good SNR2 values. Indeed, the maximum rate of user
2 with SM is the maximum individual rate for a 4-PAM constellation whereas
it is the individual user rate achieved using standard 8-PAM in the TS case.
For low SNR2 values, optimized 4-PAM may achieve higher rate than standard
8-PAM thus SM becomes better in this interval. For a 16-PAM constellation
(Fig. 10 and 11), SM is always better than TS for the studied pairs of (SNR1,
SNR2). Table 4 shows the maximum percentage of improvement in achievable
rate of user 1 by TS when using SMX ,PUX ,PX (full optimization) strategy in the
interval where SMX ,PUX ,PX is better than TS. Clearly, the maximum percentage
of improvement increases when δSNR increases and an important gain is obtained
for high values of δSNR as in the case of SNR1 = δSNR = 10dB for a 4-PAM
where the percentage of gain on achievable rate of user 1 varies between 0 and
40.7%. For a 8-PAM constellation, the percentage of gain on achievable rate
of user 1 varies between 0 and 30.21% when SNR1 = 16 dB and δSNR = 8
15
dB. For a 16-PAM, percentages of improvements can be up to 35.08% when
SNR1 = 18dB and δSNR = 8dB. We can conclude that SM is a better option
than TS especially for large δSNR values. TS is optimal in the region where
we want to maximize the rate of user 2 for good values of SNR2 because the
single user rate achieved by TS is the rate achieved using standard M -PAM
constellation (the constellation is split between users with SM). Thus, SM seems
more gainful than TS when we want to serve users with very diverse SNRs.
5.2.3 Is Superposition Coding necessary?
For the three constellations under consideration (M = 4, 8, 16), the maximal
achievable rate region obtained by the optimal general case of superposition
coding when we consider the general form of PUX (SC) can achieve, depending
on M and user SNRs, a large region of rate pairs (R1 + R2, R2) that can-
not be achieved neither by TS nor by SM. Even when we fully optimize SM
(SMX ,PUX ,PX ) we are far from maximal achievable rate region. Sometimes the
maximal achievable rate region curve is very close or even coincides with the
SMX ,PUX ,PX achievable rate region in a pair of rates (R
∗
1 + R
∗
2, R
∗
2). This
is the case when SMX ,PUX ,PX is the optimal superposition coding in terms
of achievable rates. We can see for example in Fig. 6 that the pair of rates
(R∗1 +R
∗
2 = 1.096, R
∗
2 = 0.531 which corresponds to the optimal rate pair when
we optimize the general case of SC for θ = 0.23) is an intersection point with
SMX ,PUX ,PX achievable rate region.
We are interested now in the numerical evaluation of the gain in rate of user
1 (R1+R2) when we use SCX ,PUX ,PX (full optimization) compared to the best
strategy between TS and SM. This gain (MGR1(SCX ,PUX ,PX |TS
⋃
SMX ,PUX ,PX )
calculated in % is the distance between the limit of the maximal achievable
rate region and the limit of the union of achievable rate regions of TS and
SMX ,PUX ,PX . The results are reported in table 4. We observe that the part
of the maximal achievable rate region which is unachievable by TS and SM,
is bigger when M is small because we observe that for the case of 4-PAM we
have one conﬁguration for SM. However, we have two conﬁgurations of SM for
8-PAM constellation and three conﬁgurations for 16-PAM constellation. Thus
when M increases, the union of achievable rates for all SM cases tends to the
sets of achievable rates by the general superposition coding. Asymptotically,
we know that when M → ∞, SMX ,PUX ,PX is the optimal superposition coding
scheme because it allows to achieve the capacity region for two-user AWGN
BC using Gaussian alphabet for each user. Thus the maximum gain in user 1
rate decreases when constellation order M increases. We observe also that the
gain in achievable rates is high for high values of δSNR. On the other hand,
the experiments show that by using the general superposition coding strategy
with the constraint that symbols should be equiprobable (SCX ,PUX ,PX ), the
loss is limited compared to the full optimization (SCX ,PUX ,PX ), 4.84%, 7.66%
and 3.94% for the simulated pairs of (SNR1, SNR2) when M = 4, 8 and 16
respectively. This means that we can use equiprobable symbols with, in gen-
eral, a small loss in achievable rates. However, SCX ,PUX ,PX is not an interesting
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M SNR1 SNR2 MGR1(A|B) MGR1(A|C)
8 6.13% 6.72%
4 6 11.14% 11.65%
10 4 18.50% 16.69%
2 28.43% 18.9%
0 40.70% 23.54%
14 7.80%(M1=2,M2=4) 7.89%
8 16 12 13.60%(M1=2,M2=4) 11.43%
10 21.15%(M1=2,M2=4) 14.96%
8 30.21%(M1=2,M2=4) 14.71%
16 10.36%(M1=2,M2=8) 2.96%
16 18 14 16.42%(M1=4,M2=4) 2.94%
12 24.68%(M1=4,M2=4) 5.29%
10 35.08%(M1=4,M2=4) 4.80%
Table 4: Comparison of SMX ,PUX ,PX (A)vs TS (B). Comparison of SCX ,PUX ,PX
(A) vs TS
⋃
SMX ,PUX ,PX (C).
case when SMX ,PUX ,PX can achieve better rates since SM is less complex to
implement than SC.
Moreover, with standard M -PAM symbols the two possible conﬁgurations
(SCX ,PUX ,PX (optimization of PUX and PX) and SCX ,PUX ,PX (optimization of
PUX only)) gives very similar results in most considered pairs of SNR. We also
observe that the loss in maximum achievable rate experienced by user 1 with
SCX ,PUX ,PX is less than 10% under the rate experienced with SCX ,PUX ,PX .
Thus we can use standard values of symbol positions without loosing much on
achievable rates.
In general one can conclude that ﬁxing constellations of users (i.e. assign-
ing labels to the constellation so that we distinguish between the bits intended
for each user) is not optimal for coding and may result in important loss in
terms of rates for systems using ﬁnite-size constellations especially for low-order
constellations. A better solution is to determine the optimal alphabet of the
auxiliary alphabet U which is not necessarily a constellation and then to gener-
ate the codewords xn which are not necessarily the sum of two codewords (see
paragraph 3.4).
6 Application : coverage extension
We ﬁrst consider a transmission over a broadcast channel with ﬁnite size input
alphabet. For simplicity of the illustration and without loss of generality, let us
assume that the existing user alphabet belongs initially to a standard constel-
lation whose symbols are used with equal probability. We assume that existing
user is at distance d0 from the sender achieving a rate R0. Some information is
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also to be transmitted to an upgraded layer of users. The sender can use up to
16 symbols, then several transmission schemes can be used. We are interested in
comparing the transmission schemes to serve the new user under two scenarios:
either the new user is closer to the transmitter than the existing user or the new
user is farther than the existing one. For a target rate R0 that is ﬁxed for the
existing user and achievable using a standard M -PAM and equiprobable sym-
bols, we are interested in determining the variation of the coverage’s diameter
ratio between the two layer of users as a function of the achievable rate by the
upgraded user for various broadcast transmission strategies. We assume that
SNR ∝ 1
d2
.
6.1 The sender can use up to 16 symbols
6.1.1 Scenario 1
In this scenario, the system consists initially of one layer of users. Now assume
that the data information is also to be transmitted to a second layer of users with
higher SNR. In the following, we keep the notation from the preceding section
where the user with greater SNR is denoted by user 1. Thus, in this scenario
the legacy receivers are denoted by user 2 which is at a distance d2 from the
transmitter and achieving a rate R0 when the data is modulated using standard
4-PAM constellation and equiprobable symbols. The upgraded receivers are
denoted by user 1 (SNR1 > SNR2). We intend that the good user receives more
throughput than user 2 via the use of 16-PAM.
In this example SNR2 is ﬁxed to 10 dB. Initially, user 2’s alphabet belongs
to a 4-PAM standard constellation (see section 3.1) and the rate transmitted to
user 2 is R0 = 1.582 bits/ch. use.
Now, a new layer of users called user 1 is introduced in the system with
SNR1 > SNR2. Our target is to provide the maximum bit rate to the new user
without changing R0 or d0 and using a 16-PAM. By enlarging the constellation
and optimizing the symbol positions and probability distribution, we ensure
that the rate of the initial user will not decrease after introducing a new user.
Consider now the results for the following strategies which can achieve a
positive private-message rate for user 1: time sharing using standard 16-PAM,
SMX ,PUX ,PXM2 = 8/M1 = 2 (optimization of X only), SMX ,PUX ,PXM2 =
8/M1 = 2 (full optimization) and SCX ,PUX ,PX (full optimization). Fig.12 illus-
trates the variation of d1/d2, which is the ratio of the diameter of the coverage
area for user 1 over the diameter of the initial coverage area for user 2, as a
function of the achievable rate for user 1 for a target rate R0 = 1.582 for user 2.
Let assume for example that the new user is midway between the trans-
mitter and user 2 (d1/d2 = 0.5). Fig.12 shows that the most simple case of
superposition modulation (SMX ,PUX ,PXM2 = 8/M1 = 2 ) provides 16.3% more
bit rate than time sharing for the new user. If we move immediately to a more
complex case and optimize PUX (SMX ,PUX ,PXM2 = 8/M1 = 2), a gain of 21%
is obtained on the bit rate of user 1 comparing to time sharing. This gain on
achievable rate for the new user is equivalent to a gain of 1dB on SNR1 com-
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paring to superposition modulation with uniform PUX . However if we move to
the most general case of superposition coding, it doesn’t provide signiﬁcant gain
comparing to superposition modulation.
Now we assume that the new user is close to the transmitter such that
d1/d2 = 0.2. We observe that the gain on the bit rate of user 1 using the simple
case of superposition modulation increases to 45.7% comparing to time sharing.
By moving to a more complex case (SMX ,PUX ,PXM2 = 8/M1 = 2), a gain of
47.8% is obtained on the bit rate of user 1 comparing to time sharing. We
observe also that it is relevant in this case to move to the most general case of
superposition coding since it provides a gain of 61.8% on the bit rate of user 1
comparing to time sharing.
Consequently, using superposition modulation provides always noticeable
gain comparing to time sharing. The general case of superposition coding
SCX ,PUX ,PX is useful when user 1 is close to the transmitter but not when
it is close to user 2.
6.1.2 Scenario 2
Initially, consider a system of one layer of users, denoted by user 1, at a distance
d1 from the transmitter and achieving a rate R0. Moreover, the alphabet of
user 1 belongs to a standard 8-PAM constellation. In this example, SNR1 is
ﬁxed to 18 dB. Thus user 1 can achieve a rate R0 = 2.73 bits/ch. use in
the initial situation. In this scenario, we want to serve a second layer of users
denoted by user 2 which is farther to the transmitter than the existing user i.e.
SNR2 < SNR1.
Achievable rates for user 2 are obtained at diﬀerent distance d2 from the
transmitter and using various transmission strategies for a target rate of user 1
equal to R0 and a coverage diameter for user 1 ﬁxed to d1. Fig.13 illustrates the
variation of d2/d1, which is the ratio of the diameter of the coverage area for
user 2 over the diameter of the initial coverage area for user 1, as a function of
the achievable rate for user 2 when a target rate for user 1 is ﬁxed to R0 = 2.73
bits/ch. use.
We observe in Fig.13 that superposition modulation can always achieve bet-
ter rates for user 2 than time sharing using 16-PAM. Let assume ﬁrst that we
want to increase the diameter of the coverage area for the new user (user 2) such
that d2/d1 = 4. Time sharing provides a bit rate less than 0.06 bits/ch.use. The
most simple case of superposition modulation (SMX ,PUX ,PXM2 = 2/M1 = 8)
provides a signiﬁcant improvement on the achievable rate for user 2 which is
equal to 0.4 bits/ch.use in this case. If we increase the complexity by optimizing
the joint probability distribution PUX , we obtain 35% more bit rate for user 2
comparing to superposition modulation with uniform PUX . If we move to the
general case of superposition coding, we gain only 10% on the bit rate of the
new user comparing to superposition modulation (see table 5). However when
the new layer of users is at distance d2 = 2.25 d1, the general case of superpo-
sition coding provides a signiﬁcant gain of 41% on the achievable rate of user 2
comparing to superposition modulation.
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d2/d1 SNR2 MGR2 M2/M1
1.2589 16 4.9416 8/2
1.4125 15 20.1521 4/4
1.5849 14 12.7522 4/4
1.7783 13 8.2192 4/4
1.9953 12 7.4536 4/4
2.2387 11 41.4993 2/8
2.5119 10 30.8293 2/8
2.8184 9 22.9121 2/8
d2/d1 SNR2 MGR2 M2/M1
3.1623 8 16.7443 2/8
3.5481 7 12.6033 2/8
3.9811 6 10.5427 2/8
4.4668 5 10.3343 2/8
5.0119 4 11.7414 2/8
5.6234 3 16.0961 2/8
6.3096 2 22.8535 2/8
7.0795 1 32.6194 2/8
Table 5: Comparison of SCX ,PUX ,PX and SMX ,PUX ,PX M2-PAM/M1-PAM w.r.t
the gain in achievable rate of user 2: MGR2 (%), where SNR1=18 dB
Consequently, the general case of superposition coding can bring signiﬁcant
gains comparing to superposition modulation depending on the diameter of cov-
erage area for the new layer of users. For superposition modulation, optimizing
the joint distribution of probability PUX provides often signiﬁcant shaping gains.
6.2 The cardinality of the existing user alphabet is kept fixed :
In this section, we study the scenarios 1 (and 2) supposing that the legacy
receivers will continue working as in the initial situation, still using 4-PAM (8-
PAM). The system consists initially to one layer of users at distance d0 from the
transmitter and achieving a rate R0. Now we want to change the transmitter
such that upgraded receivers closer (farther) in range will be able to decode a
reﬁnement (coarse) layer and using a 16-PAM constellation. Thus only time
sharing with M1 = M2 = 4 (M1 = 8, M2 = 2) and superposition modulation
strategies can be used. We aim to study how small the reduction in legacy cov-
erage can be made depending on the rate of the reﬁnement (coarse) information
achieved by the upgraded users. Thus suppose that the legacy coverage can
be reduced from d0 to d2 (from d0 to d1). We have studied this problem for
SNR0 = 12 dB and for SNR1− SNR2 = 4 dB in scenario 1 (and for SNR0 = 16
dB, SNR2 = 14 dB in scenario 2). Figures 14 (and 15) represent the reduction
in coverage d2/d0 (and d1/d0 respectively) as a function of the rate of the re-
ﬁnement R1 (of the coarse R2), while the rate achieved by the legacy receivers
is kept ﬁxed to its initial situation, i.e. R0.
We observe in ﬁgures 14 (and 15) that the gain of superposition modula-
tion strategies over time sharing becomes more important when d2/d0 (d1/d0)
is small. These ﬁgures show that using superposition modulation when both
symbol positions and PUX are optimized, we gain around 5 % from the initial
coverage comparing to the case of superposition modulation where symbols are
used with equal probability. We can observe also that a reduction of only 10%
and 20% in coverage area for the existing user can serve the upgraded user with
a rate up to 20% and 35% (9% and 15%) from the rate achieved by the legacy
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users, using SMX ,PUX ,PX . Consequently, by using SMX ,PUX ,PX , the legacy re-
ceivers still use 4-PAM (8-PAM in scenario 2) and we can serve a new layer of
users with an acceptable rate, a small reduction in coverage area and with less
complexity comparing to SMX ,PUX ,PX .
7 Conclusion
In this work we considered the problem of maximizing the achievable rate region
for power constrained AWGN broadcast channel of two users using M -PAM
constellations. The achievable rate region are given for various transmission
strategies. Maximal achievable rate region for superposition coding and super-
position modulation are obtained using constellation shaping. An iterative al-
gorithm was proposed to solve this optimization problem. Then the eﬃciency of
several strategies are compared. For superposition modulation, results showed
that constellation shaping seems more useful for high values of M . Moreover,
the gain in using a complex case of superposition modulation increases when the
SNR gap between users decreases. We observed also that superposition modu-
lation outperforms time sharing in a large part of the achievable rate region. On
the other hand, it is shown that using the general case of superposition coding
can bring important gains comparing to classical schemes. We observed also
that in the case of ﬁnite input alphabet, superposition modulation is not the
optimal strategy as in the case of Gaussian input alphabets. Finally, in order
to make clear that this paper provides useful tools for the system designer, we
considered two scenarios of coverage areas and user alphabets where the sys-
tems served initially one layer of users. Then we propose to serve a second
layer of users and we evaluate the achievable rate of the new layer depending on
the broadcast strategy. To improve the system performance compared to time
sharing, we can optimize the joint probability distribution and symbol positions
of the superimposed modulations or consider the general case of superposition
coding. In this work we showed that the optimization of probabilities was often
useful but not always. However, superposition coding brings sometimes signif-
icant gains comparing to superposition modulation depending on the diameter
of coverage area for the new layer of users.
This work can also be extended to two dimensional constellations like M-
QAM and other channel models. The maximization achievable rates using vari-
ous transmission strategies can be performed also using the proposed algorithm
based on alternative maximization with respect to symbol positions and the
joint distribution of probability.
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Figure 1: The two-user broadcast channel
Figure 2: 4-PAM with equally spaced symbols
Figure 3: Hierarchical 4-PAM with parameter ℓ = ℓ1/ℓ2
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Figure 7: Achievable rate regions withM = 4 and (SNR1,SNR2) = (10dB, 8dB)
26
0 0.5 1 1.5 2 2.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
R1 + R2 for user 1 − SNR1 = 16 dB
R 2
 
fo
r u
se
r 2
 −
 S
NR
2 
=
 
12
 d
B
 
 
Capacity region
SMX,PUX,PX case 1
SMX,PUX,PX case 2
SMX,PUX,PX case 1
SMX,PUX,PX case 2
SMX ,PUX,PX case 1
SMX ,PUX,PX case 2
SCX,PUX,PX
SCX,PUX,PX
SCX ,PUX,PX
SCX ,PUX,PX
TS
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Abstract
This paper considers the Broadcast Channel with Confidential Message (BCCM) where the sender
attempts to send altogether a common message to two receivers and a confidential message to one
of them. The secrecy-achievable rate regions are derived for the power-constrained Gaussian BCCM
with finite input alphabet using various transmission strategies. Namely, time sharing, superposition
modulation and the general case of superposition coding are used as broadcast strategies. For superpo-
sition modulation and superposition coding, the maximal secrecy-achievable rate regions are obtained
by maximizing over both the constellation symbol positions and the joint probability distribution. The
maximization of the secrecy rate for the wiretap channel is also studied as a particular case of the
BCCM problem. We compare the considered transmission strategies in terms of the percentage of gain
in achievable rates. We concentrate on the impact of the finite alphabet constraint on the achievable
rates, and show that this constraint may change well known results obtained in the Gaussian case. We
also study the impact of secrecy constraint on communication by comparing the secrecy-achievable rates
w.r.t. the case of broadcast channel without secrecy constraint.
Index Terms
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2Information-theoretic security, finite-alphabet input, broadcast channel with confidential mes-
sage, secrecy-achievable rate region.
I. INTRODUCTION
Security is an important issue for wireless communications. Vulnerabilities to eavesdropping
comes from the shared nature of the wireless environment. Traditionally, cryptographic tech-
niques are used at higher layers of the protocol stack for security purpose. These techniques
are based on the assumption of limited computational power at the eavesdropper. Recently, the
wireless communications community has devoted a considerable attention to the information
theoretic security at the physical layer, which makes use of totally different concepts. Indeed, in
physical layer security, secrecy is achieved by exploiting the randomness of the wireless channels
and does not assume any computational restrictions at the eavesdropper.
In the wiretap channel model, introduced by Wyner in [1], a transmitter wants to send reliably
confidential message to a legitimate receiver and to keep the transmitted messages secure from an
eavesdropper. The level of ignorance at the wiretapper with respect to the confidential message
is measured by the equivocation rate. Wyner demonstrated that secure communication is possible
without sharing a secret key and determined the secrecy capacity of the memoryless degraded
wiretap channel. The secrecy capacity is the maximal achievable rate to communicate reliably
with the destination while the wiretapper is not able to obtain any information from the incoming
signal. The secrecy capacity for the Gaussian wiretap channel was given later in [2]. Csiszar and
Korner studied in [3] a more general model of the wiretap channel called broadcast channel with
confidential message where the channels do not obey necessarily any degradation relationship.
In this model, there is a common message for two receivers in addition to the confidential
message for one receiver. More recently, fading was also introduced in the secret transmission
model [4],[5] and the Gaussian MIMO and MISO wiretap channel are revisited in [6] and [7]
respectively.
The secrecy capacity for the Gaussian wiretap channel and the secrecy capacity region for the
Gaussian BCCM are achieved using random Gaussian codebook. However, Gaussian alphabets
are not used in real systems since they are not practical to implement, instead finite constellations
such as M -PAM, M -QAM are considered, usually with equal probability. The impact of finite
size constellation on the secrecy achievable rate is analyzed in [8] and [9] in the particular case of
July 16, 2014 DRAFT
3equiprobable symbols. It is shown that the secrecy rate curves for a finite constellation plotted
against the SNR and for a fixed noise variance of the eavesdropper’s channel have a global
maximum at an internal point. This comes in contrast to what is known in the case of Gaussian
codebook input where the secrecy capacity curve is a bounded, monotonically increasing function
of SNR. Ref. [10] investigates the secrecy rate of the Gaussian wiretap channel with standard
M -PAM inputs. The authors provide the necessary conditions for both the M -PAM input power
and the M -PAM input distribution to maximize the secrecy rate which they specialize to the
asymptotic low-power and high-power regimes. Ref. [11] and [12] study the effect of finite
discrete-constellation on the achievable secrecy rate of multiple-antenna wiretap channels and
[13] investigates the power allocation and artificial noise design for OFDM wiretap channels
with discrete channel inputs.
This paper studies the achievable rates for the Gaussian broadcast channel with confidential
message using M -PAM constellations. We determine the maximal secrecy-achievable rate region
for Gaussian BCCM, by optimizing over both symbol positions and the joint probability distri-
bution, subject to the availability of a suitable initial guess. The symbol positions in our work
are allowed to take arbitrary values and are not necessarily proportional to those of standard
constellation as in [10]. This leads to the determination of the maximal secrecy-achievable rates
with any constellation of M symbols. The secrecy achievable rate regions are also given for
various broadcast transmission strategies which differ in their complexity of implementation.
Preliminary and partial results were published in [14] by the same authors. The whole picture
is given here. Additional contributions of this paper compared to [14] are specified hereafter.
Regarding the secrecy-achievable rate regions for the BCCM, comparisons between the various
strategies are conducted, in this paper, in terms of SNR savings for target achievable rates and
percentage of gain in achievable rates. The corresponding trade-off between complexity and
efficiency is discussed. The goal is to know whether using practical schemes is sufficient to
achieve good rates or it leads to significant losses. Moreover, the impact of secrecy constraint is
also studied in this paper by analyzing the secrecy gap, between the maximal secrecy-achievable
rate region and the maximal achievable rate region for the Gaussian broadcast channel without
secrecy constraint, which gives an idea about the portion of the private message rate for some
user that can be secured. This contribution is a first step towards a practical implementation of
secure communication at the physical layer.
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4II. ACHIEVABLE RATES FOR THE BCCM
A. General case : BCCM
This section recalls classical results on the achievable rates of the BCCM [3], i.e. a broadcast
channel with two receivers for which a sender attempts to send two messages simultaneously:
a common message w0 to both receivers and a secret message w1 for receiver 1. A discrete-
memoryless BCCM (DM-BCCM) consists of an input alphabet X , two output alphabets Y1 and
Y2 and transition probabilities PY1Y2|X such that PY n1 Y n2 |Xn(yn1 , yn2 |xn) =
∏n
i=1 PY1Y2|X(y1i, y2i|xi)
(Figure 1). Conventionally, random variables (RV) are written in upper case letters and particular
realizations are written in corresponding lower case letters.
(W1,W0) Xn
Y n1 (Wˆ1 ,ˆW0)
Randomized
Encoder
Decoder 1
PY1Y2|X
Y n2 W˜0
Decoder 2
Figure 1. The broadcast channel with confidential message
A (2nR0 , 2nR1 , n) code for the DM-BCCM consists of the following elements.
• Two message sets W0 = {1, .., 2nR0} and W1 = {1, .., 2nR1}. We assume throughout that
the messages W0 and W1 are uniformly distributed over the message sets W0 and W1
respectively.
• A randomized encoder that maps a message pair (w0, w1) ∈ (W0,W1) to a codeword xn.
• Two decoders: Decoder 1 maps a received sequence yn1 ∈ Yn1 to a message pair (wˆ0, wˆ1)
or an error message e, the second one at receiver 2 maps a received sequence yn2 ∈ Yn2 to
a message w˜0 or an error message e.
The secrecy level ofW1 at the eavesdropper is measured by the equivocation rate. The average
error probability is P
(n)
e with expression given below
1
2nR02nR1
·
nR0∑
w0=1
nR1∑
w1=1
Pr{(wˆ0, wˆ1) 6= (w0, w1) or w˜0 6= w0}
The rate-equivocation triple (R0, R1, Re) is achievable if there is a sequence of (2
nR0 , 2nR1 , n)
codes with P
(n)
e → 0 as n→∞ and with equivocation rate satisfying Re ≤ lim inf
n→∞
1
n
H(W1|Y n2 ).
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5Throughout this work, we focus on the case in which perfect secrecy is achieved (R1 = Re)
, i.e. the confidential messages transmitted are entirely hidden to the eavesdropper. The secrecy
capacity region is the set of all rate pairs (R0, R1) such that (R0, R1, Re = R1) is achievable.
The secrecy capacity region which has been provided in [3] is the closure of the set that includes
all (R0, R1) such that:
0 ≤R1 ≤ I(V ;Y1|U)− I(V ;Y2|U) (1)
R0 ≤ min{I(U ;Y1), I(U ;Y2)} (2)
for some PUV XY1Y2 , and where U and V are auxiliary random variables satisfying U ↔ V ↔
X ↔ Y1Y2. U serves as a cloud center distinguishable by both receivers. In other terms, it carries
the common information. V is an auxiliary random variable for additional randomization at the
encoder side. The cardinality of the set U can be limited to |U| ≤ |X |+ 3.
The channel to receiver 2 is called a physically degraded version of the channel to receiver
1 if p(y1, y2|x) = p(y1|x)p(y2|y1) i.e. X ↔ Y1 ↔ Y2 is a Markov chain. In this case, it is
shown in [4] that I(V ;Y1|U) − I(V ;Y2|U) ≤ I(X;Y1|U) − I(X;Y2|U). Moreover, we have
I(U ;Y1) ≥ I(U ;Y2) due to the Markov chain condition U ↔ V ↔ X ↔ Y1 ↔ Y2. Thus, the
achievable rates in (1) and (2) satisfy for the degraded BCCM U ↔ V ↔ X ↔ Y1 ↔ Y2 [4]:
R1 ≤ I(X;Y1|U)− I(X;Y2|U) (3)
R0 ≤ I(U ;Y2) (4)
where V = X in this case. It can be shown that the secrecy capacity region depends only on the
conditional marginals. Hence, this result generalizes to stochastically degraded DM-BCCM. In
the case of degraded BCCM, the cardinality of U can be limited to |U| ≤ min{|X |, |Y1|, |Y2|}
which follows from Caratheodory’s theorem [15]. Comparing to the capacity region of the
degraded broadcast channel without confidential messages [16], it may seem that the secrecy
constraint leads to sacrifice a significant portion of the available capacity to confuse the eaves-
dropper. However, this is misleading because it is possible to send an additional private message
to the legitimate receiver in addition to the confidential message to achieve the capacity region
of the degraded broadcast channel without confidential message. In this paper, we will focus on
the study of the secrecy rate for the legitimate receiver and the common message rate only.
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6Throughout this work, we consider the (degraded) Gaussian BCCM channel. The channel
outputs are Yi = X + Zi, where i ∈ {1, 2}, Zi ∼ N (0, Ni) and N2 > N1. We consider also an
input power constraint E[X2] ≤ P . In [4], the secrecy capacity region of the Gaussian BCCM
with input power constraint P is given as:
=
⋃
β∈[0,1]


R0 ≤ C( (1−β)·PN2+β·P )
(R0, R1) :
R1 ≤ C(β·PN1 )− C(
β·P
N2
)
(5)
where C(x) = 1
2
· log2(1+ x). The achievability of the secrecy-capacity region follows from the
previous definition of achievable rates for degraded BCCM with the following choice of random
variables: U ∼ N (0, (1− β) · P ), X = U +X ′ with X ′ ∼ N (0, β · P ).
B. Wiretap channel
Now we turn to a special case of BCCM called wiretap channel (WTC) where there is no
common message (R0 = 0). The secrecy capacity of the discrete memoryless WTC is obtained
by taking U = const in the BCCM case [3]. Thus, by replacing U = const in (1), the secrecy
capacity of the DM-WTC is
R1 = max
PV X
I(V ;Y1)− I(V ;Y2) (6)
As a generalization of the concept of “degradation” in broadcast channels, [17] introduced two
weaker partial ordering of “more capable” and “less noisy” . The single letter characterization of
the relation “ channel 1 is more capable than channel 2” was that for all PX , I(X;Y1) ≥ I(X;Y2).
The relation “channel 1 is less noisy than channel 2” was single-letter characterized by the
property that for every V → X → Y1Y2
I(V ;Y1) ≥ I(V ;Y2) (7)
In [17], it was shown that the “ more capable” condition is strictly weaker than the “less noisy”
condition which is, in turn, strictly weaker than “ channel 2 is a degraded version of channel 1”.
It can be shown that when channel 1 is less noisy than channel 2 i.e., if condition 7 holds then,
I(V ;Y1) − I(V ;Y2) ≤ I(X;Y1) − I(X;Y2). Thus the secrecy capacity in this case is obtained
from (6) by taking V = X [3], i.e.
R1 = max
PX
I(X;Y1)− I(X;Y2) (8)
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7The secrecy rate in (8) holds also under the weaker condition that channel 1 is more capable than
channel 2. We note that the wiretap channel was introduced by Wyner in [1] who assumed that
the channel to the eavesdropper is a physically degraded version of the channel to the legitimate
receiver and thus the secrecy capacity is given in (8).
The secrecy capacity of the Gaussian wiretap channel has been provided in [2] and can be
obtained (when N2 > N1) from (5) by taking β = 1 ( the total available power is used to
transmit the confidential message):
R1 = C
(
P
N1
)
− C
(
P
N2
)
(9)
It is achieved using Gaussian random codes where X ∼ N (0, P ).
Obviously, as can be seen by comparing (8) and (3), the wiretap channel is a special case of
BCCM where U is a constant, and R0 is equal to zero.
III. BROADCAST TRANSMISSION STRATEGIES
The common rate R0 in (4) and the secrecy rate R1 in (3) are achieved using superposition
coding (SC) scheme to transmit simultaneously both messages. A stochastic encoding [3], [18]
is used to ensure security. This paper considers various broadcast strategies which differ in their
complexity of implementation and performance. A detailed description of these strategies can
be found in [19], [20]. These strategies are listed below in ascending order of complexity and
performance:
• TIME SHARING (TS). Messages w0 and w1 are transmitted in different time-slots. Within a
slot the system is equivalent to a classical point-to-point communication. Here, transmitted
symbols belong to a standard M -PAM constellation (X = {M − 1 − 2 · (i − 1) for i =
1, ..,M}).
• SUPERPOSITION MODULATION (SM) M symbols are obtained by adding two random
variablesX1 andX2 of respective cardinalityM1 andM2, i.e.M = M1M2. This corresponds
to a separable labeling. Two schemes are considered: (i) equiprobable symbols and optimized
symbol positions, denoted as SMX ,PUX ,PX , and (ii) full optimization of symbol positions
and joint probability distribution PUX , a scheme denoted as SMX ,PUX ,PX . The first scheme
SMX ,PUX ,PX allows a separate encoding for both common and secret information.
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8• SUPERPOSITION CODING (SC). PUX takes the most general form, i.e. U has the largest
cardinality: |U| = |X | for Gaussian BCCM. The auxiliary variable U serves as a cloud center
for the information. Thus labeling does not allow to distinguish between the common and the
secret information. The encoding of both messages is done jointly using the joint distribution
of probability PUX and the decoding is based on large block typicality [21]. Superposition
coding is here assumed to correspond to the optimization of the symbol position and PUX .
This scheme is denoted as SCX ,PUX ,PX .
IV. ACHIEVABLE RATES WITH M -PAM
The secrecy capacity region of the Gaussian BCCM is achieved using Gaussian input alphabets.
However, practical systems usually use finite size constellation whose symbols are chosen
with equal probability to transmit information for users. This section shows how to compute
the maximal secrecy-achievable rate region (i.e. R0 as a function of R1) of two-user power-
constrained (degraded) Gaussian BCCM when the transmitted signal is modulated using an
M -PAM constellation. 1
A. Problem Formulation
We consider a Gaussian BCCM system model in which the transmitter attempts to send a
common message to two receivers (1 and 2) and a confidential message to receiver 1 at rates R0
and R1 respectively. The AWGN channel of receiver k ∈ {1, 2} follows a normal distribution
of zero mean and variance Nk. The channel input X is subject to a practical average power
constraint E[X2] ≤ P . We assume also an input alphabet X consisting ofM real valued symbols
: |X | = M . We study the case where the receiver SNRs verify SNR2 < SNR1, with SNRk = PNk ,
which means that the output at receiver 2 is a degraded version of the output at receiver 1. The
optimal rates R0 and R1 for some broadcast strategy satisfy the right hand side inequalities of
(3) and (4). Thus the achievable rates in our system model can be computed for some θ ∈ [0, 1],
1This work can be extended to complex Gaussian channel models using M -PSK and M -QAM constellations.
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9by solving the following weighted sum rate maximization problem:
max
PUX ,X
θ ·
[
I(X;Y1|U)− I(X;Y2|U)
]
+ (1− θ) · I(U ;Y2)
s.t.


pij ≥ 0 ∀(i, j) ∈ I × J∑
ij pij · x2j ≤ P∑
ij pij = 1
(10)
where pij = Pr{U = ui, X = xj}, j ∈ J = {0, ..,M−1} and i ∈ I = {0, .., |U|−1}. When PX
is constrained to be uniform, the last constraint is replaced by
∑
i pij =
1
M
. I(X;Yk|U) where
k ∈ {1, 2}, and I(U ;Y2) can be written for the Gaussian channel with finite input alphabet case
as 2
I(X;Yk|U) =
∑
i,j
∫ +∞
−∞
pijPYk|X(yk|xj)·
log
(
∑
j′ pij′)PYk|X(yk|xj)∑
j′ pij′PYk|X(yk|xj′)
dyk (11)
I(U ;Y2) =
∑
i
∫ +∞
−∞
(
∑
j
pijPY2|X(y2|xj))·
log
∑
j′ pij′PY2|X(y2|xj′)
(
∑
j′ pij′)(
∑
i′,j′ pi′j′PY2|X(y2|xj′))
dy2 (12)
Here also, one can note that the optimization for the wiretap channel (8) is equivalent to the
one for BCCM with θ = 1 and constant U (10).
Clearly, it is difficult to solve the non-concave problem (10) using exhaustive search method
especially when M increases. An iterative method is proposed in the next section
B. Numerical Solution
In order to solve the problem (10), we use an alternative maximization of the Lagrangian
with respect to X and PUX . A similar method was proposed in [19] for the broadcast channel
without secrecy constraint. The Lagrangian L of problem (10) can be written as:
L(PUX ,X , s) =θ ·
[
I(X;Y1|U)− I(X;Y2|U)
]
+ (1− θ) · I(U ;Y2) + s ·
(
P −
∑
ij
pij · x2j
)
(13)
2All logarithms are taken base 2.
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For a given value of s, the maximization of L with respect to PUX and to X is done iteratively
until convergence:
P
(ℓ)
UX = arg max
PUX∈C
L(PUX ,X (ℓ−1), s) (14)
X (ℓ) = argmax
X
L(P
(ℓ)
UX ,X , s) (15)
where ℓ is the iteration index and C denotes the set of constraints on PUX and can be defined
either as C = {PUX : pij ≥ 0,
∑
i,j pi,j = 1} or as C = {PUX : pij ≥ 0,
∑
i pi,j =
1
M
} if symbols
are used with equal probability. It is observed in [14] that L(P
(ℓ)
UX ,X , s) is a concave function
in D where D is the set of input alphabets with a minimum spacing between symbols greater
than d and d is a function of the SNR and of the constellation size [14]. A simplex method is
then used to solve (15) on D.
Now, we turn to the optimization problem in (14) which is used when PUX is not constrained
to be uniform. In the literature, there exists a Blahut-Arimoto type algorithm which enables to
maximize the secrecy rate R1 = I(X;Y1)− I(X;Y2) for the case of wiretap channel in which
the eavesdropper’s channel is noisier than the main channel. This algorithm proposed in [22] is
guaranteed to converge to a global maximum since the function I(X;Y1)− I(X;Y2) is concave
in PX for a fixed X in this case [23]. For the general case of Gaussian BCCM, the following
lemma focuses on the (non)-concavity of (14) when 0 ≤ θ < 1.
Lemma 1: (i) The receiver 1’s channel X → Y1 is less noisy than the receiver 2’s channel
X → Y2 if and only if I(X;Y1|U)− I(X;Y2|U) is a concave function of PUX , (ii) I(U ;Y2) is
a difference of concave functions of PUX .
Proof: (i) is proven in the Appendix and (ii) is demonstrated in [24, Appendix A].
Thus (14) is a non-concave optimization problem but it is similar to the non-concave problem
without secrecy constraint considered in [19]. From the expressions of the mutual information
I(X;Yk|U) and I(U ;Y2), where k ∈ {1, 2}, we have also the following lemma.
Lemma 2: Consider the case of superposition coding where the alphabet of the transmitted
signal is not a sum of two alphabets for the common and the secret information respectively. In
this case, if P
∗(l)
UX (s) is a solution of problem (14), then any joint probability distribution PUX
obtained by permuting the rows of P
∗(l)
UX (s) is also a solution of problem (14).
Proof: Lemma 2 comes from (11), (12) and the constraints in (10) in which permuting
the rows of the joint distribution of probability does not change the function value in (14).
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Hence, problem (14) has multiple solutions. However Lemma 2 does not hold for superposition
modulation, since in this scheme U represents the alphabet of the common information. Thus the
constellation symbol positions in X will depend on the values of U , i.e. X = U +X1 where X1
represents the signal carrying the secret information. Consequently, permuting the rows of PUX
will change the mutual information values in (11), (12) for superposition modulation strategy.
Therefore, obviously, in some of the considered situations, the problem of interest has multiple
solutions, and the uniqueness of a global maximum cannot hold. This is indicated below.
In order to solve the optimization problem in (14) with constraint set C we used a Blahut-
Arimoto type algorithm which can be done for the Gaussian BCCM using the same method in
[25] for the degraded broadcast channel without secrecy constraint. However since (14) is not
concave in PUX , the Blahut-Arimoto type algorithm can be demonstrated to converge only when
some specific conditions hold [25]. These conditions are given in theorem 2 of [25]. Indeed,
if the solution of (14), P
∗(l)
UX (s), lies in a set Tk,θ(P˜UX) and the function L(PUX ,X (ℓ−1), s) is
concave in Tk,θ(P˜UX) and the initial guess P
(0)(l)
UX (s) ∈ Tk,θ(P˜UX), the Blahut-Arimoto type
algorithm is shown to converge to the optimal value. Tk,θ(P˜UX) is defined in [25] as the set of
all the points PUX ∈ Sk,θ , {PUX |L(PUX ,X (ℓ−1), s) ≥ k} such that PUX is reachable from
P˜UX ∈ Sk,θ by a continuous path. Therefore, the problem is now to choose an appropriate initial
point. It is observed in [14] that the size of the region Tk,θ(P˜UX) where the objective function in
(14) is concave in PUX is larger when θ increases. Thus we have more chance that the algorithm
converges from a random initial guess in this case. In our experiments, the initial guesses are
chosen randomly (avoiding “Degenerate cases” such as uniform distribution and distribution with
similarities [14]) and the Blahut-Arimoto type algorithm is observed to converge to reasonable
solutions, since the resulting secrecy regions have a very smooth shape. In the case of general
superposition coding, the algorithm converges to one of the M ! solutions (lemma 2). Note that
when θ = 0, the maxima of I(U ;Y2) are obtained when U ≡ X . Note also that the algorithm
proposed in [22] is a particular case of the Blahut-Arimoto type algorithm for the Gaussian
BCCM when θ = 1.
Clearly, each iteration of the alternative maximization method increases the objective function.
In the experiments, we have observed that this method converges at least to a local maximum
(denoted p∗i,j(s), x
∗
j(s), 0 ≤ j ≤ M − 1, 0 ≤ i ≤ |U| − 1). Finally, in order to update the value
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of s, we use a gradient search method as follows:
s(k+1) =
[
s(k) − β
(
P −
∑
i,j
p∗ij(s
(k)) · (x∗j(s(k)))2
)]+
(16)
where [.]+ = max(., 0). The algorithm used to solve the optimization problem (10) is summarized
in Table I.
Step 0 s← s(0)
Step k Step 0 X ← X (0) where X = (x0, x1, .., xM−1)
Step ℓ
P
(ℓ)
UX = argmaxPUX∈C L(PUX ,X
(ℓ−1), s(k−1))
X (ℓ) = argmaxX L(P
(ℓ)
UX ,X , s
(k−1))
Stopping |L(P
(ℓ)
UX ,X
(ℓ), s(k))− L(P
(ℓ−1)
UX ,X
(ℓ−1), s(k−1))|
criterion ≤ ǫL
s(k) =
[
s(k−1) − β
(
P −
∑
i,j p
∗
ij(s
(k−1)) · (x∗j (s
(k−1)))2
)]+
where [.]+ = max(., 0)
Stopping
criterion |s(k) − s(k−1)| ≤ ǫs
Table I
NUMERICAL SOLUTION FOR SOLVING (10)
V. RESULTS AND DISCUSSION
This section provides an evaluation of the secrecy achievable rate regions for Gaussian BCCM
using various transmission strategies. A comparison between the secrecy achievable rate regions
for Gaussian BCCM using time sharing, superposition modulation and superposition coding is
provided. The effect of constellation shaping is evaluated by analyzing the secrecy-achievable
rate region curves obtained for an M -PAM constellation (M ∈ {4, 8, 16}) and for several
pairs (SNR1, SNR2). The comparisons of secrecy-achievable rates are conducted in terms of
SNR savings for target achievable rates (Maximum Shaping Gain) and in terms of Maximum
Percentage of Gain on the common message rate R0 or the secrecy message rate R1 or the sum
R0 +R1. These quantities are defined below.
Definition 1: Consider two transmission strategies (A and B). The pair of rates (R1, R0) is
achieved for (SNR1, SNR2) with A and for (SNR1 + ∆SNR, SNR2 + ∆SNR) with B. The
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shaping gain (with A compared to B) is ∆SNR. The maximum shaping gain is defined as:
MGSNRdB(A|B) = maxR0∆SNR (17)
The maximum percentage of gain on the secrecy message rate is defined below and can be
defined in the same way for the other cases.
Definition 2: Consider two transmission strategies (A and B). For a given pair of SNR
(SNR1, SNR2) and a fixed value of R0, the achievable pair of rates is (R
A
1 , R0) resp. (R
B
1 , R0)
with A resp. B. The gain on the secrecy achievable rate for user 1 is given by
GR1(A|B) =
RA1 −RB1
RB1
· 100 (%) (18)
The maximum gain on the secrecy achievable rate for user 1 (with A compared to B) is given
by
MGR1(A|B) = maxR0GR1(A,B) (19)
A. Analysis of the secrecy rate
To understand the behavior of the achievable rate region curves, we start by analyzing the
secrecy rate for the wiretap channel, i.e. BCCM when U = const. (θ = 1). The conclusions
obtained here are also applied in the presence of the common message as shown in the next
section.
Figures 2 and 3, show the achievable secrecy rate using standard M -PAM constellations
whose symbols are used with equal probability, whereM ∈ {2, 4, 8, 16}, and the secrecy capacity
achieved using Gaussian input. The secrecy rate is plotted in Fig. 2 and 3 as a function of SNR1,
where the eavesdropper channel SNR is 2 dB and 10 dB respectively below SNR1. Obviously,
the secrecy rate should increase when the gap between SNR1 and SNR2 increases for fixed
SNR1. This is in line with the results in [8],[9] where it is shown that when a standard finite
constellation of M symbols is used and when symbols are chosen with equal probability, the
optimal transmission power may not be given by the total available power, since when P →∞,
both I(X;Y1) and I(X;Y2) converge to log2M . An illustration is given in Fig. 2 and 3. When
the SNR for both receivers is “high”, the secrecy rate is null. Thus, the transmitter should use
a cardinality M when the SNRs are good in order to obtain sufficient secrecy capacity.
Figure 4 gives an evaluation of the improvement in secrecy capacity obtained when relaxing
the constraints of uniform symbol probability and standard positions. The secrecy rate is plotted
July 16, 2014 DRAFT
14
as a function of SNR1 when SNR2 is fixed to 0 dB and for M = 4, 8, 16. For each value of
M , the secrecy rate is calculated when a standard constellation (standard positions and uniform
probability) is used and compared to the case in which both the symbol positions and their
probabilities are jointly optimized. We observe that the optimization of symbol positions and of
their probabilities leads to significant gains when SNR1 increases for fixed SNR2. Indeed, when
SNR1 increases, I(X;Y1) tends to log2M . Thus the secrecy rate R1 = I(X;Y1)−I(X;Y2) tends
to log2M − i2 where i2 = I(X;Y2) when the input alphabet belongs to a standard M -PAM
and when the SNR is equal to 0 dB. However, when we optimize the symbol positions and the
distribution PX , the transmitter should not use the maximal average power allowed. Thus when
SNR1 increases, the sender may use a constellation whose symbol positions are close to the
origin and to each others, while I(X;Y1) still achieve log2M since SNR1 is very high. In that
case, I(X;Y2) decreases because the small value of SNR2 corresponds to a very small mutual
information. Consequently, when we optimize jointly the symbol positions and their probabilities
the secrecy rate converges to a value close to log2M . For example, when M = 4, SNR1 = 33
dB and SNR2 = 0 dB, the achieved secrecy rate is equal to 1.977 bits/ch.use where the optimal
symbol positions are given by X = {0.49, 0.16,−0.16,−0.49} and PX is close to the uniform
distribution. This corresponds to an optimal power equal to 0.13 even if the maximal average
power allowed is equal to P = 5. Another illustration is given in Fig. 5. The optimal transmission
power is depicted as a function of SNR1 when SNR2 is fixed to 0 dB and M = 4. We observe
that when SNR1 ≤ 11 dB, the optimal power is given by the maximal allowed power P = 5.
However when SNR1 > 11 dB, the optimal power decreases with SNR1.
The next subsections are concerned not only with the secrecy rate, but also with the tradeoff
between the achievable common rate and the corresponding secrecy rate.
B. Superposition modulation using M -PAM
The secrecy achievable rate region computation for superposition modulation with M = 4 and
using equiprobable symbols (SMX ,PUX ,PX ) does not require to solve any optimization problem.
In SMX ,PUX ,PX strategy, the total power P is split such that α ·P is used for the alphabet of the
secret information and (1− α) · P for the alphabet of the common information, with α ∈ [0, 1].
Thus, the four transmitted signal constellation symbols can be expressed as a function of α
only [26]. Consequently, obtaining the maximal achievable rate region for SMX ,PUX ,PX and
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with M = 4, involves the computation of I(X;Y1|U) − I(X;Y2|U) and I(U ;Y2) in function
of α, knowing that PUX is uniform, and then to vary α between 0 and 1. In figures 6 and 7,
the secrecy achievable rate regions are illustrated for the Gaussian BCCM with 4-PAM inputs
using various broadcast strategies when SNR1= 10 dB and SNR2 ∈ {0, 8} dB. In particular, for
superposition modulation schemes, we observe that the maximal achievable secrecy rate is not
necessarily obtained when the total power is used for the alphabet of the secret information i.e.
α = 1 which is in contrast to the case of the broadcast channel without secrecy constraint [27].
Consider for example the case where SNR1= 10 dB and SNR2 = 0 dB. Users 1 and 2 receive
the secret information with a SNR equal to SNR′1 = α · Pσ21 and SNR
′
2 = α · Pσ22 respectively. When
α = 1, SNR′1 = 10 dB and SNR
′
2 = 0 dB, the secrecy capacity is equal to 0.51 bit/ch.use using a
2-PAM constellation according to Fig. 3. We observe also in this figure that the maximal secrecy
rate is obtained when SNR1 = 6 dB (SNR2 = −4 dB) and is equal to 0.6711 bit/ch.use. Thus
the optimal α = α∗ which maximize the secrecy rate in the case of superposition modulation is
such that α∗ · P
σ21
= 6 dB. Obviously if we solve (10) we cannot obtain the region when α > α∗
because it is not optimal, in other terms, it does not correspond to the solution of any θ ∈ [0, 1].
This is what we can observe also from the achievable rate regions using {8, 16}-PAM.
In Fig. 12, secrecy achievable rate region with 4-PAM using SMX ,PUX ,PX is given for several
pairs (SNR1,SNR2) such that SNR1 − SNR2 = 2 dB. We observe that the maximal secrecy
rate is the same for all pairs and is achieved for α < 1 when SNR1 > 3 dB. However when
SNR1 = 3 dB, the maximal achievable secrecy rate is when α = 1 as SNR1 = 3 dB maximizes
the secrecy rate for a 2-PAM with a gap equal to 2 dB between user SNRs (see Fig. 2).
Regions of secrecy achievable rates (Fig 6 to 11) show the improvement obtained by optimiz-
ing symbol positions and the joint probabilities (SMX ,PUX ,PX (full optimization) compared to
SMX ,PUX ,PX (optimization of X only)). In table II the maximum gain in achievable rate on R1
or R0 is given (MGR1(A|B) or MGR0(A|B)), depending if the full optimization provides an
horizontal or vertical gain in achievable rates. The maximum SNR savings (MGSNRdB ) are also
given in table II for the 4-PAM, the 8-PAM when M1 = 4,M2 = 2 and for the 16-PAM when
M1 = 8,M2 = 2. For the other cases of 8-PAM (M1 = 2,M2 = 4) and 16-PAM (M1 = 4,M2 = 4
and M1 = 2,M2 = 8), we did not evaluate the gain in SNR because the maximum secrecy rate
obtained by full optimization (SMX ,PUX ,PX ) can not be reached by superposition modulation
using equally probable symbols even when we increase the user SNRs. This is due to the fact
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that in these cases and for the considered values of user SNRs, the maximum secrecy rate
will not necessarily increase when the user SNRs increase as can be seen in Fig. 12. One can
observe that the maximum shaping gain increases with the constellation size. Thus, constellation
shaping for SM strategy seems more useful for high values of M . Moreover, we observe that
independently of M , the maximum shaping gain is very small when the gap between the user
SNRs increases. This is also the case for a broadcast channel model without secrecy constraints
[19]. The analysis of the optimal matrix PUX (results not reported) when X = X1 +X2, such
that X1 and X2 are two signals carrying the secret information and the common information
respectively, leads to the conclusion that X1 and X2 are not independent in general when using
finite-size constellations.
C. Superposition modulation vs time sharing
This section compares the achievable rates for the Gaussian BCCM using two classical
schemes: time sharing using standard constellation and superposition modulation. Moreover,
we consider the case where symbols are used with equal probability for practical constraints.
Figures 6-11 show that the secrecy achievable rate region can be divided into two parts, such that
in each part, one strategy is more efficient than the other. This is also what is observed in [19] for
a broadcast channel model without secrecy constraints. The efficiency of time sharing strategy
increases with respect to superposition modulation when SNR1 and SNR2 become closer. Table
III shows the maximum percentage of improvement in achievable rate by user 1 (R0 + R1)
using SMX ,PUX ,PX , comparing to TS strategy, in the achievable rate area where SMX ,PUX ,PX
outperforms TS. It can also be observed that the best improvement happens when δSNR increases
for all M ∈ {4, 8, 16}. Thus superposition modulation should be preferred to time sharing when
users have very different SNRs.
D. Superposition coding
It is well known that the secrecy capacity region for the Gaussian BCCM is achievable using
superposition modulation scheme (SMX ,PUX ,PX ), a.k.a. signal superposition, where U = X2.
However, in the finite-input alphabet case, the results show that the general case of superposi-
tion coding, SCX ,PUX ,PX , outperforms superposition modulation in terms of secrecy achievable
rate region. A detailed discussion about this result for the two-user broadcast channel without
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secrecy constraint was given in [19]. In table III, the maximum percentage of improvement in
achievable rate by user 1 (R0 + R1) is given using SCX ,PUX ,PX , comparing to SMX ,PUX ,PX
(full optimization). It can be observed that the maximum gain is proportionally greater for small
values of M since there is less possibilities to obtain a M -PAM via superposition modulation.
E. What is the impact of the secrecy constraint?
Let us first recall that the capacity region for a two user power-constrained Gaussian broadcast
channel without secrecy constraint and with SNR1 > SNR2 is given by:
R0 ≤ 1
2
log2
(
1 +
(1− β) · P
N2 + β · P
)
(20)
Rp1 ≤ 1
2
log2
(
1 +
β · P
N1
)
(21)
where R0 is the common message rate for both receivers and Rp1 is the private message rate
dedicated for user 1 only. In the case of BCCM, the confidential message rate for user 1, R1 is
such that
R1 ≤ 1
2
log2
(
1 +
β · P
N1
)
− 1
2
log2
(
1 +
β · P
N2
)
(22)
We observe that there is a “secrecy gap” equal to R′ = 1
2
log2
(
1 + β·P
N2
)
between user 1’s
private message rate Rp1 and the secrecy rate R1. Hence, we can transmit a private message for
user 1 at rate Rp1 but only a portion of this message of rate R1 can be secured. Equivalently, it is
possible to transmit for user 1 two messages at a total rate Rp1: a secret message at rate R1 and
a private message at rate R′ with no secrecy guaranteed. Figure 13 shows the capacity region
(R0 vs Rp1) and the secrecy capacity region (R0 vs R1) together for many pairs of user SNRs
and for M = 4. For a fixed SNR1, the secrecy gap increases when SNR2 increases. For the
finite alphabet case, and using the general case of superposition coding, we observe that the gap
between the maximal private message rate and the maximal secrecy rate for a fixed R0 is close
to that obtained in the Gaussian alphabet case for the considered pairs of user SNRs. However
when SNR1 increases Rp1 tends to log2M and thus the gap in the finite case become smaller
than in the Gaussian input case. This is what we can observe in Fig. 13 for a superposition
modulation scheme using equally probable symbols and with 4-PAM constellation where the
maximal value of Rp1 is equal to 1 (the maximal possible rate using a 2-PAM). Thus the gap
between the maximal secrecy achievable rate region and the maximal achievable rate region
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without secrecy constraint is smaller than the Gaussian alphabet case or than the case of general
superposition coding for the considered pairs of user SNRs.
VI. CONCLUSION
In this paper, we derived the secrecy-achievable rate region for the Gaussian broadcast channel
with confidential message using finite input constellations for various broadcast strategies. For
superposition modulation and the general case of superposition coding, the secrecy achievable
rate regions are maximized by optimizing over symbol positions and over the joint distribution
of probability. It is shown that the optimal transmission power which maximizes the secrecy rate
may not be given by the total available power. This is due to the fact that secrecy is obtained
via a difference in available rate between users. Obviously, when the available power is such
that even the worst user can decode with the maximum rate provided by the finite constellation,
no secrecy can be obtained. In addition, the full maximization of secrecy-achievable rate region
for superposition modulation provides more significant improvements when the cardinality of
the input alphabet increases compared to the case where we optimize only symbol positions.
In the case of BCCM with finite input alphabet, superposition modulation is not the optimal
strategy, like in the Gaussian alphabet case. The general case of superposition coding can
provide significant gains comparing to practical schemes. However in other cases, using practical
schemes is sufficient to achieve good rates and provides a compromise between complexity of
implementation and efficiency. Finally, we have analyzed the impact of secrecy constraint on
achievable rates and we observed that the secrecy gap to confuse the eavesdropper can be
important depending on users SNR.
APPENDIX
Proof of lemma 1 (i): First, we recall that a function f(PUX) is a concave function of the
probability distribution PUX if for all α, 0 ≤ α ≤ 1, and all probability distributions P aUX and
P bUX ,
αf(P aUX) + (1− α)f(P bUX) ≤ f
(
αP aUX + (1− α)P bUX
)
To prove lemma 1 (i), we use the method for proving [23, Theorem 2]. Indeed, for an arbitrary
V with finite input alphabet V , consider the Markov chain (U, V )→ X → (Y1, Y2). Each v ∈ V
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specifies a probability distribution P vUX for X in the manner
P vUX(u, x) = PUX|V (u, x|v), (u, x) ∈ U × X
We first note that
I(XV ;Y1|U) i)=I(X;Y1|U) + I(V ;Y1|UX)
ii)
=I(X;Y1|U) (23)
where i) follows from the chain rule for mutual information and where ii) follows from the fact
that (U, V )→ X → (Y1, Y2) is a Markov chain so that I(V ;Y1|UX) = 0. We note also that
I(XV ;Y1|U) iii)=I(V ;Y1|U) + I(X;Y1|UV ) (24)
where iii) follows from the chain rule for mutual information. By combining (23) and (24), we
can write:
I(V ;Y1|U) = I(X;Y1|U)− I(X;Y1|UV ) (25)
In the same way, we can show that
I(V ;Y2|U) = I(X;Y2|U)− I(X;Y2|UV ) (26)
From (25) and (26), we infer that
I(V ;Y2|U) ≤ I(V ;Y1|U)
if and only if
I(X;Y1|UV )− I(X;Y2|UV ) ≤ I(X;Y1|U)− I(X;Y2|U) (27)
But it can be shown, using the definition of mutual information, that
I(X;Y1|UV )− I(X;Y2|UV )
=
∑
v∈V
PV (v) ·
[
I(X;Y1|U, V = v)− I(X;Y2|U, V = v)
]
=
∑
v∈V
PV (v) ·
[
I(X;Y1|U)− I(X;Y2|U)
]
P v
UX
(28)
and
I(X;Y1|U)− I(X;Y2|U)
=
[
I(X;Y1|U)− I(X;Y2|U)
]
∑
v∈V PV (v)·P
v
UX
(29)
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Using the definition of a concave function, the part (i) of lemma 1 follows immediately from
(27), (28) and (29).
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Figure 11. Secrecy achievable rate regions with M = 16 and (SNR1,SNR2) = (20, 12) dB
July 16, 2014 DRAFT
25
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
R1−secrecy rate for user 1
R 0
−
co
m
m
o
n
 m
e
ss
a
ge
 ra
te
 
 
SNR1=16,SNR2=14
SNR1=14,SNR2=12
SNR1=10,SNR2=8
SNR1=5,SNR2=3
SNR1=3,SNR2=1
Figure 12. Secrecy achievable rate regions with M = 4 and for superposition modulation where symbols are used with equal
probability. The SNRs are in dB.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0
0.1
0.2
0.3
0.4
0.5
secrecy vs. private rate for user 1 − SNR1 = 10 dB
co
m
m
o
n
 m
e
ss
a
ge
 ra
te
 −
 S
NR
2 
=
 
0 
dB
 
 
Secrecy capacity region
SCX,PUX,PX with security
SM
X,PUX,PX
with security
Capacity region
SCX,PUX,PX without security
SM
X,PUX,PX
without security
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0
0.5
1
1.5
secrecy vs. private rate for user 1 − SNR1 = 10 dB
co
m
m
o
n
 m
e
ss
a
ge
 ra
te
 −
 S
NR
2 
=
 
8 
dB
 
 
Secrecy capacity region
SCX,PUX,PX with security
SM
X,PUX,PX
with security
Capacity region
SCX,PUX,PX without security
SM
X,PUX,PX
without security
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M SNR1 SNR2 MGR0|1(A|B) MGSNRdB (A|B)
8 0.06% 0.24
4 10 6 0.477% 0.1
4 0.34% 0.03
2 0.14% 0
14 5.15%(M1=4,M2=2) 0.36
8 16 12 5.3%(M1=4,M2=2) 0.43
10 5.14%(M1=4,M2=2) 0.4
8 5.02%(M1=4,M2=2) 0.38
18 7.06%(M1=4,M2=4) 0.61
16 20 16 5.93%(M1=4,M2=4) 0.57
14 8%(M1=4,M2=4) 0.54
12 8.48%(M1=4,M2=4) 0.43
Table II
COMPARISON OF SMX ,PUX ,PX (A) AND SMX ,PUX ,PX (B) WITH RESPECT TO MGR1 OR MGR0 AND MGSNRdB (A|B)
M SNR1 SNR2 MGR1+R0(A|B) MGR1+R0(A|C)
8 4.51% 32.33%
6 12.54% 11.57%
4 10 4 24.06% 9.86%
2 35.22% 9.7%
0 48.23% 17.562%
14 7.3%(M1=4,M2=2) 17.48%
8 16 12 14.23%(M1=4,M2=2) 5.4%
10 22.12%(M1=4,M2=2) 1.03%
8 32.1%(M1=4,M2=2) 2.99%
18 7.09%(M1=8,M2=2) 6.93%
16 20 16 13.73%(M1=8,M2=2) 1.24%
14 19.94%(M1=8,M2=2) 0.11%
12 30.31%(M1=4,M2=4) 3.56%
Table III
COMPARISON OF SM
X ,PUX ,PX
(A) VS TS (B). COMPARISON OF SCX ,PUX ,PX (A) VS SMX ,PUX ,PX (C).
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1Rate Adaptation for Incremental Redundancy
Secure Truncated HARQ
Abstract
This paper analyzes the secrecy throughput achievable in incremental redundancy secure Hybrid
ARQ (HARQ) protocol for communication over block-fading wiretap channel. The transmitter has
no perfect instantaneous channel state information (CSI) but can receive an outdated version of CSI
from both legitimate receiver and eavesdropper through reliable multi-bit feedback channels. Using
outdated CSI, the transmitter can adapt the transmission rate. Since the transmitter cannot adapt the
transmission rate to the instantaneous channel conditions, we consider the outage performance of secure
HARQ protocols. We show how to find the optimal rate adaptation policies using dynamic programming
framework to solve the secrecy throughput maximization problem under constraints on connection outage
and secrecy outage probabilities. Numerical results for a Rayleigh-fading wiretap channel show that the
rate adaptation using multilevel feedbacks provides significant gains in secrecy throughput comparing
to the non-adaptive model.
I. INTRODUCTION
Automatic Repeat reQuest (ARQ), also called Automatic Repeat Query, is an error-control
protocol that automatically initiates a request to retransmit any data packet or frame from the
sender after detecting corrupted data. When the transmitter fails to receive an acknowledgment
signal to confirm the data has been received, it usually retransmits the data and repeats the
process a predetermined number of times until the transmitter receives the acknowledgment.
The hybrid automatic repeat request (HARQ) protocols combine powerful channel coding with
ARQ error-control to enhance the reliability of communication links. In this work we consider
a powerful HARQ scheme called incremental redundancy HARQ where multiple sets of coded
bits are generated and used in retransmissions, each representing the same data block. Thus
every retransmission contains different information than the previous one. In [1], the authors
provide an information-theoretic analysis of the throughput performance of HARQ protocols
over block-fading Gaussian collision channels.
DRAFT
2The security of data communication over wireless networks has become also an important
concern. Due to its broadcast nature, wireless communication is susceptible to eavesdropping.
Traditionally, security is implemented at the higher layers of the protocol stack by using cryp-
tographic techniques; however these techniques rely on the assumption of insufficient compu-
tational capabilities of the eavesdroppers. In his seminal work [2], Wyner initiates the physical
layer security by introducing the wiretap channel which consists of a sender which want to
communicate a secret message to a legitimate receiver in the presence of an eavesdropper. Wyner
assumes in his channel model that the signal received by the eavesdropper is a degraded version
of the legitimate receiver signal. Then, this model was generalized in [3] where the channels do
not obey necessarily any degradation relationship.
In this work, we study secure packet communication based on incremental redundancy HARQ
protocols. Our work is basically inspired from [4] which investigate an information-theoretic
study of HARQ protocols for a block fading wiretap channel. In the system model of [4],
the transmitter obtains a 1-bit ACK/NACK feedback from the legitimate receiver to declare a
successful/unsuccessful decoding via an error free public channel. The incremental redundancy
protocol is considered when the sub-codewords have the same length in each retransmission. In
our model, we generalize the assumptions of [4] by allowing the feedback channel to carry more
bits, i.e. the transmitter uses multilevel feedback channel from both the legitimate receiver and
the eavesdropper. Then the rate can be adapted using such a multilevel-feedback by allowing the
sub-codewords length to change at each retransmission. The gains of variable rate transmission
over the fixed-rate for the predefined families of code were shown in many works as in [5], [6],
[7].
II. SYSTEM MODEL AND PRELIMINARIES
A. System model
As shown in Fig.1, we consider the block fading wiretap channel where a transmitter X
sends confidential messages to a legitimate receiver Y in the presence of an eavesdropper
Z which listens to the transmission. Both the main channel (source-destination channel) and
the eavesdropper channel (source-eavesdropper channel) experience K-block fading in which
channels remain constant over a block but vary independently from block to another. At the
transmitter, a confidential message w is encoded into codeword xN of N symbols x1, x2, .., xN .
DRAFT
3We do not constrain N , that is, we assume that the code with arbitrarily rate can be constructed
as in [5]. Any subset of the symbols xj is called a subcodeword. The codeword x
N is divided
into K subcodeword xk, k = 1, .., K. The codeword occupies K slots: for k = 1, .., K, the kth
block xk is sent in the kth slot and received by the legitimate receiver through the channel gain
ak and by the eavesdropper through the channel gain bk.
The tth received symbol xt in the kth block is given by:
yt = ak · xt + vt
zt = bk · xt + ut
where the index k indicates the block number, t = 1, .., N is the index of the transmitted
symbol, vt and ut are zero mean unit variance i.i.d. Gaussian noise of the main and eavesdropper
channels respectively at the tth transmission. ak, bk are the fading channel coefficients of the
main and eavesdropper channels respectively in the kth block. In our case, though, the channel
coefficients ak et bk are modeled as i.i.d random variables A1, .., AK et B1, .., BK .
We assume that the symbols of the codeword are constrained to have unit average power and
are samples of a zero mean real Gaussian distribution, i.e. E[X2] ≤ 1 where X is a random
variable denoting the transmitted signal. Thus the Signal-to-Noise Ratios (SNR) received at the
legitimate receiver and the eavesdropper will be respectively hk = a
2
k and gk = b
2
k at the kth
transmission.
We consider the setting where the transmitter has no instantaneous channel state information
available from either the main channel or the eavesdropper channel, but only channel statistics.
For each channel (main channel or eavesdropper channel), the constant gain during each block
is assumed to be perfectly known at the respective receiver but unknown at the transmitter.
We will consider Rayleigh block fading, thus the main channel instantaneous SNR, h and the
eavesdropper instantaneous SNR, g are characterized by two exponential probability distribution
functions:
pH(x) =
1
h
· e− xh (1)
pG(x) =
1
g
· e−xg (2)
where h and g are the average SNRs of the main and eavesdropper channels respectively. In this
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Figure 1. System model
case we can show that the cumulative density functions of CD and CE are
FCD(x) = 1− e−
22x−1
h (3)
FCE (x) = 1− e−
22x−1
g (4)
and pCD and pCE can be written as
pCD(x) = 2 · log(2) · pH(22x − 1) · 22x (5)
pCE (x) = 2 · log(2) · pG(22x − 1) · 22x (6)
B. Wyner codes
In this subsection, we consider a single block transmission (i.e. K = 1) and introduce Wyner
codes. In [2] Wyner introduced the notion of a wiretap channel. It is the most basic channel
model that takes security constraint into account. In a wiretap channel, the source wishes to
convey a message w ∈ W , which is chosen uniformly at random from the message set W , to
the legitimate receiver through the main channel. The sender performs this task by encoding
w as a vector xN of length N and transmitting xN . Let C(N,R0, Rs) denote a Wyner code to
transmit the confidential message set W = {1, 2, .., 2NRs} where N is the codeword length, R0
is the main channel code rate and Rs (Rs ≤ R0) is the secrecy information rate. The basic idea
of Wyner codes is to use a stochastic encoder to increase the secrecy level [2]. The Wyner code
is constructed based on random binning [2] as follows. We generate 2NR0 codewords xN(w, v),
where w = 1, 2, .., 2NRs and v = 1, 2, .., 2N(R0−Rs), by choosing the N2NR0 symbols xi(w, v)
independently at random according to the input distribution p(x). To encode the message w ∈ W ,
we uniformly at random select v from {1, 2, .., 2N(R0−Rs)} and transmit xN = xN(w, v).
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via channel SNRs h and g respectively. Let Pe(h) be the average decoding error probability for
the legitimate receiver:
Pe(h) =
∑
w∈W
Pr{wˆ 6= w|w sent, h}Pr(w) (7)
where wˆ is the the output of the legitimate decoder after observing yN given that the message
w is sent.
To measure the amount of information that the eavesdropper receives about W we use the
following normalized conditional entropy H(W |g, zN)/N which we call the equivocation rate.
We want the equivocation rate to be as high as possible, and ideally it should equal the rate Rs.
Thus perfect secrecy is achieved if for all ǫ > 0 the equivocation rate satisfies:
H(W |g, zN)
N
≥ H(W )
N
− ǫ (8)
We recall now the definition 1 in [4] about good code. A code C of length N is good for a
wiretap channel with the channel SNRs pair (h, g) if Pe(h) ≤ ǫ (reliability condition) and the
perfect secrecy requirement (8) can be achieved (security condition) for all ǫ > 0 and sufficiently
large N . Wyner shows that the achievable rates pair (R0, Rs) for a good code satisfy:
R0 ≤ I(X;Y ) (9)
R0 −Rs ≥ I(X;Z) (10)
We use the notations Ns = N · Rs to denote the number of secure bits (information bits) and
N0 = N ·R0. The rate R′ = R0 −Rs is the rate sacrificed to provide secrecy.
The codebook of the channel code is revealed to all nodes. We assume random coding with
long codewords lengths may be used and the receivers implement the typical-set decoding which
allow us to find the performance limits for any practical scheme.
III. SECURE HARQ PROTOCOLS
We consider incremental redundancy secure HARQ as a transmission protocol. The N -symbols
of the codeword are divided into K sub-codewords xk, k = 1, .., K each of length Nk where
N =
∑K
k=1Nk. The ARQ process starts by sending the first sub-codeword x1 under the channel
SNRs pair (h1, g1). Decoding of this code is performed at the intended receiver, while the secrecy
DRAFT
6level is measured at the eavesdropper. If a second retransmission is requested by the receiver due
to unsuccessful decoding, the second sub-codeword x2 is sent under possibly different channel
conditions (h2, g2). Now decoding and equivocation calculation are attempted at the receiver and
eavesdropper by combining the previous block x1 with the new block x2. This continues until
the maximum number of transmissions attempts K is reached or until the successful decoding
of the message at the legitimate receiver.
A. Incremental redundancy scheme [4]
In the system model of [4], two protocols are considered: repetition time diversity and
incremental redundancy. We will be interested here by the incremental redundancy scheme.
The transmitter obtains a 1-bit ACK/NACK feedback from the legitimate receiver to declare a
successful/unsuccessful decoding via an error free public channel. The incremental redundancy
protocol is considered when the K sub-codewords xk have the same length, i.e. N1 = N2 =
.. = NK = ⌊NK ⌋ and N is multiple of K. Similarly to the case of a single block transmission,
the authors study the error performance and the secrecy level after k transmissions, k = 1, .., K.
Let x(k) = [x1, .., xk], y(k) = [y1, .., yk] and z(k) = [z1, .., zk] denote the input, the output at the
legitimate receiver and the output at the eavesdropper after k transmissions respectively. For a
given channel SNRs vectors pairs (h, g), the average error probability after the kth transmission
is defined as:
Pe(k|h) =
∑
w∈W
Pr{wˆ 6= w|w sent, h}Pr(w) (11)
where wˆ denotes the output of the legitimate decoder after k transmissions. We say that perfect
secrecy is achieved after k transmissions if for all ǫ > 0 the equivocation rate satisfies:
H(W |g, zN)
kN1
≥ H(W )
kN1
− ǫ (12)
where N1 = ⌊NK ⌋ and the term in the left side of the inequality is the secrecy level after k
transmissions.
A code C of length mN1 is called a good code in [4] for the k-block transmission and a
channel SNRs vectors pairs (h, g) if Pe(k|h) ≤ ǫ and the perfect secrecy requirement (12) can
be achieved for all ǫ > 0 and sufficiently large N .
Since the transmitter does not have any information on the instantaneous channel state (except
channel statistics); that is, one cannot choose the code rate pair based on a particular fading
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7channel state. Instead, an in-advance fixed (Wyner) code rate pair is used for all channel
conditions. In [4] the authors describe a secure channel set and demonstrate that there exists a
Wyner code sequence good for all channel pairs in this set. Then, they evaluate the performance
of the INR protocol when the codewords of the mother Wyner code are transmitted in at most
K transmissions during the secure HARQ session using the equivalent parallel channel model.
In the following, we recall the theorem 1 in [4]:
Theorem 1: Consider the secure INR protocol based on compatible Wyner codes {CK , CK−1, .., C1}
where Cm ∈ C(KR0k , KRsk , kN1), k = 1, .., K
For a given pair of rates (R0, Rs) and a fixed input distribution p(x), let P(k) denote the
union of all channel SNRs vectors pairs (h, g) satisfying
R0 ≤ 1
K
k∑
i=1
I(X;Y |hi) (13)
R0 −Rs ≥ 1
K
k∑
i=1
I(X;Z|gi) (14)
Then there exists a family of rate compatible Wyner codes {CK , CK−1, .., C1} such that Ck is
good for all channel SNRs vectors pairs (h, g) ∈ P(k) for k = 1, .., K. 
The outage events are also defined in [4] when the channel SNRs vector pair does not belong
to the secure channel set. The connection outage event is considered when the main channel
to the legitimate receiver cannot support the codeword rate R0. Then the message will not be
correctly decoded by the legitimate receiver. The secrecy outage happens when the eavesdropper
channel can support a rate greater than the redundancy rate R′ = R0 −Rs.
The problem of maximizing the achievable secrecy throughput η under connection outage (f0)
and secrecy outage (fs) constraints was investigated. The secrecy throughput η is defined to be
the average number of bits decoded at the legitimate receiver. It can be written according to the
renewal-reward [1],[8] theorem as η(R0, Rs) =
KRs·(1−f0)
E[K]
. Then the maximization problem is
shown in [4] as :
max
R0,Rs
η(R0, Rs)
s.t.

 f0 ≤ ξǫfs ≤ ξs
where ξǫ and ξs are the target outage probabilities and K is a random variable representing the
number of transmission in an HARQ session.
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In this paper, we consider a general system model where the transmitter uses multi-level
feedback channels from the both the legitimate receiver and the eavesdropper, which are assumed
error free. Moreover, we consider that the sub-codewords xk may not have the same length.
The coding scheme we described is revealed to all receivers. After k transmissions, each
receiver applies the maximum likelihood decoding using the channel observations obtained up
to the kth transmission. The condition of successful decoding at the legitimate receiver after
k transmissions is that the average accumulated mutual information is larger than the overall
transmission rate. This condition was written for equally length subcodeword in (13). In our
system model where the sub-codewords xk may not have the same length, this condition is
written as: ∑k
l=1C
D
l ·Nl∑k
l=1Nl
≥ N0∑k
l=1Nl
(15)
where Nl is the duration of the sub-codeword sent at lth transmission and C
D
l = I(X;Y |hl) =
1
2
log2(1+hl). For convenience, we normalize the values of Nl using ρl =
Nl
N0
which is interpreted
as a redundancy measured by the number of channel uses per information bit. It might be noticed
that the redundancy ρk is equal to the inverse of the kth transmission rate. Since the rate of the
transmission attempts are not the same, we talk about variable rate transmission. Now (15) can
be written as follows:
IDk
△
=
k∑
l=1
CDl · ρl ≥ 1 (16)
We call IDk the “ state of the decoder” at the legitimate receiver (D).
The condition for secrecy at the eavesdropper after k transmissions is that the average ac-
cumulated mutual information is less than the difference between the transmission rate (main
channel code rate) and the secrecy information rate:∑k
l=1C
E
l ·Nl∑k
l=1Nl
≤ N0 −Ns∑k
l=1Nl
equivalently,
IEk
△
=
k∑
l=1
CEl · ρl + γ ≤ 1 (17)
where CEl = I(X;Z|gl) = 12 log2(1 + gl) and γ = RsR0 = NsN0 = NsNs+N ′ . N ′, which is the number
of additional bits to ensure secrecy at eavesdropper, is not fixed apriori at the transmitter. In
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9this paper, we study the case where the transmitter uses the same γ (or N ′) for all channel
realizations (γk = γ ∀k ∈ {1, .., K}). We call IEk the state of the decoder at the eavesdropper E
(in fact, it is the sum of the state at the eavesdropper decoder and the parameter γ).
From (16) and (17) we know that the decoding error events in the k-th transmission at the
legitimate receiver and the eavesdropper depend on IDk−1 and I
E
k−1 which can be communicated to
the sender via the multilevel feedback and on CDk and C
E
k which are unknown at the transmitter.
Consequently, IDk−1 and I
E
k−1 are the only parameters required to adapt the redundancy ρk via a
scalar function.
We consider the following policy for the transmission attempt k:
ρk = ρk(I
D
k−1, I
E
k−1), k = 2, ..., K
where
ρk =


ρk(I
D
k−1, I
E
k−1) if I
D
k−1 < 1 and I
E
k−1 < 1
ρk(I
D
k−1) if I
D
k−1 < 1 and I
E
k−1 ≥ 1
0 otherwise.
(18)
This makes our work different from [4] which consider the special case where ρk = ρ ∀k.
The goal now is to find the rate adaptation policies and γ that solve the constrained secrecy
throughput maximization problem.
IV. PROBLEM FORMULATION
Our objective in this paper is to maximize the achievable secrecy throughput of the system
under investigation. The secrecy throughput is a relevant performance criterion as it can be
directly related to the channel secrecy capacity. Based on the reward-renewal theorem [1],[8],
the secrecy throughput is defined by the ratio between the number of information bits received
reliably N∗s and the expected number of channel uses N required by the HARQ protocol to
deliver the packet in up to K transmission attempts:
η =
N∗s
N
Since the transmitter has no instantaneous channel information, the rate can be adapted to
instantaneous channel conditions. Instead, we consider the outage performance of secure HARQ
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protocols. Hence, we consider that the service quality is acceptable as long as the percentage
of information bits not successfully decoded by the legitimate receiver is less than ξe and the
percentage of information bits successfully decoded by the eavesdropper is less than ξs. Thus,
we define the connection outage probability f0 by the probability of decoding failure after K
transmissions at the legitimate receiver and the secrecy outage probability fs by the probability
of a successful decoding at the eavesdropper in the last transmission. The outage probabilities
are used to characterize the tradeoff between the reliability of the legitimate communication link
and the confidentiality with respect to the eavesdropper’s link.
• N∗s = Ns · (1− f0), and f0 can be written as:
f0 = Pr{IDK < 1} = ECD1 ,..,CDK{I(I
D
K < 1)} =
∫ 1
0
dx
∫ ∞
γ
dy pID
K
IE
K
(x, y) (19)
where I(x) = 1 if x is true and I(x) = 0 if x is false. pID
K
IE
K
(x, y) is the joint pdf of IDK
and IEK .
• The expected number of channel uses is given by N =
∑K
k=1Nk, where Nk is the expected
number of channel uses in the kth transmission attempt:
Nk = N0 · EID
k−1,I
E
k−1
{ρk(IDk−1, IEk−1)} = N0 ·
∫ 1
0
dx
∫ ∞
γ
dy ρk(x, y) · pID
k−1 I
E
k−1
(x, y)
Thus the secrecy throughput is
η = γ · 1− f0∑K
k=1 EIDk−1,I
E
k−1
{ρk(IDk−1, IEk−1)}
(20)
Let K denotes the number of transmission in an HARQ session (the index of the last transmis-
sions). The secrecy outage probability fs can be expressed as:
fs = Pr(I
E
K ≥ 1)
=
K∑
k=1
Pr(IEK ≥ 1,K = k)
=
K∑
k=1
Pr(K = k) · Pr(IEK ≥ 1|K = k)
=
K∑
k=1
Pr(K = k) · Pr(IEk ≥ 1) (21)
where:
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• The probability mass function of K can be expressed as:
Pr(K = k) = Pr(IDk−1 < 1, IDk ≥ 1)
= Pr(IDk−1 < 1)− Pr(IDk−1 < 1, IDk < 1)
= Pr(IDk−1 < 1)− Pr(IDk < 1)
= ECD1 ,..,CDk−1{I(I
D
k−1 < 1)} − ECD1 ,..,CDk {I(I
D
k < 1)}
for k < K and
Pr(K = K) = Pr(IDK−1 < 1) = ECD1 ,..,CDK−1{I(I
D
K−1 < 1)}
• The probability that the eavesdropper can decode the confidential message at the kth
transmission is:
Pr(IEk ≥ 1) = ECE1 ,..,CEk {I(I
E
k ≥ 1)} =
∫ ∞
0
dx
∫ ∞
1
dy pID
k
IE
k
(x, y)
The secrecy throughput in (20) depends on the model of the channel and on the coding and
decoding scheme. Here, we assume that the coding and decoding scheme is capacity-achieving
as in [1] and we provide the performance limits for any practical scheme. The secrecy throughput
optimization problem under outages constraints is written as:
max
γ,ρ1,...,ρK
η(ρ1, ..., ρK , γ)
s.t.

 f0 ≤ ξǫfs ≤ ξs (22)
where ξǫ and ξs are the target outage probabilities.
V. CONSTRAINED SECRECY THROUGHPUT OPTIMIZATION USING DYNAMIC PROGRAMMING
The design of the adaptive incremental redundancy HARQ scheme consists in finding the
rate adaptation policies ρk, k = 1, ..., K and γ which maximize the secrecy throughput under
outage probabilities constraints. Based on channel statistics, we can obtain the code parameters
to achieve the maximum secrecy throughput while satisfying the outage constraints.
Obviously, the solution of the multidimensional problem (22) is too difficult to find using
exhaustive search method. To solve this problem we use exhaustive search to find the optimal γ
which maximize the throughput. Thus, we solved problem (22) for different values of γ ∈ [0, 1].
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Once γ ∈ [0, 1] is fixed, we maximize the secrecy throughput subject to ρk. The optimization
problem can now be written as
max
ρ1,...,ρK
η(ρ1, ..., ρK ; γ)
s.t.

 f0 ≤ ξǫfs ≤ ξs (23)
We will describe later how to make the choice of γ in the simulations. Now suppose that γ
is fixed for an arbitrary value in [0, 1]. Next, we explain how to solve (23) using “dynamic
programming”.In order to maximize the secrecy throughput η in (23), we define an auxiliary
optimization problem:
U(ξǫ, ξs) = min
ρ1,...,ρK
K∑
k=1
EID
k−1,I
E
k−1
{
ρk(I
D
k−1, I
E
k−1)
}
s.t. f0 = ξǫ and fs = ξs (24)
The maximal secrecy throughput is obtained solving
ηˆ = max
ξǫ,ξs
1− ξǫ
U(ξǫ, ξs)
=
1− ξˆǫ
U(ξˆǫ, ξˆs)
(25)
and the secrecy throughput maximization under outage constraints ηˆǫs
ηˆǫs = max
ρ1,...,ρK
η, s.t. f0 ≤ ξǫ and fs ≤ ξs
is obtained as
ηˆǫs =


ηˆ if ξˆǫ < ξǫ and ξˆs < ξs
γ · 1−ξǫ
U(ξǫ,ξs)
otherwise.
Thus the design of adaptation policies requires solving (24) which can be done using La-
grangian multipliers λ1 and λ2:
U(ξǫ, ξs) = min
ρ1,...,ρK
K∑
k=1
EID
k−1,I
E
k−1
{
ρk(I
D
k−1, I
E
k−1)
}
+ λ1 · (f0 − ξǫ) + λ2 · (fs − ξs)
s.t. λ1 · (f0 − ξǫ) = 0 and λ2 · (fs − ξs) = 0 (26)
We are interested in evaluating U(ξǫ, ξs) for many values of ξǫ and ξs. Since for each couple
of λ1 and λ2 corresponds a connection outage f0 and a secrecy outage fs, we can solve (26) for
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Step 0 λ1 ← λ
(0)
1 , λ2 ← λ
(0)
2
Step ℓ 1. solve Jλ
(ℓ−1)
1 ,λ
(ℓ−1)
2 in (28) using Table II: Jλ
(ℓ−1)
1 ,λ
(ℓ−1)
2 = J(λ
(ℓ−1)
1 , λ
(ℓ−1)
2 , γ, h, g)
2. calculate the joint probabilities function in (39) and (40) for k = 1, ..,K
3. calculate the outage f
(λ
(ℓ−1)
1 ,λ
(ℓ−1)
2 )
0 using (19).
4. update λ1: λ
(ℓ)
1 = [λ
(ℓ−1)
1 + β(f
(λ
(ℓ−1)
1 ,λ
(ℓ−1)
2 )
0 − ξ0)]
+
where [.]+ = max(., 0)
1. solve Jλ
(ℓ)
1 ,λ
(ℓ−1)
2 in (28) using Table II: Jλ
(ℓ)
1 ,λ
(ℓ−1)
2 = J(λ
(ℓ)
1 , λ
(ℓ−1)
2 , γ, h, g)
2. calculate the joint probabilities function in (39) and (40) for k = 1, ..,K
3. calculate the outage f
(λ
(ℓ)
1 ,λ
(ℓ−1)
2 )
s using (21).
4. update λ2: λ
(ℓ)
2 = [λ
(ℓ−1)
2 + β(f
(λ
(ℓ)
1 ,λ
(ℓ−1)
2 )
s − ξs)]
+
where [.]+ = max(., 0)
Stopping 1
β
|λ
(ℓ)
1 − λ
(ℓ−1)
1 | ≤ ǫ1
criterion 1
β
|λ
(ℓ)
2 − λ
(ℓ−1)
2 | ≤ ǫ2
Table I
NUMERICAL SOLUTION FOR SOLVING (23) FOR A FIXED γ ∈ [0, 1] WHERE h AND g ARE THE AVERAGE SNRS OF THE MAIN
CHANNEL AND EAVESDROPPER CHANNEL RESPECTIVELY.
different λ1 and λ2. Thus, to solve (20) we employ auxiliaries weighting multipliers λ1 and λ2
and try to minimize the denominator of (20), f0 and fs at the same time as:
Jλ1,λ2 = min
ρ1,...,ρK
K∑
k=1
EID
k−1,I
E
k−1
{
ρk(I
D
k−1, I
E
k−1)
}
+ λ1 · f0(ρ1, ..., ρK) + λ2 · fs(ρ1, ..., ρK) (27)
and next use Jλ1,λ2 = U(f0(ρ1, ..., ρK)).
Since IDk−1 and I
E
k−1 depend on C
D
1 , .., C
D
k−1 and C
E
1 , .., C
E
k−1 respectively, we can write:
Jλ1,λ2 = min
ρ1,...,ρK
ECD1 ,..,C
D
K−1,C
E
1 ,..,C
E
K−1
K∑
k=1
{
ρk(I
D
k−1, I
E
k−1)
}
+ λ1 · f0 + λ2 · fs (28)
Where for simplicity of notation we write f0(ρ1, ..., ρK) = f0 and fs(ρ1, ..., ρK) = fs.
In this work, we use the iterative algorithm proposed in Table I in order to vary λ1 and λ2.
We use gradient-search method to optimize alternately λ1 and λ2: in the first step, we update λ2
using gradient algorithm and in the next step we fix λ2 and we update λ1.
Now assume that λ1 and λ2 are fixed. The goal is to solve (28) using these fixed values of λ1
and λ2. First we can observe that the states of decoders of legitimate receiver and eavesdropper
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at time k can be written in function of the previous state as follows
IDk = I
D
k−1 + C
D
k · ρk
where ID0 = 0, and
IEk = I
E
k−1 + C
E
k · ρk
where IE0 = γ.
Now we can write (28) in the recursive form using (19) and (21):
Jλ1,λ2 = min
ρ1,...,ρK
ECD1 ,..,C
D
K−1,C
E
1 ,..,C
E
K−1
{
K∑
k=1
ρk(I
D
k−1, I
E
k−1)
}
+ λ1 ·
[
ECD1 ,..,C
D
K
{
I(IDK < 1)
}]
+λ2 ·
K−1∑
k=1
[
ECD1 ,..,C
D
k
{
I(IDk−1 < 1)− I(IDk < 1)
}
· ECE1 ,..,CEk
{
I(IEk ≥ 1)
}]
+λ2 ·
[
ECD1 ,..,C
D
K−1
{
I(IDK−1 < 1)
}
· ECE1 ,..,CEK
{
I(IEK ≥ 1)
}]
Due to the independence of channels, we can write ECD
k
{
f1(C
D
k )
}
·ECE
k
{
f2(C
E
k )
}
= ECD
k
,CE
k
{
f1(C
D
k )·
f2(C
E
k )
}
, therefore:
Jλ1,λ2 = min
ρ1,...,ρK
ECD1 ,C
E
1
{
ρ1+λ2 ·
[{
I(ID0 < 1)− I(ID0 +CD1 ·ρ1 < 1)
}
·
{
I(IE0 +C
E
1 ·ρ1 ≥ 1)
}]
+ECD2 ,CE2
{
ρ2 + λ2 ·
[{
I(ID1 < 1)− I(ID1 + CD2 · ρ2 < 1)
}
·
{
I(IE1 + C
E
2 · ρ2 ≥ 1)
}]
+....
+ECD
K
,CE
K
{
ρK+λ1·I(IDK−1+CDK ·ρK < 1)+λ2·
[{
I(IDK−1 < 1)
}
·
{
I(IEK−1+C
E
K ·ρK ≥ 1)
}] }
...
}}
We observe that the initial complicated problem can be simplified by breaking it into simpler
subproblems in a recursive manner. Consequently the dynamic programming method is applicable
to perform the optimization. Then Jλ1,λ2 can be written via dynamic programming recursion:
Jλ1,λ2 = Jλ1,λ21 (I
D
0 , I
E
0 )
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Jλ1,λ21 (I
D
0 , I
E
0 ) = min
ρ1
ECD1 ,C
E
1
{
ρ1 + λ2 ·
[{
I(ID0 < 1)− I(ID0 + CD1 · ρ1 < 1)
}
·
{
I(IE0 + C
E
1 · ρ1 ≥ 1)
}]
+ Jλ1,λ22 (I
D
0 + C
D
1 · ρ1, IE0 + CE1 · ρ1)
}
Jλ1,λ22 (I
D
1 , I
E
1 ) = min
ρ2
ECD2 ,C
E
2
{
ρ2 + λ2 ·
[{
I(ID1 < 1)− I(ID1 + CD2 · ρ2 < 1)
}
·
{
I(IE1 + C
E
2 · ρ2 ≥ 1)
}]
+ Jλ1,λ23 (I
D
1 + C
D
2 · ρ2, IE1 + CE2 · ρ2)
}
...
Jλ1,λ2K (I
D
K−1, I
E
K−1) = min
ρK
ECD
K
,CE
K
{
ρK + λ2 ·
[{
I(IDK−1 < 1)
}
·
{
I(IEK−1 + C
E
K · ρK ≥ 1)
}]
+λ1 · I(IDK−1 + CDK · ρK < 1)
Now, to solve the problem for given λ1 and λ2, we start from the last equation J
λ1,λ2
K , where
we should obtain the value of ρK that minimize J
λ1,λ2
K for each values of I
D
K−1 and I
E
K−1, which
have to be discretized to L1 and L2 points over the interval [0,1) and [γ,1] respectively. The
problem should be solved starting from step K and going recursively up to k = 1 to find all
the optimum policies ρk for given λ1 and λ2. Thus, the global optimization of the possibly
non-convex function Jλ1λ2 is reduced to (K − 1) · L1 · L2 + 1 one dimensional optimization
problems which is a noticeable reduction in complexity of the problem.
Jλ1,λ2k (k < K) and J
λ1,λ2
K can be also expressed as
Jλ1,λ2K (I
D
K−1, I
E
K−1) = min
ρK
ρK +λ2 ·
[{
1−FCE
(
1− IEK−1
ρK
)}]
+λ1 ·FCD
(
1− IDK−1
ρK
)
(29)
Jλ1,λ2k (I
D
k−1, I
E
k−1) = min
ρk
ρk + λ2 ·
[{
1− FCD
(
1− IDk−1
ρk
)}
·
{
1− FCE
(
1− IEk−1
ρk
)}]
+ ECD
k
,CE
k
{
Jλ1,λ2k+1 (I
D
k−1 + C
D
k · ρk, IEk−1 + CEk · ρk)
}
(30)
where FCD and FCE are the cumulative density functions of C
D and CE respectively.
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J(λ1, λ2, γ, h, g):
Let ID = 0→ 1 a vector of L1 points between 0 and 1
Let IE = γ → 1 a vector of L2 points between γ and 1
for k = K : −1 : 1 for each k we want to obtain the optimal ρk(I
D, IE) by solving (30) or (29) depending on k:
if k = 1 (i.e. in this case we solve (34).)
initialize ρk ← 1× 1 matrix and Jk ← 1× 1 matrix
set iD0 = 0 and i
E
0 = γ, in this case we need only to know two values: ρ1(0, γ) and J1(0, γ)
[ρk Jk]=min Jk(Jk+1, λ2, h, g, i
D
0 , i
E
0 , γ) this function is explained in Table III
else
initialize ρk ← L1 × L2 matrix and Jk ← L1 × L2 matrix
for iD = ID ( i.e. iD is a value between 0 and 1)
for iE = IE ( i.e. iE is a value between γ and 1)
for each couple (iD, iE) we need to optimize ρk(i
D, iE) and Jk(i
D, iE) using (30) or (29)
if k < K ( solving (30).)[
ρk(i
D, iE) Jk(i
D, iE)
]
=min Jk
(
Jk+1, λ2, h, g, i
D, iE , γ
)
this function is explained in Table III
elseif k = K ( solving (29).)[
ρk(i
D, iE) Jk(i
D, iE)
]
=min JK
(
λ1, λ2, h, g, i
D, iE , γ
)
this function is explained in Table IV
end
end
end
end
save ρk and Jk
end
Table II
ALGORITHM USED FOR SOLVING (28). THE FUNCTION J(λ1, λ2, γ, h, g) SOLVES J
λ1,λ2 IN (28). IT TAKES AS PARAMETERS
THE LAGRANGIAN MULTIPLIERS λ1 AND λ2 , γ AND THE AVERAGE SNRS OF THE MAIN CHANNEL AND EAVESDROPPER
CHANNEL RESPECTIVELY h AND g.
1) Example with 3 transmissions (K = 3): Let study the case where K = 3, the dynamic
programming recursion can be written as:
Jλ1,λ2 = Jλ1,λ21 (I
D
0 , I
E
0 )
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The function min Jk
(
Jk+1, λ2, h, g, i
D, iE , γ
)
solves (30) where IDk−1 = i
D and IEk−1 = i
E
and Jk+1 is a L1 × L2 matrix:[
ρ
(iD,iE)
k J
(iD,iE)
k
]
=min Jk
(
Jk+1, λ2, h, g, i
D, iE , γ
)
for ρ = 0 : 0.01 : ρmax (ρmax is arbitrary fixed during simulations)
calculate f(ρ) = ρ+ λ2 ·
[{
1− FCD
(
1−iD
ρ
)}
·
{
1− FCE
(
1−iE
ρ
)}]
+ ECD
k
,CE
k
{
Jk+1(i
D + CDk · ρ, i
E + CEk · ρ)
}
using the approximation in (38) to evaluate the expectation. Having the matrix Jk+1 as function parameter,
we can know the value of Jk+1(i
D + CDk · ρ, i
E + CEk · ρ) for each ρ and for a fixed values x and y of C
D
k and C
E
k resp.:
ECD
k
,CE
k
{
Jk+1(i
D + CDk · ρ, i
E + CEk · ρ)
}
=
∑xmax
x=0
∑ymax
y=0 Jk+1
(
iD + x · ρ, iE + y · ρ
)
· pCD (x) · pCE (y) ∆x∆y
where xmax and ymax are fixed in the simulations such as pCD (x) and pCE (y) are negligible for x > x
max and y > ymax.
∆x and ∆y are the steps which determine the precision of this approximation.
end
ρ
(iD,iE)
k = argminρ f(ρ)
J
(iD,iE)
k = minρ f(ρ)
Table III
ALGORITHM USED FOR SOLVING (30). THE FUNCTION MIN Jk
(
Jk+1, λ2, h, g, i
D, iE , γ
)
SOLVES J
λ1,λ2
k IN (30). IT TAKES
AS PARAMETERS iD , iE , THE LAGRANGIAN MULTIPLIER λ2 , γ AND THE AVERAGE SNRS OF THE MAIN CHANNEL AND
EAVESDROPPER CHANNEL RESPECTIVELY h AND g AND A L1 × L2 MATRIX Jk+1 . IT RETURNS AS OUTPUT, A VALUE ρk
AND A VALUE Jk WHICH SOLVES (30) FOR I
D
k−1 = i
D
AND IEk−1 = i
E .
The function min JK
(
λ1, λ2, h, g, i
D, iE , γ
)
solves (29) where IDK−1 = i
D and IEK−1 = i
E[
ρ
(iD,iE)
k J
(iD,iE)
k
]
=min JK
(
λ1, λ2, h, g, i
D, iE , γ
)
for ρ = 0 : 0.01 : ρmax (ρmax is arbitrary fixed during simulations)
calculate f(ρ) = ρ+ λ2 ·
{
1− FCE
(
1−iE
ρ
)}
+ λ1 ·
{
1− FCD
(
1−iD
ρ
)}
end
ρ
(iD,iE)
k = argminρ f(ρ)
J
(iD,iE)
k = minρ f(ρ)
Table IV
ALGORITHM USED FOR SOLVING (29). THE FUNCTION MIN JK
(
λ1, λ2, h, g, i
D, iE , γ
)
SOLVES J
λ1,λ2
K IN (29). IT TAKES AS
PARAMETERS iD , iE , THE LAGRANGIAN MULTIPLIERS λ1 AND λ2 , γ AND THE AVERAGE SNRS OF THE MAIN CHANNEL
AND EAVESDROPPER CHANNEL RESPECTIVELY h AND g. IT RETURNS AS OUTPUT, A VALUE ρk AND A VALUE Jk WHICH
SOLVES (29) FOR IDK−1 = i
D
AND IEK−1 = i
E .
DRAFT
18
Jλ1,λ21 (I
D
0 , I
E
0 ) = min
ρ1(ID0 ,I
E
0 )
ECD1 ,C
E
1
{
ρ1(I
D
0 , I
E
0 ) + λ2 ·
[{
I(ID0 < 1)− I(ID0 + CD1 · ρ1(ID0 , IE0 ) < 1)
}
·
{
I(IE0 + C
E
1 · ρ1(ID0 , IE0 ) ≥ 1)
}]
+ Jλ1,λ22 (I
D
0 + C
D
1 · ρ1(ID0 , IE0 ), IE0 + CE1 · ρ1(ID0 , IE0 ))
}
(31)
Jλ1,λ22 (I
D
1 , I
E
1 ) = min
ρ2(ID1 ,I
E
1 )
ECD2 ,C
E
2
{
ρ2(I
D
1 , I
E
1 ) + λ2 ·
[{
I(ID1 < 1)− I(ID1 + CD2 · ρ2(ID1 , IE1 ) < 1)
}
·
{
I(IE1 + C
E
2 · ρ2(ID1 , IE1 ) ≥ 1)
}]
+ Jλ1,λ23 (I
D
1 + C
D
2 · ρ2(ID1 , IE1 ), IE1 + CE2 · ρ2(ID1 , IE1 ))
}
(32)
Jλ1,λ23 (I
D
2 , I
E
2 ) = min
ρ3(ID2 ,I
E
2 )
ECD3 ,C
E
3
{
ρ3(I
D
2 , I
E
2 ) + λ2 ·
[{
I(ID2 < 1)
}
·
{
I(IE2 + C
E
3 · ρ3(ID2 , IE2 ) ≥ 1)
}]
+ λ1 · I(ID2 + CD3 · ρ3(ID2 , IE2 ) < 1) (33)
In all these equations (31), (32) and (33), we know ξ0, ξs and also λ1 and λ2 which are fixed.
We start solving these equations from the last one (33). To solve (33), we should find the optimal
function ρ3(I
D
2 , I
E
2 ). From (18), we know that when I
D
2 ≥ 1, we have ρ3(ID2 , IE2 ) = 0. Thus it
remains to find ρ3(I
D
2 , I
E
2 ) for I
D
2 < 1. Consequently, we will have in (33): I(I
D
2 < 1) = 1
because we will be interested in the case where ID2 < 1. Moreover, we observe in (33) that
when IE2 ≥ 1, we have I(IE2 + CE3 · ρ3(ID2 , IE2 ) ≥ 1) = 1. Thus Jλ1,λ23 (ID2 , IE2 ) will not depend
on IE2 when it is greater or equal to 1. This confirms also the choice in (18), where ρk does
not depend on IEk−1 when I
E
k−1 ≥ 1. So, it is sufficient to solve (33), for IE2 ≤ 1. And when
IE2 > 1, we have ρ3(I
D
2 , I
E
2 ) = ρ3(I
D
2 , 1). Using also ECi3
{
I(I i2 + C
i
3 · ρ3 < 1)
}
= FCi
(
1−Ii2
ρ3
)
where i ∈ {D, E}, we can write the dynamic programming recursion as:
Jλ1,λ21 (I
D
0 , I
E
0 ) = min
ρ1(ID0 ,I
E
0 )
{
ρ1(I
D
0 , I
E
0 ) + λ2 ·
[{
1− FCD
(
1− ID0
ρ1(ID0 , I
E
0 )
)}
·
{
1− FCE
(
1− IE0
ρ1(ID0 , I
E
0 )
)}]
+ ECD1 ,CE1 J
λ1,λ2
2
(
ID0 + C
D
1 · ρ1(ID0 , IE0 ), IE0 + CE1 · ρ1(ID0 , IE0 )
)}
(34)
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Jλ1,λ22 (I
D
1 , I
E
1 ) = min
ρ2(ID1 ,I
E
1 )
{
ρ2(I
D
1 , I
E
1 ) + λ2 ·
[{
1− FCD
(
1− ID1
ρ2(ID1 , I
E
1 )
)}
·
{
1− FCE
(
1− IE1
ρ2(ID1 , I
E
1 )
)}]
+ ECD2 ,CE2 J
λ1,λ2
3
(
ID1 + C
D
2 · ρ2(ID1 , IE1 ), IE1 + CE2 · ρ2(ID1 , IE1 )
)}
(35)
Jλ1,λ23 (I
D
2 , I
E
2 ) = min
ρ3(ID2 ,I
E
2 )
{
ρ3(I
D
2 , I
E
2 ) + λ2 ·
[{
1− FCE
(
1− IE2
ρ3(ID2 , I
E
2 )
)}]
+ λ1 · FCD
(
1− ID2
ρ3(ID2 , I
E
2 )
) }
(36)
Now to solve (36), we vary ID2 from 0 to 1 and I
E
2 from γ to 1 (since I
E
0 = γ) and we
determine ρ3 which solve (36) for all the couples (0 ≤ ID2 ≤ 1, γ ≤ IE2 ≤ 1). The optimization
in (36) is performed using exhaustive search method for each couple (ID2 , I
E
2 ). In the simulations
we discretized ID2 to L1 points between 0 and 1 and I
E
2 is discretized to L2 points between γ
and 1. Thus to solve (36), we have to solve L1 · L2 one-dimensional optimization problem. We
obtained a L1 × L2 matrix ρ3(ID2 , IE2 ) and a L1 × L2 matrix J3(ID2 , IE2 ) which will be used in
the next step.
Now we discuss how to solve (35). Similarly to (36), the optimization in (35) is performed
using exhaustive search method for each couple (ID1 , I
E
1 ) where I
D
2 is discretized to L1 points
between 0 and 1 and IE2 is discretized to L2 points between γ and 1. Thus, let suppose (I
D
1 , I
E
1 )
is fixed: ID1 = i
D
1 and I
E
1 = i
E
1 and we want to optimize ρ2(i
D
1 , i
E
1 ). To perform this optimization
we vary ρ2(i
D
1 , i
E
1 ) between 0 and ρ
max where ρmax is observed and fixed during simulations, and
we choose ρ2(i
D
1 , i
E
1 ) which solve J2(i
D
1 , i
E
1 ). Hence for each 0 ≤ ρ2 ≤ ρmax, we should evaluate
ECD2 ,C
E
2
{
Jλ1,λ23
(
iD1 + C
D
2 · ρ2, iE1 + CE2 · ρ2
)}
in (35):
ECD2 ,C
E
2
{
Jλ1,λ23
(
iD1 + C
D
2 · ρ2, iE1 + CE2 · ρ2
)}
=∫ ∞
0
∫ ∞
0
Jλ1,λ23
(
iD1 + x · ρ2, iE1 + y · ρ2
)
· pCD(x) · pCE (y) dx dy (37)
where iD1 , i
E
1 and ρ2 are fixed. To evaluate (37) in the simulations we approximate it by:
xmax∑
x=0
ymax∑
y=0
Jλ1,λ23
(
iD1 + x · ρ2, iE1 + y · ρ2
)
· pCD(x) · pCE (y) ∆x∆y (38)
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where xmax and ymax are fixed in the simulations such as pCD(x) and pCE (y) are negligible
for x > xmax and y > ymax. ∆x and ∆y are the steps which determine the precision of this
approximation. For each x and y, the value of Jλ1,λ23
(
iD1 + x · ρ2, iE1 + y · ρ2
)
can be obtained
from the matrix J3(I
D
2 , I
E
2 ) obtained in the previous step (when we have solved (36) ). At the end
of this step, we obtain the optimal L1 × L2 matrix ρ2(ID1 , IE1 ) and a L1 × L2 matrix J2(ID1 , IE1 )
which will be used in the next step.
Now, to solve (34), we have only one one-dimensional optimization problem. This is because
we know that ID0 = 0 and I
E
0 = γ. Thus at the end, we obtain a 1× 1 matrix ρ1(ID0 , IE0 ).
In this example with K = 3, we showed how to determine, for a fixed λ1 and λ2, the optimal
ρk(I
D
k−1, I
E
k−1) for k = 1, 2, 3. 
By solving the DP optimization recursive process, the optimal rate-adaptation policies asso-
ciated with the given λ1 and λ2 are derived. Since we need to calculate the outage probabilities
f0 and fs in order to update the Lagrangian multiplier, we should calculate the joint probability
distributions of IDk and I
E
k for k = 1, .., K and then use them in (19) and (21).
For each set of policies, we can find the joint probability distribution of IDk and I
E
k starting
from k = 1 and going recursively up to k = K. Due to the independence of channels, for k = 1
the joint cumulative density function of ID1 , I
E
1 is
FID1 IE1 (x, y) = Pr
(
ρ1 · CD1 < x, γ + ρ1 · CE1 < y
)
= FCD
(
x
ρ1
)
· FCE
(
y − γ
ρ1
)
which differentiated yields the joint pdf
pID1 IE1 (x, y) =
1
ρ1
· pCD
(
x
ρ1
)
· 1
ρ1
· pCE
(
y − γ
ρ1
)
(39)
where pCD and pCE are the probability density functions of the i.i.d random variables C
D
1 , .., C
D
K
and CE1 , .., C
E
K respectively.
In our simulations, we determine for k = 1, .., K, pID
k
IE
k
(x, y) for 0 ≤ x ≤ xmax and γ ≤ y ≤
ymax, such that we ensure pID
k
IE
k
(x, y) is too small for x > xmax or y > ymax. We discretized x
from 0 to xmax and y from γ to ymax with a step equal to 0.01.
for k > 1, the joint cumulative density function is calculated recursively:
FID
k
IE
k
(x, y) = Pr
(
IDk−1 + ρk · CDk < x, IEk−1 + ρk · CEk < y
)
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=
∫ x
0
∫ y
γ
Pr
(
IDk−1+ρk ·CDk < x, IEk−1+ρk ·CEk < y|IDk−1 = α, IEk−1 = β
)
·pID
k−1I
E
k−1
(α, β) dα dβ
=
∫ x
0
∫ y
γ
FCD
(
x− α
ρk(α, β)
)
· FCE
(
y − β
ρk(α, β)
)
· pID
k−1I
E
k−1
(α, β) dα dβ
thus the joint pdf obtained by differentiating the joint cumulative density function can be
calculated recursively using pID
k−1I
E
k−1
(x, y)
pID
k
IE
k
(x, y) =
∫ x
0
∫ y
γ
1
ρk(α, β)
·pCD
(
x− α
ρk(α, β)
)
· 1
ρk(α, β)
·pCE
(
y − β
ρk(α, β)
)
·pID
k−1I
E
k−1
(α, β) dα dβ
(40)
In the case where ρk(x, y) = 0 we have pID
k
IE
k
(x, y) = pID
k−1I
E
k−1
(x, y). All the integrals are
approximated using the rectangular method.
When we obtain the optimal values of λ1 and λ2, which verify the constraints, we can
calculate the secrecy throughput (20) using pID
k
IE
k
(x, y) and ρk(x, y). We recall that this “optimal”
throughput is obtained for an arbitrary fixed γ ∈ [0, 1]. Now we discuss the choice of γ. In the
simulations, we observe that the secrecy throughput increases when γ increases, however it is
difficult or impossible to satisfy the outage probabilities constraints for high values of γ i.e. the
Lagrangian multipliers does not converge to satisfy the constraints. Thus we will be interested
to find the maximum value of γ which can verify the outage probabilities constraints.
VI. NUMERICAL RESULTS
In our numerical examples, the parameter settings are as follows: h = 15 dB, g = 5 dB,
ξǫ = 10
−3 and ξs = 10
−3.
The simulations are done for several values of K, the maximum number of transmissions.
In Fig.2, we show the secrecy throughput η vs the maximum number of transmissions K
using the “INR scheme” described in [4] (see Fig.7 in [4]) and the new “adaptive INR scheme”
described in this paper. The results show that an important gain is obtained using the new
scheme when K > 3. However, when K is small eg. for K=1 or 3, the secrecy throughput η
stills negligible using the new scheme due to insufficient diversity.
VII. CONCLUSION
In this paper, we considered the reliable and secure communication over block-fading wiretap
channels when the transmitter has no instantaneous channel state information. The truncated
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Figure 2. Secrecy throughput η vs the maximum number of transmissions K under a target secrecy outage probability ξs = 10
−3
and a target connection outage probability ξǫ = 10
−3, when the main and the eavesdropper channel average SNRs are 15 and
5 dB respectively.
HARQ (limited number of transmission attempts) was considered here and we used dynamic
programming to find the optimal rate adaptation policy to optimize the secrecy throughput of the
outage-constrained transmission. We show that the proposed rate-adaptive HARQ scheme has
a significant improvement in terms of secrecy throughput compared to non-adaptive fixed-rate
HARQ.
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