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This work concerns the study of asymptotic behavior of coupled systems of p(x)-Laplacian
differential inclusions. We obtain that the generalized semiﬂow generated by the coupled
system has a global attractor for each pair of positive diffusion coeﬃcients. We also prove
that the attractors are upper semicontinuous on positive ﬁnite diffusion parameters. In
particular, to get the results we prove that the p(x)-Laplacian operator is subdifferential of
a convex, proper and lower semicontinuous non-negative map.
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1. Introduction
This work extends the results of [22] to p(x)-Laplacian differential inclusions.
Let us consider the following system⎧⎪⎨⎪⎩
ut − div
(
D1|∇u|p1(x)−2∇u
) ∈ F (u, v) in (0,∞)×Ω,
vt − div
(
D2|∇v|p2(x)−2∇v
) ∈ G(u, v) in (0,∞)×Ω,
u(0, x) = u0(x), v(0, x) = v0(x) in Ω,
(1)
where Ω ⊂ RN is a bounded smooth domain, N  1, pi(x) continuous in Ω and p−i := ess inf pi > 2, for i = 1,2, u0, v0 ∈
L2(Ω), D1, D2 ∈ L∞(Ω) with 0< σ  Di(x) M < ∞ a.e. in Ω , i = 1,2, and F ,G : L2(Ω)× L2(Ω) → P (L2(Ω)) are bounded,
upper semicontinuous and positively sublinear multivalued operators.
The conditions imposed on (F ,G) to be bounded and upper semicontinuous multivalued operators appear in climate
models (see (H5), p. 2067 in [7]). Moreover, in [8], a p-Laplacian differential inclusion is regarded as a climatological model
and the authors deal with the sensitivity of the problem in long time with respect to small changes in the solar constant.
Partial differential equations with variable exponents have attracted in recent years a lot of interest of mathematicians
around the world. The theory of problems with variable exponents spaces has application in electrorheological ﬂuids (see
[9,19]) and image process (see [6]). We refer the reader to [15] for an overview of differential equations with variable
exponents. We also suggest to the reader the paper [1] to see recent developments in dynamical systems.
In order to get the existence of solutions for the system (1) we intend to apply the following result:
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(l.s.c.) non-negative maps, ψA , ψB , respectively, deﬁned in a real Hilbert space H, with ψA(0) = ψB(0) = 0. Also suppose each one A
and B generates a compact semigroup, and let F ,G : H×H → P (H) be upper semicontinuous and bounded multivalued maps. Then
given a bounded subset B0 ⊂ H × H, there exists T0 > 0 such that for each (u0, v0) ∈ B0 there exists at least one strong solution
(u, v) of⎧⎨⎩
ut + Au ∈ F (u, v),
vt + Bv ∈ G(u, v),
u(0) = u0, v(0) = v0
deﬁned on [0, T0].
So, ﬁrst of all, we need to prove that −div(D|∇u|p(x)−2∇u) is subdifferential of a convex, proper and l.s.c. non-negative
map ϕDp(x) with ϕ
D
p(x)(0) = 0. The operator −div(|∇u|p(x)−2∇u) was studied in [20,23]. In [23] we proved that the operator
−div(|∇u|p(x)−2∇u) is maximal monotone in L2(Ω) and in [20] the author proved that −div(|∇u|p(x)−2∇u) generates a
compact semigroup.
In order to obtain the existence of a global compact invariant attractor AD1,D2 for the system (1) we follow the same
steps as in [22] where the constant exponent case was considered. The principal additional technical diﬃculty is to adjust
the results considering the dependence of the exponent p on the spatial variable x, in this sense, the main technical
diﬃculty appears to prove dissipativity (see Theorem 7).
The paper is organized as follows. In Section 2 we provide some preliminary results about the exponent variable spaces.
Section 3 is devoted to prove that p(x)-Laplacian operator is subdifferential of a convex, proper and l.s.c. non-negative map,
ϕDp(x) , deﬁned in L
2(Ω), with ϕDp(x)(0) = 0. In Section 4 we guarantee the existence of global solutions to (1) and we prove
the existence of a global compact invariant attractor for each pair of positive diffusion coeﬃcients. In Section 5 we prove
upper semicontinuity for the attractors on positive ﬁnite diffusion parameters and in Section 6 we make conclusions and
we relate an open problem.
2. Preliminaries
For convenience to the reader, in this section we recall some results on variable exponent spaces and about the p(x)-
Laplacian operator.
The generalized Lebesgue spaces Lp(x)(Ω) are deﬁned by
Lp(x)(Ω) =
{
u : Ω → R: u is measurable,
∫
Ω
∣∣u(x)∣∣p(x) dx< ∞},
where Ω ⊂ RN , N  1, is a measurable set and p ∈ L∞(Ω), with p  1. For u ∈ Lp(x)(Ω) and p ∈ L∞+ (Ω) := {q ∈
L∞(Ω): ess infq 1}, we denote
ρ(u) =
∫
Ω
∣∣u(x)∣∣p(x) dx,
p− = ess inf p and p+ = ess sup p.
By [11,18], Lp(x)(Ω) is a Banach space with the norm
‖u‖p(x) = inf
{
λ > 0: ρ
(
u
λ
)
 1
}
.
Now, we present some basic properties on the generalized Lebesgue spaces Lp(x)(Ω) and generalized Lebesgue–Sobolev
spaces
W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω): |∇u| ∈ Lp(x)(Ω)}.
From [11,16] we know that W 1,p(x)(Ω) is a Banach space with the norm
‖u‖∗ := ‖u‖p(x) + ‖∇u‖p(x).
The space W 1,p(x)0 (Ω) is deﬁned as the closure of C
∞
0 (Ω) in W
1,p(x)(Ω). It is known that ‖∇u‖p(x) and ‖u‖∗ are equivalent
norms on W 1,p(x)(Ω) (see [10]). Moreover:0
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(i) ‖u‖p(x) < 1 (= 1;> 1) if and only if ρ(u) < 1 (= 1;> 1).
(ii) If ‖u‖p(x) > 1, then ‖u‖p
−
p(x)  ρ(u) ‖u‖p
+
p(x) .
(iii) If ‖u‖p(x) < 1, then ‖u‖p
+
p(x)  ρ(u) ‖u‖p
−
p(x) .
Theorem 3. (See [10,11].)
(i) The space (Lp(x)(Ω),‖ · ‖p(x)) is separable.
(ii) If p− > 1, then Lp(x)(Ω) is reﬂexive.
(iii) If p− > 1, then W 1,p(x)(Ω) is separable and reﬂexive.
It follows immediately from the deﬁnition of W 1,p(x)0 (Ω) and properties of W
1,p(x)(Ω) that W 1,p(x)0 (Ω) is a reﬂexive
and separable Banach space.
Theorem 4. (See [10,11].) Let Ω be a bounded domain of RN and let p,q ∈ L∞+ (Ω). Then
Lp(x)(Ω) ⊂ Lq(x)(Ω)
if and only if q(x) p(x) for a.e. x ∈ Ω , and in this case, the imbedding is continuous.
Theorem 5. (See [10].) Let Ω be a bounded domain of RN and let p,q ∈ C(Ω) such that p−,q−  1. Assume that
q(x) < p∗(x) :=
{
Np(x)/(N − p(x)), p(x) < N,
∞, p(x) N,
for all x ∈ Ω . Then
W 1,p(x)(Ω) ⊂ Lq(x)(Ω)
and the imbedding is continuous and compact.
In particular, it follows that W 1,p(x)(Ω) ⊂ Lp(x)(Ω) with continuous and compact imbedding since p(x) < p∗(x) for all
x ∈ Ω . For more details about these spaces we refer the reader to [10–13,16,18].
From now on we consider Ω ⊂ RN a bounded smooth domain, H := L2(Ω) and X := W 1,p(x)0 (Ω), where p(x) is contin-
uous in Ω , non-constant and moreover p(x) > 2 a.e. in Ω . By Theorems 5 and 4 it follows that
W 1,p(x)0 (Ω) ⊂ W 1,p(x)(Ω) ⊂ Lp(x)(Ω) ⊂ L2(Ω).
So X ⊂ H and the imbedding is continuous and compact. Also we have X ⊂ H ⊂ X∗ with continuous and dense imbeddings.
In [23] it was proved that the operator A1 : X → X∗ deﬁned by
A1u(v) =
∫
Ω
∣∣∇u(x)∣∣p(x)−2∇u(x) · ∇v(x)dx,
for each u, v ∈ X , is monotone, coercive and hemicontinuous and that the operator AH , which is the realization of A1 at
H = L2(Ω) given by{D(AH) := {u ∈ X: A1(u) ∈ H},
AH(u) = A1(u), if u ∈ D(AH),
is maximal monotone in H. Usually AH(u) is denoted by −p(x)(u) or −div(|∇u|p(x)−2∇u).
If we consider D ∈ L∞(Ω) with 0< σ  D(x) M < ∞ a.e. in Ω then in an analogous way as in [23] we can prove that
the operator AD1 : X → X∗ deﬁned by
AD1 u(v) =
∫
Ω
D(x)
∣∣∇u(x)∣∣p(x)−2∇u(x) · ∇v(x)dx,
for each u, v ∈ X , is monotone, coercive and hemicontinuous and that the operator ADH , which is the realization of AD1 at
H = L2(Ω) is maximal monotone in H. We will denote AD (u) := −div(D|∇u|p(x)−2∇u). Moreover, it holds:H
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(a) If ‖u‖X  1, then 〈AD1 u,u〉X∗,X  σ‖u‖p
+
X .
(b) If ‖u‖X  1, then 〈AD1 u,u〉X∗,X  σ‖u‖p
−
X .
3. Subdifferential type properties of the p(x)-Laplacian operator
In this section we prove that the p(x)-Laplacian operator ADH is subdifferential of a convex, proper and lower semi-
continuous non-negative map. If an operator is of a subdifferential type we can get very interesting results on equations
involving the operator, see, e.g., Theorems 3.2 and 3.6 in [4]. In the constant case, p(x) = p > 2, it is a known result that
the operator p-Laplacian is subdifferential of a convex, proper and lower semicontinuous non-negative map.
Consider the function ϕDp(x) : H = L2(Ω) → R ∪ {∞} given by
ϕDp(x)(u) =
{∫
Ω
D(x)
p(x) |∇u|p(x) dx, if u ∈ X,
+∞, otherwise,
where D ∈ L∞(Ω) and 0< σ  D(x) M < ∞ a.e. in Ω .
Remark 1. The map ϕDp(x) is convex and proper.
In fact, as for u ∈ X we have ∇u ∈ Lp(x) and it follows that
ϕDp(x)(u) =
∫
Ω
D(x)
p(x)
|∇u|p(x) dx M
2
∫
Ω
|∇u|p(x) dx< ∞
and the map ϕDp(x) is proper.
Since the application λp is convex, for λ > 0, then for u, v ∈ X and 0 t  1 we obtain
ϕDp(x)
(
tu + (1− t)v)= ∫
Ω
D(x)
p(x)
∣∣∇(tu + (1− t)v)∣∣p(x) dx
=
∫
Ω
D(x)
p(x)
∣∣t∇u + (1− t)∇v∣∣p(x) dx

∫
Ω
D(x)
p(x)
[
t|∇u| + (1− t)|∇v|]p(x) dx

∫
Ω
D(x)
p(x)
[
t|∇u|p(x) + (1− t)|∇v|p(x)]dx
= t
∫
Ω
D(x)
p(x)
|∇u|p(x) dx+ (1− t)
∫
Ω
D(x)
p(x)
|∇v|p(x) dx
= tϕDp(x)(u)+ (1− t)ϕDp(x)(v)
and for u or v in H\X the inequality above is trivial. Thus the map ϕDp(x) is convex.
For u ∈ X we have the following estimates:
Lemma 2.
(a) If ‖u‖X  1, then σp+ ‖u‖p
+
X  ϕDp(x)(u)
M
p− ‖u‖p
−
X .
(b) If ‖u‖X > 1, then σp+ ‖u‖p
−
X  ϕDp(x)(u)
M
p− ‖u‖p
+
X .
Proof. Observe that
ϕDp(x)(u) =
∫
D(x)
p(x)
|∇u|p(x) dx M
p−
∫
|∇u|p(x) dx = M
p−
ρ(∇u)Ω Ω
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ϕDp(x)(u) =
∫
Ω
D(x)
p(x)
|∇u|p(x) dx σ
p+
∫
Ω
|∇u|p(x) dx = σ
p+
ρ(∇u).
Thus, if ‖u‖X = ‖∇u‖p(x)  1 by Theorem 2 we obtain
σ
p+
‖u‖p+X =
σ
p+
‖∇u‖p+p(x) 
σ
p+
ρ(∇u)
 ϕDp(x)(u)
M
p−
ρ(∇u) M
p−
‖∇u‖p−p(x) =
M
p−
‖u‖p−X
and (a) follows. By another side, using Theorem 2 again, if ‖u‖X = ‖∇u‖p(x) > 1 we obtain
σ
p+
‖u‖p−X =
σ
p+
‖∇u‖p−p(x) 
σ
p+
ρ(∇u)
 ϕDp(x)(u)
M
p−
ρ(∇u) M
p−
‖∇u‖p+p(x) =
M
p−
‖u‖p+X
and (b) follows. 
Now, we are in conditions to prove the following result:
Proposition 1. The map ϕDp(x) is lower semicontinuous.
Proof. We have to prove that
ϕDp(x)(u) lim infϕDp(x)(un)
if un → u in H. Then consider un → u in H, if lim infϕDp(x)(un) = +∞ then ϕDp(x)(u)  +∞ = lim infϕDp(x)(un). Now, if
lim infϕDp(x)(un) = a < +∞ then there exists a subsequence {un j } ⊂ X of {un} such that
lim
j→∞
ϕDp(x)(un j ) = lim
j→∞
∫
Ω
D(x)
p(x)
|∇un j |p(x) dx = a.
So, there exists a constant M˜ > 0 such that∣∣ϕDp(x)(un j )∣∣ M˜, ∀ j.
For all indices j with ‖un j‖X  1 using Lemma 2 we obtain
‖un j‖X 
(
p+
σ
M˜
) 1
p+ := C1
and for all indices j with ‖un j‖X > 1 using Lemma 2 we obtain
‖un j‖X 
(
p+
σ
M˜
) 1
p− := C2.
Therefore, it follows that ‖un j‖X  C := max{C1,C2}, i.e., {un j } is a bounded sequence in the reﬂexive Banach space X and
then {un j } has a subsequence (which we still denote by un j ) such that un j ⇀ v in X for some v ∈ X . As H∗ ⊂ X∗ we also
have that un j ⇀ v in H and then u = v ∈ X .
Now, considering the subdifferential ∂ϕDp(x) of ϕ
D
p(x) we get〈
∂ϕDp(x)(u),un j − u
〉+ ϕDp(x)(u) ϕDp(x)(un j )
for all j ∈ N. As un j ⇀ u in X and ϕDp(x)(u) ∈ X∗ it follows that〈
∂ϕDp(x)(u),un j − u
〉→ 0
as j → ∞. So
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D
p(x)(un j ) = a = lim infϕDp(x)(un)
and the proof is completed. 
Finally we can state the main result of this section:
Theorem 6.We have that ADH(u) = −div(D|∇u|p(x)−2∇u) = ∂ϕDp(x)u, that is, ADH is the subdifferential ∂ϕDp(x) of ϕDp(x) .
Proof. By Example 2.1.4 in [4] we know that ∂ϕDp(x) is monotone in H. Since ADH is maximal monotone in H in order to
prove that ADH(u) = ∂ϕDp(x)(u) it is enough to prove that ADH(u) ⊂ ∂ϕDp(x)(u). Let u ∈ D(ADH) and v = ADH(u), then for all
ξ ∈ X we have
〈v, ξ − u〉 = 〈ADH(u), ξ − u〉
=
∫
Ω
D(x)|∇u|p(x)−2∇u · (∇ξ − ∇u)dx
=
∫
Ω
D(x)|∇u|p(x)−2∇u · ∇ξ dx−
∫
Ω
D(x)|∇u|p(x) dx.
Then, considering q(x) such that 1p(x) + 1q(x) = 1, we have
〈v, ξ − u〉 +
∫
Ω
D(x)|∇u|p(x) dx =
∫
Ω
D(x)|∇u|p(x)−2∇u · ∇ξ dx

∫
Ω
D(x)|∇u|p(x)−1|∇ξ |dx

∫
Ω
D(x)
q(x)
|∇u|p(x) dx+
∫
Ω
D(x)
p(x)
|∇ξ |p(x) dx.
So
〈v, ξ − u〉 +
∫
Ω
D(x)
(
1− 1
q(x)
)
|∇u|p(x) dx
∫
Ω
D(x)
p(x)
|∇ξ |p(x) dx
and therefore
〈v, ξ − u〉 + ϕDp(x)(u) ϕDp(x)(ξ), ∀ξ ∈ X .
As ϕDp(x)(ξ) = +∞ if ξ ∈ H\X we obtain
〈v, ξ − u〉 + ϕDp(x)(u) ϕDp(x)(ξ), ∀ξ ∈ H
and ADH(u) = v ∈ ∂ϕDp(x)(u). The proof is complete. 
We have some remarks:
Remark 2. In elliptic problems it was proved that A1 : X → X∗ is the derivative operator of the following functional
J p(x)(u) =
∫
Ω
1
p(x)
|∇u|p(x) dx, u ∈ X,
in the weak sense. Moreover, J p(x) ∈ C1(X,R) (see [5,10]).
Remark 3. By Corollary 2.1 in [3] we know that the domain of ADH is a dense subset of D(ϕDp(x)) := {u ∈ H: ϕDp(x)(u) < ∞} =
X = W 1,p(x)0 (Ω). As X ⊂ H, and the imbedding is continuous and compact, we get W 1,p(x)0 (Ω) ⊂ clH(D(ADH)) for all p(x)
such that p(x) > 2 and p(x) is continuous in Ω . Consequently we obtain that clH(D(ADH)) = H for all p(x) such that
p(x) > 2 and p ∈ C(Ω). Note that we answer the question raised in Remark 4.1 in [23].
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Consequence 1 in [23]){ du
dt
− div(D|∇u|p(x)−2∇u)= f ,
u(0) = u0,
(2)
where Ω is a bounded smooth domain in Rn , n  1, p(x) ∈ C(Ω) with p(x) > 2, u0 ∈ clH(D(ADH)) = H, D ∈ L∞(Ω) with
0< σ  D(x) M < ∞ a.e. in Ω and f ∈ L2(0, T ;H), is a strong solution to (2).
(ii) In an analogous way we get that the weak solution to (see Consequence 3 in [23]){ du
dt
(t)− div(D∣∣∇u(t)∣∣p(x)−2∇u(t))= B(u(t)), t > 0,
u(0) = u0,
(3)
where u0 ∈ clH(D(ADH)) = H and B : H → H is a globally Lipschitz map, is a strong solution to (3).
(iii) Moreover, Theorem 3.2 in [4] provides other nice properties to the solutions of (2) and (3).
4. Existence of the global attractor
From now on, we will denote X1 := W 1,p1(x)0 (Ω) and X2 := W 1,p2(x)0 (Ω).
By [20] we know that −div(|∇u|pi(x)−2∇u), i = 1,2, generate a compact semigroup and the result remains true for
−div(Di |∇u|pi(x)−2∇u) with Di as above. Thus by Theorem 1, given a bounded subset B0 ⊂ H × H, there exists T0 > 0
such that for each (u0, v0) ∈ B0 there exists at least one strong solution (u, v) of the system (1) deﬁned on [0, T0].
In order to get global solutions, as in [22], we use the suitable conditions on terms F and G which appear in the
following
Deﬁnition 1. The pair (F ,G) of maps F ,G : H × H → P (H), which take bounded subsets of H × H into bounded subsets
of H, is called positively sublinear if there exist a > 0, b > 0, c > 0 and m0 > 0 such that for each (u, v) ∈ H × H with
‖u‖ > m0 or ‖v‖ > m0 for which either there exists f0 ∈ F (u, v) satisfying 〈u, f0〉 > 0 or there exists g0 ∈ G(u, v) with
〈v, g0〉 > 0, we have both
‖ f ‖ a‖u‖ + b‖v‖ + c
and
‖g‖ a‖u‖ + b‖v‖ + c
for each f ∈ F (u, v) and each g ∈ G(u, v).
Let T > 0 be arbitrary. We can repeat the same arguments used in [22] to prove that each solution of (1) which is deﬁned
on [0, T0), T0  T can be extended up to [0, T ] if (F ,G) are supposed to be positively sublinear operators in H × H.
In this work, to study global attractors for the system (1) which don’t have guaranty of uniqueness of solution, we follow
the general frameworks [2,21,22]. By [22] we get:
• If D(u0, v0) is the set of all solutions of (1) with initial data (u0, v0) then
G :=
⋃
(u0,v0)∈H×H
D(u0, v0)
is a generalized semiﬂow in H × H which is called the generalized semiﬂow associated with (1).
• If G is eventually bounded then G is asymptotically compact.
Therefore, according to Theorem 9 in [21] (see also Remark 6 in [21]), in order to assure the existence of a compact
invariant B-attractor for (1), it is enough to guarantee that the generalized semiﬂow G deﬁned by (1) is B-dissipative and
so, eventually bounded and ϕ-dissipative.
Now, our object is to prove B-dissipativity for the system (1). We have the following:
Theorem 7. Let F ,G : H × H → P (H) be bounded, upper semicontinuous and positively sublinear operators. There exists a bounded
set B0 in H×H and t0 > 0 such that for any ϕ ∈ G, ϕ(t) ∈ B0 , ∀t  t0 . Then, in particular, the generalized semiﬂow G deﬁned by (1)
is B-dissipative.
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for each T > 0 such that u, v satisfy the problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂u
∂t
− div(D1|∇u|p1(x)−2∇u)= f in (0, T )×Ω,
∂v
∂t
− div(D2|∇v|p2(x)−2∇v)= g in (0, T )×Ω,
u(0, x) = u0(x), v(0, x) = v0(x) inΩ.
(4)
Multiplying the ﬁrst equation by u we obtain〈
∂u(t)
∂t
,u(t)
〉
H
+ 〈−div(D1|∇u|p1(x)−2∇u(t)),u(t)〉H = 〈 f (t),u(t)〉H.
Let I := (0, T ), I1 := {t ∈ I: ‖u(t)‖X1 < 1} and I2 := {t ∈ I: ‖u(t)‖X1  1}. Then by Lemma 1
1
2
d
dt
∥∥u(t)∥∥2H + σ∥∥u(t)∥∥p+1X  〈 f (t),u(t)〉H if t ∈ I1,
and
1
2
d
dt
∥∥u(t)∥∥2H + σ∥∥u(t)∥∥p−1X  〈 f (t),u(t)〉H if t ∈ I2.
Thus, if α1 is the constant of the continuous imbedding X1 ⊂ H, it follows that
1
2
d
dt
∥∥u(t)∥∥2H 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
− σ
α
p+1
1
‖u(t)‖p
+
1
H + 〈 f (t),u(t)〉H if t ∈ I1,
− σ
α
p−1
1
‖u(t)‖p
−
1
H + 〈 f (t),u(t)〉H if t ∈ I2.
(5)
In an analogous way, multiplying the second equation in (4) by v we obtain
1
2
d
dt
∥∥v(t)∥∥2H 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
− σ
α
p+2
2
‖v(t)‖p
+
2
H + 〈g(t), v(t)〉H if t ∈ I˜1,
− σ
α
p−2
2
‖v(t)‖p
−
2
H + 〈g(t), v(t)〉H if t ∈ I˜2,
where I˜1 := {t ∈ I: ‖v(t)‖X2 < 1}, I˜2 := {t ∈ I: ‖v(t)‖X2  1} and α2 is the constant of the continuous imbedding X2 ⊂ H.
Now, let r := p+1
p−1
> 1 and r′ be such that 1r + 1r′ = 1, then by Young’s inequality
∥∥u(t)∥∥p−1H  1r′ + 1r ∥∥u(t)∥∥p+1H ,
and so
− σ
α
p+1
1
∥∥u(t)∥∥p+1H  r(− σ
α
p+1
1
∥∥u(t)∥∥p−1H + σ
α
p+1
1 r
′
)
. (6)
Using (6) in (5) we get
1
2
d
dt
∥∥u(t)∥∥2H −C2∥∥u(t)∥∥p−1H + 〈 f (t),u(t)〉H + C1, ∀t ∈ I = (0, T ),
where C2 := min{ σ
α
p+1
1
, σ
α
p−1
1
} and C1 := rσ
α
p+1
1 r
′
.
In an analogous way, taking r˜ := p+2
p−2
> 1 and r˜ ′ such that 1r˜ + 1r˜′ = 1 we get
1
2
d
dt
∥∥v(t)∥∥2H −C˜2∥∥v(t)∥∥p−2H + 〈g(t), v(t)〉H + C˜1, ∀t ∈ I = (0, T ),
where C˜2 := min{ σp+2 ,
σ
p−2
} and C˜1 := r˜σp+2 ′ .α2 α2 α2 r˜
J. Simsen, M.S. Simsen / J. Math. Anal. Appl. 388 (2012) 23–38 31Thus, we obtain⎧⎪⎨⎪⎩
1
2
d
dt
∥∥u(t)∥∥2H −C2∥∥u(t)∥∥p−1H + 〈 f (t),u(t)〉H + C1,
1
2
d
dt
∥∥v(t)∥∥2H −C˜2∥∥v(t)∥∥p−2H + 〈g(t), v(t)〉H + C˜1, (7)
where C2, C˜2, C1, C˜1 are positive real numbers depending on p
−
1 , p
−
2 , p
+
1 , p
+
2 , Ω , σ .
We can suppose, without losing generality that p−1  p
−
2 . If p
−
1 = p−2 we obtain a similar expression as (7) with p−2 on
the place of p−1 . If p
−
1 > p
−
2 , taking s := p
−
1
p−2
> 1, s′ such that 1s + 1s′ = 1 and  > 0 we have∥∥u(t)∥∥p−2H =  ∥∥u(t)∥∥p−2H  1s′s′ + 1s s∥∥u(t)∥∥p−1H
and then
−C2
∥∥u(t)∥∥p−1H  ss
[
C2
s′s′
− C2
∥∥u(t)∥∥p−2H ].
So, we have that⎧⎪⎨⎪⎩
1
2
d
dt
∥∥u(t)∥∥2H −C2ss ∥∥u(t)∥∥p−2H + 〈 f (t),u(t)〉H + C1 + sC2s′ss′ ,
1
2
d
dt
∥∥v(t)∥∥2H −C˜2∥∥v(t)∥∥p−2H + 〈g(t), v(t)〉H + C˜1. (8)
Now, we use that (F ,G) is positively sublinear (see Deﬁnition 1) to estimate 〈 f (t),u(t)〉H and 〈g(t), v(t)〉H . To do this,
we have to consider the following three steps:
(1) If ‖u(t)‖ m0 and ‖v(t)‖ m0 then as F and G take bounded subsets of H × H into bounded subsets of H there
exists C > 0 such that〈
f (t),u(t)
〉
H 
∥∥ f (t)∥∥∥∥u(t)∥∥ Cm0
and 〈
g(t), v(t)
〉
H 
∥∥g(t)∥∥∥∥v(t)∥∥ Cm0.
(2) If ‖u(t)‖ > m0 or ‖v(t)‖ > m0 and 〈 f0,u(t)〉  0 and 〈g0, v(t)〉  0, ∀ f0 ∈ F (u(t), v(t)) and ∀g0 ∈ G(u(t), v(t)) then
〈 f (t),u(t)〉H  0 and 〈g(t), v(t)〉H  0.
(3) If ‖u(t)‖ > m0 or ‖v(t)‖ > m0 and 〈 f0,u(t)〉 > 0 or 〈g0, v(t)〉 > 0 for some f0 ∈ F (u(t), v(t)) or for some g0 ∈
G(u(t), v(t)) then, for  > 0, θ := p−22 > 1 and ν :=
p−2
(p−2 )′
> 1, we get〈
f (t),u(t)
〉

∥∥ f (t)∥∥∥∥u(t)∥∥
 

a
∥∥u(t)∥∥2 + 

b
∥∥u(t)∥∥∥∥v(t)∥∥+ 

c
∥∥u(t)∥∥
 1
θ ′
(
a

)θ ′
+ 1
θ
θ
∥∥u(t)∥∥p−2H + 1(p−2 )′
(
b

)(p−2 )′∥∥v(t)∥∥(p−2 )′H
+ 1
p−2
p
−
2
∥∥u(t)∥∥p−2H + 1(p−2 )′
(
c

)(p−2 )′
+ 1
p−2
p
−
2
∥∥u(t)∥∥p−2H
=
(
2
p−2

p−2
2 + 2
p−2
p
−
2
)∥∥u(t)∥∥p−2H +  1(p−2 )′
(
b

)(p−2 )′∥∥v(t)∥∥(p−2 )′H
+
(
1
θ ′
(
a

)θ ′
+ 1
(p−2 )′
(
c

)(p−2 )′)

(
2
p−2

p−2
2 + 2
p−2
p
−
2
)∥∥u(t)∥∥p−2H + νν ∥∥v(t)∥∥p−2H
+
[
1
ν ′
(
1

1
(p−)′
(
b

)(p−2 )′)ν ′
+ 1
θ ′
(
a

)θ ′
+ 1
(p−)′
(
c

)(p−2 )′]
2 2
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g(t), v(t)
〉

(
2
p−2

p−2
2 + 2
p−2
p
−
2
)∥∥v(t)∥∥p−2H + νν ∥∥u(t)∥∥p−2H
+
[
1
ν ′
(
1

1
(p−2 )′
(
a

)(p−2 )′)ν ′
+ 1
θ ′
(
b

)θ ′
+ 1
(p−2 )′
(
c

)(p−2 )′]
.
Therefore, joining up (1), (2) and (3) we get〈
f (t),u(t)
〉

(
2
p−2

p−2
2 + 2
p−2
p
−
2
)∥∥u(t)∥∥p−2H + νν ∥∥v(t)∥∥p−2H +m0C
+
[
1
ν ′
(
1

1
(p−2 )′
(
b

)(p−2 )′)ν ′
+ 1
θ ′
(
a

)θ ′
+ 1
(p−2 )′
(
c

)(p−2 )′]
(9)
and 〈
g(t), v(t)
〉

(
2
p−2

p−2
2 + 2
p−2
p
−
2
)∥∥v(t)∥∥p−2H + νν ∥∥u(t)∥∥p−2H +m0C
+
[
1
ν ′
(
1

1
(p−2 )′
(
a

)(p−2 )′)ν ′
+ 1
θ ′
(
b

)θ ′
+ 1
(p−2 )′
(
c

)(p−2 )′]
. (10)
Using (9) and (10) in (8) we get⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2
d
dt
∥∥u(t)∥∥2H  (−C2ss + 2p−2 
p−2
2 + 2
p−2
p
−
2
)∥∥u(t)∥∥p−2H + νν ∥∥v(t)∥∥p−2H + C3(),
1
2
d
dt
∥∥v(t)∥∥2H  (−C˜2 + 2p−2 
p−2
2 + 2
p−2
p
−
2
)∥∥v(t)∥∥p−2H + νν ∥∥u(t)∥∥p−2H + C4(),
where C3() = C˜3(, p−1 , p−2 )+ C1 and C4() = C˜4(, p−1 , p−2 )+ C˜1. Thus, adding the last two inequalities we obtain
1
2
d
dt
(∥∥u(t)∥∥2H + ∥∥v(t)∥∥2H) (−C2ss + 2p−2 
p−2
2 + 2
p−2
p
−
2 + 
ν
ν
)∥∥u(t)∥∥p−2H
+
(
−C˜2 + 2
p−2

p−2
2 + 2
p−2
p
−
2 + 
ν
ν
)∥∥v(t)∥∥p−2H + C3()+ C4().
As  > 0 is arbitrary, take 0 suﬃciently small such that
2
p−2

p−2
2
0 +
2
p−2

p−2
0 +
ν0
ν
<
C˜2
2
and
C2s
s0
 C˜2.
Then
1
2
d
dt
(∥∥u(t)∥∥2H + ∥∥v(t)∥∥2H)−C5(∥∥u(t)∥∥p−2H + ∥∥v(t)∥∥p−2H )+ C6
where C5 := C˜22 > 0 and C6 = C3(0)+ C4(0) > 0.
Thus,
1
2
d
dt
(∥∥u(t)∥∥2H + ∥∥v(t)∥∥2H)−C5(∥∥u(t)∥∥2 p−22H + ∥∥v(t)∥∥2 p−22H )+ C6
− C5
2
p−2
2
(∥∥u(t)∥∥2H + ∥∥v(t)∥∥2H) p−22 + C6.
Therefore, the function y(t) := ‖u(t)‖2H + ‖v(t)‖2H satisﬁes the inequality
y′(t)− 2C5
2
p−2
2
y(t)
p−2
2 + 2C6, t > 0
and we can conclude the proof appealing to Lemma 5.1, [24]. 
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and given by
A(D1,D2) =
⋃
B∈B(H×H)
ω(B) =ωB(H × H).
Furthermore, A(D1,D2) is the maximal compact invariant subset of H × H, and is minimal among all closed global B-
attractors. We also have that A(D1,D2) is the union of all complete bounded orbits in H × H (see Theorem 15 in [21]).
5. Dependence on parameters: Upper semicontinuity of attractors
In this section we consider the problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂uλ
∂t
− div(Dλ1|∇uλ|p1(x)−2∇uλ) ∈ F (uλ, vλ) in (0,∞)×Ω,
∂vλ
∂t
− div(Dλ2|∇vλ|p2(x)−2∇vλ) ∈ G(uλ, vλ) in (0,∞)×Ω,
uλ(0, x) = u0,λ(x), vλ(0, x) = v0,λ(x) inΩ,
(11)
where u0,λ, v0,λ ∈ L2(Ω), Dλ1, Dλ2 ∈ L∞(Ω), Dλi (x)  σ > 0 almost everywhere in Ω , i = 1,2, λ ∈ [0, λ0] and Dλi → D0i in
L∞(Ω) as λ → 0, i = 1,2. Ω , p1(x), p2(x) and F , G are supposed to satisfy the same conditions as in problem (1). For each
λ ∈ [0, λ0] we can associate a generalized semiﬂow Gλ which as a global compact invariant B-attractor Aλ , as it is proved
in Section 4.
Our object in this section is to prove that the family of attractors {Aλ}λ∈Λ is upper semicontinuous at λ = 0.
In this section we denote AD
λ
1 (w) := −div(Dλ1|∇w|p1(x)−2∇w), and analogously BD
λ
2 (w) := −div(Dλ2|∇w|p2(x)−2∇w);
SD
λ
1 the semigroup generated by AD
λ
1 and Tλ the multivalued semigroup deﬁned by Gλ .
For the purpose of obtaining the upper semicontinuity of {Aλ}λ∈Λ on λ = 0 we appeal to the following results:
Theorem 8. (See [22].)
(a) Let Λ be a metric space and consider the following Cauchy problem{ duλ
dt
+ Aλuλ  fλ,
uλ(0) = u0 ∈ H,
(12)
where fλ ∈ L1(0, T ,H), ∀λ ∈ Λ, Aλ is a maximal monotone operator in a Hilbert space H, Aλ = ∂φλ is the subdifferential of
some convex, proper and l.s.c. non-negative map φλ : H → R ∪ {+∞}, with ⋂λ∈Λ D(φλ) = H and for each u ∈ ⋂λ∈Λ D(φλ)
there exists a constant k(u) > 0 such that φλ(u) k(u), ∀λ ∈ Λ. If {Sλ(t)} is the semigroup generated by Aλ in H then, for each
u0 ∈ H ﬁxed, {Sλ(·)u0}λ∈Λ ⊂ C([0, T ];H) is equicontinuous at t0 = 0.
(b) Let K := { fλ: λ ∈ Λ} be a uniformly integrable subset of L1(0, T ,H) and let M(K ) := {uλ: uλ is the only weak solution of (12)
on [0, T ], λ ∈ Λ}. If for each t ∈ [0, T ], the set M(K )(t) := {uλ(t): uλ ∈ M(K )} is relatively compact inH, then M(K ) is relatively
compact in C([0, T ];H).
(c) Let K := { fλ: λ ∈ Λ} be a uniformly integrable subset of L1(0, T ,H). If for each t ∈ (0, T ] and h > 0 such that t − h ∈ (0, T ], the
operator Th : M(K )(t) → H deﬁned by Thuλ(t) = Sλ(h)uλ(t − h) is compact, then M(K ) = {uλ: λ ∈ Λ} is relatively compact in
C([0, T ];H).
Theorem 9. (See [17,22].) Let Λ be a metric space, λ1 be a non-isolated point and let {Gλ}λ∈Λ be a family of generalized semiﬂows in
the Banach space B satisfying:
(i) For each λ ∈ Λ, Gλ has a compact and invariant global B-attractor Aλ and⋃λ∈Λ Aλ ∈ B(B).
(ii) The multivalued map deﬁned by Gλ , λ → Tλ(t)(A), A .=⋃λ∈Λ Aλ , is w-upper semicontinuous at λ1 for large t, i.e., there exists
t0 > 0 such that for each t  t0 ﬁxed, given ε > 0, ∃δ > 0 such that Tλ(t)(A) ⊂ O ε(Tλ1 (t)(A)), ∀λ ∈ O δ(λ1).
Then dist(Aλ,Aλ1 ) → 0, as λ → λ1 .
We have the following:
Lemma 3. If (uλ, vλ) is a solution of (11), then there exist positive numbers r0 and a constant t0 > 0 such that ‖(uλ(t), vλ(t))‖H×H 
r0 , for each t  t0 and λ ∈ [0, λ0].
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∂uλ
∂t
− div(Dλ1|∇uλ|p1(x)−2∇uλ)= fλ,
∂vλ
∂t
− div(Dλ2|∇vλ|p2(x)−2∇vλ)= gλ.
The very same arguments employed in the proof of Theorem 7 can also be applied here observing that the constants C2, C˜2,
C1, C˜1, C5, C6 can be uniformly chosen for λ ∈ [0, λ0], once Dλi (x) σ > 0 a.e. in Ω , i = 1,2, ∀λ ∈ [0, λ0] and Dλi → D0i , in
L∞(Ω) as λ → 0, and so there is a positive constant Mi > 0 such that ‖Dλi ‖L∞(Ω)  Mi , ∀λ ∈ [0, λ0]. Thus there are positive
numbers r0 and t0 such that ‖(uλ(t), vλ(t))‖H×H  r0, for each t  t0 and λ ∈ [0, λ0]. 
Remark 5. The constants r0 and t0 in Lemma 3 are independent of the initial values and can be chosen uniformly on [0, λ0].
Remark 6. If (uλ, vλ) is a solution of (11), then there exists a positive number K = K (u0,λ, v0,λ, t0) such that
‖(uλ(t), vλ(t))‖H×H  K , ∀t ∈ [0, t0]. If the initial values are all in a bounded set of H × H, then K is uniform on [0, λ0]
and we have that ‖(uλ(t), vλ(t))‖H×H  K , for each λ ∈ [0, λ0] and for each t ∈ [0, t0]. In this case we can consider t0 = 0
in Lemma 3.
Using Lemma 3 we get
Lemma 4. There exists a bounded set B0 in H × H such that Aλ ⊂ B0 , ∀λ ∈ [0, λ0].
Thus, the family {Gλ}λ∈[0,λ0] satisﬁes condition (i) in Theorem 9. Now by using Lemmas 3, 2 and the fact that F and G
are bounded, we can repeat the arguments used in [14, Lemma 2.2], for each equation in⎧⎪⎨⎪⎩
∂uλ
∂t
− div(Dλ1|∇uλ|p1(x)−2∇uλ)= fλ,
∂vλ
∂t
− div(Dλ2|∇vλ|p2(x)−2∇vλ)= gλ
to obtain:
Lemma 5. If ϕλ := (uλ, vλ) ∈ Gλ , then there exist positive constants K > 0 and t1 > t0 , independent of λ, such that∥∥ϕλ(t)∥∥X1×X2 = ∥∥uλ(t)∥∥X1 + ∥∥vλ(t)∥∥X2 < K
for every t  t1 and λ ∈ [0, λ0], where t0 is the positive constant in Lemma 3.
Remark 7. If (uλ, vλ) ∈ Gλ with initial values all in a bounded set of X1 × X2, then we have that there exists a positive
constant K˜ such that∥∥(uλ(t), vλ(t))∥∥X1×X2  K˜ , ∀λ ∈ [0, λ0] and ∀t ∈ [0, t1].
In this case we can consider t1 = 0 in Lemma 5.
As a consequence of Lemma 5 we have that
⋃
λ∈Λ Aλ is a bounded subset of X1 × X2 and so we can conclude the
following:
Lemma 6. A :=⋃λ∈Λ Aλ is a compact subset of H × H.
The proof of the next theorem follows the same arguments as in the proof of Theorem 3.4 in [22]. The main change was
in Statement 3 in [22] where it was used the Hölder inequality and here we use another arguments.
Theorem 10. The map λ → Tλ(t)(A) is w-upper semicontinuous at λ1 := 0 for each t > 0.
Proof. Suppose, on the contrary, that there exists a number t0 > 0 such that the map λ → Tλ(t0)(A) is not w-upper
semicontinuous at λ1 = 0. So, there exists a γ -neighborhood Oγ (T0(t0)(A)) such that for each n ∈ N there exists 0 λn <
min{λ0, 1 } and ξλn ∈ Tλn (t0)(A) with ξλn /∈ Oγ (T0(t0)(A)). Then ξλn = ϕλn (t0) = (uλn (t0), vλn (t0)), ϕλn ∈ Gλn , ϕλn (0) ∈ A.n
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diction.
We have that ϕλn = (uλn , vλn ) is a solution of (11) with (uλn (0), vλn (0)) ∈ A. So, there exist fλn , gλn ∈ L1(0, T ;H), with
fλn (t) ∈ F (uλn (t), vλn (t)), gλn (t) ∈ G(uλn (t), vλn (t)) a.e. in (0, T ), and such that (uλn , vλn ) is a weak solution over (0, T ) of
the system⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂uλn
∂t
− div(Dλn1 |∇uλn |p1(x)−2∇uλn)= fλn in (0, T ),
∂vλn
∂t
− div(Dλn2 |∇vλn |p2(x)−2∇vλn)= gλn in (0, T ),
uλn(0) = u0,λn , vλn(0) = v0,λn .
(13)
We can suppose t0 ∈ (0, T ). As A is compact (uλn (0), vλn (0)) → (u0, v0) ∈ A. Let uλn (·) := I(u0,λn ) fλn (·), vλn (·) :=
I(v0,λn )gλn (·) and zλn (·) := I(u0) fλn (·) and wλn (·) := I(v0)gλn (·) be the solutions of the problems⎧⎨⎩
∂zλn
∂t
− div(Dλn1 |∇zλn |p1(x)−2∇zλn)= fλn ,
zλn (0) = u0
(14)
and ⎧⎨⎩
∂wλn
∂t
− div(Dλn2 |∇wλn |p2(x)−2∇wλn)= gλn ,
wλn (0) = w0,
(15)
respectively.
As in the proof of Theorem 3.4 in [22] we get positive constants M and ρ such that∥∥uλn(t)∥∥H + ∥∥vλn(t)∥∥H  MeρT
for all t ∈ [0, T ], and for all n ∈ N.
As F and G carry bounded sets of H × H in bounded sets of H there exists L > 0 such that∥∥ fλn(t)∥∥H  L and ∥∥gλn(t)∥∥H  L
for all t ∈ [0, T ], and for all n ∈ N.
Let K := { fλn : n ∈ N}, K˜ := {gλn : n ∈ N}, M(K ) := {zλn : n ∈ N} and M(K˜ ) := {wλn : n ∈ N}. Once K and K˜ are bounded
sets, they are uniformly integrable subsets.
Given t ∈ (0, T ] and h > 0 such that t − h ∈ (0, T ], as in the proof of Theorem 3.4 in [22] we get that the operator
Th : M(K )(t) → H, deﬁned by Thzλn (t) = Sλn (h)zλn (t−h), is compact. Then by Theorem 8 the set M(K ) is relatively compact
in C([0, T ]; H) and there exist z ∈ C([0, T ]; H) and a subsequence {zλn (·)} such that zλn → z in C([0, T ]; H). As each zλn is
a solution of (14) then zλn veriﬁes
1
2
∥∥zλn (t)− θ∥∥2  12∥∥zλn(s) − θ∥∥2 +
t∫
s
〈
fλn(τ )− yλn , zλn (τ )− θ
〉
dτ (16)
for all θ ∈ D(ADλn1 ) ⊂ X1 ⊂ H and yλn = AD
λn
1 (θ) and for all 0 s t  T .
Analogously, we can show that there exist w ∈ C([0, T ]; H) and a subsequence {wλn (·)} such that wλn → w in
C([0, T ]; H), verify
1
2
∥∥wλn (t)− θ∥∥2  12∥∥wλn(s) − θ∥∥2 +
t∫
s
〈
gλn(τ )− yλn ,wλn (τ )− θ
〉
dτ (17)
for all θ ∈ D(BDλn2 ) ⊂ X2 ⊂ H and yλn = BD
λn
2 (θ) and for all 0 s t  T .
As ‖ fλn (τ )‖H  L and ‖gλn (τ )‖H  L, for all 0  τ  T and for all n ∈ N, we conclude that there exists a positive
constant L˜ such that
‖ fλn‖L2(0,T ;H)  L˜ and ‖gλn‖L2(0,T ;H)  L˜, for all n ∈ N.
As L2(0, T ; H) is a reﬂexive Banach space there are f , g ∈ L2(0, T ; H) and subsequences, which we do not relabel, { fλn }
and {gλn } such that fλn ⇀ f and gλn ⇀ g in L2(0, T ; H). Consequently fλn ⇀ f and gλn ⇀ g in L1(0, T ; H).
As in the proof of Theorem 3.4 in [22] we get uλn → z and vλn → w in C([0, T ]; H). Moreover, f (t) ∈ F (z(t),w(t)) and
g(t) ∈ G(z(t),w(t)) a.e. in [0, T ].
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2(0, T ;H) implies that
fλn ⇀ f in L
2(s, t;H), ∀0 s t  T ;
and zλn → z in C([0, T ];H) implies that zλn → z in C([s, t];H) and consequently
zλn → z in L2(s, t;H), ∀0 s t  T ;
then
〈 fλn − h, zλn − θ〉L2(s,t;H) → 〈 f − h, z − θ〉L2(s,t;H)
for all θ,h ∈ H.
Now consider θ ∈ D(AD01 ) ⊂ X1 ⊂ H and let h := AD01(θ) ∈ H. We consider yλn := AD
λn
1 (θ) = −div(Dλn1 |∇θ |p1(x)−2∇θ).
Note that D(ADλn1 ) = D(AD01 ), ∀n ∈ N. We already know by (16) that the following holds
1
2
∥∥zλn (t)− θ∥∥2  12∥∥zλn(s) − θ∥∥2 +
t∫
s
〈
fλn(τ )− yλn , zλn (τ )− θ
〉
dτ
= 1
2
∥∥zλn(s) − θ∥∥2 + t∫
s
〈
fλn(τ )− h, zλn (τ )− θ
〉
dτ +
t∫
s
〈
h − yλn , zλn (τ )− θ
〉
dτ . (18)
We claim that
∫ t
s 〈h − yλn , zλn (τ ) − θ〉dτ → 0 as n → +∞. In fact, consider the function Bn(x) .= D01(x) − Dλn1 (x). Since
we are supposing that ‖Bn‖L∞(Ω) = ‖D01 − Dλn1 ‖L∞(Ω) → 0 as n → ∞, from Young’s inequality, we obtain for each τ  0,
that yields the following inequality〈
h − yλn , zλn (τ )− θ
〉= 〈h, zλn (τ )− θ 〉− 〈yλn , zλn (τ )− θ 〉

∥∥Bn∥∥L∞(Ω) ∫
Ω
|∇θ |p1(x)−2|∇θ |∣∣∇(zλn (τ ))− ∇θ ∣∣dx

∥∥Bn∥∥L∞(Ω)[∫
Ω
|∇θ |p1(x)−1∣∣∇(zλn (τ ))∣∣dx+ ∫
Ω
|∇θ |p1(x) dx
]

∥∥Bn∥∥L∞(Ω)[∫
Ω
1
q1(x)
|∇θ |p1(x) dx+
∫
Ω
1
p1(x)
∣∣∇(zλn(τ ))∣∣p1(x) dx+ ∫
Ω
|∇θ |p1(x) dx
]

∥∥Bn∥∥[∫
Ω
2|∇θ |p1(x) dx+
∫
Ω
1
2
∣∣∇(zλn (τ ))∣∣p1(x) dx]
= ∥∥Bn∥∥L∞(Ω)[2ρ(∇θ)+ 12ρ(∇(zλn (τ )))
]
where 1p1(x) + 1q1(x) = 1 and by Theorem 2
ρ(∇θ)
⎧⎨⎩‖θ‖
p+1
X1
if ‖θ‖X1 > 1,
‖θ‖p
−
1
X1
if ‖θ‖X1  1
and
ρ
(∇(zλn (τ )))
⎧⎨⎩‖∇(zλn (τ ))‖
p+1
p1(x)
if ‖∇(zλn (τ ))‖p1(x) > 1,
‖∇(zλn (τ ))‖p
−
1
p1(x)
if ‖∇(zλn (τ ))‖p1(x)  1.
Using Lemma 5 and Remark 7, we have that∥∥zλn(τ )∥∥X1  K˜ , ∀λn, ∀τ  0.
So (
2ρ(∇θ)+ 1ρ(∇(zλn (τ ))))2
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2ρ(∇θ)+ 1
2
ρ
(∇(zλn(τ )))] C, ∀τ  0 and λn ∈ [0, λ0].
Then
t∫
s
〈
h − yλn , zλn (τ )− θ
〉
dτ 
t∫
s
∥∥Bn∥∥L∞(Ω)C dτ  ∥∥Bn∥∥L∞(Ω)CT → 0
as n → +∞.
Taking the limit in (18) as n → +∞, we obtain
1
2
∥∥z(t)− θ∥∥2  1
2
∥∥z(s) − θ∥∥2 + t∫
s
〈
f (τ )− h, z(τ )− θ 〉dτ + ε, ∀ε > 0.
So,
1
2
∥∥z(t)− θ∥∥2  1
2
∥∥z(s) − θ∥∥2 + t∫
s
〈
f (τ )− h, z(τ )− θ 〉dτ
for all θ ∈ D(AD01 ) and h .= AD01(θ) and for all 0 s t  T .
In the same way, we can show that
1
2
∥∥w(t)− θ∥∥2  1
2
∥∥w(s) − θ∥∥2 + t∫
s
〈
g(τ )− h,w(τ )− θ 〉dτ
for all θ ∈ D(BD02 ) and h .= BD02 (θ) and for all 0 s t  T .
So (z,w) ∈ G0 with (z(0),w(0)) = (u0, v0) ∈ A. Then,(
z(t),w(t)
) ∈ T0(t)(A), ∀t  0.
Thus, deﬁning ξ0
.= (z(t0),w(t0)) ∈ T0(t0)(A), we obtain
‖ξλn − ξ0‖H×H =
∥∥uλn(t0)− z(t0)∥∥H + ∥∥vλn(t0)− w(t0)∥∥H
 sup
τ∈[0,T ]
∥∥uλn(τ )− z(τ )∥∥H + sup
τ∈[0,T ]
∥∥vλn(τ )− w(τ )∥∥H
which goes to 0 as n → +∞, which is a contradiction, and so we conclude that the map
[0, λ0]  λ → Tλ(t)(A)
is w-upper semicontinuous on λ1 = 0 for each t > 0. 
Therefore, the family {Gλ}λ∈[0,λ0] satisﬁes the condition (ii) of Theorem 9. Therefore, we obtain immediately, by Theo-
rem 9, the following result:
Theorem 11. The family of attractors {Aλ}λ∈[0,λ0] associated with the problem (11) is upper semicontinuous on λ1 = 0, i.e.,
dist(Aλ,Aλ1 ) → 0 as λ → 0.
6. Conclusion
Speciﬁc diﬃculties occur when passing from constant p to variable p(x) exponent in the p(x)-Laplacian problems. One
technical reason are the estimates on the operator; for the constant exponent case we have a uniform exponent in the
estimate for all v ∈ W 1,p0 (Ω) (see, for example, p. 3493 in [22]), on contrary to the variable exponent case where it is
necessary to broke the estimates on the p(x)-Laplacian operator into two situations: ‖v‖
W 1,p(x)0 (Ω)
< 1 and ‖v‖
W 1,p(x)0 (Ω)
 1
(see Lemma 3.4 and Remark 3.3 in [23]). Note that this also happens for estimates of ρ(u) (see Theorem 2).
In this work we have studied the asymptotic behavior of the solutions and we have dealt with the sensitivity of the
non-linear coupled p(x)-Laplacian system (1) in long time with respect to changes in the diffusion coeﬃcients. The main
technical diﬃculty was to prove dissipativity (see Theorem 7). Moreover, we have proved that the p(x)-Laplacian operator
38 J. Simsen, M.S. Simsen / J. Math. Anal. Appl. 388 (2012) 23–38is subdifferential of a convex, proper and lower semicontinuous non-negative map which was fundamental for the develop-
ment of the manuscript and for answer the question raised in Remark 4.1 in [23].
In this work we have considered a bounded physical domain Ω . The study of the system (1) for unbounded domains
remains an open problem.
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