Abstract: An algorithm is presented for estimating the direction and strength of point light with the strength of ambient illumination. Existing approaches evaluate these illumination parameters directly in the high dimensional image space, while we estimate the parameters in two steps: first by projecting the image to an orthogonal linear subspace based on spherical harmonic basis functions and then by calculating the parameters in the low dimensional subspace. The test results using the CMU PIE database and Yale Database B
Introduction
Illumination is a fundamental problem in both computer vision and graphics. Computer vision systems frequently need to undo the effects of the reflection operator by inverting the interaction between the bidirectional reflectance distribution function (BRDF) and the lighting. In computer graphics, the interaction between the incident illumination and the BRDF is a basic building block in most rendering algorithms. For instance, the estimation of lighting conditions is important in face relighting and recognition, since synthesized realistic images can alleviate the small sample problem in face recognition applications.
Many algorithms [1] [2] [3] [4] [5] [6] have been proposed to estimate the illumination parameters directly in the image space. Some of these algorithms [3] [4] [5] need a calibration sphere to estimate the illumination conditions which is impractical in some circumstances. Zhang and Yang [6] and Yang and Samaras [1] introduced a novel algorithm to find the critical points from which the illumination parameters could be determined. However, for complex surfaces such as the human face, the critical points are very hard to determine. Samaras and Metaxas [2] gave an iterative process for estimating the lighting direction and shape from shading but the analysis is computational intensive. Recently, Basri and Jacobs [7, 8] and Ramamoorthi and Hanrahan [9, 10] independently applied spherical harmonics techniques to explain the low dimensionality of differently illuminated images for convex Lambertian objects. Ramamoorthi [10] derived the principal components of this low dimensional image subspace. The incident illumination is described as a set of coefficients in the frequency space. This method has already been widely applied to inverse rendering [11] , image relighting [12] , face recognition [13, 14] , etc. There are two types of shadows known as attached shadows and cast shadows. A point P lies in an attached shadow if the angle between the surface normal and the light direction is obtuse. A point P is in a cast To whom correspondence should be addressed. E-mail: xgy-dcs@mail.tsinghua.edu.cn; Tel: 86- shadow if it is obstructed from the light source by another object or part of the same object. One limitation of the spherical harmonics technique is that only attached shadows can be analyzed while experimental results show that the cast shadows can improve face recognition results in the most extreme light directions [9] . This work seeks to overcome this limitation. Furthermore, the actual light direction is usually needed to render a realistic image. Although the spherical harmonics coefficient of illumination can be easily estimated, recovering the real light direction from these coefficients is still difficult. This paper presents an algorithm for estimating the illumination parameters including the direction and strength of a point light source and strength of the ambient illumination for an illumination model consisting of one point light source and ambient illumination. Images are projected into the analytical subspace derived by Ramamoorthi [10] based on a known 3-D geometry with the illumination parameters then estimated from these projected coefficients using a nonlinear leastsquares method. The computations are very fast since the nonlinear analysis is in a low dimensional space, with the resulting illumination parameters able to synthesize realistic images. Test experiments proved the stability and effectiveness of this method.
Methodology
Consider a convex Lambertian object of known geometry with uniform albedo illuminated by distant isotropic light sources. The irradiance can be expressed as a linear combination of the spherical harmonic basis functions [9, 10] :
where n is the surface normal, , ( )
Y n is the spherical harmonics basis function, and ˆl A is a constant which vanishes for odd l >1 and decays rapidly.
2 l ≤ gives a good approximation since 99% of the energy of the Lambertian BRDF filter is constrained by 2 l ≤ [10] . This paper considers a simple illumination model consisting of one distant directional point light source and ambient illumination. The point light source acts as a delta function [8, 10] , so its spherical harmonics coefficients ,
The ambient illumination only contributes to 0,0 L [15] , so the illumination coefficients could be expressed as
where ( , S S α β , so the equations can be solved using a nonlinear least-squares method. Although the spherical harmonic basis functions are orthogonal in spherical coordinates, they are not orthogonal in the image space. This property causes the algorithm to be unstable in some cases. This problem can be solved by projecting the image to an orthogonal linear subspace. One approach is to use the principle component analysis (PCA) method [16] on a large number of images with variant lighting conditions to estimate the subspace, but this requires a large amount of training data. Alternatively, the analytical subspace constructed by Ramamoorthi [10] can be used without training data. Projecting the image onto the subspace, the coefficients are , ,
where
are the eigenvectors of the analytical PCA subspace that can be computed beforehand. Defining , , ,
where R is a constant matrix, then Eq. (4) 
The global extreme of a nonlinear problem is very difficult to locate. The Gauss-Newton method can be used, but this method sometimes only locates a local minimum.
However, the experimental results in Section 2.3 show that with enough coefficients, the energy surface guarantees that the local minimum is the global minimum. Actually, only some of the PCA coefficients are needed to solve the nonlinear minimization problem, with the first five coefficients of L l,m being sufficient to estimate these parameters stably.
In addition, the method does not need all the pixels in the image, but it can be applied to any portion of the image. For instance, if the picture is known to include some occlusions, the occluded regions can be omitted with this method then applied to the other regions.
Performance Analysis
Tests were conducted using both synthesized spherical images and real face images from the CMU PIE database [17] and the Yale Database B [18] .
Synthesized spherical images
First, four illumination parameters were randomly selected to synthesize 600 images of spheres for variant illumination conditions, in which the incident directions were limited to the upper hemisphere and the light strength parameters were normalized to satisfy a p 1 S S + = . The algorithm was tested with these synthesized spherical images. As with the Yale Database B, the images were divided into 5 subsets (12°, 25°, 55°, 77°, and 90°) according to the angle of the light source direction with the camera's axis. Figure 1 shows five synthesized images and the first five computed principal components, in which the positive values of the principal components are shown in light color and the negative values are shown in dark color. The average estimated illumination parameters errors for each subset are shown in Fig. 2 . The results in Fig. 2 show that the estimated light direction is accurate except for the extreme illumination direction. The average lighting direction error for all the images does not exceed 1°. The error with lighting strength decreased as the angle that the light source direction makes with the camera's axis increased. Since the strength is normalized, the intensity level of 0.03 is equivalent to 7 grey levels in the images.
These calculations used only 9 harmonics (l=2) to calculate the eigenvectors in Eq. (4). With l=8, the high order harmonics gave more accurate result with average direction error within 0.01°and the average strength error within 0.001.
Real image tests
This method was also used on real images from the CMU PIE database [17] and the Yale Database B [18] . One problem with real objects is that the uniform albedo assumption is seldom satisfied. However, Wen et al. [12] showed that when the albedo does not contain any of the first four order components (except for the constant component), Eq. (1) gives a reasonable approximation of the illumination. For the albedo map of human faces, Zhang and Yang [6] found that the coefficients of the first four orders are very small, hence the algorithm can be directly applied to facial images [12, 14] . A generic 3-D face model (shown in Fig. 3a) was used to approximate the 3-D shape of faces since human faces have similar shapes. Given a 2-D image, the correspondence between the mesh vertices and the 2-D image was determined by first identifying the correspondence between the feature points on the mesh and the 2-D image. The feature points on the 2-D image were marked manually as shown in Fig. 3b . Then the rest vertices on the mesh were aligned with the 2-D image using image warping technique. There are 68 persons in the CMU PIE database. For the frontal poses, each person has 22 images with different point light sources plus the ambient lights on and off. This method was applied to the images of 15 selected peoples with the result shown in Fig. 4 . As with the Yale Database B, the images were divided into 4 subsets (12°, 25°, 55°, and 77°) according to the angles that light source direction makes with the camera's axis.
The calculated source strength is essentially the same whether the ambient lights on or off, but the estimated error of the light direction increases when the ambient lights are on. The estimation error is due to the face skin not being a perfect Lambertian surface, the albedo not being constant, and the generic 3-D model not accurately presenting the real face. Despite these limitations, the estimated result is reasonably accurate.
The Yale Database B contains 5760 single light source images of 10 subjects, with each seen under 576 different viewing conditions. Because our focus is on the illumination, only 640 frontal pose images were considered with the results shown in Fig. 5 . Figure 5 shows that the estimated source strengths are quite similar except for the most extreme light condition. With the extreme light condition, the specular component of the skin reflector becomes important in the image, but the model does not consider; therefore, the estimated a S for Subset 5 is much larger than for the other subsets. The estimated directional error also increases when the light direction is far from the camera's axis.
Stability analysis of the nonlinear leastsquares method
The stability of the nonlinear least-squares method using the Gauss-Newton method to solve the minimization problem is the ability of the algorithm to find the global minimum among various local minima. For simplicity, restrict the minimization problem to two unknown parameters α and , β and define the energy function as
Then compute the energy function for all possible α and β using various numbers of coefficients to define the energy functions. Figure 6 shows four different energy functions, using 2, 3, 5, and 9 coefficients.
The results in Fig. 6 show that with only 2 or 3 coefficients, the Gauss-Newton method might be trapped in the wrong local minimum, but with 5 or more coefficients, the Gauss-Newton method will always give the correct answer since there is only one local minimum.
With four unknown parameters, , α β , a , S and p , S the experimental results were similar with the first five coefficients sufficient for estimating the parameters. 
Application to Image Relighting
Generating photo-realistic images for various lighting conditions is a challenging problem because of the shadows caused by the lights. The ratio image technique [14, 19, 20] has been used widely to generate realistic images. However, one problem of ratio image technique is that it cannot handle cast shadows. If there are no cast shadows in the original image, it will not generate cast shadows in the re-rendered image even though cast shadows exist in the reference image.
Compute cast shadows can be added into rerendered images based on the estimate of the light direction in the reference image. The cast shadow mask is then applied to the re-rendered image using the ratio image technique to generate more realistic images. Figure 7 shows the image relighting result. 
Conclusions and Future Work
This paper presents an algorithm for estimating the parameters for a single point light source plus ambient light using spherical harmonics coefficients in the frequency space for a known 3-D geometry. The algorithm projects the image to a low dimensional orthogonal linear subspace, and then estimates the illumination parameters in this subspace using nonlinear optimization. Test results on synthesized images and real face databases show the effectiveness of the algorithm for source light angles less than 55°. When the light direction is far from the camera's axis, cast shadows appear in the image since the human face is not totally convex, which reduces the result accuracy.
The effect of the cast shadows can be removed by iteratively calculating the cast shadow region on the face model and then removing it from the image to form a corrected image. The new image is then used to again estimate the lighting direction parameters and further update the cast shadow region.
The estimated lighting direction can be used to generate more realistic images than popular methods based on the ratio image technique since the cast shadow regions can be predicted using ray-casting techniques. The improved algorithm will be useful in face recognitions to improve the recognition rate [18] .
