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Probability bounds can be derived for distributions whose covari-
ancematrices are orderedwith respect to Löwner partial ordering, a
relation that is basedonwhether thedifferencebetween twomatri-
ces is positive definite. One example is Anderson’s Theorem. This
paper develops a probability bound that follows from Anderson’s
Theorem that is useful in the assessment of multivariate process
capability. A statistical hypothesis test is also derived that allows
one to test the null hypothesis that a given process is capable ver-
sus the alternative hypothesis that it is not capable on the basis of
a sample of observed quality characteristic vectors from the pro-
cess. It is argued that the proposed methodology is viable outside
the multivariate normal model, where the p-value for the test can
be computed using the bootstrap. The methods are demonstrated
using example data, and the performance of the bootstrap approach
is studied empirically using computer simulations.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
An important concept in the ﬁeld of statistical process control is the evaluation of the capability of
a manufacturing process. A manufacturing process is capable if the process is stable and consistently
produces items whose quality characteristics are within given speciﬁcations [19, Chapter 9]. The sta-
bility of a process is typically evaluated using statistical control-chart techniques and is not addressed
in this article. It will be assumed that the process is stable. The ability of a process to produce items
with a quality characteristic within speciﬁcations is directly related to the process fallout rate, which
is the probability that a single item from a the process has quality characteristics that are outside of the
speciﬁcations. Standard techniques for estimating the capability of a process are generally based on
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parametric assumptions and are reported as unitless ratios called process capability indices. A thorough
review of these methods is given by [23].
Most of the proposed process capability indices have been designed to address the case where
the quality characteristic is univariate. Such a model is unrealistic since one is typically interested in
several quality characteristics per item. Extensions of the standard indices to themultivariate case are
studied by [4,5,6,8,9,16,17,21,24,25,28], with results summarized in Chapter 5 of [18] and Chapter 16
of [20]. Some of these indices are based on the assumption of multivariate normality, which poses
several problems. First, the indices are sensitive to the assumption of multivariate normality. Second,
it is very difﬁcult to assess the multivariate normality of a given set of data. Third, if the data are
not multivariate normal, then there are few alternative methods for assessing the capability of a
process. Methods based on principle component analysis have been studied by [26,27]. In the fully
nonparametric setting, [22] has suggested using multivariate kernel density estimates to estimate the
process fallout rate. However, this method is somewhat complicated as it entails selecting a matrix of
smoothing parameters. Secondly, large samples may be required to obtain reliable multivariate kernel
density estimates, and the associated estimate of the process fallout rate.
This paper develops an approach to multivariate process capability based on probability bounds
that use the notion of Löwner partial ordering of covariancematrices. Section 2 deﬁnes Löwner partial
ordering and reviews Anderson’s Theorem, and some related results that allow for the development of
a measure of process capability based on the Löwner partial ordering of covariance matrices. Section
3 presents a hypothesis test for the capability of a process based on these results. The rejection region
for this test is obtained by specifying a desired covariance structure for the process quality charac-
teristics. This section also describes a method for approximating the p-value of the test for process
capability based on the bootstrap, which is useful when the assumption of multivariate normality
is in question. Section 4 shows how the largest eigenvalue of the sample covariance matrix of the
observed quality characteristics can be used as a measure of process capability. Section 5 presents
the results of a computer based empirical study which investigates the ﬁnite sample properties of the
bootstrap approximation. Section 6 present an example using trivariate data from an application in
missile testing. A proof is presented in the appendix.
2. Löwner ordering
The notion of Löwner ordering of symmetric matrices will play a central role in our discussion of
process capability in the multivariate situation. If A1 and A2 are two p × p symmetric matrices such
that A1 − A2 is a non-negative definite matrix then we write A1  A2. Similarly, A1 > A2 indicates
that A1 − A2 is a positive definite matrix. The relation “" of symmetric matrices is called Löwner
partial ordering. The term “partial” indicates that, given two p × p symmetric matrices A1 and A2, it
is possible that neither A1  A2 nor A2  A1 hold. However, Löwner ordering has some interesting
implications including the following:
1. If λi1  λi2  · · · λip are the p eigenvalues, arranged in descending order, of the p × pmatrix
Ai for i = 1, 2, and if A1  A2 then λ1j  λ2j for all j = 1, . . . , p.
2. If A  0 indicates that the matrix A is non-negative definite, let A1  0 and A2  0. If A1 
A2  0, then tr(A1) tr(A2), |A1| |A2|, and rank(A1) rank(A2).
3. Let A1 > 0 and A2 > 0, the A1 > A2 if and only if A
−1
2 > A
−1
1 .
For proofs of these and other properties of Löwner ordering see [29]. A more advanced discussion
of Löwner ordering is given by [3].
To develop a notion of multivariate process capability based on Löwner ordering we use the cel-
ebrated theorem of [1]. Anderson’s Theorem is concerned with multivariate normal probabilities of
centrally symmetric convex sets. A subset C ofRp is said to be centrally symmetric if −x ∈ C whenever
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x ∈ C. Also, C is said to be convex if αx + (1 − α)y ∈ C for allx,y ∈ C and α ∈ (0, 1). Anderson’s Theorem
can then be stated as follows:
Anderson’s Theorem: SupposeX1 andX2 havep variate normal distributionswith E(X1) = E(X2) = 0
andpositive definite covariancematrices1 and2, respectively. If1  2 then P(X1 ∈ C) P(X2 ∈
C), where C is a centrally symmetric convex set.
Anderson’s Theorem inspired a great deal of elegant work on concentration inequalities for multi-
variate distributions. [13] extended Anderson’s Theorem to elliptically contoured distributions. These
distributions retain the symmetry property but not the unimodality of the multivariate normal dis-
tribution. More recently, [11] extended Anderson’s Theorem to convex sets C ⊂ Rp that are invariant
under a group G of orthogonal transformations acting on Rp as well as for non-convex sets that are
monotonically decreasing with respect to a pre-ordering determined by G. However, for the present
purpose it will be sufﬁcient to note the following result which follows from Anderson’s Theorem.
Theorem 1. LetX have a p-variate normal distribution with E(X) = 0 and Cov(X) = , and let C0 = {x ∈
Rp : x−10 x
′  χ2p,α} where 0 is a speciﬁed p × p positive definite matrix and χ2p,α is the upper 100α%
percentage point of a χ2-distribution having p degrees of freedom. If  0, then P(X ∈ C0) 1 − α.
Theorem1has implications in the context ofmultivariate process capability. Suppose that the qual-
ity characteristics of interest for a manufacturing process are X1, . . . ,Xp and that X
′ = (X1,X2, . . . ,Xp)
has a Np(,) distribution where both  and  are unknown. Suppose also that the target vector is
speciﬁed as . Without loss of generality let  = 0 and let C0 of Theorem 1 be the speciﬁcation region.
The manufacturer requires that the quality measurements must fall in the region C0 with probability
1 − α ormore, that isP(X ∈ C0) 1 − α. Assuming that theprocessmean canbeadjusted to the target
vector 0, it follows fromTheorem1 that the process is potentially capable ofmeeting the speciﬁcations
if  0 where  is the covariance matrix of the process and 0 is the speciﬁed positive definite
matrix involved in the speciﬁcation region C. In the applied setting the adjustment of the processmean
to the target vector is approximate and is performed using an estimate of the process mean based on
a sample from the process.
3. Union–intersection test for process capability
As in Section 2, we will assume that the vector of quality measurements of interest X has a p-
variate normal distribution with mean vector  and positive definite covariance matrix . We shall
also assume that the process is capable ofmeeting speciﬁcations if and only if P(X ∈ C0) 1 − αwhere
C0 = {x ∈ Rp : (x − )′−10 (x − ) χ2p,α}. Here α,  and 0 are pre-speciﬁed. Assuming that  can be
adjusted to the target vector , it follows from the discussion in the previous section that the process
is (potentially) capable of meeting speciﬁcations if  0. A test for the capability of a process can
the be derived as shown below.
Let the null hypothesis be H0 :  0 and let the alternative hypothesis be
H1 : 0 − is not nonnegative deﬁnite.
For any a ∈ Rp, deﬁne H0(a) : a
′
a a′0a. Then H0 will hold if and only if H0(a) holds for all a /= 0.
That is,
H0 =
⋂
a /=0
H0(a).
Similarly,
H1 =
⋃
a /=0
H1(a),
where
H1(a) : a
′
a > a
′
0a.
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The above forms of H0 and H1 suggest that a test can be constructed using Roy’s union–intersec-
tion principle. See, for example, Arnold [2] for a discussion and illustration of the union–intersection
method of test construction. Let φ(a) denote the test of H0(a) against H1(a) that accepts H0(a) if and
only if
a
′
Sa
a
′
0a
 c,
where S denotes the covariance matrix of a random sample of n observations on X. It follows that H0
should be accepted if and only if
a
′
Sa
a
′
0a
 c for all a /= 0.
That is, H0 should be accepted if and only if
sup
a /=0
a
′
Sa
a
′
0a
 c.
It is well known that
sup
a /=0
a
′
Sa
a
′
0a
= t1,
where t1 is the largest root of the pth degree polynomial equation |S − t0| = 0. Sometimes t1 is
referred to as the largest eigenvalue of S in the metric 0. This suggests that H0 can be accepted if
and only if t1 < c. To ﬁnd the critical value c, the distribution of t1 under the assumption that  = 0
can be used. The latter distribution is known in the statistical literature and tables of percentiles are
available. Hanumaram and Thompson [14] have tabulated percentage points of the largest eigenvalue
of a matrix A when A has a Wishart distribution with parameters I and n1, denoted byW(I,n1).
Since0 is positive definite, t1 is the largest eigenvalue of S
−1
0 . As is well known, S has aW((n −
1)−1,n − 1)distribution. It follows that if = 0 then (n − 1)S−10 follows aW(I,n − 1)distribution.
Thus, t1 is the largest eigenvalue of S
−1
0 if and only if (n − 1)t1 is the largest eigenvalue of A where
A has a W(I,n − 1) distribution. This fact permits the determination of the critical value c with the
help of the table of [14]. One could also consider implementing the well known likelihood ratio test of
H0 :  = 0 against H1 :  /= 0 and [7] likelihood ratio test of H0 :  = 0 against H1 :  0.
If themeasurement vectorX does not follow amultivariate normal distribution, theWishart distri-
bution cannot be used to assess the significance of t1. In this case the bootstrapmethodology of [12] can
be used to compute an approximate p-value for the test. For this application it is important to perform
resampling from a distribution that represents the null hypothesis of the test, while still retaining
the information in the data about the form of the population. In this case we perform resampling
under the restriction that the covariance matrix of the population that the data are resampled from
is equal to 0. Let S be the sample covariance matrix of the observed data X1, . . . ,Xn. Consider the
transformation X˜i = XiS
−1/2
1/20 . Then the sample covariancematrix of X˜1, . . . , X˜n is0. A simulated
set of b resamples of size n is then taken from X˜1, . . . , X˜n, where b is a large integer usually around
10,000. Each resample is generated by randomly sampling, with replacement, n times from the set of
vectors X˜1, . . . , X˜n. For each resample the test statistic t1 is computed. That is, let S
∗
(i) be the sample
covariance matrix computed on the ith resample from X˜1, . . . , X˜n for i = 1, . . . , b. Then let t∗1(i) be the
largest eigenvalue of S
∗
(i)−10 for i = 1, . . . , b. The p-value of the test can then be approximated by
pˆ∗ = (b + 1)−1
b∑
i=1
δ(t∗1(i) t1),
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where t1 is the observed value of the test statistic calculated on the original untransformed data, and δ
is the indicator function. See Chapter 4 of [10] for further details on performing statistical hypothesis
tests using the bootstrap.
4. Largest eigenvalue as a measure of process capability
The discussions of the previous sections suggest that, under the assumptions made, the largest
eigenvalue of −10 , to be estimated by t1, can be considered as a measure of the (potential) process
capability. In fact, it can be argued that τ1, the largest eigenvalue of 
−1
0 is a relevant measure of
(potential) process capability even when the measurement vector X does not have a multivariate
normal distribution. The basis of this claim is given by the following lemma.
Lemma 1. Let τi1 denote the largest eigenvalue ofi
−1
0 wherei is any p × p covariance matrix for i = 1
and 2 and 0 is a speciﬁed positive definite matrix. If 0 −2  0 −1, or equivalently 1  2 then
τ11  τ21.
The proof of Lemma 1 is given in the Appendix. Lemma 1 does not prove that τ11  τ21 is necessary
and sufﬁcient for 0 −2  0 −1. It does, however, suggest that if 0 is the target covariance
matrix and1 and2 are the covariancematrices of two competing processes then, on the basis of τ11
and τ21 alone, one should choose Process 2 if τ21  τ11. That is, one should try to minimize the largest
eigenvalue of−10 . Note that if p = 1, t1 = s2/σ20 where s2 is the sample variance and σ20 is the target
variance.
5. Empirical study
In order to investigate the usefulness of the bootstrap procedure a small computer based empirical
study was performed using the R statistical computing environment. The ﬁrst part of the study con-
sisted of generating 1000 simulated samples from a bivariate normal distribution with mean vector
0 and covariance matrix of the form γ [ψI + (1 − ψ)J] where J is a matrix whose entries are all equal
to 1,ψ ∈ [0, 1] and γ > 0. The values of ψ considered in the study are ψ ∈ {0.25, 0.50, 0.75, 1.00}. The
values of γ considered in the study are γ ∈ {0.50, 0.75, 0.90, 1.00, 1.10, 1.25, 1.50}. For each value of ψ ,
the speciﬁcation covariancematrixwas taken to be0 = ψI + (1 − ψ)J, so thatwhen γ  1 the process
is considered to the capable and when γ > 1 the process is considered to be incapable. Simulated
samples of size n = 25, 50 and 100 are considered.
The results of the simulation are presented in Table 1. It is clear from the table that somewhat
moderate sample sizes are required before the bootstrap approximation provides test that is signif-
icantly differenct from the speciﬁed level of 0.10, which corresponds to 100 rejections in the 1000
simulated samples. For 1000 replications, the standard deviations of the number of rejections, under
the assumptions that the rejectionprobability is 0.10 is approximately9.5. That is, onewould expect the
number of rejections to be between 70 and 130 a large percentage of the time, which is only achieved
twice for samples of size 100. It does appear clear from the results that the test is consistent, as the
significance level of the test appears to be approaching the correct rate as the sample size increases.
One can also observe from the table that the bootstrap procedure appears to produce an unbiased test,
at least for the points within the null and alternative hypothesis that were studied. Further, the power
function of the test appears to be monotonically increasing. In conclusion, this limited study appears
to show that the bootstrap procedure can produce a reliable test for larger sample sizes.
6. Example
Jackson and Bradley [15] consider inspection of solid propellant boosters for Nike-Ajax and Nike
Hercules missiles. There are three quality characteristics of interest: The action time, which is the
time during which the propellant is burning, the total impulse, which is the force exerted by the
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Table 1
Number of rejections in 1000 simulated samples from a bivariate normal distribution with the indicated covariance structure
 n 0.50 0.75 0.90 1.00 1.10 1.25 1.50
I 25 0 20 96 180 306 531 798
50 0 3 43 150 334 633 921
100 0 0 18 127 396 778 987
0.75I + 0.25J 25 0 22 74 172 330 512 808
50 0 1 49 160 299 619 779
100 0 0 21 145 386 796 984
0.50I + 0.50J 25 0 11 111 182 336 528 791
50 0 0 36 142 323 642 917
100 0 0 22 128 414 775 996
Table 2
Target and speciﬁcations for the three quality characteristics in the missile example.
Characteristic Description Target Lower speciﬁcation Upper speciﬁcation
X1 Action time 100 −20 220
X2 Total impulse 200 −100 500
X3 Maximum pressure 50 −150 250
booster during burning and themaximum pressuremeasured inside the chamber of the booster during
burning. Denote these quality characteristics as X1,X2 and X3, respectively. The three variables have
been coded as follows. If V1 is the observed action time, then the reported value of X1 is given by
X1 = (V1 − 3.00) × 103, where V1 is measured in seconds. If V2 is the observed total impulse, then the
reported value of X2 is given by X2 = (V2 − 143,000) × 10−1 where V2 is measured in pound-seconds.
If V3 is the observed maximum pressure then the reported value of X3 is given by X3 = (V3 − 1000)
where V3 ismeasured in pounds per square inch. The target and speciﬁcations for each of these quality
characteristics are given in Table 2.
Let σi denote the standard deviation of Xi for i ∈ {1, 2, 3}, and let ρij denote the correlation between
Xi and Xj for i ∈ {1, 2, 3} and j ∈ {1, 2, 3}. Suppose that the speciﬁcations for this process require 8σ1 
240, 7.5σ2  600, 40σ3  1200, ρ12 = −0.2, ρ13 = −0.5 and ρ23 = 0.5. The corresponding covariance
structure speciﬁed by these constraints is given by
0 =
⎡
⎣ 900 −480 −450−480 6400 1200
−450 1200 900
⎤
⎦ .
Jackson and Bradley [15] give n = 26 observations of this process. The sample covariance matrix of
the data is given by
S =
⎡
⎣ 1066.0886 −1477.281 −880.1615−1477.2807 7323.686 1895.7620
−880.1615 1895.762 1991.4692
⎤
⎦ .
The observed value of the test statistic is t = S−10 = 2.4091. A test of the capability of this process
using the bootstrap based on b = 10,000 resamples yields an estimated p-value equal to 0. A histogram
of the values of t∗(i) for i = 1, . . . , 10,000 is given in Fig. 1. It is clear from this analysis that the process
cannot be considered capable.
Suppose instead that the speciﬁcations for this process require 8σ1  320, 7.5σ2  675, and40σ3 
2000, with the same correlation structure given before as ρ12 = −0.2, ρ13 = −0.5 and ρ23 = 0.5. The
corresponding covariance structure speciﬁed by these constraints is given by
0 =
⎡
⎣ 1600 −720 −1000−720 8100 2250
−1000 2250 2500
⎤
⎦ .
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Fig. 1. Values of the test statistic t1 for the 10,000 resamples used in the bootstrap. The value of the test statistic for the observed
data is indicated by the horizontal dotted line.
The observed value of the test statistic is t = S−10 = 1.1013. A test of the capability of this process
using the bootstrap based on b = 10,000 resamples yields an estimated p-value equal to 0.8249. A
histogram of the values of t∗(i) for i = 1, . . . , 10,000 is given in Fig. 2. It is clear from this analysis that
the process can be considered capable for the second set of speciﬁcations.
Appendix. Proof of Lemma 1
Let τi1  τi2  · · · τip denote the eigenvalues, indescendingorder, of thematrixi−10 anddeﬁne
the diagonal matrixi = diag{τi1, τi2, . . . , τip} for i = 1 and 2. Observing that τij for j = 1, . . . , p can also
be considered as the eigenvalues of −1/20 i
−1/2
0 , for i = 1 and 2, let Ei be the orthogonal matrix
of corresponding standardized eigenvalues so that −1/20 i
−1/2
0 Ei = Eii, or i = W
′
iiWi where
W
′
i = 1/20 Ei. Note that W1 and W2 are nonsingular and(
W
′
1
)
W
′
22W2W
−1
1 = E
′−1
1 
−1/2
0 
1/2E22E
′
2
1/2
0 
−1/2
0
(
E
′
1
)−1
= E′1E22E
′
2E1
= C2C
−1
,
where C = E′1E2. If 1  2 then, for all a /= 0,
0 a′
(
W
−1
1
)′ (
1 −2
)
W
−1
1 a
= a′
(
W
′
1
)−1 (
W
′
11W1 − W
′
2W2
)
W
−1
1 a
= a
(
1 −
(
W
′
1
)−1
W
′
2W2W
−1
1
)
a
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Fig. 2. Values of the test statistic t1 for the 10,000 resamples used in the bootstrap for the second set of speciﬁcations. The value
of the test statistic for the observed data is indicated by the horizontal dotted line.
= a′
(
1 − C2C
−1)
a
That is, of 1  2 then 1  C2C
−1
so that the largest eigenvalue of 1 is no smaller than the
largest eigenvalue of C2C
−1
. However the matrices 2 and C2C
−1
have the same eigenvalues.
Therefore, it follows that τ11  τ21.
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