Cyclic codes have been an interesting topic of both mathematics and engineering for decades. They are prominently used in consumer electronics, data transmission technologies, broadcast systems, and computer applications. Three classical approaches to the study and construction of cyclic codes are those based on the generator matrix, the generator polynomial and the idempotent. The objective of this paper is to develop another approach -the qpolynomial approach. Fundamental theory of this approach will be developed, and will be employed to construct a new family of cyclic codes in this paper.
Introduction
Let q be a power of a prime. A linear [n, k, d ; q] code is a k-dimensional subspace of GF(q) n with minimum nonzero (Hamming) weight d. Let A i denote the number of codewords with Hamming weight i in a code C of length n. The weight enumerator of C is defined by 1 + A 1 y + A 2 y 2 + · · · + A n y n .
The error-correcting capability of cyclic codes may not be as good as other linear codes in general. However, some cyclic codes are optimal in the sense that they meet some bounds on linear codes. Furthermore, cyclic codes have applications in storage and communication systems because they have efficient encoding and decoding algorithms [6, 9, 10, 14, 15] . For example, Reed-Solomon codes have found important applications from deep-space communication to consumer electronics. They are prominently used in consumer electronics such as CDs, DVDs, Blu-ray Discs, in data transmission technologies such as DSL & WiMAX, in broadcast systems such as DVB and ATSC, and in computer applications such as RAID 6 systems.
Cyclic codes have been studied for decades and a lot of progress has been made (see, for example, [6, 7, 10, 11, 13, 16] and the references therein). Three general approaches to the design and analysis of cyclic codes are based on generator matrices, generator polynomials and idempotents. These approaches have their advantages and disadvantages in dealing with cyclic codes. The objectives of this paper are to introduce a q-polynomial approach to the study of cyclic codes, lay the foundations of this approach, and construct new ones with this approach. This paper is organized as follows. Section 2 fixes some notations for this paper. Section 3 introduces some necessary notations and results about sequences. Section 4 defines the q-polynomial codes over GF(q) and establishes theoretical foundations for these codes. Section 5 defines a class of almost optimal q-polynomial codes. The relationship between q-polynomial codes and some other known types of codes are briefly discussed in Section 6. Section 7 summarizes this paper.
Some notations fixed throughout this paper
Throughout this paper, we adopt the following notations unless otherwise stated:
• p is a prime.
• q is a positive power of p.
• n is a positive integer, and is used to denote the length of a cyclic code over GF(q) and also the period of a periodic sequence over GF(q).
• r = q n .
• Z M = {0, 1, . . . , M − 1} denotes the residue class ring modulo M.
• Tr q t /q (x) is the trace function from GF(q t ) to GF(q).
• By the Database we mean the collection of the tables of best linear codes known maintained by Markus Grassl at http://www.codetables.de/.
The linear span and the dual of sequences

The linear span of sequences
be a sequence of period n over GF(q). 
The characteristic polynomial of s ∞ with the smallest degree is referred to as the minimal polynomial of s ∞ . The linear span (also called linear complexity) of s ∞ is the degree of the minimal polynomial of this sequence.
There are a few ways to determine the linear span and minimal polynomial of periodic sequences. The first one is given in the following lemma [12] . Lemma 3.1. (See [12] .) Let s ∞ be a sequence of period n over GF(q). Define
Then the minimal polynomial m s (x) of s ∞ is given by
and the linear span L s of s ∞ is given by
The second way to compute the minimal polynomial and linear span is described in the following lemma. The following lemma will be needed later when we deal with two classes of cyclic codes. 
Under the conditions of (4), we now prove that all the exponents of ζ i in (5) are pairwise distinct.
Suppose that there exist j 1 and j 2 such that 0
which is contradictory to the conditions of (4). The desired conclusions of this lemma then follow from Lemma 3.2. 2
The following lemma will also be frequently employed in this paper, and can be easily proved (see [16] ). 
We are interested in the linear span of sequences, as it determines the dimension of cyclic codes associated with these sequences.
The dual of sequences
Let GF(r) be the splitting field of x n − 1 ∈ GF(q) [x] . Let s ∞ be a sequence of period n over GF(q).
The dual sequence of s ∞ , denoted bys ∞ , is defined bȳ By definition, the duals ∞ of any sequence s ∞ of period n over GF(q) is a sequence of period n over GF(q), and is unique. 
where ms(x) is the minimal polynomial of the dual sequences ∞ of s ∞ .
Proof. LetS
By the definition of the dual sequence, for any nth root of unity μ ∈ GF(r),S We call the sequences ∞ defined in (6) the dual sequence of s ∞ because of the properties of Theorem 3.5. We will need this theorem later when we deal with cyclic codes.
The following lemma follows from the definitions of idempotents and dual sequences. 
q-polynomial codes over GF(q)
A q-polynomial, or a linearized polynomial, over GF(q) is a polynomial of the form
with all coefficients i in GF(q) and h being a nonnegative integer. Although q-polynomials can be defined in an extension field of GF(q), we consider only q-polynomials over GF(q) in this paper. In this section, we define q-polynomial codes over GF(q) with q-polynomials over GF(q), and establish theoretical foundations for these codes.
Description of q-polynomial codes
Let q be a prime power and let n be a positive integer. Define r = q n . Let λ be an element of GF(r) * . Define [8, 2, 6] is not known to be cyclic.
These two examples show that q-polynomial codes can be optimal linear codes in addition to that they are cyclic.
Parameters and properties of q-polynomial codes
By the Normal Basis Theorem, GF(r) has a normal basis {α, α q , . . . , α q n−1 } over GF(q), where α ∈ GF(r) * . Such an α is called a normal element of GF(r) over GF(q). Then λ has a unique expression of the form
where all λ i ∈ GF(q). 
and these λ i are defined in (9) . This proves that B λ is a parity-check matrix of the code C λ . Therefore, the dimension of the code C λ is equal to n − rank(B λ ).
It then follows from Lemma 3.4 that the dimension of the code is also equal to n − L λ , where L λ denotes the linear span of the sequence λ ∞ . By the definition of s , it is easily seen that rank(B λ ) s . The desired last conclusion follows from the first conclusion of this theorem. This completes the proof. 2 The generator polynomial of the code C λ is described in the following theorem when λ is given in the format of (9). Theorem 4.6. Let λ be given in the format of (9) . Then the generator polynomial of the code C λ is equal to Proof. The conclusion of this theorem follows from the proof of Theorem 4.6. 2
Two polynomials
The following theorem is easy to prove. We omit its proof. 
Every cyclic code over GF(q) is a q-polynomial code
One basic question concerning the q-polynomial approach is whether every cyclic code of length n over GF(q) can be expressed as the code C β of (8) for some β ∈ GF(q n ). The answer to this question is given in the following theorem.
Theorem 4.10. Every cyclic code of length n over GF(q)
can be expressed as the code C β of (8) for some β ∈ GF(q n ), and is thus a q-polynomial code.
Proof. Every cyclic code C of length n over GF(q) must have a generator polynomial g(x) over GF(q)
that divides x n − 1. The reciprocal g * (x) also divides x n − 1. Let be the constant term of g(x). Then = 0. The monic polynomial −1 g * (x) must be factorized into a product of the form (δ (1) ) ∞ , (δ (2) ) ∞ , . . . , (δ (t) ) ∞ . Since all the polynomials g i (x) are pairwise distinct and irreducible over GF(q), it follows from Theorem 8.55 in [12] that the minimal polynomial of
Let λ be defined as in (9), where these λ i are the entries of the sequence λ ∞ just defined above. It follows from Theorem 4.6 that the code C λ of (8) has generator polynomial g(x), and is thus equal to the code C. This completes the proof. 2
The proof of this theorem is constructive and can be employed to find the code C λ given a cyclic code C. However, it may not be convenient to use it.
Fundamental questions on the q-polynomial approach to cyclic codes
In Section 4.3, it is proved that every cyclic code of length n over GF(q) is a q-polynomial code C λ for some λ ∈ GF(r), where r = q n . The following are fundamental questions regarding the q-polynomial approach to cyclic codes.
1. How to express a known class of cyclic codes as q-polynomial codes C λ by choosing an element λ ∈ GF(r)? 2. How to use the q-polynomial expression C λ of a cyclic code over GF(q) to prove new properties for the code?
3. How to construct a new cyclic code C λ with desirable parameters and good error-correcting capability by choosing a proper λ ∈ GF(r)?
These problems are to be investigated and answered. There would be many ways to choose a λ ∈ GF(r) regarding the first and third questions. In this paper, we consider two methods. The first one is to choose λ = γ i , where γ is a fixed generator of GF(r) * and i is a properly chosen integer with 0 i r − 2. In this way, the problem of choosing a λ becomes that of choosing the integer i.
The second method for choosing a λ ∈ GF(r) is to fix a normal element α of GF(r) over GF(q), then
of period n over GF(q), and finally define
In this way, the problem of choosing a λ becomes that of choosing the sequence λ ∞ . By Theorem 4.8, the code C λ depends only on the sequence λ ∞ and is independent of the choice of the normal element α.
Both methods have their advantages and disadvantages. In this paper, we consider both of them. A key question regarding this paper is the following:
Key Question 4.11. Is the q-polynomial approach to cyclic codes really useful?
We will justify that this new approach to cyclic codes could be useful in Section 5 by constructing a family of almost optimal cyclic codes with this approach.
A family of almost optimal q-polynomial codes
As a justification of the usefulness of the q-polynomial approach to cyclic codes, we introduce a family of almost optimal cyclic codes defined with this approach in this section. To this end, we need the following lemma that follows directly from Lemma 3.3 with N = q + 1. (15) where η = ζ q+1 .
Theorem 5.2. Let t 4 be an even integer, and let n
. Let λ ∞ be the sequence over GF(q) defined in Lemma 5.1, and let λ be defined as in (9) . The set C λ of (8) 
(16)
In addition, the polynomial P (x) of (15) is the generator polynomial of the code C λ .
, the subgroup of GF(q t ) * generated by ζ q+1 , where ζ is a generator of
The matrix B λ of (10) 
When q > 2, it follows from (17) that there is a u ∈ GF(q) * \ {1} such that u = η h for some 1 h n − 1. Hence, the minimum distance d = 2. 
This is the best binary cyclic code with length 85 and dimension 77 according to our experimental results, while the optimal linear code of length 85 and dimension 77 in the Database has minimum distance 4.
Earlier related works
There has been some prior work on the use of q-polynomials for the construction of codes. In particular, using q-polynomial evaluations, Gabidulin [8] defined a type of codes, commonly called Gabidulin codes, with rank metric. These codes are defined over some extension field GF(q N ) of GF(q), and the q-polynomials employed take coefficients in GF(q N ).
A subclass of the Gabidulin codes consists of the so-called q-cyclic codes, which are defined as follows [8] .
These codes are generalizations of cyclic codes: the case where N = 1 corresponds precisely to cyclic codes over GF(q). However, even in this case, the Gabidulin codes are equipped with the rank metric while classical cyclic codes are normally associated with the Hamming metric. These two metrics are clearly different: when N = 1, the rank distance between two codewords of length n is always bounded above by 1, which is not the case with the Hamming metric.
Furthermore, [8] only considers q-cyclic codes in the case n = N. With this restriction, a q-cyclic code is a cyclic code over GF(q) if and only if n = 1. In other words, a q-cyclic code is not a q-polynomial code studied above (due to Theorem 4.10) if the length n > 1.
In a different direction, Boucher, Geiselmann and Ulmer introduced another generalization of cyclic codes, in the form of skew-cyclic codes or θ -cyclic codes [5, 4] . Let θ be an automorphism of GF(q). A linear code C over GF(q) is said to be θ -cyclic if (c 0 , c 1 , . . . , c n−1 ) ∈ C implies that (θ(c n−1 ), θ(c 0 ), . . . , θ(c n−2 )) ∈ C. The case where θ is the identity automorphism corresponds to cyclic codes.
Let λ be an element of GF(q n ) * . Define 
Then the q-polynomial code C λ defined in (8) is a subfield subcode of the code C λ defined above, by restricting the coordinates to GF(q). It is easily seen that C λ is a θ -cyclic code, where θ is the Frobenius automorphism of GF(q n ). Hence every q-polynomial code is a subfield subcode of a skewcyclic code over an extension field, so is every cyclic code over GF(q) (due to Theorem 4.10).
Summary and concluding remarks
The contributions of this paper are the following:
1. The introduction of the q-polynomial approach to cyclic codes over GF(q) and the establishment of the theoretical foundations of this approach in Section 4. 2. The construction of a class of q-polynomial codes in Section 5, which are almost optimal when q = 2.
The discovery of the family of almost optimal cyclic codes of Section 5 demonstrates that the q-polynomial approach to cyclic codes could be promising. It would be an interesting problem to employ the q-polynomial approach to construct more new cyclic codes with desirable parameters and good error-correcting capability. The reader is cordially invited to join this adventure.
It would be worthwhile to note that we provided information on the generator polynomial of qpolynomial codes whenever this is possible. This should not give the reader the incorrect impression that it is unnecessary to develop the q-polynomial approach to cyclic codes.
