Abstract. In general, a tensor product of Demazure crystals does not decompose into a disjoint union of Demazure crystals. However, under a certain condition, a tensor product decomposes into a disjoint union of Demazure crystals. In this paper, we introduce a necessary and sufficient condition for every connected component of a tensor product of two Demazure crystals to be isomorphic to some Demazure crystal. Moreover, we consider a recursive formula describing connected components of tensor products of arbitrary Demazure crystals. As an application, we discuss the key positivity problem, which is the problem whether a product of key polynomials is a linear combination of key polynomials with nonnegative integer coefficients or not. Also, we obtain a crystaltheoretic analog of the Leibniz rule for Demazure operators.
Introduction
Let g be a finite dimensional simple Lie algebra over C, and U q (g) the quantum group of g over the field Q(q) of rational functions over Q in a variable q. For a dominant integral weight λ, we denote by L(λ) the irreducible highest weight U q (g)-module with highest weight λ. It is well-known that the category of finite dimensional U q (g)-modules of type 1 is semisimple. Hence, for dominant integral weights λ and µ, L(λ) ⊗ L(µ) decomposes into a direct sum of finite dimensional type 1 irreducible highest weight U q (g)-modules, namely, there exists a nonnegative integer c ν λ,µ for each dominant integral weight ν such that
where P + is the set of dominant integral weights. The integers c ν λ,µ are called Littlewood-Richardson coefficients.
For a dominant integral weight ν, the module L(ν) has a crystal basis (L(ν), B(ν)). From the decomposition above of L(λ) ⊗ L(µ), we obtain the corresponding formula namely, a tensor product of crystal bases decomposes into a disjoint union of connected highest weight crystals. Now we consider Demazure crystals. Does a tensor product of Demazure crystals decompose into a disjoint union of Demazure crystals? In general, the answer is no. However, in some special cases, it is known that a tensor product of Demazure crystals decomposes into a disjoint union of Demazure crystals. Let W be the Weyl group of g. For w ∈ W and λ ∈ P + , we denote by B w (λ) the Demazure crystal of lowest weight wλ. Lakshmibai, Littelmann, and Magyar proved the following theorem.
B(λ) ⊗ B(µ)
Theorem 1.1 ( [LLM, Proposition 12] ). Let λ and µ be dominant integral weights, and w an element of W . Then B e (λ) ⊗ B w (µ) decomposes into a disjoint union of Demazure crystals.
Note that B e (λ) = {b λ }, where b λ ∈ B(λ) is the highest weight element. The first main result of this paper is the following theorem, which generalizes the above one. Let Φ + be the set of positive roots, {α i } i∈I the set of simple roots, and s i the simple reflection corresponding to α i . We set W λ := {w ∈ W | wλ = λ} for λ ∈ P + . For w ∈ W , we denote by w λ the minimal-length representative for the coset wW λ , and by w λ the maximallength representative for the coset wW λ . For w ∈ W , we denote by (w) the length of w. Theorem 1.2. Let λ and µ be dominant integral weights. For w ∈ W , we define the group W w as the subgroup of W generated by {s i | i ∈ I, (s i w) < (w)}. Then, for v, w ∈ W , the set B v (λ)⊗B w (µ) decomposes into a disjoint union of Demazure crystals if and only if v λ ∈ W w µ .
The key positivity problem is the problem whether a product of key polynomials is a linear combination of key polynomials with nonnegative integer coefficients or not. If g is of type A, then the character of a Demazure crystal is identical to a key polynomial. Hence the above theorem tells us a sufficient condition for the key positivity problem. For w ∈ W and λ ∈ P + , we denote by κ wλ the character of B w (λ). Then we obtain the following theorem. Theorem 1.3. Let λ and µ be dominant integral weights, v and w elements of W . If v λ ∈ W w µ or w µ ∈ W v λ , then the product κ vλ κ wµ is a linear combination of the characters of Demazure crystals with nonnegative integer coefficients. π 1 ⊗ π 2 ∈ C(π, v), e i (π 1 ) = 0,f i (π 2 ) ∈ B w (µ) {0}, 1 ≤ b ≤ wt(π 2 ), α ∨ i .
  
.
As an application of this theorem, one can prove the following relation, which is an analog of the Leibniz rule for Demazure operators. For i ∈ I and λ ∈ P + , the map S i : B(λ) → B(λ) is defined as follows. This paper is organized as follows. In Section 2, we recall some basic facts about quantum groups, their representations, and crystal bases. In Section 3, we give some properties of Weyl groups. In Section 4, we recall the definition of crystals and review the definition and properties of Demazure crystals. In Section 5, we introduce Lakshmibai-Seshadri paths. In Section 6, we give some examples of tensor products of Demazure crystals, then prove Theorem 1.2. In section 7, we consider Theorem 1.4, which is a recursive formula describing connected components of tensor products of Demazure crystals. In section 8, we give applications of our theorems, first, we discuss Theorem 1.3 and the key positivity problem, and next we consider Theorem 1.5, which is an analog of the Leibniz rule for Demazure operators. product ( , ) on the vector space over R generated by Φ such that (α, α) = 2 for all short roots α ∈ Φ. Also, let P be the weight lattice of g, P + the set of dominant integral weights, ZΦ the root lattice of g. We set k := Q(q) be the field of rational functions over Q in a variable q.
For i ∈ I and a ∈ Z, we set [a] 
, where q i := q (α i ,α i )/2 . Then we can define the q-binomial coefficients by
for i ∈ I and a, n ∈ Z with n > 0; we set a 0 i := 1 for i ∈ I and a ∈ Z. In addition, we can define the q-analog of the factorial for all n ∈ Z with n > 0 by
Definition 2.1 ( [Ja, Section 4.3] ). The quantum group U q (g) is the associative algebra over k with generators
i , i ∈ I, and relations
where δ ij is the Kronecker delta, and a ij = 2(α i , α j )/(α i , α i ) is the (i, j)-entry of the Cartan matrix of g.
For each i ∈ I, the subalgebra of U q (g) generated by E i , F i , K i , K −1 i is isomorphic to U q i (sl 2 ); we denote this algebra by U i .
2.2.
Representations of quantum groups. In this subsection, we will survey the representation theory of quantum groups.
Let M be a finite dimensional U q (g)-module. For λ ∈ P , we set
holds. From now on, finite dimensional U q (g)-modules are assumed to be of type 1. Definition 2.2 ([Ja, Section 5.5]). For λ ∈ P , we define the Verma module M (λ) by
The Verma module M (λ) has a unique irreducible quotient. We denote this module by L(λ).
It is known that every finite dimensional U q (g)-module decomposes into a direct sum of finite dimensional irreducible U q (g)-modules. Namely, we know the following.
Theorem 2.4 ( [Ja, Theorem 5.17] ). The category of finite dimensional U q (g)-modules is semisimple.
2.3. Crystal bases. In the previous subsection, we introduced the finite dimensional irreducible U q (g)-module L(λ) for λ ∈ P + . In fact, these modules have certain good bases, called crystal bases. In this subsection, we construct these bases.
Let M be a finite dimensional U q (g)-module. Take i ∈ I. Recall that every finite dimensional U q i (sl 2 )-module decomposes into a direct sum of finite dimensional irreducible U q i (sl 2 )-modules by Theorem 2.4. Therefore, by considering M as a U i -module, we see that for λ ∈ P , every x ∈ M λ can be uniquely written as:
where x j ∈ M λ+jα i and E i x j = 0 for all j. Then we define the operatorsf i andẽ i byf
for λ ∈ P and x ∈ M λ , and extend this by linearity. We callf i the lowering Kashiwara operator, andẽ i the raising Kashiwara operator.
We define a ring A by
Definition 2.5 ( [Ja, Definition 9.3] ). Let M be a finite dimensional U q (g)-module. A-submodule M of M is called an admissible lattice if M satisfies the following conditions.
(1) M is finitely generated over A and M ⊗ A k is isomorphic to M as k-vector spaces by the multiplication map. (2) M has the weight space decomposition, that is, we have M = λ∈P M λ , where
Kashiwara operatorsf i andẽ i , i ∈ I, on M induce operators on M/qM. We also denote these operators byf i andẽ i for i ∈ I.
Definition 2.6 ([Ja, Definition 9.4]). Let M be a finite dimensional U q (g)-module. A pair (M, B), where M is an admissible lattice of M and B is a basis of the Q-vector space M/qM, is called a crystal basis if (M, B) satisfies the following conditions.
(1) B is compatible with the weight space decomposition of M, that is, B = λ∈P B λ holds where
We set b λ := v λ + qL(λ) ∈ L/qL. Then we define B(λ) by
Then we know the following theorem.
Theorem 2.7 ( [Ja, Theorem 9.25] ). For all λ ∈ P + , the pair (L(λ), B(λ)) is a crystal basis of L(λ).
Sometimes we call B(λ) the highest weight crystal for λ ∈ P + .
Basic Facts about Weyl Groups
In this section, we recall some basic facts about Weyl groups. For details, see [Hu] .
3.1. The length function. For w ∈ W , we can express w as a product of simple reflections, that is, there exist i 1 , . . . , i l ∈ I such that w = s i 1 · · · s i l . We call the product s i 1 · · · s i l an expression for w. If w is written as w = s i 1 · · · s i l with l minimal, then the product s i 1 · · · s i l is called a reduced expression for w, the sequence (i 1 , . . . , i l ) is called a reduced word for w, and l is called the length of w, denoted by (w). Note that a reduced expression for w is not unique.
Also, for w ∈ W we define n(w) := #(Φ + ∩ w −1 (−Φ + )).
Lemma 3.1 ( [Hu, Lemma 1.6] ). Let k ∈ I and w ∈ W . Then the following holds.
(
3.2. Deletion and exchange conditions. First, we explain the deletion condition.
Theorem 3.2 (Deletion condition; [Hu, Theorem 1.7] ). Let w be an element of W . Let w = s i 1 · · · s i l be an arbitrary expression for w. If n(w) < l, then there exist indices j, k ∈ {1, . . . , l} with j < k such that
As a corollary, we have the following.
Corollary 3.3 ( [Hu, Section 1.6, 1.7] ). For w ∈ W , we have (w) = n(w).
By Theorem 3.2, if an expression w = s i 1 · · · w i l for w ∈ W is not a reduced expression, then we can omit two s i 's. Now we describe the exchange condition. 
As a corollary, we obtain the following assertion which we use in the proof of our main results.
Corollary 3.5. Let w ∈ W . We set l = (w).
(1) If wα k ∈ −Φ + for k ∈ I, then there exists a reduced expression w =
3.3. Parabolic subgroups and coset representatives. For a subset J of I, we define
A parabolic subgroup of W has minimal and maximal-length representatives. (1) For a subset J of I and w ∈ W , the coset wW J has a unique element w J such that ( w J ) ≤ (v) for all v ∈ wW J . We call w J the minimal-length representative for the coset wW J .
(2) For a subset J of I and w ∈ W , the coset wW J has a unique element w J such that ( w J ) ≥ (v) for all v ∈ wW J . We call w J the maximallength representative for the coset wW J .
For λ ∈ P + , the stabilizer of λ is defined by
Hence, for each w ∈ W , the coset wW λ has minimal and maximal-length representatives. We denote by w λ the minimal-length representative for wW λ , and by w λ the maximal-length representative for wW λ .
Crystals, Tensor Products and Demazure Crystals
In this section, we review the definitions and some of the properties of crystals, tensor products of crystals, and Demazure crystals. 
(2) Let B be a crystal. The crystal graph of B is an I-colored directed graph whose vertices are the elements of B and whose I-colored edges are defined by: where B λ := {b ∈ B | wt(b) = λ} for λ ∈ P , and e λ , λ ∈ P , are the formal basis elements of the group algebra Z[P ] of P with multiplication defined by e λ e µ := e λ+µ for λ, µ ∈ P .
Example 4.2. Let λ be a dominant integral weight. We define maps wt :
Then it is easy to verify that B(λ) is a crystal equipped with maps wt, {f i } i∈I , {ẽ i } i∈I , {ϕ i } i∈I , {ε i } i∈I .
Also, we define mapsẽ max
We introduce morphisms between two crystals. (1) A morphism Ψ : B → B is a map Ψ : B {0} → B {0} satisfying:
and
(4) If there exists an isomorphism between B and B , we say that B and B are isomorphic.
When we take two crystals, we can form a tensor product of these.
Definition 4.4 ([HK, Definition 4.5.3])
. Let B and B be crystals. The tensor product of B and B is the set B ⊗ B := B × B equipped with maps wt, {f i } i∈I , {ẽ i } i∈I , {ϕ i } i∈I , {ε i } i∈I defined as follows: for b ∈ B and b ∈ B ,
Note that for b ∈ B and b ∈ B , we denote the element (b,
We can easily check that a tensor products of crystals is also a crystal. Let B and B be crystals. In this paper, we set S ⊗ S := {b ⊗ b | b ∈ S, b ∈ S } for subsets S ⊂ B and S ⊂ B .
For λ, µ ∈ P + , i ∈ I, and b ⊗ b ∈ B(λ) ⊗ B(µ), we setẽ max
4.2. Demazure crystals. We define Demazure crystals B w (λ) for w ∈ W and λ ∈ P + . Definition 4.5. Let w ∈ W and λ ∈ P + . We fix a reduced expression w = s i 1 · · · s i l , where l = (w). The Demazure crystal B w (λ) is defined to be A Demazure crystal has a good parametrization.
Definition 4.7 ([Li3, Section 1]). Let w ∈ W and λ ∈ P + . We fix a reduced expression w = s i 1 · · · s i l , where l = (w). For b ∈ B w (λ), we define the l-tuple of nonnegative integers Ω(b) := (a 1 , . . . , a l ) by
Then one has b =f
We know the following.
Lemma 4.9 ([Ka1, Proposition 3.2.3]). Let λ ∈ P + , w ∈ W and k ∈ I.
(1) If (s k w) > (w), then we have
For a crystal B and i ∈ I, an i-string is a subset of B of the form:
for some b ∈ B. For an i-string S, the highest weight element of S is the element b ∈ S such thatẽ i (b) = 0.
A Demazure crystal has the following property, called the string property.
Lemma 4.10 ([Ka1, Proposition 3.3.5]). Let λ ∈ P + , w ∈ W , and i ∈ I.
For an i-string S ⊂ B(λ) with the highest weight element b, the set S ∩B w (λ) is identical to either ∅, {b}, or S.
Lakshmibai-Seshadri paths
5.1. Definition of Lakshmibai-Seshadri paths. In this subsection, we recall the definition of Lakshmibai-Seshadri paths, which provide a realization of highest weight crystals. For details, see [Li1] and [Li2] . Let P R := P ⊗ Z R be the vector space over R generated by P . A piecewiselinear continuous map π : [0, 1] → P R with π(0) = 0 is called a path. Now we define Lakshmibai-Seshadri paths. Let λ ∈ P + .
Definition 5.1. For µ, ν ∈ W λ, we write µ ≥ ν if there exist r ≥ 0, µ 0 , µ 1 , . . . , µ r ∈ W λ with µ 0 = µ, µ r = ν, and positive roots β 1 , . . . , β r ∈ Φ + such that for k = 1, . . . , r,
When µ ≥ ν holds for µ, ν ∈ W λ, the number dist(µ, ν) is defined to be the maximal length r of sequences satisfying the above condition.
Definition 5.2. Let σ be a rational number with 0 < σ < 1. For µ, ν ∈ W λ with µ ≥ ν, a σ-chain for (µ, ν) is a sequence µ = µ 0 > µ 1 > · · · > µ r = ν of elements in W λ with r ≥ 0, and positive roots β 1 , . . . , β r ∈ Φ + such that either r = 0, or r ≥ 1 and for each k ∈ {1, . . . , r}, we have
(1) A Lakshmibai-Seshadri chain of shape λ is a pair (ν; a) where ν : ν 1 > · · · > ν r is a sequence of elements in W λ, and a : 0 = a 0 < a 1 < · · · < a r = 1 is a sequence of rational numbers such that there is an a kchain for (ν k , ν k+1 ) for each k ∈ {1, . . . , r − 1}. We call Lakshmibai-Seshadri chains LS-chains for short.
(2) Let (ν; a) = (ν 1 > · · · > ν r ; 0 = a 0 < a 1 < · · · < a r = 1) be an LS-chain of shape λ. A Lakshmibai-Seshadri path corresponding to (ν; a) is a path π defined by
. . , r − 1}. We call Lakshmibai-Seshadri paths LS-paths for short. When π is an LS-path corresponding to an LS-chain (ν; a), we often write π = (ν; a). (3) We denote the set of LS-paths of shape λ by B(λ).
5.2.
Crystal structure on the set of Lakshmibai-Seshadri paths. We define a crystal structure on B(λ).
Definition 5.4. For a path π, we set wt(π) := π(1). We call wt(π) the weight of π.
Remark 5.5. By [Li2, Lemma 4.5 a)], we have π(1) ∈ P for each π ∈ B(λ); hence wt defines a map from B(λ) to P .
Fix a path π : [0, 1] → P R and i ∈ I. We set
this is called the height function for π.
Assume that all of minimums of the function h π i (t) are integers and that π(1) ∈ P . If π is an LS-path, these assumptions are satisfied. Set
First, we introduce the raising root operatorẽ i . If m π i = 0, then we setẽ i (π) := 0. If m π i < 0, then we set
. .}, and h π i is continuous. Hence 0 ≤ t 0 < t 1 ≤ 1 holds. We defineẽ i (π) by
Next we define the lowering root operatorf i . If
Note that all of minimums of the functions hẽ i (π) i (t) and hf i (π) i (t) are integers, and that (ẽ i (π))(1) and (f i (π))(1) are contained in P .
Finally, for i ∈ I and a path π which satisfies that all of minimums of the function h π i (t) are integers and that π(1) ∈ P , we set ϕ i (π) := max{n ≥ 0 |f n i (π) = 0} and ε i (π) := max{n ≥ 0 |ẽ n i (π) = 0}. By using these, we can define maps ϕ i , ε i : B(λ) → Z.
Theorem 5.7 ([Li2, Section 2, Section 4]). The set B(λ), equipped with maps wt, {f i } i∈I , {ẽ i } i∈I , {ϕ i } i∈I , {ε i } i∈I , is a crystal.
Moreover, we know the following. From now on, we identify B(λ) with B(λ) for λ ∈ P + . For λ ∈ P + , we define the path π λ by π λ (t) := tλ for t ∈ [0, 1]. Then, for λ ∈ P + , we have π λ ∈ B(λ); we identify π λ ∈ B(λ) with b λ ∈ B(λ) for λ ∈ P + .
For paths π, π , we define the concatenation π * π of π, π by
If all of minimums of the functions h π i (t) and h π i (t) are integers, and π(1) and π (1) are contained in P , then the path π * π also satisfies that all of minimums of the function h π * π i (t) are integers and that (π * π )(1) ∈ P . Hence we can use the definition ofẽ i ,f i , ϕ i , ε i , i ∈ I, above to define a crystal structure on B(λ) * B(µ) := {π * π | π ∈ B(λ), π ∈ B(µ)} for λ, µ ∈ P + .
Theorem 5.9 ([Li2, Section 2]). For λ, µ ∈ P + , the set B(λ) * B(µ), equipped with maps wt, {f i } i∈I , {ẽ i } i∈I , {ϕ i } i∈I , {ε i } i∈I defined as above, is a crystal. Moreover, we have B(λ) * B(µ) = B(λ) ⊗ B(µ) by identifying π 1 * π 2 ∈ B(λ) * B(µ) with π 1 ⊗ π 2 ∈ B(λ) ⊗ B(µ). Now, we describe the Littlewood-Richardson rule for crystal bases in terms of LS-paths, called the generalized Littlewood-Richardson rule.
For λ, µ ∈ P + , we denote the set of λ-dominant LS-paths of shape µ by B(µ) λ . Also, for λ, µ ∈ P + and π ∈ B(µ) λ , the set C(π, λ, µ) is defined to be the connected component of B(λ) ⊗ B(µ) containing π λ ⊗ π; we obtain the crystal structure on C(π, λ, µ) by restricting that of B(λ) ⊗ B(µ). Moreover, the connected component C(π, λ, µ) is isomorphic to B(λ+wt(π)) as crystals.
At the end of this subsection, we describe Demazure crystals in terms of LS-paths. For details, see [Ka1] and [Li1] .
Definition 5.12. Let π be an LS-path. If π corresponds to an LS-chain (ν 1 > · · · > ν r ; 0 = a 0 < · · · < a r = 1), then we call ν 1 the initial direction of π, and set ι(π) := ν 1 .
Theorem 5.13. Let λ ∈ P + and w ∈ W . Then one has B w (λ) = {π ∈ B(λ) | ι(π) ≤ wλ}.
5.3.
Tensor product of a highest weight element and a Demazure crystal. In [LLM] , it is proved that a tensor product of a highest weight element and a Demazure crystal decomposes into a disjoint union of Demazure crystals.
First, we introduce some notation which are used through this paper. For λ, µ ∈ P + , we set B w (µ) λ := B(µ) λ ∩ B w (µ).
Definition 5.14. Let λ, µ be dominant integral weights, and v, w elements of the Weyl group W . For π ∈ B w (µ) λ , we denote by C(π, v, w, λ, µ) the connected component of B v (λ) ⊗ B w (µ) containing π λ ⊗ π.
We omit w, λ and µ from C (π, v, w, λ, µ) , that is, we simply write C(π, v) for C (π, v, w, λ, µ) .
Note that it follows that
by Theorem 5.11.
Let λ, µ be dominant integral weights, and w ∈ W . For π ∈ B w (µ) λ , we define w(π) ∈ W as follows.
As the first step, we take a decomposition of [0, 1] . First, let W (t) := {w ∈ W | w(λ + π(t)) = λ + π(t)} be a stabilizer of λ + π(t) ∈ P R for t ∈ [0, 1]. Then there exist intervals I 1 , . . . , I q such that [0, 1] = I 1 · · · I q , and such that for all i ∈ {1, . . . , q} and t, t ∈ I i one has W (t) = W (t ), and t < t if t ∈ I i , t ∈ I j for each i, j ∈ {1, . . . , q} with i < j. We take such intervals so that q is minimal. Now we define w(π). We denote the Bruhat order on W by ≤. First, we set w q+1 := e, where e is the identity element of W . When w j is defined for j ∈ {3, 4, . . . , q + 1}, let w j−1 := max(W (I j−1 )w j ). Assume that w 2 , . . . , w q+1 are defined. Then we set u 1 := max{u ∈ W (I 1 ) | uτ 1 ≤ wW µ } and w 1 := max{uw 2 | u ≤ u 1 }. Here, τ 1 is defined by τ 1 := min{w ∈ W | wµ = ι(π)}. Recall that W µ = {w ∈ W | wµ = µ} is the stabilizer of µ. Finally, we set w(π) := w 1 . We must discuss the existence of u 1 . Also, we have to check that w(π) is well-defined. For details, see [LLM] .
We can state the decomposition theorem for a tensor product of a highest weight element and a Demazure crystal. Recall that B e (λ) = {π λ }.
Theorem 5.15 ( [LLM, Proposition 12] ). Let λ and µ be dominant integral weights, and w an element of W . For π ∈ B w (µ) λ , the connected component C(π, e) is isomorphic to B w(π) (λ + wt(π)). Hence one has the following isomorphism:
The first main result of this paper is a generalization of this theorem, which is given in the next section.
Tensor Products of Demazure Crystals
In this section, we discuss the condition for every connected component of a tensor product of Demazure crystals to be isomorphic to a Demazure crystal.
Before the discussion, we introduce some notation. For w ∈ W , we set D L (w) := {i ∈ I | (s i w) < (w)}, the left descent set. Then we define
, which is a parabolic subgroup of W .
Next, we introduce notation for specific crystals. A word is a sequence i = (i 1 , . . . , i l ) with i j ∈ I for j ∈ {1, . . . , l}.
Definition 6.1. Let λ, µ ∈ P + , and w ∈ W .
(1) For a word i = (i 1 , . . . , i l ), we set B i,w,λ,µ := a 1 ,...,a l ≥0f
(2) For a word i and a path π ∈ B w (µ) λ , we denote by D(π, i, w, λ, µ) the connected component of B i,w,λ,µ containing π λ ⊗ π.
We omit w, λ and µ from D(π, i, w, λ, µ) as for C(π, v), namely, we write D(π, i) instead of D(π, i, w, λ, µ).
Remark 6.2. Let λ, µ ∈ P + , and w ∈ W . Take a word i.
(1) We can verify by direct computation that the set B i,w,λ,µ is identical to a tensor product of some highest weight element and some generalized Demazure crystal. For details about generalized Demazure crystals, see [LLM] . (2) The connected component D(π, i) is isomorphic to some Demazure crystal because each generalized Demazure crystal is a disjoint union of Demazure crystals by Theorem 2 of [LLM] .
Now we consider a sufficient condition. We prove the following theorem.
Theorem 6.3. Let λ and µ be dominant integral weights, and v, w elements of W . Fix a reduced expression
By Remark 6.2, we can conclude that B v (λ) ⊗ B w (µ) decomposes into a disjoint union of Demazure crystals if v λ ∈ W w µ . More precisely, we can give an explicit formula of such a decomposition in this case. To describe it, we define u(π, v) ∈ W for λ, µ ∈ P + , v, w ∈ W with v λ ∈ W w µ , and π ∈ B w (µ) λ . First, we fix a reduced expression v λ = s i 1 · · · s i l for v. Then, we set
When u j ∈ W is defined for some j ∈ {2, . . . , l}, then we define u j−1 ∈ W by
Finally, we define u(π, v) := u 1 . Note that u(π, v) depends on the choice of a reduced word for v λ . We can write an explicit decomposition formula in terms of u(π, v).
Corollary 6.4. Let λ and µ be dominant integral weights, and v, w elements of W . If v λ ∈ W w µ , then we have C(π, v) B u(π,v) (λ + wt(π)) for all π ∈ B w (µ) λ . Hence it follows that
Note that if w is the longest element w • of W , then we have B w• (µ) = B(µ) and W w• µ = W . Hence, for all λ, µ ∈ P + and v ∈ W , B v (λ) ⊗ B(µ) is a disjoint union of Demazure crystals.
Next we consider a necessary condition. In fact, the following assertion holds.
Theorem 6.5. Let λ, µ ∈ P + and v, w ∈ W . If v λ ∈ W w µ , then there exists a connected component of B v (λ) ⊗ B w (µ) that is not isomorphic to any Demazure crystal.
Therefore, by combining Corollary 6.4 and Theorem 6.5, we obtain the following theorem, which is one of the main results of this paper.
Theorem 6.6. Let λ and µ be dominant integral weights, and v, w elements of W . Each connected component of B v (λ) ⊗ B w (µ) is isomorphic to some Demazure crystal if and only if v λ ∈ W w µ .
Before proving Theorem 6.3, Corollary 6.4, and Theorem 6.5, we give some examples of tensor products of Demazure crystals.
6.1. Examples of tensor products of Demazure crystals. Here we give some examples. In this subsection, we consider the case g = sl 3 . Let I := {1, 2} and h := {h ∈ g | h is a diagonal matrix}. For k ∈ {1, 2, 3}, we define the maps ε k : h → C by
Let α i := ε i − ε i+1 for i ∈ I, and define 1 and 2 ∈ h * by 1 := ε 1 and 2 := ε 1 + ε 2 , respectively. Then {α 1 , α 2 } is the set of simple roots, and { 1 , 2 } is the set of fundamental weights. In this case, for i ∈ I the simple reflection s i is the linear transformation on h * , which satisfy the following equality for k ∈ {1, 2, 3}.
Example 6.7. Let v = s 1 s 2 , w = s 1 s 2 s 1 , λ = 1 + 2 , and µ = 1 . Then we can verify the following equation by direct calculation.
In this case, v λ = v is contained in W w µ = W w since w is the longest element of W . We compute u(π, v) for π ∈ B w (µ) λ and compare (6.1) with the isomorphism in Corollary 6.4. In our case, we have B w (µ) = {π ε 1 , π ε 2 , π ε 3 }.
First, we consider π ε 1 . For t ∈ [0, 1], we have λ+π ε 1 (t) = (t+2)ε 1 +ε 2 , and hence λ + π ε 1 (t), α ∨ 1 = t + 1 > 0, λ + π ε 1 (t), α ∨ 2 = 1 > 0. It follows that π ε 1 ∈ B w (µ) λ and W (t) = {e}. Therefore, w(π ε 1 ) = e and u(π ε 1 , v) = s 1 s 2 . Note that λ + wt(π ε 1 ) = 3ε 1 + ε 2 = 2 1 + 2 .
Next, we consider π ε 2 . Fix t ∈ [0, 1]. Then we have λ + π ε 2 (t) = 2ε 1 + (t + 1)ε 2 , and hence λ + π ε 2 (t), α ∨ 1 = −t + 1 ≥ 0, λ + π ε 2 (t), α ∨ 2 = t + 1 > 0. It follows that π ε 2 ∈ B w (µ) λ . Since λ + π ε 2 (t), α ∨ 1 = 0 if and only if t = 1, we have
Therefore, we conclude that w(π ε 2 ) = s 1 and u(π ε 2 , v) = s 1 s 2 s 1 . Note that λ + wt(π ε 2 ) = 2ε 1 + 2ε 2 = 2 2 .
Finally, we consider π ε 3 . Take t ∈ [0, 1]. Then one has λ + π ε 3 (t) = 2ε 1 +ε 2 +tε 3 , and hence λ+π ε 3 (t), α ∨ 1 = 1 > 0, λ+π ε 3 (t), α ∨ 2 = −t+1 ≥ 0. It follows that π ε 3 ∈ B w (µ) λ . Since λ + π ε 3 (t), α ∨ 2 = 0 if and only if t = 1, we have
Therefore, we can verify that w(π ε 3 ) = s 2 and u(π ε 3 , v) = s 1 s 2 . Note that λ + wt(π ε 3 ) = 2ε 1 + ε 2 + ε 3 = ε 1 = 1 . Recall that ε 1 + ε 2 + ε 3 = 0 since we are considering g = sl 3 .
Thus we have
Example 6.8. Let v = s 1 , w = s 1 s 2 , λ = 2 1 + 2 , and µ = 1 + 2 2 . Then we can verify the following equation by direct calculation.
In this case, v λ = v is contained in W w µ = W w since (s 1 w) = (s 2 ) = 1 < 2 = (w). We compare (6.2) with the isomorphism in Corollary 6.4. Set
Then we have B w (µ) λ = {π 1 , . . . , π 7 }. We can verify that u(
and u(π 7 , v) = s 1 . Thus we have
Example 6.9. Let v = w = s 1 s 2 , λ = 1 + 2 , and µ = 1 . One of the connected components of the crystal graph of B v (λ) ⊗ B w (µ) is as follows:
The highest weight of this connected component is 2 2 . Therefore, if this connected component were a Demazure crystal, it must be B s 1 s 2 (2 2 ). However clearly it is not. Hence B v (λ)⊗B w (µ) is not a disjoint union of Demazure crystals. This example shows that in general B v (λ) ⊗ B w (µ) is not a disjoint union of Demazure crystals for v, w ∈ W and λ, µ ∈ P + . Note that in this case, we have v λ = v and w µ = w; thus, v λ is not contained in W w µ .
6.2. Proofs of Theorem 6.3 and Corollary 6.4. First of all, we prove the following two lemmas.
Lemma 6.10. Let λ and µ be dominant integral weights, and v and w elements of W , and take a reduced expression v = s i 1 · · · s i l . Then we have
Lemma 6.11. Let λ and µ be dominant integral weights, w an element of W , and v an element of W w and take a reduced expression
Note that the assumption of Lemma 6.10 is weaker than that of Lemma 6.11.
Proof of Lemma 6.10.
For this, we show thatẽ max
(b λ ) be the string parametrization for b. By the tensor product rule, there is some r 1 ∈ Z with r 1 ≥ 0 such that
Similarly, there is a nonnegative integer r 2 such thatẽ
Repeating this, we obtain nonnegative integers r 1 , . . . , r l such that
Since a Demazure crystal is stable under raising Kashiwara operators, we haveẽ Proof of Lemma 6.11. Take b ∈ B w (µ). Fix k ∈ {1, . . . , l}. Since (s i k w) < (w), we havef i k (b) ∈ B w (µ) {0} by Lemma 4.9(2).
Let us prove that for all b ∈ B w (µ) and nonnegative integers a 1 , . . . , a l , one hasf
By the discussion above, we havef
is not 0. In the same way, we obtain nonnegative integers c 1 , . . . , c l and Since (i 1 , . . . , i l ) is a reduced word for v and sincef
. Therefore, we conclude thatf
Combining these lemmas, we obtain the following assertion.
Lemma 6.12. Let λ and µ be dominant integral weights, w an element of W , and v an element of W w , and take a reduced expression
Proof of Theorem 6.3. Since B v (λ) = B v λ (λ) and B w (µ) = B w µ (µ), we obtain the desired assertion by Lemma 6.12. More precisely, if we take a reduced expression v λ = s i 1 · · · s i l , then we have
Now we prove Corollary 6.4.
Proof of Corollary 6.4. Fix a reduced decomposition v λ = s i 1 · · · s i l . By Theorem 6.3 and Theorem 5.15, we have
Since the subset a 1 ,...,a l ≥0f
is connected and it contains π λ ⊗ π, one has a 1 ,...,a l ≥0f
Hence the union in (6.3) is disjoint, that is, we have
Assume that a 1 ,...,a l ≥0f
for some π ∈ B w (µ) λ . Then we see that
which is a contradiction. Thus, for all π ∈ B w (µ) λ , we have a 1 ,...,a l ≥0f
Let π ∈ B w (µ) λ . Since C(π, e) B w(π) (λ + wt(π)) by Theorem 5.15, it follows that
Hence, to prove the corollary, it is sufficient to show that a 1 ,...,a l ≥0f
for all π ∈ B w (µ) λ . Let π ∈ B w (µ) λ . By Lemma 4.9, we have
Now we proceed by induction. Suppose that a j ,...,a l ≥0f
for j ∈ {2, . . . , l}. Again by Lemma 4.9, one has a j−1 ,...,a l ≥0f
Therefore, we conclude that a 1 ,...,a l ≥0f
6.3. Proof of Theorem 6.5. The following lemma is important.
Lemma 6.13. For µ ∈ P + , w ∈ W , and i ∈ I, (s i w µ ) > ( w µ ) holds if and only if wµ,
i is a positive coroot by Corollary 3.5. Since µ is a dominant integral weight, we have µ, (
and hence s i w µ µ = w µ µ = wµ. This implies that s i w µ ∈ wW µ . Since (s i w µ ) > ( w µ ), this contradicts the fact that w µ is maximal in wW µ . Thus wµ, α ∨ i is not equal to 0. Hence one has wµ, α ∨ i > 0. Next, assume that wµ,
Since µ is a dominant integral weight, ( w µ ) −1 α ∨ i must be a positive coroot. By Lemma 3.1 and Corollary 3.3, we have (s i w µ ) = ( w µ ) + 1 > ( w µ ).
Proof of Theorem 6.5. Fix a reduced expression v λ = s i 1 · · · s i l . Since v λ ∈ W w µ by the assumption, there exists k ∈ {1, . . . , l} such that
By Lemma 6.13, one has wµ, α ∨ i k > 0, which shows that the height function h π wµ i k (t) = π wµ (t), α ∨ i k of the straight-line path π wµ is strictly increasing on [0, 1]. Hencef i k (π wµ ) = 0 andẽ i k (π wµ ) = 0. Since wµ is the lowest weight of B w (µ) and wt(f i k (π wµ )) = wµ − α i k is less than wµ, f i k (π wµ ) ∈ B w (µ) {0}. Now we prove thatf i k (π s i k+1 ···s i l λ ) ∈ B v (λ). First we show that the el-
and hence
To prove this, it is sufficient to see that the initial direction off i k (π s i k+1 ···s i l λ ) is less than or equal to vλ.
Hence we need to show that s i k s i k+1 · · · s i l λ ≤ vλ. By the same proof as that of
ir > 0 for all r ∈ {1, . . . , k}. From these inequalities, we deduce that
Suppose, for a contradiction, that C is isomorphic to some Demazure crystal. Recall thatf i k (π s i k+1 ···s i l λ ) = 0 and thatẽ i k (π wµ ) = 0. Therefore,
. By the tensor product rule, we obtain thatf
However,f i k (π wµ ) ∈ B w (µ), and hencef
This contradicts Lemma 4.10.
Therefore, C is not isomorphic to any Demazure crystal.
The recursive formula describing connected components
In this section, we consider a recursive formula describing connected components of tensor products of Demazure crystals. We prove the following theorem in this section.
Theorem 7.1. Let λ, µ be dominant integral weights, and v, w elements of the Weyl group W . Take i ∈ I which satisfies (s i v) > (v). Also, we take π ∈ B w (µ) λ . Then we have the following formula.
From now on, we fix λ, µ ∈ P + , and w ∈ W . Also, we fix a reduced expression v = s i 1 · · · s i l for v, and set i := (i 1 , . . . , i l ). First, we introduce some notation.
As the first step of the proof of Theorem 7.1, we consider the string decomposition of C(π, v), C(π, s i v), D(π, i), and D(π, (i, i)), where (i, i) := (i, i 1 , . . . , i l ).
We take π 1 ⊗ π 2 ∈ C(π, v) such thatẽ i (π 1 ⊗ π 2 ) = 0, and set 
. Now, suppose, for a contradiction, that S S; then, we are in the case (2) or (3) above. In this case, there exists an element π a ⊗ π b ∈ S \ S. Since S ⊂ B i,λ,wµ = a 1 ,...,ar≥0f π, v) . This contradicts the assumption that π a ⊗ π b ∈ S. As a corollary, we obtain the following inclusion relation.
Corollary 7.4. The following inclusion holds.
By the tensor product rule, we can simplify one condition in the above.
Lemma 7.5. Let π 1 ⊗ π 2 ∈ B(λ) ⊗ B(µ). Then the following statements are equivalent:
Proof. This is because the following are equivalent:
Corollary 7.6. The following inclusion holds.
Definition 7.7. We set
As the second step of the proof of Theorem 7.1, we remove some unnecessary conditions from the right-hand side of the inclusion in Corollary 7.6. Proposition 7.8. The following equality holds.
Definition 7.9. We set
Also, we can simplify the conditions of E (π, v, i).
Lemma 7.10. Take a path π ∈ B w (µ) which satisfiesf i (π) ∈ B w (µ) {0}. Then, ε i (π) = 0 and ϕ i (π) = wt(π), α ∨ i . Proof. By the string property for B w (µ) (see Lemma 4.10), the path π is an i-highest element, that is,ẽ i (π) = 0, which implies that ε i (π) = 0. Hence, by an axiom for crystals, we have
Proof. By Lemma 7.10, we haveẽ i (π 2 ) = 0, and henceẽ
(π 2 ) = 0. Therefore, this lemma follows from Lemma 7.5.
Corollary 7.12. It holds that
Theorem 7.13. Let λ, µ be dominant integral weights, and v, w elements of the Weyl group W . Take i ∈ I which satisfies (s i v) > (v). Also, we take π ∈ B w (µ) λ . Then we have the following formula.
Definition 7.14. Let π ∈ B w (µ) λ . We take i ∈ I such that (s i v) > (v). We set
Proof of Theorem 7.13. By Corollary 7.12 and the fact that C(π, v) is included in C(π, v, i), it is sufficient to prove that
Take an element π 1 ⊗ π 2 ∈ C(π, v) satisfying the following conditions:
Assume that there exists a ≥ 0 such thatf a i (π 1 ⊗ π 2 ) ∈ C(π, v) {0}. We need to prove thatf a i (π 1 ⊗ π 2 ) ∈ E(π, v, i). First, we show thatf i (π 2 ) ∈ B w (µ) {0}. Suppose thatf i (π 2 ) ∈ B w (µ) {0}. Sincef i (π 1 ⊗ π 2 ) ∈ D(π, i) and D(π, i) is a subset of B i,λ,wµ , the path
Sinceẽ i (π 1 ) = 0 or equivalently ε i (π 1 ) = 0, we have ϕ i (π 1 ) = wt(π 1 ), α ∨ i by an axiom of crystals. Also, we have ε i (π 2 ) = 0 by Lemma 7.10. Hence 
From the above argument, we can verify thatf a i (π 1 ⊗ π 2 ) ∈ E(π, v, i). Proof of Theorem 7.1. It remains to prove
On the other hand, by the definition of C(π, v, i), it is clear that
From the above argument, the proof of (7.1) is completed, and hence Theorem 7.1 follows.
Some applications
In this section, we give some applications of the theorems that we proved above.
8.1. Key positivity problem. For ν ∈ P , there is a unique λ ν ∈ W ν such that λ ν ∈ P + . In this situation, there exists u ∈ W such that uλ ν = ν. Take u ν := u λν , and set κ ν := ch(B uν (λ ν )). Note that u ν does not depend on the choice of u.
If g = sl n+1 , then κ ν is identical to a key polynomial. For details about key polynomials, see [RS] . It is known that a product of key polynomials is a linear combination of key polynomials with integer coefficients.
Theorem 8.1 ( [RS, Corollary 7] ). Assume that g = sl n+1 . Let λ and µ be dominant integral weights, and v, w elements of W . Then there exists an integer a ν v,w,λ,µ for each ν ∈ P such that
The key positivity problem is the problem whether integers a ν v,w,λ,µ are nonnegative or not. In some special cases, we have already known a ν v,w,λ,µ ≥ 0 for each ν ∈ P . Theorem 8.2. Let λ, µ ∈ P + , and w ∈ W . Then there exists a nonnegative integer a ν e,w,λ,µ for each ν ∈ P such that κ λ κ wµ = ν∈P a ν e,w,λ,µ κ ν .
Proof. Take characters of both sides of the isomorphism in Theorem 5.15.
Remark 8.3. For λ ∈ P + , we have B e (λ) = {b λ }. Hence κ λ = ch(B e (λ)) = e λ . where a ν v,w,λ,µ = #{π ∈ B w (µ) λ | wt(π) = λ ν − λ, u(π, v) λν = u ν } are nonnegative integers. By taking characters, we conclude the desired assertion.
Corollary 8.7. Let λ and µ be dominant integral weights, and v, w elements of W . If v λ ∈ W w µ or w µ ∈ W v λ , then the product of κ vλ and κ wµ is a linear combination of some key polynomials with nonnegative integer coefficients.
Remark 8.8. (1) For λ, µ ∈ P + and w ∈ W , we have e λ = e ∈ W w µ . Hence Corollary 8.7 is a refinement of Theorem 8.2.
(2) For λ, µ ∈ P + and v ∈ W , we have v λ ∈ W = W w• = W w• µ . Hence Corollary 8.7 is a refinement of Theorem 8.4.
Remark 8.9. Classically, we know the Schubert positivity property; a product of Schubert polynomials is a linear combination of Schubert polynomials with nonnegative integer coefficients (see [F, Section 10.6, Exercise 12] ). Since a Schubert polynomial for a vexillary permutation is identical to certain key polynomial, the Schubert positivity property shows that key positivity property holds under certain condition. This condition is neither a necessary condition nor a sufficient condition for the condition in Corollary 8.7.
8.2. The Leibniz rule for root operators. First, we define maps S i , i ∈ I, which appear in our theorem below.
Definition 8.10. For i ∈ I and λ ∈ P + , we define Next, maps S i , i ∈ I, satisfy the braid relations: Take i, j ∈ I. If s i s j ∈ W has order m, then
where the number of terms on both sides is m. For these reasons, maps S i , i ∈ I, can be thought of "lifts of the simple reflections." For details, see [Li2, Section 8] . Now, we give an equation, which is an analog of the Leibniz rule for Demazure operators. 
