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1. Seznamte se s kartou COMBO6X a technologíı Virtex-II Pro od firmy Xilinx.
2. Nastudujte śıt’ové protokoly TCP/IP a problematiku skládáńı TCP/IP tok̊u. Na-
vrhněte architekturu komponent, která umožńı stavové zpracováńı TCP/IP tok̊u. Při
návrhu se snažte o dosažeńı maximálńı flexibility mezi velikost́ı uchovávaných infor-
maćı a počtem zpracovávaných tok̊u.
3. Proved’te implementaci navržené architektury v jazyce VHDL s ohledem na syntézu
do FPGA.
4. Nad vytvořenou implementaćı proved’te syntézu a zjistěte velikost a maximálńı frek-
venci výsledného obvodu.
5. Funkci navrženého řešeńı ověřte nad aplikaćı hledáńı řetězc̊u v TCP/IP toćıch. Jako
ćılovou platformu použijte kartu COMBO6X.
6. V závěru diskutujte dosažené výsledky a uved’te možné uplatněńı navrženého řešeńı.
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Abstrakt
Bezpečnostńı śıt’ová zař́ızeńı se stávaj́ı nezbytnou součást́ı mnoha univerzitńıch nebo ko-
merčńıch śıt́ı. Pro dosažeńı potřebné úrovně bezpečnosti však zmı́něná zař́ızeńı pro svoji
činnost vyžaduj́ı technologie komplexńı analýzy provozu, jako je stavové filtrováńı nebo re-
konstrukce TCP tok̊u. Tato bakalářská práce se zabývá návrhem a implementaćı flexibilńı
śıt’ové platformy pro stavové zpracováńı tok̊u. Umožňuje analyzovat a zpracovávat vstupńı
data př́ımo na úrovni datových tok̊u, nejen nad pakety. Navržená architektura je d́ıky své
flexibilitě vhodná pro široké spektrum aplikaćı, zajǐst’uje rozdělováńı výkonu a konzistentńı
zpracováńı stavové informace. Výhody tohoto př́ıstupu jsou demonstrovány na několika
śıt’ových aplikaćıch.
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Abstract
Network security systems become an essential part of many network structures in both
company and university domains. These systems however require a higher semantic level of
network traffic analysis like statefull filtration or TCP stream reassembling. This bachelor
work deals with an architecture of flexible network platform capable of statefull processing
at multigigabit speeds. It allows to analyze and process incoming network traffic with
a flow-based approach rather than packet-based one. The proposed architecture is flexible in
supporting wide range of applications, allows performance scalability and state information
consistency checking. The advantages and flexibility of proposed platform is demonstrated
on several network security applications.
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5.1 Využit́ı zdroj̊u a dosažená frekvence . . . . . . . . . . . . . . . . . . . . . . 26
6 Aplikace 27
6.1 TCP Reassembling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
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V posledńı době jsme svědky výrazného rozvoje Internetu. Počet uživatel̊u a poskytovaných
služeb rychle roste a s ńım roste i potřeba analyzovat a zpracovávat přenesené informace.
Vzhledem ke zvyšuj́ıćı se četnosti útok̊u a jejich stále obt́ıžněǰśımu odhaleńı se klade d̊uraz
na vývoj zař́ızeńı schopných komplexńı analýzy a zpracováńı śıt’ového provozu. Při vývoji
těchto zař́ızeńı nelze využ́ıt klasické zpracováńı založené na programovém vybaveńı, protože
taková zař́ızeńı by nebyla schopna zpracovat data na multigigabitových rychlostech (1 až 10
Gb/s). Tato zař́ızeńı jsou limitována výkonem procesoru a propustnost́ı systémové sběrnice.
Zpracováńı je nutné přesunout na nižš́ı vrstvu – hardware, která poskytne potřebný para-
lelismus a dostatečný výpočetńı výkon. Śıt’ová zař́ızeńı mohou být s výhodou vyvinuta na
programovatelných hradlových poĺıch (FPGA), která jsou flexibilńı a poskytuj́ı dostatečný
výpočetńı výkon pro zpracováńı nebo analýzu provozu na multigigabitových śıt́ıch.
Pro mnoho bezpečnostńıch śıt’ových zař́ızeńı je nezbytné stavové zpracováńı př́ıchoźıho
provozu, kdy je analýza prováděna nad celým tokem, ne pouze nad jednotlivými pakety [10].
Jedná se např́ıklad o aplikace typu vyhledáváńı řetězc̊u, systémy pro analýzu protokol̊u, da-
tových tok̊u a daľśıch bezpečnostńıch systémů, kde je potřeba pracovat se stavovou informaćı
přǐrazenou k danému datovému toku. Pro demonstraci d̊uležitosti stavového zpracováńı po-
slouž́ı systém detekce nežádoućıho provozu IDS – Intrusion Detection System. Zař́ızeńı má
za úkol analyzovat śıt’ovou komunikaci a vyhledat v datech paketu vzory, které mohou indi-
kovat útok. Bez možnosti ukládat aktuálńı stav vyhledávaj́ıćıho automatu ale tento systém
neńı schopen nalézt řetězce rozdělené mezi v́ıce paket̊u. Tato slabina může být zneužita
potenciálńım útočńıkem umı́stěńım detekovatelného řetězce mezi v́ıce paket̊u, č́ımž prolomı́
ochranu detekčńıho systému.
Z těchto poznatk̊u vyplývá, že při vývoji systému pro stavové zpracováńı tok̊u (dále
jen platformy) je třeba brát ohled na ćılovou aplikaci, která může mı́t r̊uzné požadavky.
Některé aplikace mohou vyžadovat ukládáńı rozsáhlé stavové informace, ale nevyžaduj́ı vy-
sokou rychlost zpracováńı, zat́ımco pro jiné aplikace může být prioritou analýza provozu na
vysokých rychlostech (až 10 Gb/s). Pro dostatečnou flexibilitu by měla platforma umožňit
zvoleńı libovolné exterńı paměti pro ćılovou aplikaci.
Velikost kontextu by taktéž měla být volitelná, protože se opět jedná a vlastnost spe-
cifickou pro každou aplikaci. Např́ıklad zař́ızeńı typu IDS bude zpravidla vyžadovat kon-
text malé velikosti pouze na uložeńı stavu vyhledávaćıho automatu, zat́ımco systémy pro
analýzu datových tok̊u mohou ukládat celé bloky dat. Daľśı velmi d̊uležitou vlastnost́ı každé
aplikace je počet procesńıch jednotek. Zpracováńı paketu může vyžadovat větš́ı množstv́ı
výpočetńıho času a jedna procesńı jednotka nemuśı mı́t dostatečnou propustnost pro zpra-
cováńı vstupńıho śıt’ového toku. Z tohoto d̊uvodu by měla platforma podporovat zcela voli-
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telný počet procesńıch jednotek. S větš́ım počtem procesńıch jednotek ale docháźı k několika
problémům. Např́ıklad by mohlo doj́ıt k použit́ı nekonzistentńı stavové informace, které
by mohlo vést k omezeńı, či úplnému znemožněńı zpracováńı dat. Tento problém je dále
vysvětlen v kapitole 4.4.1 a je ukázáno jeho řešeńı.
Dokument je logicky členěn do několika kapitol. V teoretické části je čtenář seznámen
s referenčńım śıt’ovým modelem ISO/OSI, který je dále odkazován při vysvětleńı zp̊usobu
identifikace tok̊u. V kapitole 3 je proveden rozbor současného stavu a předvedeno několik
současných př́ıstup̊u ke stavového zpracováńı. U jednotlivých př́ıstup̊u jsou vysvětleny je-
jich výhody a nevýhody a nakonec jsou tyto systémy srovnány s vyv́ıjenou platformou.
Kapitola 4 se zabývá vlastńım návrhem a implementaćı architektury platformy. Jsou zde
uvedeny blokové diagramy jednotlivých komponent a vysvětlena jejich funkce. V kapitole
5 jsou předvedeny výsledky źıskané po implementaci platformy a analýz d̊uležitých vlast-
nost́ı aplikace jako je propustnost platformy při použit́ı r̊uzných typ̊u pamět́ı nebo využit́ı
zdroj̊u na FPGA. Výhody vyv́ıjené platformy jsou předvedeny na několika śıt’ových apli-





2.1 Referenčńı śıt’ový model ISO/OSI
Referenčńı śıt’ový model ISO/OSI byl vytvořen mezinárodńı organizaćı ISO (Internatio-
nal Organization for Standardization) jako jednotný standard pro vzájemné propojováńı
r̊uzných systémů. Standard definuje celkem sedm hierarchických vrstev, které jsou znázor-








Obrázek 2.1: Referenčńı model ISO/OSI
Ve standardu je definováno přesné rozhrańı služeb, které jednotlivé vrstvy poskytuj́ı.
Vzhledem k jeho komplikovanosti se ale dnes většinou využ́ıvá pouze jako reference. V ná-
sleduj́ıćıch bodech jsou popsány funkce jednotlivých vrstev.
Fyzická vrstva se zabývá přenosem bit̊u komunikačńım kanálem, ale nevěnuje už pozor-
nost významu přenášených bit̊u. Specifikuje přenosové médium, úrovně napět́ı hod-
noty logické jedničky nebo nuly, délku doby pro přenos jednoho bitu a daľśı parametry,
které určuj́ı mechanické a elektrické rozhrańı. Př́ıkladem rozhrańı je RS232.
Linková vrstva vytvář́ı nad fyzickou vrstvou datový spoj. Standardně je datový spoj
vytvářen mezi bezprostředńımi sousedy, tedy na dvoubodovém spoji. Linková vrstva
organizuje bitový proud fyzické vrstvy do rámc̊u, což jsou obvykle bloky dat o velikosti
deśıtek až tiśıc̊u bajt̊u. Rámec má svou přesnou strukturu, je v něm obvykle obsažena
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zdrojová a ćılová adresa rámce. Vrstva umožňuje rozpoznávat chybně přenesené rámce
a zajistit jejich opravný přenos.
Śıt’ová vrstva řeš́ı směrováńı toku dat v śıti od odeśılatele k adresátovi. Zdrojový a ćılový
uzel přitom nemuśı být př́ımo propojeny. Hlavńım úkolem této vrstvy je řešit pro-
blematiku směrováńı. Pro tyto účely mohou být data děleny na pakety. Pro zajǐstěńı
toku dat śıt́ı je potřeba jednoznačná identifikace uzlu, která je nezávislá na fyzické
adresaci. Tato identifikace se nazývá śıt’ová adresa a je přǐrazována všem uzl̊um śıtě.
Služby śıt’ové vrstvy se děĺı na spojované, které jsou spolehlivé, a na nespojované,
které spolehlivost doručeńı dat nezaručuj́ı. Součást́ı této vrstvy je např́ıklad IP pro-
tokol.
Transportńı vrstva zaručuje adresováńı koncových komunikuj́ıćıch prvk̊u, které p̊usob́ı
v jednotlivých uzlech śıtě. Mezi tyto prvky patř́ı např́ıklad procesy nebo uživatelské
relace. Data jsou přenášena po bloćıch (segmentech). V segmentu je adresa, která
umožňuje identifikaci komunikuj́ıćıch prvk̊u v rámci jednotlivého uzlu. Na úrovni
śıt’ové vrstvy jsou segmenty rozděleny na pakety, do kterých se přidaj́ı adresy ko-
munikuj́ıćıch uzl̊u. Po uskutečněńı přenosu jsou segmenty z paket̊u opět sestaveny.
Na úrovni transportńı vrstvy mohou existovat spojované i nespojované služby. U spo-
jovaných služeb je v této vrstvě zajǐstěno ustaveńı komunikace a spolehlivé doručeńı
dat. Naopak u nespojovaných služeb se o spolehlivé doručeńı dat muśı postarat sama
aplikace. Př́ıkladem protokolu této vrstvy je TCP (spojovaná služba) nebo UDP (ne-
spojovaná služba).
Relačńı vrstva umožňuje proces̊um nebo koncovým uživatel̊um v r̊uzných uzlech śıtě
ustanoveńı relaćı, pomoćı kterých pak koordinuj́ı svoji činnost.
Prezentačńı vrstva obsahuje funkce, které jsou prováděny tak často, že je pro ně vhodné
mı́t obecné řešeńı. Uživatelé pak nemuśı tyto funkce řešit ve vlastńı režii. Mezi funkce
prezentačńı vrstvy patř́ı typicky převody mezi r̊uznými kódováńımi, komprimace nebo
šifrováńı dat.
Aplikačńı vrstva realizuje aplikačně orientované služby. Poskytuje tedy r̊uzná aplikačńı
rozhrańı jako např́ıklad služby pro implementaci elektronické pošty, přenosu soubor̊u
nebo elektronického obchodu. Součásti této vrstvy bývaj́ı př́ımo procesy, které tyto
aplikačńı funkce plńı.
2.2 Linková vrstva a Ethernet
Jedńım z nejrozš́ı̌reněǰśıch protokol̊u, který pracuje na linkové vrstvě, je Ethernet. Protokol
zajǐst’uje komunikaci mezi dvěma sousedńımi uzly śıtě a řeš́ı přenos dat na úrovni jednoho
spoje. Na linkové vrstvě jsou řešeny i metody př́ıstupu ke společnému médiu. Ethernet
použ́ıvá metodu CSMA/CD [7].
Při komunikaci jsou data vyšš́ıch vrstev vkládána do blok̊u dat, které se nazývaj́ı rámce
(frames). Začátek a konec každého rámce je při přenosu signalizován speciálńı značkou.
Formát rámce je znázorněn na obrázku 2.2.














Obrázek 2.2: Struktura ethernetového rámce
Start Frame Delimiter (SDF) (1 bajt) – identifikuje začátek rámce.
Destination address (6 bajt̊u) – adresa ćılového uzlu, pro který je rámec určen. Může
se jednat o adresu konkrétńıho uzlu nebo o multicast. V takovém př́ıpadě je rámec
určen pro v́ıce uzl̊u.
Source address (6 bajt̊u) – adresa zdrojového uzlu.
Length/Type (2 bajty) – význam položky se měńı s hodnotou, která je v ńı uložena.
Pokud je hodnota větš́ı jak 1536 (600h), obsahuje typ dat vyšš́ı vrstvy (MAC Client
Data). Pokud je hodnota menš́ı, tak je v položce uložena velikost dat.
MAC data a Pad (46 až 1500 bajt̊u) – zde jsou uložena data protokol̊u vyšš́ıch vrstev.
Pokud je velikost dat př́ılǐs malá, je oblast rozš́ı̌rena o položku Pad, která může
obsahovat libovolná data. Tato položka zajǐst’uje minimálńı délku rámce, která je
nutná pro správnou funkci metody CSMA/CD.
Frame check sequence (4 bajty) – obsahuje kontrolńı součet rámce, který se poč́ıtá
nad celým rámcem kromě položek Preambule, SDF a samozřejmě kontrolńıho součtu.
2.3 Śıt’ová vrstva a Internet Protocol
IP protokol je součást́ı śıt’ové vrstvy referenčńıho modelu ISO/OSI. Jedná se o datagramový
protokol zajǐst’uj́ıćı přenos dat ze zdrojového do ćılového uzlu. Jeho specifikaci je možné naj́ıt
v RFC 791 [12].
Dnes je běžně použ́ıván IP protokol verze 4 (IPv4). U tohoto protokolu má každý uzel
svou jedinečnou IP adresu, která je strukturována podle tř́ıd adres na identifikaci śıtě a iden-
tifikaci uzlu v śıti. Formát IPv4 hlavičky je uveden na obrázku 2.3.
Version (4 bity) – definuje verzi protokolu. Pro IPv4 je tato položka rovna hodnotě 4.
Internet Header Length (4 bity) – počet 32-bitových slov v IPv4 hlavičce.
Type of Service (8 bit̊u) – typ služby je položka, která informuje o požadované kvalitě
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Obrázek 2.3: Formát IPv4 hlavičky
Total Length (16 bit̊u) – celková délka datagramu v bajtech (včetně hlavičky).
Identification (16 bit̊u) – identifikačńı hodnota, kterou vkládá odeśılatel při fragmentaci
datagramu. Tato hodnota se využije při zpětném sestavováńı datagramu.
Flags (3 bity) – př́ıznaky určuj́ıćı možnost fragmentace datagramu a jej́ı stav. Jedná se
o př́ıznaky Don’t Fragment (zákaz fragmentace) a More Fragments (daľśı fragmenty).
Fragment Offset (13 bit̊u) – určuje pozici fragmentu v rámci datagramu. Pozice se udává
v násobćıch 8 bajt̊u.
Time to Live (8 bit̊u) – p̊uvodně měla tato položka význam životnosti paketu v sekun-
dách. V současnosti je významem TTL počet aktivńıch prvk̊u v śıti, přes které může
datagram proj́ıt. Každý aktivńı prvek, kterým datagram projde, tuto hodnotu sńıž́ı
o jedna. Pokud TTL dosáhne nuly, datagram je zahozen.
Protocol (8 bit̊u) – identifikuje protokol vyšš́ı vrstvy, který je přenášen v datech da-
tagramu.
Header Checksum (16 bit̊u) – kontrolńı součet IPv4 hlavičky.
Source Address (32 bit̊u) – adresa zdrojového uzlu.
Destination Address (32 bit̊u) – adresa ćılového uzlu.
Options – volitelné položky, které se mohou nepovinně vyskytovat v IPv4 hlavičce. Délku
tohoto pole může zpracovávaj́ıćı uzel zjistit z položky IHL.
Padding – pokud neńı délka IPv4 hlavičky dělitelná 32 bity, obsahuje tato položka za-
rovnáńı na tuto délku. Zarovnáńı se skládá z nulových bit̊u.
U protokolu IPv4 se pro adresováńı uzlu v śıti použ́ıvá jedinečná adresa. Š́ı̌rka této
adresy je 32 bit̊u, což v současné době neposkytuje dostatečný adresový prostor. Pro
odstraněńı tohoto problému byl vytvořen protokol IPv6. Adresový prostor byl rozš́ı̌ren
z p̊uvodńıch 32 na 128 bit̊u a vylepšen z pohledu počtu a organizace úrovńı adresové hie-
rarchie. Podrobný popis tohoto protokolu neńı z d̊uvodu zaměřeńı této práce nutný, zájemci
si mohou specifikaci protokolu vyhledat v RFC 2460 [5].
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2.4 Transportńı vrstva
2.4.1 Transmission Control Protocol
TCP protokol [13] přij́ımá data z relačńı vrstvy jako proud dat, seskupuje do č́ıslovaných
paket̊u a odeśılá ve správném pořad́ı k ćılovému uzlu. Jedná se o stavový spojovaný protokol,
který zajǐst’uje spolehlivé doručeńı paket̊u ve správném pořad́ı. Rovněž se stará o ř́ızeńı toku
jako obranu proti zahlceńı ćılového uzlu. Formát TCP hlavičky je uveden na obrázku 2.4.
24167 8 15 230 31
Source Port Destination Port
Sequence Number
Acknowledgement Number
D.Offs. Reserved Ctrl. Bits Window
Checksum Urgent Pointer
Options Padding
Obrázek 2.4: Formát TCP hlavičky
Source Port (16 bit̊u) – č́ıslo zdrojového portu.
Destination Port (16 bit̊u) – č́ıslo ćılového portu.
Sequence Number (32 bit̊u) – udává pořadové č́ıslo prvńıho datového bajtu v tomto
segmentu.
Acknowledgement Number (16 bit̊u) – pokud je nastaven př́ıznak ACK, obsahuje tato
položka následuj́ıćı pořadové č́ıslo, které je př́ıjemce připraven přijmout.
Data Offset (4 bity) – udává počet 32-bitových slov v TCP hlavičce.
Reserved (6 bit̊u) – rezervováno pro možná budoućı použit́ı. Muśı vždy obsahovat nulovou
hodnotu.
Control Bits (6 bit̊u) – pole př́ıznak̊u. Z hlediska této práce jsou d̊uležité pouze př́ıznaky
ACK (platná položka Acknowledgement), SYN (odeśılatel zač́ıná novou sekvenci č́ı-
slováńı) a FIN (ukončeńı přenosu v jednom směru – odeśılatel již nepošle žádná daľśı
data).
Checksum (16 bit̊u) – kontrolńı součet vypoč́ıtaný z některých položek IP hlavičky a
celého TCP segmentu.
Urgent Pointer (16 bit̊u) – ukazatel na konec úseku naléhavých dat. Tato položka se bere
v potaz pouze pokud je nastaven odpov́ıdaj́ıćı př́ıznak (URG).
Options – volitelné položky, které mohou následovat za povinnými poli TCP hlavičky.
Volitelná položka je záznam typu TLV (type-length-value), který se skládá z typu
volitelné položky, délky volitelné položky a hodnoty. Bližš́ı informace o struktuře a
významu jednotlivých volitelných položek lze nalézt opět v [13].
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Padding – podobně jako u IPv4 protokolu slouž́ı tato položka k zarovnáńı TCP hlavičkám
pokud neńı jej́ı délka dělitelná 32 bity. Zarovnáńı se skládá z nulových bit̊u.
2.4.2 User Datagram Protocol
Protokol UDP [11] se stará o přenos paket̊u bez zajǐstěńı spolehlivosti nebo správného
pořad́ı došlých paket̊u. Jedná se nespojovaný a bezstavový protokol. Formát UDP hlavičky
je uveden na obrázku 2.5.
24167 8 15 230 31
Source Port Destination Port
Length Checksum
Obrázek 2.5: Formát UDP hlavičky
Source Port (16 bit̊u) – č́ıslo zdrojového portu.
Destination Port (16 bit̊u) – č́ıslo ćılového portu.
Length (16 bit̊u) – délka dat včetně hlavičky udávaná v bajtech.
Checksum (16 bit̊u) – kontrolńı součet poč́ıtaný z některých položek IP hlavičky a celého
UDP datagramu.
2.5 Identifikace śıt’ových tok̊u
Důležitou funkćı každého systému stavového zpracováńı śıt’ových tok̊u je identifikace těchto
tok̊u. Jako ”tok“ můžeme označit určitou podmnožinu śıt
’ového provozu, např́ıklad komuni-
kaci mezi dvěma procesy dvou koncových uzl̊u śıtě, všechny pakety vyměněné mezi dvěma
uzly bez ohledu na komunikuj́ıćı proces nebo všechny pakety putuj́ıćı z určité podśıtě do
jiné. U všech těchto př́ıpad̊u je nutné vhodným zp̊usobem určit, do kterého toku se má
př́ıchoźı paket zařadit. S t́ım souviśı i úkol nalezeńı odpov́ıdaj́ıćıho kontextu datového
toku v paměti. Každému toku je tedy třeba přidělit správný identifikátor, kterým bude
označen př́ıchoźı paket. Nejčastěǰśı cesta, jak tento identifikátor pro př́ıchoźı paket zajistit,
je výpočet hash hodnoty vybraným algoritmem nad zvolenými položkami hlaviček paketu.
Zvolený algoritmus by měl dosahovat takových vlastnost́ı, aby nedocházelo k př́ılǐs častým
koliźım nebo špatnému využit́ı rozsahu možných identifikátor̊u. Zdrojové hlavičky pro hash
funkci se mohou nacházet v r̊uzných vrstvách paketu, nejčastěji se jedná o linkovou, śıt’ovou
a transportńı vrstvu.
Jako př́ıklad uvedu výpočet identifikátoru pro datový tok mezi dvěma komunikuj́ıćımi
procesy dvou koncových uzl̊u śıtě. Zde by se hash funkce poč́ıtala nad položkami zdrojová
a ćılová IP adresa z hlavičky śıt’ové vrstvy a ze zdrojového a ćılového portu z hlavičky
transportńı vrstvy.
Každá uživatelská aplikace může pro svoje zpracováńı vyžadovat jiný zp̊usob identifikace
toku (jiné položky hlaviček paketu), nad kterými bude vypoč́ıtán identifikátor. Podpora plně
volitelných parametr̊u hash funkce je nutná pro dosažeńı dostatečné flexibility platformy
s ohledem na využit́ı v r̊uzných na śıt’ových aplikaćıch.
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Kapitola 3
Současné př́ıstupy ke stavovému
zpracováńı tok̊u
Śıt’ové zař́ızeńı prováděj́ıćı analýzu datových tok̊u může být realizováno pomoćı osobńıho
poč́ıtače, který obsahuje alespoň jednu śıt’ovou kartu, a odpov́ıdaj́ıćıho programového vy-
baveńı. Takto založená śıt’ová řešeńı však maj́ı několik omezeńı, která zabraňuj́ı jejich efek-
tivńımu využit́ı v multigigabitových śıt́ıch. Jejich propustnost je velmi závislá na výkonu
kĺıčových komponent osobńıho poč́ıtače, obzvláště procesoru a systémové sběrnice. Tato
řešeńı jsou většinou schopna zpracovat datový tok o omezené propustnosti (sta Mb/s, ma-
ximálně jednotky Gb/s). Mezi softwarové systémy umožňuj́ıćı analýzu tok̊u patř́ı např.
Bro [2] nebo Snort [15]. Oba systémy jsou zaměřeny na oblast bezpečnosti v poč́ıtačových
śıt́ıch a zp̊usoby detekce útok̊u.
Z d̊uvodu nedostatečného výkonu osobńıch poč́ıtač̊u a jejich procesor̊u jsou výkonná
śıt’ová zař́ızeńı zpravidla realizována pomoćı specializovaného technického vybaveńı, které
je schopné zpracovat data na vysokých propustnostech. V posledńı době vzr̊ustá d̊uraz
na vývoj architektur na bázi System-on-a-chip (SoC). Tyto architektury mohou být reali-
zovány pomoćı aplikačně-specifických obvod̊u (ASIC) nebo programovatelných hradlových
poĺı (FPGA). Vyv́ıjená zař́ızeńı se zpravidla skládaj́ı z množiny modul̊u – IP jader. Tento
zp̊usob vývoje podporuje znovupoužitelnost vlastńıho zdrojového kódu nebo nákup ko-
merčńıch IP jader. Celkově poskytuje efektivněǰśı vývoj než při návrhu klasických fyzických
obvod̊u.
Aktuálńı situace dostupných architektur pro stavové zpracováńı tok̊u je velmi dobře
popsána v [10]. Podle této publikace neńı v současnosti, i přes sv̊uj velký význam, vyvinuto
mnoho zař́ızeńı schopných stavového zpracováńı tok̊u na multigigabitových rychlostech.
Publikaćı věnuj́ıćı se této problematice je také nedostatek. Přitom v oblasti bezpečnosti je
stavové zpracováńı pro mnoho aplikaćı jedńım ze základńıch předpoklad̊u. V následuj́ıćıch
částech bude popsáno několik d̊uležitých praćı zabývaj́ıćıch se stavovým zpracováńım, uve-
deny jejich přednosti a nedostatky a nakonec budou porovnány s navrhovanou platformou.
3.1 TCP-Processor
Prvńı publikaćı zaměřenou na stavové zpracováńı tok̊u je př́ıspěvek D. V. Schuehlera a
J. W. Lockwooda. Jejich práce s názvem A Modular System for FPGA-Based TCP Flow
Processing in High-Speed Networks (Modulárńı systém pro stavové zpracováńı TCP tok̊u
ve vysokorychlostńıch śıt́ıch) [14] předkládá zaj́ımavý př́ıstup k této problematice. Zabývá
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se návrhem a implementaćı śıt’ového zař́ızeńı pro TCP Reassembling (rekonstrukce TCP
datového toku). Publikované zař́ızeńı nazvané TCP-Processor poskytuje uživatelské aplikaci
prostředky ke zpracováńı TCP tok̊u, zajǐst’uje ukládáńı a nač́ıtáńı stavové informace a
poskytuje statistické údaje ke zpracovávaným dat̊um.
Navržená a implementovaná jednotka je schopná zpracovat vstupńı datový tok na rych-
losti 2,5 Gb/s s maximálńım počtem 8 milion̊u aktivńıch TCP tok̊u. Uživatelské aplikaci je
dáno rozhrańı se sekvenčńım př́ıstupem (nelze k dat̊um přistupovat náhodně), s rozlǐseńım
jednotlivých část́ı paketu (IP hlavička, TCP hlavička a TCP payload). Blokové schéma
architektury TCP-Processoru je předvedeno na obrázku 3.1.
Off−chip Memory
TCP Processing Architecture












Obrázek 3.1: Architektura TCP-Processoru
Architektura TCP-Processoru se skládá z šesti oddělených komponent: Input Buffer,
TCP Processing Engine, State Store Manager, Packet Routing, Egress a Statistics Module.
Kromě těchto šesti hlavńıch komponent jsou ve schématu zakresleny i bloky Encode a
Decode. Ty umožňuj́ı rozložeńı zpracováńı paket̊u na v́ıce FPGA. Tato vlastnost zde byla
implementována pro snadněǰśı použit́ı rozsáhlého uživatelském zpracováńı paket̊u, které by
nemohlo být umı́stěno na jeden FPGA čip s TCP-Processorem z d̊uvodu nedostatku zdroj̊u.
Přerušovanou čarou je ve schématu naznačeno možné rozděleńı funkcionality do v́ıce FPGA.
Komunikaci a přenos dat mezi jednotlivými FPGA zajǐst’uj́ı komponenty Encode a Decode.
Datová cesta zpracovávaných paket̊u je vyznačena silnými černými šipkami. Tenč́ı šipky
znač́ı komunikaci mezi pomocnými komponentami.
Data vstupuj́ı do TCP-Processoru do komponenty Input Buffer, která má za úkol
ukládat pakety do vyrovnávaćıch pamět́ı, pokud jsou následuj́ıćı komponenty zaneprázdněné
zpracováńım předchoźıch paket̊u. Tato zpožděńı jsou většinou zp̊usobena klientskou apli-
kaćı, která v některých situaćıch neńı schopna uplně zpracovat vstupńı datový tok. Kĺıčovou
jednotkou celého zař́ızeńı je následuj́ıćı jednotka TCP Processing Engine. Zde je provedena
identifikace paketu a za pomoci komponenty State Store Manager je načtena odpov́ıdaj́ıćı
stavová informace. Po jej́ım načteńı proběhne kontrola, zda přǐsel správný paket v pořad́ı
(ř́ıd́ı se položkou Sequence Number TCP hlavičky). Po úspěšné kontrole je TCP paket zpra-
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cován. Proběhne validace kontrolńıho součtu v TCP hlavičce a zapsáńı upravené stavové
informace zpět do State Store Manager. Jednotka Packet Routing provád́ı transformaci
vnitřńıch signál̊u TCP-Processoru na klientské rozhrańı. Konečné napojeńı na uživatelské
zpracováńı zajǐst’uje jednotka Egress.
Velmi d̊uležitá komponenta celé architektury je výše zmı́něný State Store Manager.
Stará se o komunikaci s exterńı pamět́ı a o vyč́ıtáńı a zpětné ukládáńı aktualizované stavové
informace. Komponenta je vysoce optimalizovaná, protože pamět’ové operace maj́ı vysoký
vliv na propustnost každého systému pro stavové zpracováńı dat. Posledńı komponentou
je statistický modul, který sb́ırá užitečné informace při zpracováńı paket̊u jako je počet
aktivńıch TCP spojeńı, počet ukončených spojeńı nebo množstv́ı zpracovaných dat.
3.2 TCP Stream Reassembly
Článek S. Dharmapurikara a V. Paxsona nazvaný Robust TCP Stream Reassembly In the
Presence of Adversaries (stavové zpracováńı TCP tok̊u s přihlédnut́ım k útočńık̊um) [6] se
zabývá analýzou živého toku na r̊uzných śıt́ıch a následným návrhem robustńı architektury
pro TCP Reassembling. Úkolem zař́ızeńı je úplná rekonstrukce TCP datových spojeńı z jed-
notlivých TCP paket̊u a poskytnut́ı výsledných souvislých tok̊u dat uživatelským aplikaćım.
Na rozd́ıl od TCP-Processoru provád́ı tato architektura ukládáńı paket̊u mimo pořad́ı, č́ımž
se podstatně zvyšuje efektivita přenosu dat po śıti. Pokud by byly v zař́ızeńı pakety mimo
pořad́ı zahazovány, vyśılaćı strana by musela pakety odeslat znovu. T́ım by došlo ke zpo-
maleńı komunikace mezi uzly.
Při návrhu brali autoři ohled na r̊uzné śıt’ové útoky, aby zp̊usobily co nejmenš́ı poškozeńı
nebo degradaci výkonu śıt’ového zař́ızeńı. Uvedu zde dva hlavńı útoky, které byly v publikaci
zkoumány a mohly by zp̊usobit problémy v architektuře, která na ně neńı připravená. Jedná
se o útoky typu Denial-of-Service (DoS), které maj́ı za úkol omezit nebo úplně znemožnit
funkci napadeného zař́ızeńı:
• SYN flooding – zaśıláńı velkého množstv́ı SYN paket̊u (zahájeńı TCP spojeńı), které
může vyčerpat zdroje napadeného zař́ızeńı zaplněńım paměti záznamy o falešných
TCP spojeńıch.
• Záměrné zaśıláńı paket̊u mimo pořad́ı – tento útok je specifický hlavně pro
systémy stavového zpracováńı dat, které provád́ı ukládáńı paket̊u mimo pořad́ı do
pomocné paměti. Při tomto útoku jsou záměrně pośılány TCP pakety mimo pořad́ı
do napadeného zař́ızeńı s ćılem přeplnit pamět’ určenou pro dočasné ukládáńı těchto
paket̊u.
Byly detailně rozpracovány algoritmy pro kritické operace systému (zpracováńı př́ı-
choźıho paketu, ukládáńı paket̊u mimo pořad́ı, aktualizace záznamů o TCP spojeńı apod.),
struktura záznamu o TCP spojeńı v paměti a předvedeno blokové schéma celé architektury,
které je uvedeno na obrázku 3.2.
Skládá se z pěti hlavńıch funkčńıch blok̊u. In-Order Packet Processing zpracovává
vstupńı tok paket̊u v pořad́ı a předává je př́ımo uživatelské jednotce ke zpracováńı (Analy-
zer). Ta má opět k dispozici uživatelské rozhrańı se sekvenčńım př́ıstupem k dat̊um. Pokud
dojde k př́ıchodu TCP paketu mimo pořad́ı, jsou pakety daného TCP spojeńı přepośılány
jednotce Out-of-Order Packet Processing, dokud nedojde k př́ıchodu chyběj́ıćıho paketu.















Obrázek 3.2: Architektura TCP Reassembly
těmito jednotkami umı́stěny malé fronty. Obě jednotky pro zpracováńı paket̊u v pořad́ı i
mimo pořad́ı ukládaj́ı záznamy o TCP spojeńıch do zvláštńı paměti, kterou ř́ıd́ı Connection
Record Manager.
Záznamy o TCP spojeńıch a pakety mimo pořad́ı jsou ukládány do rozd́ılných exterńıch
pamět́ı. To umožňuje lépe zřetězit zpracováńı paket̊u a zároveň využ́ıt výhody r̊uzných
druh̊u exterńıch pamět́ı pro jednotlivé úkoly. Pro ukládáńı paket̊u mimo pořad́ı autoři
použ́ıvaj́ı pamět’ DDR SDRAM, která je podle jejich výzkumů v současnosti jediná vhodná
pamět’ pro tento účel, pokud má být zař́ızeńı dostatečně odolné proti śıt’ovým útok̊um.
Vlastńı ukládáńı paket̊u mimo pořad́ı řeš́ı komponenta Buffer Manager, ze které následně
Analyzer vyč́ıtá uložená data paketu.
3.3 Analýza architektur
Obě analyzované architektury se zabývaj́ı TCP Reassemblingem, což je pouze jedna z apli-
kaćı stavového zpracováńı tok̊u. Ćılová platforma, která je navrhovaná v této práci, by měla
podporovat širš́ı spektrum aplikaćı, ne pouze TCP Reassembling.
Při návrhu vyv́ıjené platformy byla analyzována struktura obou architektur a bylo na-
lezeno několik vlastnost́ı, které mohou být překážkou širš́ıho využit́ı zař́ızeńı:
• Fixńı identifikace datového toku – v referenčńı architektuře byl tok vždy iden-
tifikován podle zdrojové a ćılové IP adresy a portu. Zař́ızeńı tak může být využito
pouze aplikacemi zpracovávaj́ıćımi TCP toky.
• Aplikaci neńı umožněno volné využit́ı kontextu – připojená aplikace by měla
mı́t možnost zapsat do stavové informace vybraná data. V TCP-Processoru je obsah
kontextu pevně dán. Pro větš́ı flexibilitu by mělo zař́ızeńı umožnit také volitelnou
velikost kontextu. S touto vlastnost́ı souviśı podpora operace zpětného zápisu upravené
stavové informace do paměti. Ani jedna z těchto vlastnost́ı neńı v TCP-Processoru
dostupná.
• Volba exterńı paměti pro uložeńı kontext̊u – uživatel by měl mı́t možnost volby
exterńı paměti (např. mezi DDR SDRAM, SSRAM nebo QDR SSRAM). Proto by
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měla mı́t jednotka prováděj́ıćı zápis a vyč́ıtáńı kontext̊u z paměti obecné rozhrańı,
aby se pro vybranou uživatelskou pamět’ mohla vytvořit tenká pamět’ově specifická
vrstva. TCP-Processor fixně využ́ıvá pouze pamět’ typu SDRAM.
Dosud žádná publikace se nezabývala možnost́ı poskytnut́ı větš́ı flexibility uživatelského
rozhrańı. Pro podporu širš́ıho spektra aplikaćı chyběly následuj́ıćı vlastnosti:
• Volitelný počet uživatelských jednotek – uživatelská aplikace může vyžadovat
paralelńı zpracováńı v několika procesńıch jednotkách. Tento požadavek může zpravi-
dla nastat, pokud jedna uživatelská procesńı jednotka neńı schopná zpracovat vstupńı
tok na plné propustnosti. Na vysokých propustnostech (10 Gb/s nebo 40 Gb/s) má
zpracovávaj́ıćı zař́ızeńı většinou minimálně 4 procesńı jednotky.
• Datové rozhrańı s náhodným př́ıstupem – některé aplikace mohou vyžadovat
náhodný, nesekvenčńı, př́ıstup k dat̊um paketu. Mohou např́ıklad analyzovat pouze




Návrh a implementace platformy
4.1 Model stavového zpracováńı tok̊u
Po analýze několika př́ıstup̊u ke stavovému zpracováńı datových tok̊u uvedených v kapitole 3









Obrázek 4.1: Model stavového zpracováńı tok̊u
Celé stavové zpracováńı je možné rozdělit do tř́ı krok̊u:
1. Generováńı Flow ID – pro každý př́ıchoźı paket je nutné nejprve provést identifikaci
toku zmı́něnou v kapitole 2.5). To obnáš́ı výpočet identifikátoru na základě vybraných
položek hlaviček paket̊u. Tento identifikátor bude v daľśım textu označován jako Flow
ID, které je také použito na lokalizaci odpov́ıdaj́ıćıho kontextu v exterńı paměti.
2. Správa kontextu – druhým krokem je nalezeńı odpov́ıdaj́ıćıho kontextu k př́ıcho-
źımu paketu a jeho vyčteńı z paměti. Vyč́ıtáńı a ukládáńı kontextu do paměti má
největš́ı vliv na propustnost celého systému, protože propustnost paměti je velmi
často úzkým mı́stem celé architektury. Je proto nutné sńıžit vhodnou optimalizaćı
vliv exterńı paměti. Jak bylo zjǐstěno v kapitole 3.3, př́ıstup k paměti by měl být
obecný a pro jednotlivé druhy exterńıch pamět́ı by měla být vytvořena tenká vrstva
s konkrétńım pamět’ovým rozhrańım.
3. Uživatelské zpracováńı – posledńı fáźı modelu je zpracováńı dat uživatelskou apli-
kaćı. Navržená platforma nab́ıźı datové rozhrańı s náhodným př́ıstupem, které je
využitelné pro v́ıce aplikaćı než rozhrańı sekvenčńı. Uživateli je zpř́ıstupněn payload
paketu, zvolené hlavičky protokol̊u a odpov́ıdaj́ıćı kontext. Po dokončeńı zpracováńı
je kontext poslán zpět do Správy kontextu ke zpětnému uložeńı do paměti.
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4.2 Architektura
V následuj́ıćıch kapitolách budou postupně probrány jednotlivé součásti navržené plat-
formy, vysvětlena jejich funkce a u kĺıčových část́ı ukázána i jejich detailńı struktura.
Jako prvńı bude předloženo blokové schéma platformy a postupně se přejde k detailněǰśım



































Obrázek 4.2: Architektura platformy
Platforma se skládá ze šesti základńıch komponent. Vstupńı tok paket̊u přij́ımá Packet
Analyzer, který provede identifikaci paketu a extrakci vybraných uživatelských hlaviček.
Tyto informace přij́ımá Context Manager, který je kĺıčovou jednotkou celého systému. Ř́ıd́ı
vyč́ıtańı odpov́ıdaj́ıćıho kontextu z paměti a jeho následné připojeńı k dat̊um paketu. Ko-
munikace s pamět́ı prob́ıhá přes pamět’ově specifickou komponentu Memory Controller,
která je připojena př́ımo na rozhrańı vybrané exterńı paměti. Podle rozhodnut́ı Context
Manageru vyšle Splitter paket s připojeným kontextem do odpov́ıdaj́ıćıho Endpointu ve
vybrané procesńı jednotce, kde je umı́stěna vlastńı aplikace. Endpoint vytvář́ı uživatelské
rozhrańı mezi platformou a vlastńı aplikaćı a muśı být vložen do každé procesńı jednotky.
Po dokončeńı uživatelského zpracováńı dat je aktualizovaný kontext zaslán zpět do Context
Manageru pro zápis do paměti. Jednotlivé toky aktualizovaných kontext̊u jsou svázány do
jediného toku pomoćı Binderu.
V rámci této práce byly implementovány všechny komponenty kromě Packet Analy-
zeru. Ten lze seskládat z již hotových komponent, které byly vytvořeny v rámci projektu
Liberouter [8]. Všechny komponenty jsou navrženy genericky, aby bylo možné pomoćı jed-
noduché úpravy jejich parametr̊u změnit jej́ı vlastnosti jako je š́ı̌rka zpracovávaného toku,
velikosti front, pamět́ı a daľśıch parametr̊u. T́ım se dosáhne dostatečné flexibility pro r̊uzné
konfigurace platformy (verze pro 1 Gb/s, 10 Gb/s nebo jiné).
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Komunikace mezi komponentami je zajǐstěna datovým protokolem s názvem FrameLink.
Tento protokol byl vyvinut v rámci Liberouteru jako univerzálńı protokol pro jednotné pro-
pojeńı komponent. Vycháźı z protokolu LocalLink firmy Xilinx [16]. Protokol bude popsán
pouze rámcově, podrobnou specifikaci lze nalézt ve výše uvedené publikaci. Základńı da-
tovou jednotkou FrameLinku je rámec. Ten může obsahovat jednu a v́ıce část́ı. Rámec
tak může být rozdělen na tři části obsahuj́ıćı payload paketu, hlavičky paketu a kontext
připojený k paketu nebo pouze jednu část s aktualizovaným kontextem. FrameLink má
volitelnou datovou š́ı̌rku, a proto je možné nastavit dostatečnou datovou propustnost pro
jednotlivá spojeńı mezi bloky. Dı́ky těmto vlastnostem protokolu je zajǐstěna dostatečná
flexibilita celé architektury.
4.3 Packet Analyzer
Tato jednotka je prvńı komponentou navržené platformy, ve které je zpracováván vstupńı
tok paket̊u. Jej́ım hlavńım úkolem je př́ıprava potřebných informaćı pro Context Manager a
uživatelské zpracováńı. Pro každý př́ıchoźı paket muśı Packet Analyzer provést následuj́ıćı
kroky:
1. Analýza vstupńıho paketu
2. Extrakce zvolených hlaviček paketu
3. Identifikace – vygenerováńı Flow ID
Prvńı a druhý krok zajist́ı jednotka Header Field Extractor (HFE). Jedná se o procesor
typu RISC, který na základě programu napsaném v assembleru zpracuje vstupńı tok paket̊u
a extrahuje vybraná pole hlaviček protokol̊u. Tato jednotka již byla dř́ıve publikována jako
bakalářská práce a implementována v rámci projektu Liberouter [9]. Na základě vybraných
hlaviček protokolu paketu je vygenerováno Flow ID. Jako hash funkce byl vybrán algoritmus
CRC (Cyclic redundancy check), který má dostatečně dobré výsledky pro rozptyl a kolize





















Obrázek 4.3: Packet Analyzer
Výstupem bloku je FrameLinkový rámec obsahuj́ıćı dvě části. V prvńı části je uloženo
Flow ID a hlavičky extrahované pomoćı HFE a v druhé payload paketu.
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4.4 Context Manager
Tato jednotka je nejd̊uležitěǰśı a nejkomplexněǰśı komponentou celého systému a na jej́ım
výkonu záviśı propustnost celé platformy. Proto byla tato komponenta velmi dlouho navr-
hována a optimalizována, aby dosáhla co nejlepš́ıch výsledk̊u. Má čtyři základńı úkoly:
• Řı́zeńı vstupńıho toku – Context Manager muśı vhodně ř́ıdit př́ıjem toku paket̊u
z Packet Analyzeru. Pakety jsou dočasně ukládány do fronty, dokud neńı Context
Manager připravený provést zpracováńı.
• Rozhodnut́ı o zp̊usobu zpracováńı paketu – pro každý př́ıchoźı paket je nutné
určit, do jaké procesńı jednotky bude poslán a zda se pro něj má vyč́ıtat kontext
z paměti. Toto rozhodnut́ı souviśı se zajǐst’ováńım konzistence kontextu a je detailně
popsáno v části 4.4.1.
• Vyčteńı aktuálńıho kontextu – k př́ıchoźım paket̊um, pokud neńı stanoveno jinak,
muśı Context Manager vyč́ıst odpov́ıdaj́ıćı kontext, který je lokalizován v exterńı
paměti pomoćı Flow ID. Tato operace má d́ıky závislosti na rychlosti exterńı paměti
velký vliv na propustnost celé platformy. Proto je Context Manager navržen tak,
aby se propustnost paměti využila co nejv́ıce a nedocházelo ke zbytečným prodlevám
při čekáńı na zpracováńı daľśıho paketu. Požadavky na čteńı z paměti se předávaj́ı
Memory Controlleru.
• Zpracováńı aktualizovaných kontext̊u – z procesńıch jednotek přicháźı do Con-
text Manageru tok aktualizovaných kontext̊u, které musej́ı být zapsány do exterńı
paměti. Tato operace má větš́ı prioritu než čteńı kontext̊u k novým paket̊um, aby
nedošlo k nadměrnému stárnut́ı aktualizovaných stavových informaćı při čekáńı na
uvolněńı paměti.
Context Manager je rozložen na množinu funkčńıch blok̊u, jejichž funkce bude dále
vysvětlena. Detailńı popis struktury blok̊u neńı pro pochopeńı funkce Context Manageru
nezbytný a přesahoval by rozsah této publikace. Blokové schéma je uvedeno na obrázku 4.4.
Př́ıchod nového paketu
Př́ıchoźı pakety jsou ukládány ve vstupńı vyrovnávaćı paměti Input Buffer, dokud neńı
Context Manager připraven je přijmout. Po přijet́ı je paket zpracován Input Controllerem,
který extrahuje ze začátku FrameLinkového rámce hodnotu Flow ID, a zadá Scheduleru
požadavek na čteńı kontextu z paměti.
Scheduler je kĺıčovou jednotkou celého Context Manageru, která rozhoduje o př́ıchoźıch
paketech a jak s nimi bude naloženo. Pro zajǐstěńı konzistence paketu je v některých
př́ıpadech nutné použ́ıt aktuálńı kontext uložený v některé z procesńıch jednotek namı́sto
kontextu uloženého v paměti. Základem Scheduleru je množina hĺıdaćıch jednotek (Guard
Unit), každé procesńı jednotce je přǐrazena jedna z nich. Hĺıdaćı jednotky monitoruj́ı roz-
pracované pakety v procesńıch jednotkách a poskytuj́ı možnost kontroly, zda neńı v některé
z procesńıch jednotek zjǐstěn daľśı paket ze stejného toku. V kladném př́ıpadě Scheduler
nepovoĺı čteńı kontextu z paměti, ale paket bude směrován př́ımo do vybrané procesńı
jednotky.
V druhém př́ıpadě je zadána nová čtećı transakce exterńı paměti, kterou vygeneruje
jednotka Read Block. Následně je paket odeslán do paměti transakćı (Transaction Memory),
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Obrázek 4.4: Context Manager
kde je uložen do té doby, dokud neńı dokončeno čteńı kontextu z paměti a kontext je
připraven k odesláńı. V prvńım př́ıpadě, kdy čteńı kontextu z paměti nebylo nutné, nemuśı
paket v Transaction Memory čekat na přečteńı kontextu a může být poslán př́ımo na výstup
Context Manageru.
Ukládáńı paket̊u čekaj́ıćıch na přečteńı kontextu z paměti do Transaction Memory
umožňuje zpracováńı daľśıch paket̊u a generováńı požadavk̊u do paměti. T́ım se zlepšuje
využit́ı výkonu paměti, což je obzvláště d̊uležité u pamět́ı s vysokou latenćı, jako je SDRAM.
Po uvolněńı z Transaction Memory je paket předán spojovaćı jednotce (Merge Unit). Ta
k rámci s daty paketu připoj́ı kontext vyčtený z paměti (pokud bylo paketu čteńı kon-
textu z paměti povoleno). Struktura výsledného FrameLinkového rámce je znázorněna na
obrázku 4.4.
Zpracováńı aktualizovaného kontextu
Druhou d̊uležitou funkćı Context Manageru je př́ıjem aktualizovaných kontext̊u a jejich
zpracováńı. Tato operace má vyšš́ı prioritu než zpracováńı nového paketu. FrameLinkový
rámec s aktualizovaným kontextem obsahuje pouze Flow ID a samotný kontext. Př́ıjem
těchto rámc̊u ř́ıd́ı WriteBack Controller, který po př́ıchodu rámce zadá Scheduleru poža-
davek na zapsáńı kontextu do paměti. Pokud se jedná o kontext jediného paketu datového
toku v systému, je zápis povolen. V tom př́ıpadě Write Block vygeneruje transakci zápisu
do paměti a kontext je odeslán k zápisu. Pokud je v systému rozpracovaný daľśı paket
stejného datového toku, zápis do paměti neńı povolen a data jsou zahozena.
4.4.1 Zajǐstěńı konzistence
Při návrhu jednotky Context Manager bylo nutné zajistit, aby v procesńıch jednotkách byl
vždy použit platný kontext (konzistenci kontextu). K porušeńı konzistence by mohlo doj́ıt,
pokud platforma přijme dva pakety ze stejného toku, které maj́ı mezi sebou velmi malý
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časový rozestup. V tomto př́ıpadě by byl k prvńımu paketu vyčten platný kontext a došlo by
ke správnému zpracováńı v procesńı jednotce. Druhému paketu by ale byl z paměti vyčten
zastaralý kontext, protože stejný kontext byl právě aktualizován v některé z procesńıch
jednotek a nebyl ještě uložen v exterńı paměti.
Z popisu problému vyplývá, že Context Manager muśı mı́t k dispozici informaci, zda
je aktuálńı kontext k př́ıchoźımu paketu v exterńı paměti, nebo byl již vyčten a je aktuali-
zován procesńı jednotkou. Při znalosti těchto údaj̊u lze konzistenci zajistit posláńım paketu
do té procesńı jednotky, kde je uložen aktuálńı kontext, a nevyč́ıtat stavovou informaci
z paměti. Z tohoto d̊uvodu je nutné v každé procesńı jednotce použ́ıt pamět’ s dostatečným
počtem buněk pro uložeńı kontext̊u. Buněk by mělo být právě tolik, jako je maximálńı
počet rozpracovaných paket̊u mezi vyčteńım kontextu z paměti, jeho zpracováńım v pro-
cesńı jednotce a uložeńım zpět do paměti. Tuto konstantu nazveme maxPackets. Konstanta
záviśı na konfiguraci platformy, ale ve většině př́ıpad̊u by neměla přesáhnout č́ıslo 10.
Context Manager může s buňkami v procesńıch jednotkách volně nakládat. Pro každou
buňku muśı existovat záznam, zda je obsazená aktualizovaným kontextem, nebo zda je
volná. Dále se na jednu buňku může odkazovat v́ıce než jeden paket. K tomu dojde např́ıklad
v situaci popsané v prvńım odstavci této podkapitoly. Obecně se může na buňku odkazovat
0 až maxPackets paket̊u. Všechny tyto pakety pocházej́ı ze stejného datového toku, a proto
se také odkazuj́ı na kontext ve stejné buňce. Pro lepš́ı vysvětleńı práce s buňkami jsou zde
uvedeny možné situace a jak se u nich bude postupovat:
• Prvńı paket k danému toku – protože se jedná o prvńı paket v systému, k paketu je
vyčten aktuálńı kontext z exterńı paměti. Pro zpracováńı se vybere libovolná procesńı
jednotka a kontext se ulož́ı do prvńı volné buňky, na kterou se neodkazuje žádný
paket. Informace o vybrané buňce a procesńı jednotce se ulož́ı v Context Manageru
pro pozděǰśı využit́ı. Č́ıtač odkaz̊u na vybranou buňku se zvýš́ı na hodnotu 1 (na
buňku se odkazuje právě jeden paket).
• Daľśı paket k danému toku – pokud Context Manager zjist́ı, že k danému toku
je již alespoň jeden rozpracovaný paket v systému, nesmı́ použ́ıt kontext z exterńı
paměti, ale aktuálńı kontext v některé z buněk. Paketu tedy přesně urč́ı, do které
procesńı jednotky se má poslat a v které buňce v dané procesńı jednotce je aktuálńı
kontext uložen. Hodnota č́ıtače odkaz̊u na buňku se zvýš́ı o jedna.
• Dokončeńı zpracováńı paketu – po zpracováńı paketu v procesńı jednotce je do
Context Manageru zpět zaslán upravený kontext. Pokud se jedná o posledńı paket
k danému toku v systému, je vytvořen požadavek na zápis do exterńı paměti a je
sńıžena hodnota č́ıtače odkaz̊u na danou buňku. V opačném př́ıpadě je pouze dekre-
mentován č́ıtač – zápis do paměti by byl zbytečný. Pro daľśı př́ıchoźı pakety k da-
tovému toku by byl přǐrazen kontext uložený v procesńı jednotce, ne z paměti.
Context Manager muśı pro každý tok uchovávat následuj́ıćı informace:
1. Kolik paket̊u je k danému toku v systému
2. Ve které procesńı jednotce jsou tyto pakety zpracovávány
3. Kterou buňku v dané procesńı jednotce využ́ıvaj́ı
4. Seznam volných buněk v procesńıch jednotkách
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Pro každou informaci je nutné zvolit vhodný typ paměti, aby byla navržená hardwarová
architektura dostatečně efektivńı. Pro uložeńı druhé a třet́ı informace je nejvhodněǰśı pamět’
adresovatelná obsahem (Content-addressable Memory – CAM). CAM má dvě hlavńı funkce:
ukládáńı záznamů pevné š́ı̌rky na určitou adresu a vyhledáváńı záznamů. Při vyhledáváńı
lze CAM předložit určitý záznam a pokud již byl do CAM někdy uložen, je vrácena jeho
adresa. Vyhledáńı trvá konstantńı dobu, u nejrychleǰśıch implementaćı paměti pouze 1 takt.
V navržené platformě je pro každou procesńı jednotku použita jedna CAM. Do paměti
se ukládaj́ı Flow ID nových paket̊u na adresu, která je totožná s č́ıslem vybrané buňky pro
uložeńı kontextu ve vybrané procesńı jednotce. Počty paket̊u odkazuj́ıćı se na jednotlivé
buňky (prvńı bod seznamu) jsou pro každou procesńı jednotku uloženy v poli č́ıtač̊u. Seznam
volných buněk je udržován v paměti FIFO.
4.4.2 Guard Unit
Hĺıdaćı jednotka je kĺıčová pro celý Context Manager. Na základě informaćı v ńı uložených
se rozhoduje o zp̊usobu zpracováńı př́ıchoźıch paket̊u. Každé procesńı jednotce je přǐrazena
































































































Obrázek 4.5: Guard Unit
Na obrázku jsou znázorněny všechny paměti, které byly zmı́něny v předchoźı kapitole.
Jednotka je ř́ızena pomoćı stavového automatu (FSM), který provád́ı jednotlivé kroky při
rozhodováńı o zpracováńı paket̊u. Je nutné připomenout, že pro každou procesńı jednotku
je přǐrazena právě jedna hĺıdaćı jednotka.
Při př́ıchodu nového paketu z datového toku, který zat́ım neńı zpracováván v žádné
z procesńıch jednotek, je vybrána procesńı jednotka podle zvoleného algoritmu (náhodně,
round robin nebo podle vyt́ıžeńı). V platformě bylo implementováno rozhodováńı podle
vyt́ıžeńı procesńıch jednotek. Paket je tedy směrován do té procesńı jednotky, která zpra-
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covává nejméně paket̊u. Hĺıdaćı jednotce odpov́ıdaj́ıćı nejméně vyt́ıžené procesńı jednotce
je nastaven signál CHOSEN IFC.
Při př́ıchodu nového paketu je aktivován signál readRequest. Následně se v CAM podle
Flow ID paketu vyhledá, zda neńı v hĺıdané procesńı jednotce daľśı paket ze stejného
datového toku. Pokud je odpověd’ CAM kladná (MATCHED) je zvýšena hodnota od-
pov́ıdaj́ıćıho č́ıtače v Cell Counters a paketu je přǐrazena buňka zjǐstěná v CAM. V př́ıpadě,
že Flow ID nebylo v žádné hĺıdaćı jednotce nalezeno a paket je směrován do hĺıdané pro-
cesńı jednotky, je paketu přǐrazena volná buňka z fronty, zvýšen č́ıtač této buňky a do CAM
je zapsán záznam o novém paketu. Informace o vybráńı dané hĺıdaćı jednotky k zapsáńı
paketu je poskytnuta výše zmı́něným signálem CHOSEN IFC.
Žádosti o zápis aktualizovaného kontextu do paměti zpracovává také hĺıdaćı jednotka.
Při př́ıchodu aktualizovaného kontextu je nastaven signál writeRequest. Prvńım krokem je
dekrementace č́ıtače odkaz̊u na buňku, ve které byl kontext uložen. Pokud neńı na buňku
žádný daľśı odkaz (č́ıtač je roven nule), je povolen zápis kontextu do paměti a z CAM je
smazán záznam o tomto datovém toku.
4.5 Memory Controller
Ř́ıd́ıćı jednotka paměti (Memory Controller) se stará o transformaci obecného pamět’ového
rozhrańı Context Manageru na specifické rozhrańı uživatelské paměti. Ř́ıd́ı správné zápisy
aktualizovaných kontext̊u a čteńı uložených kontext̊u z paměti. Pro účely této práce byl
implementován Memory Controller pro statickou pamět’ SSRAM. Platformu je samozřejmě
možné rozš́ı̌rit o daľśı typy Memory Controller̊u, např. pro dynamickou pamět’ SDRAM



































Obrázek 4.6: Ř́ıd́ıćı jednotka paměti SSRAM
Blokové schéma implementované jednotky lze nalézt na obrázku 4.6. V horńı polovině
schématu jsou znázorněny fronty pro př́ıchoźı požadavky čteńı/zápis̊u do paměti. Ukládané
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nebo čtené kontexty jsou taktéž ukládány do front. Po dokončeńı čtećı/zápisové transakce
je Context Manageru zaslán záznam o vykonané transakci.
Vlastńı prováděńı př́ıchoźıch transakćı ř́ıd́ı stavový automat, který kontroluje připrave-
nost exterńı paměti k operaci a volné mı́sto ve výstupńıch frontách. Automat komunikuje
př́ımo s ńızkoúrovňovým kontrolérem paměti SSRAM, který byl již dř́ıve implementován
v rámci projektu Liberouter.
Pro lokalizaci kontextu v paměti se využ́ıvá Flow ID. V závislosti na velikosti paměti
a kontextu se použije určitý počet nejvyšš́ıch bit̊u Flow ID jako adresa do paměti.Tuto
transformaci provád́ı Data & Address Controller. Z uvedeného zp̊usobu adresace vyplývá,
že i dvě r̊uzná Flow ID, lǐśıćı se pouze ve spodńıch bitech, mohou adresovat stejný kontext
v paměti. Tuto událost muśı uživatelská aplikace detekovat, např. uložeńım celého Flow
ID do kontextu a následné kontroly v procesńı jednotce. Obecně plat́ı, že č́ım je nastavena
větš́ı velikost kontextu a menš́ı kapacita exterńı paměti, t́ım častěji bude docházet k těmto
koliźım.
4.6 Splitter a Binder
Obě komponenty jsou v platformě využity pro flexibilńı manipulaci s datovými toky. Splitter
ř́ıd́ı rozdělováńı toku paket̊u do jednotlivých procesńıch jednotek. Vlastńı informaci o tom,
do které procesńı jednotky a buňky se má paket odeslat, vkládá Context Manager do
prvńıho slova FrameLinkového rámce. Splitter při př́ıchodu nového paketu tuto informaci
přečte a přepošle celý rámec s daty paketu do vybrané procesńı jednotky.
Binder, podobně jako Splitter, slouž́ı pro komunikaci mezi Context Managerem a uživa-
telskými procesńımi jednotkami s Endpointy. Binder svazuje toky aktualizovaných kontext̊u
z Endpoint̊u do jediného toku. Oproti Splitteru podporuje volitelnou š́ı̌rku vstupńıch tok̊u
i š́ı̌rku výstupńıho toku.
4.7 Endpoint
Tato komponenta implementuje uživatelské rozhrańı mezi aplikaćı a implementovanou plat-
formou. Rozhrańı bylo navrženo co nejjednodušš́ı pro snadné a efektivńı použit́ı platformy.
Uživatel má možnost rozhrańı s náhodným př́ıstupem k dat̊um (rozhrańı typu připojeńı
na pamět’). Sekvenčńı př́ıstup by mohl některé aplikace, které analyzuj́ı jen některá data
paketu, zdržovat a ub́ırat tak na efektivitě platformy.
Rozhrańı s náhodným př́ıstupem je náročněǰśı na implementaci a na obsazené zdroje
FPGA čipu. Je nutné použ́ıt paměti, které budou svoj́ı kapacitou postačovat na několik
uložených paket̊u. Ukládáńı v́ıce paket̊u je nutné z hlediska plného využit́ı výkonu aplikace.
Zat́ımco se zpracovávaj́ı data jednoho paketu, do Endpointu se muśı nahrávat daľśı paket,
aby po dokončeńı zpracováńı prvńıho paketu byl již druhý k dispozici. V Endpointu je tedy
třeba mı́t paměti pro 2 a v́ıce paket̊u a jejich hlaviček. Kromě těchto pamět́ı je zde použita
pamět’ pro uložeńı kontext̊u s větš́ım počtem buněk. Postup výpočtu minimálńıho počtu
buněk byl vysvětlen v kapitole 4.4.1.
Blokové schéma Endpointu je zachyceno na obrázku 4.7. Vstupem je datový tok ze
Splitteru, potažmo Context Manageru, který obsahuje Flow ID paketu, jeho hlavičky, pa-
yload a volitelně i kontext. V některých př́ıpadech v př́ıchoźım rámci neńı kontext a je
použit aktuálńı kontext v Endpointu. Vstupńı data paketu jsou zpracována tř́ıd́ıćı jednot-
kou (Sorting Unit), která rozděĺı payload, hlavičky a kontext do jednotlivých koncových
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pamět́ı. Po zpracováńı všech dat uživatelskou aplikaćı převezme WriteBack Controller kon-
trolu nad pamět́ı kontext̊u a vyšle aktuálńı kontext do Binderu, který toky kontext̊u ze
všech Endpoint̊u skládá do jediného toku do Context Manageru.
Připravenost všech dat je uživateli oznámena pomoćı signálu ready. Společně s t́ımto
signálem se vystav́ı i Flow ID paketu. To může být využito např́ıklad v aplikaćıch provádě-




Při návrhu platformy byly prozkoumány jej́ı možnosti a analyzovány jej́ı d̊uležité vlastnosti,
které je nutné zvážit při vývoji aplikace nad touto platformou. Jedńım z nejd̊uležitěǰśıch
parametr̊u je propustnost, která je obzvláště d̊uležitá pro aplikace ve vysokorychlostńıch
śıt́ıch. Dı́ky možnosti volby š́ı̌rky datové sběrnice mezi jednotlivými komponentami je pro
ně možné nastavit požadovanou propustnost. Tuto vlastnost zajǐst’uje protokol FrameLink
zmı́něný v kapitole 4.2. Zař́ızeńı je tak limitováno pouze propustnost́ı procesńıch jednotek a
použitou exterńı pamět́ı. Propustnost procesńıch jednotek je možné zvýšit paralelńım zpra-
cováńım dat v potřebném množstv́ı jednotek. Samozřejmě je třeba brát ohled na dostupné
zdroje na ćılovém FPGA čipu.
Důležitou součást́ı platformy, kterou lze optimalizovat pouze v omezeném měř́ıtku, je
pamět’ na uložené kontexty. Pamět’ má fixńı parametry jako je kapacita, propustnost nebo
latence, které jsou dány výrobcem a použitou technologíı při výrobě. Proto byly vypoč́ıtány
minimálńı propustnosti pro několik typ̊u paměti. Ve výpočetńım modelu se vstupńı tok
skládal pouze z nejkratš́ıch paket̊u, a proto musela platforma provádět mnoho čteńı a zápis̊u
do paměti. Z tohoto d̊uvodu jsou vypoč́ıtané propustnosti minimálńı a pro skutečný śıt’ový


























Obrázek 5.1: Minimálńı propustnost pro vybrané paměti
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Propustnost byla vypoč́ıtána pro 3 druhy pamět́ı: dynamická pamět’ SDRAM a dva
druhy statických pamět́ı: klasická SSRAM a rychlá dvouportová QDR SSRAM. Při výpočtu
byly pro platformu použity hodiny s frekvenćı 100 MHz. Parametry pamět́ı, na kterých byl
založen výpočet, jsou uvedeny v tabulce 5.1.
Tabulka 5.1: Parametry pamět́ı pro výpočet propustnosti
kapacita latence propustnost
Mb hodinové takty Bajt̊u / hodinový takt
SDRAM 1024 17 16
SSRAM 2 2 9
QDR SSRAM 8 2 26
Z grafu 5.1 je patrné, že výsledná propustnost je závislá na délce kontextu, proto muśı
být množstv́ı informaćı ukládaných do kontext̊u v aplikaci dobře navrženo. Při výběru
paměti do aplikace je třeba se rozhodnout mezi rychlost́ı paměti a kapacitou. Č́ım rych-
leǰśı pamět’ zvoĺıme, t́ım menš́ı kapacitu bude většinou poskytovat. Menš́ı kapacita vede
k menš́ımu počtu možných kontext̊u a častěǰśım koliźım mezi přǐrazovanými kontexty, které
maj́ı negativńı vliv na výkon platformy.
5.1 Využit́ı zdroj̊u a dosažená frekvence
Vedle dosažitelné propustnosti je pro ćılovou aplikaci rovněž d̊uležité množstv́ı platformou
obsazených zdroj̊u FPGA. Obsazené zdroje jsou nejv́ıce závislé na počtu procesńıch jed-
notek, protože pro každou procesńı jednotku muśı být vytvořena jedna poměrně rozsáhlá
hĺıdaćı jednotka.
Nad implementovanou platformou byla provedena syntéza. V tabulce 5.2 jsou uvedeny
výsledky syntézy několika verźı platformy. Jsou zde uvedeny hodnoty v jednotkách Sli-
ces a pamět’ových element̊u BlockRAM. Dosažené výsledky jsou uspokojivé a vytvořená
implementace poskytuje prostor pro daľśı optimalizace.
Tabulka 5.2: Obsazeńı čipu FPGA
Architecture 1 proc. jednotka 2 proc. jednotky 4 proc. jednotky
1 Gb/s
Slicea 1126 (5%) 1952 (8%) 3613 (15%)
BlockRAMb 21 (9%) 28 (12%) 40 (17%)
4 × 1 Gb/s
Slice 1120 (5%) 2002 (9%) 3767 (16%)
BlockRAM 16 (7%) 22 (10%) 36 (16%)
10 Gb/s
Slice 1742 (7%) 2934 (12%) 5345 (23%)
BlockRAM 32 (14%) 50 (22%) 84 (36%)
aMaximálně 23616 pro čip xc2vp50
bMaximálně 232 pro čip xc2vp50
Při syntéze byla pro všechny verze architektury dosažena pracovńı frekvence minimálně





Navržená platforma pro stavové zpracováńı śıt’ového provozu je velmi flexibilńı z hlediska
použitelnosti pro r̊uzné aplikace. Jednotlivé vlastnosti navržené architektury, kterými bylo
dosaženo potřebné flexibility, byly zmı́něny při popisu modelu a struktury platformy. V této
kapitole budou popsána tři r̊uzná śıt’ová zař́ızeńı, na kterých se široké využit́ı platformy
demonstruje.
6.1 TCP Reassembling
Prvńı aplikaćı je zař́ızeńı pro TCP Reassembling. Jeho úkolem je úplná rekonstrukce TCP
datových spojeńı a poskytnut́ı výsledných souvislých tok̊u dat uživatelským aplikaćım.
Zař́ızeńı muśı vhodně zpracovávat pakety mimo pořad́ı, protože ve vstupńım śıt’ovém toku
nemuśı být TCP pakety uspořádané. Může docházet k předb́ıháńı paket̊u, duplikaćım nebo
úplné ztrátě paketu [6]. Proto muśı zař́ızeńı pakety mimo pořad́ı vhodně ukládat a uchovávat
záznamy o aktivńıch TCP spojeńıch. Možné využit́ı platformy pro zař́ızeńı implementuj́ıćı













Obrázek 6.1: Procesńı jednotka pro TCP Reassembling
Identifikace paketu je v TCP Reassemblingu založena na zdrojové a ćılové IP adrese a
TCP portu. Do kontextu se ulož́ı Flow ID pro kontrolu, zda nedošlo ke kolizi dvou hash
hodnot, TCP pořadové č́ıslo (sequence number) a pole adres do paměti SDRAM, kde se
ukládaj́ı pakety mimo pořad́ı. Pole adres představuje okno pevné velikosti pro ukládáńı
těchto paket̊u. Adresy jsou seřazeny podle pořadového č́ısla.
Při př́ıchodu nového paketu proběhne kontrola jeho pořadového č́ısla. Po kontrole mohou
nastat dvě situace:
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• Paket mimo pořad́ı – tento př́ıpad nastává, pokud pořadové č́ıslo paketu nesouhlaśı
s počátkem okna. Paket neobsahuje navazuj́ıćı data rozpracovaného toku a muśı být
dočasně uložen do paměti, dokud nemá systém k dispozici chyběj́ıćı pakety. Pro uložeńı
paketu je využita pamět’ SDRAM a do odpov́ıdaj́ıćı položky v kontextu je vyplněna
adresa uloženého paketu.
• Paket v pořad́ı – při rovnosti pořadového č́ısla paketu s počátkem okna je paket pře-
poslán ke zpracováńı uživateli. Také muśı proběhnout kontrola, zda nejsou v paměti již
uloženy daľśı pakety k danému TCP spojeńı. Pokud se paketem v pořad́ı zaceĺı mezera
v TCP toku, do uživatelského zpracováńı jsou odeslány i pakety uložené v SDRAM.
Jejich adresy se zjist́ı v kontextu k TCP spojeńı.
Pamět’ SDRAM je pro účely této aplikace rozdělena na bloky pevné velikosti odpov́ıdaj́ıćı
maximálńı délce paketu. Správu blok̊u má na starosti jednotka SDRAM Manager. Vlastńı
kontrola paket̊u mimo pořad́ı, rozhodováńı o zpracováńı paketu je řešena v Reassembling
Module. Jednotka TCP Stream Processing implementuje vlastńı napojeńı na uživatelské
zpracováńı.
6.2 Stavový firewall
Druhou uvedenou aplikaćı je stavový firewall implementovaný v FPGA. Jeho úkolem je
rozhodnout o přijet́ı či zahozeńı př́ıchoźıch paket̊u na základě uživatelských pravidel. Nákres












Obrázek 6.2: Procesńı jednotka pro stavový firewall
Datový tok je identifikován stejný zp̊usobem jako u aplikace TCP Reassembling, tzn. na
základě zdrojové a ćılové IP adresy a TCP portu. V kontextu poskytovaném k datovému
toku je uložen stav spojeńı daného toku a rozhodnut́ı firewallu o přepośıláńı či zahazováńı
daného toku. Jednotka Packet Filtering implementuje funkce klasifikace paket̊u a ukládáńı
a nač́ıtáńı potřebných informaćı do kontextu. Rozhodnut́ı o paketu je předáno jednotce
Dispatch Module, která provád́ı vlastńı přeposláńı nebo zahozeńı paketu. Rozhodnut́ı se
muśı provést pro datové toky pouze jednou, při př́ıchodu prvńıho paketu. Zpracováńı všech
následuj́ıćıch paket̊u prob́ıhá na základě uloženého rozhodnut́ı.
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6.3 Sonda NetFlow
Třet́ı aplikaćı je zař́ızeńı monitoruj́ıćı vstupńı tok na základě protokolu NetFlow [4] od
firmy Cisco [3]. Zař́ızeńı poskytuje mnoho agregovaných informaćı IP toćıch, které mohou
být s výhodou použity pro správu śıtě, při návrhu nové topologie śıtě nebo detekci DoS













Obrázek 6.3: Procesńı jednotka pro sondu NetFlow
V kontextu k datovému toku jsou pro tuto aplikaci uloženy NetFlow záznamy přesně
definované normou [4]. Při př́ıchodu nového paketu jsou jednotkou Flow Record Update
vypoč́ıtány nové hodnoty pro všechna pole v NetFlow záznamu na základě daných agre-
gačńıch funkćı implementovaných v procesńı jednotce. Pokud dojde k přetečeńı časového
limitu spojeńı pro IP tok, NetFlow záznamy jsou odeslány z platformy. Tato přetečeńı jsou
kontrolována jak při každém př́ıchodu paketu do procesńı jednotky, ale i periodicky pro
všechny záznamy v paměti. Exportované záznamy jsou zachytávány NetFlow kolektorem,
který je realizován pomoćı programového vybaveńı poč́ıtače. Data uložená v kolektorech




Ćılem této práce byl návrh a implementace flexibilńı platformy pro stavové zpracováńı
śıt’ových tok̊u v podobě množiny IP jader, které by byly snadno použitelné v širokém spek-
tru śıt’ových aplikaćı na bázi systém na čipu (SoC). Tento ćıl byl splněn. Široké uplatněńı
navržené architektury bylo demonstrováno v kapitole 6 na př́ıkladu tř́ı kĺıčových aplikaćı.
Mezi hlavńı přednosti navržené platformy je možné uvést volné použit́ı kontextu, jeho voli-
telnou délku, nezávislost na exterńı paměti pro uložeńı kontextu a podporu v́ıce procesńıch
jednotek. Nad rámec zadáńı byla architektura rozš́ı̌rena o zpracováńı libovolných tok̊u, ne
pouze TCP/IP tok̊u.
Byla nastudována literatura na téma FPGA [17, 18] a jazyku VHDL [1] pro lepš́ı pocho-
peńı ćılového zař́ızeńı Combo6X, vyvinutého na projektu Liberouter [8]. Dále byly prostu-
dovány odborné články zabývaj́ıćı se tématikou stavového zpracováńı tok̊u [14, 6]. Informace
nutné k hlubš́ımu pochopeńı vrstvového modelu ISO/OSI byly źıskány v odpov́ıdaj́ıćıch
RFC [11, 12, 13]. Načerpané znalosti a zkušenosti byly použity při psańı teoretického úvodu.
Při vývoji platformy byl kladen velký d̊uraz na efektivńı návrh, který by umožnil zpra-
cováńı tok̊u na co největš́ı propustnosti. Závislost propustnosti na r̊uzných druźıch pamět́ı
byla analyzována v kapitole 5. Vytvořený návrh byl implementován v jazyce VHDL s ohle-
dem na syntézu do programovatelného hradlového pole čipu Virtex-II Pro. Jednotlivá IP
jádra byla implementována velmi genericky, aby je bylo možné pomoćı jednoduché úpravy
parametr̊u nasadit v r̊uzných prostřed́ıch a aplikaćıch.
Správná funkce výsledné implementace byla ověřena v testovaćım prostřed́ı v simulaćıch.
Ve spolupráci s vývojovým týmem Intrusion Detection System na projektu Liberouter byla
také ověřena vhodnost nasazeńı platformy pro zař́ızeńı detekce vzor̊u v śıt’ovém provozu.
Výsledky źıskané po syntéze implementace platformy byly předvedeny v kapitole 5. Mı́ry
obsazeńı čipu pro r̊uzné śıt’ové architektury jsou uspokojivé, pracovńı frekvence pro r̊uzné
typy architektur překračovaly 100 MHz. Vı́ce informaćı lze nalézt ve výše zmı́něné kapitole.
Současné výsledky práce mohou být dále zdokonalovány z hlediska dosažené propust-
nosti a obsazeného mı́sta na čipu. Vývoj platformy bude dále pokračovat a platforma bude
nasazena ve v́ıce śıt’ových aplikaćıch, které prověř́ı jej́ı vlastnosti.
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[8] Liberouter: Webové stránky projektu Liberouter.
URL http://www.liberouter.org
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