Under the assumption of no chromatid interference, we derive constraints on the probabilities of the different recombination patterns among m + 1 genetic loci. An application of these constraints is a proof that the ordering of the loci that maximizes the likelihood under the assumption of no interference is, in fact, a consistent estimator of the true order even when there is interference.
Genetic mapping involves ordering a set of markers on a chromosome and finding distances between them. One way this may be done is through analysis of data on meiotic recombination between the markers. Meiotic recombination is believed to be the result ofcrossing-over between nonsister chromatids during the pachytene phase of meiosis. If a particular chromatid passed on in meiosis was involved in an odd number of crossovers between two loci, a recombination is said to have taken place between the two loci (see Fig. 1 ).
It is important to keep in mind that crossing-over takes place in the four-stranded state, when each chromosome has duplicated to form two sister chromatids. In that case, the two aspects relevant to recombination are (i) the distribution of crossovers along the chromosome and (ii) which pair of nonsister chromatids is involved in each crossover. Two simplifying assumptions are often made. The first is that the locations of different crossovers are independent and identically distributed (i.i.d.) along the chromosome. The second is that each pair of nonsister chromatids is equally likely to be involved in a crossover, independent of which were involved in other crossovers. If the occurrence of a crossover influences the probability of another's occurring nearby, in violation of the first assumption, it is termed crossover position interference. Following Whitehouse (1), we prefer this over the traditional term chiasma interference. If the second assumption is violated, it is termed chromatid interference. There is a considerable body of data demonstrating both kinds of interference (1) , but on the whole the extent of chromatid interference seems slight. On the other hand, position interference can be substantial and can take different forms. In what follows, we will permit an arbitrary crossover location point process, but we will assume no chromatid interference.
A General Model with No Chromatid Interference
Assuming no chromatid interference, we model the occurrence of crossovers along a chromosome as a realization of a point process, with the points corresponding to the locations of the crossovers. That is, we associate the chromosome with the interval [0, 1] and require (i) a distribution for n = the total number of points in the interval and (ii) for each n ' 1, the joint distribution of the positions of the points, given that their total number is n. Furthermore, we require that the point process be simple: i.e., with probability 1, no two points shall occupy the same location. A simple point process on N or a subset of 9 is known as a counting process.
Define the avoidance function or zero function Z of the process by Z(A) = Pr{no points in A}, for each measurable set A. It is well known that the distribution of a simple point process on a complete separable metric space is determined by the values of the avoidance function on the Borel sets (2) . We shall find that the avoidance function of the crossing-over process is closely related to the recombination probabilities.
Following is a well-known derivation (see, e.g., ref.
3) of Mather's Formula (4), which expresses the chance of recombination in an interval in terms of the avoidance function, in the case of no chromatid interference. If we assume that there is no chromatid interference, then each crossover is equally likely to involve any of the four possible nonsister pairs of chromatids, independent of which pairs are involved in other crossovers. In that case, if there are n > 0 crossovers between loci at locations A and B, 0 ' A < B ' 1, then any given chromatid has probability /ni l2n of being involved in exactly i of them, for 0 c i s n. In a given meiotic product ( and PROPOSITION. Suppose we have recombination data on m + 1 loci whose true order is unknown. Assume that there is no chromatid interference, but crossover location interference of an arbitrary form may be present. That is, the positions ofcrossovers and the occurrence ofrecombinations are given by a model of the type described in the preceding section. Assume further that we are in the nondegenerate situation in which each of the parameters qx is nonzero. Suppose that our data are from n meioses and for each meiosis we can observe whether or not a recombination occurred between each of the '/2m(m + 1) pairs of loci. Suppose thatfor each possible order ofthe loci wefit the data by maximum likelihood under the assumption of no crossover-location interference. Then with probability 1 for n sufficiently large, the maximized likelihood will be largestfor the true order.
Ifwe arbitrarily choose an ordering of the loci f = (i... fm+1) where f is a permutation of (1, . . . , m + 1) and fit the data by maximum likelihood, assuming no interference, we will be fitting m parameters (Of1.f2j,.. Of j~) where Of, is the chance of a recombination between locifj andfj+i. The proof (see Appendix) lies in showing that for any nonidentity permutation f, with probability 1 for n sufficiently large, the collection {f1f2, . . . ,f)f+1} dominates {11,2, * * m,m+1}.
That is, the two sets can be put into a one-to-one correspondence such that each element of the first set is larger than or equal to the corresponding element of the second set, with at least one strict inequality. This is because, with probability 1 for n sufficiently large, the constraints on the pi values imply constraints on the data. Then it follows that the likelihood will be maximized by the true order.
(ii) The connection between map functions and crossover point processes has been determined (unpublished work).
Appendix
Proof ofProposition: As before, let Aj denote the interval between locij and j + 1 in the true order, j = 1, . . . , m, and let Px, x = (xi, . . . , Xm) E {0, i}m be defined as before.
Assume that the constraints of the general model described above hold with strict inequalities. For all x E {0, 1}m set = 2x1 E (_1)(Y-x)lrn yax and consider the strict constraints cx > 0, x E {0, 1}m. By the law of large numbers, the probability that these constraints are satisfied is 1 for n sufficiently large because of the constraints on p. Assume that these constraints on rn hold. To see that the 16f, j+,l can be matched with the {Ok} in such a way that the Ok corresponding to O is no larger than it, we use P. Hall's matching theorem (see p. 401 of ref. 9). We associate each interval (fj, fj+') in the ordering f with the set of intervals Ak in the true ordering that lie between]j andfj+1.
As noted above, this ensures that Offt+ is greater than or equal to Ok for any k of this kind. The condition of Hall's theorem that must be checked is that any set {(fj, fj+1): j E J} of IJI distinct intervals in the order f must contain at least IJI distinct intervals in the original order. Then there is a matching with the property stated and the proof is complete.
To show that the condition holds, argue by induction on the number of loci. The condition clearly holds for two loci. to be covered by an element of {(fj, fj+1): j E J\{i}}, but then adding in locus f, would add in one more interval covered, which contradicts our assumption. Since the interval (ff,+i) must contain at least one of (f, -1, f,) and (fi, f1 + 1), then {(fj, fj+i): j E J} covers at least IJI distinct intervals in the original order of the M + 1 loci. The argument is similar iff, is the first or last locus in the original order.
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