In order to construct fast and accurate "time marching" schemes one should address the following issues.
Establish existence and uniqueness of solutions to (1) and (2). These are still open questions for many fluid and gas dynamic problems. The solution is instantly infinitely smooth (and therefore classical) for t > 0. Therefore, there is a globally defined dynamical system on the state space L 2 (0, 1) given in terms of a nonlinear semigroup {T t , t ≥ 0}, i.e., w(x, t) = T t (φ)(x) for initial data φ.
For reasonable initial data φ(·), the solutions w(·, t) and v(·) satisfy lim t→+∞ w(·, t) = v(·).

Find the rate at which w(·, t) → v(·).
For a numerical approximation
✌ T t is continuous in t and ϕ ∈ L 2 (0, 1). ✌ T t is compact for t > 0. ✌ There exists a positive continuous monotone increasing function a(ξ), ξ ≥ 0 such that a(0) = 0 and
(Ω), (i.e., the system is globally Lyapunov stable.) ✌ There is a global, locally compact attractor A.
Structure of the Global Attractor
Since the global attractor contains all stationary solutions and every scalar is a stationary solution, the attractor is unbounded. Due to Theorem 1 it is locally compact. 
Numerical Stationary Solutions
For fixed and for small initial data, numerical approximation of the solutions to (1) supports THEOREM 2, i.e., numerical approximate solutions tend to a constant as t tends to infinity.
But for fixed
and "certain" initial data (not too small), some numerical solutions converge to a nonconstant function, (cf. [2] , [7] ).
These same nonconstant steady state limits are readily obtained using many different numerical algorithms and on various computer platforms.
We are led to conjecture the existence of some type of Numerical Stationary Solutions for the problem (1).
One class of initial data for which this occurs is the "antisymmetric" functions, i.e., functions that are odd about x = 1/2 in the interval (0, 1), 
A Nearby Problem
Thus, if α is close to 0, then the "nearby" steady state problem defined by Stationary Burgers' equation
with (nonhomogeneous) Neumann boundary conditions
will have non-constant solutions h(·) (defined above).
As we see below, these solutions may appear as the limit (as t → +∞) of the numerical solutions to the boundary value problem (1).
Motivating Numerical Examples
We now provide several examples in order to demonstrate the actual behavior of numerical solutions to (1).
In all of the simulations we have set = .1 and have applied the finite difference method presented below with spatial mesh size ∆x = 0.0125 = 1/80 and temporal mesh size ∆t = 0.0004.
These numerical experiments have been conducted on varying time intervals and for a variety of initial data.
We also note that the same results occur for a wide variety of finite element, spectral approximation, and other finite difference schemes.
Observe that all of the initial data φ(·) belongs to L Our main objective is to prove that the observed difficulty is due to the use of finite precision arithmetic. To do this we need to first obtain a very stable numerical scheme on which to base our proofs. The reason for this concern is that no matter how small the spatial discretization of the interval (0, 1) or the time step size, eventually round-off error will corrupt the data at x = 1/2 (where the solution is known to be zero for all time). Because of this, there will always be a time at which the numerical method will undergo a rapid change and then generally converge to a nonzero constant. The sign of this constant depends on whether the value of the numerical solution first begins to drift positive or negative at x = 1/2. So our first step in obtaining a more stable numerical scheme consists of the reduction to a problem with a Dirichlet boundary condition at We show, by way of examples, that the reason for the anomaly observed in this work is due to the necessary use of finite precision arithmetic. We show that by altering only the magnitude of the initial data, the value of the viscosity and the precision, we can generate solutions that converge either to zero or to one of the analytic solutions that only approximately satisfy the boundary conditions. Note that for fairly large (for example = 1/2) convergence to a nonconstant numerical stationary solution requires larger magnitude initial data and for smaller we can take the magnitude to be much smaller. 
