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EVALUATION MODULES FOR QUANTUM TOROIDAL gln ALGEBRAS
B. FEIGIN, M. JIMBO, AND E. MUKHIN
To Vyjayanthi Chari on the occasion of her 60th birthday
Abstract. The affine evaluation map is a surjective homomorphism from the quantum toroidal gln
algebra E′n(q1, q2, q3) to the quantum affine algebra U
′
q ĝln at level κ completed with respect to the
homogeneous grading, where q2 = q
2 and qn3 = κ
2.
We discuss E′n(q1, q2, q3) evaluation modules. We give highest weights of evaluation highest weight
modules. We also obtain the decomposition of the evaluation Wakimoto module with respect to a
Gelfand-Zeitlin type subalgebra of a completion of E′n(q1, q2, q3), which describes a deformation of the
coset theory ĝln/ĝln−1.
1. Introduction
For an arbitrary complex Lie algebra g and a non-zero constant u, we have the evaluation map
g⊗ C[t, t−1]→ g, g ⊗ tk 7→ ukg.
The evaluation map is a surjective homomorphism of Lie algebras. It plays a prominent role in
representation theory of current algebras and various constructions in mathematics and physics.
In type A, a quantum version of the evaluation map evu : U
′
qŝln → Uqgln was introduced in [J], see
(2.3) below. This map is used to construct simplest possible representations of the quantum affine
algebra Uq ŝln called evaluation modules. The evaluation modules are central for many studies. For
example, the R matrix of the celebrated six vertex model is an intertwiner for tensor products of two
evaluation modules. It is well known that the quantum evaluation map does not exist for simple Lie
algebras g other than in type A.
The affine analog of the quantum evaluation map was discovered in [Mi2] which we now recall.
Let E′n = E
′
n(q1, q2, q3) be the quantum toroidal algebra associated to gln. It depends on complex
parameters q1, q2, q3 such that q1q2q3 = 1 and a central elements C (we set the second central element
to 1), see Section 3. Let U ′qĝln be the quantum affine algebra associated to gln, see Section 2.2. It
depends on a complex parameter q and it has a central element C. We always assume q2 = q2. An
easy well known fact is that there is a homomorphism of algebras v : U ′qĝln → E
′
n(q1, q2, q3) such
that v(C) = C, see (3.12).
We consider U ′qĝln in the Drinfeld new realization, and we denote by U˜
′
qĝln its completion with
respect to the homogeneous grading, see (2.4). We also impose the following key relation for the
central elements of E′n and U˜
′
qĝln with parameter q3:
(1.1) C2 = qn3 .
Then by [Mi2] there exists a surjective algebra homomorphism depending on a non-zero complex
number u:
ev(3)u : E
′
n → U˜
′
qĝln
1
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such that ev
(3)
u ◦ v = id. We call the homomorphism ev
(3)
u the quantum affine evaluation map.
We give formulas for the quantum affine evaluation map in Secton 4 and provide the proof in
Section 4.2. We supply a number of details which were omitted in [Mi2].
The completed algebra U˜ ′qĝln acts on highest weight U
′
qĝln modules and therefore every such repre-
sentation becomes an evaluation representation of the quantum toroidal algebra with the parameters
satisfying (1.1). Moreover, this representation of E′n is also a highest weight module. We discuss the
highest weights of evaluation modules in Section 5.2. It turns out that some evaluation representa-
tions appeared already in [FJMM2].
The algebra E′n(q1, q2, q3) has mutually commuting subalgebras E
′
1,n−1 ≃ E
′
1(q
n
1 , q2, q3q
−n+1
1 ) and
E
0|n−1
n−1 ≃ E
′
n−1(q1q
−1/(n−1)
3 , q2, q3q
1/(n−1)
3 ). Under the affine evaluation map, the image of E
′
1,n−1 is a
deformation of the coset W algebra ĝln/ĝln−1. Therefore it is important to describe the decomposition
of evaluation modules with respect to these subalgebras.
For that purpose we recall the n remarkable pairwise commuting subalgebras E′1,m(q1,m, q2, q3,m)
corresponding to the diagonal inclusions of gl1 to gln, see [FJMM1]. We consider the Wakimoto U
′
qĝln
modules generated from Gelfand-Zeitlin modules of Uqgln and the corresponding evaluation module
ĜZλ0(u) of E
′
n(q1, q2, q3), see Section 5.3. We describe the decomposition of ĜZλ0(u) with respect to
algebra ⊗n−1m=0E
′
1,m(q1,m, q2, q3,m), see Theorem 5.3.
This result is also important for applications, see [FJM]. In fact, the screening operators commuting
with a copy of quantum affine gl2 in [FJM] are obtained from currents of E
′
1,2 acting in an E
′
2 evaluation
Wakimoto module.
The paper is constructed as follows. We give definitions of various quantum algebras in Section
2 and Section 3.1. In Section 3.2 we recall the fused currents of [FJMM1] and study their com-
mutation relations with other currents. In Section 3.3 we recall the definition of the suablgebras
E′1,m(q1,m, q2, q3,m). We give the evaluation map in Secton 4 and prove that it is well-defined in Sec-
tion 4.2. We discuss evaluation modules in Section 5. We discuss evaluation highest weight modules
in Section 5.2 and evaluation Wakimoto modules in Section 5.3. We give a proof of the result on
evaluation Wakimoto modules in Appendix A.
2. Quantum groups
In this section we set up the notation for various quantum groups.
Let n be a positive integer. For n ≥ 2, let (ai,j)i,j∈Z/nZ be the Cartan matrix of type A
(1)
n−1. When
n = 1, we set a0,0 = 0.
Let CP = ⊕i∈Z/nZCεi be an n-dimensional vector space with the chosen basis and a non-degenerate
form such that (εi, εj) = δi,j. Let P = ⊕i∈Z/nZZεi be the lattice.
Set αi = εi−1 − εi and Λi =
∑i−1
j=0 εj, 1 ≤ i ≤ n− 1. We have (αi,Λj) = δi,j , (αi, αj) = ai,j.
Let CP¯ = (
∑
i∈Z/nZ εi)
⊥ ⊂ CP . For p ∈ CP denote p¯ ∈ CP¯ the projection along C(
∑
i∈Z/nZ εi).
Then α¯i, Λ¯i, 1 ≤ i ≤ n− 1, are simple roots and fundamental weights of sln respectively.
Fix log q, log d ∈ C and set q = elog q, d = elog d, q1 = q
−1d, q2 = q
2, q3 = q
−1d−1, so that q1q2q3 = 1.
We assume that, for rational numbers a, b, c, the equality qa1q
b
2q
c
3 = 1 holds if and only if a = b = c.
We use the standard notation [A,B]p = AB − pBA and [r] = (q
r − q−r)/(q − q−1).
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2.1. Quantum algebra Uqgln. The quantum gln algebra Uqgln has generators ei, fi, q
h, 1 ≤ i ≤
n− 1, h ∈ P , with the defining relations
qhqh
′
= qh+h
′
, q0 = 1, qhei = q
(h,αi)eiq
h, qhfi = q
−(h,αi)fiq
h ,
[ei, fj] = δi,j
Ki −K
−1
i
q − q−1
,
[ei, ej] = [fi, fj] = 0 (|i− j| ≥ 2),
[ei, [ei, ej]q−1 ]q = [fi, [fi, fj]q−1 ]q = 0 (|i− j| = 1),
where Ki = q
αi .
The quantum sln algebra Uqsln is the subalgebra of Uqgln generated by ei, fi, Ki, 1 ≤ i ≤ n− 1.
The element t = qε0+ε1+···+εn−1 ∈ Uqgln is central and split.
2.2. Quantum affine algebra U ′qĝln. The quantum affine algebra U
′
qĝln in the Drinfeld new re-
alization is defined by generators x±i,k, hj,r, q
h, C, where 1 ≤ i ≤ n − 1, 0 ≤ j ≤ n − 1, k ∈ Z,
r ∈ Z \ {0}, h ∈ P , with the defining relations
C is central, qhqh
′
= qh+h
′
, q0 = 1 ,
qhx±i (z)q
−h = q±(h,αi)x±i (z) , [q
h, hj,r] = 0 ,
[hi,r, hj,s] = δr+s,0
[rai,j]
r
Cr − C−r
q − q−1
,
[hi,r, x
±
j (z)] = ±
[rai,j]
[r]
C−(r±|r|)/2zrx±j (z) ,
[x+i (z), x
−
j (w)] =
δi,j
q − q−1
(
δ
(
C
w
z
)
φ+i (w)− δ
(
C
z
w
)
φ−i (z)
)
,
(z − q±aijw)x±i (z)x
±
j (w) + (w − q
±aijz)x±j (w)x
±
i (z) = 0 ,
[x±i (z), x
±
j (w)] = 0 if aij = 0,
Symz1,z2[x
±
i (z1), [x
±
i (z2), x
±
j (w)]q]q−1 = 0 if aij = −1.
Here we set x±i (z) =
∑
k∈Z x
±
i,kz
−k, φ±j (z) = K
±1
j exp
(
±(q − q−1)
∑
r>0 hj,±rz
∓r
)
, where Kj = q
αj ,
0 ≤ j ≤ n− 1, and α0 = εn−1 − ε0.
The prime in the notation U ′qĝln indicates that we do not consider the degree operator.
The element t = qε0+···+εn−1 is central and split.
The subalgebra of U ′qĝln generated by x
±
i,0, q
h, 1 ≤ i ≤ n− 1, h ∈ P , is isomorphic to Uqgln.
The subalgebra of U ′qĝln generated by x
±
i,k, hi,r, K
±1
i , 1 ≤ i ≤ n − 1, k ∈ Z, r ∈ Z \ {0}, and C is
the quantum affine sln algebra U
′
qŝln.
Algebra U ′qĝln contains a Heisenberg subalgebra commuting with U
′
qŝln, generated by the elements
Zr =
n−1∑
i=0
qir + q(n−i)r
qr − q−r
hi,r , [Zr, Zs] = −δr+s,0[nr]
1
r
Cr − C−r
q − q−1
.(2.1)
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Define the Chevalley generators of U ′q ŝln:
ei = x
+
i,0, fi = x
−
i,0 (1 ≤ i ≤ n− 1),
e0 = [x
−
n−1,0, · · · [x
−
2,0, x
−
1,−1]q · · · ]q q
α1+···+αn−1 ,(2.2)
f0 = q
−α1−···−αn−1 [· · · [x+1,1, x
+
2,0]q−1 , · · ·x
+
n−1,0]q−1 .
The elements ej, fj , 0 ≤ j ≤ n− 1, generate U
′
q ŝln.
For u ∈ C×, we have the evaluation homomorphism, evu : U
′
qŝln → Uqgln given in Chevalley
generators by (see [J])
evu(ei) = ei, evu(fi) = fi (1 ≤ i ≤ n− 1),
evu(e0) = u
−1q−Λ1+Λn−1 [· · · [f1, f2]q−1 , · · · , fn−1]q−1 ,(2.3)
evu(f0) = u [en−1, · · · [e2, e1]q, · · · ]q q
Λ1−Λn−1 .
Note that evu(C) = 1.
For κ ∈ C× we denote U ′q,κĝln the quotient of U
′
qĝln by the relation C = κ. We denote U˜
′
q,κĝln the
completion of the algebra U ′q,κĝln with respect to the homogeneous grading given by
deg ei = − deg fi = δ0,i (0 ≤ i ≤ n− 1), deg q
h = 0 (h ∈ P ),(2.4)
in the positive direction. Elements of U˜ ′q,κĝln have the form
∑∞
r=r0
gr, where gr ∈ U
′
q,κĝln, deg gr = r.
We denote by bq,κ the subalgebra of U
′
q,κĝln generated by x
±
i,k, hj,r, q
h, where 1 ≤ i ≤ n − 1,
0 ≤ j ≤ n− 1, k ≥ 0, r ≥ 1, h ∈ P .
3. Quantum toroidal gln
In this section we recall the definition of quantum toroidal algebras and some facts we will use.
3.1. Definition of E′n. For i, j ∈ Z/nZ and r 6= 0 we set
ai,j(r) =
[r]
r
×
(
(qr + q−r)δ
(n)
i,j − d
rδ
(n)
i,j−1 − d
−rδ
(n)
i,j+1
)
,
where δ
(n)
i,j is Kronecker’s delta modulo n: δ
(n)
i,j = 1 (if i ≡ j mod n) and δ
(n)
i,j = 0 (otherwise).
Define further functions gi,j(z, w) by
n ≥ 3 : gi,j(z, w) =

z − q1w (i ≡ j − 1),
z − q2w (i ≡ j),
z − q3w (i ≡ j + 1),
z − w (i 6≡ j, j ± 1),
n = 2 : gi,j(z, w) =
{
z − q2w (i ≡ j),
(z − q1w)(z − q3w) (i 6≡ j),
n = 1 : g0,0(z, w) = (z − q1w)(z − q2w)(z − q3w),
and set di,j = d
∓1 (i ≡ j ∓ 1, n ≥ 3), di,j = −1 (i 6≡ j, n = 2), and di,j = 1 (otherwise).
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The quantum toroidal algebra of type gln, which we denote by E
′
n = E
′
n(q1, q2, q3), is a unital
associative algebra generated by Ei,k, Fi,k, Hi,r and invertible elements q
h, C, where i ∈ Z/nZ, k ∈ Z,
r ∈ Z\{0}, h ∈ P . As always, we set Ki = q
αi for i ∈ Z/nZ. We have
(3.1) K0 =
n−1∏
i=1
K−1i .
We present below the defining relations in terms of generating series
Ei(z) =
∑
k∈Z
Ei,kz
−k, Fi(z) =
∑
k∈Z
Fi,kz
−k,
K±i (z) = K
±1
i K¯
±
i (z) , K¯
±
i (z) = exp
(
±(q − q−1)
∑
r>0
Hi,±rz
∓r
)
.
The relations are as follows.
C, qh relations
C is central, qhqh
′
= qh+h
′
, q0 = 1 ,(3.2)
qhEi(z)q
−h = q(h,αi)Ei(z) , q
hFi(z)q
−h = q−(h,αi)Fi(z) , q
hK±i (z) = K
±
i (z)q
h .(3.3)
K-K, K-E and K-F relations
K±i (z)K
±
j (w) = K
±
j (w)K
±
i (z),(3.4)
gi,j(C
−1z, w)
gi,j(Cz, w)
K−i (z)K
+
j (w) =
gj,i(w,C
−1z)
gj,i(w,Cz)
K+j (w)K
−
i (z),(3.5)
di,jgi,j(z, w)K
±
i (C
−(1±1)/2z)Ej(w) + gj,i(w, z)Ej(w)K
±
i (C
−(1±1)/2z) = 0,(3.6)
dj,igj,i(w, z)K
±
i (C
−(1∓1)/2z)Fj(w) + gi,j(z, w)Fj(w)K
±
i (C
−(1∓1)/2z) = 0 .(3.7)
E-F relations
[Ei(z), Fj(w)] =
δi,j
q − q−1
(δ
(
C
w
z
)
K+i (w)− δ
(
C
z
w
)
K−i (z)) .(3.8)
E-E and F -F relations
[Ei(z), Ej(w)] = 0 , [Fi(z), Fj(w)] = 0 (i 6≡ j, j ± 1) ,
di,jgi,j(z, w)Ei(z)Ej(w) + gj,i(w, z)Ej(w)Ei(z) = 0,
dj,igj,i(w, z)Fi(z)Fj(w) + gi,j(z, w)Fj(w)Fi(z) = 0.
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Serre relations For n ≥ 3,
Symz1,z2[Ei(z1), [Ei(z2), Ei±1(w)]q]q−1 = 0 ,
Symz1,z2[Fi(z1), [Fi(z2), Fi±1(w)]q]q−1 = 0 .
For n = 2, i 6≡ j,
Symz1,z2,z3[Ei(z1), [Ei(z2), [Ei(z3), Ej(w)]q2]]q−2 = 0 ,
Symz1,z2,z3[Fi(z1), [Fi(z2), [Fi(z3), Fj(w)]q2]]q−2 = 0 .
For n = 1,
Symz1,z2,z3z2z
−1
3 [E0(z1), [E0(z2), E0(z3)]] = 0 ,
Symz1,z2,z3z2z
−1
3 [F0(z1), [F0(z2), F0(z3)]] = 0 .
In the above we set
Sym f(x1, . . . , xN) =
1
N !
∑
pi∈SN
f(xpi(1), . . . , xpi(N)) .
Under the C, qh relations (3.3), the K-K, K-E and K-F relations (3.4)–(3.7) are equivalently
written as
H-E, H-F , and H-H relations For r 6= 0,
[Hi,r, Ej(z)] = ai,j(r)C
−(r+|r|)/2 zrEj(z) ,
[Hi,r, Fj(z)] = −ai,j(r)C
−(r−|r|)/2 zrFj(z) ,
[Hi,r, Hj,s] = δr+s,0 · ai,j(r)ηr , ηr =
Cr − C−r
q − q−1
.
The E-E and F -F relations with j ≡ i± 1 in Fourier components read for n ≥ 3
[Ei,k+1, Ei+1,l]q−1 = q1[Ei,k, Ei+1,l+1]q ,(3.9)
[Fi,k+1, Fi+1,l]q = q
−1
3 [Fi,k, Fi+1,l+1]q−1 ,
and for n = 2
[Ei,k+1, Ei+1,l−1]q−2 − (q1 + q3)[Ei,k, Ei+1,l] + q1q3[Ei,k−1, Ei+1,l+1]q2 = 0 ,(3.10)
[Fi+1,l−1, Fi,k+1]q−2 − (q1 + q3)[Fi+1,l, Fi,k] + q1q3[Fi+1,l+1, Fi,k−1]q2 = 0 .
The algebra E′n considered here is obtained from [FJMM1] by setting the second central ele-
ment
∏n−1
i=0 Ki to 1, dropping the scaling elements D, D
⊥ and adding the split central element
t = qε0+···+εn−1 . Our generators Ei(z), Fi(z), K
±
i (z), C correspond to the perpendicular generators
E⊥i (z), F
⊥
i (z), K
±,⊥
i ((q
c)⊥z), (qc)⊥ of [FJMM1].
Algebra E′n is Z-graded by
degEi,k = degFi,k = k, degHi,r = r, degC = deg q
h = 0.(3.11)
We denote E˜′n the completion of E
′
n with respect to this grading in the positive direction.
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We have a graded embedding v : U ′qĝln → E
′
n given by
x+i (z) 7→ Ei(d
−iz) , x−i (z) 7→ Fi(d
−iz) , φ±i (z) 7→ K
±
i (d
−iz) ,(3.12)
and C 7→ C, qh 7→ qh. We call the image of v the vertical subalgebra and denote it by Uvq ĝln.
We call the subalgebra of E′n generated by Ei,0, Fi,0, 0 ≤ i ≤ n − 1, the horizontal subalgebra.
The horizontal subalgebra, which we denote by Uhq ŝln, is isomorphic to the quotient of U
′
qŝln by the
relation C = 1.
There exists an isomorphism of algebras
ι : E′n(q1, q2, q3)→ E
′
n(q3, q2, q1),
given by
ι : Ei(z) 7→ En−i(z), Fi(z) 7→ Fn−i(z), K
±
i (z) 7→ K
±
n−i(z) ,(3.13)
and ι(C) = C.
We have also the Miki automorphism θ which interchanges vertical and horizontal subalgebras,
see [Mi1]. We fix the definition of θ as in [FJMM1]. We remark that θ is defined for algebra En, not
E′n, but expressions such as θ
−1(K±i (z)) have a well-defined meaning in E
′
n as well. In particular, we
have for n ≥ 2,
θ−1(Hi,1) = −(−d)
−i[[· · · [[· · · [F0,0, Fn−1,0]q, · · · , Fi+1,0]q, F1,0]q, · · · , Fi−1,0]q, Fi,0]q2 ,
(3.14)
θ−1(Hi,−1) = −(−d)
i[Ei,0, [Ei−1,0, · · · , [E1,0, [Ei+1,0, · · · , [En−1,0, E0,0]q−1 , · · · ]q−1 ]q−1 , · · · ]q−1 ]q−2
(3.15)
for 1 ≤ i ≤ n− 1, and
θ−1(H0,1) = −(−d)
−n+1[[· · · [F1,1, F2,0]q, · · · , Fn−1,0]q, F0,−1]q2 ,(3.16)
θ−1(H0,−1) = −(−d)
n−1[E0,1, [En−1,0, · · · , [E2,0, E1,−1]q−1 · · · ]q−1 ]q−2 .(3.17)
In addition
θ(E0,0) = d
−1[Fn−1,0, . . . , [F
−
2,0, F
−
1,−1]q . . .]qK1 · · ·Kn−1 ,(3.18)
θ(F0,0) = d(K1 · · ·Kn−1)
−1[. . . [E1,1, E2,0]q−1 , . . . , En−1,0]q−1 .(3.19)
We define Uhq ĝln to be the subalgebra generated by U
h
q ŝln and θ
−1(K±0 (z)).
3.2. Fused currents. We recall the fused currents of [FJMM1] and compute the commutation
relations with generators of U ′qĝln.
It is convenient to use series of generators of U ′qĝln defined by Ei(z) = x
+
i (d
iz), Fi(z) = x
−
i (d
iz),
K±i (z) = φ
±
i (d
iz), 1 ≤ i ≤ n− 1, cf. (3.12).
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Following [FJMM1] let us introduce the following elements of U˜ ′qĝln:
E(z) =
n−2∏
i=1
(
1−
zi
zi+1
)
·En−1(q
n/2−1
3 zn−1) · · ·E2(q
−n/2+2
3 z2)E1(q
−n/2+1
3 z1)
∣∣∣
z1=···=zn−1=z
,(3.20)
F(z) =
n−2∏
i=1
(
1−
zi+1
zi
)
· F1(q
−n/2+1
3 z1)F2(q
−n/2+2
3 z2) · · ·Fn−1(q
n/2−1
3 zn−1)
∣∣∣
z1=···=zn−1=z
,(3.21)
K
±(z) =
n−1∏
i=1
K±i
(
q
−n/2+i
3 z
)
.(3.22)
When n = 2 we have E(z) = E1(z), F(z) = F1(z), K
±(z) = K±1 (z).
The following result is a special case of the construction in [FJMM1].
Proposition 3.1. [FJMM1] For n ≥ 2, the currents (3.20)–(3.22) satisfy
[E(z), F(w)] =
1
q − q−1
(
δ
(
C
w
z
)
K
+(z)− δ
(
C
z
w
)
K
−(z)
)
,(3.23)
(z − q2w)E(z)E(w) + (w − q2z)E(w)E(z) = 0 ,(3.24)
(w − q2z)F(z)F(w) + (z − q2w)F(w)F(z) = 0 ,(3.25)
[E(z), Ei(w)] = [E(z), Fi(w)] = 0 (2 ≤ i ≤ n− 2),(3.26)
[Ei(z), F(w)] = [Fi(z), F(w)] = 0 (2 ≤ i ≤ n− 2).(3.27)
In addition we calculate the other commutation relations.
Proposition 3.2. For n ≥ 3, we have
(z − q
−n/2
3 q
−1
1 w)E1(z)E(w) = q(z − q
−n/2+1
3 w)E(w)E1(z) ,(3.28)
(z − q
n/2−1
3 w)En−1(z)E(w) = q(z − q
n/2
3 q
−1
1 w)E(w)En−1(z) ,(3.29)
(z − q
−n/2+1
3 w)F1(z)F(w) = q
−1(z − q
−n/2
3 q
−1
1 w)F(w)F1(z) ,(3.30)
(z − q
n/2
3 q1w)Fn−1(z)F(w) = q
−1(z − q
n/2−1
3 w)F(w)Fn−1(z) ,(3.31)
(z − C−1q
n/2−1
3 w)[E(z), F1(w)] = (z − Cq
−n/2+1
3 w)[E(z), Fn−1(w)] = 0 ,(3.32)
(z − Cq
−n/2+1
3 w)[E1(z), F(w)] = (z − C
−1q
n/2−1
3 w)[En−1(z), F(w)] = 0 .(3.33)
Proof. As an example we consider (3.32). From the defining relations (3.8) we have
(q − q−1)[En−1(q
n/2−1
3 zn−1) · · ·E1(q
−n/2+1
3 z1), F1(w)]
= En−1(q
n/2−1
3 zn−1) · · ·E2(q
−n/2+2
3 z2)
(
δ
(
Cq
n/2−1
3
w
z1
)
K+1 (w)− δ
(
Cq
−n/2+1
3
z1
w
)
K−1 (q
−n/2+1
3 z1)
)
.
Upon multiplying by z1 − C
−1q
n/2−1
3 w, the second term in the right hand side vanishes. The first
term does not have a pole at z1 = z2 because K
+
1 (w) is a power series in w
−1 placed at the rightmost.
Multiplying further by
∏n−2
i=1 (1− zi/zi+1) and setting z1 = · · · = zn−1 = z we find
(z − C−1q
n/2−1
3 w)[E(z), F1(w)] = 0
as desired.
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The rest of the relations can be shown in a similar manner. 
3.3. The subalgebra A. We also recall from [FJMM1] the fusion construction of subalgebras
E′1,m = E
′
1(q1,m, q2, q3,m) ⊂ E˜
′
n(q1, q2, q3) (0 ≤ m ≤ n− 1),
q1,m = q
m+1
1 q
−n+m+1
3 , q3,m = q
n−m
3 q
−m
1 .
which mutually commute and intersect only by the central element C.
The algebra E′1,m is generated by the fused currents
−
qq3,m
1− q3,m
Em(z) =
n−2∏
i=0
(
1−
zi
zi+1
)
· E0(q
n
3 z0)En−1(q
n−1
3 zn−1) · · ·Em+1(q
m+1
3 zm+1)
× E1(q
n
3 q
−1
1 z1) · · ·Em(q
n
3 q
−m
1 zm)
∣∣∣
z0=···=zn−1=z
,
(1− q1.m)Fm(z) =
n−2∏
i=0
(
1−
zi+1
zi
)
· Fm(q
n
3 q
−m
1 zm) · · ·F1(q
n
3 q
−1
1 z1)
× Fm+1(q
m+1
3 zm+1) · · ·Fn−1(q
n−1
3 zn−1)F0(q
n
3 z0)
∣∣∣
z0=···=zn−1=z
,
K
±
m(z) =
n−1∏
i=m+1
K±i (q
i
3z)
m∏
i=0
K±i (q
−i
1 q
n
3 z).
Let A be the algebra generated by subalgebras E′1,m, 0 ≤ m ≤ n− 1.
We have
(3.34) A = E′1,0 ⊗ E
′
1,1 ⊗ · · · ⊗ E
′
1,n−1 ⊂ E˜
′
n(q1, q2, q3) .
The algebra A can be considered as an analog of the Gelfand-Zeitlin subalgebra in E˜′n.
4. Quantum affine evaluation map
In this section we define and prove the evaluation map in the quantum toroidal setting.
4.1. The definition of the quantum affine evaluation map. From now on, we consider the
quotient algebra of E′n by the relation
C = q
n/2
3 .
Denote this quotient by E
(3)
n .
Introduce currents A±(z) =
∑
r>0A±rz
∓r, B±(z) =
∑
r>0B±rz
∓r in U ′qĝln by setting
A−r = η
−1
r C
−r(H0,−r +
n−1∑
i=1
qir3 Hi,−r) , Ar = −η
−1
r (H0,r +
n−1∑
i=1
q
(n−i)r
3 Hi,r) ,
B−r = −η
−1
r (H0,−r +
n−1∑
i=1
q
−(n−i)r
3 Hi,−r) , Br = η
−1
r C
r(H0,r +
n−1∑
i=1
q−ir3 Hi,r) .
Set further
K = q−Λ1+Λn−1 .
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Note that K commutes with E(z), F(z).
Theorem 4.1. [Mi2] Let u ∈ C×, and set κ = q
n/2
3 . The following assignment gives a homomorphism
of algebras ev
(3)
u : E
(3)
n → U˜ ′q,κĝln such that ev
(3)
u ◦ v = id:
E0(z) 7→ u
−1 eA−(z)F(z)eA+(z)K , F0(z) 7→ u e
B−(z)E(z)eB+(z)K−1 ,(4.1)
Ei(z) 7→ Ei(z) , Fi(z) 7→ Fi(z) (i = 1, . . . , n− 1),(4.2)
K±i (z) 7→ K
±
i (z) (i = 0, 1, . . . , n− 1), q
h 7→ qh (h ∈ P ) .(4.3)
Remark. When n = 1 we set formally E(z) = F(z) = K = 1. Then (4.1) is nothing but the known
vertex operator realization of E′1 for C = q
1/2
3 .
A proof of Theorem 4.1 is provided in Section 4.2.
In the above theorem we have chosen the currents E0(z), F0(z) to play a special role. In view of
the cyclic symmetry of E′n which sends Ei(z) 7→ Ei+1(z), Fi(z) 7→ Fi+1(z), K
±
i (z) 7→ K
±
i+1(z), we
could have started with Ei(z), Fi(z) for any i.
Using the isomorphism ι (3.13) which interchanges q1 with q3, it is easy to write another evaluation
homomorphism ev
(1)
u when
C = q
n/2
1 .
This is parallel to the fact that there are two evaluation homomorphisms U ′qŝln → Uqgln.
We also remark that the evaluation map is clearly graded with respect to the homogeneous degree,
see (2.4), (3.11), and commutes with the automorphism which rescales the spectral parameter, see
(2.7) in [FJMM1].
4.2. Proof. In this section, we prove Theorem 4.1. To simplify the notation we consider ev = ev
(3)
1 .
We shall need commutation relations between A±(z), B±(z) and Ei(w), Fi(w).
First we have:
[A±(z), Ei(w)] = [A±(z), Fi(w)] = [B±(z), Ei(w)] = [B±(z), Fi(w)] = 0 (2 ≤ i ≤ n− 2).
Other relations are given as follows.
eA+(z)E1(w)e
−A+(z) =
z − q−13 w
z − q1w
E1(w) , e
A+(z)F1(w)e
−A+(z) =
z − Cq1w
z − Cq−13 w
F1(w) ,(4.4)
eB+(z)En−1(w)e
−B+(z) =
z − C−1q−11 w
z − C−1q3w
En−1(w) , e
B+(z)Fn−1(w)e
−B+(z) =
z − q3w
z − q−11 w
Fn−1(w) ,(4.5)
e−A−(z)En−1(w)e
A−(z) =
w − q−13 z
w − q1z
En−1(w) , e
−A−(z)Fn−1(w)e
A−(z) =
w − Cq1z
w − Cq−13 z
Fn−1(w) ,(4.6)
e−B−(z)E1(w)e
B−(z) =
w − C−1q−11 z
w − C−1q3z
E1(w) , e
−B−(z)F1(w)e
B−(z) =
w − q3z
w − q−11 z
F1(w) .(4.7)
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We have also
eA+(z)eA−(w) =
(z − w)2
(z − q2w)(z − q
−1
2 w)
eA−(w)eA+(z) ,(4.8)
eA+(z)eB−(w)
(z − Cq2w)(z − C
−1q−12 w)
(z − Cw)(z − C−1w)
eB−(w)eA+(z) ,(4.9)
eB+(z)eA−(w) =
(z − Cq2w)(z − C
−1q−12 w)
(z − Cw)(z − C−1w)
eA−(w)eB+(z) ,(4.10)
eB+(z)eB−(w) =
(z − w)2
(z − q2w)(z − q
−1
2 w)
eB−(w)eB+(z) .(4.11)
Let us verify the relations involving E0(z), F0(z) case-by-case.
C, qh relations. These are easy to check.
H-E and H-F relations. The relation
[ev(Hi,r), ev(E0(z))] = ai,0(r)C
−rzrev(E0(z)) (r ≥ 1)
follows from C = q
n/2
3 and
[Hi,r, e
A−(z)] = zreA−(z) × C−r
(
ai,0(r) +
n−1∑
j=1
ai,j(r)q
jr
3
)
,
[Hi,r, F(z)] = −z
r
F(z)×
n−1∑
j=1
ai,j(r)
(
q
−n/2+j
3
)r
.
The relations for r ≤ −1 and for [ev(Hi,r), ev(F0(z))] can be verified in a similar manner.
E-F relations. First consider the relation
[ev(E0(z)), ev(Fi(w))] = 0 (i 6= 0).
We have
ev(E0(z))ev(Fi(w)) = e
A−(z)F(z)Fi(w)e
A+(z)K×
{
q(z − Cq1w)/(z − Cq
−1
3 w) (i = 1)
q−δi,n−1 (2 ≤ i ≤ n− 1)
,
ev(Fi(w))ev(E0(z)) = e
A−(z)Fi(w)F(z)e
A+(z)K×
{
1 (1 ≤ i ≤ n− 2)
(w − Cq1z)/(w − Cq
−1
3 z) (i = n− 1)
,
so that the relations reduce to (3.30), (3.31) and (3.27). The case [ev(Ei(z)), ev(F0(w))] = 0 (i 6= 0)
is similar.
Using (4.4), (4.7) and (4.9) we obtain
ev(E0(z))ev(F0(w)) = e
A−(z)F(z)eA+(z)K · eB−(z)E(z)eB+(z)K−1
= eA−(z)+B−(w)F(z)E(w)eA+(z)+B+(w) .
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Computing ev(F0(w))ev(E0(z)) similarly and using further (3.23), we find
[ev(E0(z)), ev(F0(w))] =
1
q − q−1
× eA−(z)+B−(w)
(
−δ
(
C
z
w
)
K
+(z) + δ
(
C
w
z
)
K
−(w)
)
eA+(z)+B+(w) .
Noting that
eA−(z)+B−(Cz) = K¯−0 (z) , e
A+(Cw)+B+(w) = K¯+0 (w) ,
eA−(Cw)+B−(w) = K0K
−(w)−1 , eA+(z)+B+(Cz) = K−10 K
+(z)−1 ,
we obtain the desired result.
E-E and F -F relations. To check the quadratic relations
d0,jg0,j(z, w)ev(E0(z))ev(Ej(w)) + gj,0(w, z)ev(Ej(w))ev(E0(z)) = 0,
we proceed in the same way as above; using (4.4), (4.6) we bring A+(z) to the right, A−(z) to the
left, and apply (3.28), (3.29). Verification of the F -F relations is entirely similar.
Serre relations. Let us check the Serre relations assuming n ≥ 3. We have
e−A−(w)[ev(E1(z1)), [ev(E1(z2)), ev(E0(w))]q]q−1 e
−A+(w)
= E1(z1)E1(z2)F(w)− (q + q
−1)q−1
w − q−13 z2
w − q1z2
E1(z1)F(w)E1(z2)
+ q−2
w − q−13 z1
w − q1z1
w − q−13 z2
w − q1z2
F(w)E1(z1)E1(z2) .
In view of (3.33), we can move F(w) to the right without producing delta functions. After simplifi-
cation, the right hand side becomes
−
(1− q−12 )w
(w − q1z1)(w − q1z2)
(z1 − q2z2)E1(z1)E1(z2)F(w) .
Symmetrizing in z1, z2 we obtain 0 due to the quadratic relations for E1(z).
Likewise we compute
e−A−(z1)−A−(z2)[ev(E0(z1)), [ev(E0(z2)), ev(E1(w))]q]q−1 e
−A+(z1)−A+(z2)
=
z1 − q
−1
2 z2
z1 − q2z2
(
q−2
z1 − q
−1
3 w
z1 − q1w
z2 − q
−1
3 w
z2 − q1w
F(z1)F(z2)E1(w)
− (q + q−1)q−1
z1 − q
−1
3 w
z1 − q1w
F(z1)E1(w)F(z2) + E1(w)F(z1)F(z2)
)
=
q−12 (q1 − q
−1
3 )w
(z1 − q1w)(z2 − q1w)
(z1 − q
−1
2 z2)E1(w)F(z1)F(z2) .
Due to (3.25), the last line vanishes after symmetrization.
Serre relations in the remaining cases (including the case n = 2) can be verified by the same
argument. We omit further details.
The proof is over.
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5. Evaluation modules
In this section we define and discuss the evaluation modules.
5.1. Evaluation modules. Recall the grading of U ′qĝln given by (2.4). We say that a U
′
qĝln module
V is admissible if for any v ∈ V there exists an N such that xv = 0 holds for any x ∈ U ′qĝln with
deg x > N . Algebra U˜ ′q,κĝln has a well-defined action on admissible modules of level κ.
The quantum affine evaluation map ev
(3)
u goes from the quantum toroidal gln algebra E
′
n(q1, q2, q3)
to the (completed) quantum affine gln algebra, provided that q3 has the special value related to
the central charge by C = q
n/2
3 . Note that for the quantum affine algebra the value for the central
element is completely arbitrary as q and q3 are independent variables.
It follows that any admissible representation V of U ′qĝln on which C acts as an arbitrary scalar κ
can be pulled back by ev
(3)
u to a representation of E
(3)
n , by choosing q3 so that κ = q
n/2
3 . We call the
resulting E
(3)
n module the evaluation module and denote it by V (u).
5.2. Highest weight evaluation modules. An example of admissible modules is given by highest
weight modules.
A U ′qĝln module V is called a highest weight module of highest weight (κ0, . . . , κn−1) ∈ (C
×)n with
highest weight vector v if v is a cyclic vector in V satisfying
ejv = 0 (0 ≤ j ≤ n− 1) , Zrv = 0 (r ≥ 1),
Kiv = κiv (1 ≤ i ≤ n− 1), Cv =
n−1∏
i=0
κi · v ,
where Zr is defined in (2.1).
An E′n module V is called a highest weight module with highest weight vector v if v is a cyclic
vector in V satisfying
θ−1(Ei(z))v = 0, θ
−1(K±i (z))v = P
±
i (z)v (0 ≤ i ≤ n− 1) ,
Here P±i ∈ C[[z
∓1]] and θ is the Miki automorphism, see Section 3.2.
We set the degree of the highest weight vectors to zero. Then all highest weight weight E′n modules
are graded: V = ⊕k≤0Vk.
Let V be an irreducible highest weight E′n module such that dimVk < ∞ for all k. Then by
[FJMM2], the series P±i (z) are expansions of a rational function Pi(z). Moreover, the rational
function Pi(z) is regular at z
±1 =∞ and satisfies Pi(0)Pi(∞) = 1.
Denote P = (P0(z), . . . , Pn−1(z)). We call the n-tuple of rational functions P the highest weight
of V .
Highest weight modules of E′n were studied in detail in [FJMM2].
Since the evaluation map is graded, the evaluation highest weight U ′qĝln module with highest weight
vector v is a highest weight E′n module with highest vector v. The following proposition describes
the corresponding highest weight.
Theorem 5.1. Let V be a highest weight U ′qĝln module with highest weight (κ0, . . . , κn−1). Let V (u)
be the evaluation E
(3)
n module. Then qn3 =
∏n−1
i=0 κ
2
i and V (u) is a highest weight module with highest
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weight
P =
(
κ0
1− κ−20 u
′/z
1− u′/z
, κ1
1− q3(κ0κ1)
−2u′/z
1− q3κ
−2
0 u
′/z
, . . . , κn−1
1− qn−13 (
∏n−1
i=0 κ
−2
i )u
′/z
1− qn−13 (
∏n−2
i=0 κ
−2
i )u
′/z
)
,
for an appropriate choice of u′ ∈ C×.
Proof. The proposition is proved similarly to Theorem 5.7 in [MY]. 
In the case of evaluation modules defined for C = q
n/2
1 , the highest weight reads
P =
(
κ0
1− u′/z
1− κ20u
′/z
, κ1
1− q−11 κ
2
0u
′/z
1− q−11 κ
2
0κ
2
1u
′/z
, . . . , κn−1
1− q−n+11 (
∏n−2
i=0 κ
2
i )u
′/z
1− q−n+11 (
∏n−1
i=0 κ
2
i )u
′/z
)
.
It follows from Theorem 5.1 that the modules H(k)(u1, . . . , un) and G
(k)
µ,ν in [FJMM2] are evaluation
Verma and Weyl type modules respectively.
5.3. Wakimoto evaluation modules. A Gelfand-Zeitlin pattern for gln is an array of complex
numbers
λ =
λ0,n−1 λ1,n−1 · · · λn−2,n−1 λn−1,n−1
λ0,n−2 λ1,n−2 · · · λn−2,n−2
. . .
. . .
λ0,1 λ1,1
λ0,0
Fix generic complex numbers λ0i,j ∈ C and consider the linear space GZλ0 with basis {|λ〉}, where
λ runs over Gelfand-Zeitlin patterns for gln such that λi,j ∈ λ
0
i,j + Z for 0 ≤ i ≤ j ≤ n − 2 and
λi,n−1 = λ
0
i,n−1 for 0 ≤ i ≤ n− 1:
GZλ0 = SpanC{|λ〉 | λi,j ∈ λ
0
i,j + Z (0 ≤ i ≤ j ≤ n− 2), λi,n−1 = λ
0
i,n−1 (0 ≤ i ≤ n− 1)} .(5.1)
Proposition 5.2. The following formulas give a representation of Uqgln on GZλ0.
ei|λ〉 =
i−1∑
k=0
c+k,i−1(λ)|λ+ 1k,i−1〉 ,
fi|λ〉 =
i−1∑
k=0
c−k,i−1(λ)|λ− 1k,i−1〉 ,
qεr |λ〉 = qhr(λ)−hr−1(λ)|λ〉 .
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Here 1 ≤ i ≤ n− 1, 0 ≤ r ≤ n− 1, 1i,j stands for the vector (δr,iδs,j)0≤r≤s≤n−1, and
c+k,i−1(λ) =
∏i−2
l=0[λl,i−2 − λk,i−1 − l + k − 1]∏i−1
l=k+1[λl,i−1 − λk,i−1 − l + k − 1][λl,i−1 − λk,i−1 − l + k]
,
c−k,i−1(λ) = −
∏i
l=0[λl,i − λk,i−1 − l + k + 1]∏k−1
l=0 [λl,i−1 − λk,i−1 − l + k][λl,i−1 − λk,i−1 − l + k + 1]
,
hr(λ) =
r∑
k=0
λk,r .

We call the Uqgln module GZλ0 the Gelfand-Zeitlin module.
Now we choose an arbitrary κ ∈ C× and define the U ′q,κĝln module ĜZλ0 of level κ as follows.
Consider the Uqgln Gelfand-Zeitlin module GZλ0 described in Proposition 5.2. We trivially extend
it to the action of the subalgebra bq,κ by setting
x±i,r|λ〉 = hj,r|λ〉 = 0 (1 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 1, r ≥ 1, |λ〉 ∈ GZλ0).
Then we induce
ĜZλ0 = Ind
U ′q,κĝln
bq,κ
GZλ0 .
We call ĜZ
λ
0 the Wakimoto module. Clearly, any Wakimoto module is an admissible U ′q,κĝln
module.
Finally, we choose u ∈ C×, set q
n/2
3 = κ and, using the evaluation homomorphism ev
(3)
u , we view
ĜZ
λ
0 as an E′n(q1, q2, q3) module. We denote this evaluation module by ĜZλ0(u).
Recall the subalgebras E1,m = E1(q1,m, q2, q3,m) ⊂ E
′
n, 0 ≤ m ≤ n−1, and the algebra A, see (3.34).
For each i ∈ {1, 2, 3}, the Fock module Fi(u) for E
′
1 is defined to be the highest weight E
′
1(q1, q2, q3)
module with highest weight
P = q
1/2
i
1− q−1i u/z
1− u/z
.
The Fock modules are well known and understood, see for example [FFJMM], [FJMM2]. For E′1,
the action of E0(z), F0(z), K
±
0 (z) can be described explicitly via one free boson and vertex operators.
In particular the character
∑
r≥0 dim(Fi(u))−rx
r of the Fock module Fi(u) is given by 1/(x)∞ =∏
r>0(1− x
r)−1.
Our main result of this section is the following statement. For this statement we make a technical
assumption that q is generic, meaning we exclude a set of values of q which is at most countable.
Theorem 5.3. We have the decomposition of A modules
ĜZ
λ
0(u) = ⊕λ W (λ) , W (λ) = A|λ〉 =W0(λ)⊠W1(λ)⊠ · · ·⊠Wn−1(λ) ,
where the sum is over all GZ patterns as in (5.1), and the E1,m module Wm(λ) is given by
Wm(λ) =
m+1︷ ︸︸ ︷
F3(u0,m(λ))⊗ · · · ⊗ F3(um,m(λ))⊗
m︷ ︸︸ ︷
F1(v0,m−1(λ))⊗ · · · ⊗ F1(vm−1,m−1(λ)) ,
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where
ul,m(λ) = q
λl,m−l+m
2 q
n
3 u˜ , vl,m−1(λ) = q
λl,m−1−l−1
2 u˜ ,
u˜ = (−1)nq−
∑n−1
r=0 λ
0
r,n−1+n−1u .
Theorem 5.3 is proved in Appendix A.
The E1 modules Wm(λ) also appeared in [BFM].
Appendix A.
We sketch the proof of Theorem 5.3.
A.1. The plan of the proof. Our logic is the following.
Denote K±,=i (z) = θ
−1(Ki(z)). Denote K
±,=
m (z) = θ
−1
m (Km(z)), where θm is the Miki automorphism
of E1,m.
Since the degrees of K±,=i (z),K
±,=
m (z) are zero, these operators preserve the space GZλ0 ⊂ ĜZλ0 .
We show that these operators are diagonal in the basis {|λ〉} and give their eigenvalues.
First, we compute the eigenvalues of K±,=i (z) using the fact that these operators belong to the
horizontal algebra, which acts on GZ
λ
0 through the standard evaluation map evu. Then we calculate
the eigenvalues of K±,=m (z) by finding the projection of these operators to the algebra generated by
K±,=i (z) along annihilating operators. This is a long calculation. We first compute the projection of
the first components of K±,=m (z) explicitly and then argue that this is sufficient.
We observe that the eigenvalue of K±,=m (z) on eigenvector |λ〉 coincides with the highest weight of
module Wm(λ). It follows that the character of A|λ〉 is at least ((x)∞)
−n2. We show that the joint
spectrum of K±,=m (z), 0 ≤ m ≤ n− 1, is simple in ⊕λW (λ).
Comparing to the character of ĜZ
λ
0 , we obtain the theorem.
A.2. Projection. Let E±n ⊂ E
′
n be the subalgebras generated by Ei,r, Fi,r, Hi,r with 0 ≤ i ≤ n − 1
and ±r > 0, and let E0n = U
h
q ĝln. Let E˜
+
n ⊂ E˜
′
n be the completion of E
+
n . We use the triangluar
decomposition
E˜
′
n = E
−
n ⊗ E
0
n ⊗ E˜
+
n .
While we expect this to hold for all q, we have been unable to find it in the literature. For generic q
it can be shown by taking the limit q → 1 and using the result of [N].
Consider the projection to the middle factor in the triangular decomposition
pr : E˜′n −→ E
0
n .
We shall write x ≡ y if pr (x) = pr (y) for x, y ∈ E˜′n. Similarly to the usual Harish-Chandra map, this
projection is a homomorphism when restricted to the subalgebra (E˜′n)0 ⊂ E˜
′
n consisting of elements
of homogeneous degree 0.
The algebras E1,m are obtained by taking (n−1) simple fusions. It is sufficient to consider a single
simple fusion. For that purpose, following [FJMM2], we consider the subalgebra
E
0|1
n−1 = E
′
n−1(q˜1, q2, q˜3) ⊂ E˜
′
n(q1, q2, q3) , q˜1 = q1q
1
n−1
1 , q˜3 = q3q
− 1
n−1
1 .
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It is generated by the following currents
E˜i(z) = Ei+1(q
i
n−1
1 z) , F˜i(z) = Fi+1(q
i
n−1
1 z) , K˜
±
i (z) = K
±
i+1(q
i
n−1
1 z) (1 ≤ i ≤ n− 2) ,
E˜0(z) = E0|1(z) =
(
1−
z
z′
)
E0(q1z
′)E1(z)
∣∣∣
z′=z
,
F˜0(z) = F0|1(z) =
(
1−
z′
z
)
F1(z)F0(q1z
′)
∣∣∣
z′=z
,
K˜±0 (z) = K
±
0 (q1z)K
±
1 (z) ,
and for n = 2
−
qq−11 q3
1− q−11 q3
E˜0(z) = E
(1)
0|1(z) =
(
1−
z
z′
)
E0(q1z
′)E1(z)
∣∣∣
z′=z
,
(1− q21)F˜0(z) = F
(1)
0|1 (z) =
(
1−
z′
z
)
F1(z)F0(q1z
′)
∣∣∣
z′=z
,
K˜±0 (z) = K
±
0 (q1z)K
±
1 (z) .
We also set K˜±i (z) = K˜
±1
i exp(±(q − q
−1)
∑
r>0 H˜i,±rz
∓1).
We will use also another subalgebra E
0|n−1
n−1 obtained from E
0|1
n−1 by applying the isomorphism ι
(3.13). In what follows we study projections of elements of E
0|1
n−1, E
0|n−1
n−1 . We will write formulas only
for the former, those for the latter are easily obtained by applying ι.
Let N≥r denote the left ideal of E˜
′
n generated by elements of homogeneous degree ≥ r.
Lemma A.1. Let n ≥ 3. Then
E˜0,0 ≡ −q[E1,0, E0,0]q−1 mod N≥1 , F˜0,0 ≡ −q
−1[F0,0, F1,0]q mod N≥1 ,(A.1)
E˜0,1 ≡ q
−1
1 [E0,1, E1,0]q mod N≥2 , F˜0,−1 ≡ −q1q
−1[F0,−1, F1,0]q mod N≥1 .(A.2)
For n = 2, setting a = q(1− q21)(1− q
−1
1 q3) and b = −qq
2
1 we have
b−1E˜0,0 ≡ E0,0E1,0 − (1 + q
−1
1 q3 − q
−2
1 )E1,0E0,0 + q
−1
1 E1,1E0,−1 mod N≥1 ,
b−1E˜0,1 ≡ q
−1
1 E0,1E1,0 − q
−2
1 (q1 + q3 − q
−1
1 )E1,0E0,1 − q
−1
1 q3E0,0E1,0 + q
−2
1 E1,1E0,0 mod N≥2 ,
abF˜0,0 ≡ F1,0F0,0 − (1 + q1q
−1
3 − q
2
1)F0,0F1,0 + q1F0,1F1,−1 mod N≥1 ,
abF˜0,−1 ≡ q1F1,0F0,−1 − q
2
1(q
−1
1 + q
−1
3 − q1)F0,−1F1,0 − q1q
−1
3 F1,−1F0,0 + q
2
1F0,0F1,−1 mod N≥1 .
Proof. Let n ≥ 3. By the definition along with (3.9) we obtain
E0|1,l =
∑
j≥0
qj−l1
(
E0,−j+lE1,j − q1E0,−j−1+lE1,j+1
)
+
∑
j≥1
q−1q−j−l1
(
E1,−jE0,j+l − q
−1
3 E1,−j+1E0,j+l−1
)
,
F0|1,l =
∑
j≥0
q−j−l1
(
F1,−jF0,l+j − q
−1
1 F1,−j−1F0,l+j+1
)
+
∑
j≥1
qqj−l1
(
F0,l−jF1,j − q3F0,l−j+1F1,j−1
)
,
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from which the assertion follows.
For n = 2, we have
E
(1)
0|1,l =
∑
j∈Z
qj−l1
(
E0,−j+lE1,j − q
−1
1 E0,−j+l−1E1,j+1
)
.
Rewriting it as
(1− q−11 q3)E
(1)
0|1,l =
∑
j∈Z
qj−l1
(
E0,−j+lE1,j − (q1 + q3)E0,−j+l−1E1,j+1 + q1q3E0,−j+l+2E1,j+2
)
and applying (3.10) we obtain
(1− q−11 q3)E
(1)
0|1,l =
∑
j≥0
qj−l1
(
E0,l−jE1,j − (q1 + q3)E0,l−j−1E1,j+1 + q1q3E0,l−j−2E1,j+2
)
+
∑
j≥1
q−j−l1
(
q1q3E1,−jE0,j+l − (q1 + q3)E1,−j+1E0,l+j−1 + E1,−j+2E0,j+l−2
)
,
Proceeding similarly with F
(1)
0|1 (z) we get
(1− q1q
−1
3 )F
(1)
0|1,l =
∑
j≥0
q−j−l1
(
F1,−jF0,l+j − (q
−1
1 + q
−1
3 )F1,−j−1F0,l+j+1 + q
−1
1 q
−1
3 F1,−j−2F0,l+j+2
)
+
∑
j≥1
qj−l1
(
q−11 q
−1
3 F0,l−jF1,j − (q
−1
1 + q
−1
3 )F0,l−j+1F1,j−1 + F0,l−j+2F1,j−2
)
,
which imply the relations stated in Lemma. 
A.3. Action of K±,=i (z) on GZλ0. Recall that the horizontal subalgebra U
h
q ŝln of E
′
n is given in
Chevalley generators. The next lemma describes the corresponding Drinfeld generators under the
identification (2.2).
Lemma A.2. The Drinfeld generators of the horizontal subalgebra Uhq ŝln are given by
x+i (z) = θ
−1(Ei(d
−iz)) , x−i (z) = θ
−1(Fi(d
−iz)) ,
φ±i (z) = θ
−1(K±i (d
−iz)) (1 ≤ i ≤ n− 1).
Proof. Define the currents x±i (z), φ
±
i (z) by the above formulas. Then they belong to the horizontal
subalgebra and satisfy the relations for the Drinfeld currents of Uqŝln. We have x
+
i,0 = Ei,0, x
−
i,0 = Fi,0
for 1 ≤ i ≤ n− 1. Moreover, from (3.18) and (3.19) we obtain
E0,0 = [x
−
n−1,0, . . . , [x
−
2,0, x
−
1,−1]q . . .]qK1 · · ·Kn−1 ,
F0,0 = (K1 · · ·Kn−1)
−1[. . . [x+1,1, x
+
2,0]q−1 , . . . , x
+
n−1,0]q−1 .
Hence the assertion follows from the identification (2.2) between the Chevalley and the Drinfeld
generators. 
Recall the standard evaluation map evu, (2.3).
Lemma A.3. On GZ
λ
0, the action of horizontal U ′qŝln is given by evu. Namely, for any x in
horizontal U ′q ŝln, we have
ev(3)u (x)|λ〉 = evu(x)|λ〉 .
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Proof. It suffices to check the statement for x = e0, f0. By the definition of ev
(3)
u we have
ev(3)u
(
E0(z)
)
|λ〉 = u−1KeA−(z)F(z)|λ〉 ,
and in particular
ev(3)u (E0,0)|λ〉 = u
−1KF0|λ〉 .
Using the q3 version of Lemma A.1 repeatedly we find that the right hand side becomes
u−1q−Λ1+Λn−1 [. . . [F1,0, F2,0]q−1 , . . . , Fn−1,0]q−1 |λ〉
and hence coincides with evu(e0)|λ〉.
The case of f0 is entirely similar. 
From Lemma A.3, we obtain the explicit action of Drinfeld generators of horizontal U ′qŝln on the
“top level” GZλ0 .
Lemma A.4. On GZλ0, the Drinfeld generators of horizontal U
′
qŝln act as follows.
ev(3)u
(
x±i (z)
)
|λ〉 =
i−1∑
k=0
c±k,i−1(λ)δ
(
q2λk,i−1+i−2k±1u¯/z
)
|λ± 1k,i−1〉 ,
ev(3)u
(
φ±i (z)
)
|λ〉 = q2hi−1(λ)−hi−2(λ)−hi(λ)
∏i−2
l=0(1− q
2λl,i−2+i−2l−1u¯/z)
∏i
l=0(1− q
2λl,i+i−2l+1u¯/z)∏i−1
l=0(1− q
2λl,i−1+i−2l−1u¯/z)(1 − q2λl,i−1+i−2l+1u¯/z)
|λ〉 ,
where 1 ≤ i ≤ n− 1 and
u¯ = (−1)nq−
∑n−1
r=0 λ
0
r,n−1+n−2u .(A.3)
Proof. Define operators ev′u¯
(
x±i (z)
)
, ev′u¯
(
φ±i (z)
)
acting on |λ〉 by the right hand sides of the above
formulas. A direct computation shows that they satisfy the defining relations for U ′qŝln. It suffices
to check that ev′u¯(x) = ev
(3)
u (x) for x = e0, f0.
We have
ev′u¯(x
−
1,−1)|λ〉 = u¯
−1 f1q
−2ε0 |λ〉 , ev′u¯(x
−
i,0)|λ〉 = fi|λ〉 (2 ≤ i ≤ n− 1).
Noting that qε0 commutes with fi for i ≥ 2 and using (2.2), we obtain
ev′u¯(e0) = ev
′
u¯
(
[x−n−1,0, . . . , [x
−
2,0, x
−
1,−1]q . . .]qq
α1+···+αn−1
)
|λ〉
= u¯−1[fn−1, . . . , [f2, f1]q . . .]qq
−2ε0qε0−εn−1 |λ〉
= (−q)n−2u¯−1[. . . [f1, f2]q−1 , . . . , fn−1]q−1q
−Λ1+Λn−1t
−1|λ〉
= ev(3)u (e0) .
Similarly we check ev′u¯(f0) = ev
(3)
u (f0). 
Now we are in a position to compute the action of K¯±,=i (z) = K
∓1
i K
±,=
i (z) on GZλ0.
Denote by K¯i(z,λ) the eigenvalues of K¯
±,=
i (z) on |λ〉, 0 ≤ i ≤ n− 1.
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Proposition A.5. With the definition (A.3), we have
K¯i(z,λ) =
∏i−2
l=0(1− q
i
3q
λl,i−2+i−l−1
2 qu¯/z)
∏i
l=0(1− q
i
3q
λl,i+i−l
2 qu¯/z)∏i−1
l=0(1− q
i
3q
λl,i−1+i−l−1
2 qu¯/z)(1− q
i
3q
λl,i−1+i−l
2 qu¯/z)
(1 ≤ i ≤ n− 1),
K¯0(z,λ) =
1− q
λ0,0
2 qu¯/z
1− qn3 q
λn−1,n−1
2 qu¯/z
n−2∏
l=0
1− qn3 q
λl,n−2+n−l−1
2 qu¯/z
1− qn3 q
λl,n−1+n−l−1
2 qu¯/z
.
Proof. The formulas for 1 ≤ i ≤ n− 1 follow from Lemmas A.2 and A.4
Consider the special case where λ is dominant. Then the Wakimoto module has a highest weight
submodule, and the eigenvalue of K±,=0 (z) on highest weight vector can be determined by Theorem
5.1 along with the knowledge of K¯i(z,λ) for 1 ≤ i ≤ n− 1. In this case general eigenvalues can then
be obtained by acting with Ei(z), Fi(z).
Since the eigenvalues of K±i,r are polynomial functions of the parameters q
λj,r , the formula for
K±,=0 (z) in the general case follows by “analytic continuation”. 
Denote by Ψm(z,λ) the highest weight of E1,m moduleWm(λ) and let Ψ¯m(z,λ) = Ψm(z,λ)/Ψm(0,λ).
Corollary A.6. For 0 ≤ m ≤ n− 1, the highest weight of E1,m module Wm(λ) is given by
Ψ¯m(z,λ) =
n−1∏
i=m+1
K¯i(q
−n+i
3 z,λ)
m∏
i=0
K¯i(q
−i
1 z,λ)
=
m∏
l=0
1− q
λl,m−l
2 qu¯/z
1− q
λl,m−l+m
2 q
n
3 qu¯/z
m−1∏
l=0
1− q
λl,m−1−l+m
2 q
n
3 qu¯/z
1− q
λl,m−1−l−1
2 qu¯/z
,
where u¯ is given by (A.3). 
A.4. Action of K±,=m (z) on GZλ0: the first components. We show that the action of K
±,=
m (z) on
the top level is diagonal in the basis of |λ〉 with eigenvalues given in Corollary A.6. More precisely,
we show the following formulas for the horizontal currents:
K
±,=
m (z) ≡
n−1∏
i=m+1
K¯±,=i (q
−n+i
3 z)
m∏
i=0
K¯±,=i (q
−i
1 z).(A.4)
In this section we do it for the first components using an explicit computation.
Recall the subalgebra E
0|1
n−1 and the currents K˜
±
i (z) in Section A.2. Let θ˜ be the Miki automor-
phisim for E
0|1
n−1.
To show (A.4), it is enough to prove the following statement.
Proposition A.7. For all 0 ≤ i ≤ n− 2 we have
θ˜−1(K˜±i (z)) ≡ θ
−1
(
K±i+1(q
i
n−1
−1
1 z)
)
(1 ≤ i ≤ n− 2),(A.5)
θ˜−1(K˜±0 (z)) ≡ θ
−1
(
K±0 (z)K
±
1 (q
−1
1 z)
)
.(A.6)
In this section first we explicitly compute the projections of θ˜−1(H˜i,±1). The general case is done
in Section A.5.
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Proposition A.8. Let n ≥ 3. We have mod N≥1,
θ˜−1
(
H˜i,1
)
≡ q
1− i
n−1
1 θ
−1
(
Hi+1,1
)
, θ˜−1
(
H˜i,−1
)
≡ q
−1+ i
n−1
1 θ
−1
(
Hi+1,−1
)
(1 ≤ i ≤ n− 2),
θ˜−1
(
H˜0,1
)
≡ θ−1
(
H0,1
)
+ q1θ
−1
(
H1,1
)
, θ˜−1
(
H˜0,−1
)
≡ θ−1
(
H0,−1
)
+ q−11 θ
−1
(
H1,−1
)
.
Proof. We prove the case θ˜−1
(
Hi,1
)
. Set d˜ = q
1
n−1
1 d.
Suppose 1 ≤ i ≤ n− 2. By the definition
θ˜−1
(
H˜i,1
)
= −(−d˜)−i[[· · · [[· · · [F˜0,0, F˜n−2,0]q, · · · , F˜i+1,0]q, F˜1,0]q, · · · , F˜i−1,0]q, F˜i,0]q2
= −(−d˜)−i[[· · · [[· · · [F˜0,0, F˜n−2,0]q, · · · , F˜i+1,0]q, F˜1,0]q, · · · , F˜i−1,0]q, F˜i,0]q2 .
Substituting (A.1) and noting that
[· · · [F0|1,0, F˜n−2,0]q · · · F˜i+1,0]q ≡ −q
−1[· · · [[F0,0, F1,0]q, Fn−1,0]q · · ·Fi+2,0]q
= −q−1[· · · [[F0,0, Fn−1,0]q · · ·Fi+2,0]qF1,0]q
we obtain the result.
Next let i = 0. From (3.16) we have
θ˜−1
(
H˜0,1
)
≡ −(−d˜)−n+2[· · · [F˜1,1, F˜2,0]q, · · · , F˜n−2,0]q · F˜0,−1
= −(−d)−n+1q1A ·
(
F0,−1F1,0 − qF1,0F0,−1
)
,
with
A = [[· · · [F2,1, F3,0]q, · · · , Fn−2,0]q, Fn−1,0]q .
Since A has degree 1, we have
A ·
(
F0,−1F1,0 − qF1,0F0,−1
)
≡ [A, F0,−1]qF1,0 − q
(
[A, F1,0]qF0,−1 + qF1,0AF0,−1
)
≡ [[A, F0,−1]q, F1,0]q2 − q[[A, F1,0]q, F0,−1]q2 .
Noting that [[A,B]p, C]p = [[A,C]p, B]p if BC = CB, we find
[A, F1,0]q = [[· · · [[F2,1, F1,0]q, F3,0]q, · · · , Fn−2,0]q, Fn−1,0]q
= (−d)−1[[· · · [[F1,1, F2,0]q, F3,0]q, · · · , Fn−2,0]q, Fn−1,0]q .
In the last line we use the quadratic relations. By the same token we have
A = (−d)[[· · · [F3,1, F2,0]q, · · · , Fn−2,0]q, Fn−1,0]q
= (−d)[[[· · · [F3,1, F4,0]q, · · · , Fn−2,0]q, Fn−1,0]q, F2,0]q ,
and repeating this we get
A = (−d)n−3[[· · · [Fn−1,1, Fn−2,0]q, · · · , F3,0]q, F2,0]q .
Hence
[A, F0,−1]q ≡ (−d)
n−3[[· · · [Fn−1,1, Fn−2,0]q, · · · , F2,0]q, F0,−1]q
= (−d)n−3[· · · [[Fn−1,1, F0,−1]q, Fn−2,0]q, · · · , F2,0]q
= (−d)n−2[· · · [[F0,0, Fn−1,0]q, Fn−2,0]q, · · · , F2,0]q .
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We obtain after simplification
θ˜−1
(
H˜0,1
)
= θ−1(H0,1) + q1θ
−1(H1,1) .
The case H˜0,−1 can be handled in the same way. 
Proposition A.9. Let n = 2. Then we have mod N≥1
θ˜−1(H˜0,1) ≡ θ
−1(H0,1) + q1θ
−1(H1,1) , θ˜
−1(H˜0,−1) ≡ θ
−1(H0,−1) + q
−1
1 θ
−1(H1,−1) .
Proof. We recall that the Miki automorphism for E
0|1
1 is given by
θ˜−1
(
H˜0,1
)
= −aK˜−10 F˜0,0 , θ˜
−1
(
H˜0,−1
)
= −K˜0E˜0,0 ,
θ˜−1
(
E˜0,0
)
= −C˜−1H˜0,1 , θ˜
−1
(
F˜0,0
)
= −a−1C˜H˜0,−1 ,
θ˜−1
(
C˜
)
= K˜−10 , θ˜
−1
(
K˜0
)
= C˜ ,
where a = q(1− q˜1)(1− q˜3). As an example let us check θ˜
−1
(
H˜0,1
)
. By Lemma A.1 we have
qq21 θ˜
−1
(
H˜0,1
)
≡ F1,0F0,0 − (1 + q1q
−1
3 − q
2
1)F0,0F1,0 + q1F0,1F1,−1 .
Using the quadratic relation
[F0,1, F1,−1]q2 = [F1,1, F0,−1]q2 − (q
−1
1 + q
−1
3 )[F1,0, F0,0] ,
we obtain
qq21 θ˜
−1
(
H˜0,1
)
≡ q1
(
[F1,1, F0,−1]q2 + q1[F0,0, F1,0]q2
)
= qq21
(
θ−1(H0,1) + q1θ
−1(H1,1)
)
.

A.5. Action of K±,=m (z) on GZλ0: the general case. To compute projections of θ˜
−1(H˜i,±r) for
r ≥ 2 we use the following argument.
Let us summarize our knowledge so far. Inside E˜′n we have mutually commuting subalgebras E
′
1,0
and E′n−1:
E′1,0 ⊗ E
0|1
n−1 →֒ E˜
′
n .
Let ˜˜H0,r ∈ E
′
1,0, H˜i,r ∈ E
1|0
n−1 (0 ≤ i ≤ n − 2) be the respective commuting elements (we concentrate
on the case r ≥ 1). Let ˜˜θ be the Miki automorphism of E′1,0. We have two subalgebras of E
0
n =
Uhq ĝln ⊂ E˜
′
n,
A = pr
(
C[ ˜˜θ−1
( ˜˜H0,r) | r ≥ 1]⊗ C[θ˜−1(H˜i,r) | r ≥ 1, 0 ≤ i ≤ n− 2]) ,
B = C[θ−1(Hi,r) | r ≥ 1, 0 ≤ i ≤ n− 1] .
Both subalgebras are commutative. Note that both belong to the subalgebra generated by Ei,r,
0 ≤ i ≤ n− 1, r ∈ Z. From Proposition A.8 and A.9, we know that
θ−1(Hi,1) ∈ A ∩B (0 ≤ i ≤ n− 1) .
Proposition A.10. We have A = B.
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Proof. We can reduce the problem from Uqĝln to Uqŝln. So it suffices to prove the following statement:
Let Uqn = 〈e0, . . . , en−1〉 be the nilpotent subalgebra of Uq ŝln, and let Hi,r ∈ Uqŝln (r ≥ 1, 1 ≤ i ≤
n − 1) be the Cartan-like commutative elements. Then the commutant of H1,1 , . . . , Hn−1,1 in Uqn
coincides with C[Hi,r | r ≥ 1, 1 ≤ i ≤ n− 1]. The commutant obviously contains C[Hi,r | r ≥ 1, 1 ≤
i ≤ n− 1]. Also for q = 1 the statement is easy to see. Therefore it follows for generic q. 
Proposition A.10 says that the projection pr
(
θ˜−1(Ki,±(z))
)
belongs to the algebra generated by
K±,=i (z). From [FJMM2] we know that equalities (A.5), (A.6) hold on the highest weight vectors
of generic tensor products of Fock spaces. Therefore, by analytic continuation, these equalities hold
on all highest weight vectors. We note that the ideal of the projection pr is contained in the ideal
which annihilates highest weight vectors. Therefore Proposition A.7 follows.
A.6. The end of the proof. Applying Proposition A.7 repeatedly, we obtain (A.4).
To show Theorem 5.3, it remains to show that the joint spectrum of K±,=m (z) is simple on ⊕λW (λ).
Suppose that the eigenvalues of K±,=m (z) coincide on some vectors v ∈ W (λ) and w ∈ W (µ). Recall
that λ0 is generic. Each Fock space entering as a factor in W (λ) depends on just one λ0i,j. It means
that for each i, j the eigenvalues should be the same on Fock spaces depending on λi,j and µi,j. The
spectral parameters of these Fock spaces differ by qa2 with some a ∈ Z. The eigenvectors in a Fock
space are parametrized by partitions, and the corresponding eigenvalues are given by products over
concave and convex boxes, see Lemma 3.4 in [FJMM2]. With the aid of this formula, it is easy to
see that if the eigenvalues are the same on two partitions in two such Fock modules, then a = 0 and
the partitions are the same.
Acknowledgments. The research of BF is supported by the Russian Science Foundation grant
project 16-11-10316. MJ is partially supported by JSPS KAKENHI Grant Number JP16K05183.
EM is partially supported by a grant from the Simons Foundation #353831.
We would like to thank Kyoto University for hospitality during our visit in summer 2017 when
part of this work was completed.
References
[BFM] M. Bershtein, B. Feigin, and G. Merzon, Plane partitions with a ”pit”: generating functions and represen-
tation theory, Selecta Math. (N.S.) 24 (2018), no. 1, 21-62
[FFJMM] B. Feigin, E. Feigin, M. Jimbo, T. Miwa, and E. Mukhin,Quantum continuous gl
∞
: Semi-infinite construc-
tion of representations, Kyoto J. Math 51 (2011), no. 2, 337–364
[FJM] B. Feigin, M. Jimbo, and E. Mukhin, Towards trigonometric deformation of sl2 coset VOA,
arXiv:1811.02056, 1–20
[FJMM1] B. Feigin, M. Jimbo, T. Miwa, and E. Mukhin, Branching rules for quantum toroidal glN , Adv. Math. 300
(2016), 229–274
[FJMM2] B. Feigin, M. Jimbo, T. Miwa, and E. Mukhin, Representations of quantum toroidal glN , J. Algebra 380
(2013), 78–108
[J] M. Jimbo, A q-analogue of U(glN+1), Hecke algebra, and the Yang-Baxter equation, Lett. Math. Phys. 11
(1986), no. 3, 247–252
[Mi1] K. Miki, Toroidal braid group action and an automorphism of toroidal algebra Uq
(
sln+1,tor
)
(n ≥ 2), Lett.
Math. Phys. 47 (1999), no.4, 365–378
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