For frontal solvers to perform well on ÿnite-element problems it is essential that the elements are ordered for a small wavefront. Multilevel element ordering algorithms have their origins in the proÿle reduction algorithm of Sloan but for large problems often give signiÿcantly smaller wavefronts. We examine a number of multilevel variants with the aim of ÿnding the best methods to include within a new state-of-the-art frontal solver for ÿnite-element applications that we are currently developing. Numerical experiments are performed using a range of problems arising from real applications and comparisons are made with existing element ordering algorithms.
INTRODUCTION
The frontal method is frequently the method of choice for solving the large sparse systems of linear equations that arise during the solution of ÿnite-element problems. These systems are of the form
where the n × n matrix A is a sum of n elt ÿnite-element matrices
and B is an n × n rhs matrix (n rhs ¿1) of known right-hand sides. Each matrix A (l) has non-zeros only in a few rows and columns; A (l) corresponds to the contribution from element l and is normally held as a small dense matrix. One reason for choosing a frontal method is that only a small amount of main memory is required to solve the problem. This allows very much larger problems to be solved than is possible using a direct solver that works entirely in-core. However, this is only true if it is possible to preorder the elements to ensure small fronts throughout the computation. If a ij and a (l) ij denote the (i; j)th entry of A and A (l) , respectively, the basic assembly operation for constructing A is of the form a ij ⇐ a ij + a (l) ij (3) The main feature of the frontal method is that the Gaussian elimination operation
may be performed once all the terms in the triple product in (4) are fully summed. A variable is fully summed if it is involved in no further sums of form (3) and is partially summed if it has appeared in at least one of the elements assembled so far but is not yet fully summed. Thus by assembling the contributions A (l) from the ÿnite-elements one at a time and (provided numerical stability conditions are satisÿed) performing eliminations as variables become fully summed, the construction of the assembled coe cient matrix A is avoided.
At each stage of the assembly and elimination processes, the fully and partially summed variables are held in an in-core frontal matrix. In the innermost loop of the numerical factorization, dense linear algebra operations are performed on the frontal matrix. For e ciency, in terms of both storage and arithmetic operations, the elements must be assembled in an order that keeps the size of the frontal matrix, known as the wavefront, as small as possible. In other words, the elements need to be ordered so that partially summed variables become fully summed as soon as possible. If we denote by f i the number of variables in the front before the ith elimination, of interest is:
• the maximum wavefront, since this a ects the in-core storage needed, • the sum of the wavefronts n i=1 f i known as the proÿle, since this determines the total storage needed for the matrix factors, and • the root-mean-square wavefront deÿned by
since the work performed when eliminating a variable is proportional to the square of the current wavefront.
Re ecting the popularity of the frontal method, a number of algorithms for automatically ordering ÿnite elements for small wavefront and proÿle have been reported on in the literature (see, for example, Scott [1] for references to element ordering algorithms). Du et al. [2] divide element ordering algorithms into direct and indirect algorithms. As the name suggests, direct algorithms order the elements directly while indirect algorithms use a two-step approach in which the variables (or, more usually, the supervariables) are ÿrst relabelled and then 235 used to resequence the elements; the new variable indices are subsequently discarded. Results presented by Du et al [2] suggest that both approaches can be used e ectively and in their experiments neither was found to be consistently superior to the other.
Some of the most well-known element ordering algorithms are based on the proÿle and wavefront reduction algorithm of Sloan [3] . The Sloan algorithm exploits the close relationship between a matrix A of order n with a symmetric sparsity pattern and its undirected graph with n nodes, that is, the adjacency graph G(A). In particular, it uses the level set structure of G(A). In the late 1990s, Scott [1] developed an element ordering package MC63 for inclusion in the HSL mathematical software library [4] . This package provides e cient implementations of a number of variants of Sloan's algorithm. In particular, it o ers a hybrid variant in which Sloan's algorithm is used to reÿne an ordering provided by the user. Numerical results reported by Scott [1] showed that if the user inputs a spectral ordering then, for large problems, the hybrid method is a signiÿcant improvement on Sloan's algorithm (that is, it generally produces smaller maximum and root-mean-squared wavefronts). The disadvantage of the hybrid spectral-Sloan algorithm is the need to compute a spectral ordering, which can add signiÿcantly to the overall cost of ordering the elements.
Spectral orderings are expensive because they are dependent upon the computation of the eigenvector corresponding to the smallest non-trivial eigenvalue of the Laplacian matrix associated with the graph of the problem, the so-called Fiedler vector [5] . Recently, a new exible software package that implements both an e cient multilevel algorithm for computing the Fiedler vector and a number of multilevel proÿle reduction algorithms for sparse matrices with symmetric sparsity patterns has been designed and developed by Hu and Scott [6] . The new Fortran 95 code is called HSL MC73 and is included in HSL 2004 [4] . The aim of this article is to report on using HSL MC73 to obtain high-quality multilevel element orderings e ciently for use with a frontal solver.
The outline of this article is as follows. In Section 2, the new code HSL MC73 is brie y described then, in Section 3, we look at how we can use HSL MC73 to obtain a number of multilevel element ordering algorithms. Both direct and indirect variants are proposed and the use of supervariables, which provide an e ective initial coarsening of the adjacency graph, is discussed. Numerical results are presented for the multilevel algorithms in Section 4. Finally, some concluding remarks are made in Section 5.
A NEW MULTILEVEL PROFILE REDUCTION CODE
We start by brie y describing the new multilevel Fiedler and proÿle reduction code HSL MC73.
Following the success of spectral orderings for graph partitioning, Barnard et al. [7] ÿrst proposed using the Fiedler vector to obtain proÿle reducing orderings for matrices A with symmetric sparsity patterns. Their algorithm is motivated as an attempt to minimize the two-sum
where P denotes the set of vectors whose components are permutations of i − (n + 1)=2; i= 1; 2; : : : ; n That is,
where L is the Laplacian of A given by
To make this problem tractable, albeit at the expense of not computing a guaranteed optimal solution, a heuristic is introduced. Instead of minimizing over the discrete set P, problem (6) is relaxed to x ∈ R n with x T e = 0 (e = [1; 1; : : : ; 1] T ) and x 2 = p 2 for any p ∈ P. The solution is then the eigenvector corresponding to the second smallest eigenvalue of L, that is, the Fiedler vector. Applying the permutation induced by ordering the components of this vector into monotonic order to the matrix A gives the so-called spectral ordering. In general, it not only reduces the two-sum but also the proÿle and wavefront of A.
The main problem with implementing the spectral method is that computing eigenvectors of large matrices is expensive. This led Barnard and Simon [8] to propose a multilevel algorithm for computing the Fiedler vector. The basic multilevel Fiedler algorithm proceeds as follows:
• Starting with the adjacency graph G(A), a series of graphs of successively coarser (smaller) sizes is generated.
• At some point the graph has so few nodes that it is very cheap to compute the Fiedler vector of the associated Laplacian.
• The coarse graph Fiedler vector is projected from one level to another. At each level some reÿnement is performed until, ÿnally, an (approximate) Fiedler vector for the original Laplacian is obtained.
In broad terms, this is the algorithm that is implemented within the new software package HSL MC73. A key observation is that, for both graph partitioning and for proÿle reduction algorithms, it is not necessary to obtain the Fiedler vector to high accuracy; instead an approximate Fiedler vector is su cient. Thus HSL MC73 is designed to compute an approximate Fiedler vector and a number of parameters under the user's control are used in determining how accurate the requested eigenvector is. Full details of the algorithm, its implementation and user interface are given by Hu and Scott [6] . As well as o ering a multilevel spectral ordering algorithm for proÿle reduction, HSL MC73 includes implementations of the hybrid Sloan algorithm of Kumfert and Pothen [9] and the multilevel Sloan algorithm of Hu and Scott [10] . The Sloan algorithm for proÿle and wavefront reduction employs the adjacency graph G(A) of A and has two distinct phases:
1. Selection of a start node s and a target end node e. 2. Node reordering.
The ÿrst phase computes a pseudo-diameter of G(A) and uses it to provide s and e. In the second phase, the chosen start node is numbered ÿrst and a list of nodes that are eligible to be numbered next is formed. At each stage of the numbering, the list of eligible nodes comprises the neighbours of the nodes that have already been renumbered together with their neighbours. The next node to be numbered is selected from the list of eligible nodes to maximize the priority function
where (W 1 ; W 2 ) are ÿxed positive weights. The ÿrst term, inc(i), is the amount by which the wavefront will increase if node i is ordered next. The second term, dist(i; e), is the distance between nodes i and the end node e. Thus, a balance is maintained between the aim of keeping the wavefront small and bringing in nodes that have been left behind (that is, those far away from the target end node e). A node has a high priority if it causes either no increase or only a small increase to the current wavefront size and is at a large distance from the end node e. Kumfert and Pothen [9] observed that there are problems for which the spectral algorithm can perform poorly and this motivated them to propose a hybrid method that combines use of the spectral ordering with a modiÿed version of the second phase of Sloan's algorithm. The ÿrst term in (8) a ects the priority function in a local way, by giving higher priority to nodes that will result in a small (or negative) increase to the current wavefront. This is done in a greedy fashion, without consideration of the long-term e ect. The second term acts in a more global manner, ensuring nodes lying far away from the end node are not left behind. The second phase of the Sloan algorithm can therefore be viewed as an algorithm that reÿnes the ordering implied by the distance function dist(i; e). Thus Kumfert and Pothen modiÿed the second phase of Sloan's algorithm so that, in place of the distance function, it reÿned the spectral ordering. Their numerical experiments showed that, for large problems, the resulting hybrid method generally gives signiÿcantly smaller proÿles than those obtained using the standard Sloan algorithm. This led us to design the package HSL MC73 to include an option to compute a multilevel spectral ordering which is then reÿned to obtain the so-called hybrid spectral-Sloan ordering (for further details, see Hu and Scott [6] and Reid and Scott [11] ).
The main disadvantage of the hybrid proÿle reduction method is that it requires signiÿcantly more CPU time than Sloan's algorithm because it is more expensive to compute the Fiedler vector than it is to ÿnd a pseudo-diameter for A using the (modiÿed) Gibbs-Poole-Stockmeyer algorithm of Reid and Scott [11] . Even if the Fiedler vector is computed as in HSL MC73 using a multilevel approach, the hybrid algorithm can be relatively expensive. In an attempt to avoid computation of the Fiedler vector while still maintaining the quality of the hybrid algorithm, Hu and Scott [10] proposed a multilevel version of Sloan's algorithm. Mirroring the multilevel Fiedler algorithm, the multilevel Sloan proÿle reduction algorithm comprises three separate steps:
• A series of graphs of successively smaller sizes is generated.
• The coarsest graph is reordered using the Sloan algorithm.
• The coarse graph ordering is projected from one level to another by ÿrst mapping the ordering for the previous (coarser) level onto the current level and then performing reÿnement using the second phase of Sloan's algorithm.
Numerical results presented by Hu and Scott conÿrm that this approach is faster than the hybrid method and, with appropriate coarsening and reÿnement, produces orderings that are of comparable quality. Thus, in addition to the multilevel spectral and hybrid methods, HSL MC73 includes an e cient implementation of the multilevel Sloan algorithm for proÿle reduction.
MULTILEVEL ELEMENT ORDERINGS
The input required by the package HSL MC73 is the sparsity pattern of the matrix A or, equivalently, the adjacency graph G(A). In fact, any undirected (unweighted) graph can be input and we use this facility to obtain multilevel element ordering algorithms. There are a number of possible graphs associated with a ÿnite-element problem that have been used for element resequencing. We consider two that our previous experiments [1, 2] found to be e cient with the Sloan algorithm: the supervariable connectivity graph and the element communication graph. We will input these graphs to HSL MC73 and use them to obtain multilevel indirect and direct element orderings, respectively.
In the variable connectivity graph the nodes are the variables deÿned on the ÿnite-element mesh, and the edges are constructed by making the variables of each element pairwise adjacent. This graph is the adjacency graph G(A) of the assembled ÿnite-element matrix A. However, because in many ÿnite-element problems there are a number of degrees of freedom at each node of the ÿnite-element mesh, a more compact representation of the ÿnite-element problem is generally possible through the use of supervariables. A supervariable is a collection of one or more variables, such that each variable belongs to the same set of ÿnite elements. The ÿnite-element mesh can be transformed into a supervariable connectivity graph G S , whose nodes are the supervariables and whose edges are formed by making the supervariables of each ÿnite element pairwise adjacent.
For ÿnite-element problems, element connectivity graphs may be deÿned in which the nodes are the ÿnite elements. There is more than one way in which the element connectivity may then be deÿned. We restrict our attention to the element communication graph G EC in which two elements are deÿned as being adjacent whenever they share at least one variable in common.
Indirect multilevel element orderings
Our indirect multilevel element ordering algorithms proceed as follows:
• Generate the supervariable graph G S of A.
• Apply HSL MC73 to G S to obtain an ordering of the supervariables.
• Order the elements in ascending sequence of their lowest numbered supervariable and then discard the supervariable ordering.
When HSL MC73 is applied to G S we have two options. We can either use the multilevel Sloan algorithm or the hybrid spectral-Sloan algorithm (which employs the multilevel Fiedler algorithm). We have performed experiments with both approaches and include results in Section 4. We can also try and improve the HSL MC73 supervariable ordering prior to resequencing the elements using the Hager exchange algorithms. Hager [12] suggested two methods for improving any given proÿle reducing permutation of a symmetric matrix A; a down exchange algorithm and an up exchange algorithm, which he proposed using in an iterative fashion (further details and results illustrating the e ectiveness of the exchanges are given 239 by Reid and Scott [13] ). HSL MC73 includes an option to perform a user-chosen number of down=up exchanges; we include results in Section 4 for using this option within our indirect multilevel element ordering algorithm.
Direct multilevel element orderings
Using an analogous approach, our direct multilevel element ordering algorithms comprise the following steps:
• Generate the element communication graph G EC of A.
• Apply HSL MC73 to G EC to obtain either a multilevel spectral ordering or a multilevel Sloan ordering for G EC .
• Reÿne the element ordering using a modiÿed version of the second step of Sloan's algorithm.
The modiÿed version of Sloan's algorithm that we use to reÿne the element ordering computed by G EC is described in detail by Scott [1] and is implemented in the HSL package MC63. Again, Hager exchanges may be used when ordering G EC using HSL MC73.
NUMERICAL RESULTS
The numerical experiments reported on in this section were performed on a single Table I . The problems range in size from fewer than 1000 elements to more than 70 000 elements with almost 225 000 degrees of freedom. For each problem the order n of A together with the number nsup of supervariables is given. For cham and tubu, only lists of supervariables belonging to each element were available so for these problems n = nsup. For the remaining problems, we note that the number of supervariables is signiÿcantly less than the number of variables.
Use of supervariables
To illustrate the importance of using supervariables, in Table II we present results for the indirect multilevel Sloan algorithm using the variable connectivity graph G(A) and the supervariable graph G S . We see that using supervariables leads to large savings in the time required to reorder the elements. For most of our examples, the time is reduced by a factor of more than 10. Furthermore, for many of the problems, the root-mean-square wavefront is signiÿ-cantly smaller if supervariables are used. It appears that the initial coarsening of the variable connectivity graph by using supervariables is generally more e ective than the coarsening used within the multilevel code HSL MC73. Note that, although not given here, the root-meansquare wavefronts for the direct multilevel element ordering algorithms are not a ected by using supervariables in place of variables but there is a small time saving if supervariables are used. All results in the remainder of this report are computed using supervariables. 
n and nsup denote the number of variables and supervariables, respectively. If only a single or small number of matrix factorizations and solves are to be performed following the reordering of the elements, the cost of reordering the elements may be a concern. Timings for a subset of our test problems are given in Table IV . The Sloan algorithm (MC63) is clearly signiÿcantly faster than the multilevel and hybrid variants, particularly for the problems with a large number of supervariables and elements. As already noted, Hu and Scott [10] introduced the multilevel Sloan proÿle reduction algorithm to save on the time required to compute a spectral ordering and we do achieve some savings in the element ordering times by using the multilevel Sloan algorithm rather than the spectral approach. For our examples, the indirect multilevel algorithm is between 25 and 50 per cent faster than the indirect hybrid algorithm.
E ect of Hager exchanges
The results reported so far did not use Hager exchanges. The results in Table V illustrate the reductions in the root-mean-squared wavefront that are achieved by using Hager exchanges within the call to HSL MC73. In these experiments, up to a maximum of ÿve down=up exchanges were allowed (the number of exchanges performed is fewer than ÿve if the reductions in the proÿle are less than a prescribed amount; see Reid and Scott [13] for details). Results are given for both the indirect spectral-Sloan and multilevel Sloan algorithms. Problems for which the Hager exchanges do not reduce the root-mean-square wavefront are omitted while those for which the reduction exceeds 5 per cent are highlighted in bold. We see that there are only two problems for which the Hager exchanges applied to the hybrid spectral-Sloan ordering leads to a signiÿcant reduction in the wavefront. For the multilevel algorithm, Hager exchanges improve the ordering for a few more test examples and for some, including halfb and shipsec8, the multilevel plus Hager ordering is competitive with the hybrid spectralSloan ordering. Using Hager exchanges can add a large overhead to the cost of the element ordering. For example, for problem halfb, the multilevel reordering time increases from 0.35 to 0.58 s and for shipsec8 from 0.19 to 0.33 s. But these increases are small compared with the time required for the subsequent factorization (see Table VI below). 
Element ordering with a frontal solver
As already discussed, the main motivation behind the work in this report is the need to compute element orderings that are e cient when used with a frontal solver. In this section, we present results for using the best element ordering method that we have, that is the indirect hybrid spectral-Sloan algorithm, with the well-known HSL frontal solver MA42 of Du and Scott [14] . Comparisons are made with ordering the elements for MA42 using MC63 (both the direct and indirect Sloan algorithms are run and for each problem the better of the two is selected). Numerical values in the range (0; 1) are generated for the entries of the matrices using the HSL pseudo-random number generator routine FA14. Default settings are used for the MA42 control parameters (with a minimum pivot block size of 16) and direct access ÿles are used to store the matrix factors. In Table VI timings for factorizing and solving for a single right-hand side are given, together with op counts (the number of oating point operations required to factorize the matrix) and the number of entries in the matrix factors. For each problem, the fastest time is highlighted in bold (no distinction is made between the two times if the di erence between them is less than 5 per cent). We see that the reductions in the wavefronts reported on in Table III lead to sparser factors, smaller op counts, and substantial savings in the time required by the frontal solver MA42. For problems fcondp2 and shipsec1 the time is reduced by more than half. It is clear that, in general, the faster factorization times more than compensate for the extra time required to reorder the elements using the hybrid algorithm (see Table IV ).
CONCLUDING REMARKS
In this article, we have looked at using multilevel variants of Sloan's algorithm to reorder ÿnite-elements for use with a frontal solver. Both direct and indirect versions of the reordering algorithm have been considered and used in combination with spectral orderings and the Hager exchange algorithm. Numerical experimentation illustrated the beneÿts of using supervariables and showed that, in general, the best orderings are obtained using the indirect hybrid spectralSloan algorithm. We are currently developing a new Fortran 95 frontal solver for inclusion in the software library HSL 2004 [4] . Previous frontal solvers within HSL have required the user to preorder the elements but because using a good ordering is essential for the e ciency of the method, the new package will automatically reorder the elements for the user. Based on the results presented in this paper, the default setting will be to reorder the elements using the indirect hybrid spectral-Sloan algorithm, with the multilevel Fiedler code HSL MC73 called internally to compute the necessary spectral ordering of the supervariable connectivity graph. Because the MC63 Sloan orderings are fast and generally produce orderings of a similar quality for relatively small problems, the new package will include an option to reorder using MC63. Hager exchanges generally did not result in signiÿcant reductions in the wavefront, so we do not plan to include their use within the new frontal code.
