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SYMPLECTIC QUOTIENTS HAVE SYMPLECTIC
SINGULARITIES
HANS-CHRISTIAN HERBIG, GERALD W. SCHWARZ, AND CHRISTOPHER SEATON
Abstract. Let K be a compact Lie group with complexification G, and let
V be a unitary K-module. We consider the real symplectic quotient M0 at
level 0 of the homogeneous quadratic moment map as well as the complex
symplectic quotient, defined here as the complexification of M0. We show
that if (V,G) is 3-large, a condition that holds generically, then the complex
symplectic quotient has symplectic singularities and is graded Gorenstein. This
in particular implies that the real symplectic quotient is graded Gorenstein.
In the case that K is a torus or SU2, we show that these results hold without
the hypothesis that (V,G) is 3-large.
1. Introduction
Let K be a compact Lie group, let V be a unitary K-module and let G = KC
denote the complexification of K. We denote the Lie algebras of K and G by k and
g, respectively. Let J : V → k∗ be the associated homogeneous quadratic moment
map. The real symplectic quotient at the zero level of J is M0 = J
−1(0)/K.
The complexification of M0 is the corresponding complex symplectic quotient ; see
Definitions 2.3 and 2.5. One may equivalently begin with a complex reductive group
G and a G-module V and then choose a maximal compact subgroup K of G as well
as a Hermitian structure on V with respect to which the K-action is unitary.
In this paper, we demonstrate that complex symplectic quotients are frequently
symplectic varieties in the sense of [Bea00]. This in particular implies that they
are Gorenstein with rational singularities. Moreover, we demonstrate that they are
graded Gorenstein, sometimes called strongly Gorenstein, meaning that they are
Gorenstein with no degree shift in their canonical module. This implies that the
Zariski closure of the real symplectic quotient M0 is also graded Gorenstein. Note
that M0 is in a natural way a semialgebraic set, see Section 2.2. Then R[M0], the
ring of real regular functions on M0, is also graded Gorenstein.
In order to state our main result, let us first explain our notation. For a G-
module V , we let µ = J⊗RC : V ⊗RC ≃ V ⊕V ∗ → g∗ denote the complex moment
map. Then µ(v, ξ)(A) = ξ(A(v)) for A ∈ g and (v, ξ) ∈ V ⊕ V ∗. See Definition
2.1 for the definitions of k-large, k-principal, and stable, properties of a G-module
(V,G), and note that k-large implies (k− 1)-large. If (V,G) is at least 1-large, then
the complex symplectic quotient is given by the categorical quotient µ−1(0)//G.
Our main result is the following.
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Theorem 1.1. Suppose that (V,G) is 3-large. Then the complex symplectic quo-
tient µ−1(0)//G has symplectic singularities and is graded Gorenstein. In particular,
µ−1(0)//G has rational singularities.
Recall that a complex variety Y has rational singularities if it is normal and, for
every resolution of singularities f : X → Y , Rif∗OX = 0 for i > 0; see [KM98,
Section 5.1].
For a fixed choice of K and G, Theorem 1.1 implies that the complex symplectic
quotient associated to “most” G-modules has symplectic singularities and is graded
Gorenstein. For example, if G is connected and semisimple, then all but finitely
many V such that V G = {0} and each irreducible component of V is almost faithful
(i.e. the kernel of the action is finite) are 3-large; see Section 3.3. In Section 4, we
will also show that the consequences of Theorem 1.1 hold if (V,G) is 2-large with
additional hypotheses.
When (V,G) fails to be 1-large, there are different ways of realizing µ−1(0)//G
as a scheme and hence different definitions of the complex symplectic quotient. It
is known that there are examples of (V,G) such that, by some such definitions, the
complex symplectic quotient µ−1(0)//G fails to have symplectic singularities, see
[Bec10, BLLT17] and Sections 2.2 and 6 below. In this paper, we propose another
definition of the complex symplectic quotient for which we expect Theorem 1.1
to hold more generally, though the proof will require very different techniques.
Specifically, we define the complex symplectic quotient to be the complexification
of the real quotient, Spec
(
R[M0]⊗RC
)
, see Definition 2.5, corresponding to taking
the real radical of (J) before complexifying. Then for the few (V,G) that fail to
satisfy the hypotheses of Theorem 1.1, we make the following.
Conjecture 1.2. For all (V,G), the (modified) complex symplectic quotient of
Definition 2.5 has symplectic singularities and is graded Gorenstein.
Other authors define the complex symplectic quotient to be either Spec
(
C[V ⊕
V ∗]G/(µ)G
)
or Spec
(
C[V ⊕ V ∗]G/(√µ)G), which can fail to have symplectic sin-
gularities or even be reduced or Cohen-Macaulay. See Section 2.2 for a discussion
of these definitions as well as examples where they do not coincide. Using our
definition, we are not aware of any counterexamples to Conjecture 1.2. It is impor-
tant to note that the three definitions yield the same scheme in the case of k-large
representations for k ≥ 1; see Lemma 2.8. Hence, as (V,G) is assumed 3-large in
Theorem 1.1, the notation µ−1(0)//G is unambiguous, and this result holds for any
of the three definitions.
One piece of evidence in the direction of Conjecture 1.2 is related to the question
of which (real) symplectic quotients are (graded regularly) symplectomorphic to a
symplectic orbifold, the quotient of a real symplectic vector space by a finite group
of symplectomorphisms. The authors have demonstrated in [HSS15, Theorem 1.3]
that such isomorphisms are rare: one can only exist if (V,G) fails to be 2-large
(or even 2-principal and stable if G is connected, [HSS15, Theorem 1.1]). This
has similar implications for the complex symplectic quotients; see Section 2. A
symplectic orbifold has symplectic singularities by [Bea00, Proposition 2.4] and is
graded Gorenstein by the work of Watanabe [Wat74]; see [Sta79, Theorem 7.1] and
[HHS15, Section 6.1]. Hence, only symplectic quotients associated to “small” G-
modules inherit the properties of being symplectic varieties and graded Gorenstein
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via an isomorphism with an orbifold, while Theorem 1.1 demonstrates these prop-
erties for “large” G-modules. A major part of the motivation of this investigation is
the observation that symplectic quotients are rarely isomorphic to orbifolds yet ap-
pear to share many of the properties of orbifolds. While our emphasis is on “large”
G-modules, the recent work of Bulois, Lehn, Lehn, and Terpereau [BLLT17] focuses
on defining the complex symplectic quotients for “small” G-modules, specifically
ones which are polar. For small cases, the three definitions of the complex symplec-
tic quotient can yield different results, and the quotients considered in [BLLT17]
are quite often orbifolds.
Other evidence for Conjecture 1.2 is as follows. In [HS14, Section 8.3], the Hilbert
series of the ring of regular functions on the (real) symplectic quotients correspond-
ing to several non-1-large representations of On(C) and SU2 were computed and
seen to be so-called symplectic Hilbert series; this condition was later identified in
[HHS15, Corollary 1.8] to be equivalent to the ring being graded Gorenstein. In
[CHS16], symplectic quotients corresponding to sums of the standard representa-
tions of On(C) and SOn(C) were studied. For small cases, the graded Gorenstein
property was verified by explicit computation of the Hilbert series. It was demon-
strated that, among these representations, µ−1(0) already has rational singularities
if the representation (V, SOn(C)) is 2-large. We will see other examples of (V,G)
such that µ−1(0) has rational singularities; see Proposition 5.4 and Section 6.
The complex symplectic quotients corresponding to classical representations of
GLn(C), On(C), and Spn(C) have been shown to have symplectic singularities
in [Ter12, Appendix A.2], see also [BLLT17, Ter14]. Becker [Bec10] has demon-
strated that the complex symplectic quotients associated to certain representations
of SL2(C) are symplectic varieties as well. Note that these references consider also
the construction of symplectic resolutions of these symplectic quotients. The exis-
tence of symplectic resolutions appears to be rare among symplectic varieties; see
[Ver00, Theorem 3.2]. Bellamy and Schedler [BS16] have demonstrated that Naka-
jima quiver varieties are symplectic varieties and identified which admit symplectic
resolutions. More recently [BS18], using the results contained in this paper, they
have shown that if (V,G) is 3-large, G/[G,G] is finite, and G acts nontrivially on
V , then the complex symplectic quotient does not admit a symplectic resolution.
They have further demonstrated that for (V,G) 3-large, the complex symplectic
quotient has terminal singularities, is Q-factorial if and only if G/[G,G] is finite,
and is locally factorial when G/[G,G] is trivial. As explained above, the defini-
tion of complex symplectic quotient is different than ours in the above references,
though the definitions coincide in 1-large cases.
To further illustrate Conjecture 1.2, we consider non-3-large G-modules for cer-
tain G. We first consider the case of a torus, yielding the following.
Theorem 1.3. Assume the identity component K0 of K is a torus. Then the
corresponding (modified) complex symplectic quotient of Definition 2.5 has sym-
plectic singularities and is graded Gorenstein. In particular, the complex symplectic
quotient has rational singularities.
Note that in the case that (V,K) is unimodular, meaning that all maximal
minors of the weight matrix of the action are ±1 or 0, Theorem 1.3 was established
in [MN14, Lemma 3.8]. See also [Bul18, Section 3], where it is demonstrated that
when G is a torus, the alternate definition given in Equation (2.5) yields complex
symplectic quotients that are in general reduced and normal.
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Similarly, for G = SL2(C), we will indicate that Theorem 1.1 applies as well when
(V,G) is 2-large. The few G-modules that fail to be 2-large have been determined in
[Sch95, Theorem 11.9], and many of the corresponding symplectic quotients were
found to be isomorphic to linear symplectic orbifolds in [HSS15, Theorem 1.6].
Considering the remaining few, we obtain the following.
Theorem 1.4. Let K = SU2 and let (V,K) be unitary. Then the the corresponding
(modified) complex symplectic quotient of Definition 2.5 has symplectic singulari-
ties and is graded Gorenstein. In particular, the complex symplectic quotient has
rational singularities.
The outline of this paper is as follows. In Section 2, we recall the relevant
background information we need. Section 2.1 gives definitions of the hypotheses for
G-modules that will play a role in this work, Section 2.2 explains our definition of the
real and complex symplectic quotients, and Section 2.3 recalls the background and
results on symplectic and Gorenstein singularities. In Section 3 we establish several
auxiliary results we will need about the structure of µ−1(0) and the properties of
G-modules. In particular, in Section 3.4 we give a symplectic slice theorem for
complex symplectic quotients similar to that of [BLLT17, Section 6] and use it to
demonstrate that for many G-modules, the complex symplectic quotient inherits
a symplectic structure on its smooth locus; see Corollary 3.17. We then prove
Theorem 1.1 in Section 4. In Section 5, we consider the case of G0 a torus and
prove Theorem 1.3, while in Section 6, we consider the case of K = SU2 and prove
Theorem 1.4.
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2. Background and definitions
2.1. Properties of (V,G). Throughout this paper, K will denote a compact Lie
group and G = KC its complexification, i.e., G is a complex reductive group and
K is a maximal compact subgroup of G. Let V be a G-module. The categorical
quotient V//G = Spec
(
C[V ]G
)
is an affine variety that parameterizes the closed
orbits in G. If Gv is a closed orbit, then the isotropy group Gv is reductive by
Matsushima’s theorem [Mat60, Lun72], and the isotropy type of the orbit Gv is the
conjugacy class of Gv. The variety V//G is stratified by isotropy type [Lun73], and
there is a unique open stratum (V//G)pr called the principal stratum; the isotropy
groups of points in the corresponding closed orbits are called principal isotropy
groups. We let Vpr = π
−1((V//G)pr) where π : V → V//G denotes the orbit map,
the map dual to the inclusion C[V ]G ⊂ C[V ]. We say that a subset of V is G-
saturated if it is a union of fibers of π.
Definition 2.1. Let V be aG-module. We say that (V,G) has FPIG if the principal
isotropy groups are finite and TPIG if they are trivial. We say that (V,G) is stable
if there is an open set of closed orbits; equivalently, if Vpr consists of closed orbits.
For k ≥ 1, we say that (V,G) is k-principal if codimC V r Vpr ≥ k. Letting V(r)
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denote the locally closed set of points with isotropy group of complex dimension r,
(V,G) is k-modular if codimC V(r) ≥ r + k for 1 ≤ r ≤ dimCG. Note in particular
that if (V,G) is k-modular for k ≥ 0, then V(0) 6= ∅. Finally, (V,G) is k-large if it
is k-principal, k-modular, and has FPIG.
See [Sch95] for more background on these concepts, and note that references
sometimes differ about whether FPIG is required as part of the definition of k-
modular or k-principal.
Applying the definition of k-modular to V G, we have the following.
Lemma 2.2. Let V be a k-modular G-module where G is not finite and k ≥ 0.
Then dimCG+ k ≤ dimC V − dimC V G.
Proof. As V G ⊂ V(dimC G), we have dimC V G ≤ dimC V(dimC G) ≤ dimC V −dimCG−
k. 
2.2. Real and complex symplectic quotients. For a unitary K-module V with
dimC V = n, let z1, . . . , zn be a choice of unitary coordinates for V . Considering
V with its underlying structure as a 2n-dimensional real vector space, we equip V
with the symplectic form
ω = ωV =
√−1
2
n∑
j=1
dzj ∧ dzj ,
and then the corresponding Poisson bracket on C∞(V ) satisfies
(2.1) {zi, zj} = 2√−1δi,j , {zi, zj} = {zi, zj} = 0.
The action of K on V is Hamiltonian with moment map J : V → k∗ defined by
〈J(v), A〉 =
√−1
2
〈v,Av〉, v ∈ V,A ∈ k.
Choosing a basisA1, . . . , Am for k, the components Ji := 〈J(·), Ai〉 are homogeneous
quadratic elements of the algebra R[V ] of real regular functions on V . We let (J)
denote the ideal generated by the Ji in R[V ] and let M denote the zero set of J .
Let R[V ]K denote the K-invariant polynomials on V , a finitely generated graded
algebra [Wey39, Chapter 8, Section 14], and let (J)K := (J) ∩ R[V ]K denote the
invariant part of (J).
Definition 2.3. Let K be a compact Lie group and V a unitary K-module. Let
J : V → k∗ denote the associated homogeneous quadratic moment map. The (real)
shell associated to (V,K) is the setM with ideal R
√
(J), the real radical of J , which
is the same thing as the ideal of R[V ] vanishing on M . The real symplectic quotient
associated to (V,K) is the quotient M0 :=M/K. Thus the Poisson algebra of real
regular functions on the real symplectic quotient is defined by
R[M0] := R[V ]
K/
(
R
√
(J)
)K
where
(
R
√
(J)
)K
:= R
√
(J) ∩ R[V ]K .
Note that as J is equivariant, the Poisson bracket on R[V ] induces a well-defined
Poisson bracket on R[M0]. The real symplectic quotient is a symplectic stratified
space [SL91] and is a semialgebraic subset of the semialgebraic set V/K [PS85].
See also [AGJ90, FHS13, HS13, HS14] for background on real symplectic quotients
and their algebra of real regular functions.
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Remark 2.4. It is frequently the case that J generates a real ideal of R[V ], i.e.,
R
√
(J) = (J). Recalling that G = KC, this is in particular true if (V,G) is 1-large by
[HS13, Corollary 4.3]. Even if this condition fails, it can happen that the invariant
part of the real radical of (J) is the invariant part of (J), i.e.
(
R
√
(J)
)K
= (J)K ;
see Example 2.9 below. In these cases, we of course have
R[M0] = R[V ]
K/(J)K .
The action of K on V extends to an action of G on V . We complexify the
real vector space V to form VC := V ⊗R C, which is isomorphic as a K-module
to V ⊕ V ∗, and we take the G-action to be the obvious one on V ⊕ V ∗. Letting
(w1, . . . , wn) denote coordinates dual to (z1, . . . , zn), we equip V ⊕ V ∗ with the
complex symplectic form
ω = ωVC =
n∑
j=1
dzj ∧ dwj .
The action of G on V ⊕V ∗ is Hamiltonian with moment map µ = J⊗RC : V ⊕V ∗ →
g∗, the complexification of the real moment map, which is given by µ(v, ξ)(A) =
ξ(A(v)) for A ∈ g and (v, ξ) ∈ V ⊕ V ∗, see [HS13, Section 4]. The (complex) shell
N associated to (V,G) is the subscheme of V ⊕ V ∗ associated to (µ). With respect
to a basis for g, we let µi denote the corresponding coordinates of µ, and then the
µi are homogeneous quadratic elements of the regular functions C[V ⊕ V ∗]. Note
that if the chosen basis consists of real vectors so that it is also a basis for k, then
µi = Ji ⊗R C for each i. Let (µ) denote the ideal generated by the components of
µ. We define the complex symplectic quotient to be the complexification of M0 as
follows.
Definition 2.5. Let K be a compact Lie group, V a unitary K-module and G =
KC. Let µ : V ⊕ V ∗ → g∗ denote the moment map associated to the Hamiltonian
action of G on V ⊕ V ∗ with respect to its standard symplectic structure, i.e.,
µ = J ⊗R C. The complex symplectic quotient associated to (V,G) is the complex
algebraic variety
(2.2) Spec
(
R[M0]⊗R C
)
.
The Poisson bracket on R[M0]⊗RC is that inherited from the bracket on C[V ⊕V ∗]
so that
(2.3) {zi, wj} = 2√−1δi,j , {zi, zj} = {wi, wj} = 0
where the zi are coordinates for V and wi the dual coordinates for V
∗.
This definition of complex symplectic quotient is not standard. Some authors
consider the alternative quotient
(2.4) Spec
(
C[V ⊕ V ∗]G/(µ)G),
while others compute the radical in the complex sense and consider
(2.5) N//G = Spec
(
C[V ⊕ V ∗]G/(√(µ))G).
Definition 2.5, on the other hand, corresponds to computing the real symplectic
reduction and then complexifying. More precisely, using [Sch80, Proposition 5.8(1)],
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the variety of Equation (2.2) is
N ′//G = Spec
(
C[V ⊕ V ∗]G/( R√(J)⊗R C)G),
where N ′ is the variety of R
√
(J) ⊗R C in V ⊕ V ∗, the complexification of the real
shell. Note that in general,
√
(µ) ⊂ R√(J) ⊗R C, and this inclusion may be strict;
see Example 2.7. It follows that
√
(µ)
G ⊂ R√(J)G ⊗R C. It can happen that√
(µ) 6= R√(J)⊗RC while √(µ)G = R√(J)G⊗RC; see Examples 2.6 and 2.9 below.
Our motivation for using Definition 2.5 is two-fold. First, we are primarily
interested in using the complex symplectic quotient to study properties of the real
quotient M0 and its ring R[M0] of real regular functions. Secondly, there are cases
where the quotients defined by Equations (2.4) and (2.5) can be pathological in
ways that do not appear to occur for complex symplectic quotients as defined
in Definition 2.5. For example, Theorem 1.4 fails using either quotient given in
Equations (2.4) and (2.5). We illustrate this fact and the differences between these
three definitions with the following.
Example 2.6. Let G = SL2(C), and let V = R1 = C
2 denote the defining repre-
sentation of G on binary forms of degree 1. In standard coordinates (z1, z2, w1, w2)
for V ⊕V ∗, the components of the moment map are given by µ1 = z1w2, µ2 = z2w1,
and µ3 = z1w1−z2w2. In this case, (µ) is not radical and hence (J) is not real. How-
ever, the invariant part of the radical of (µ) is the full invariant ring C[V ⊕V ∗]SL2(C),
and the invariant part of the real radical of (J) is the full invariant ring R[V ]K .
Hence, R[M0] = R[V ]
K/
(
R
√
(J)
)K
= R and R[M0] ⊗R C = C so that the real and
complex symplectic quotients are both points. See [AGJ90, Example 7.12] for a
careful discussion.
In [Bec10, Section 3], Becker considers the complex symplectic quotient associ-
ated to
(R1, SL2(C)) using the definition of Equation (2.4). It is demonstrated that this
quotient is not a reduced scheme and hence not a symplectic variety. In particular,
[C[V ⊕ V ∗]/(µ)]SL2(C) = C[V ⊕ V ∗]SL2(C)/(µ)SL2(C) = C[z]/(z2).
Becker corrects for this by equipping the quotient Spec
(
C[z]/(z2)
)
with its reduced
structure, yielding a point. Using the quotient in Equation (2.5), one obtains
[C[V ⊕ V ∗]/
√
(µ)]SL2(C) = C[V ⊕ V ∗]SL2(C)/(√(µ))SL2(C) = C,
which also yields a point and coincides with our Definition 2.5 of the complex
symplectic quotient in this case.
Example 2.7. Let G = SL2(C) and V = R
⊕2
1 using the notation of Example 2.6.
The ideal (µ) is radical, but the ideal (J) is not real; see [AGJ90, Example 7.13]. In
that reference, the real radical R
√
(J) of (J) is computed, and it is shown ([AGJ90,
Examples 5.11(a) and 7.6]) that the corresponding real symplectic quotient M0 is
isomorphic to the orbifold C/(±1), and hence the complex symplectic quotient is
given by C[p1, p2, p3]/(p1p2 − p23). This can also be demonstrated using the fact
that, for V = R⊕21 , the quotient V// SL2(C) is 1-dimensional over C so that V is
polar; see [HSS15, Section 5].
In this case, however, because (µ) is radical, the quotient defined in Equation
(2.4) is isomorphic to the quotient defined in Equation (2.5) yet does not coincide
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with our Definition 2.5 of the complex symplectic quotient. Moreover, these alter-
native quotients satisfy none of the consequences of Theorem 1.1. In particular,
using the explicit description of the moment map and invariants given in [AGJ90,
Example 7.13], one computes that C[V ⊕ V ∗]SL2(C)/(µ)SL2(C) is generated by six
quadratic polynomials σi, i = 1, . . . , 6 subject to the eleven relations
σ3σ6, σ2σ6, σ1σ6, σ3σ5, σ2σ5, σ1σ5,
σ24 + σ
2
5 + σ
2
6 , σ3σ4, σ2σ4, σ1σ4, σ
2
1 − σ22 − σ23 .
This ring has depth 1 and Krull dimension 2, so the alternate quotient fails even
to be Cohen-Macaulay. See [BLLT17, Example 8.7(2)].
We would like to stress, however, that these three notions of complex symplec-
tic quotients do coincide for almost all representations. Specifically, we have the
following.
Lemma 2.8. Let (V,K) be unitary and let G = KC. If J generates a real ideal of
R[V ], then
R[M0]⊗R C ≃ C[V ⊕ V ∗]G/
(√
µ
)G
= C[V ⊕ V ∗]G/(µ)G.
In particular, this holds if (V,G) is 1-large.
Proof. By [Sch80, Proposition 5.8(1)], we have
C[V ⊕ V ∗]G = C[V ⊕ V ∗]K ≃ R[V ]K ⊗R C.
If J generates a real ideal in R[V ], then µ = J ⊗R C generates a radical ideal in
C[V ⊕V ∗] by [AGJ90, Theorem 6.5]. Since (µ) is G-stable, (µ)G := (µ)∩C[V ⊕V ∗]G
is radical in C[V ⊕ V ∗]G. Hence
R[M0]⊗R C ≃ (R[V ]K ⊗R C)/
(
(J)K ⊗R C
) ≃ C[V ⊕ V ∗]G/(µ)G.
That the hypotheses hold when (V,G) is 1-large is a consequence of [HS13, Corollary
4.3] as noted in Remark 2.4. 
Even in the rare cases that (V,G) fails to be 1-large, it can happen that Equations
(2.4) and (2.5) coincide with our definition of the complex symplectic quotient. For
instance, there are non-1-large representations for which J generates a real ideal,
including the standard action of On(C) or SOn(C) on V = C
n with n ≥ 3; see
[AGJ90, Example 7.10]. However, even if the ideal generated by J fails to be real,
it can happen that (J)K =
(
R
√
(J)
)K
, as illustrated by the following.
Example 2.9. Let V = C with G = C×-action given by multiplication. Then the
only closed orbit is {0} so that (V,G) fails to be stable so cannot be 1-large. The
G-action on V ⊕ V ∗ = C2 has weight vector (1,−1). In real coordinates (z, z) for
V , the K = S1-moment map J is, up to a scalar, zz = |z|2. The corresponding
ideal (J) = (zz) is clearly not real, as its zero set is the origin and its real radical
contains z and z. On the other hand, using coordinates (z, w) for V ⊕ V ∗, the
complex moment map µ = zw generates the radical ideal (zw).
However, the invariants of this action are generated by zz in the real algebra
R[V ] and zw in the complex algebra C[V ⊕ V ∗]. Therefore,
(J)K =
(
R
√
(J)
)K
= J · R[J ],
and
(µ)G =
(√
(µ)
)G
= µ · C[µ].
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Hence, similar to the case of Example 2.6, the real and complex symplectic quotients
are both a point.
As another large family of examples, the closure O of a nilpotent coadjoint orbit
O by one of the classical Lie groups GLn(C), On(C), or SPn(C) has been shown by
Kraft and Procesi [KP79, KP82] to be isomorphic to what turns out to be a complex
symplectic quotient using the definition in Equation (2.5); see [Bry03, Section 4].
Though O may fail to be normal, its normalization has symplectic singularities by
[Pan91], see also [Fu03]. Hence, the corresponding complex symplectic quotients
via Equation (2.4) have symplectic singularities if and only if they are normal. The
non-normal cases are associated to representations that must fail to be 2-modular,
see Proposition 3.2(iii); in some cases, the orbit closures are reducible and hence
correspond to representations that cannot be 1-modular by Proposition 3.2(ii), see
[KP82, 14.2]. Therefore, the complex symplectic quotients given by Equation (2.4)
and Definition 2.5 may not coincide; whether they do has yet to be determined and
will be considered elsewhere.
Remark 2.10. If (V,G) is 1-large, then M is Zariski dense in N by [HS13, Corollary
4.2]. If (V,G) fails to be 1-large, then it is possible that dimRM < dimCN as
illustrated in Example 2.9. If H is the isotropy group of a K-orbit in M , then
HC is the isotropy group of the corresponding closed G-orbit in N . However, the
conjugacy classes of such isotropy groups do not necessarily exhaust those in N , as
the following example shows.
Example 2.11. Let K = SUn, G = SLn(C) and V = (C
n)⊕2n with the diag-
onal action. By [Sch95, Theorem 11.15], V is 2-large. The isotropy groups of
K acting on M are just {e} and K since the isotropy groups of closed orbits of
G acting on V are just {e} and G. Let 1 ≤ k ≤ n − 2 and consider the point
x = ((e1, . . . , ek, 0, . . . , 0), (0, . . . , 0, e
∗
1, . . . , e
∗
k)) ∈ V ⊕ V ∗. Here the ei and e∗i are
the usual basis and dual basis of Cn. Then x ∈ N lies on a closed G-orbit with
isotropy group SLn−k(C).
2.3. Symplectic singularities and graded Gorenstein rings. Recall the fol-
lowing.
Definition 2.12 (Beauville, [Bea00]). An algebraic variety X over C has a sym-
plectic singularity at p ∈ X if there is an open neighborhood U of p (classical
topology) such that
(i) U is normal,
(ii) the smooth locus Usm of U admits a holomorphic symplectic (i.e., closed
and non-degenerate) 2-form ω, and
(iii) for any resolution f : Y → U of singularities, (f |f−1(Usm))∗ω extends to a
holomorphic 2-form on Y .
We say that X has symplectic singularities or is a symplectic variety if it has a
symplectic singularity at each point.
Note that in condition (iii) of this definition, if there is a resolution f : Y → U
such that (f |f−1(Usm))∗ω extends to a symplectic form on Y , then Y is called a sym-
plectic resolution of U . Symplectic varieties need not admit symplectic resolutions.
See [Fu06] for a survey of symplectic singularities and resolutions.
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As noted in [Bea00], the main theorem of [Fle88] implies that condition (iii) of
Definition 2.12 is always satisfied if the variety is smooth in codimension 3; that is,
we have the following.
Theorem 2.13 (Flenner, [Fle88]). Let X be a normal variety such that X rXsm
has codimension at least 4. Then X has symplectic singularities if and only if Xsm
admits a holomorphic symplectic form.
Similarly, using the results of [Rei80, Proposition (1.2), Remark (1.3), and The-
orem 7], Beauville demonstrates [Bea00, Proposition 1.3] that symplectic varieties
are Gorenstein with rational singularities. A converse is proven in [Nam01, Theo-
rem 6], yielding the following.
Theorem 2.14 (Namikawa, [Nam01]). A normal variety X has symplectic sin-
gularities if and only if it is Gorenstein with rational singularities and the smooth
locus Xsm admits a holomorphic symplectic form.
Let R be an N-graded algebra of dimension d such that R0 is equal to the ground
field. Recall [GW78, Definition 2.1.2] that the canonical module of R is defined to
be the dual of the dth local cohomology groupHd
m
(R) where m denotes the maximal
homogeneous ideal; see Section 4.2 for an explicit description. An algebraic variety
X is Cohen-Macaulay if and only if its dualizing complex is a sheaf, corresponding
to the canonical module, and is Gorenstein if and only if this sheaf is invertible, see
[Ish14, Note 3.5.9, Proposition 3.5.12, and Definition 6.2.1] and [Sta18, Tag 0A7A,
Tag 0DW4, Tag 0DW6]. Recall further that R is Gorenstein if and only if it is
graded isomorphic to its canonical module, possibly with a shift in the grading, see
[Eis95, Section 21.11] [GW78, Proposition 2.1.3]. This shift is given by −(a(R)+d)
where a(R) is the a-invariant of R [BH93, Definition 3.6.13], [GW78, Section 3]. If
a(R) is equal to the negative Krull dimension of R, then we say that R is graded
Gorenstein, also called strongly Gorenstein [DK02, page 103].
By [Sta78, Theorem 4.4], for a Cohen-Macaulay ring R, the Gorenstein and
graded Gorenstein properties can be determined from the Hilbert series of R.
Specifically, we have the following.
Theorem 2.15 (Stanley, [Sta78]). Let R be a graded commutative Noetherian
algebra over a field k = R0. Suppose that R is a Cohen-Macaulay integral domain
with Krull dimension d. Then R is Gorenstein if and only if the Hilbert series
HilbR(t) satisfies
(2.6) HilbR(1/t) = (−1)dt−aHilbR(t)
for an integer a, which is then equal to a(R).
If G is finite, then the moment map is trivial so that the complex symplectic
quotient is the usual quotient (V ⊕ V ∗)/G. We refer to a quotient of this form
as a complex symplectic orbifold ; note that we consider orbifolds as varieties with
quotient singularities rather than the finer structures of Deligne-Mumford stacks or
Lie groupoids. Because G acts as a subgroup of SL(V ⊕V ∗), we have the following
consequence of [Bea00, Proposition 2.4] and [Wat74, Theorem 1].
Theorem 2.16 (Beauville [Bea00] and Watanabe [Wat74]). Suppose that G is a
finite group and V is a G-module. Then the complex symplectic orbifold (V ⊕V ∗)/G
has symplectic singularities and is graded Gorenstein.
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The fact that (V ⊕ V ∗)/G has rational singularities follows from a theorem of
Boutot [Bou87], which applies for any reductive G.
3. Auxiliary results
3.1. Normality of the shell. By [HS13, Theorem 2.2(4)], if the G-module V is 2-
large, then the shell N is a normal variety. However, this condition is sufficient but
not necessary: there are G-modules V that are not 2-large such that N is normal.
For example, letting V ≃ Cn denote the defining representation of SOn(C), the
module (V ⊕n, SOn(C)) is 2-large while the module (V
⊕n,On(C)) is not. Because
the shell coincides for both cases, it is normal [CHS16, page 17]. See also Section
5 below. In fact, using the isomorphism of C[N ] with the symmetric algebra of
the Jacobian module described in [HS13, Remark 2.4], assuming V(0) 6= ∅, the
condition that (V,G) is 2-modular is equivalent to the shell N being factorial by
[Avr81, Proposition 6].
Remark 3.1. If the abelianization G/[G,G] of G is trivial and (V,G) is 3-large,
then Bellamy and Schedler have proven that the complex symplectic quotient N//G
is locally factorial [BS18, Theorem 1.2(c)]. This can also be established using
the above fact that N is in this case factorial along with [Dre´04, Theorem 8.4].
In particular, the principal isotropy group is the kernel of the G-action on V ⊕ V ∗
[Sch95, Corollary 7.7(2)] so that by taking the quotient, we may assume that (V,G)
has TPIG. Take the saturated open set in [Dre´04, Theorem 8.3] to be the union
of the principal orbits. As N is factorial, Pic(N) is trivial by [Ben93, Proposition
3.5.1]. It remains only to show that the units C[N ]∗ of C[N ] are constant. However,
N is a cone and hence stable under the scalar action of C×. It is verified in the
proof of [KKV89, Proposition, Section 1.3] that C× acts on each element f ∈ C[N ]∗
as multiplication by a character χ, i.e. f ◦ t = χ(t)f for t ∈ C×. Then f must be
homogeneous and cannot vanish at the origin, implying that f is constant.
In this section, we give the following characterization of G-modules V such that
N is normal; compare the similar conditions of [KLS06, Lemma 3.3] as well as the
related smoothness criterion in [DH15, Lemma 2.1].
Proposition 3.2. Suppose that (V,G) is 0-modular, and let R = {(x, ξ) ∈ V ⊕V ∗ |
G(x,ξ) is finite}.
(i) The shell N is a complete intersection, hence C[V ⊕ V ∗]/(µ) is Cohen-
Macaulay.
(ii) The shell N is reduced and irreducible if and only if V is 1-modular.
(iii) If V is 2-modular, then N is normal.
(iv) The set of smooth points Nsm of N is the set of points in N on which dµ
has maximal rank.
(v) The set R is the set of points in V ⊕ V ∗ on which dµ has maximal rank.
(vi) The shell N is normal if and only if N r (N ∩R) has complex codimension
at least two in N .
Proof. As (V,G) is 0-modular, (i) follows from [Sch95, Proposition 9.4]. In partic-
ular, N is equidimensional.
For each r ≥ 0, let Nr denote the closure of (V(r) × V ∗) ∩ N . If (V,G) is not
1-modular, then there is an r > 0 such that dimC V(r) = dimC V − r and then
dimCNr = dimCN0. But then Nr is not a subset of N0, implying that N is not
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irreducible. If (V,G) is 1-modular, then dimCNr < dimCN0 for each r ≥ 1. As N
is equidimensional, it must then be that Nr ⊂ N0 for each r ≥ 1. Hence N is equal
to the closure of N0 r
⋃
r≥1Nr. As V(0) is irreducible, and as (V(0) × V ∗) ∩N is a
complex vector bundle over V(0), its closure N0 is irreducible. Then N0 r
⋃
r≥1Nr
is as well irreducible, Cohen-Macaulay, and consists of smooth points of N , hence
is reduced, proving (ii). To prove (iii), note that if (V,G) is 2-modular, then the
Nr have complex codimension at least 2 in N . Then N is smooth in codimension
1 and Cohen-Macaulay, hence normal by Serre’s criterion [Mat89, Theorem 23.8].
As N is a complete intersection, (iv) is simply the Jacobian criterion. Now, for
each A ∈ g, let µA : V ⊕ V ∗ → C denote the evaluation of µ at A. As µ is bilinear,
dµA(x, ξ) = 0 if and only if A(x) = ξ ◦A = 0. Then (v) follows from the fact that
R is the set of points where no dµA vanishes for A ∈ gr {0}, and (vi) follows from
the fact that N is then smooth in codimension 1 if and only if N r (N ∩ R) has
codimension at least 2 in N . 
See [HS13, Remark 2.4] for an alternate proof of (ii) and (iii).
3.2. The k-large property for V ∗. Let G be a reductive group and V a G-
module. The goal of this section is to demonstrate that several properties of V
imply the same for the dual module V ∗. We collect these in the following.
Theorem 3.3. Let G be a reductive group and V a G-module.
(i) The G-module V is stable if and only if V ∗ is stable.
(ii) The G-module V has TPIG (respectively FPIG) if and only if V ∗ has TPIG
(respectively FPIG).
(iii) The G-module V is k-modular if and only if V ∗ is k-modular.
(iv) The G-module V is k-principal if and only if V ∗ is k-principal.
(v) The G-module V is k-large if and only if V ∗ is k-large.
Let Cl(V ) denote the set of conjugacy classes (Gv) of isotropy groups of closed
orbits Gv in V . For (H) ∈ Cl(V ) let (V//G)(H) denote the corresponding stratum
of V//G and let V (H) denote the inverse image of (V//G)(H) in V . We need the
following lemma.
Lemma 3.4. We have Cl(V ) = Cl(V ∗) and for each (H) ∈ Cl(V ) we have
dimC(V//G)(H) = dimC(V
∗//G)(H) and dimC V
(H) = dimC(V
∗)(H).
Proof. We follow ideas of the proof of [KS01, Proposition E]. First assume that G is
connected. Then there is an automorphism τ of G which interchanges W and W ∗
for every irreducible G-module W . Specifically, τ induces an automorphism of the
weights of G-modules sending the highest weight ofW to that ofW ∗. Thus we may
consider V ∗ as a representation of G on the same space V but with g ∈ G acting
via τ(g). Then C[V ]G = C[V ∗]G and for each isotropy group H , the identification
sends V (H) to (V ∗)(τ(H)) and sends (V//G)(H) to (V
∗//G)(τ(H)).
Returning to the general case so that G need not be connected, let (H) ∈
Cl(V ). Then by [Sch80, Lemma 5.5], V H has a Zariski open subset consisting
of the intersection of V H with closed orbits with isotropy group H . Let V 〈H〉
denote this intersection. Then the image of V 〈H〉 in V//G is (V//G)(H). Because
H is an isotropy group of V , the action of NG(H)/H on V
H has TPIG, and
dimC V
H//NG(H) = dimC(V//H)(H). By [KS01, Proposition E(2)], the action of
SYMPLECTIC QUOTIENTS HAVE SYMPLECTIC SINGULARITIES 13
NG(H)/H on (V
H)∗ ≃ (V ∗)H has TPIG as well. By [Lun75, Corollaire 1], a G-
orbit through x in (V ∗)H is closed if and only if (NG(H)/H)x is closed. Hence
there is a Zariski open subset U∗H of (V
∗)H consisting of points with closed G-orbit.
Then there is an H ′ with (H ′) ∈ Cl(V ∗) such that U∗H has an open intersection
with (V ∗)〈H
′〉 where H ⊂ H ′, dimCH ′ = dimCH , and (V ∗)H′ ⊂ (V ∗)H . Then as
(V ∗)H ≃ (V H)∗ and similarly for H ′, (V ∗)H′ = (V ∗)H and V H = V H′ . Applying
the same argument to (H ′) ∈ Cl(V ∗), we see that H ⊂ H ′ ⊂ H ′′ where H ′′ is the
isotropy group of closed G-orbits intersecting an open subset of V H
′′
= V H
′
= V H .
Hence H = H ′′ = H ′ and dimC(V//G)(H) = dimC(V
∗//G)(H).
Let (W⊕Cd) be the slice representation ofH whereWH = 0 and H acts trivially
on Cd. Then V ≃ g/h ⊕W ⊕ Cd as H-module. Letting e = dimC(V//G)(H), the
dimension of V (H) is dimC g/h + e + dimCN (W ) where N (W ) is the null cone of
W . For the action of H on V ∗ we get the decomposition V ∗ ≃ g/h ⊕W ∗ ⊕ Ce,
so it remains only to show that dimCN (W ) = dimCN (W ∗). But as a set, the
null cone of W is determined by the action of H0, and the identification of the
H0-modules W with W ∗ such that C[W ]H
0
= C[W ∗]H
0
identifies the null cones.
Thus dimC V
(H) = dimC(V
∗)(H). 
Remark 3.5. Let V be a G-module with FPIG. Choose a basis for g and let
µ1, . . . , µm denote the component functions of µ with respect to this basis. It
can be shown that in this context, the k-large property for (V,G) is equivalent to
the existence of homogeneous f1, . . . , fk ∈ C[V ]G, vanishing on the inverse images
in V of the non-principal strata of V//G, such that f1, . . . , fk, µ1, . . . , µm is a regular
sequence in C[V ⊕ V ∗]. See [Sch95, 8.2 and Lemma 9.7].
Proof of Theorem 3.3. We first note that (i) is proven in [KS01, Proposition E],
where it is also demonstrated that the principal isotropy groups of V and V ∗ are
the same. Then (ii) is an immediate consequence. Since (V,G) is k-modular if and
only if (V,G0) is k-modular, (iii) is immediate using the automorphism τ of Lemma
3.4. Statement (iv) follows directly from Lemma 3.4 and, of course, (v) follows from
(ii), (iii) and (iv). 
3.3. The k-large property is generic. In this section, we support the claim that
“most” G-modules are 3-large by demonstrating the following.
Theorem 3.6. Let G be connected and semisimple and let k ∈ N. Among G-
modules V such that V G = {0} and every irreducible component of V is a faithful
g-module, there are up to isomorphism only finitely many V that are not k-large.
This theorem was established for the case k = 2 in [Sch95, Corollary 11.6(2)].
Note that for G simple, Theorem 3.6 implies that all but finitely G-modules V such
that V G = {0} are k-large.
To begin, let Y (G) denote the set of 1-parameter subgroups of G. Let λ ∈ Y (G)
and let V +λ (respectively V
−
λ ) denote the subspace of V on which λ has strictly
positive (respectively strictly negative) weights. Similarly let V 0λ be the subspace
of V fixed by λ. Then by [Gor90, Lemma 6], there is a constant d ≥ 2, depending
only on G, such that
(3.1) dimC V
−
λ ≥
dimC(V
+
λ ⊕ V −λ )
d
.
Then we have the following.
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Corollary 3.7. Let v ∈ V have closed G-orbit, let H = Gv, and assume dimCH >
0. Let W be the slice representation at v and let λ ∈ Y (H). Then
dimC
(
W−λ ⊕ (g/h)−λ
) ≥ dimC(W+λ ⊕W−λ )
d
.
Proof. This follows from Equation (3.1) and the fact that V ≃ g/h ⊕ W as H-
module. 
We also have the following bound on the codimension of the null cone N (W ) of
W . Let Ŵ be an H-complement of WH so that W = WH ⊕ Ŵ . Here, we use the
notation codim(A,B) for the codimension of A in B to avoid ambiguities.
Lemma 3.8. Suppose that dimCH > 0. Then
(3.2) codimC
(N (Ŵ ), Ŵ ) ≥ min
λ∈Y (H)
{
dimC(W
−
λ ⊕ Ŵ 0λ)
}
− dimC U
where U is a maximal unipotent subgroup of H.
Note that N (Ŵ ) = N (W ).
Proof. Let T be a maximal torus of H and let Y ′(T ) denote the set of λ ∈ Y (T )
which are in the positive Weyl chamber. Note that for λ ∈ Y (H), Ŵ±λ = W±λ .
By the Hilbert-Mumford criterion [PV94, Theorem 5.2], there are finitely many
λ ∈ Y ′(T ) such that N (Ŵ ) is the union of the HW+λ . As each W+λ is stabi-
lized by a Borel subgroup B of H , dimCHW
+
λ = dimC UW
+
λ where U is the
unipotent subgroup opposite to the unipotent radical of B. Then the fact that
codimC(W
+
λ , Ŵ ) = dimC(W
−
λ ⊕ Ŵ 0λ) completes the proof. 
Using Corollary 3.7, we can rewrite Equation (3.2) in Lemma 3.8 as
codimC
(N (Ŵ ), Ŵ ) ≥ min
λ∈Y (H)
{
dimC(W
+
λ ⊕W−λ )
d
+ dimC Ŵ
0
λ − dimC U − dimC(g/h)
}
≥ dimC Ŵ
d
− dimC U − dimC g.
Because V ≃WH ⊕ Ŵ ⊕ (g/h) as H-module, we have
dimC Ŵ = codimC(W
H , V )− dimC(g/h) ≥ codimC(V H , V )− dimC(g/h).
By [Gor90, Proposition 6], as soon as dimC V ≥ dimCG, we have for any L ≤ G
with nontrivial action on V that
(3.3) codimC(V
L, V ) ≥
√
dimC V
17
.
Combining these observations with L = H yields the following.
Corollary 3.9. If dimC V ≥ dimCG, then
codimC
(N (Ŵ ), Ŵ ) ≥ √dimC V
17d
− dimC U − 2 dimC g.
With this, we proceed with the proof of the main result of this section.
SYMPLECTIC QUOTIENTS HAVE SYMPLECTIC SINGULARITIES 15
Proof of Theorem 3.6. Let v ∈ V have closed G-orbit, let H = Gv, let W be the
slice representation at v, and write W = WH ⊕ Ŵ as above. Recall from Section
3.2 that (V//G)(H) denotes the stratum of points with isotropy group conjugate to
H and V (H) denotes its inverse image in V . It follows from Luna’s slice theorem
[Lun73] that the codimension of V (H) in V is equal to the codimension of the null
cone N (Ŵ ) in Ŵ . If H is finite and nontrivial, then this is just the codimension
of WH in W , which is bounded below by the codimension of V H in V minus the
dimension of g. Applying Equation (3.3), we have that codimC V
(H) → ∞ as
dimC V → ∞. If dimCH > 0, then codimC(N (Ŵ ), Ŵ ) → ∞ as dimC V → ∞ by
Corollary 3.9 and Equation (3.3).
Now, note that V rVpr is the union of the V
(H) for non-principal isotropy types
(H) corresponding to closed orbits. The estimates above imply that V is k-principal
for dimC V sufficiently large. Similarly, for all but finitely many V , each V
(H) with
H infinite has positive codimension. As the complement of the V (H) consists of
points with closed orbit and finite isotropy, all but finitely many V have FPIG.
Then by the proof of [Sch95, Corollary 11.6], replacing the inequality κm(V ) ≥ 2
with κm(V ) ≥ k, there are up to isomorphism only finitely many V which are not
k-modular. Thus all but finitely many V are k-large. 
3.4. The symplectic slice theorem for complex symplectic quotients. In
this section, we adapt Luna’s e´tale slice theorem [Lun73] to the context of the
Hamiltonian actions considered in this paper. We use this formulation to demon-
strate that for 1-large (V,G) such that N is normal and (N//G)pr = (N//G)sm,
the symplectic form on V ⊕ V ∗ induces a symplectic form on the smooth points
of the complex symplectic quotient. This strengthens the criteria given in [Bec10,
Proposition 2.4]; see also [DH15, Lemma 2.5]. The results of this section are closely
related to those of [BLLT17, Section 6]. We give a slightly more explicit description
of the shell in the slice representation in order to understand how the slice represen-
tation inherits properties such as 1-modular from (V,G), and as well to determine
bounds on the codimensions of the non-principal points.
We begin with the following observations regarding the structure of G-modules
in the presence of invariant bilinear forms.
Lemma 3.10. Let V be a G-module which admits non-degenerate G-invariant
bilinear forms ω and σ such that ω is skew-symmetric and σ is symmetric. Then
V ≃W ⊕W ∗ for some G-module W , and W and W ∗ are isotropic relative to ω.
Proof. Define the linear map τ : V → V by ω(v, v′) = σ(τ(v), v′) for v, v′ ∈ V . In
coordinates, if Ω and Σ denote the matrices of ω and σ, respectively, then τ is given
by −Σ−1Ω. Hence τ is G-equivariant and skew-symmetric. The eigenvalues of τ
are in pairs of the form ±λi for λ > 0. Thus we can write V = V+ ⊕ V− where V+
(respectively V−) is the sum of the eigenspaces for positive (respectively negative)
multiples of i. Then ω vanishes on V+ and V− and therefore induces a dual pairing
of V+ and V−, hence V ≃ V+ ⊕ (V+)∗. 
Corollary 3.11. Let V be a G-module and let U be a G-submodule such that
V˜ := V ⊕ V ∗ contains a submodule of the form U˜ ≃ U ⊕ U∗. Then there is a
G-module W and a G-submodule W˜ ⊂ V˜ of the form W˜ ≃ W ⊕W ∗ such that
V˜ = U˜ ⊕ W˜ .
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Proof. We follow an argument from [Lun72, Lemma 5]. Let ω1 be a non-degenerate
G-invariant bilinear skew-symmetric form on V˜ and let ω2 be a non-degenerate
G-invariant bilinear skew-symmetric form on U˜ . We extend ω2 by zero on a G-
complement to U˜ in V˜ to consider it as a form on V˜ . Consider the G-invariant
skew-symmetric forms ωt := tω1 + (1 − t)ω2 for t ∈ R. For most t, the form ωt
is non-degenerate on both V˜ and U˜ . Let t0 be such a t, and let W˜ denote the
orthogonal complement to U˜ with respect to ωt0 . Then ωt0 is non-degenerate on
W˜ and induces a non-degenerate form on V˜ /U˜ ≃ W˜ . The same argument shows
that V˜ /U˜ admits a non-degenerate G-invariant symmetric bilinear form, hence so
does W˜ . Now we can apply Lemma 3.10. 
Recall that if X and Y are affine G-varieties, a G-morphism φ : X → Y is said
to be excellent if
(i) φ is e´tale,
(ii) the induced morphism φ//G : X//G→ Y//G is e´tale, and
(iii) the morphism (φ, πX ) : X → Y ×Y/G X//G is an isomorphism.
Thinking analytically, φ is e´tale if and only if it induces a locally biholomorphic
map of the complex analytic varieties associated to X and Y . In particular, if X
and Y are smooth, φ is e´tale if and only if the differential of φ is an isomorphism
at each point of X .
Lemma 3.12. Let X and Y be smooth affine G-varieties. Let ω be a symplectic
form on Y with respect to which Y is Hamiltonian with moment map µ : Y → g∗.
If φ : X → Y is excellent, then X is Hamiltonian with respect to the symplectic
form φ∗ω and moment map φ∗µ.
Proof. For each x ∈ X and A ∈ g, one checks that d((φ∗µ)A)(x) = (ιAφ∗ω)(x).
Hence φ∗µ is a moment mapping for the symplectic action of G on X . 
Let X be an affine G-variety, and let x ∈ X . Recall that an e´tale slice at x is a
Gx-invariant locally closed subvariety S
′ of X containing x such that the morphism
G ×Gx S′ → X sending [g, s] 7→ gs is excellent. Here G ×Gx S′ is the quotient of
G× S′ by the free Gx-action h(g, s) = (gh−1, hs) for h ∈ Gx, g ∈ G, s ∈ S′. Then
[g, s] denotes the image of (g, s) in G×Gx S′. By Luna’s e´tale slice theorem [Lun73],
there is a slice at each point x such that the orbit Gx is closed.
We will now describe the form of an e´tale slice in the presence of a G-invariant
symplectic structure at a point in the shell. Let (V,K) be unitary, let x ∈ N ⊂
V ⊕V ∗ with Gx closed, set L = Gx, and let l ⊂ g denote the Lie algebra of L. Let ⊥
denote orthogonal with respect to the symplectic form. Since x ∈ N , E := Tx(Gx)
is isotropic and we have a direct sum decomposition of L-modules
V ⊕ V ∗ ≃ S ⊕ E ⊕ E∗
where S ⊕ E = E⊥ and E∗ ≃ (g/l)∗ is paired dually with E ≃ g/l via ω. Then ω
restricts to a symplectic form ωS on S. We call (S,L) the symplectic slice represen-
tation at x. We will show that, up to an excellent morphism, N near x is isomorphic
to G×L NS at [e, 0] where NS is the zero set of the moment map µS : S → l∗.
Proposition 3.13. Let V be a G-module and let ω denote the standard symplectic
form on V ⊕ V ∗. Let x = (v, ξ) ∈ N such that Gx is closed with isotropy group
L, let (S,L) denote the symplectic slice representation at x and let ωS denote the
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restriction of ω to S. Then S =W ⊕W ∗ where W is an L-module and W and W ∗
are isotropic subspaces relative to ωS.
Proof. By Corollary 3.11, S ≃ W ⊕ W ∗ where W is an L-module. Since ωS is
non-degenerate, W and W ∗ can be chosen to be isotropic by Lemma 3.10. 
Because ω is G-invariant, as an L-module, V ⊕ V ∗ is the orthogonal symplectic
direct sum (E⊕E∗)⊕(W⊕W ∗). For theG-action on V ⊕V ∗, the slice representation
S′ at x is E∗ ⊕ S. We have the canonical mapping
φ : G×L (E∗ ⊕ S)→ V ⊕ V ∗, [g, e∗ + s] 7→ g(x+ e∗ + s).
By [Lun73, Lemme Fondamental] there is a G-saturated neighborhood U ′ of x ∈
V ⊕V ∗ and an L-saturated neighborhood U of 0 ∈ E∗⊕S such that φ : G×LU → U ′
is excellent. By Lemma 3.12, G×LU is Hamiltonian with symplectic form φ∗ω and
moment mapping φ∗µ.
Lemma 3.14. There are L-saturated neighborhoods Q′ of x ∈ U and Q of 0 ∈
E∗ ⊕ S and an L-equivariant excellent morphism ψ˜ : Q→ Q′ such that ψ˜∗φ∗µ has
zero set ({0} ×NS) ∩Q.
Proof. We make a change of coordinates on E∗ + S. Let A1, . . . , Am be elements
of g such that the Ai+ l form a basis of E ≃ g/l. Then the functions fi = µAi have
linearly independent differentials at x and span the dual of E∗. Let h1, . . . , h2k be
a basis of S∗. Then the fi and hj are a local coordinate system near x ∈ x+E∗+S,
and the corresponding change of coordinates is equivariant relative to the action
of L. By [Lun73, Lemme Fondamental] we have an excellent mapping ψ˜ of a
neighborhood Q of 0 ∈ E∗ × S to a neighborhood Q′ of x in x+E∗ + S, which we
identify with E∗ ⊕ S, such that the pull-backs of the fi form a linear coordinate
system on E∗ and the pull-back of each hi is hi. By shrinking if necessary, we may
assume Q′ ⊂ U . Evidently, the zero set of the fi is {0} × S. Let A ∈ l. Then the
zero set of ψ˜∗φ∗µA on {0} × S is just the zero set of µA on x+ S ⊂ V ⊕ V ∗. This
establishes the lemma. 
Note that ψ˜ induces an excellent mapping ψ of G×L Q→ G ×L Q′ ⊂ G×L U .
Finally, we have the following symplectic slice theorem.
Theorem 3.15. Let x be a closed orbit in N with isotropy group L. Let (S,L)
denote the symplectic slice representation at x with its induced Hamiltonian struc-
ture as above. Set E := Tx(Gx). Then there is an L-saturated neighborhood Q of
0 ∈ E∗⊕S and an excellent morphism ρ : G×LQ→ V ⊕V ∗ such that ρ([e, 0]) = x,
and if G ×L Q is given the induced Hamiltonian structure via ρ, then the shell of
G×L Q is G×L (Q ∩ ({0} ×NS)). The induced mapping
ρ˜ : G×L (Q ∩ ({0} ×NS))→ N
is excellent.
Proof. It follows from Lemma 3.14 that ρ = φ ◦ ψ has the desired properties. In
particular, as the shell of G×LQ is G-invariant, it is determined by its intersection
with Q, which is given by ({0}×NS)∩Q, and ρ−1(N) = G×L (ψ˜∗φ∗µ−1(0)). Since
ρ is excellent, ρ−1(N) → N is excellent by [PV94, Section 6.2], showing that ρ˜ is
excellent. 
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We now consider the properties of (V,G) that are inherited by (W,L) for a
symplectic slice representation W ⊕W ∗ corresponding to the isotropy group L.
Corollary 3.16. Let (P ) be any of the following properties: reduced, smooth, or
normal. Then NS has (P ) at 0 if and only if N has (P ) at x. Similarly, NS//L
has (P) at the image of 0 if and only if N//G has (P) at the image of x. The
complex codimension of (N//G)(L) in N//G is the same as the complex codimension
of (NS//L)(L) in NS//L, and the complex codimension of N
(L) in N is the same as
the complex codimension of N
(L)
S in NS.
Proof. Note that the restriction of an excellent mapping to the preimage of a closed
invariant set is excellent, see [PV94, Section 6.2]. For e´tale mappings σ : X → Y , a
subvariety Z of Y has property (P ) at y if and only if σ−1(Z) has property (P ) at a
point (equivalently, every point) of σ−1(y), see [SGA1, Corollaire 9.2, Proposition
9.2, and Corollaire 9.10]. Since ρ˜ is e´tale, and since ρ˜ induces an e´tale mapping on
the quotients, the claims follow. 
In particular, note that the shell N is a cone and hence connected. By Corollary
3.16, if N is normal, then NS is normal, implying by Proposition 3.2(ii) that (W,L)
is 1-modular.
Now, suppose that (V,G) is 1-large, the corresponding shell N is normal, and
(N//G)sm = (N//G)pr, i.e. the smooth points of N//G correspond to the principal
orbits. Let x = (v, ξ) ∈ N with closed orbit and isotropy group L. If x has principal,
hence finite, isotropy group, then x ∈ Nsm by Proposition 3.2(iv) and (v), and the
slice representation at x is trivial. It follows that the orbit Gx is a smooth point in
N//G. Hence the symplectic form ωS given by Proposition 3.13 induces a symplectic
form on a neighborhood of the orbit Gx in Npr//G = (N//G)sm. Recall that ωS is
given by restriction of the standard symplectic form ω on V ⊕ V ∗. Hence, ωS can
be recovered from the Poisson bracket restricted to S via ω(Xf , Xg) = {f, g} where
Xf and Xg denote the Hamiltonian vector fields corresponding to functions f and
g. In particular, as the Hamiltonian vector fields of the coordinate functions of S
span the tangent space to S, ωS is determined by the brackets of the coordinate
functions, see Equation (2.3). For f, g ∈ C[V ⊕ V ∗]G representing elements of
C[N ]G, the bracket {f + (µ)G, g + (µ)G} in C[N ]G is defined by {f, g}+ (µ)G, see
Definition 2.5, so that the symplectic form on the image of S in (N//G)sm is that
induced by the Poisson bracket on C[N ]G. Hence we have the following.
Corollary 3.17. Suppose that (V,G) is 1-large, the corresponding shell N is nor-
mal, and (N//G)sm = (N//G)pr, and let ω denote the standard symplectic form
on V ⊕ V ∗. Then the Poisson bracket on the complex symplectic quotient C[N ]G
induces a regular symplectic form on the smooth locus (N//G)sm of the complex
symplectic quotient N//G that agrees with the restriction of the standard symplectic
form ω on V ⊕ V ∗ to symplectic slices at points with principal isotropy.
3.5. The condition (N//G)sm = (N//G)pr. In this section, we establish conditions
under which the hypothesis (N//G)sm = (N//G)pr of Corollary 3.17 is true.
First note that by Theorem 3.15, the hypothesis (N//G)sm = (N//G)pr is equiv-
alent to NS//L being singular at the origin for every (W,L) corresponding to a
symplectic slice W ⊕ W ∗ at a point x ∈ N with closed orbit and non-principal
isotropy group L. By [HSS15, Lemma 2.3], NS//L is singular if (W,L) is 1-large so
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that (N//G)sm = (N//G)pr holds whenever each of the (W,L) can be chosen to be
1-large.
We have the following, which allows us to reduce without loss of generality to
the case of connected groups.
Proposition 3.18. Let G be reductive and let V be a G-module such that the shell
N is normal and has FPIG. If N//G is smooth, then N//G0 is smooth.
Proof. Let x = (v, ξ) ∈ N have image in (N//G0)pr. Then (G0)x is finite and acts
trivially on the symplectic slice representation W ⊕W ∗ at x. Now, Gx also acts
on W ⊕W ∗ and contains no pseudoreflections so that as (W ⊕W ∗)/Gx is smooth,
by the Chevalley-Shephard-Todd theorem [ST54, Che55], Gx must act trivially
on W ⊕W ∗. Therefore, G/G0 has a normal subgroup H which acts trivially on
(N//G0)pr, and hence on N//G
0, and the quotient group F = (G/G0)/H acts freely
on (N//G0)pr. We claim that F is trivial.
Let U be the open subset of C2d = N//G given by the image of (N//G0)pr. Then
(N//G0)pr is a covering space of U with covering group F . Because the strata of
N//G0 have even dimension, the complement of U has complex codimension at
least 2 in N//G. By [HSS15, Lemma 2.4], U is simply connected so that F is trivial.
Hence N//G0 is smooth. 
We now prove that (N//G)sm = (N//G)pr when (V,G) is 3-large, see Theorem
3.21 below. We begin with the following.
Proposition 3.19. If (V,G) is 3-large, then for any symplectic slice representation
(S,L) at x ∈ N , the codimension of NS r (NS)pr in NS is at least 3.
Proof. As V is 3-principal, there are f1, f2, f3 ∈ C[V ]G which vanish on V r Vpr
and form a regular sequence in C[V ]. As V is 3-large, the fi and the coordinates
µ1, . . . , µm of µ with respect to a basis for g form a regular sequence in C[V ⊕ V ∗],
see Remark 3.5. Thus the zero set N ′ of the fi has codimension 3 in N . Let
x = (v, ξ) ∈ N rN ′. Then one of the fi(v) is not zero, which implies that v ∈ Vpr.
Hence x is in Npr. In other words, N rNpr ⊂ N ′ where N ′ has codimension 3 in
N . By Corollary 3.16, it follows that for any symplectic slice representation (S,L),
N
(L)
S has codimension at least 3 in NS. 
We now follow an argument of [Sta]. Choose an H-complement Ŵ of WH so
that W =WL⊕ Ŵ and let Ŝ = Ŵ ⊕ Ŵ ∗ so that S = SL⊕ Ŝ. Then NS = SL×NŜ
and NS//L = S
L × NŜ//L. Let X be the image of NŜ r {0} in P := P(Ŵ ⊕ Ŵ ∗)
and let Z be the image of the nonzero points in NŜ r (NŜ)pr. Note that X is a
complete intersection and that X r Z is smooth.
Lemma 3.20. The inclusion X r Z → X induces an isomorphism π1(X r Z)→
π1(X) and a surjection π2(X r Z)→ π2(X).
Proof. Choose a generic linear section H of P which has codimension dimCX − 2
and does not intersect Z. Then [GM88, Theorem 1.2] (with nˆ = 2) implies that
the maps πi(H ∩X)→ πi(X) and
πi(H ∩ (X r Z)) = πi(H ∩X)→ πi(X r Z).
are isomorphisms for i = 1 and surjections for i = 2. 
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Theorem 3.21. Suppose (V,G) is 3-large. Then for any symplectic slice repre-
sentation (W ⊕W ∗, L) such that L is not principal, NŜ//L is not smooth. Hence,
(N//G)pr = (N//G)sm.
Proof. Note that if (V,G) is 2-principal, then the principal isotropy group is the
kernel of the homomorphism G → GL(V ) by [Sch95, Corollary 7.7(2)]. Hence,
replacing G with its image in GL(V ), we may assume V has TPIG. As the real
shell M ⊂ N is the Kempf-Ness set and hence intersects each closed orbit in V
[Sch89, Corollary 4.7], it follows that N contains closed orbits with trivial isotropy
and hence has TPIG as a G-variety.
If NŜ//L is smooth, then the same holds for any of the corresponding symplectic
slice representations. Thus it is enough to consider the case that NŜ//L is smooth
for (W⊕W ∗, L) subprincipal, i.e., the only proper symplectic slice representations in
W ⊕W ∗ are principal. Since NŜ//L is smooth and a cone, it is isomorphic to affine
space of dimension 2d for some d ≥ 1. Therefore, π1(C2dr{0}) = π2(C2dr{0}) = 0.
The non-principal orbits in NŜ are just the null cone N so that the image of the
principal orbits in NŜ//L ≃ C2d is just the complement of the origin. Since the
action of L on NŜ has TPIG, we have a fiber bundle L → (NŜ)pr → C2d r {0}.
Taking the exact homotopy sequence, we obtain
π2(L)︸ ︷︷ ︸
=0
→ π2((NŜ)pr)→ π2(C2d r {0})︸ ︷︷ ︸
=0
→ π1(L)→ π1((NŜ)pr)→ π1(C2d r {0})︸ ︷︷ ︸
=0
.
Thus π1(L) ≃ π1((NŜ)pr) and π2((NŜ)pr) = 0.
Recall that P = P2 dimC Ŵ−1. By [FL81, Corollary 9.7], the relative homo-
topy groups πi(P, X) vanish for i ≤ 2 dimCX − dimC P + 1 = 2d, as dimCNŜ =
2dimC Ŵ − dimC L. It follows that π2(X) = Z and π1(X) = 0. We have a diagram
of fibrations
C× −−−−→ (NŜ)pr −−−−→ X r Zy y y
C× −−−−→ NŜ r {0} −−−−→ X.
A diagram chase and Lemma 3.20 show that π1((NŜ)pr) ≃ π1(NŜ r {0}) and
that 0 = π2((NŜ)pr) maps onto π2(NŜ r {0}), which then must vanish. From the
fibration C× → NŜ r {0} → X , we then have an exact sequence
0→ π2(X)︸ ︷︷ ︸
=Z
→ π1(C×)︸ ︷︷ ︸
=Z
→ π1(NŜ r {0})→ π1(X)︸ ︷︷ ︸
=0
.
Hence π1(NŜ r {0}) is finite. Thus π1((NŜ)pr) and π1(L) are finite. This implies
that L is semisimple.
Now, as N is normal, (W,L) is 1-modular by Corollary 3.16. Then by [LV73,
Corollaire 1], as W(0) is open and consists of points with finite, hence reductive,
isotropy, (W,L) must be stable. This implies that (W,L) is 1-large. By [HSS15,
Lemma 2.3], it follows that NŜ//L is not smooth, a contradiction. 
4. Proof of Theorem 1.1
We are now ready to prove the first of our main results. We divide the proof of
Theorem 1.1 into two pieces. In Section 4.1, we use the results above to establish
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that N//G has symplectic singularities if (V,G) is 3-large, or more generally is 2-
large and satisfies (N//G)pr = (N//G)sm. In Section 4.2, assuming that (V,G) is
1-large, N is normal, and (N//G)pr = (N//G)sm, we show that C[N ]
G is graded
Gorenstein if it is Gorenstein.
4.1. Symplectic singularities of N//G. To establish that symplectic quotients
that satisfy the hypotheses of Theorem 1.1 have symplectic singularities, we first
demonstrate the following.
Lemma 4.1. Let L be a reductive subgroup of G and Gv an orbit in V where
v ∈ V L. Then the complex codimension of (Gv)L in Gv is at least
dimCG− dimCNG(L)− dimCGv + dimC L.
Proof. Identify Gv with G/Gv. Then TeGv (G/Gv) = g/gv, and because L is reduc-
tive,
TeGv(G/Gv)
L = gL/(gv)
L. As gL = Lie(CG(L)), the CG(L)
0-orbit through eGv
is open in (G/Gv)
L. Equivalently, the orbit of CG(L)
0 in (Gv)L is open at v,
hence open at any point in (Gv)L. It follows that CG(L)
0 acts transitively on each
connected component of (Gv)L. Hence the complex codimension of (Gv)L in Gv is
dimCG− dimCGv −
(
dimC CG(L)− dimC CGv (L)
)
≥ dimCG− dimCGv − dimC CG(L) + dimC C(L)− dimC L+ dimC L
= dimCG− dimCGv − dimCNG(L) + dimC L
where we have used the fact that NG(L)/L = (G/L)
L has complex dimension
dimC CG(L)− dimC C(L). 
Lemma 4.2. Suppose that k ≥ 1 and that (V,G) is k-modular, and let L be a
reductive subgroup of G. Then for each p > 0,
codimC(V
L ∩ V(p)) ≥ dimCG− dimCNG(L) + dimC L+ k.
Proof. Let v ∈ V L and let p = dimCGv > 0. Then as (V,G) is k-modular,
codimC V(p) ≥ p+ k. Hence by Lemma 4.1 we see that the complex codimension of
V L ∩ V(p) in V is at least
p+k+dimCG−p−dimCNG(L)+dimC L = dimCG−dimCNG(L)+dimC L+k. 
Lemma 4.3. Suppose that k ≥ 1, (V,G) is k-large with TPIG, and L is a nontrivial
finite subgroup of G. Then
codimC V
L ≥ dimCG− dimCNG(L) + k.
Proof. For each p > 0, codimC(V
L ∩ V(p)) ≥ dimCG− dimCNG(L) + k by Lemma
4.2. If v ∈ V L ∩ V(0), then Gv lies in V r Vpr which has complex codimension at
least k in V . Applying Lemma 4.1 completes the proof. 
We now can prove the following.
Theorem 4.4. Let k ≥ 1 and let (V,K) be unitary where (V,G) is k-large, the
corresponding shell N is normal, and (N//G)pr = (N//G)sm. Then N//Gr(N//G)sm
has complex codimension at least 2k in N//G.
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Proof. Since the isotropy type strata of N//G are even dimensional, the case k = 1
is trivial and we may assume that k ≥ 2. Then as in the proof of Theorem 3.21,
we may assume that N has TPIG as a G-variety.
Let n = dimC V . Let L be a non-principal isotropy group for the action of G on
N and let (v, ξ) ∈ N have closed orbit and isotropy group L. Let S = W ⊕W ∗
be the corresponding symplectic slice. By Corollary 3.16, the complex codimension
of (N//G)(L) in N//G is the same as the complex codimension of (NS//L)(L) in
NS//L. As N has TPIG as a G-variety so that NS has TPIG as an L-variety,
dimCNS//L = dimC S − 2 dimC L.
As an L-module,
V ⊕ V ∗ = S ⊕ g/l⊕ (g/l)∗.
Write S = SL ⊕ Ŝ. Then the complex codimension of (NS//L)(L) in NS//L is
dimC Ŝ − 2 dimC L. From the decomposition above,
dimC S
L = dimC(V ⊕ V ∗)L − 2 dimC gL + 2dimC lL,
so that as dimC S = 2n− 2(dimCG− dimC L), we have
dimC Ŝ = 2n−dimC(V ⊕V ∗)L−2 dimCG+2
(
dimC CG(L)+dimC L−dimC C(L)
)
.
Using the fact that dimCNG(L) = dimC CG(L)+dimC L−dimC C(L), see the proof
of Lemma 4.1, this gives
dimC Ŝ = 2n− dimC(V ⊕ V ∗)L − 2 dimCG+ 2dimCNG(L).
Then as dimC(V ⊕V ∗)L = 2dimC V L, applying Lemmas 4.2 and 4.3 yields dimC Ŝ ≥
2 dimC L + 2k, and the complex codimension of (NS//L)(L) in NS//L is at least
2k. 
Now, suppose that (V,G) is 2-large and (N//G)pr = (N//G)sm; by Theorem 3.21,
this is the case if (V,G) is 3-large. As (V,G) is 2-modular, N is normal, implying
that N//G is normal. The smooth points of N//G inherit a symplectic 2-form from
that of V by Corollary 3.17. Then combining Theorem 4.4 and Theorem 2.13, we
have the following.
Corollary 4.5. Suppose that (V,G) is 2-large and (N//G)pr = (N//G)sm. Then
the complex symplectic quotient N//G has symplectic singularities.
That N//G is Gorenstein with rational singularities then follows from Theorem
2.14. To complete the proof of Theorem 1.1, then, we need only demonstrate that
N//G is graded Gorenstein; this will be shown in the next section.
4.2. Graded Gorenstein symplectic quotients. The goal of this section is to
prove the following.
Theorem 4.6. Assume that (V,G) is 1-large, the corresponding shell N is normal,
and (N//G)pr = (N//G)sm. If N//G is Gorenstein, then it is graded Gorenstein.
Clearly, Theorem 4.6 and Corollary 4.5 imply Theorem 1.1. However, we will
also have occasion to apply Theorem 4.6 in cases that are not 3-large; see Section
6.
Let R be a finitely generated N-graded algebra over C of dimension d with
R0 = C. Assume that R is Gorenstein and normal. Let KR denote the canonical
module of R so that KR is graded isomorphic to R with a degree shift; see Section
2.3. Let σ be a homogeneous module generator of KR, and let X := SpecR.
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Let I be the ideal of functions on X ×X of the form∑i fi(x)⊗ hi(y) such that∑
i fi(x)hi(x) = 0, and let Ω(X) = I/I
2. Then I is a homogeneous ideal, and the
mapping f 7→ df ∈ Ω(X) defined by f 7→ f ⊗ 1 − 1 ⊗ f + I2 is degree-preserving.
Note that Ω(X) is a graded R module by multiplication on the first factor. Then
the map (h1, . . . , hd) 7→ dh1 ∧ · · · ∧ dhd is degree-preserving and maps d-tuples
of homogeneous functions to homogeneous elements of ∧d(Ω(X)). Then as σ is a
homogenous generator of KR, it is homogeneous when considered as a section of
∧d(Ω(X)). On the smooth locus Xsm of X , we can identify sections of KR with
sections of ∧d(Ω(X)). Since X is normal, C[Xsm] = C[X ]. See [Har77, Section II.8]
or [CLS11, Section 8.0].
Let f1, . . . , fd be a homogeneous regular sequence for R and let di := deg fi. On
Xsm, we have df1 ∧ · · · ∧ dfd = λσ where λ is a regular function on Xsm. Since X is
normal, λ extends to a regular function on X , and as σ and the fi are homogeneous,
λ is as well. Let m := deg λ. Note that if we calculate λ in KR, whose grading may
be different than that on ∧dΩ(X), the ratio λ remains the same.
Let S = C[f1, . . . , fd]. Since R is Gorenstein, R = S ⊗ H where H is a finite
dimensional complex vector space whose Hilbert series has the form 1+ · · ·+ tr. As
a graded module, KR = f1 · · · fdS ⊗H∗ where H∗ has Hilbert series 1 + · · ·+ t−r.
We demonstrate this with the following.
Lemma 4.7. The image of df1 ∧ · · · ∧ dfd in KR is f1 · · · fd ⊗ 1 and hence has
degree
∑
di.
Proof. By the definition ofKR we have thatK
∗
R is calculated as the nth cohomology
of the complex
0→ R→ ⊕iR[f−1i ]→ . . .→ R[f−12 , . . . , f−1d ]⊕ · · · ⊕R[f−11 , . . . , f−1d−1]
→ R[f−11 , . . . , f−1d ]→ 0,
where all the mappings are inclusions up to a sign; see [GW78, Section 2.1] and
[Hun07, Section 2.1]. Because R = S ⊗H , we may use the corresponding complex
for S and tensor each term with H . Hence, it is enough to consider the case where
R is replaced with S.
First consider the case of a polynomial ring in one variable x of degree e. In this
case, we have the complex
0→ C[x]→ C[x, x−1]→ 0
with cokernel x−1C[x−1]. Taking the dual, we see that KC[x] ≃ xC[x] with the
canonical grading. The mapping of Ω(SpecC[x]) to KC[x] sends the generator dx
of Ω(SpecC[x]) to the generator x of KC[x] and hence preserves degrees. By an
induction argument, it follows that in our case, KR ≃ f1 · · · fd · S ⊗ H∗ with its
canonical grading, and the image of df1 ∧ · · · ∧ dfd is f1 · · · fd ⊗ 1. 
Corollary 4.8. We have r = m so that the isomorphism between sections of KR
and ∧dΩ(X) is degree preserving. In particular, σ has degree ∑ di −m.
Proof. The degree of σ in ∧dΩ(X) is ∑ di −m and its degree in KR is ∑ di − r.
Hence r = m. 
We are now ready to prove the main result of this section.
Proof of Theorem 4.6. Let (V,G) be 1-large and assume that the shell N is normal
and that C[V ⊕ V ∗]G/(µ)G is Gorenstein. Let n = dimC V and g = dimCG. Let
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vol be the volume element on V ⊕ V ∗ and then, up to sign, vol = dx1 ∧ · · · ∧ dxn ∧
dy1 ∧ · · · ∧ dyn and has degree 2n and is G-invariant. Choosing a basis A1, . . . , Ag
for g, we let µ1, . . . , µg denote the corresponding entries of the moment map with
respect to the dual basis for g∗.
Note that as (V,G) is 0-modular, the shell N is a complete intersection by
[Sch95, Proposition 9.4]. In particular, the algebra of regular functions on the shell
C[N ] = C[V ⊕V ∗]/(µ) is given by the quotient of the polynomial algebra C[V ⊕V ∗]
in 2n variables by the complete intersection (µ) generated by g quadratics, and
hence has Hilbert series
HilbC[N ](t) =
(1 − t2)g
(1− t)2n
so that by Theorem 2.15, the a-invariant of C[N ] is 2g − 2n. Hence, the generator
σN of the canonical module of C[N ] has degree 2n− 2g. To describe σN explicitly,
if f1, . . . , f2n−g ∈ C[V ⊕V ∗] are homogeneous, representing homogeneous elements
of C[N ], define
αN (f1, . . . , f2n−g) = df1 ∧ · · · ∧ df2n−g ∧ dµ1 ∧ · · · ∧ dµg/ vol,
restricted to N . Note that αN depends only on the elements of C[N ] represented
by the fi. Because the dµi have degree 2, the value of αN (f1, . . . , f2n−g) is homo-
geneous of degree
∑
i deg fi − (2n− 2g). Then the form σN is defined by
(df1 ∧ · · · ∧ df2n−g)|N/σN = αN (f1, . . . , f2n−g).
Note that h ∈ G acts on σN by the determinant of h acting on g∗. Moreover, by
Proposition 3.2(iv), σN does not vanish on the smooth locus of N .
Define
σN/G = ιA1 . . . ιAgσN
where ιAi denotes contraction and the basis elements Ai for g are identified with
the corresponding vector fields on N . Then σN/G is G-invariant and gives rise
to an element of ∧2n−2gΩ((N//G)sm). Because (N//G)pr = (N//G)sm, we have by
Proposition 3.2(iv) and (v) that the image under the orbit map π : N → N//G of the
smooth locusNsm contains (N//G)sm. Recalling thatN andN//G are normal, as σN
does not vanish on Nsm, it follows that σN/G is a generator of ∧2n−2gΩ(N//Gsm),
and hence of the canonical module of C[N ]G. Because the vector fields Ai have
degree zero, the degree of σN/G is 2n − 2g. Noting that dimCN//G = 2n − 2g
completes the proof. 
5. The case of G0 a torus
In this section, we prove Theorem 1.3. Because the shell N depends only on G0,
we first consider the case that G = G0 is a torus. Assume that G = (C×)ℓ for some
positive integer ℓ. Without loss of generality, assume that V G = {0} for simplicity,
and by replacing G with its image in GL(V ), we assume that (V,G) is faithful.
Choosing a basis for V with respect to which the action of G is diagonal, we may
identify V with Cn and describe the action of G with a weight matrix A = (aij) ∈
Zℓ×n. Specifically, in coordinates (z1, . . . , zn) with respect to our basis, the action
of G is given by
(t1, . . . , tℓ) · (z1, . . . , zn) :=
(
z1
ℓ∏
i=1
tai1i , . . . , zn
ℓ∏
i=1
taini
)
.
SYMPLECTIC QUOTIENTS HAVE SYMPLECTIC SINGULARITIES 25
for (t1, . . . , tℓ) ∈ G = (C×)ℓ. Choosing the dual basis for V ∗ and using coordinates
(z1, . . . , zn, w1, . . . , wn) with respect to the concatenated basis for V ⊕ V ∗, the
weight matrix for the action of G on V ⊕V ∗ is (A|−A). Using the symplectic form
ω =
√−1/2∑nj=1 dzj ∧ dzj on V , and identifying k∗ with Rℓ via the coordinates
for (C×)ℓ used above, the real moment map J : V → k∗ is given by the component
functions
(5.1) Ji(z, z) =
n∑
j=1
aijzjzj, i = 1, . . . , ℓ.
It follows that the complexified moment map µ : V ⊕ V ∗ → g∗ is given by the
component functions
(5.2) µi(z,w) =
n∑
j=1
aijzjwj , i = 1, . . . , ℓ.
See [FHS13, HIP09, HS15] for more details.
Using [Weh92, Lemma 2], we may reduce to the case that (V,G) is stable; see
also [FHS13, Section 3] and [HS14, Lemma 3]. Specifically, we have the following.
Lemma 5.1. Let G = (C×)ℓ and let V be a faithful G-module with V G = {0}.
Then there is a submodule V ′ of V such that (V ′, G′) is stable and faithful, where
G′ is the quotient of G by the subgroup that acts trivially on V ′. Moreover, the
real shell and the real and complex symplectic quotients corresponding to (V,G) and
(V ′, G′) coincide.
Proof. If (V,G) is stable, then there is nothing to prove, so assume not. Then V//G
has complex dimension strictly less than n−ℓ. By the Kempf-Ness homeomorphism
[Sch89, Corollary 4.7], the real symplectic quotient M0 =M/K has real dimension
less than 2n− 2ℓ from which it follows that the real shell M has real dimension less
than 2n− ℓ. Considering the moment map in Equation (5.1), it follows that there
are coordinates zi that vanish on M ; again by the Kempf-Ness homeomorphism,
these coordinates do not appear in any invariant polynomial. By [Weh92, Lemma
2], restricting to the subspace of V ′ of V on which all such coordinates vanish yields
a stable torus-module (V ′, G′) such that V//G = V ′//G′. Moreover, as the real shell
M is contained in V ′, restricting to (V ′, G′) does not change the real symplectic
quotient M0. As the complex symplectic quotient is defined in Definition 2.5 to
be the complexification of the real symplectic quotient, it also does not change the
complex symplectic quotient. 
Note that Lemma 5.1 can be understood as an application of the Luna-Richardson
Theorem, [LR79, Corollary 4.4]. Specifically, if H is the principal isotropy group
of V , then inclusion yields an isomorphism C[V H ]NG(H)/H = C[V H ]G/H ≃ C[V ]G.
Because H acts with no closed orbits on a G-complement to V H , the invariants
only involve coordinates of V H . By construction, (V H , G/H) has FPIG and hence
is stable, and the real shell M is contained in V H .
Reducing to the case of (V,G) stable and faithful, we can now demonstrate the
following. See also [Bul18, Theorem 2.2], where it was demonstrated independently
and simultaneously without the hypothesis of stable that N is normal if and only
if it is irreducible.
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Lemma 5.2. Suppose that G = (C×)ℓ is a torus and that (V,G) is stable and faith-
ful. Then both the shell N and the complex symplectic quotient N//G are normal
varieties.
Proof. By [HS13, Theorem 3.2], [Vin86, Proposition 1], (V,G) is 1-large, and by
Lemma 2.2, it follows that dimC V > dimCG. The shell N is a complete intersec-
tion and Cohen-Macaulay by Proposition 3.2(i). By [HS13, Corollary 4.3], (µ) is
radical and hence the ideal of N . Because row-reducing the weight matrix A over
Z corresponds to choosing a different basis for g∗ and corresponding coordinates
for G, we may assume that the weight matrix is in the form A = (D|C) where D
is diagonal and has strictly negative entries.
Using Equation (5.2), we express the Jacobian matrix of the moment map µ : V ⊕
V ∗ → g∗ as
dµ = (D1| · · · |D2| · · · )
where D1 is the ℓ×ℓ diagonal matrix with (i, i)-entry aiiwi, D2 is the ℓ×ℓ diagonal
matrix with (i, i)-entry aiizi, and the · · · indicate ℓ× (n− ℓ) blocks. As aii 6= 0 for
i ≤ ℓ, it follows from Proposition 3.2(iv) that (z,w) ∈ V ⊕V ∗ is a smooth point of
N unless zj = wj = 0 for some j. Therefore, N is smooth in codimension 1. Then
by Serre’s Criterion [Mat89, Theorem 23.8], N is Cohen-Macaulay and regular in
codimension 1, hence normal. 
Remark 5.3. Note that there is a mistake in the proof of [HS15, Theorem 3], where
it is incorrectly assumed that the torus representation is 2-large. Lemma 5.2 offers
an alternate proof that corrects this mistake.
We now have the following.
Proposition 5.4. Suppose that G = (C×)ℓ is a torus and that (V,G) is stable
and faithful. Then both the shell N and the complex symplectic quotient N//G have
rational singularities.
Proof. If the symplectic quotient is a point, then the result is trivial, so assume
not. As above, we assume without loss of generality that V G = {0} and choose
coordinates with respect to which A = (D|C) ∈ Zℓ×n, ℓ < n, with D diagonal
having strictly negative entries on the diagonal. Recalling that N is a complete
intersection with (µ) generated by ℓ quadratics, the Hilbert series of C[N ] = C[V ⊕
V ∗]/(µ) is given by
(5.3) HilbC[N ](t) =
(1− t2)ℓ
(1− t)2n
so that the a-invariant of N is 2(ℓ − n). In particular, ℓ < n implies that the
a-invariant is negative. With this, the proof is by induction on ℓ.
If ℓ = 1, then the moment map µ : V ⊕ V ∗ → g∗ is given by the single function
µ(z,w) =
n∑
j=1
ajzjwj
with Jacobian
dµ(z,w) = (a1w1, . . . , anwn, a1z1, . . . , anwn).
As V G = {0}, each aj 6= 0 so that dµ has rank 1 away from the origin. It follows
that N is Cohen-Macaulay, normal, has negative a-invariant, and is regular away
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from the origin so that, by a theorem of Flenner and Watanabe [Fle81, Satz 3.1],
[Wat83, Theorem 2.2], [Hun98, Theorem 9.2], N has rational singularities.
Now assume that G has complex dimension ℓ and that the result holds for
representations of tori of dimension less than ℓ. We have established that C[N ]
is normal, Cohen-Macaulay, and has negative a-invariant, so again by the theorem
of Flenner and Watanabe, it suffices to show that N has rational singularities away
from the origin. Let p ∈ N be a nonzero point, and then p has a nonzero coordinate.
By switching V and V ∗ and permuting the bases for V and V ∗, we may assume
that p has nonzero z1-coordinate. Recalling that V
G = {0} and row-reducing A
(i.e., changing bases for g∗) results in a weight matrix A = (D|C) such that a11 6= 0
and a1i = 0 for i = 2, . . . , ℓ. Then
µ1(z,w) = a11z1w1 +
n∑
j=ℓ+1
a1jzjwj ,
and each µi for i > 1 involves neither z1 nor w1. Localizing to the set z1 6= 0, we
adjoin an inverse to z1 and express the condition µ1 = 0 as
w1 = −
n∑
j=ℓ+1
a1jzjwj
a11z1
,
eliminating w1. Then on the set z1 6= 0, N is isomorphic to the product of C
with the shell associated to the (ℓ−1)-dimensional torus action with weight matrix
formed by removing the first row and column from A. This has rational singularities
by the inductive hypothesis, completing the proof that N has rational singularities.
Then N//G has rational singularities by a theorem of Boutot [Bou87]. 
As described above, if (V,G) is not stable, then the corresponding complex
symplectic quotient coincides with that of a stable torus representation so that
the symplectic quotient still has rational singularities. However, the shell N may
fail to have rational singularities.
Example 5.5. Let G = (C×)n act on V = Cn with weight matrix given by the
identity matrix. Then the only closed orbit is the origin so that (V,G) is not
stable. Noting that ℓ = n in Equation (5.3), one observes that the a-invariant of
the shell N is zero so that, again by the theorem of Flenner and Watanabe [Fle81,
Satz 3.1], [Wat83, Theorem 2.2], [Hun98, Theorem 9.2], N does not have rational
singularities.
In order to apply Theorem 4.6 to this case, we will need the following.
Lemma 5.6. Let G = (C×)ℓ be a torus and let (V,G) be 1-modular. Then N//G
is not smooth.
Proof. As above, assume without loss of generality that V G = {0} and V is faithful,
choose coordinates z1, . . . , zn on V ≃ Cn with respect to which the action of G is
diagonal, and let w1, . . . , wn be the dual coordinates. Because V is 1-modular,
ℓ ≤ n− 1 by Lemma 2.2.
Assume for simplicity that the characters corresponding to z1, . . . , zℓ are linearly
independent in the character group X(G) of G. Then there are n− ℓ indices i such
that ziwi does not vanish on N . For each index k > ℓ, there is a minimal invariant
of the form zakk w
bk
k
∏ℓ
i=1 z
ai
i
∏ℓ
i=1 w
bj
j where the ai and bj are nonnegative and
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aibi = 0 for all i. Dually, there is a minimal invariant w
ak
k z
bk
k
∏ℓ
i=1 w
ai
i
∏ℓ
i=1 z
bj
j .
Hence, there are at least 3(n− ℓ) minimal generators, while dimCN//G ≤ 2(n− ℓ),
so that N//G is not smooth. 
If (V,G) is 1-large and G0 is a torus, then for any symplectic slice representation
(W ⊕ W ∗, L), (W,L0) is 1-modular by Corollary 3.16. Hence, applying Lemma
5.6 to the local model NS//L of N//G corresponding to each (W,L
0) as well as
Proposition 3.18, we have that (N//G)pr = (N//G)sm in this case. Note that if
(V,G) is not 1-large, then N//G may not be the complex symplectic quotient of
Definition 2.5.
Proof of Theorem 1.3. Assume that G is a reductive group such that G0 is a torus.
Let V be a G-module, and let V = V1⊕V2 where V2 = V G0 . Then lettingM denote
the real shell associated to (V1, G
0) the real symplectic quotient associated to (V,G)
is given by (M×V2)/K = ((M/K0)×V2)/(K/K0). By Lemma 5.1, we may replace
(V1, G
0) with a faithful stable torus module (V ′1 , (G
0)′) such that the real shell M
and the real and complex symplectic quotients of (V1, G
0) and (V ′1 , (G
0)′) coincide.
LetN denote the complex shell associated to (V ′1 , (G
0)′) and then the corresponding
complex symplectic quotient is given by N//(G0)′. By Proposition 5.4, both N and
N//(G0)′ have rational singularities. Similarly, Boutot’s theorem [Bou87] implies
that N//G has rational singularities.
Recall that the Hilbert series of regular functions on the real and complex
symplectic quotients coincide. The complex symplectic quotient N//(G0)′ is then
graded Gorenstein by [HHS15, Theorem 1.3 and Corollary 1.8]. Then by Theorem
2.14, N//(G0)′ has symplectic singularities. In the case G = G0, it follows that
the complex symplectic quotient N//(G0)′ associated to (V,G) is graded Goren-
stein with symplectic singularities, completing the proof in this case. Otherwise,
(N//(G0)′)× (V2 ⊕ V ∗2 ) has symplectic singularities so that by [Bea00, Proposition
2.4], the symplectic quotient
(
(N//(G0)′)× (V2⊕V ∗2 )
)
/(G/G0) associated to (V,G)
has symplectic singularities. Finally, let σ(N×V2⊕V ∗2 )/ (G0)′ denote the generator of
the canonical module of C[N × V2 ⊕ V ∗2 ](G
0)′ constructed in the proof of Theorem
4.6. An element g ∈ G acts on σN×V2⊕V ∗2 by the determinant of the action on g∗
and acts on A1∧· · ·∧Aℓ by the determinant of the action on g; as these determinants
are inverses, σ(N×V2⊕V ∗2 )/ (G0)′ is in fact G-invariant. Hence C[N × V2 ⊕ V ∗2 ](G
0)′
and C[N × V2 ⊕ V ∗2 ]G have the same a-invariant and dimension, implying that
C[N × V2 ⊕ V ∗2 ]G is graded Gorenstein and completing the proof. 
6. The case of K = SU2
In this section, we prove Theorem 1.4. Throughout this section, we let K = SU2
so that G = SL2(C). In this case, every irreducible unitary K-module is isomorphic
to (Rd, SU2) for some d ≥ 1 where Rd denotes the set of binary forms of degree
d; similarly, every irreducible SL2(C)-module is isomorphic to some (Rd, SL2(C)),
see [Wig59, Section 15.6] or [Ber07, Section 4]. Note that Rd ≃ SdC2 with the
canonical SL2(C)-action.
The proper reductive subgroups of SL2(C) are finite, C
×, and the normalizer of
C×, with the connected component of the identity in the latter equal to C×. Hence,
if (V, SL2(C)) is 2-large, then for each symplectic slice representation (W ⊕W ∗, L)
such that L is not principal, we have that (W,L) is 1-modular by Corollary 3.16.
If L = SL2(C), then (W, SL2(C)) = (V, SL2(C)) and the corresponding NS//L is
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singular by [HSS15, Lemma 2.3]. Otherwise, NS//L is singular by Lemma 5.6 and
Proposition 3.18 so that (N//G)pr = (N//G)sm.
By [Sch95, Theorem 11.9], we have that the nontrivial finite-dimensional complex
representations
⊕
d≥1(Rd)
⊕md of SL2(C) that are not 2-large are the following:
R⊕k1 for 1 ≤ k ≤ 3, R2, R⊕22 , R2 ⊕ R1, R3, R4.
Hence, all other nontrivial SL2(C)-modules satisfy the hypotheses of Theorem 1.1.
The cases listed above are exactly those treated in [Bec10, Theorem 1.2] using a
different approach; we will apply Becker’s results in some cases but also indicate
alternative methods to treat these cases.
By [HSS15, Theorem 1.6], the real symplectic quotients corresponding to the
following representations are each graded regularly symplectomorphic to a linear
symplectic orbifold:
R⊕k1 for k = 1, 2, R2, R3, R4,
That is, for each SL2(C)-module V listed above, the real regular functions R[M0]
on the real symplectic quotient M0 are graded isomorphic to R[W ⊕W ∗]H where
H is a finite group and W is a unitary H-module (considered as its underlying
real vector space). It is an immediate consequence that the corresponding complex
symplectic quotients are graded isomorphic to (WC⊕W ∗C)/H whereWC =W ⊗RC.
Such a quotient has symplectic singularities and is graded Gorenstein by Theorem
2.16. Hence, Theorem 1.4 holds for all nontrivial SL2(C)-modules V such that
V SL2(C) = {0} except for R⊕31 , R⊕22 , and R2 ⊕ R1. We will consider these three
representations individually below, demonstrating Theorem 1.4 in each case as well
as the stronger fact that the shell N has rational singularities.
Each of the orbifold cases listed above is 1-large except for R1, R
⊕2
1 , and R2. In
the case of R2, (J) is real by [AGJ90, Example 7.14] so that Lemma 2.8 applies.
That is, our definition of the complex symplectic quotient coincides with those of
Equations (2.4) and (2.5). This, however, is not the case for R1 and R
⊕2
1 ; see
Examples 2.6 and 2.7 above.
6.1. R⊕22 . Let V = R
⊕2
2 and recall that (R2, SL2(C)) is isomorphic to the adjoint
representation of SL2(C). Then the action of SL2(C) on V is not effective, as
the negative identity acts trivially. We have SL2(C)/{± id} ≃ SO3(C), and V is
isomorphic to W⊕2 where W is the standard representation of SO3(C) on C
3, i.e.
V ⊕ V ∗ is isomorphic to W⊕4.
Recall [HS13, Theorem 3.4] that V is 1-large so that the ideal (J) generated by
the moment map in R[W⊕2] is real, hence the ideal (µ) in C[W⊕4] is radical. In
[CHS16, Theorem 5.1], it is demonstrated that the variety of the moment map asso-
ciated to V =W⊕2 has rational singularities. Note that this theorem considers the
corresponding real variety, but the proof implicitly appeals to the complexification
and hence is identical for the complex variety. Hence, by the theorem of Boutot
[Bou87], the complex symplectic quotient N// SO3(C) = N// SL2(C) has rational
singularities.
Similarly, in [CHS16, Section 6.2], the Hilbert series of the ring R[M0] of regular
functions on the real symplectic quotient is computed to be
HilbR[M0](t) =
1 + 4t2 + 4t4 + t6
(1− t2)6 .
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This of course coincides with the Hilbert series of the regular functions R[M0]⊗RC
on the complex symplectic quotient N// SL2(C). As
HilbR[M0](1/t) =
t6(1 + 4t2 + 4t4 + t6)
(1 − t2)6 = (−1)
6t6HilbR[M0](t),
Equation (2.6) is satisfied with negative a-invariant equal to 6, the Krull dimension,
so that the complex symplectic quotient is graded Gorenstein.
We have that N// SL2(C) is Gorenstein with rational singularities, and by Corol-
lary 3.17, the smooth locus (N// SL2(C))sm admits a regular symplectic form. By
Theorem 2.14, N// SL2(C) has symplectic singularities. It follows that Theorem 1.4
holds in this case.
6.2. R⊕31 . Suppose that V = R
⊕3
1 and note that (V, SL2(C)) is 1-large. Then
V ⊕V ∗ has complex dimension 12 so that as the shell N is a complete intersection
by [Sch95, Proposition 9.4], N has complex dimension 9. In addition, V ⊕ V ∗
is isomorphic to R⊕61 and has a linear action of GL6(C) commuting with that of
SL2(C). The quotient (R
⊕6
1 )// SL2(C) is isomorphic to the subspace of ∧2C6 of
2-forms of rank at most two. There are two GL6(C)-orbits in the quotient, one of
them being the origin. Now, a point v ∈ R⊕61 is in the null cone N = N (R⊕61 ) if
and only if the SL2(C)-isotropy group of the point is nontrivial, i.e., if and only if
the six components of v do not span R1. It follows that N has complex dimension
7 and hence intersects N in complex codimension at least 2. By Proposition 3.2,
as (N r N ) ⊂ Nsm, it follows that N is normal. Similarly, N// SL2(C) ⊂ ∧2C6 is
smooth except at the orbit of the origin. However, dimCN// SL2(C) = 6 so that by
Theorem 2.13 and Corollary 3.17, N// SL2(C) has symplectic singularities. In fact,
the shell N has rational singularities; this can be verified by a computation similar
to, though simpler than, that given in Lemma 6.1 below.
Similarly, as (V, SL2(C)) is 1-large and N is normal, it follows from Theorem 4.6
that N// SL2(C) is graded Gorenstein. Alternatively, we have computed the Hilbert
series of the regular functions on the (real or complex) symplectic quotient to be
HilbC[N/ SL2(C)](t) =
1 + 9t2 + 9t4 + t6
(1 − t2)6 .
The a-invariant is −6 = − dimC C[N// SL2(C)] implying by Theorem 2.15 that
C[N// SL2(C)] is graded Gorenstein.
6.3. R2 ⊕ R1. Let V = R2 ⊕ R1, and then (V, SL2(C)) is 1-large so that Lemma
2.8 applies. An explicit description of the generators and relations of the regular
functions on the complex symplectic quotient C[V⊕V ∗]SL2(C)/(µ)SL2(C) is computed
in [Bec10, Proposition 5.3], which is used in [Bec10, Proposition 5.5] to demonstrate
that N// SL2(C) is a symplectic variety. Moreover, one may use this description to
compute the Hilbert series
(6.1) HilbC[N/ SL2(C)](t) =
1 + 2t2 + 3t3 + 2t4 + 2t5 + 3t6 + 2t7 + t9
(1 − t2)2(1 − t3)(1− t6) .
Using this and Theorem 2.15, one computes that the a-invariant is −4 and the
complex dimension is 4 so that N// SL2(C) is graded Gorenstein.
Let us indicate an alternative method of demonstrating that N// SL2(C) is a
symplectic variety and computing the Hilbert series. First, we observe that in this
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case, a variation on the argument given in [CHS16, Theorem 5.1] can be used to
prove that the shell N itself has rational singularities.
Lemma 6.1. The shell N associated to (R2⊕R1, SL2(C)) has rational singularities.
Proof. Let V = R2 ⊕ R1. We use coordinates for V ⊕ V ∗ transforming by weights
of C× ≤ SL2(C). For R2 we have z2, z0 and z−2 (of weights indicated by the
subscripts), and for R∗2 we similarly have z
′
2, z
′
0 and z
′
−2. For R1 we have x of
weight 1 and y of weight −1, and similarly x′ and y′ for R∗1 = R1. Then the
coordinate functions of the moment map are given by
µ1 = xx
′ + z0z
′
2 − z2z′0,
µ2 = xy
′ + yx′ + 2(z−2z
′
2 − z2z′−2),
µ3 = yy
′ + z−2z
′
0 − z0z′−2.
As (V, SL2(C)) is 1-large, (µ) is radical and N is a complete intersection. In partic-
ular, C[V ⊕V ∗]/(µ) is Cohen-Macaulay with Hilbert series (1−t2)3/(1−t)10, hence
the a-invariant is −4. A computation of dµ demonstrates that N is smooth in codi-
mension 1 and hence normal. With this, by the theorem of Flenner and Watanabe
[Fle81, Satz 3.1], [Wat83, Theorem 2.2], [Hun98, Theorem 9.2], it is sufficient to
show that N has rational singularities away from the origin. Because SL2(C) acts
on N as isomorphisms, it is sufficient to show that each orbit contains a point at
which N has rational singularities.
At a point where x or y does not vanish, we can by applying an element of
SL2(C) assume that both x and y do not vanish. Localizing at such points, we
solve µ1 = 0 for x
′ and µ3 = 0 for y
′, and then the equation µ2 = 0 can be written
−2uv′ + 2vu′ = 0
where u = z2y/x− z0/2, v = z−2x/y− z0/2, u′ = z′2y/x− z′0/2, and v′ = z′−2x/y−
z′0/2. The corresponding hypersurface is singular only at the origin and hence has
rational singularities by Flenner-Watanabe. The same argument applies near points
where x′ or y′ does not vanish.
Near a nonzero point where x, y, x′, and y′ vanish, either some zi or some z
′
i is
nonzero. Assume some z′i 6= 0, and then by moving within an orbit, we may assume
that z′0 6= 0. Localizing at such points, we solve µ1 = 0 for z2 and µ3 = 0 for z−2
and then express µ2 = 0 as
x′s+ y′t = 0
where s = y− 2xz′−2/z′0 and t = x− 2yz′2/z′0. We again have that this hypersurface
has an isolated singularity at the origin and negative a-invariant and hence rational
singularities by Flenner-Watanabe. The same argument again applies near points
where some zi is nonzero, completing the proof. 
Finally, we describe a direct computation of the Hilbert series of N//G given in
Equation (6.1). Consider g as the quadratic equations defining the shell N . We
again have that the elements of g are a regular sequence. Let S denote C[V ⊕ V ∗],
and then we have an exact sequence
0→ S ≃ S ⊗ ∧3g→ S ⊗ ∧2g→ S ⊗ g→ S → S/g→ 0.
Taking G = SL2(C)-invariants yields
0→ SG → (S ⊗ ∧2g)G → (S ⊗ g)G → SG → (S/g)G → 0.
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Now, the elements of g are in degree 2, the elements of ∧2g are in degree 4, and
∧3g is in degree 6. Let a(t) denote the Hilbert series of SG and let b(t) denote the
Hilbert series for the occurrences of g in S. Then the Hilbert series of (S/g)G is
HilbC[N/ SL2(C)](t) = a(t)− t2b(t) + t4b(t)− t6a(t).
Now one can use the program Lie [vLCL92] to calculate a(t) and b(t) to any degree.
Going up to degree 14, we found that HilbC[N/ SL2(C)](t) is the rational function
given by Equation (6.1). Using classical invariant theory, one can compute that
C[N// SL2(C)] has a homogeneous regular sequence consisting of two elements of
degree 2, one of degree 3, and one of degree 6 such that the numerator of the Hilbert
series has degree at most 14. Then the Lie calculation confirms Equation (6.1).
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