We present a concept of interactive learning and probabilistic retrieval of user-specific cover-types in a content based remote sensing image archive. A cover-type is incrementally defined via user-provided positive and negative examples. From these examples we infer probabilities of the Bayesian network that links the user interests to a pre-extracted content index. Due to the stochastic nature of the cover-type definitions, the database system not only retrieves images according to the estimated coverage, but also according to the accuracy of that estimation given the current state of learning. For the latter, we introduce the concept of separability. We expand on the steps of Bayesian inference to compute the application-free content index using a family of data models, and on the description of the stochastic link using hyper-parameters. In particular, we focus on the interactive nature of our approach, which provides instantaneous feedback to the user in the form of an immediate update of the posterior map, and a very fast, approximate search in the archive. A java-based demonstrator using the presented concept of content-based access to a test archive of Landsat TM, X-SAR, and aerial images is available over the Internet
I. Introduction
How can one find useful images in today's large remote sensing image archives? How can one know whether a certain image is useful for a particular application? Intelligent remote sensing information systems attempt to provide answers to these problems by offering novel access and retrieval techniques. Some approaches provide highly specialized content information that was automatically extracted from the images: analysis of cloud types for meteorology [1] , automatic forest inventories [2] , sea ice analysis of SAR images [3] or volcanoes on SAR images of Venus [4] . All these approaches have in common that they have been designed with the respective application in mind. Hence it is very difficult to extend their scope of applications.
On the other hand, with the evolving discipline of data mining, a whole family of methods for automatic content and knowledge extraction from large amounts of data is being established. For a review see [5, 6, 7] . Here various methods are applied to find characteristic structures (that is, content) in large amounts of data without a later application in mind. Several attempts exist to introduce this concept to remote sensing: by linking existing data mining and information systems [8] , by combining distributed computing with interactive analysis and collections of algorithms [9] , or by using a Bayesian approach in a signal-oriented framework [10, 11] . The work presented in this paper has been done within the Bayesian framework.
In this paper we focus on a very important step in providing content-based query techniques: the interaction with the user and the flexible incorporation of application-specific interests. We first apply a family of strong signal models to obtain image features (e.g., spectral models or texture models at various scales), then perform an unsupervised clustering to obtain characteristic signal classes, and finally present these to be utilized by a user in defining his specific interests.
With this hierarchical procedure consisting of a slow, unsupervised clustering step, and a fast, userinteractive learning stage, the setup resembles the FourEyes system [12] . However, whereas in the original idea a self-organizing map is used for modeling a weight-space, we use different Bayesian networks [13] to directly link user interests and signal classes. This provides the user of the image archive with a probabilistic classification of the content of each image. Such a soft classification, which already has been proposed using fuzzy analysis [14] , provides very intuitive information on the image content to the remote sensing user.
An advantage of Bayesian techniques is that they are free of ad-hoc assumptions and that they can lead to robust processing of information even for very limited user examples. Furthermore, we can use the same Bayesian network to retrieve images in a probabilistic way. Such techniques for probabilistic retrieval are currently also being proposed for text and multimedia retrieval [15] .
Since computationally intensive operations (application of signal models and unsupervised clustering) are performed at the insertion time of the images, and since the actual user-specific labeling requires only very simple computations, it is possible to perform the latter in an interactive fashion on the client computer of the user. Existing network technologies and the capabilities of the Java programming language [16] enabled us to set up an online demonstration [17] that can be accessed by any user on the Internet without special software requirements. Most of the examples shown in this paper can be easily repeated and modified for own applications.
The outline of the paper is as follows. In Sec. II, we give a short summary of the basic concepts of Bayesian inference. Sec. III describes the application-free hierarchical modeling of image content, which is then linked to user-specific semantic labels in Sec. IV. In Sec. V, we present the interactive learning of the corresponding hyper-parameters of the probabilistic link, followed by the probabilistic image retrieval in Sec. VI. After a section on practical applications, Sec. VII, we conclude with a short summary.
II. Principles of Bayesian Inference
In the Bayesian formalism, the concept of probability as the frequency of an event is extended to the concept of probability as the degree of certainty of a particular hypothesis. The basic expressions are statements about conditional probabilities, e.g., p(H|D), which specify the belief in the hypothesis H under the assumption that D (e.g., the data) is known with absolute certainty.
The heart of Bayesian techniques lies in the celebrated inversion formula called "Bayes' Rule"
which relates the posterior probability p(H|D) to the likelihood p(D|H). Here, the prior probability p(H) reflects the prior belief in the hypothesis H and the prior predictive distribution p(D) acts as normalizing constant. The power of Bayesian techniques in (image) data processing comes from the fact that strong stochastic models are available for the (image) data. These models can be applied as models for the likelihood p(D|H) for direct information extraction (e.g., for texture estimation [18] ) or as powerful priors p(H) in stochastic image reconstruction [19] .
These stochastic models can be low level data models (e.g., Gibbs-Markov random field models modeling spatial structures [20] ), intermediate level models (the semantic level we focus on in this paper; e.g., all examples of 'city' exhibit a certain color and fine texture) or on a very high level of semantics (e.g., a 'skiing scene' exhibits 'snow', 'blue sky' and 'crowds of people' [21] ).
Using these models a decision for or against the hypothesis H can be made by considering the posterior odds
If H is the hypothesis of D being a realization of what a user thinks is 'city', then the posterior odds allow the user to make a decision of 'city' versus another label, e.g, 'forest', 'lake', or simply 'not city' based on the stochastic models of 'city' and 'not city' and his prior belief. The final goal of modeling image content is to calculate posterior odds, Eq. (2), for certain cover-types H (e.g., 'city'). To do so we have to develop a data model p(D|H) of the data D for given hypothesis H, which is not trivial in the general case. To justify our approach of hierarchical modeling, we compare it to how humans would define 'city' in an image: maybe as "the cover-type city exhibits fine, regular texture and a certain color; furthermore, it exhibits a characteristic shape". To make the computer able to draw similar conclusions we need two prerequisites: (1) a strong set of vocabulary of characteristic signal properties allowing us to model a similar hierarchic representation of image content and (2) a formalism to pool the evidence of different information sources coherently (e.g., texture and spectral properties) and draw correct conclusions.
In the following we show how both prerequisites can be fulfilled using Bayesian inference: (1) by a hierarchical scheme following the different levels of semantic abstraction, in Sec. III, and (2) by using Bayesian belief networks linking objective signal properties and subject user interest in Sec. IV.
III. Application-free Hierarchical Modeling of Image Content
We arrange the information on five levels of different semantic abstraction as depicted in Fig. 1 . The application of a family of signal models and the separation into unsupervised clustering and supervised learning resemble very much the FourEyes system [12] . However, note that from each level to the next we perform a step of Bayesian inference. This allows us to calculate on each level the most probable content description given the descriptions on the levels below.
On the lowest level, the image data (Level 0), we apply stochastic models M in order to obtain image features (Level 1). In general, these models are given as parametric data models via the likelihood p(D|θ, M ) that assigns a probability to a given realization of the data D depending on a parameter vector θ. Thereby, different values of the parameter vector correspond to different structures in the image data (individual elements of a texture parameter vector might correspond to, e.g., degree of "strength" and "randomness" of the described texture).
We perform the process of information extraction by estimating the maximum a posteriori estimate of the parameter vectorθ
An example for this kind of information extraction is the application of Gibbs-Markov random field models [18] as textural features of the image data. Note that for multi-spectral features this process of information extraction is not necessary, since these features are directly available (maybe after normalization or atmospheric correction). The Bayesian formalism can also be applied to find the most evident model M given some data D-in contrast to the model that best describes the data, which will always be the most complex one. In order to calculate the posterior probability of the model, we have to perform marginalization
where we have to integrate over the complete parameter space of θ. Through this integration the standard deviation of the prior distribution p(θ|M ) as compared to the width (in θ) of the likelihood p(D|θ, M ) leads to the Occam factor [22] , which acts as penalty for models that are too complex to describe the existing data D.
The evidence of a particular model, Eq. (4), and the information which model best describes the data are slightly closer to the actual "meaning" of the data than the features themselves. We therefore introduce the next level of semantics (Level 2) and call these features of the features "meta features". Again, for multi-spectral features this complicated procedure is not applicable, whereas for textural features new information on the image content is obtained (e.g., whether the data contains more evidence for a complicated than a simple texture model [18] ). Based on the features on level 1 and the meta features on level 2 we want to derive a set of signal classes describing characteristic groups of points in the parameter spaces of the different models. This "vocabulary" of characteristic signal classes should be valid across all images (to avoid the timeconsuming calculation of similarity functions) and should reflect existing structures in the different feature spaces of the data (e.g., 'fine', 'coarse', 'random' for a texture feature).
The individual elements of this "vocabulary" constitute the classes of the image classification (Level 3). They are obtained through unsupervised clustering of a subset of data points of the complete image archive and subsequent maximum likelihood classification of all data points using the obtained signal class characteristics. We perform the unsupervised clustering either using Bayesian classification [23] , which uses multivariate Gaussian cluster models and which is able to find the optimum number of classes, or using conventional computer vision algorithms, such as k-means [24] , using a predefined number of clusters. The latter approach is very similar to vector quantization and has proven to be sufficient in practical experiments.
Currently, the system is purely based on signal characteristics. The notion of "content" is therefore limited to types of ground coverage ("cover-types"). However, since the spatial resolution of remote sensing images continuously increases, geometric features have to be added. This can be either done directly on the image data (Level 0; e.g., to find 'linear structures'), on the signal class level (Level 3; e.g., to find 'circular' patches of 'fine' texture), or on the semantic level (Level 4; e.g., to find all 'lakes' with a characteristic shape).
IV. Application-specific Semantic Labeling Levels 1 to 3 constitute a completely unsupervised characterization of the image data D on level 0. Based on this objective characterization we now define the interests of the users of the image archive (Level 4). We denote these subjective elements by A ν and link them to the objective elements ω i through the probabilities p(ω i |A ν ).
Using the image classification (Level 3) of a single feature is in general not sufficient to ensure a robust representation of application-specific cover-types (Level 4). However, since at the time of data insertion we do not know which features have to be combined for the later user applications, we calculate a separate vocabulary for each feature. Therefore the whole vocabulary of signal classes is decomposed into many "sub"-vocabularies
We exemplify the combination of different features using the combination of one spectral and one textural model (denoted by 'sp' and 'tx', respectively). However, we point out that any combination of any number of models, such as one particular texture model at several different scales, can be used in this framework.
We link the elements of the joint space of signal classes to the user interests. This can be done using several models for the likelihood p(ω jk |A ν ): one is to assume full dependence, that is,
another is to assume conditional independence for fixed A ν , that is,
The latter is also known as "naive Bayes' classifier". Based on user examples it is possible to infer the optimal model for p(ω jk |A ν ). In this paper, however, we restrict ourselves to the discussion of the case of conditional independence. The image classification (Level 3) provides us the posterior probabilities p(ω jk |D) of the signal classes. This can be either the posterior probability of the (joint) class ω jk for each pixel (e.g., obtained from Bayesian classification [23] ) or just the frequency of it in a larger image window (or in the whole image as described in Sec. VI-A). Then we can calculate the posterior probability of the label A ν as
where we have assumed
, that is, that the signal characteristics of the covertype A ν are fully described by ω jk . Using the Bayesian inversion formula, Eq. (1), this time between level 3 and 4, we can further write
with the priors of the signal class ω jk being p(ω jk ) = ν p(ω jk |A ν ) p(A ν ) and of the cover-type label p(A ν ) given by the statistics of the training regions.
Since the data D is spatial image data, we can visualize the posterior probability p(A ν |D), Eq. (8), as an image. We call the spatial visualization of p(A ν |D) "posterior map" and use it to communicate the current state of the cover-type definition to the user. We depict examples of posterior maps in Figs. 2 and 3.
V. Interactive Learning
Before making the inference from the image data D to the cover-type label A ν , the system has to learn the likelihoods p(ω jk |A ν ) based on user-provided examples. This is either done directly for the classes ω jk as combinations of features, or if we assume conditional independence, Eq. (7), for each feature independently. Therefore, for the following description of the learning, we restrict ourselves to denoting the signal classes by a general ω i .
Bayesian inference provides a clean way of learning probabilities in a Bayesian network from data [13] . For the following derivation of learning the complete set of r probabilities p(ω i |A ν ) we assume a user-provided training data set T given by {N 1 , . . . , N r }, with N i being the number of instances of ω i in T . Since ω i is a variable with r states, the vector of N i has a multinomial distribution [25] if we introduce the parameter vector θ = {θ 1 , . . . , θ r } as parametric model of the desired probabilities
We note that for each label A ν we need a separate parameter vector θ. However, in order to avoid awkward notations like θ iν we assume A ν fixed (for the moment) and omit any further ν-indices. We now move the discussion from assessing the probability of the signal class ω i to assessing the probability of the parameter θ, that is, we investigate the probability of "the probability of the signal class ω i ". If a new label is to be defined, then the initial prior distribution is constant
with the number r of signal classes ω i and the Gamma function Γ(x). Note that Eq. (11) results from the normalization constraint of Eq. (10) and that it is equivalent to the number of combinatorial subsets of independent variables in θ. After observing the instances N i of the training dataset T the posterior probability is
with the Dirichlet function Dir(θ|α) as defined in App. A-A, the total sum N = i N i of the training samples, and the hyper-parameters
Note that in Eq. (12) the Gamma functions result again from the normalization constraint, but can also be derived from combinatorial considerations. After observing another training dataset T , which we assume to be independent from T , we obtain via
a further update of the hyper-parameters by adding the number of times ω i in the training data set T :
Therefore, each observed set of data can be incorporated as an update of the hyper-parameters. The initial state of knowledge, Eq. (11), is represented by
Given a description by hyper-parameters α obtained through some training T , we obtain the desired probabilities as expectation over all possible values of θ. As sketched in App. A-A this results in
with α = i α i being the sum of all individual hyper parameters. In addition, analytical expressions for the variance are available. The straightforward calculation of p(ω i |A ν ), Eq. (17), and the intuitive updating rule of new training data, Eq. (15), make the hyper-parameters α a very convenient means for describing the probabilistic link between objective and subjective image content description as depicted in Fig. 1 .
Altogether, the computational costs of learning the probabilistic definition of a user-specific covertype and generating a posterior map of it are very moderate. It is therefore possible to run the whole process of Bayesian inference in the java virtual machine of a standard client computer and give instantaneous feedback to the user after giving a new training sample.
We depict our experimental Web interface in Fig. 2 . The user defines one label at a time and gives examples for and against it (e.g., 'city' and 'not city'). The examples are given by clicking with the mouse on points in the image using the left mouse button for positive, the right one for negative examples. After each click, the posterior map of the cover-type is updated. This immediate response provides a very intuitive way of training a cover-type. We show an example sequence for the definition of 'city' in Fig. 3 .
The user can only train on one image at a time, but he can issue an immediate search in the archive for his cover-type and then continue on one of the result windows. This incremental improvement is a very essential component for a robust definition of the user-interest. We expand on this in detail in Sec. VI-C.
A more severe limitation of the current interface is that training on full resolution data is only possible for selected geographic locations, otherwise quicklooks of the original images are shown to the user. However, the content-based index (Level 3) has been computed on full resolution data. Therefore, our interactive labeling interface enables the user to actually "see" into the archived data without actually getting it. This might be a very attractive feature to promote image data with a very restrictive data policy.
VI. Probabilistic Image Retrieval
In this section, we use an existing cover-type definition to retrieve images from a possibly very large image archive. First, in Sec. VI-A, we explain which information we store as content-based indices in the database system. Then, in Sec. VI-B, we derive two different ways of retrieving images from the archive: (1) by posterior probability and (2) by separability. As very important prerequisite for robust definitions of user interest, we present the concept of iterative learning in Sec. VI-C. Finally, we discuss quantitative measures to assess the quality of the cover-type definitions in Sec. VI-D.
A. Index Organization
At insertion time of each image I ζ , the system calculates features and meta features of the models used and classifies the image according to the respective "vocabularies" as explained in Sec. III. For each image, this results in as many classification maps as models are used. From these maps, the system calculates the (frequentist) probability
of the jth class of the mth model in the ζth image. These probabilities are stored in a relational database system, which also manages the meta information of the images (such as date, time, or geographic coordinates). The features and the whole classifications are not stored in the database system, but put on a tape archive for later retrieval when using them for user training or further analysis. This procedure drastically reduces the amount of stored data: e.g, for images of size 1024 × 1024 × 6 channels (Landsat TM without thermal band) and one spectral and five texture models at different scales with 150 classes each, the amount of data is reduced from 6 MBytes to 3576 Bytes! This might look like an unrealistically high compression of the information when simultaneously claiming to capture all different kinds of cover-types. However, one has to keep in mind that in order to answer queries for images of a particular cover-type (e.g., 'snow') it is sufficient to have one of the unsupervised signal classes being a very good representative of that cover-type and to have the percentage of that signal class stored for each image (which costs 4 Bytes of storage when storing probabilities as floats).
Furthermore, we point out that such high ratios of image data size to index data size will be needed when applying these content-based query techniques to full-size remote sensing archives of future missions, such as the SRTM mission to be flown in autumn 1999. A rough numerical example of the previous two X-SAR missions in 1994 with a total of 37000 images results in a data size of 3 TBytes compared to 27 MBytes of index data size.
B. Calculation of Posterior Probability and Separability
In a similar way as calculating the posterior probability of A ν given a particular data D by Eq. (9), we can calculate the posterior probability of A ν given the whole image I ζ
where we have assumed p(A ν |ω i , I ζ ) ≡ p(A ν |ω i ). Since the likelihood p(ω i |A ν ) is known as a probability distribution (that is, as a "probability of a probability" as discussed in detail in Sec. V), we have to calculate the expectation of the posterior p(A ν |ω i ) as described in App. A-D. The probability p(ω i |I ζ ) is the frequency of ω i in I ζ . When combining classes of different signal models, we need to know p(ω sp,j , ω tx,k |I ζ ) to calculate the posterior p(A ν |I ζ ). To enable a fast search and to avoid the calculation of the joint histogram of ω sp,j and ω tx,k of each image I ζ , we use the approximation
which is identical to the maximum entropy estimation of p(ω sp,j , ω tx,k |I ζ ) for a given pair of marginal probabilities p(ω sp,j |I ζ ) and p(ω tx,k |I ζ ). This approximation allows us to calculate a rough estimate of p(A ν |I ζ ) from the index described in the previous subsection.
In Fig. 4 , we show the retrieved images according to the posterior probability of the cover-type 'forest' from an archive of aerial images. The posterior probability is a measure of how probable an image "is of" a particular cover-type. Therefore, a value of 0.5 can mean everything from "50 percent of this image is of that cover-type with certainty" up-to "on the whole image it can be either that cover-type or not".
Since the distribution of p(ω i |A ν )-resulting from limited training data-is known in detail, we can specify not only how probable a label is in a particular image, but also how much variation is expected. We do this by calculating the expected variance of the posterior
with the δ 2 -symbol denoting the variance of the following quantity. We expand on the calculation of the variance δ 2 p(A ν |ω i ) of the posterior in App. A-D. Note that in Eq. (21) we make use of the same assumption as in Eq. (19) .
As measure of how well A ν is separated from ¬A ν in a particular image I ζ we introduce the separability
which is the variance in units of the maximal possible variance (if a normalized distribution ∈ [0, 1] has mean p then the maximal possible variance is p (1 − p) ). The smaller S the "better" we call the separability. Both our retrieval examples, Fig. 4 and 5, list also the images of best and worst separability.
Retrieval according to the separability of a particular cover-type promises to be a very valuable tool for image retrieval, in particular from remote sensing image archives with many different sensors. Furthermore, it is very helpful for the cover-type definition itself as we explain in the following section.
C. Iterative, incremental Learning
For a robust cover-type definition it is necessary to train the stochastic link of the cover-type using examples on several images. Therefore, our system provides the possibility to continue training on the results of a search. After an initial training on a particular image-maybe on an image of a known location obtained via conventional meta search-the user invokes a first search and obtains the search results, which are ranked according to posterior probability, Eq. (19) and according to separability, Eq. (22) . Of these result images, the user can now select an image for continuation of training that is-from his point of view-at the wrong place of the ranking (e.g., an image displaying large areas of his cover-type is among the images with bad separability).
We sketch this iterative learning in Fig. 6 . The user can repeat the loop of interactive training and probabilistic retrieval as often as it is necessary for the results to converge to a satisfying result-or as much as necessary to find out that the selected content index is not capable of representing his cover-type.
If the process of definition of a particular cover-type is successful, then the user can insert "his" label into the inventory of user-interests. There the cover-type name and its definition via hyper-parameters are stored. We show part of this inventory together with the signal models used in Tab. I. All labels have been defined by users on the Internet and can be used for probabilistic retrieval.
An existing label can also serve as the basis for the definition of a new label. In this case, the hyper-parameters of the existing label are transferred to the user's client computer and modified by him with additional examples (e.g., a forest expert might take an existing rough definition of 'forest' to define several sub-classes, such as 'burnt forest' or 'young forest').
D. Analysis of the Defined Labels
Once the stochastic link p(ω i |A ν ) between subjective user interests (Level 4) and objective feature classes (Level 3) is established, the question of the quality of the search results arises. We have to differentiate between two aspects of quality: (1) the quality of the stochastic link and (2) the quality of the resulting search results.
The quality of the stochastic link is directly accessible using information-theoretic principles. Kullback [27] defines the "divergence" between two complete sets of probabilities A ν = {p(ω 1 |A ν ), . . . , p(ω r |A ν )} and ¬A ν = {p(ω 1 |¬A ν ), . . . , p(ω r |¬A ν )} as
which is the symmetric sum of two relative entropies. The divergence D(A ν , ¬A ν ) can be viewed as distance between the two probability distributions A ν and ¬A ν . This distance can be calculated for the complete link to the combination of signal classes or for individual signal models. It can serve as a guide to keep strong and remove weak features for training of a particular label (e.g., when training a particular kind of 'clouds' it might turn out that the link to spectral classes is 'weak' and to texture classes on one scale is 'strong'. Then it might be a good idea to experiment with texture classes on two different scales.).
Another easily accessible quality measure is the variance of the posterior probability of a cover-type in the whole image, Eq. (21). This variance arises from the limited amount of available training data and will become smaller the more training examples are given. We have discussed details on how to calculate and interpret the variance of the posterior in the two preceding sections.
A quantity that is very difficult to obtain is the actual quality of the search results. This is due to the fact that, in addition to the quality of the stochastic link and its uncertainty, the "quality of the user examples" and the "user's judgment of a completely defined label" have to be taken into account. Both items can also be seen as the "honesty" and "care" of the user when defining the label (e.g., when a user defines the label 'forest' and gives example of 'lake' or when a label is trained on a single image and the search result is not thoroughly examined for badly ranked images).
Therefore, a concept of validation of the defined labels has to be developed. In the current system the validation is the task of the user defining his label. But how to detect "dishonest" or just "lazy" cover-type definitions? A possible approach could be a validation by selected experts of different fields of applications, who do not need to have remote sensing experience, but only significant knowledge in their application field or of a particular geographic area.
VII. Practical Applications
Our concept of unsupervised image content indexing and user-specific semantic labeling is currently being extensively tested using large volumes of data from different sensor types and resolutions. We show the current content of our test archive together with the signal models used in Tab. II. The complete archive can be accessed using the content-based approach presented in this paper and userspecific cover-types can be interactively defined for each sensor via the Web and added to the public inventory.
In addition to the Web interface presented in this paper, we have also developed an interface for direct analysis of the content-based image classifications on level 3 using the full image resolution. It uses exactly the same formalism for learning the stochastic link and providing posterior maps of cover-types. This tool can be used for the fast and automatic generation of thematic maps based on user-provided training regions.
In order to demonstrate the accuracy of the content-based indexing and the semantic inference process, we use the stochastic confusion matrix
as a measure of how well the defined labels are represented in the space of signal classes. This matrix is a rough measure of the error matrix to be expected when using the inference process for classification. For the set of panchromatic aerial images in our test archive various land cover types have been defined and large parts of the images have been manually segmented. In Tab. III, we show the stochastic confusion matrix M νµ for the land cover classes based on the manually provided training regions and the indices derived from Gibbs-Markov Random Fields models at scales 1m and 2m. Since, for that particular application, no label should be preferred against another, a uniform prior p(A ν ) was used. The average percentage of correctly reproduced land cover types is larger than 90%. Given the fact that even humans might have problems in differentiating certain cover-types (e.g., 'forest' and 'young forest'), these results are quite promising for future applications.
The extension with additional data, both optical (IRS, SPOT, NOAA/AVHRR) and SAR (images of the SRTM mission), are currently being prepared. Furthermore, the extension with additional available information, such as height and slope derived from digital elevation models, is straightforward.
VIII. Summary
In this paper, we have presented a concept to bridge the gap between modern approaches of information mining in large remote sensing information systems and the actual user interests. The use of Bayesian networks enabled us to build a very intuitive user interface that provides almost instantaneous feedback to the user, thus making the process of cover-type definition genuinely interactive. The concept of probabilistic retrieval opens a completely new perspective for the design of future contentbased image archives: queries like "show me all images on which snow and ice can be separated" (without specifying a particular sensor) might be answered in such archives.
The concept presented in this paper can help new users of remote sensing to understand the data and to find appropriate images and methods for further analysis. In combination with strong signal models and modern data-mining techniques, it can help experts in exploring the potentials and capabilities of data coming from new sensors types. Altogether, interactive labeling and probabilistic retrieval promise to be very valuable tools for future remote sensing image archives.
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Appendix I. Uncertain Probabilities in the Naive Bayes Classifier
In this appendix, we summarize the results of some lengthy calculations that lead to closed-form expressions for the most important uncertainties in the naive Bayesian classifier.
A. Mean and Variance of a Single Likelihood
As introduced in Sec. V, we use θ to model the likelihood as p(ω i |A ν , θ) = θ i . As also mentioned in the main text, the posterior distribution of θ after training T is a Dirichlet distribution
with the hyper-parameters α. Therefore, we can obtain the likelihood via integration over all θ as
where the integration extends over the allowed parameter space of θ as given by the normalization constraint of the likelihood. Furthermore, we obtain the variance of the likelihood as
Note, that for a strict notation, we always have to specify the state of knowledge T on the right side of the conditioned probability. However, if the state of knowledge is clear from the context, we omit T in order to avoid awkward notations.
B. Joint Likelihood
The naive Bayes classifier is based on the assumption of conditional independence of the likelihood of
For each term on the right, we have a distribution in terms of hyper-parameters of the Dirichlet function, for p(ω sp,j |A ν ) by α and for p(ω tx,k |A ν ) by β. Since these distributions are independent, we directly obtain the mean value as product of the individual means
where we have twice made use of Eq. (26) .
To calculate the variance of Eq. (28), we use
which relates the variance of the product of the two independent stochastic variables X and Y to their individual means and variances (with the short notation µ x = E [x]). By using this rule and Eqns. (26) and (27) we obtain
C. Joint Prior
Since the likelihood exhibits some uncertainty, also the prior p(ω jk )
has some nonzero variance. However, since the likelihoods of A ν and ¬A ν are independent, mean and variance of the prior are obtained by merely summing the corresponding terms using Eqns. (29) and (31), respectively.
D. Joint Posterior
To obtain the mean and variance of the posterior
we have to calculate
with X = p(ω jk |A ν ) p(A ν ) and Y = p(ω jk |¬A ν ) p(¬A ν ) being two independent stochastic variables. We obtain an approximation formula for the mean by performing a Taylor series expansion of X/(X + Y ) around X = µ x and Y = µ y , keeping only terms of order two or less and then taking the expectation. This results in
Through the same procedure for the variance, we obtain a similar, rather lengthy expression for the variance. These approximations allow us to calculate both the expected posterior and its variance in the presence of uncertainties due to limited training samples. In the main text, in Sec. VI, we present the concept of probabilistic retrieval and separability, which are based on the uncertainties presented in this appendix.
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Fig. 2
Online interface for interactive learning of remote sensing image content. On the left side the user can see the original image (the example shows an aerial image of a village in Switzerland), in which he can give positive or negative examples for his cover-type of interest by clicking into it with the left or right mouse button, respectively. After each click, the hyper-parameters of the probabilistic link are updated, Eq. (15) , and the posterior map on the right side of the display is recomputed, Eq. (9), and redisplayed (black to white denote continuously 0 to 1-here, we have removed an additional color coding of the probability). We show an example sequence of this kind of learning in Fig. 3 . The user proceeds until he is satisfied with the posterior map. Then he can use the newly defined cover-type for probabilistic retrieval as shown in Example sequence of interactive learning using the interface depicted in Fig. 2 . In the left image we show the original image (Landsat TM, band 5) with the sequence of example points given by the user (denoted by the tips of the arrows and marked by (+) and (−) for positive and negative examples, respectively). The small images on the right show how the posterior map, Eq. (8), for the cover-type 'city' evolves. After two positive examples for 'city', the user has to give several negative examples, until he might be satisfied with his definition. Then he can use the newly defined cover-type label for a search in the whole image archive. In this example we have used the signal class indices resulting from normalized spectral intensities and from a Gibbs random field model at scale 25m. WWW Link: Redo this experiment now! Scheme of iterative learning using several loops of interactive training (left boxes, see Fig. 2 ) and probabilistic retrieval (right boxes, see Fig. 4 ). Based on an image to start with and an initial description α 0 of the stochastic link between level 3 and 4, the user provides additional training examples T 1 that result in an updated hyper-parameter α 1 . He can continue the interactive training on the result image of his choice and repeat that loop until the retrieval results converge from the his point of view. Then the user can put the definition of the newly defined label in the inventory of cover-types (see Tab. I). Here we depict only three training loops, but many more might be necessary.
