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Безумовна оптимізація.  
Ітераційні методи безумовної оптимізації 
 
Прямими методами вирішують задачу оптимізації шляхом ітераційного 
наближення до точки мінімуму. Розв’язок отримають наближеним, але із 
забезпеченням наперед заданої точності. На відміну від класичних існує 
відносно багато прямих методів.  
Метод найшвидшого спуску 
При мінімізації функцій багатьох  змінних прямими методами основним 
рекурентним співвідношенням, яке зв’язує нову точку наближення до мінімуму 
з попередньою, є  
                                                         ,)()()()1( kkkk xxx                                               (1) 
де )(kx - напрямний вектор на k -му кроці , )(k - значення k-го кроку. 
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 ,                                                   (3) 


















 ,                                     (4) 
 



















7.2)0(x . Розв’язати задачу методом найшвидшого спуску.  
Розв’язання.  








7,2)0(x . Визначимо в даній 
точці значення функції, яке буде потрібним для контролю процесу мінімізації: 
.192,5)( )0( xy   
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або  (після спрощення) 
  192,5699,53)(9527,325)(8241,340 )0(2)0(3)0()0(  y . 


































































 y  
Згідно з критерієм Сільвестра  1
0( )  відповідає максимуму функції  y  ( )0 , а 
 2





























 xxx   
Значення y x y x( ) , ( ) ,( ) ( )1 07 6452 5192     , що свідчить про вірний рух до 



























Потрібний наступний крок мінімізації. Процедура чергового кроку 
аналогічна процедурі попереднього кроку. Основні проміжні результати 
кожного кроку відбиті в таблиці. 



























0 2,7        2,5 -5.192 6.87    2.55 0.0972 453.1368 
1 2.0322     2.2321 -6.3862 -1.123     3.0227 0.0595 170.2181 
2 2.099      2.0724 -7.9925 0.783      0.2905 0.119 5.6808 
3 2.0058     2.0378 -7.9925 -0.1571     0.4232 0.0623 3.258 
4 2.0156     2.0114 -7.9988 0.1195     0.0436   











y  за абсолютним значенням перевершують 













    Метод Ньютона  





1 6)( xxxxxy   



























                                             (5) 
а величина кроку .1)( k  
 1-й крок мінімізації. Визначимо перші й другі часткові похідні функції 













































































































13.8                6-
6-                
H  
Обернену матрицю визначимо за допомогою жорданових виключень: 
  .
0.0885    0.0369
0.0369    0.0848
11.3       0.4167-
0.4169     0.0694
13.8        6-
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0.0885    0.0369
0.0369    0.0848
x  
Для контролю процесу мінімізації треба порівняти значення  функції в 
точках )0(x  та :)1(x  
.129.79867.7 )0()1(  yy  
Функція зменшується. Отже, має місце наближення до точки мінімуму. 



















y  за модулем перевершують величину  . Потрібний наступний крок 
мінімізації.  
 2-й крок мінімізації. Зробивши обчислювальні операції аналогічні 
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З останнього рівняння виходить, що необхідна точність обчислень 
досягнена. А це означає, що   .9999.7; )2()2(*  xyxx *      y  
Метод покоординатного спуску 
У методі покоординатного спуску, який ще зветься методом  
Гаусса-Зейделя, на кожному кроці змінюється тільки одна змінна. Тому 
рекурентне співвідношення між попередньою точкою наближення до мінімуму 




































































































.         (7)  
Зауважимо, що друга похідна обов’язково повинна братися за модулем, 
інакше при її від’ємному значенні процес мінімізації піде у зворотному напрямку. 
Варіювання змінних здійснюють послідовно: спочатку  першу, потім  
другу і т.д. Цикл, що складається з n послідовних кроків, створює одну 
ітерацію. Пошук мінімуму закінчують, як тільки на черговому кроці абсолютне 
значення усіх складових вектора перших часткових похідних функції цілі 



















, ,1 .                                          (8)  
 
Приклад 3.  
















 Розв’язання  
Нульова ітерація: 



































4.2)1(1 x  







2-й крок. Нове значення змінної x2 визначається також відповідно виразу 
(7). Треба пам’ятати, що до відповідних похідних підставляється нова проміжна 
точка )0.1(x . 































3.2)1(2 x  










Необхідно пересвідчитися у наближенні до точки мінімуму в результаті 
нульової ітерації: .129.7882.7 )0()1( yy   

















   
 













    











 2-й крок. .0243.2
528.12
7972.0





































Треба пересвідчитися у наближенні до точки мінімуму в результаті першої 
ітерації: .882.799004.7 )1()2( yy   

















    
 
Співвідношення (8) не виконується по змінній 1x , переходимо до другої ітерації . 
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.9904.79993.7y )2((3) y  
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Перевіримо виконання співвідношення (8)  
(3)
1














    
 
Співвідношення (8) виконується. 
2.0124






 y 7.9993    
 
Умовна оптимізація. Багатовимірні задачі  
з обмеженнями у вигляді рівностей 
Математична модель багатовимірної оптимізаційної задачі з обмеженнями 





    :   0,     1, ,if x i m n    
Розгляд цієї теми ґрунтується на концепції залежних й незалежних 








де s   підвектор залежних змінних; t   підвектор незалежних змінних. 



































































































































































































Достатні умови точки локального мінімуму полягають у додатній 
визначеності в точці локального мінімуму матриці других умовних похідних 
















Матриця має розмір (рр) і визначається за формулою 
   S P P W C P W C W C P W C      tt ts ts ss1 1 1 1
т т
 ,  
де W C 1,     вже знайомі обернена матриця Якобі і матриця управління; 





















Тут Н  вже знайома матриця других похідних функції цілі; Н i   матриця 
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 , i m 1, ;  












W 1 . 
Метод підстановки 




























Розв’язання. Дану задачу можна розв’язувати методом підстановки, 
оскільки обмеження на змінні задачі дозволяють легко виразити m залежних 
змінних (m=2) через  залишені р незалежних змінних (р=1): 











x   
Необхідно підставити у функцію )(хy  замість залежних змінних 32 , xx     їх 
вираз через незалежну змінну 1x , ми зведемо задачу мінімізації з обмеженнями 























Метод Лагранжа  
Цей метод полягає у заміні функції цілі функцією Лагранжа і подальшому 
визначенні її стаціонарних точок, що співпадають з стаціонарними точками 
початкової функції цілі. 
Спочатку побудуємо функцію Лагранжа: 
  ),()(, ' xfxyxL                                                (9) 
де ' - вектор коефіцієнтів чутливості або невизначених множників Лагранжа. 
Далі розв’язання задачі полягає у визначенні стаціонарних точок функції 
Лагранжа, при цьому   розглядається як вектор додаткових змінних, а сама 
11 
функція Лагранжа як функція без обмежень. Стаціонарні точки функції 
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Розв’язання: Спочатку побудуємо функцію Лагранжа: 
Для нашого прикладу  функція Лагранжа має вигляд  





xxL   





















































1' )0(x  




























використовуючи метод Якобі. 
Розв’язання: Стаціонарні точки функції  xy  від n змінних з накладеними 
на змінні обмеженнями  
  m.,1,2,i     ,0xfi                                          (11) 
































                                  (12) 
з системою (11). У системі рівнянь (12) t - вектор не залежних змінних;  
s - вектор залежних змінних. 
12 
Виберемо в умовах прикладу які залежні змінні x2 і x3, яка незалежна 





































































































































































































































































1')0(x  є шуканою стаціонарною точкою. 





1')0(x  у прикладах 5,  6 є 
точкою локального мінімуму : *)0( ' xx  . 
Розв’язання: Стаціонарна точка функції )(xy  з обмеженнями на зміні  
0)( xf  є точкою локального мінімуму, якщо матриця додатно визначена. 
    CWPCWCWPCWPPS sstststt   1'1'11                         (13) 



















0 ,  
де s  - вектор залежних змінних; t - вектор незалежних змінних;  













  Hj - матриця других 







































































































































































































































































































































































































































































































































































































































































xx   
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Умовна оптимізація. Багатовимірні  
задачі при двобічних обмеженнях змінних 
Диференціальний алгоритм 
Приклад 8. За допомогою диференціального алгоритму розв’язати задачу 










































Розв’язання. Для розв’язання даної задачі треба скористатися 
диференціальним алгоритмом - методом покоординатного спуску, 
узагальненим на випадок двобічної обмеженості змінних . 
Метод являє собою ітераційний процес. На кожному кроці k-й ітерації 








                    0     при                              (14)
або
















   
 
   
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Розв’язання прикладу 8 являє собою послідовність ітерацій. 
 
Нульова ітерація: 









x  13)0( y  (задана точність за змінною 1x  

























y , приріст 























































       








2)1(x  свідчить, що напрям руху до точки 



































1)1,2(x    ;5,0
4
2



































1)2(x   .2y5,0 (1))2( y  



































5,0)2,3(x    ;25,0
4
1


































5,0)3(x   .5,0y     125,0 (2))3( y  
Третя ітерація: 


























Необхідні умови додержуються заданої точності, отже, треба перевірити 
достатні: якщо матриця других похідних для обох змінних додатно визначена, 
тоді )3(x  є точкою мінімума. 


















 yyx      
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Індивідуальні завдання 
Індивідуальне завдання з теми «Безумовна оптимізація. 
Ітераційні методи безумовної оптимізації» 
Варіант № 1 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   222122131 52 xxxxxxy   з точністю 01.0ε  , приймаючи 
як початкову точку    3,03,0'0 x .  
Варіант № 2 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   222122131 52 xxxxxxy   з точністю 01.0ε  , приймаючи як 
початкову точку    1,02,0'0 x .  
Варіант № 3 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   222122131 52 xxxxxxy   з точністю 02.0ε  , приймаючи 
як початкову точку    2,03,0'0 x .  
Варіант № 4 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   222122131 52 xxxxxxy   з точністю 01.0ε  , приймаючи 
як початкову точку    3,01,0'0 x .  
Варіант № 5 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   222122131 52 xxxxxxy   з точністю 002.0ε  , приймаючи 
як початкову точку    2,02,0'0 x .  
Варіант № 6 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 3 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    8,09,0'0 x .  
Варіант № 7 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 3 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    2,11,1'0 x .  
17 
 
Варіант № 8 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 3 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    1,13,1'0 x .  
Варіант № 9 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 3 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    8,07,0'0 x . 
Варіант № 10 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 3 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    8,08,0'0 x .  
Варіант № 11 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   21212231 232 xxxxxxxy   з точністю 02.0ε  , 
приймаючи як початкову точку    1,09,0'0 x . 
Варіант № 12 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   21212231 232 xxxxxxxy   з точністю 05.0ε  , 
приймаючи як початкову точку    2,01,1'0 x . 
Варіант № 13 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   21212231 232 xxxxxxxy   з точністю 1.0ε  , 
приймаючи як початкову точку    2,08,0'0 x . 
Варіант № 14 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   21212231 232 xxxxxxxy   з точністю 01.0ε  , 
приймаючи як початкову точку    1,02,1'0 x . 
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Варіант № 15 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   21212231 232 xxxxxxxy   з точністю 1.0ε  , 
приймаючи як початкову точку    3,02,1'0 x . 
Варіант № 16 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 6 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    8,18,1'0 x .  
Варіант № 17 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 6 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    8,19,1'0 x . 
Варіант № 18 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 6 xxxxxy   з точністю 05.0ε  , приймаючи як 
початкову точку    9,17,1'0 x . 
Варіант № 19 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 6 xxxxxy   з точністю 05.0ε  , приймаючи як 
початкову точку    9,11,2'0 x .  
Варіант № 20 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 6 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    2,21,2'0 x . 
Варіант № 21 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 9 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    9,28,2'0 x . 
Варіант № 22 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 9 xxxxxy   з точністю 2.0ε  , приймаючи як 
початкову точку    1,38,2'0 x .  
19 
Варіант № 23 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 9 xxxxxy   з точністю 2.0ε  , приймаючи як 
початкову точку    8,22,3'0 x . 
Варіант № 24 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 9 xxxxxy   з точністю 1.0ε  , приймаючи як 
початкову точку    1,31,3'0 x . 
Варіант № 25 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 9 xxxxxy   з точністю 4.0ε  , приймаючи як 
початкову точку    2,39,2'0 x . 
Варіант № 26 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 12 xxxxxy   з точністю 2.0ε  , приймаючи як 
початкову точку    8,31,4'0 x . 
Варіант № 27 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 12 xxxxxy   з точністю 2.0ε  , приймаючи як 
початкову точку    7,31,4'0 x . 
Варіант № 28 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 12 xxxxxy   з точністю 2.0ε  , приймаючи як 
початкову точку    1,49,3'0 x . 
Варіант № 29 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 12 xxxxxy   з точністю 2.0ε  , приймаючи як 
початкову точку    2,47,3'0 x .  
Варіант № 30 
Методами Ньютона, найшвидшого  та  покоординатного спуска знайти 
мінімум функції   213231 12 xxxxxy   з точністю 2.0ε  , приймаючи як 
початкову точку    8,38,3'0 x . 
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Індивідуальні завдання з теми «Багатовимірні оптимізаційні 
задачі з обмеженнями у вигляді рівностей» 
Варіант № 1 
Методом підстановки знайти мінімум функції 
  3 31 2 36 min
x
y x x x x

    ,  0: 2131  xxxf  
 
Варіант № 2 
Методом Лагранжа знайти мінімум функції 
                
  22 1 3 12 min
x
y x x x x x








   
 
   
 
 
Варіант № 3 
Методом  Лагранжа знайти мінімум функції 







    ,    0: 2131  xxxf  
 
Варіант № 4 
Методом підстановки знайти мінімум функції 
  3 31 2 39 min
x
y x x x x

    ,  1 1 2 3: 1 0f x x x     
 
Варіант № 5 
Методом Лагранжа знайти мінімум функції 
  1 2 min
x
y x x x

  ,  1 1 2: 2 3 5 0f x x      
 
Варіант № 6 
Методом Лагранжа знайти мінімум функції 
  3 31 2 33 min
x
y x x x x








   
 
   
 
 
Варіант № 7 
Методом Лагранжа знайти мінімум функції 
  1 2 3 min
x
y x x x x

  ,   1 1 2 3: 1 0f x x x       
 
Варіант № 8 
Методом підстановки знайти мінімум функції 







    ,  0: 2131  xxxf  
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Варіант № 9 
Методом Лагранжа знайти мінімум функції 
  3 31 2 33 min
x
y x x x x

    ,  0: 2131  xxxf  
 
Варіант № 10 
Методом підстановки знайти мінімум функції 
2 2
1 3 1 2
1 1 2 3
( ) 2 min
: 2 6 0
x
y x x x x x
f x x x
    

     
, 
 
Варіант № 11 
Методом Лагранжа знайти мінімум функції 
  3 31 2 36 min
x
y x x x x

    ,  0: 2131  xxxf  
 
Варіант № 12 
Методом Лагранжа знайти мінімум функції 
  3 31 2 39 min
x
y x x x x

    ,  0: 2131  xxxf  
 
Варіант № 13 








    ,   1 3 1 2: 0f x x x     
 
Варіант № 14 
Методом підстановки знайти мінімум функції 







    ,  1 3 1 2: 0f x x x     
 
Варіант № 15 
Методом Лагранжа знайти мінімум функції 
  3 31 2 315 min
x
y x x x x

    ,  0: 2131  xxxf  
 
Варіант № 16 
Методом Лагранжа знайти мінімум функції 
  3 31 2 321 min
x
y x x x x

    ,   05: 2131  xxxf  
 
Варіант № 17 
Методом Лагранжа знайти мінімум функції 
  3 31 2 312 min
x
y x x x x

    ,    0: 2131  xxxf  
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Варіант № 18 
Методом підстановки знайти мінімум функції 
  1 2 34 min
x
y x x x x













Варіант № 19 
Методом Лагранжа знайти мінімум функції 
  1 2 4 min
x
y x x x

   ,    1 1 2: 3 2 0f x x      
 
Варіант № 20 
Методом підстановки знайти мінімум функції 
  3 31 2 324 min
x
y x x x x

    ,   1 3 1 2: 0f x x x     
 
Варіант № 21 
Методом підстановки знайти мінімум функції 
  3 31 2 37 min
x
y x x x x

    ,   0: 2131  xxxf  
 
Варіант № 22 
Методом підстановки знайти мінімум функції 
  3 31 2 315 min
x
y x x x x

    ,  1 1 2











Варіант № 23 
Методом Лагранжа знайти мінімум функції 
  3 31 2 33 min
x
y x x x x








   
 
   
 
 
Варіант № 24 
Методом підстановки знайти мінімум функції 
  21 3 2 12 7 min
x
y x x x x x








   
 
   
 
 
Варіант № 25 
Методом підстановки знайти мінімум функції 
  3 31 2 312 min
x
y x x x x

    ,  0: 2131  xxxf  
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Варіант № 27 
Методом підстановки знайти мінімум функції 
  1 2 4 min
x
y x x x

   , 1 1 2: 3 2 0f x x      
 
Варіант № 28 
Методом підстановки знайти мінімум функції 
  3 31 2 36 min
x
y x x x x

    ,       0: 2131  xxxf  
 
Варіант № 29 
Методом Лагранжа знайти мінімум функції 




  ,   1 1 2: 0f x x a      
 
Варіант № 30 
Методом Лагранжа знайти мінімум функції 
  3 31 2 327 min
x
y x x x x

    ,  0: 2131  xxxf  
 
Індивідуальні завдання з теми «Багатовимірні задачі при 
двобічних обмеженнях змінних» 
Варіант № 1 



































з точністю обчислення 0, 5  , прийнявши за точку початкового 
наближення    0 0,7 0x  . 
Варіант № 2 



































з точністю обчислення 0,5  , прийнявши за точку початкового 
наближення    0 0,7 0,3x   . 
Варіант № 3 
































x                                                  
з точністю обчислення 0,1  , прийнявши за точку початкового 
наближення    0 0,45 0, 2x  . 
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Варіант № 4 
За допомогою диференціального алгоритму знайти мінімум функції  xy   
)(xy x1
2+x1x2+x2




























з точністю обчислення 0, 5  , прийнявши за точку початкового 
наближення    0 2 4x  . 
Варіант № 5 
За допомогою диференціального алгоритму знайти мінімум функції  xy   
)(xy x1
2+x1x2+x2




























з точністю обчислення 0, 5  , прийнявши за точку початкового 
наближення    0 0, 2 2x  . 
Варіант № 6 
За допомогою диференціального алгоритму знайти мінімум функції  xy   
)(xy x1
2+x1x2+x2




























з точністю обчислення 0,1  , прийнявши за точку початкового 
наближення    0 1 3,5x   . 
Варіант № 7 
За допомогою диференціального алгоритму знайти мінімум функції  xy   
)(xy x1
2+x1x2+x2




























з точністю обчислення 0,1  , прийнявши за точку початкового 
наближення    0 0,5 1,6x  . 
Варіант № 8 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                             
)(xy x1
2+x1x2+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 2 1x  . 
Варіант № 9 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
2+x1x2+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 0,5 1,6x  . 
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Варіант № 10 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
2+x1x2+x2



















6   
5,0







з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 1 4x   . 
Варіант № 11 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                    
)(xy x1
3+x2





























з точністю обчислення 0, 03  , прийнявши за точку початкового 
наближення    0 0,7 0,1x   . 
Варіант № 12 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2





























з точністю обчислення 0, 4  , прийнявши за точку початкового 
наближення    0 1,2 0,8x  . 
Варіант № 13 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 2  , прийнявши за точку початкового 
наближення    0 1,2 0,8x  . 
Варіант № 14 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                              
)(xy x1
3+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 3 0,5x  . 
Варіант № 15 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2






























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 0,1 1x  . 
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Варіант № 16 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 5  , прийнявши за точку початкового 
наближення    0 5,3 4,8x  . 
Варіант № 17 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0,1  , прийнявши за точку початкового 
наближення    0 4,5 5,5x  . 
Варіант № 18 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 5  , прийнявши за точку початкового 
наближення    0 0, 2 6,5x  . 
Варіант № 19 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                            
)(xy x1
3+x2




























з точністю обчислення 0, 3  , прийнявши за точку початкового 
наближення    0 3,8 4,1x  . 
Варіант № 20 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 3 4,3x  . 
Варіант № 21 
За допомогою диференціального алгоритму знайти мінімум функції  xy              
)(xy x1
3+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 3,8 3,9x  . 
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Варіант № 21 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 3,8 3,9x  . 
Варіант № 22 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 2  , прийнявши за точку початкового 
наближення    0 2,8 3,1x  . 
Варіант № 23 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                        
)(xy x1
3+x2




























з точністю обчислення 0, 02  , прийнявши за точку початкового 
наближення    0 3,3 2,6x  . 
Варіант № 24 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 2 4x  . 
Варіант № 25 
За допомогою диференціального алгоритму знайти мінімум функції  xy                         
)(xy x1
3+x2




























з точністю обчислення 0, 2  , прийнявши за точку початкового 
наближення    0 2,01 1,9x  . 
Варіант № 26 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 2  , прийнявши за точку початкового 
наближення    0 1,5 1,6x  . 
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Варіант № 27 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2




























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 2,5 1x  . 
Варіант № 28 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                  
)(xy x1
3+x2




























з точністю обчислення 0, 4  , прийнявши за точку початкового 
наближення    0 0,7 1.3x  . 
Варіант № 29 
За допомогою диференціального алгоритму знайти мінімум функції  xy                                                                           
)(xy x1
3+x2





























з точністю обчислення 0, 01  , прийнявши за точку початкового 
наближення    0 0,7 0.5x  . 
Варіант № 30 
За допомогою диференціального алгоритму знайти мінімум функції  xy              
)(xy x1
3+x2





























з точністю обчислення 0, 01  , прийнявши за точку початкового 
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