We consider stochastic processes Y(t) which can be represented as Y(t) = (X(t)) s , s ∈ ℕ, where X(t) is a stationary strictly sub-Gaussian process, and build a wavelet-based model that simulates Y(t) with given accuracy and reliability in L p ([0, T]). A model for simulation with given accuracy and reliability in L p ([0, T]) is also built for processes Z(t) which can be represented as Z(t) = X 1 (t)X 2 (t), where X 1 (t) and X 2 (t) are independent stationary strictly sub-Gaussian processes.
Introduction
Wavelet expansions and wavelet-based expansions form an interesting class of representations of random processes. At present, there exist many articles devoted to such expansions and their properties; some of them are [2, 4, 5, 9, 10, 14, [16] [17] [18] [19] [20] [21] . Wavelet-based expansions with uncorrelated terms (see, for instance, the articles [5, 21] ) are especially important since they are very convenient for approximation and simulation of random processes.
There exist many methods of simulation of stochastic processes nowadays (see, e.g., [1] ). Wavelet-based simulation of stochastic processes was considered in [16-19, 22, 23, 25] (it is worth noting that estimates for the rate of convergence of model parameters or for the rate of convergence of the model were obtained in [17, 23] ).
We will consider simulation with given accuracy and reliability. This is simulation of a random process by a model which has guaranteed rate of convergence in a certain sense -i.e., a modelX (t) approximates a process X(t) with given accuracy ε and reliability 1 − δ in a functional space U(T) if P{‖X −X ‖ U(T) > ε} ≤ δ.
Simulation of stochastic processes with given accuracy and reliability has been studied, in particular, in [12] (see also, e.g., [6, 11, 13, 14] ). It is necessary to mention that results on simulation with given accuracy and reliability are available mostly for light-tailed processes -Gaussian and sub-Gaussian processes (although there are some exceptions; see, for instance, [26] ).
The article is devoted to simulation with given accuracy and reliability in the space L p ([0, T]) of random processes which can be represented as Y(t) = (X(t)) s , s ∈ ℕ, where X(t) is a stationary strictly sub-Gaussian process, and Z(t) = X 1 (t)X 2 (t), where X 1 (t) and X 2 (t) are stationary strictly sub-Gaussian processes. So our approach allows simulation of processes with one-dimensional distributions which have relatively heavy tails (i.e., heavier than the Gaussian ones).
Our models are derived from a model which was studied in [14] , where a wavelet-based expansion was considered and used for construction of a model of a process (this or similar wavelet-based expansions and their rate of convergence were also studied in [5, [27] [28] [29] ).
2 Sub-Gaussian random variables and processes Definition 2.1 ([3] ). Let {Ω, F, P} be a standard probability space. A random variable ξ is called sub-Gaussian if (1) E ξ = 0, (2) for all λ ∈ ℝ, there exists E exp{λξ}, (3) there exists such constant a > 0 that inequality E exp{λξ} ≤ exp{
We will denote the set of all sub-Gaussian random variables by Sub(Ω). Sub(Ω) is a Banach space with respect to the norm
(see [3] ). Examples of sub-Gaussian random variables can be found in [3] . Let us note that centered normal random variables belong to Sub(Ω).
Definition 2.2 ([3]).
A sub-Gaussian random variable ξ is called strictly sub-
Definition 2.3 ([3]).
A family of sub-Gaussian random variables ∆ is called strictly sub-Gaussian if, for any finite or countable set {ξ i , i ∈ I} from ∆ and all λ i ∈ ℝ, the following relation holds:
Definition 2.4 ([3]).
A stochastic process X = {X(t), t ∈ T} is called strictly sub-Gaussian if the family of random variables {X(t), t ∈ T} is strictly sub-Gaussian.
Example 2.5 ([3]
). Let X = {X(t), t ∈ T} be a centered Gaussian process. Then X(t) is a strictly sub-Gaussian stochastic process.
Example 2.6. Let X = {X(t), t ∈ T} be a random process such that
where ξ = {ξ k , k = 1, 2, . . . } is a family of independent strictly sub-Gaussian random variables, and for all t ∈ T,
Then X(t) is a strictly sub-Gaussian stochastic process.
3 Expansion of a random process into a wavelet-based series Definition 3.1 ([7, 8] ). Let ϕ ∈ L 2 (ℝ) be such a function that the following assumptions hold: (i) we have
almost everywhere, whereφ (y) is the Fourier transform of ϕ;
has period 2π and almost everywherê
(iii)φ (0) ̸ = 0, and the functionφ (y) is continuous at 0. The function ϕ(x) is called f -wavelet. Let ψ(x) be the inverse Fourier transform of the function
The function ψ(x) is called m-wavelet.
The family of functions {ϕ 0k , ψ jk , k ∈ ℤ, j = 0, 1, . . . } is an orthonormal basis in L 2 (ℝ) (see, e.g., [7] ).
Remark 3.2.
We will consider only real-valued wavelets below.
Let us now formulate a result which is very important for us.
Theorem 3.3 ([15]). Suppose that X(t), t ∈ ℝ, is a centered second-order random process such that its correlation function R(t, s) = E X(t)X(s) can be represented as
R(t, s) = ∫ ℝ u(t,
y)u(s, y) dy, where u(t, y) is a Borel function which belongs to L
are the Fourier transforms of ϕ 0k (y) and ψ jk (y), respectively. Then
where ξ 0k , η jk are centered random variables such that
Corollary 3.4 ([15]). Suppose that a centered second-order stationary process X(t) has the spectral density f(y),
{ϕ 0k (x), ψ jk (x), k ∈ ℤ, j = 0, 1, . . .
} is a wavelet basis, g(y) = √f(y). Then X(t) can be represented as a mean
square convergent series (3.1) and
where the random variables ξ 0k , η jk from (3.1) are such that
Simulation with given accuracy and reliability in L p ([0, T])
By a stationary process, we will always mean a wide-sense stationary process below.
Definition 4.1. Suppose that a stationary random process X = {X(t), t ∈ ℝ} satisfies the conditions of Corollary 3.4. We call the following process a model of X(t):
where ξ 0k , η jk are the random variables from expansion (3.1), a 0k (t) and b jk (t) are calculated using formulae (3.2) and (
Numerical characteristics which describe the rate of approximation of a process by its model are accuracy and reliability.
Definition 4.2. We say that a modelX (t) approximates a process X(t) with given reliability 1 − δ (0 < δ < 1) and
Simulation of Y(t) = (X(t))
s
IfX (t) is a model for a process X(t), then a natural model for a process Y(t) = F(X(t)) is a "plug-in" model Y(t) = F(X (t)).
Therefore, we will useŶ (t) = (X (t)) s as a model for Y(t) = (X(t)) s . 
, and let the modelX (t) of X(t) be defined by (4.1). SetŶ (t) = (X (t)) s . If
3)
then the modelŶ (t) approximates the process Y(t) with given accuracy ε and reliability 1 − δ in L p ([0, T]).

Proof. Denote ∆X(t) = X(t) −X (t), ∆Y(t) = Y(t) −Ŷ (t),
According to [14, Lemma 4 .1], the following inequalities hold under the conditions of the theorem: 
We will need the following inequality (see [24] ): if ξ is a sub-Gaussian random variable, then
Let us estimate E‖∆Y‖ 2 p . Using the Lyapunov inequality, we have
Applying the Cauchy-Schwarz inequality, we obtain
It follows from (4.8) that
Since
(an application of the power mean inequality), we have
But, using (4.8) and the Cauchy-Schwarz inequality, we obtain
where
(we used the inequality σ(X (t)) < σ(X(t))). It follows from (4.8) that
Using (4.9)-(4.12), we have
Applying the Markov inequality, we get
So the theorem is proved.
Example 4.4.
A stationary centered Gaussian process X = {X(t), t ∈ ℝ} with spectral density f(y) = 1 (1+y 2n ) 2 , n ≥ 2, and an arbitrary Daubechies wavelet satisfy the conditions of Theorem 4.3.
Simulation of Z(t) = X 1 (t)X 2 (t)
Let us now consider a stochastic process Z(t) which can be represented as Z(t) = X 1 (t)X 2 (t), where X 1 (t) and X 2 (t) are independent stationary strictly sub-Gaussian stochastic processes which have spectral densities f 1 (y) and f 2 (y), correspondingly. Let ϕ 1 , ψ 1 and ϕ 2 , ψ 2 be two pairs of a f -wavelet and the corresponding m-wavelet.
According to Corollary 3.4, the processes X 1 (t) and X 2 (t) can be expanded as
where a (s)
jl are uncorrelated,
We will consider a "plug-in" modelẐ (t) =X 1 (t)X 2 (t) (4.15) for the process Z(t), whereX 1 (t) andX 2 (t) are models of type (4.1) for X 1 (t) and X 2 (t) correspondingly, i.e., 
Denote, for s = 1, 2, 
then the modelẐ (t) defined by (4.15) approximates the process Z(t) with given accuracy ε and reliability
Let us estimate E‖X 1 X 2 −X 1X 2 ‖ p . Applying (4.8), the Cauchy-Schwarz inequality and the power mean inequality, we get E|X 1 (t)X 2 (t) −X 1 (t)X 2 (t)| p ≤ 2 p−1 (E|X 2 (t)(X 1 (t) −X 1 (t))| p + E|X 1 (t)(X 2 (t) −X 2 (t))| p ) and, using the Markov inequality, we obtain P{‖Z −Ẑ ‖ p > ε} ≤ δ.
Example 4.6. Let us consider a process Z(t) = X 1 (t)X 2 (t), where X 1 (t) and X 2 (t) are independent centered stationary Gaussian stochastic processes which have spectral densities f 1 (y) = 1 (1 + y 2 ) 2n , n ≥ 2,
correspondingly. Let us take as ϕ 1 , ϕ 2 and ψ 1 , ψ 2 , correspondingly, two Daubechies f -wavelets and mwavelets of any order. These two pairs of a process and the corresponding wavelet satisfy the conditions of the theorem.
