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RESUMEN 
Los modelos de redes neuronales artificiales se están aplicando con gran éxito 
en la solución de una amplia variedad de problemas complejos, tales como, el 
reconocimiento de formas y de voz, el control de robot, el filtrado de señales, etc. A 
pesar de esto, existen una serie de problemas no resueltos en el aprendizaje de las 
redes neuronales que limitan, en cierto modo, una mayor aplicación de este tipo de 
metodología. En este trabajo de investigación se tratan tres de los problemas 
fundamentales en el aprendizaje de redes neuronales artificiales de propagación hacia 
adelante: 1) Determinar la cantidad de neuronas en la capa oculta para que una red 
neuronal pueda clasificar un conjunto de patrones, 2) Obtener un algoritmo de 
entrenamiento, con menor cantidad de operaciones de punto flotante que las 
diferentes variantes del algoritmo de retropropagación del error y 3) Desarrollar un 
algoritmo de entrenamiento para redes neuronales clasificadoras de memoria entera. 
Para dar solución al primer problema, a partir del análisis de los espacios de 
patrones y de pesos, se diseñó un algoritmo que determina la cantidad de neuronas en 
la capa oculta para clasificar un conjunto no contradictorio de patrones en dos clases. 
Este algoritmo determina, en cada iteración, un hiperplano que separa la mayor 
cantidad de patrones de una misma clase. 
Para resolver el segundo problema, se diseñó un algoritmo para entrenar una red 
con funciones continuas de activación con un número de operaciones muy inferior al 
de las diferentes variantes del algoritmo de retropropagación del error. Este algoritmo 
toma como memoria inicial, la que se obtuvo de la red del problema anterior y es 
aplicable al filtrado de señales, donde el objetivo es minimizar una función de error 
cuadrático. 
Por último, se estudia el problema de entrenamiento de una red neuronal de 
memoria entera para clasificar un conjunto de patrones en dos clases. Aquí, utilizando 
los procedimientos se desarrollaron para el diseño de la red, se obtienen diferentes 
hiperplanos separadores y después de realizar un proceso de discretización de los 
coeficientes, se selecciona el hiperplano que separa la mayor cantidad de patrones de 
una misma clase. La importancia de este algoritmo de entrenamiento está en que las 
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Debido a la complejidad de los problemas actuales de la ciencia y la técnica se 
están desarrollando de forma acelerada nuevos modelos matemáticos y métodos de 
las ciencias de la computación que se basan en el comportamiento de sistemas 
biológicos. Estos métodos son capaces de manejar incertidumbres que aparecen 
cuando nos enfrentamos a problemas reales y además pueden ofrecer soluciones 
robustas y de fácil implementación. 
Los modelos de redes neuronales artificiales (RNA) están inspirados en el 
funcionamiento del cerebro humano y son capaces de dar solución a una extensa 
variedad de problemas complejos. Estos modelos están formados por una gran 
cantidad de unidades de procesamiento (neuronas), interconectadas entre sí y que 
operan masivamente en paralelo. 
Las ideas primarias sobre los modelos de RNA aparecen en 1936 en los 
estudios de A. Turing, que es el primero en estudiar el cerebro como una forma de ver 
el mundo de la computación, aunque los primeros teóricos de la computación 
neuronal son considerados W. McCulloch y W. Pitts, quienes en 1943 desarrollan 
una teoría sobre la forma de trabajar de las neuronas y modelan una red neuronal 
simple mediante circuitos eléctricos [107]. 
Los sucesos de mayor importancia en los primeros años de desarrollo de la 
teoría de las RNA se pueden resumir en los siguientes [104]: 
• En 1958 F. Rosenblatt introduce un nuevo enfoque al problema de reconocimiento 
de patrones en sus trabajos sobre el Perceptrón, que es considerada como la red 
neuronal más antigua. 
• En 1960 B. Widrow y M. Hoff introducen el algoritmo de los mínimos cuadrados 
y lo usan para formular Adaline, que es la primera red neuronal aplicada a un 
problema real. La diferencia fundamental entre el Perceptrón y Adaline radica en 
el procedimiento de aprendizaje. 
• En 1967 S. Grossberg desarrolla una red neuronal, denominada Avalancha, que es 
utilizada para resolver actividades tales como reconocimiento continuo del habla y 
aprendizaje del movimiento de los brazos de un robot. 
Esta primera etapa de desarrollo se caracteriza fundamentalmente por ver a las 
redes neuronales como unos modelos matemáticos "maravillosos" con los que se 
podía resolver una gran cantidad de problemas difíciles. 
Por estos años comienzan a aparecer algunos problemas, tales como el 
problema de clasificación para el "or-exclusivo" y el problema de asignación de 
crédito, que no podían ser resueltos por los modelos existentes de RNA. Esto conlleva 
a la realización de un análisis más profundo sobre el funcionamiento de estos 
modelos, surgiendo así una serie de críticas que culminan en 1969 cuando M. 
Minsky y S. Papert [76] publican el libro "Percep t ronsdonde ofrecen un análisis 
matemático detallado del Perceptrón, criticándolo fuertemente y considerando que la 
extensión a perceptrones multicapa era completamente estéril. 
A partir de la aparición de este libro disminuye considerablemente la 
producción científica sobre redes neuronales, la mayoría de los investigadores se 
orientan hacia la Inteligencia Artificial y solo continúa trabajando en el tema un 
pequeño grupo, que por lo general elude utilizar el término de red neuronal. 
En 1982 aparecen dos trabajos científicos que hacen resurgir el interés por las 
redes neuronales. 
J. Hopfield [32] presenta un trabajo en el que describe con claridad y rigor 
matemático una red que es una variación del asociador lineal. Además, mostró cómo 
pueden trabajar tales redes y qué se puede hacer con ellas. 
T. Kohonen [51] publica un artículo sobre un modelo de red neuronal con 
capacidad de formar mapas de características de manera similar a como ocurre en el 
cerebro humano, basándose en el principio de formación de mapas topológicos para 
establecer características comunes entre la información de entrada a la red. Una 
explicación más detallada sobre este trabajo puede encontrarse en la referencia [50]. 
A pesar de que estos trabajos no son sobre redes neuronales de propagación 
hacia adelante, sí permiten que se vuelva a retomar este tipo de modelo, comenzando 
así una nueva etapa de desarrollo de la Teoría de Redes Neuronales Artificiales. 
Desde los primeros años de desarrollo se había notado, que si un problema no 
podía ser resuelto por una red neuronal de propagación hacia adelante, entonces era 
necesario agregar capas de neuronas ocultas, pero no se tenía fundamentación teórica 
sobre esto y además no existían algoritmos de entrenamiento. 
En ese momento, los problemas fundamentales a los que se enfrentan los 
investigadores son: 
1. Diseñar algoritmos de entrenamiento para redes multicapas. 
2. Determinar la cantidad de capas ocultas de neuronas en la red. 
3. Determinar la cantidad de neuronas en cada capa oculta. 
El primero de estos problemas es resuelto en 1986, cuando aparece publicado 
un artículo por Rumelhart, Hinton y Williams [82], donde reportan un algoritmo de 
aprendizaje para redes multicapas, conocido como retropropagación del error 
(backpropagatioñ). Además también fue obtenido de forma independiente por otros 
dos investigadores al mismo tiempo, Parker [80] y LeCun [67]. 
Es necesario señalar [103] que en 1974 Werbos, en su tesis doctoral realizada 
en la Universidad de Harvard, describe este algoritmo para modelos de redes más 
generales, donde las redes neuronales pueden ser consideradas como un caso 
particular. Desafortunadamente este trabajo de Werbos fue desconocido para la 
comunidad científica por más de una década. 
El primero en dar una solución al segundo problema es Cybenko, quien 
demostró rigurosamente que una sola capa de neuronas ocultas es suficiente para 
poder aproximar cualquier función continua soportada sobre un hipercubo unitario. 
Este resultado se conoce en el entorno de las RNA como el Teorema de 
Aproximación Universal y fue publicado, por primera vez en 1988, como un reporte 
técnico de la Universidad de Illinois y un año después en la referencia [15]. 
En 1989 son reportado otros dos trabajos sobre las capacidades de 
aproximación de las redes de propagación hacia adelante: Funahashi [25] y Hornik, 
Stinchcombe y White [33]. 
El teorema de aproximación universal es un teorema de existencia y es 
considerado como el resultado teórico de mayor importancia para este tipo de redes. 
No obstante, este teorema deja abiertos dos problemas de gran importancia para 
la implementación de sistemas de RNA de propagación hacia adelante : 
1. Cantidad de neuronas en la capa oculta 
2. Acotamiento de los pesos de la red. 
En el problema de mantener la propiedad de aproximador universal con una 
cantidad de neuronas limitada y pesos acotados se está trabajando actualmente en 
diferentes institutos de investigación a nivel mundial y aunque se han obtenido 
algunos resultados particulares [ 3,21,35,38,39,55,59,60,61,95], el problema general 
aún no está resuelto. 
En 1992 se reportan dos resultados que garantizan que la superficie de error no 
presente mínimos locales. Estos resultados representan condiciones suficientes para 
que el algoritmo de entrenamiento sea convergente. 
El primero es presentado por X. Yu [105] y plantea que son suficientes T - \ 
neuronas en la capa oculta, pero este valor resulta demasiado grande en la solución 
de problemas prácticos, por lo que esto representa una cota superior para el número 
de neuronas en la capa oculta. 
El otro resultado es dado por Gori y Tesi [27], pero las condiciones que 
plantean son muy difíciles de verificar en la práctica. Otra forma de abordar este 
problema ha sido mediante algoritmos constructivos [10,11,12,23,71,80], pero solo se 
pueden aplicar a redes con funciones discretas de activación. 
Para determinar el número de neuronas en la capa oculta, aún se sigue 
utilizando un procedimiento de ensayo y error [44,29], es decir, se construye una red 
de gran dimensión y se van eliminando neuronas de la capa oculta mientras se 
mantenga la convergencia del algoritmo de entrenamiento, o bien se construye una 
red pequeña y se le van agregando neuronas hasta que se alcance la convergencia. 
En el problema del acotamiento de los pesos de la red también se esta 
trabajando actualmente y se han obtenido algunos resultados teóricos 
[35,38,53,59,62,97], pero los mayores esfuerzos están orientados hacia redes con 
memoria discreta y en particular las que utilizan memoria entera 
[22,46,71,72,77,84,86], 
Cuando la memoria de la red está formada por valores enteros pequeños, estos 
modelos resultan muy atractivos, ya que sus diferentes formas de implementación son 
sumamente económicas. 
El caso ideal es cuando los pesos toman solamente valores del conjunto 
{ -1 , 0, l}, que son las llamadas redes libres de multiplicación [47], ya que para 
calcular la entrada neta a cada neurona, no es necesario realizar operaciones de 
multiplicación, solo sumas y restas. Además, en este caso los pesos de la red pueden 
ser almacenados mediante cadenas binarias de longitud 2. 
Otro caso de gran interés es cuando los pesos están restringidos a tomar valores 
enteros del intervalo [ - 3 ; 3], ya que se requieren solo de 3 bits para su 
almacenamiento y además proporcionan mayor diversificación para los hiperplanos 
separadores [48]. 
En estos dos tipos de redes los principales resultados han sido obtenidos por 
Khan [46] en su tesis doctoral presentada en 1996. 
Otro problema que ha llamado la atención de los investigadores en RNA es que 
el algoritmo de retropropagación del error resulta demasiado costoso, desde el punto 
de vista computacional, a pesar de todas las mejoras implementadas por diferentes 
autores [14,19,27,28,31,40,81,88,99,106]. 
El resultado más significativo en este sentido fue reportado por M. Biancini y 
M. Gori [7] en 1996. Ellos reducen el cálculo del gradiente del orden C{M2.T) al 
orden , donde M es el total de pesos de la red y T es la cantidad de patrones 
en el conjunto de aprendizaje. 
1.2 Justificación del trabajo de investigación. 
Debido a sus fundamentos, los modelos de RNA presentan varias características 
semejantes a las del cerebro. Esos modelos son capaces de aprender de la experiencia, 
de generalizar de casos anteriores a casos nuevos, de extraer características esenciales 
a partir de datos que contienen información irrelevante, etc. Esto hace que ofrezcan 
numerosas ventajas, por lo que este tipo de metodología se está aplicando en 
múltiples áreas. 
A pesar de que los modelos de RNA se están aplicando con gran éxito en la 
solución de problemas reales de alta complejidad, todavía existen una serie de 
problemas teóricos y prácticos no resueltos. 
Los tres problemas fundamentales en el aprendizaje de redes neuronales de 
propagación hacia adelante son: 
1. Diseño de la red neuronal. 
2. Desarrollo de algoritmos eficientes de entrenamiento desde el punto de vista 
computacional. 
3. Diseño y entrenamiento de redes neuronales de memoria entera. 
El problema del diseño de la red neuronal consiste en determinar la cantidad de 
neuronas en la capa oculta para que el algoritmo de entrenamiento sea convergente, 
ya que la cantidad de neuronas en las capas de entrada y de salida es fija para cada 
problema particular. 
En el caso de redes neuronales para la clasificación, este problema está 
estrechamente relacionado con el problema de determinar el mayor subconjunto 
linealmente separable de un conjunto de entrenamiento, el cual es de la clase NP-
completo [90]. 
El segundo problema está relacionado con las deficiencias del algoritmo de 
retropropagación del error [17,18,3052,54,65,66,69,83,94], las cuales son : 
• La arquitectura de la red neuronal es determinada por ensayo y error. 
• Alto número de operaciones, tanto en su fase hacia adelante en el cálculo de 
las salidas, como en su fase hacia atrás en la modificación de los parámetros 
de la red. 
• La cantidad de ciclos de entrenamiento depende de la memoria inicial, la 
cual se selecciona de forma aleatoria. 
La importancia del problema de diseño y entrenamiento de redes neuronales de 
memoria entera se debe al bajo costo de producción de este tipo de tecnología. Tanto 
el problema de diseño, como el de entrenamiento de la red cuando la memoria es 
entera están catalogados como NP-completos [46]. 
A partir del análisis de estos problemas definimos la orientación de nuestro 
trabajo de investigación hacia el desarrollo de métodos y algoritmos de entrenamiento 
para modelos de RNA de propagación hacia adelante que determinen la cantidad de 
neuronas en la capa oculta, que sean eficientes computacionalmente y que obtengan 
una memoria con valores enteros pequeños. 
1.3 Objetivos de la investigación. 
Del análisis de los problemas fundamentales existentes en el aprendizaje de 
redes neuronales para la clasificación, planteamos los siguientes objetivos de 
investigación. 
1. Desarrollar un algoritmo para determinar la cantidad de neuronas en la 
capa oculta de una red neuronal de propagación hacia adelante. 
2. Diseñar una nueva forma de entrenar una red con menor número de 
operaciones que la mejor variante del algoritmo de aprendizaje existente 
(backpropagation). 
3. Diseñar un método de entrenamiento para redes neuronales de propagación 
hacia adelante con memoria entera. 
1.4 Metodología de investigación. 
Para llevar a cabo el trabajo de investigación se propuso la siguiente 
metodología a seguir: 
1. Investigación bibliográfica sobre los problemas del aprendizaje en redes 
neuronales de propagación hacia adelante. 
2. Análisis de los problemas de clasificación de patrones, de separabilidad 
lineal y de transformación de conjuntos de patrones en conjuntos linealmente 
separables. Esto permitirá desarrollar un método que determine el número de 
neuronas en la capa oculta de redes neuronales de propagación hacia 
adelante. 
3. Análisis del problema de aproximación de funciones y su aplicación en el 
aprendizaje en redes neuronales de propagación hacia adelante. 
4. Estudio de los fundamentos teóricos y análisis riguroso del problema de 
aprendizaje en redes neuronales de propagación hacia adelante, así como de 
su algoritmo de entrenamiento. Esto permitirá proponer un método más 
eficiente en relación con la cantidad de operaciones a realizar en el proceso 
de aprendizaje. 
5. Análisis de la propiedad de aproximación universal en redes neuronales con 
memoria entera y de métodos de programación entera para diseñar un 
algoritmo de entrenamiento para redes con memoria entera. 
6. Conclusiones de la investigación y recomendaciones para futuros trabajos en 
esta línea de investigación. 
1.5 Estructura de la tesis. 
El trabajo de tesis está compuesto por 6 capítulos. El capítulo 2 es de marco 
teórico y se da una descripción de los conceptos, métodos y algoritmos que se 
referencian en este trabajo de tesis. 
En el capítulo 3 se estudia el problema de diseño de redes neuronales para la 
clasificación. Aquí, a partir del estudio del problema de clasificación y 
reconocimiento de patrones y del análisis de la estructura de los espacios de patrones 
y de pesos, se desarrolla un algoritmo para determinar la cantidad de neuronas en la 
capa oculta. 
En el capítulo 4 se analiza el problema de la eficiencia del algoritmo de 
entrenamiento y se propone una nueva forma de entrenar redes neuronales para la 
clasificación que toma como memoria inicial la que se obtuvo de la solución del 
problema de diseño de la red. El funcionamiento de este algoritmo se basa en explotar 
las propiedades de las funciones continuas de activación. Con esta nueva forma de 
entrenamiento se logra reducir significativamente la cantidad de operaciones del 
proceso de aprendizaje de la red, así como la cantidad de parámetros a modificar. 
Además, la memoria inicial no se toma de forma aleatoria. 
El capítulo 5 está dedicado a los problemas de diseño y entrenamiento de redes 
neuronales de memoria entera para la clasificación. En este capítulo los pesos de la 
red estás restringidos a tomar valores enteros del intervalo [-3, 3] y los métodos 
propuestos son modificaciones de los algoritmos desarrollados en los capítulos 3 y 4. 
El capítulo 6 es el de conclusiones y recomendaciones. Aquí se resaltan los 
principales logros y limitaciones de los resultados obtenidos en este trabajo de 
investigación, así como se dan una serie de recomendaciones para trabajos futuros, en 




Uno de los principales objetivos y preocupaciones de los científicos a lo largo 
de la historia ha sido conseguir diseñar y construir máquinas capaces de realizar 
procesos con cierta inteligencia. De los intentos realizados en este sentido se han 
llegado a definir las líneas fundamentales para la obtención de máquinas inteligentes. 
A pesar de disponer de herramientas y lenguajes de programación diseñados 
expresamente para el desarrollo de máquinas inteligentes, existe un problema de 
fondo que limita enormemente los resultados que se puedan obtener y es que estas 
máquinas se implementan sobre procesadores basados en una filosofía de 
funcionamiento, que se apoya en una descripción secuencial del proceso de 
tratamiento de la información. El desarrollo de estos procesadores no deja de seguir la 
línea de que, una máquina puramente mecánica es capaz de realizar tareas mecánicas, 
de forma increíblemente rápida, pero es incapaz de obtener resultados aceptables 
cuando se trata de tareas sencillas para un ser humano como reconocimiento de 
formas, de voz, etc. 
El desarrollo de la lógica formal permitió contar con una notación precisa para 
representar aseveraciones relacionadas con todo lo que existe en el mundo, así como 
sus relaciones mutuas. 
Para crear sistemas inteligentes, la Inteligencia Artificial se esfuerza por 
elaborar programas que puedan describir un problema en notación lógica y 
encontrarle solución. 
Actuar racionalmente implica actuar de manera que se logren los objetivos 
deseados, con base en cierto supuesto. Un agente es algo que es capaz de percibir y 
actuar. De acuerdo con este enfoque, la Inteligencia Artificial se considera como el 
estudio y construcción de agentes racionales. 
Un agente es todo aquello que puede considerarse que percibe su ambiente 
mediante sensores y que responde o actúa en tal ambiente por medio de efectores. El 
objetivo fundamental es diseñar y construir agentes racionales, es decir, agentes que 
logren un buen desempeño en su ambiente. 
Uno de los objetivos fundamentales de los Sistemas de Redes Neuronales 
Artificiales es también el diseño y construcción de agentes racionales, pero lo hacen 
de una forma completamente diferente. Las redes neuronales se pueden enmarcar 
dentro de las denominadas redes de autoproceso, que están formadas por nodos 
procesadores de información de cuyas interacciones locales depende el 
comportamiento global del sistema. 
2.2 Neuronas biológicas y sus modelos artificiales. 
La teoría y la modelación de redes neuronales artificiales está inspirada en la 
estructura y funcionamiento del sistema nervioso. 
La neurona o célula nerviosa es la unidad funcional básica de los tejidos del 
sistema nervioso, incluido el cerebro. Las neuronas están formadas por el cuerpo de 
célula o soma, donde se aloja el núcleo de la célula. Del cuerpo de la célula salen 
ramificaciones conocidas como dendritas, y sale también una más larga denominada 
axón. Como se muestra en la figura 1. 
Figura 1 : Partes de la neurona. 
Las dendritas se ramifican tejiendo una tupida red alrededor de la célula, 
mientras que el axón tiene una longitud, por lo general, de 1 cm (100 veces el 
diámetro del cuerpo de la célula) y en casos extremos llega a medir hasta un metro. 
Finalmente, el axón también se ramifica en filamentos, mediante los cuales establece 
conexión con las dendritas y cuerpos de otras células. Esta unión o conexión se le 
conoce como sinopsis. 
Cada neurona establece sinapsis con una cantidad variable de otras neuronas, 
que oscila desde una docena hasta ciento de miles. 
Las señales se propagan de neurona a neurona mediante una complicada 
reacción electroquímica. Las sinapsis liberan sustancias químicas transmisoras y 
entran a la dendrita con la cual se eleva o se reduce el potencial eléctrico del cuerpo 
de la célula. Una vez que el potencial eléctrico rebasa cierto valor de umbral, se envía 
al axón un impulso eléctrico o potencial de acción. El impulso se difunde a través de 
las ramas del axón y finalmente llega a la sinapsis y libera transmisores en los cuerpos 
de otras células. 
Las sinapsis que aumentan el potencial se conocen como excitadoras, y las que 
lo disminuyen se denominan inhibidoras. La característica más importante de las 
conexiones sinápticas es que muestran plasticidad, es decir, alteraciones a largo plazo 
de la intensidad de las conexiones como respuesta al patrón de estimulación. Las 
neuronas establecen nuevas conexiones con otras neuronas, y en ocasiones con grupos 
completos de neuronas capaces de migrar de un sitio a otro. 
Se considera que los mecanismos anteriores constituyen el fundamento del 
aprendizaje en el cerebro. 
Este modelo del sistema nervioso parte de que las neuronas se comunican entre 
sí por medio de impulsos eléctricos y que forman una red neuronal que tiene una 
estructura compleja de interconexiones. La entrada a la red proviene de receptores 
sensitivos que están en contacto con el mundo exterior. Estos sensores envían 
estímulos en forma de impulsos eléctricos que llevan la información a la red de 
neuronas. Como resultado del procesamiento de la información en el sistema nervioso 
central, los efectores controlan y dan respuesta en forma de diversas acciones. 
De esta forma este sistema está formado por los receptores, la red neuronal y los 
efectores en el control del organismo y sus acciones, como se muestra en la figura 2. 
Estímulos-
Figura 2: Flujo de información en el sistema nervioso. 
Las redes neuronales artificiales son modelos que intentan reproducir el 
comportamiento del cerebro humano. Cada modelo neuronal consiste de un elemento 
de procesamiento con conexiones de entrada sinápticas y una salida simple. 
En la figura 3 se muestra un modelo general de un elemento de procesamiento 
(PE). La i-ésima señal de entrada que recibe este elemento de procesamiento se 
representa por xr El flujo de señal de una neurona de entrada es considerado 
unidireccional y esta indicado por el sentido de la flecha. Cada conexión tiene 
asociada una magnitud llamada peso o intensidad de conexión y se denota por w(. 
Cada PE determina un valor de entrada neta basándose en todas las conexiones 
de entrada. Por lo general, se calcula el valor de entrada neta mediante la suma 




donde ^ = •••,>*>„] es el vector de los pesos, y X = [x, es el 
vector de entradas. 
Nótese, además, que el umbral se puede considerar como un peso más para una 
señal de entrada igual a -1 y que por comodidad se asume que es igual a . 
Una vez que la entrada neta ha sido calculada, se puede calcular el valor de 
salida aplicando la función de activación o = f {net) 
o 
Figura 3 : Simbología para las neuronas artificiales 




.-I net - 1 \ + e' 
í 1, net > 0 
(2.2) 
(2.3) 
-1, net < 0 
Las funciones de activación (2.2) y (2.3) son conocidas como función continua 
bipolar (función sigmoide) y función binaria bipolar (función signo). Note que 
cuando A —>• ±oo, la función continua tiende a sgn(«eí). 
Otras funciones que también se usan como funciones de activación son 
= (2.4) 
f l , net > 0 
que se denominan función continua unipolar y función binaria unipolar 
respectivamente. 
La mayoría de los modelos neuronales emplean uno de estos tipos de funciones 
de activación 
Dada una capa de m neuronas, sus valores de salida o¡,o2,---,om se pueden 
agrupar en un vector de salida 
0 = [o,,o2,-,oJ (2.6) 
donde ol es la señal de salida de la neurona i. 
El dominio del vector O está definido en un espacio m-dimensional por 
( -1 , 1)"' o, e ( - l , l)}, i « 1 , 2 , - , i » 
para la función bipolar continua, o por 
(0, l)" = { O e J ? - f o f e(0, l)}, i = l , 2 , - , m 
para la función unipolar continua. Es evidente que el dominio del vector O, en este 
caso, es el interior de un cubo m-dimensional. 
Para valores de salida binarios o, , el dominio de O en el espacio m-
dimensional está dado por 
{ -1 , l}"' = {o &R"', o, e { - 1, 1}}, i = 1,2,-
para la función bipolar discreta, o por 
{0, 1}"' = {OeRm, ot e{0, l}}, f = l , 2 , - f m 
para la función unipolar discreta. 
En este caso el dominio del vector O está formado por los vértices de un 
cubo m-dimensional. 
2.3 Clasificación y Reconocimiento de Patrones. 
En la etapa de funcionamiento de redes neuronales, el proceso cálculo de una 
salida O para una entrada X dada, es conocido como recordar y el objetivo de esta 
fase es restaurar la información. Recordar corresponde a descifrar el contenido 
almacenado que puede haber sido introducido a la red previamente. 
El término de patrón es utilizado para referirse a los elementos del conjunto de 
entradas que se le presentan a la red en la etapa de entrenamiento. Más aún, un patrón 
debe ser una descripción cuantitativa de un objeto, evento o fenómeno. 
Supongamos que un conjunto de patrones puede ser almacenado en la red. 
Existen diferentes formas de asociación entre la entrada y la salida, como se muestra 
en la figura 4. 
Autoasociación : A la red se le presenta una entrada y ella responde con miembro del 
conjunto almacenado que más se parece a esta entrada. Este proceso generalmente es 
usado para reconstruir una determinada información de entrada que se presenta 
incompleta o distorsionada. 
Heteroasociación: es cuando la red almacena parejas de datos 
(aí, 5,); [a2, B2); • • •; (An, de forma tal que cuando se presente una entrada ella la 
asocia al patrón almacenado mas parecido A¡ y responde con la salida 
correspondiente 5 , . 
Clasificación : Es cuando el conjunto de patrones de entrada es dividido en clases o 
categorías. En este caso al presentar una entrada, la red debe dar como respuesta a qué 
clase pertenece. Generalmente las clases son expresadas por vectores de salida de 
valores discretos y se usan funciones de activación binarias. 
Reconocimiento : En este caso también el conjunto de patrones de entrada es dividido 
en clases o categorías, pero la nueva entrada que se le presenta a la red no es 
exactamente igual a ningún miembro del conjunto de patrones de entrada, por lo que 
la red lo asocia a una clase donde se encuentre el patrón que más se le asemeje. 
Auto asociación 
IZ =t> 
Heteroas o ciación 
=t> • D=i> 
A -
=t>Z7 
X - 8 
Clasificación 
A = i > 
Figura 4 : Tipos de asociación. 
Reconocimiento 
x = t > 
La principal función de un sistema de clasificación es decidir a qué clase 
pertenece la entrada que se presente. Conceptualmente, el problema puede se descrito 
como una transformación de conjuntos o funciones desde el espacio de entrada al 
espacio de salida, que es llamado espacio de clasificación. 
El objetivo de la clasificación de patrones es asignar un objeto físico, evento o 
fenómeno a una de las clases o categorías preestablecidas. El problema de 
clasificación de patrones puede ser considerado como uno de discriminación de datos 
de entrada dentro de una población de objetos, mediante la búsqueda de atributos 
invariantes entre los miembros de la población. 
El estudio extensivo de procesos de clasificación ha conducido al desarrollo de 
modelos matemáticos abstractos que proporcionan las bases para el diseño de 
clasificadores [8,24,68,92,98]. 
En la figura 5 se muestra un diagrama de bloques para sistemas de 
reconocimiento y clasificación. 
Los sistemas de clasificación contienen un traductor de entradas que provee al 
extractor de características de patrones de entrada. Generalmente, las entradas al 
extractor de características son conjuntos de vectores de datos que pertenecen a cierta 
categoría. El extractor de características reduce la dimensión de los datos, por lo que 
el espacio de características es de menor dimensión que el espacio de patrones. El 
vector de características contiene solamente las características esenciales del vector de 















Figura 5 : Diagrama de bloques para sistemas de reconocimiento y clasificación. 
La entrada es representada como un vector X y la clasificación a la salida del 
sistema es obtenida por un clasificador implementado por una función de decisión 
/0(X) que puede tomar uno de los valores discretos 1,2,...,R , donde la respuesta 
representa la categoría a la cual puede ser asignado el patrón, como se muestra en la 
figura 6. Es decir 
i 0 = i 0 ( X ) (2.7) 
donde X = [xl,x2,---,xn] 
X Clasificador Clases 
Figura 6 : Esquema de un clasificador multicategoría. 
La función de clasificación (de decisión) de la ecuación (2.7) representa una 
transformación o aplicación de un vector n-dimensional X a una de las categorías 
hW-
La clasificación también puede ser descrita convencionalmente en forma 
geométrica. Un patrón puede ser representado por un punto en un espacio euclidiano 
n-dimensional R" , denominado espacio de patrones. Los puntos en este espacio 
corresponden a los elementos del conjunto de patrones que son vectores n-
dimensionales. Un clasificador de patrones aplica conjuntos de puntos del espacio 
R" en el espacio de uno de los números i0(X) = 1, 2, --, R como describe la 
función de decisión (2.7). 
Las regiones denotadas por Cy son llamadas regiones de decisión y las 
fronteras que separan una región de las otras se denominan superficies de decisión. En 
un espacio R" las superficies de decisión son hipersuperficies de n-1 dimensiones. 
Durante la etapa de clasificación, para determinar la pertenencia a una 
categoría, el clasificador necesita basarse en la comparación de los cálculos para el 
patrón de en t radaXde R funciones de discriminación (X), g2(X)1-- •, g f i(A r). Las 
funciones de discriminación toman valores escalares y un patrón pertenece a la i-
ésima categoría si y solo si se cumple que 
gÁX)>gj(X), V / J = 1 , 2 , - , J ? ; i * j (2.8) 
Esto significa que dentro de la región Cj la i-ésima función de discriminación 
toma el mayor valor. Esta propiedad de la función de discriminación g,{X) de tomar 
el valor máximo para un patrón que pertenezca a la clase i es fundamental y es usado 
para seleccionar formas específicas de las funciones gt {X). 
Las funciones de discriminación g,(X) y g,(X) para regiones de decisión 
contiguas C¡ y Cj definen las superficies de decisión entre patrones de las clases i y j 
en el espacio R " . 
El diagrama de bloques para un clasificador básico lo podemos adoptar como el 
que se muestra en la figura 7. 
Para un patrón dado el i-ésimo discriminador calcula el valor de la función 
Qu e s e denomina simplemente discriminante. El selector del máximo 
implementa la condición (2.8) y selecciona la mayor de todas las entradas 
produciendo una respuesta igual al número de categoría i0 (A"). 
1 
2 








Figura 7: Diagrama de bloque de un clasificador básico 
En el caso que R = 2, el clasificador es denominado dicotomizador y en este 
caso la condición (2.8) puede ser reducida a la inspección del signo de la siguiente 
función de discriminación 
g(X) = g,(X)-g2(X) (2.9) 
Por lo que aquí la regla general (2.9) puede ser reescrita como 
g W > 0 , si X e C, 
g(X)< 0, s iX €C2 y } 
La evaluación de esta condición es más fácil de implementar en la práctica que 
la condición del máximo. Para construir un dicotomizador simple puede ser usada una 
unidad lógica de umbral (TLU) simple como la que se muestra en la figura 8. 
TLU 
Figura 8 : Dicotomizador. 
Una TLU puede ser considerada como una versión binaria de una neurona, el la 
cual los pesos son introducidos como en un perceptrón binario. Las respuestas 1, -1 
de la TLU pueden ser interpretadas como indicaciones de las categorías 1 y 2 
respectivamente. La TLU simple implementa la función signo definida como 
El diseño de clasificadores se puede basar por completo en el cálculo de las 
fronteras de decisión que se derivan de los patrones y de su pertenencia a determinada 
clase. 
Un clasificador eficiente, que tenga un diagrama de bloques como el que se 
mostró en la figura 7, puede ser descrito, en general, por funciones de discriminación 
que dependan de forma no lineal de las entradas xi,x1,- ••,xn. Pero, el uso de 
funciones de discriminación no lineales puede ser eludido mediante el diseño de 
clasificadores de propagación hacia adelante que sean multicapas. 
En el caso de la clasificación lineal, la superficie de decisión es un hiperplano. 
En la figura 9 se muestra una función discriminante lineal en el caso bidimensional. 
• Clase 1 
• Clase 2 
Figura 9 : Ilustración de una función discriminante lineal bidimensional. 
La forma lineal de las funciones discriminantes también puede ser usada para la 
clasificación en más de dos categorías. En el caso de R categorías separables dos a 
dos existen a lo sumo R(R-\)/2 hiperplanos de decisión. Para un número de categorías 
elevado, algunas de las regiones de decisión C¡ , Cy pueden no ser contiguas, por lo 
que se eliminan los hiperplanos de decisión. 
El diagrama de bloques para un clasificador lineal se muestra en la figura 10 
que se puede ver como un caso especial del diagrama de la figura 7. 
Wii 
Figura 10 : Clasificador lineal. 
El clasificador lineal está compuesta por R nodos de cálculo de producto escalar 
y un selector de máximo. Durante la clasificación, se calculan R funciones 
discriminantes g,(X) para el patrón de entrada A*-, estos valores se dan como entrada 
al selector del máximo que da como resultado el número de clase para el cual el 
determinante tuvo mayor valor. 
Para introducir la noción de patrones linealmente separables, se asume que el 
conjunto de patrones X se puede dividir en los subconjuntos X,, X2,..., XR 
respectivamente. Si un clasificador lineal puede clasificar los patrones de X/ como 
pertenecientes a la clase para / = 1, 2,•••, R, entonces el conjunto de patrones X 
es linealmente separable. 
Usando las propiedades de las funciones discriminantes lineales, la 
separabilidad lineal se puede formular más formalmente. Si existen R funciones 
lineales de X tales que 
g,(X)>gj(X), VXeXr.iJ = l2,-,R; 
entonces los conjuntos de patrones X/ son linealmente separables. 
2.4 Aprendizaje en redes neuronales de propagación hacia adelante. 
2.4.1 Aprendizaje para clasificadores lineales. 
Cuando se analiza el problema de clasificación de patrones, resulta interesante 
el estudio de aquellos clasificadores, que sus capacidades de decisión son generadas 
por patrones de entrenamiento mediante aprendizaje, entrenamiento o algoritmos 
iterativos. 
La clasificación de un dato es aprendida gradualmente mediante la inspección 
repetida y clasificación de ejemplos. 
Cuando el tipo de función discriminante ha sido seleccionado, el algoritmo de 
aprendizaje da como resultado la solución para los coeficiente, inicialmente 
desconocidos, de la función discriminante, que se obtiene a partir del conjunto de 
patrones de entrenamiento. 
Para el estudio de clasificadores entrenables (adaptativos) se asume que : 
1) El conjunto de patrones de entrenamiento es conocido, así como la 
clasificación de todos sus elementos, por lo que el entrenamiento es 
supervisado. 
2) Las funciones discriminantes tienen una forma lineal y solo sus coeficientes 
son ajustados en el proceso de entrenamiento. 
Bajo estas suposiciones, un clasificador entrenable puede ser implementado por 
el aprendizaje mediante ejemplos. El interés, por lo tanto, está enfocado hacia 
vectores de datos de entrada para los cuales se conoce su clasificación correcta, y a 
los que se denominan prototipos de clase. 
El problema de clasificación consistirá entonces en determinar las superficies de 
decisión en un espacio n-dimensional a partir de la correcta clasificación de los 
prototipos y que permita con un grado de confianza realizar correctamente el 
reconocimiento y la clasificación de patrones desconocidos que no hayan sido usados 
en el entrenamiento. La única limitación que se tiene para que los patrones 
desconocidos sean reconocidos es que tengan el mismo formato que se usó en los 
patrones de entrenamiento. 
2.4.2 Aprendizaje como aproximación. 
En general, el aprendizaje es un cambio permanente y relativo en el 
comportamiento basado en la experiencia. En redes neuronales, el aprendizaje es un 
proceso más directo y se puede entender como una relación causa-efecto que puede 
ser vista como una relación que transforma las entradas en las salidas para un 
conjunto de ejemplos de pares entrada-salida. 
Una fundamentación clásica a este problema proviene de la Teoría de 
Aproximación. Esta teoría consiste en aproximar una función continua multivariable 
h(X) por otra función H(W, X), donde X = [x{,x2,---,xn^ es el vector de las entradas 
y W = [w,, w2, • • •, wH ]' es el vector de los parámetros (pesos). En este sentido a las 
redes neuronales se les puede ver como un sistema que puede aprender la 
aproximación de relaciones. 
Con este enfoque, el aprendizaje consiste en hallar el vector W que de la mejor 
aproximación posible de h(X) para un conjunto de ejemplos de entrenamiento X. La 
selección de la función H{W, X) para representar a h(X) es conocido como un 
problema de representación. Una vez que haya sido seleccionada H(W, X) , el 
algoritmo de aprendizaje de la red es aplicado para encontrar los parámetros óptimos 
W*. 
Una formulación más precisa del problema de aprendizaje puede ser establecida 
como los cálculos que involucran a W* de forma tal que 
p[H(W+,X),/J(^)]<P[H(W,X),/J(X)] 
donde p[H{ W, X), h{Xj\ es una función distancia y representa una medida cualitativa 
de aproximación entre H(W, X) y h{X). Cuando el ajuste se determina sobre la base 
del cuadrado de las diferencias para un conjunto de ejemplos de entrenamiento X, 
entonces la distancia tiene la forma de la suma de los errores cuadrados. 
2.4.3 Regla general de aprendizaje en redes de propagación hacia adelante. 
Una neurona es considerada como un elemento adaptativo. Sus pesos son 
modificables en dependencia de la señal de entrada que recibe, de su valor de salida y 
de la respuesta del supervisor. En el caso del aprendizaje no supervisado la 
modificación de los pesos se basa solamente en la señal de entrada y/o en los valores 
de salida. 
En el proceso de aprendizaje se modifican las componentes w¡j, que están sobre 
las conexiones de la /-ésima entrada con la /-ésima neurona de cada vector de pesos 
W¡. En general las entradas pueden ser las salidas de otras neuronas o entradas 
externas. 
En la figura 11 se muestra el entrenamiento de una neurona. 
Figura 11: Esquema del aprendizaje supervisado en una neurona. 
Para el estudio de redes neuronales se toma la siguiente regla general de 
aprendizaje : 
" El vector de pesos Wi = [ wn, w¡2, • • •, wm ] se incrementa en proporción al producto 
de la entrada X y de la señal de aprendizaje r ". 
Esta señal de aprendizaje es en general una función de Wi, de X y en algunos 
casos de la señal del supervisor d\. 
r=r(fVtyX,ydi) 
El incremento del vector de pesos W¡ es producido por el paso de aprendizaje 
en el instante de tiempo t de acuerdo a la regla de aprendizaje 
AW i{t) = c r[Wt(/),X(t),d,(í)] X(t) (2.11) 
donde c es un número positivo denominado constante de aprendizaje y determina la 
velocidad del aprendizaje. 
De (2.11) se tiene que 
W,{t + \) = Wt ( 0 + c r{w, (t), X{t\d, (í)] X{t) 
Para sistemas discretos en el tiempo se utilizan superíndices para especificar el 
paso de aprendizaje, es decir, para el ¿-ésimo paso se tiene 
W™ =W,k + cr\wik>xk,d*\xk 
por lo que el aprendizaje toma la forma de una secuencia discreta de modificaciones 
de los pesos. 
2.4.4 Reglas clásicas de aprendizaje en redes de propagación hacia adelante. 
Las reglas de aprendizaje más comunes [2,5,29,107] para las redes neuronales 
de propagación hacia adelante son: 
• Regla de aprendizaje del perceptrón. 
El análisis del diseño de clasificadores de patrones está basado en el cálculo de 
las superficies de decisión a partir de los prototipos o grupos de patrones muéstrales. 
Los coeficientes de las funciones discriminantes lineales son los componentes del 
vector de pesos y pueden ser determinados a partir de la información que se tiene del 
conjunto de patrones sobre la pertenencia de sus elemento a clases o categorías. 
Los vectores de patrones de muéstrales X,, X2, • • •, XT forman una secuencia de 
entrenamiento y se les presentan al clasificador conjuntamente con la respuesta de 
salida correcta. El clasificador modifica los parámetros mediante un aprendizaje 
iterativo supervisado. 
El aprendizaje del clasificador se basa en la experiencia lograda por la 
comparación de la respuesta correcta con la respuesta obtenida y su estructura 
usualmente es ajustada después de cada respuesta incorrecta. El ajuste se realiza sobre 
la base del valor del error generado. 
El dicotomizador consta de n+1 pesos y de una TLU como elemento de 
decisión binaria. La entrada a este TLU es la suma ponderada de los componentes del 
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Figura 12 : Dicotomizador lineal con TLU. 
Al presentarle al dicotomizador un patrón, la información sobre el error puede 
ser usada para adaptar los pesos. 
Por lo que puede verse que esto es lo mismo que la regla de aprendizaje para el 
perceptrón discreto. 
Para esta regla la señal de aprendizaje es la diferencia entre la salida deseada y 
la salida obtenida de la neurona al aplicarle una entrada X. Además, aquí el 
aprendizaje es supervisado. Ver figura 13. 
En este caso la señal de aprendizaje tiene la forma 
r = d,~ o, 
donde ot = sgn(^ ' • X) y d¡ es la respuesta deseada. 
c 
Figura 13 : Aprendizaje en un perceptrón discreto. 
El ajuste de los pesos en esta regla de aprendizaje se realiza mediante la 
expresión 
Esta regla es aplicable solo para neuronas de respuesta binaria y las relaciones 
(2.12) expresan la regla para el caso bipolar binario. Bajo esta regla los pesos son 
ajustados solo en caso que oi sea incorrecta. Obviamente, como la respuesta deseada 
es 1 ó -1, el ajuste de los pesos se reduce a 
A W, = +2cX 
donde el signo "+•" es aplicable cuando át = 1 y o¡ = -1 y el signo "-" cuando 
• Regla delta de aprendizaje. 
Esta regla es aplicable solamente para las funciones de activación continuas 
bipolar y unipolar definidas anteriormente y para un aprendizaje supervisado. En esta 
regla la señal de aprendizaje se denomina delta y está definida por : 
A W, =c[d,~ sgn(^ ' X)] X 
y cada elemento del vector de pesos se ajusta por 
(2.12) 
< / , = - ! y o, = l . 
r=[dl-f(Wi'X)]fÌJVl'x) 





Figura 14 : Aprendizaje en un Perceptrón continuo. 
El término/'(fV/x) es la derivada de la función de activación, calculada 
net = W¡X. 
Esta regla de aprendizaje puede ser obtenida directamente de la condición del 
error mínimo cuadrático entre di y o¡. 
Calculando el vector gradiente respecto a Wt del error cuadrático definido por 
E = \{dt-otf 
o a su expresión equivalente 
obtenemos el vector gradiente del error. 
VE = -[di-o]fÍw;x)x (213) 
Los componentes del vector gradiente serán 
dE 
dw t j 
= -[d¡-oi]f'{w;x) Xj 
Como se requiere la minimización del error cuadrático, para realizar el cambio 
de los pesos, se toma la dirección negativa del gradiente, es decir, 
A W, = - r ]V£ (2.14) 
donde r\ es una constante positiva. 
Entonces de (2.13) y (2.14) se obtiene 
ówi=r{d,-0t]f'(w;x)x (2.15) 
y para cada componente del vector de pesos 
A % = i{d,-0,]fiw;x)xj J = \X-,n 
Aplicando a este caso la formula general de aprendizaje definida por (2.11) se 
tiene que el ajuste de los pesos se realiza mediante 
tiwi=<{d,-0l\r(w!x)x 
y comparándola con la expresión (2.15) se ve que son idénticas ya que c y r\ son 
constantes arbitrarias. 
Para el entrenamiento de este tipo de redes es necesario inicializar el vector de 
los pesos. 
Esta regla requiere del cálculo de f'{net) en cada paso. Para este propósito se 
usa el resultado que f'{net) = ^-(l - o,2) , que es válido para la función de activación 
continua bipolar. 
Este resultado es de gran utilidad ya que expresa la pendiente de la función de 
activación en términos de la señal de salida de la neurona. 
Como este método está basado en el movimiento del vector de pesos sobre la 
superficie de los pesos en la dirección negativa del gradiente de error, requiere de 
pequeños valores de c, el cual es seleccionado de forma empírica y ajustado en el 
proceso de aprendizaje. 
• Regla de aprendizaje del perceptrón discreto multicategoría. 
Para poder entrenar un clasificador multicategoría es necesario asumir que cada 
clase es linealmente separable respecto a las restantes clases, esto es equivalente a que 
existan R funciones discriminantes lineales tales que 
8i{X)>gj{X), e X ¿ : i,j =1, 2,---, R ; i * j 
Por comodidad, el umbral de la z'-ésima neurona es denotado por win+i y es 
agregado a los vectores de pesos, también a los patrones de entrada se le agrega una 
componente x, /I+1 =—1, obteniéndose los vectores ampliados 
En el perceptrón discreto multicategoría, el selector del máximo puede ser 
sustituido por R unidades lógicas de umbral, que son más fáciles de implementar. En 
la figura 15 se muestra la estructura de un perceptrón discreto multicategoría. 
Wn 
Figural5 : Estructura de un perceptrón discreto multicategoría. 
En este caso la salida deseada correspondiente al patrón X¡ será un vector 
d, = [dn,d¡2,--- ,d,R]' , donde las componentes dtj cumplen que 
f 1, s iX, eCkJ = k 
# { - 1 , siX, eCk,j*k 
En esta regla de entrenamiento, el objetivo es que el vector de salida de la red 
= \.°¡\' °/2'""' ] ' para cada patrón de entrenamiento Xl, coincida con el vector 
de salida deseada correspondiente, por tanto, la red se considera entrenada si se 
cumple que 
í 1, si Xf e CkJ = k 
^ " [ - I , siX, e Q j * * ' 
lo que significa que d, - o, = [0,0, • • •, o]' e R * . 
Aquí, el problema de aprendizaje puede ser formulado como: 
Dado un el conjunto de entrenamiento | ( x , ,di ),(X2 ,d2),-••,(xr,£/r)j, donde 
X,. = (x,, ,xl2 e R " , i = \,- -,T representan a los patrones de entrenamiento y 
di = {dn,dl2,---,diR), i = \,- -,T es el vector de salida deseada correspondiente al 
patrón X, , siendo 
[ 1, si X; *CkJ = k 
* 1 - 1 , siX, eCkJ*k ' 
determinar una matriz de pesos 
w = 
wu Wl2 W¡n w,^, 
r R 1 / \ 
de forma tal que E = = °> 
,=i /-i 
donde oit = sgn(net^) , i = \, --,T;j = 
Si el patrón está mal clasificado, la modificación de los pesos se realiza según la 
expresión 
• Regla de aprendizaje del perceptrón continuo multicategoría. 
Este tipo de redes difiere del caso discreto en que utiliza funciones continuas de 
activación, por lo que las componentes del vector de salida, en el caso de la función 





Figura 16 : Estructura de un perceptrón continuo multicategoría. 
Aquí, la función de error tiene la misma forma que en el caso discreto, es decir 
»=1 j-1 
pero o„ = - zjzr-l , i = \,~-,T;j = \,~-,R , en el caso bipolar y 
l + e 
1 
o,. = 
l + e' 
, i = 1, • • •, T; j = 1, • • •, R , en el caso unipolar. 
En esta regla de aprendizaje, los pesos se modifican según el método del 
descenso acelerado, después que se le presenta un patrón a la red. 
Aquí, el problema de aprendizaje puede ser formulado como: 
Dado un el conjunto de entrenamiento | (x i ,£/1) , (x2 , í /2) , - -- J(x j . , r f7 . ) | , donde 
X; = ,•••,*,„) e R" , i = representan a los patrones de entrenamiento y 
d¡ = {dnidl2,---,díR}, i = {,•••,T es el vector de salida deseada correspondiente al 
patrón X¡ , siendo 
1, si X, eCk,j = k 
d,J 1-1 , s iX, eCk,j*k ' 
determinar una matriz de pesos 
w = 
WU W{2 ->Wiu W,„+J 
W2) ™22 •••W2n W2,,+l 
r R 2 1 t 
de forma tal que E = - £ £ I dtj - ) < Emax, z /=i j=i 
donde o,, = - - 1 , / = !,•••, T;j = l , y Emax es el error de 
aproximación. 
Los componente de la matriz de pesos se modifica según la expresión 
dE 
QWy 
Como los pesos se modifican al presentar a la red cada patrón, entonces la 
r j R 2 
función de error puede ser escrita como E = ^JEI , donde £, = — ^ (dtj - o:/ J es el 
error asociado al patrón X¡. 
En este caso los pesos se modifican según la expresión 
A W ^ c ^ - O ^ W J Y ^ 
donde 
• Regla de aprendizaje para redes multicapas. 
Cuando el conjunto de patrones no es linealmente separable, una red neuronal 
con una sola capa de neuronas no es capaz de realizar correctamente la tarea de 
clasificación. En estos casos son necesarias superficies de decisión no lineales para 
separar el conjunto de patrones, por lo que se implementan redes con capas de 
neuronas ocultas. 
En la figura 17 se muestra una red neuronal multicapa con dos capas ocultas 
de neuronas. 
Figura 17 : Red Neuronal con dos capas ocultas. 
Hasta el momento no se ha encontrado ninguna generalización de la regla de 
aprendizaje del perceptrón para redes multicapas, solo existen algunos algoritmos 
constructivos de aprendizaje que van agregando neuronas durante el proceso de 
entrenamiento, que están basados en la regla de aprendizaje del perceptrón discreto o 
en alguna de sus modificaciones. 
Para el entrenamiento de redes multicapas de propagación hacia adelante se 
utiliza un algoritmo, conocido como el algoritmo de retropropagación del error 
(backpropagation) y es una generalización de la regla delta de aprendizaje. 
El algoritmo de retropropagación del error es un algoritmo iterativo, basado en 
la técnica del descenso acelerado y su objetivo de entrenamiento consiste en 
minimizar determinada función de error. 
Supongamos que se tiene un conjunto de aprendizaje no contradictorio de la 
forma { ( A r p d J , ( * 2 , d 2 ) r - ^ r , d r ) } , 
donde X¡ = (xn,x-2,---,xl/l)' eR", (i = \,...,T) representan los de patrones de 
entrenamiento y d/ e RL es la salida deseada correspondiente al patrón X¡ , siendo 
además 
| 1, si Xj e Ck,j = k 
* siX, eC„J*k 
Para analizar el funcionamiento del algoritmo de retropropagación del error en 
el entrenamiento de una red con Z.-1 capas de neuronas ocultas {L> 2 ) , se 
introducen las siguientes notaciones: 
• n{l) a la cantidad de neuronas en la capa 1, (0 < / < £ ) . 
• y'j a la salida de la neurona j en la capa / para el vector X¡. 
• w'kj al peso de la conexión entre la neurona k de la capa / y la neurona j de la 
capa 1 - 1 
• net'y a la entrada a la neurona j en la capa /, (1 < / < I )para el vector X,. 
• e}J al error generado por el vector X¡ en la neurona j de la capa de salida. 
Según la notación utilizada, entonces 
n(0) = n 
y ¡ = x U 9 t / = l,•••,«(())) 
o _ 
y¡M0)*i ~ 1 
Cada iteración del algoritmo consta de dos faces, una hacia adelante y otra hacia 
atrás. 
En la fase hacia adelante se le presenta a la red un patrón y esta calcula la salida 
y el error correspondientes. 
En esta primera fase se calcula sucesivamente para / = 
»(i). 
^ X k ) 
n{!-\) 
neí'ü = 0 = 1 , « ( / - D + 1 ;y = i , - - , « (0 ) *=i 
= f (net'j) , donde / es la función de activación continua bipolar. 
Al llegar a la capa de salida se determina el error asociado al patrón Xi como 
,
Z » 
donde etJ = dy - y¡; 
La función del error total de un ciclo de entrenamiento se puede expresar como 
el cuadrado de la norma euclidiana de la diferencia entre la salida deseada y la salida 
calculada por la red, es decir, 
T T n(L) 2 
; = 1 M >1 
En la segunda fase el error es propagado hacia atrás, a través de la red y los 
pesos son modificados según la dirección negativa del gradiente de la función de 
error. 




y los pesos se modifican según la regla delta generalizada 
A m í = ^y'i1 
La presentación completa del conjunto de entrenamiento es conocida como 
ciclo de entrenamiento y el algoritmo termina cuando al concluir un ciclo de 
entrenamiento, el error total del ciclo es menor que un error prefijado con antelación. 
2.4.5 Algoritmos constructivos de aprendizaje. 
Para el entrenamiento de redes multicapas, el algoritmo de aprendizaje utilizado 
tradicionalmente es el algoritmo de retropropagación del error. Este algoritmo 
presenta la desventaja de que presupone conocida la arquitectura de la red, es decir, el 
número de capas y la cantidad de neuronas por capas. 
Los algoritmos constructivos de aprendizaje [10,11,79,100,102] son 
procedimientos que se usan para diseñar y entrenar redes neuronales multicapas para 
la clasificación. Estos algoritmos obtienen redes neuronales de arquitectura sub-
optimal en el sentido del número de neuronas en las capas ocultas. 
En la mayoría de estos algoritmos, el entrenamiento está basado en alguna 
variante de la regla de aprendizaje del perceptrón discreto y su funcionamiento 
consiste en ir agregando neuronas a la red hasta que se logre que la igualdad a cero de 
la función de error para todos los patrones del conjunto de entrenamiento. 
Es conocido que cuando el conjunto de patrones no es linealmente separable, es 
imposible realizar la clasificación correcta del conjunto de entrenamiento sin agregar 
capas de neuronas ocultas. 
El principio general de funcionamiento de los algoritmos constructivos de 
aprendizaje es determinar, en cada iteración del algoritmo, un vector de pesos y un 
valor de umbral que proporcione el valor mínimo de la función de error, el cual es 
igual a cero si el conjunto de entrenamiento es linealmente separable. 
Entre los algoritmos constructivos, los más eficientes son [10,11]: 
• Algoritmo de bolsa con mecanismo de reten ( Pocket algorithm with ratchet 
modification). 
• Algoritmo del perceptrón térmico ( Thermal perceptrón algorithm ). 
• Procedimiento de corrección baricéntrica ( Barycentric correction procedure ). 
Esta comprobado [90] que el problema de determinar el mayor subconjunto 
linealmente separable de un conjunto de entrenamiento es NP-completo. De aquí que 
todos estos algoritmos constructivos son procedimientos heurísticos que en cada 
iteración tratan de determinar, con una complejidad polinomial, el mayor 
subconjunto linealmente separable. 
El algoritmo de bolsa con mecanismo de reten utiliza la regla del perceptrón 
para la modificación de los pesos y guarda en un vector el vector de pesos que 
proporciona el menor valor de la función de error. En cada iteración se compara el 
valor de la función de error para el vector de pesos W calculado con el valor para 
p^ockei y si este valor es menor, se reemplaza Wpockeí por W. Está comprobado [26] 
que este algoritmo converge al menor valor de la función de error. 
El algoritmo del perceptrón térmico es utilizado para controlar la modificación 
de los pesos durante el proceso de entrenamiento. En el algoritmo clásico de 
entrenamiento del perceptrón, cuando el conjunto de patrones no es linealmente 
separable, pueden ocurrir cambios bruscos en los pesos, que producen fluctuaciones 
severas en la función de error y entorpecen el proceso de clasificación. 
Para estabilizar el proceso de aprendizaje se introduce el siguiente factor 
amortiguador en la ecuación de modificación de los pesos 
El valor de Q se le da un valor de Q0 al comienzo del entrenamiento y 
gradualmente se aproxima a cero a medida que progresa el aprendizaje. 
Este factor amortiguador introducido en la regla de modificación de los pesos 
no permite cambios bruscos en los pesos al final del entrenamiento. 
El procedimiento de corrección baricéntrica es un algoritmo eficiente para 
entrenar una unidad lógica de umbral. En este procedimiento los patrones son 
separados en dos subconjuntos S+ y S~. El baricentro de cada subconjunto se define 
como la media ponderada de los patrones multiplicados por su correspondiente 
coeficiente de peso. El vector de pesos W = (w, ,w2, • • •, w,,) es determinado como la 
diferencia entre los baricentros de los dos subconjunto de patrones y el valor de 
umbral w„+1 es seleccionado de forma tal que minimice la función de error. 
Inicialmente a cada patrón se le asocia un coeficiente de peso igual 1. 
Si el conjunto de patrones es linealmente separable, este procedimiento 
determina, de forma mas eficiente que los dos algoritmos anteriores, el hiperplano 
que separa al conjunto de patrones en las dos clases o categorías. 
2.5 Teorema de Aproximación Universal. 
Después de encontrar un algoritmo de entrenamiento para redes multicapas, el 
problema fundamental que enfrentaron los investigadores en redes neuronales fue 
determinar la menor cantidad de capas de neuronas ocultas para que este algoritmo 
fuera convergente. 
En 1989 se da solución a este problema mediante la demostración de un 
teorema que es conocido como el Teorema de Aproximación Universal. Este teorema 
está considerado como el resultado teórico de mayor importancia para redes 
neuronales de propagación hacia adelante y fue reportado en tres trabajos diferentes: 
Cybenko [15], Funahashi [25] y Hornik, Stinchcombe y White [33]. 
El teorema puede ser formulado como: 
Teorema: Sea cp(.) una función continua, monótona creciente y acotada. Denotemos 
por I„ el hipercubo unitario n-dimensional [0, l]" y por C(l„) el espacio de las 
funciones continuas sobre I„. Entonces, dados una función / e C ( l „ ) y un e > 0, 
existen un entero m y conjuntos de constantes reales a ( , 9 , y , donde 
/ = 1, • • •, m ; j = 1, • • •, n tales que se puede definir 
El teorema de aproximación universal es un teorema de existencia y establece 
que una sola capa oculta es suficiente para que una red neuronal multicapa calcule 
una aproximación uniforme para un conjunto de entrenamiento dado, representado 
La demostración de este teorema está fundamentada en el teorema de 
aproximación por superposición de Kolmogorov. En el entorno de las redes 
neuronales, estos dos resultados han sido ampliamente discutidos y analizados por 
como una aproximación de la función / , que cumple 
por el conjunto de entradas ( ) y una salida deseada / (x , , . . . , x„ ) . 
diferentes autores [34,36,37,41,42,43,45,56,57,58,74,75,85,96], además, han sido 
aplicados a redes neuronales con otros tipos de funciones de activación [20,31,78]. 
El teorema de aproximación universal no impone ninguna restricción sobre la 
cantidad neuronas en la capa oculta ni sobre la magnitud de los valores de los pesos 
de la red. De aquí que deja abiertos los problemas de si se mantiene la propiedad de 
aproximación universal, si se imponen restricciones a la cantidad de neuronas en la 
capa oculta y/o a los pesos de la red. 
2.6 Conclusiones. 
En este capítulo se da una breve introducción a la teoría de las redes neuronales 
para la clasificación. 
El objetivo de este capítulo es describir y explicar los conceptos, métodos y 
procedimientos que, a nuestro juicio, son necesarios para una mejor comprensión de 
este trabajo de tesis. 
Comenzamos con la explicación de la teoría del funcionamiento del cerebro en 
que se fundamentan los modelos de redes neuronales artificiales y de como esta teoría 
es simplificada para conformar los modelos artificiales. 
Luego tratamos el problema de clasificación de patrones y como este puede ser 
abordado mediante los modelos de redes neuronales de propagación hacia adelante. 
Más adelante, tratamos el problema del aprendizaje de las redes neuronales de 
propagación hacia adelante, describiendo las diferentes reglas clásicas de aprendizaje, 
así como los algoritmos constructivos de aprendizaje de mayor eficiencia 
computacional, reportados en la literatura. 
Al final del capítulo incluimos el teorema de aproximación universal, debido a 
su importancia dentro de la teoría de las redes neuronales de propagación hacia 
adelante, ya que garantiza la existencia de la solución del problema de entrenamiento. 
CAPITULO 3 
DISEÑO DE REDES NEURONALES 
DE PROPAGACION HACIA 
ADELANTE PARA LA 
CLASIFICACION 
3.1 Introducción. 
Uno de los problemas fundamentales en las aplicaciones de los modelos de 
redes neuronales multicapas de propagación hacia adelante es el problema del diseño 
de la red, es decir, la cantidad de neuronas en cada capa. 
La cantidad de neuronas en las capas de entrada y de salida está determinada 
por la naturaleza del problema a resolver, por lo que el problema de diseño de la red 
se reduce a determinar cuántas neuronas deben tener las capas ocultas. 
El teorema de aproximación universal [15,25,33] garantiza que una sola capa 
oculta es suficiente para que los modelos de redes neuronales de propagación hacia 
adelante puedan aproximar uniformemente cualquier función continua soportada 
sobre un hipercubo unitario, pero deja abierto el problema de la cantidad de neuronas 
necesarias en esta capa oculta para que se alcance esta propiedad. 
Este teorema, también es aplicable a redes neuronales con funciones discretas 
de activación en las neuronas, que se utilizan para la clasificación y/o reconocimiento 
de patrones [7,27,105]. 
En otros trabajos posteriores [27,105] aplicados al problema de clasificación de 
patrones, se demuestra que con ( r - l ) neuronas en la capa oculta, donde T es la 
cardinalidad del conjunto de entrenamiento, la superficie de error no presenta 
mínimos locales, por lo que el algoritmo de aprendizaje es convergente. Pero en la 
práctica este valor (T - 1 ) resulta demasiado grande y además, en la resolución de 
diferentes problemas prácticos, se ha comprobado que el algoritmo de entrenamiento 
es convergente con menor número de neuronas en la capa oculta. 
Los métodos más usuales, que aparecen en la literatura para determinar la 
cantidad de neuronas en la capa oculta, son los llamados procedimientos de 
depuración y crecimiento [29,44], que operan por ensayo y error. Esto conlleva a que 
el proceso de entrenamiento de la red sea muy costoso computacionalmente. 
En los procedimientos de depuración se construye una red de gran tamaño y se 
eliminan neuronas mientras se mantenga la convergencia y en los de crecimiento se 
construye una red pequeña y se agregan neuronas hasta que se alcance la 
convergencia del algoritmo de entrenamiento. Además, estos métodos utilizan como 
algoritmo de entrenamiento al algoritmo de retropropagación del error, el cual es 
criticado en la literatura por su alto costo computacional. 
Otra forma de abordar el problema en redes neuronales para la clasificación, ha 
sido mediante algoritmos constructivos [10,11,12,23,71,80,89,103]. Estos algoritmos 
tratan de encontrar el mayor subconjunto linealmente separable de un conjunto de 
entrenamiento dado y su funcionamiento se basa en diferentes modificaciones del 
algoritmo de aprendizaje del perceptrón discreto. 
En este capítulo se trata el problema de diseño de una red neuronal para la 
clasificación. Este problema se puede enunciar como: Determinar el número de 
neuronas en la capa oculta para que una red neuronal, con Junciones discretas de 
activación en las neuronas, clasifique correctamente a un conjunto de patrones de 
entrenamiento. 
3.2 Análisis del problema de clasificación. 
Analicemos el problema de clasificación de un conjunto de patrones en dos 
clases o categorías C, y C2. 
Denotemos por el conjunto de aprendizaje, 
donde Jf, = — e i ? " , ( /= l , . . . , r ) representan los patrones de 
entrenamiento y di es la salida deseada correspondiente al patrón X¡ , siendo además 
f 1, sUT, e C „ 
' ~ [ - 1 , siX, E C2 
Cuando un conjunto de patrones es linealmente separable, entonces existen un 
vector de pesos W = (w, ,w2 ,---,>vn) e R" y un valor de umbral w>„+] e R, tales que 
para cada patrón de entrenamiento X, se cumple que 
¿ ( ^ . w J - M ^ >0, a X , eC, 
7-1 
X ^ - . w J - w ^ , <0, siX¡ eC2 
J=] (3-1) 
Esto significa que existe un hiperplano de la forma X'. W - wn+] = 0 que separa 
el conjunto de patrones en las dos clases C, y C2. 
Si se multiplica cada una de las desigualdades en (3.1) por la salida deseada del 
patrón correspondiente, obtenemos una condición equivalente 
d\L(xrwj)-wn+\ \j=i y 
>0, / = !,•••,T (3.2) 
Cada una de estas desigualdades en (3.2) representa un semiespacio abierto en 
el espacio de pesos y si el conjunto de patrones es linealmente separable, este sistema 
de T desigualdades representa el interior de un cono poliédrico, que es a su vez, el 
conjunto de soluciones factibles de este sistema de desigualdades. 
En el caso en que el conjunto de patrones no sea linealmente separable, el 
conjunto de soluciones factibles de este sistema de desigualdades es vacío, lo que 
significa que para cualesquiera vector de pesos W y valor de umbral w,1+l, siempre 
existe un grupo de desigualdades en (3.2) que se incumplen. 
En este caso, se determinará un hiperplano X'.W- = 0 que separe 
correctamente la mayor cantidad de patrones, por lo que es necesario determinar un 
vector W y un umbral wn+l para los cuales se cumplan la mayor cantidad de 
desigualdades en (3.2). 
Este hiperplano divide el conjunto de patrones en dos subconjuntos, los cuales 
pueden contener patrones de las dos clases, por lo que para cada uno de estos 
subconjuntos se buscará un hiperplano que dé la mayor cantidad de patrones bien 
clasificados y se procederá así sucesivamente hasta que sean separados todos los 
patrones. 
En el principio de determinar el hiperplano que separe la mayor cantidad de 
patrones se basan todos los procedimientos de diseño de redes para la clasificación 
que aparecen reportados en la literatura. Estos procedimientos tienen la dificultad de 
no separar ningún patrón, cuando la menor cantidad de patrones mal clasificados 
coincide con todos los patrones de una misma clase. 
Para eliminar esa dificultad, desde el principio, buscará un hiperplano que 
clasificando correctamente todos los patrones de una misma clase, garantice la mayor 
cantidad de patrones bien clasificados de la otra clase. 
Para determinar este hiperplano, en el sistema de desigualdades (3.2) se 
introducen T variables auxiliares z, ,z2,---,zT, de la siguiente forma 
Si el conjunto de patrones es linealmente separable, entonces existen un vector 
En caso en que el conjunto de patrones no sea linealmente separable, en el 
sistema (3.2) existen desigualdades que se incumplen y por tanto, algunas de las 
variables auxiliares toman obligatoriamente valores menores o iguales que cero. 
(3.3) 
de pesos W = (w,, w2 ,"-,w„) y un valor de umbral wn+], para los cuales el vector de 
las variables auxiliares Z = (z,,z2,---,z7.) tiene todas sus componentes positivas. 
Con esta forma de introducir las variables auxiliares se logra una doble 
correspondencia entre patrón bien clasificado y variable auxiliar positiva. 
Ahora, el problema se ha transformado en determinar las soluciones 
(>v1,w2,---,>v,J,>i'H+pZ],z2,-",z7.) del sistema de ecuaciones (3.3) que contengan la 
mayor cantidad de valores positivos correspondientes a las variables auxiliares 
z,,z2,---,z7 y que entre las positivas, estén todas las que pertenecen a una misma 
clase. 
El sistema de ecuaciones (3.3) puede ser escrito como 
¿/ ¿ ( * r w y ) - w " + i = z< ' 0 = \j=i J 
(3.4) 
o en forma matricial, 
¿1*11 ¿1*12 • ••¿1*1« "¿1 1 0 • • 0 
¿2*21 d2x22 • "¿2*2H - ¿ 2 w2 
= 
0 1 • • 0 z2 
dTx¡2 • ¿7*7)i 0 0 • • 1 .zr_ 
teniendo por matriz asociada, la matriz 
¿ i* u ¿1*12 ' • ¿t*!,, 1 0 • • o" 
d2x2X ¿2*22 " •'¿2*2 „ ¿2 0 1 • • 0 
y* X y | í/^ Ar J'J * •d x T Tu — dT 0 0 • • 1 
Supóngase que el conjunto de entrenamiento contiene T} patrones de la clase 1 
y T-Ty patrones de la clase 2 , además que está ordenado de forma tal que primero 
se encuentran los T} patrones de la clase 1. 





= z„ / = !,-••,T (P3.1) 
2j>0, j = !,-••,7] 
m a x ^ sgn(z.) 
(P3.2) 
2y >0, / = 7; + !,-••,T 
Después de obtener un hiperplano separador, el conjunto de patrones se divide 
en dos subconjuntos. Si el conjunto de patrones no es linealmente separable, entonces 
uno de estos subconjuntos contiene patrones de las dos clases, por lo que a este 
subconjunto se le aplica de nuevo el procedimiento descrito. Este proceso continúa, 
hasta que se encuentre un subconjunto linealmente separable. 
Cada uno de estos hiperplanos separadores representa una neurona de la capa 
oculta de la red y las componentes del vector W y el valor de w,J+1, asociados a cada 
hiperplano, representan los pesos y el umbral respectivamente, entre la capa de 
entrada y cada neurona de la capa oculta de la red. 
3.3 Cota superior para el número de neuronas en la capa oculta. 
El procedimiento de separación de patrones que se propone, se basa en dividir 
el conjunto de patrones en dos subconjuntos de forma tal que: la intersección de sus 
envolturas convexas sea vacía, uno de estos subconjuntos contenga patrones de una 
sola clase y la cardinalidad del subconjunto que contiene patrones de una sola clase 
sea máxima. 
Esto permite determinar un hiperplano separador que divide al conjunto de 
patrones en dos subconjuntos, donde en uno de ellos solo hay patrones de una misma 
clase y además la cardinalidad de este subconjunto es máxima. 
En el proceso de separación de los patrones se obtiene un árbol como el que se 
muestra en la figura 18. 
Figura 18: Arbol asociado al proceso de división. 
El nodo raíz de este árbol representa al conjunto de patrones de entrenamiento y 
los restantes nodos representan los subconjuntos en que se va dividiendo este 
conjunto de patrones. Los nodos hojas del árbol representan los subconjuntos en que 
se divide al final el conjunto original de patrones y la cantidad de estos nodos hojas, 
disminuida en una unidad, representa la cantidad de hiperplanos que se utilizaron para 
separar el conjunto de patrones. 
En el peor de los casos, en cada división se logra separar un solo patrón y el 
último subconjunto a dividir estará formado por dos patrones de diferentes clases, 
siendo en este caso la cantidad de nodos hoja será igual a T y la cantidad de 
hiperplanos igual a í - 1 . Este último valor coincide con el valor conocido de la cota 
superior del número de neuronas en la capa oculta para que la superficie de error no 
presente mínimos locales. 
3.4 Algoritmo de solución. 
3.4.1 Transformación de los problemas planteados. 
Para facilitar la resolución de los problemas (P3.1) y (P3.2), se realiza un 
intercambio entre variables libres y variables dependientes del sistema, mediante un 
proceso de eliminación gaussiana, de forma tal que queden como variables 
dependientes las componentes del vector de pesos y el umbral. 
Nótese que el rango del sistema de ecuaciones homogéneas (3.3) es igual a T 
por lo que siempre tiene soluciones diferente de la solución trivial, además el sistema 
fundamental de soluciones consta de n + 1 soluciones. Esto significa que hay n +1 
variables libres y T variables dependientes. 
Si el rango de la matriz 
x = 




formada con los patrones ampliados, es igual a n +1, entonces se pueden 
intercambiar las variables que representan los pesos y el umbral con n +1 de las 
variables auxiliares, obteniendo una matriz de la siguiente estructura 
1 0 - 0 
01—0 
ó ó - i 
0 0 - 0 
0 0 - 0 
a, a 12 
a 21 a 22 
0 - 0 
0 - 0 
an+2.) an+2l2"'an+2,n+\ l'"0 
M
 a T , 2 0 - 1 
Si rank{^ JC^j = <n + \, entonces al realizar el proceso de intercambio entre 
variables libres y variables dependientes, solo nx de las componentes del vector 
W = (w,, w2, • • •, w„, wn+l) pasan a ser variables dependientes. 
En este caso la matriz del sistema (3.4) se transforma a una matriz, donde entre 
las columnas asociadas a las variables w,, w2, • • •, , wn+I, solo existen columnas 
formadas por vectores canónicos y las n +1 - « , columnas restantes contienen, en 
general, «, componentes distintas de cero. 
Por ejemplo, se obtiene una matriz de la siguiente estructura, aunque el orden 
de las columnas no es necesariamente el que se presenta. 
1 0 " 0 *1,«1+1 
0 1 " 0 *2,i|+l 
ÓÓ" 1 Xn¡ ,«1 + 1 
0 0 " 0 0 
0 0 " 0 0 
•1,1+1 




an a 12 
<*2\ a22 
1 Ci„ 7 
an,+1,1 an¡+1,2 






7 ) i , 0 - 1 
Como el objetivo es determinar un vector W = (u ,1,"w2)"-,w(!,w((+]) ^ 0 , que 
le correspondan valores no nulos de las variables auxiliares, entonces se les pueden 
asignarle valores iguales a cero a todas las componentes del vector W que quedaron 
como variables libres. Esto significa que existen n +1 - c o m p o n e n t e s en los 
patrones ampliados que no tienen influencia sobre la determinación del hiperplano 
separador y por tanto en este caso se puede reducir a la dimensión de los patrones 
ampliados. 
De todo esto se puede concluir que cuando rank{^XJ = n, < n + 1 , el vector W 
tiene n +1 - componentes iguales a cero y para tener uniformidad en el desarrollo 
del procedimiento, se realizará la asignación n -1. 
Supóngase ahora, por comodidad de notación, que las primeras n +1 variables 
auxiliares z, ,z2 , --,z„+1 son ahora las variables libres, entonces el sistema (3.4) se 
transforma en 
(3.5) 
2 > , z y ) + ^ = 0 , / = « + 2 , - , r 
La primera expresión en (3.5) proporciona las dependencias de los pesos y el 
umbral de las nuevas variables libres z,,z2 ,-",z„+1 . La segunda expresión en (3.5) 
proporcionan las relaciones de dependencia lineal entre las variables libres 
" ' ' V i Y las variables dependientes z„+2,2n+3,---,z r. 
De aquí al asignarle valores a las variables libres, de la primera expresión de 
(3.5) se pueden determinar los valores de los pesos y el umbral entre la capa de 
entrada y una neurona de la capa oculta, es decir, la ecuación de un hiperplano 
separador. 
Como el problema radica en determinar entre las soluciones del sistema (3.3), 
una que tenga la mayor cantidad de componentes positivos para las variables 
auxiliares, se trabajará con las últimas T - ( « + l) filas de la matriz asociada al 
sistema (3.5), es decir, con el sistema 
y se denominará matriz de dependencia lineal. 
Entonces los problemas (P3.1) y (P3.2) se transforman respectivamente en 
(3.6) 
La matriz de este sistema de ecuaciones tiene la forma 
«*+2,l an+7,2~'an+2*+\ i 0 ' " 0 
¿Wl 1 0 1 " 0 
(3-7) 
Ü T , 1 aT,2 ••• "T,n+\ 0 0 - - 1 
T 
max 
/ = 7 ¡ + l 
n+l 
(P3.3) 







•s .a X ) + = O , / = « + 2, - - , 7* (P3.4) 
>1 
z, >0, i = T]+l,-,T 
El principio de solución de estos problemas será: realizar movimientos en e! 
espacio de las variable auxiliares de forma tal que manteniendo con valores positivos 
los valores de las variables auxiliares correspondientes a una clase podamos aumentar 
el número de variables auxiliares positivas de la otra clase. 
Para lograr que todas las variables auxiliares correspondientes a una misma 
clase sean positivas, se realizará un intercambio entre variables libres y variables 
dependientes mediante transformaciones elementales en la matriz (3.7). 
El objetivo de este intercambio es obtener una columna, asociada a una variable 
libre , que tenga la mayor cantidad de elementos negativos, ya que al asignarle 
valores positivos a todas las variables libres, excepto a la variable libre 
correspondiente a esta columna, entonces existe un número positivo q , tal que si se 
le asigna a esta variable valores mayores que q , todas las variables dependientes con 
coeficiente negativo en esta columna toman valores positivos. 
Para tener un control sobre las variables libres y variables dependientes, se 
define un vector de índices U = (w(l),w(2),-",«(7^)), donde las primeras n +1 
componentes están asociadas a los subíndices de las variables libres y las restantes a 
los subíndices de las variables dependientes, además la posición de cada componente 
asociada a una variable dependiente, determina la fila que le corresponde a esta 
variable en la matriz de dependencia lineal según la siguiente regla: 
2u(ni2) fila 1 
' zh(«+3) fila 2 
zu( r ) -> filar-(H + l) 
Supóngase que se ha seleccionado la columna w(s), asociada a una variable 
libre zu( l ) , (1 < í < « +1), para aumentar en ella la cantidad de elementos negativos. 
Para realizar las transformaciones en la matriz de dependencia lineal se buscará, 
entre las otras columnas asociadas a las restantes variables libres, elementos pivotes 
que aumenten la cantidad de elementos negativos en la columna 
3.4.2 Análisis para la selección del elemento pivote. 
Supóngase que el elemento pivote lo se está buscando en una columna 
(r * s) y se denotará por akMr). 
Para la selección de los pivotes, es necesario analizar los cuatro casos 
siguientes : 
1- < 0 y ak*r)>Q 
2. a k M s ) > 0 y a k M f ) <0 
3- akAs) < 0 Y <*kM') < 0 
4- V ) > 0 y > 0 
Caso 1: akMs) < 0 y akMr) > 0 
Se mantienen con valores negativos : 
• El nuevo valor ak w(j). 
• Todos los nuevos valores at u(s) que cumplan a, H( t) < 0 y a, u(r) < 0. 






Se transforman a negativos : 
• Todos los nuevos valores o¡u(s) que cumplan a i u(() > 0, a, u(r) < 0 y 
< 
üku(r) 
Se mantienen positivos: 
• Todos los nuevos valores aiM¡) que cumplan u(s) > 0 y a, u(r) > 0 





Se transforman a positivos : 
• Todos los nuevos valores aiMs) que cumplan alu(s) < 0 , alMr) > 0 y 
a 
' U ( S ) 
a 
< 
'u(r) a ku(r) 
Caso 2: akMs) > 0 y akMr) < 0 
Se mantienen con valores negativos : 
• Todos los nuevos valores a¡ u(s) que cumplan a¡ u(i) < 0 y a¡ u(r) < 0. 






Se transforman a negativos : 
• El nuevo valor a . 




Se mantienen positivos : 
• Todos los nuevos valores aj u(s) que cumplan ai u(s) > 0 y aj u{r) > 0 
• Todos los nuevos valores a(l,(J) que cumplan a,„(j) > 0 , a i u ( r ) < 0 y 
a; 
' « ( • V ) 
a m(r) 
> 
a ku{ y) 
a ku(r) 
Se transforman a positivos : 





Caso 3: < 0 y a , ^ < 0 
Se mantienen con valores negativos : 
• Todos los nuevos valores a¡Ms) que cumplan al u(s) < 0 y a¡ u{r) > 0 . 
• Todos los nuevos valores atu{s) que cumplan a¡u(s) < 0 , a¡u{r) < 0 y 





Se transforman a negativos : 
• Todos los nuevos valores aiM¡i) que cumplan a ÍH( j ) > 0 , a t u ( r ) > 0 y 




Se mantienen positivos: 
• Todos los nuevos valores a, a(j) que cumplan a¡Ms) > 0 y a, u(r) < 0 





Se transforman a positivos : 
• El nuevo valor ak uls>. 




Caso 4: aku{s) > 0 y akAr) > 0 
Se mantienen con valores negativos : 
• Todos los nuevos valores a iu ( s ) que cumplan a / a(5) < 0 y a i u(r) > 0. 






Se transforman a negativos : 





Se mantienen positivos: 
• El nuevo valor a, 
Todos los nuevos valores a] u{sj que cumplan aj tí{s) > 0 y a, u(f) < 0 





Se transforman a positivos : 






Como se puede apreciar, cuando se utilizan pivotes de los casos 1 y 2, en la 
columna u{s) mantienen su signo todos aquellos elementos que tenían el signo igual 
al de su compañero en la columna u(r), por lo que solamente interesan las 
variaciones que sufran los elementos de la columna u(s) que tienen signo contrario al 
de su compañero en la columna del elemento pivote. 
Para los casos 3 y 4, ocurre lo contrario, es decir, se mantienen del mismo tipo 
en la columna , todos aquellos elementos que teman el signo contrario al de su 
compañero en la columna u(r) . Aquí interesan los cambios que sufran los elementos 
en la columna u(s), que tienen signo contrario al de su compañero en la columna 
3.4.3 Transformación de la matriz de dependencia lineal. 
Analicemos como resolver el problema (P3.3). El objetivo es transformar la 
matriz (3.7) de forma tal que se obtenga una columna, asociada a una variable libre 
correspondiente a la clase 1, que tenga la menor cantidad posible de coeficientes no 
negativos y además, que todos estos coeficientes estén en las filas de las variables 
dependientes correspondientes a patrones de la clase 2. 
Primero, se selecciona una columna u(s) de la matriz de dependencia lineal, 
asociada a una variable libre de la clase 1, que tenga la mayor cantidad de elementos 
negativos en las filas correspondientes a variables dependientes de la clase 1. 
Si en la columna u(s) existen elementos, asociados a las variables dependientes 
de la clase 1, con valores mayores o iguales a cero, significa que hay patrones mal 
clasificados de esta clase y por tanto, primero se debe transformar a negativos esos 
elementos, para luego tratar de aumentar la cantidad de patrones bien clasificados de 
la clase 2. 
De aquí que el procedimiento se divide en dos fases. En la primera fase se 
convierten a negativos todos los elementos de la columna u(s), asociados a variables 
dependientes de la clase 1 y en la segunda fase, manteniendo negativos estos 
elementos, se trata de aumentar la cantidad de negativos asociados a variables 
dependientes de la clase 2. 
Después de haber seleccionado la columna w(s), se determinan las cantidades 
de componentes mayores o iguales a cero correspondientes a las variables 
dependientes de ambas clases. Estos valores los denotamos por k} y k2 
respectivamente. 
Nótese que si k¡ y k2 son iguales a cero, el conjunto de patrones es linealmente 
separable. 
Si kx > 0 se realizan intercambios entre las variables libres y las dependientes 
de forma tal que este valor se convierta en cero. 
Analicemos primero el caso, cuando buscamos elementos pivotes de los tipos 1 
y 2 para convertir fc, en cero. Este algoritmo está desarrollado en el procedimiento 
3.1.1 del apéndice A. 
Como se vio anteriormente, aquí solo es necesario enfocarse hacia aquellos 
elementos que tengan el signo contrario al de su compañero en la columna u(s). 
Para facilitar este proceso, se determina un vector B con componentes 
b> = 
1, si al+II+lMr) >0 y < 0 
- 1 , si «í+„+ljü(r) < 0 y ai+„+lMs) > 0 
0, en caso contrario 
(í = l , - , r - n - l ) 
y para todo b¡ * 0, se calcula c( = 
ai+n*\Mr) 
Para que un pivote seleccionado aumente la cantidad de elementos negativos en 
la columna , asociados a variables de la clase 1, debe cumplirse que : 
• ck < c, , V; :b¡= 1 , «0' + « +1) ^ Tx (3-8) 
• 3j:ck >cJ , bj , uU + n + VíTi (3.9) 
Además, en el caso de pivotes del tipo 1, puede ser seleccionado un pivote 
asociado a una variable de la clase 1, si el valor de ck es un mínimo único entre los 
valores de ci de las restantes variables de esta clase, para las cuales b¡ ~ 1 . 
En el caso de pivotes del tipo 2, además, hay que analizar el caso, cuando se 
selecciona un pivote asociado a una variable de la clase 1, para el cual se cumple 
solamente la condición (3.8), ya que en este caso su compañero en la columna u(s) 
se transforma en negativo. 
De aquí se puede concluir que : 
1. Los pivotes del tipo 1 pueden ser : 
a) Ün elemento a k u ( r ) correspondiente a una variable dependiente de la clase 1, 
para el cual, el valor de ck es un mínimo único entre los restante valores de 
c, de las otras variables de esta clase, que tienen asociado un valor de b, = 1 . 
b) Un elemento ak u{r) correspondiente a una variable dependiente de la clase 2, 
para el cual, el valor de ck es menor que todos los valores de c, para las 
variables de la clase 1, que tienen asociado un valor de bi = 1 . 
2. Los pivotes del tipo 2 pueden ser : 
a) Un elemento ak,u(r) correspondiente a una variable dependiente de la clase 1, 
que cumpla solamente con la condición (3.8). 
b) Un elemento a k M r ) que cumpla con las dos condiciones. 
Analicemos ahora, el caso cuando se buscan elementos pivotes de los casos 3 y 
4. Aquí solo es necesario enfocarse hacia aquellos elementos que tengan el mismo 
signo que su compañero en la columna u(s). El algoritmo para este caso se encuentra 
desarrollado en el procedimiento 3.1.2 del apéndice A. 
En estos casos, se determina un vector B con componentes 
b, = 
1, si al+n+XMr) > 0 y ai+n+l¡u(í) > 0 
„<,) < o y ai+n+l A s ) < 0 
0, en caso contrario 
(i = \,-,T-n-1) 
y para todo b, * 0 , se calcula c, = 
ai+n* 1 ,»(.i) 
ai+n+!,«(>•) 
Para que el pivote seleccionado aumente la cantidad de elementos negativos en 
la columna u(s), asociados a variables de la clase 1, debe cumplirse que : 
• <c„ Vi:b, = - 1 , «0' + « + l )<7 ; (3.10) 
• 3j :ck > Cj , bj = \ , u ( j + n + \)<T] (3.11) 
Nótese además, que no puede ser seleccionado un pivote asociado a una 
variable de la clase 1 para el caso de pivotes del tipo 3. 
Entre los elementos candidatos a pivote se seleccionará aquel, para el cual se 
obtenga el mayor valor de /,, donde /, es la cantidad de elementos de la columna 
u(s), asociados a variables de la clase 1, que se transforman en negativos. 
Cuando ya se ha seleccionado el elemento pivote ak u(r), para realizar el 
intercambio entre una variable libre y una variable dependiente en la matriz de 
dependencia lineal, se divide la fila k por cik u{r) y se convierten en cero todos los 
restantes elementos de la columna u(r ). Además, se realiza un intercambio entre las 
componentes u{r) y u{k + n +1) del vector V y se actualiza el valor de k, - /,. 
Para el proceso de intercambiar variables se utiliza el procedimiento 3.3 del apéndice 
A. 
Todo este proceso se repite hasta que kx = 0 y está desarrollado en el 
procedimiento 3.4.1 del apéndice A. 
Cuando k] = 0, se pasa a verificar si se puede aumentar la cantidad de 
elementos negativos asociados a variables dependientes de la clase 2. 
Aquí, el objetivo es aumentar la cantidad de elementos negativos asociados a 
variables de la clase 2, teniendo como restricción que deben mantenerse negativos, 
los elementos asociados a variables de la clase 1. 
Esto lleva a que es necesario realizar algunas modificaciones a los 
procedimientos de búsqueda de los elementos pivotes. 
El principio de funcionamiento de estos procedimientos será buscar pivotes que 
mantengan bien clasificadas a las variables de la clase 1 y para las variables de la 
clase 2, sea positiva la diferencia entre la cantidad de elementos que se transforman a 
negativos y la cantidad de elementos que se transforman a positivos. 
Entre los elementos candidatos a pivote se seleccionará aquel, para el cual se 
obtenga el mayor valor de la diferencia / = /, - I 7 para variables asociadas a la clase 
2, donde /, es la cantidad de elementos de u(s) que se transforman a negativos y /2 
es la cantidad de elementos de u(s) que se transforman a positivos. 
En los pivotes de los casos 1 y 2, para garantizar que se mantengan negativos 
los elementos asociados a variables de la clase 1, primero se determina cmX = min\c^ 
entre los valores de i que cumplen u(i + n +1) < 7], b, = 1 . 
En estos casos los candidatos a pivote serán : 
amUn+lMr) ,si cml es un mínimo único. 
2- ai+n+] u(t) , sí c, <cm]. 
Nótese que, como la condición 2 solo se cumple para elementos asociados a 
variables de la clase 2 y que tengan el signo contrario al de su compañero en la 
columna u(s), se reduce considerablemente el espacio de búsqueda. El algoritmo 
para la selección del elemento pivote está desarrollado en el procedimiento 3.5.1 del 
apéndice A. 
En la selección del pivote de los casos 3 y 4, para garantizar que se mantengan 
negativos los elementos asociados a variables de la clase 1, primero se determina 
En estos casos los candidatos a pivote serán todos aquellos elementos tf/+„+1 u(r) 
para los cuales se cumple que cj < cm]. 
Como esta condición solo se cumple para elementos asociados a variables de la 
clase 2 y que tengan el signo igual al de su compañero en la columna u(s), se reduce 
considerablemente el espacio de búsqueda. El algoritmo para la selección del 
elemento pivote está desarrollado en el procedimiento 3.5.2 del apéndice A. 
Cuando ya se ha seleccionado el elemento pivote ak u(r), se realizan los 
intercambios entre una variable libre zu(r) y una variable dependiente z„(i+„+1) en la 
matriz de dependencia lineal y entre las componentes u(r) y u{k + n +1) del vector 
U . Además, se actualiza el valor de k2 k2-l. 
El proceso de disminución de k2 termina cuando ya no existen pivotes que 
mejoren la solución o cuando k2 = 0. El algoritmo para disminuir el valor de k2 está 
desarrollado en el procedimiento 3.7.1 del apéndice A. 
Si como resultado de estas transformaciones, se encuentra una columna que 
tenga todos sus coeficientes negativos, es decir, kx = 0 y k2 = 0, entonces el 
conjunto de patrones es linealmente separable y no tiene sentido tratar de resolver el 
problema (P3.4). 
Si k2 > 0 , se pasa a resolver el problema (P3.4). En este caso se sigue el mismo 
procedimiento, con la diferencia de que la columna u(s), que es seleccionada para 
una variable de la clase 2 y las restricciones de que sean todos negativos se les 
imponen a los coeficientes de la columna w(í) , asociados a las variables dependientes 
de esta clase. 
Los algoritmos para transformar las matrices de dependencia lineal de los 
problemas (P3.3) y (P3.4) están desarrollados en los procedimientos 3.8.1 y 3.8.2 
respectivamente, que se encuentran el apéndice A. 
entre los valores de i que cumplen u(i + n +1) < Tx, bj = - 1 . 
Entre las soluciones de los problemas (P3.3) y (P3.4), se selecciona la que 
separe mayor cantidad de patrones. 
En las dos matrices finales, los valores de k2 representan la cantidad de 
patrones mal clasificados. Para determinar, cuantos patrones de la clase 2 se lograron 
separar mediante la solución de (P3.3) y cuantos de la clase 1 se lograron separar 
mediante la solución de (P3.4), se calculan P\=T-T]-k2 y p2=Tx-k2 
respectivamente. De estos dos valores se determina max{px,p2} y se selecciona la 
matriz de dependencia lineal del problema para el cual se obtuvo el valor máximo. 
3.4.4 Obtención de los valores de las variables auxiliares, pesos y umbral. 
Ahora es necesario asignarle valores a las variables auxiliares, para luego 
determinar los valores de los pesos y el umbral, asociados al hiperplano separador. 
Aquí, se seguirá el siguiente procedimiento para la asignación de valores a las 
variables auxiliares. 
Primeramente, se calcularán los valores de las variables dependientes mediante 
las relaciones de dependencia lineal 
asignando a las variables libres zu(s) = 0 , zu(j) = 1 , ( j = !,•••,« +1; j ^ 5), luego 
para todas las variables dependientes con valores negativos y que tienen asociado un 
coeficiente negativo en la columna u(s), se determina 
asigna a 
Finalmente, se le asignan a las variables dependientes, los valores 
«(/) Zu(i) a/,H(.r)Ztf(í) > 
De esta forma se logra que todas las variables libres y las variables 
dependientes que tienen asociado un coeficiente negativo en la columna «(s) de la 
matriz de dependencia lineal, tomen valores positivos. Este algoritmo se encuentra 
desarrollado en el procedimiento 3.9 del apéndice A. 
Para calcular los pesos y el umbral, se sustituyen los valores calculados de las 
zi en la primera expresión del sistema de ecuaciones (3.5). Esto nos proporciona la 
ecuación de un hiperplano separador. 
Si el valor de k2 es mayor que cero, entonces existen patrones mal clasificados, 
por lo que uno de los dos subconjunto contiene patrones de las dos clases. A este 
subconjunto se le aplica el procedimiento descrito. 
El algoritmo termina cuando, en el proceso de división se obtiene un 
subconjunto de patrones linealmente separable. 
3.4.5 Resumen del algoritmo para determinar los hiperplanos separadores. 
El algoritmo descrito se puede resumir en el siguiente procedimiento, que 
determina los valores de la matriz de pesos y umbrales entre la capa de entrada y la 
capa oculta. 
Procedimiento 3.1: Cálculo de hiperplanos separadores. 
Paso 1 : Ordenar el conjunto de entrenamiento de forma tal que primero se 
encuentren todos los patrones de la clase 1. 
Paso 2 : Determinar la matriz asociada al sistema de ecuaciones (3.4). 
Paso 3 : Transformar esta matriz a la matriz asociada al sistema de ecuaciones (3.5). 
Paso 4 : Extraer la matriz (3.7) de relaciones de dependencia lineal entre las variables 
auxiliares. 
Paso 5 : Aplicar el procedimiento 3.8.1. Si k2 > 0 , ir al paso 6, en caso contrario, ir 
al paso 8. 
Paso 6 : Aplicar el procedimiento 3.8.2. 
Paso 7 : Seleccionar p = woxjp, , p 2 J . Si p = />, , seleccionar la matriz de 
dependencia lineal del paso 5, en caso contrario, seleccionar la del paso 6. 
Paso 8 : Aplicar procedimiento 3.9 
Paso 9 : Determinar los valores de los pesos y el umbral a partir de la primera 
expresión del sistema de ecuaciones (3.5). 
Paso 10 : Determinar si un subconjunto contiene patrones de las dos clases. 
• Si p = p} y k2 > 0 
• Eliminar los patrones X¡, para los cuales se cumple que 
s ¡ M s } < a , u ( i ) > T ] 
• Actualizar T T - p} 
• Si p = p2 
• Eliminar los patrones X,, para los cuales se cumple que 
«iiü(j)<0, u(i)<Tx 
• actualizar T *-T - p2 , Tx p2 
• Si k2 > 0 regresar al paso 1, en caso contrario parar. 
Al concluir este procedimiento, se tienen todas las neuronas de la capa oculta 
con sus parámetros correspondientes. 
3.4.6 Calculo de los pesos y el umbral entre la capa oculta y la capa de salida. 
Si ahora, se le presenta a una red, como la que se muestra en la figura 19, todos ) 
los patrones de entrenamiento X¡ = (xfl )' 0' = 1,...,7*), se obtiene 
que con las imágenes Yi = (yn,y¡2>'">y,niÍ = 1,...,7") se puede formar un 
conjunto de entrenamiento j ^ t / , ) , ^ , ^ ) , - - - , { Y T , d T ^ que es linealmente separable. 
Si a este nuevo conjunto de entrenamiento formado por las imágenes de los 
patrones originales, se le aplica el procedimiento 3.1 descrito anteriormente, al 
resolver el problema (P3.3) se obtiene un hiperplano separador de la forma 
V .V - vOT+1 = 0, que divide a este conjunto en las dos clases C, y C2. 
"Wmn+l 
Figura 19 : Red neuronal transformadora a un conjunto linealmente separable. 
De aquí se tiene, que es posible completar la red, como la que se muestra en la 
figura 20, la cual clasifica correctamente al conjunto original de patrones. 
Figura 20 : Red neuronal clasificadora con funciones discretas de activación. 
El proceso para determinar los valores de los pesos y el umbral entre las 
neuronas de la capa oculta y la neurona de la capa de salida se resume en el siguiente 
procedimiento. 
Procedimiento 3.2: Cálculo de los pesos y el umbral entre la capa oculta y la capa 
de salida. 
Paso 1: Formar el conjunto de entrenamiento ,{YT,d¡.)}, donde 
y 
Paso 2: Aplicar el procedimiento 3.1 al conjunto { ( j ^ í / , ) , ^ , ^ ) , - - - , ^ , ^ ) } . 
3.5 Conclusiones. 
En este capítulo, a partir de un análisis de la estructura de los espacios de 
patrones y de pesos, se desarrolló un algoritmo que nos permite obtener una red 
neuronal de tres capas con funciones discretas de activación en las neuronas, la cual 
clasifica correctamente un conjunto de patrones en dos clase o categorías. 
Esto representa un nuevo método de diseño de redes neuronales para la 
clasificación, ya que los otros métodos reportados en la literatura se basan en el 
método clásico de aprendizaje del perceptrón discreto o en alguna de sus 
modificaciones. 
En la primera fase del algoritmo presentado, en cada iteración se obtiene una 
neurona de la capa oculta con sus parámetros correspondientes. Al finalizar esta fase 
se obtiene una matriz de pesos entre la capa de entrada y la capa oculta. 
En la segunda fase, se forma un conjunto de aprendizaje con las imágenes de 
los patrones originales al pasar por la capa oculta y se le aplica una sola vez el mismo 
procedimiento que al conjunto de aprendizaje original. Esto proporciona un vector de 
pesos entre la capa oculta y la capa de salida. 
Se ha comprobado, además, que en el peor de los casos, el número de neuronas 
que se obtiene por este algoritmo es igual a (T-l), donde T es la cardinalidad del 
conjunto de entrenamiento, el cual coincide con el valor de la cota superior dado en 
[3,4]. 
CAPITULO 4 
ENTRENAMIENTO DE UNA RED 
NEURONAL PARA LA 
CLASIFICACION CON FUNCIONES 
CONTINUAS DE ACTIVACION 
4.1 Introducción. 
El algoritmo de retropropagación del error (backpropagation) [103,104] está 
considerado como uno de los logros de mayor importancia en la Teoría de las Redes 
Neuronales de propagación hacia adelante. 
Este algoritmo está diseñado para entrenar redes con varias capas de neuronas 
ocultas, pero está demostrado que una sola capa oculta es suficiente para que una red 
neuronal de propagación hacia adelante pueda aproximar de forma uniforme cualquier 
función continua soportada sobre un hipercubo unitario [15,33]. 
Es conocido que este algoritmo de entrenamiento presenta algunas deficiencias 
y esto ha sido el centro de atención de las críticas de diferentes autores. 
Entre las deficiencias fundamentales que presenta, están: 
1. Es desconocido el número de neuronas que se necesitan en la capa oculta para que 
el algoritmo de aprendizaje sea convergente. 
2. La cantidad de ciclos de entrenamiento depende de los valores iniciales de los 
pesos, los cuales son seleccionados de forma aleatoria. 
3. Alto número de operaciones en el proceso de entrenamiento de la red neuronal, 
tanto en su fase hacia adelante en el cálculo de las salidas, como en su fase hacia 
atrás en la modificación de los pesos. 
Entre las deficiencias, la tercera es la que ha sido tratada más ampliamente en la 
literatura [7,19,81,99]. En la mayoría de los trabajos se pretende disminuir el número 
de operaciones en la fase de entrenamiento, pero todos se basan en realizar 
modificaciones al algoritmo de retropropagación del error. 
En el presente capítulo, a partir de la distribución de pesos obtenida en el 
capítulo anterior, se desarrollará un algoritmo que aborda el problema de 
entrenamiento de manera diferente a como se ha hecho anteriormente. 
La ventaja fundamental de este algoritmo es que reduce considerablemente el 
numero de operaciones del proceso de entrenamiento, en comparación con las 
diferentes variantes del algoritmo de retropropagación del error. 
4.2 Formulación del problema. 
En este capítulo se estudia el problema de clasificación de un conjunto de 
patrones en dos clases, o categorías, C, y C2 por una red neuronal con funciones 
continuas de activación del tipo 
representan los patrones de entrenamiento y d¡ es la salida deseada del patrón X, , 
(4.1) 
Denotemos por 
el conjunto de aprendizaje, donde 
siendo, además dl = 
El problema de entrenamiento se puede formular como: 
Determinar una matriz de pesos 
w = 
W2l W22 -"^n W2„+l 
entre la capa de entrada y la capa oculta, y un vector de pesos 
V = [v, , v2 , ••• , vM , vm+l] 
entre la capa oculta y la capa de salida, de forma tal que 
E = ~ f d { d , - o l ) 2 k E ^ , 
¿ i 
donde 
o>=f Z v / / E * » WJk-Wj„+1 
f(net) = 
l + e -ÁneJ 
- 1 
4 3 Análisis del problema planteado. 
El primer problema que se presenta en el entrenamiento de esta red, es que se 
desconoce la cantidad de neuronas de la capa oculta, pero en [93] está demostrado 
que, si una red con funciones discretas de activación en las neuronas puede clasificar 
correctamente un conjunto de patrones, entonces una red que tenga la misma 
estructura, pero que utilice funciones continuas de activación en las neuronas, 
también puede hacerlo, usando el algoritmo de retropropagación del error como 
algoritmo de aprendizaje. 
Esto significa que para determinar la cantidad de neuronas en la capa oculta de 
esta red con funciones continuas de activación, se puede utilizar el algoritmo 
desarrollado en el capítulo anterior para clasificar correctamente el conjunto de 
patrones, cuando las funciones de activación en las neuronas son discretas. 
Este algoritmo, además de la cantidad de neuronas en la capa oculta, 
proporciona una matriz de pesos entre la capa de entrada y la capa oculta 
w u 
w= 
w 2 ] W 2 2 
W n ( 2 
Wmsi+\ _ 
y un vector de pesos entre la capa oculta y la capa de salida 
V =[v, , v3 , , vm , vm+l] 
que pueden ser usados como una memoria inicial para el problema de entrenamiento 
con funciones continuas de activación. Esto salva la dificultad de la inicialización 
aleatoria de los pesos. 
Este algoritmo proporciona una red entrenada, como se muestra en la figura 21, 
que clasifica correctamente el conjunto de patrones, utilizando en las neuronas 
funciones de activación bipolares discretas, es decir, funciones del tipo 
1 , si net > 0 
finet) = - 1 , si net < 0 ' 
\wmi 
Figura 21 : Red neuronal con funciones discretas de activación. 
En esta red, las salidas de la capa oculta para cada patrón de entrenamiento 
forman un vector con componentes del conjunto {-1 , l}, por lo que cada uno de 
estos vectores es un vértice del hipercubo [ - 1 , l]"', es decir, se obtiene una matriz 
>>n yi2-~yim 
y2i y22 •••y2». 
yri yr2-"yrm. 
donde cada fila Yi = (j'/i»^ «»""»^ /«) » 0 = representa la imagen de cada 
patrón de entrenamiento X¡, al pasar por la capa oculta. Además, como la red 
clasifica correctamente al conjunto de patrones, entonces se cumple que 
E ^ h d . - o , ) 2 ^ , 
donde 
o, = sgn X X - s g n 
>1 = 1 
- V m+l 
lo que significa que estas imágenes son linealmente separables por el hiperplano 
W ~v™+i = ° - (4-2) 
Para resolver el problema de entrenamiento planteado, se cambiarán las 
funciones discretas de activación en la red de la figura 21, por funciones continuas del 
tipo (4.1), obteniéndose una red como la que se muestra en la figura 22. 
Figura 22 : Red neuronal con funciones continuas de activación. 
Estas funciones tienen la propiedad de que \f (net)\ < 1 , y además cuando su 
argumento tiende a ± co, su valores se aproximan a ± 1. 
Por tanto, al utilizar este tipo de función en las neuronas de la capa oculta, los 
valores de yi} cumplen que yu < 1 , i = l,- -,^ , j = },•••,m , y en consecuencia 
los vectores 
y ^ i y ^ y ^ - ^ , , ) , i = (4.3) 
serán puntos interiores del hipercubo [-1, 1 ]m y a pesar de que pueden ser linealmente 
separables, generalmente no lo son por el hiperplano (4.2). Esto significa que para 
patrones mal clasificados, la diferencia ( d , - o e n valor absoluto, siempre será 
mayor que 1, es decir, \d¡ - o, | > 1 . 
El problema planteado puede ser resuelto usando el algoritmo de 
retropropagacion del error, pero al existir patrones mal clasificados, se cumple que 
jeif - ¿>, | > 1 y esto ocasiona un incremento en la cantidad de ciclos de entrenamiento. 
De aquí se tiene, que el proceso de modificación de los pesos, para lograr que el error 
sea menor que un valor prefijado con antelación, resulta demasiado costoso desde el 
punto de vista computacional. 
Debido a esto se buscará otra forma de realizar el entrenamiento de la red, que 
no sea mediante el algoritmo de retropropagacion del error. 
De todo lo antes expuesto se puede resumir que el problema de entrenamiento 
planteado consiste en, a partir de la distribución de pesos que se obtuvo para la red de 
la figura 21, entrenar una red, como la que se muestra en la figura 22, que mantenga 
la misma estructura, pero que utilice en las neuronas funciones de activación 
bipolares continuas del tipo (4.1). 
El algoritmo de entrenamiento que se propone, disminuye de forma 
considerable tanto la cantidad de operaciones en un ciclo, así como la cantidad de 
ciclos a realizar. Además no presenta la dificultad de que los pesos sean inicializados 
de forma aleatoria. 
4.4 Descripción del algoritmo de solución. 
Resolver el problema de entrenamiento planteado, significa determinar un 
punto (o, ,o2 , --- ,o r) sobre la superficie de error que sea interior a una bola en 
R 7 con centro en el punto [d{, d2, • • •, dr ) y de radio igual a <J2 Emax . 
Para buscar este punto, el algoritmo de retropropagación del error modifica la 
posición de los hiperplanos separadores. 
Para cambiar la posición de los hiperplanos separadores, es necesario modificar 
sus parámetros, es decir, los pesos de la red. Esto nos lleva a que en el proceso de 
entrenamiento es necesario modificar un total de \m{n +1) + m + l] parámetros y esta 
modificación se debe realizar un gran número de veces para llegar a la solución. 
En el algoritmo de solución propuesto, el principio de funcionamiento es 
completamente diferente. En lugar de modificar las posiciones de los hiperplanos 
separadores, lo que se modifica son las posiciones de las imágenes de los patrones al 
pasar por la capa oculta. 
En las funciones continuas de activación aparece un parámetro X que 
generalmente se le asigna un valor unitario, pero si se aumenta el valor de este 
parámetro en las neuronas de la capa oculta se pueden aproximar las imágenes de los 
patrones de entrenamiento a los vértices del hipercubo [-1, l]m y convertir este 
conjunto de imágenes Y¡ = (>*,[,yl2,-'-,yim) , i = 1 en un conjunto linealmente 
separable por el hiperplano (4.2). 
El algoritmo de solución propuesto, se basa en las propiedades, antes 
mencionadas, de las funciones de activación bipolares continuas y en considerar en 
estas funciones a X como variable y no a la entrada neta, es decir, 
Por lo tanto, en lugar de ajustar todos los pesos de la red, lo que se hace es 
modificar un parámetro X en cada neurona. 
Ahora, se considera que cada neurona j de la red tiene asociada una variable 
Xj . Al aumentar los valores de X. en cada neurona de la capa oculta, las imágenes 
de los patrones de entrenamiento se aproximan a los vértices del hipercubo [-1, l]ra 
y estos valores de Xj se incrementarán hasta que el conjunto de las imágenes (4.3) 
sea separable por el hiperplano (4.2). 
Analicemos ahora, como realizar el incremento de los valores de X J en las 
neuronas de la capa oculta para que el conjunto de las imágenes sea linealmente 
separable por el hiperplano (4.2). 
El objetivo del procedimiento es mover las imágenes de los patrones mal 
clasificados hacia el otro semiespacio definido por el hiperplano separador, por lo que 
para incrementar los valores de las Xj se utilizarán solamente los patrones mal 
clasificados. Además, como es deseable obtener valores pequeños de XJ} el 
movimiento se realizará en la dirección del vector normal al hiperplano (4.2) y la 
magnitud del movimiento se determinará a partir de la imagen más alejada del 
hiperplano. 
En primer lugar, se construye un conjunto de entrenamiento con las imágenes 
I M ^ O W - O U , ( / = ! ,•" ,F) de la forma { ( M ) , ^ ) , " , ^ . 
Entonces, para los patrones mal clasificados se cumple que 
+v2yl2+---+vmyim — vm+1) < 0. 
Como la distancia de los puntos ^ = (yn,yn,---,yím) > (* = l, --,^) al 
hiperplano (4.2), se determina por la expresión 
• ~ 2 2 2 
VV! + V 2 + - + V 
para determinar el patrón mal clasificado que está más alejado del hiperplano, entre 
los valores de i que cumplen 
4 (v,^, + +• - - vBltl) < 0, 
se calcula 
(v,X, + v2yt2 +• • -+vmyim - vm+i)} . 
Supóngase que el valor del mínimo se alcanzó para el patrón 
= ' "" ^ykm)• Como el movimiento se realiza en la dirección del vector 
normal al hiperplano, se deben incrementar las componentes del vector Yk según la 
fórmula 
= A + a V j , (4.4) 
donde el superíndice 0 está asociado a los valores iniciales y el superíndice 1 a los 
valores modificados. 
Denotemos por Yk = {yl^y^r'^ylrn) a proyección de Yk sobre el 
hiperplano. Para determinar el valor de a se utilizarán las coordenadas de este punto 
proyección. 
Como este punto está sobre el hiperplano, entonces satisface su ecuación, es 
decir, 
De aquí, si se sustituyen los valores de y^ por su expresión en (4.4), se obtiene 
V, tó +CCV]) + V2 (y¡2 +av2)+- • -+vm(yl, +avm)- vm+1 = 0, 
de donde es posible determinar el valor de a por la fórmula 
CX — 7 2 2 • 
Ahora, si con este valor de a se calculan 
y\ + |a | Vj, si di = 1 
yl = < Si) 
y» - M Vj, s id , = - 1 
entonces todos los patrones Y¡ = , y ¡ 2 , 0 = estarán bien 
clasificados por el hiperplano (4.2), menos el patrón Y¿, que estará exactamente sobre 
el hiperplano. 
Ahora es necesario determinar los valores de los parámetros A,. que le 
corresponden a este valor de a . 
= , . . . 7 ^ - 1 , (4-6) 
V. = - — ln 
7 
- 1 (4.7) 
Los valores de y en la red de la figura 22, se determinan por la expresión 
2 
y„ = : 7 - 1 , de donde es posible determinar qué valores deben tomar 
J l + Qxpi-netyXj) 
los parámetros Xj para que las imágenes iniciales (¿ = \,---,T) se transformen 
en Y!, (i = \, -,T). 
Según esta fórmula, los valores de yj^ deben cumplir 
1 + exp ( - n e t ^ j ) 
por lo que se puede despejar el valor de Xlj de la forma 
2 
X + 1 
Ahora para que todos los patrones estén bien clasificados, es suficiente asignar 
XJ « - [ V / I + 1 (4.8) 
Si en las funciones de activación de las neuronas de la capa de la red de la 
figura 22 se le asignan a los parámetros X ¡ los valores calculados por la expresión 
(4.8), se logra que |d¡ - o¡\ < 1. Si ahora se aumenta el valor de X0 en la neurona de 
salida, los valores de o, se aproximan a los dl y el valor del error se puede hacer tan 
pequeño como se quiera. 
Una primera aproximación del valor de X0 se determina a partir del patrón Yk, 
que es el más próximo al hiperplano y por lo tanto es el que aporta una mayor 
contribución al valor del error, es decir, determinamos cuánto debe valer X0 para que 
A partir de esta relación se obtiene que 
ok=dk[\-j2E^) 
y por otro lado, según la expresión para el calculo de ok, se tiene que 
°k 1 + Qxx>(~netok\ü) 
De la igualdad de estas dos expresiones para ok, es posible despejar X0 y se 
obtiene 
1 
Xn = ln neto, 
- 1 (4.9) 
Ahora, realizando la asignación 
t 4 - 1 0 ) 
se garantiza que la contribución al error total de cada patrón por separado, sea menor 
que Emax, es decir, 
\ { d ¡ - ° , ) 2 <Ema*> para i = l , - - , 7 \ 
Este valor de X0 no garantiza que se cumpla la condición de error total 
\ W . - o ) 2 <Emca, (4.11) 
pero en la solución de problemas específicos, cuando este valor no es el óptimo, se 
encuentra muy cercano a él. 
Después de calcular el valor de X0 por la expresión (4.9) y ajustarlo por (4.10), 
se pasa a verificar si se cumple la condición de error total (4.11). Para ello se calculan 
2 
a = / , - T - l > d = h - , T ) y S i 1 + exp(X o neto¡) 2 
entonces se incrementa = Xk0 +1 y de nuevo se calculan las salidas 
o,, (¿ = 1,---,7T) y el valor del error total. Este proceso se repite hasta que se cumpla 
la condición de error (4.11). 
De todo lo expuesto, se puede resumir que algoritmo propuesto consta de dos 
fases o etapas de entrenamiento. En una primera fase se modifican los valores de los 
parámetros X j en las neuronas de la capa oculta , para que el conjunto de imágenes 
de los patrones de entrenamiento sea linealmente separable por el hiperplano (4.2) y 
se mantiene fijo el valor de X0 en la neurona de la capa de salida. 
En la segunda etapa se incrementa el valor de X0 hasta que se alcance un 
valor del error menor que un valor prefijado con antelación, manteniendo fijos los 
valores de las Xj en las neuronas de la capa oculta. Inicialmente, el incremento de X0 
se realiza a partir del patrón que aporta el sumando de mayor valor al error total y si 
con este valor de X0, aún no se cumple la condición de error, se le dan incrementos 
unitarios, según la expresión X ¡j+1 = A J +1 . 
Este algoritmo recibe como datos : 
a) La matriz de patrones de entrenamiento 
x, 
x= 
X j j X , 2 
X2I X22 2n 
XT] XT2 " ' X T n 
donde cada fila representa un elemento del conjunto de patrones. 
b) El vector de salidas deseadas para los patrones de entrenamiento 
d = [d{ , d2 , ••• , dT]' 
c) La matriz de pesos entre la capa de entrada y la capa oculta 
W 2 > W 2 2 
y el vector de pesos entre la capa oculta y la capa de salida 
V = [v, , v2 , , vH , vm+l] 
que se obtienen del algoritmo desarrollado en el capítulo 3. 
4.5 Resumen del algoritmo. 
Procedimiento 4.1: Entrenamiento con funciones continuas de activación. 
Paso 1 : Inicializar los valores de X , = 1 , j = 0, • • •, m , el valor de k = 0 y el valor 
Paso 2 : Calcular la matriz de entrada a las neuronas de la capa oculta, 
net = 




donde cada fila net, =\netñ,rieti2,---,net¡n)^ representa el vector de entradas 
a la capa oculta para el patrón de entrenamiento X¡ y sus componentes se 
determinan de la forma 
n 
neta ~y^lxikwjk ~wjj<*\ ' i = j = *=i 
Paso 3 : Calcular la matriz de salida de la capa oculta 
7 = 
^ii y a ---yu 
yu y 12 —yin 
y 7i yT2---yTm_ 
donde cada fila Y¿ =[yn,yl2,---,yjnl) , (i = \,---,T) representa el vector de 
salidas de la capa oculta para el patrón de entrenamiento XI y sus 
componentes se determinan por la expresión 
2 
- 1 . 
l + exp( Xjnety) 
Paso 4 : Entre los valores de i para los que se cumple 
¿/fax-i +v2yl2+-+vl„yim -v„,+]) < 0 , 
determinar el índice k, para el cual se alcanza 
min{d, (vxyn + v2y¡2 +• • -+vmyim - v„J+l)} 




ylj = y J + a v J 5 u = i> 
• X\ = - —-— ln 
netk¡ 
Paso 6 : Calcular 
2 
1 2 
•V* = -1 , / = \,--,T ; y = 1,•••,m. 11 1 + exp (Xjnet&) 
neto, = Z ( v ^ ) - v m + | , / = !,••.,T . 
>i 
Paso 7 : Si * = 0 
• C a l c u l a r o n - j- r - 1 , (/ = 
l + e x p ( A 0 / 2 e t o , . j 
• Entre todos los valores de i, determinar el índice k para el cual se alcanza 
minio, I i 
en caso contrario 
Calcular o, = 
1 + exp (xonetok) 
- 1 
Paso 8 : Si \dk - ok | > ^2Emax , entonces A,0 = - —-
neto. 
•ln - 1 
Paso 9 : Asignar X 0 ("xo ] +1 
Paso 10 : Calcular 
2 
• o. = (i = h->T) 
l + exp(x,0neío(.) 
• E = {±(dl-o,f 
Pas° H : Si £ > Emax , asignar X0 <- X0 + 1 , ir al paso 10 , en caso contrario parar. 
4.6 Conclusiones. 
En el presente capítulo se desarrolló una nueva forma de entrenar una red 
neuronal de propagación hacia adelante con funciones continuas de activación en las 
neuronas, a partir de una distribución inicial de pesos que se obtiene de una red que 
tiene la misma estructura, pero con funciones discretas de activación, la cual clasifica 
correctamente un conjunto de patrones de entrenamiento, en dos clase o categorías. 
Con el procedimiento presentado se logra reducir considerablemente la cantidad 
de operaciones a realizar en el proceso de aprendizaje de una red neuronal en 
comparación con las diferentes variantes del algoritmo de retropropagación del error. 
Con el algoritmo descrito, se reduce de forma considerable la cantidad de 
operaciones en un ciclo de entrenamiento, la cantidad de ciclos a realizar y la cantidad 
de parámetros a modificar en el proceso de aprendizaje. 
En este procedimiento los valores de las entradas netas netx¡ a las neuronas de 
la capa oculta son calculados una sola vez, mientras que el algoritmo de 
retropropagación del error tiene que hacerlo, como mínimo, en cada ciclo de 
entrenamiento. 
La cantidad total de operaciones de multiplicación de este proceso es del orden 
de [n.m.T\, donde «es la dimensión de los patrones de entrenamiento, m es la 
cantidad de neuronas en la capa oculta y T es la cardinalidad del conjunto de 
aprendizaje. 
Además, el algoritmo de retropropagación del error tiene que modificar, en su 
forma más eficiente, un total de \m.{n + l) + m +1] parámetros de la red en cada ciclo 
de aprendizaje, mientras que el algoritmo propuesto tiene que modificar [m +1] 
parámetros en el primer ciclo de entrenamiento y en los ciclos restantes, si son 
necesarios, solamente se modifica un parámetro mediante un incremento unitario. 
CAPITULO 5 
DISEÑO Y ENTRENAMIENTO DE 
UNA RED NEURONAL PARA LA 
CLASIFICACION DE MEMORIA 
ENTERA 
5.1 Introducción. 
Entre las aplicaciones fundamentales de los modelos de redes neuronales de 
propagación hacia adelante se encuentran la clasificación y el reconocimiento de 
patrones. Cuando la memoria de la red está formada por valores enteros pequeños, 
estos modelos resultan muy atractivos desde el punto de vista práctico, ya que sus 
diferentes formas de implementación son sumamente económicas. Por ejemplo, 
cuando los pesos están restringidos a valores enteros del intervalo [ - 3, 3], se 
requieren solamente de 3 bits para almacenar los pesos de la red. 
El caso ideal es cuando los pesos toman solamente valores del conjunto 
{ -1 , 0, l}, que son las llamadas redes libres de multiplicación [47], ya que para 
calcular la entrada neta a cada neurona no es necesario realizar operaciones de 
multiplicación. Además, en este caso los pesos de la red pueden ser almacenados 
mediante cadenas binarias de longitud 2. 
Cuando el entrenamiento de la red se realiza para la clasificación de patrones 
en dos clases o categorías, si el conjunto de patrones es linealmente separable, 
entonces existe un hiperplano que separa el conjunto de patrones, y aquí se puede 
implementar un perceptrón (discreto o continuo) que resuelve correctamente el 
problema de clasificación. 
Si el conjunto de patrones no es linealmente separable, el problema de 
aprendizaje puede ser resuelto, si se le agrega a la red una capa oculta de neuronas 
[15,33], pero al considerar pesos enteros el problema de entrenamiento está 
considerado como NP-completo [46]. 
Por otra parte, en el proceso de entrenamiento de una red neuronal con capas 
ocultas, uno de los problemas más difíciles, aún cuando los pesos pueden tomar 
valores reales, es el diseño de la red, es decir, determinar la cantidad de neuronas en 
la capas ocultas para que el algoritmo de entrenamiento sea convergente. Este 
problema también está considerado como un problema NP-completo [90]. 
Diferentes autores [16,71,72,77,84,86] han tratado el problema de 
entrenamiento de redes con pesos discretos. Por ejemplo, en [22] se describen tres 
técnicas de discretización de los pesos para redes ópticas que parten del algoritmo de 
retropropagación del error y en [101] se dan comparaciones empíricas de diferentes 
técnicas de discretización. 
Los resultados más relevantes, relacionados con la capacidad de aproximación 
de las redes con memoria entera, son obtenidos en [47,48,49], los cuales están 
contenidos también en la tesis doctoral [46]. 
En [55,60,62] se presentan resultados de carácter teórico sobre la relación 
entre el número de neuronas en la capa oculta y el acotamiento de las pesos de la red. 
Una mejora computacional del algoritmo de discretización descrito en [46] es 
presentada en [1] para valores de pesos del conjunto { - 3,-2,-1, 0, 1, 2, 3}. 
En ninguno de estos trabajos se trata el problema del diseño de la red, es decir, 
se supone conocida la cantidad de neuronas en la capa oculta. En la literatura revisada 
encontramos solamente un trabajo [71], donde se trata el problema del diseño de la 
red para pesos binarios, pero el problema es tratado de forma diferente a como es 
resuelto en este capítulo. 
En el presente capítulo, se estudia el problema de entrenamiento de una red 
con una capa oculta para clasificar un conjunto de patrones en dos clases, que no son 
linealmente separable. Además los pesos están restringidos a valores del conjunto 
El objetivo de este trabajo es desarrollar un algoritmo eficiente que resuelva, 
tanto el problema de diseño de la red, así como de su entrenamiento. 
Aquí, el proceso de entrenamiento está dividido en dos fases. En la primera 
fase del algoritmo propuesto, se obtiene una red entrenada de memoria entera con 
funciones discretas de activación. En la segunda fase se implementan funciones 
continuas de activación en las neuronas de la red y mediante un proceso de 
modificación de un parámetro en cada función de activación se logra completar el 
proceso de entrenamiento. 
5.2 Formulación del problema. 
El problema de entrenamiento se puede formular como : 
{-3,-2,-1,0,1,2,3}. 
Dado el el conjunto de aprendizaje, donde 
representan los patrones de entrenamiento y 
d¡ es la salida deseada del patrón X, , siendo, además di = 
determinar una matriz de pesos 
wu wl2 1  1» l.H+1 
2» 
entre la capa de entrada y la capa oculta, y un vector de pesos 
V = [v, , v2 , , vm , vm+{] 
entre la capa oculta y la capa de salida, donde w¡j,vl eZ, i = 1, • • • ,m ; j = 1, • • •, n , 




Nótese que los umbrales de las neuronas no están restringidos a tomar valores 
enteros. 
La primera dificultad que aparece al tratar de resolver este problema es que se 
desconoce el valor de m, es decir la cantidad de neuronas en la capa oculta, por lo 
que primero se tratará el problema del diseño de la red y luego el problema de su 
entrenamiento con una memoria entera. 
5.3 Análisis del problema del diseño de la red. 
Para determinar el valor de m, se usará un procedimiento similar al descrito en 
el capítulo 3, con algunas modificaciones. 
En este procedimiento se parte de que, cuando el conjunto de patrones no es 
linealmente separable, entonces existen un grupo de desigualdades que se incumplen 
en el sistema 
se logra una doble correspondencia entre patrón bien clasificado y variable auxiliar 
positiva. 
(5.2) 
y al introducir T variables auxiliares z, ,z2 , --- ,z r , de la forma 
(5.3) 
Con la introducción de estas variables auxiliares» el problema se transforma en 
determinar las soluciones (w1,u>2,---,'H'n,'H'/,.fl,z],z2,---,z7.) del sistema de ecuaciones 
(5.3) que contengan valores enteros para las variables wJy ( j = 1 ,---,ri) y la mayor 
cantidad de valores positivos para las variables auxiliares correspondientes a patrones 
de una misma clase. 
Supóngase que en el conjunto de entrenamiento se tienen Tx patrones de la 
clase 1 y T2 = T -Tx patrones de la clase 2 y además, que están ordenamos de 
forma tal que primero se encuentran los 7¡ patrones de la clase 1. 
El sistema de ecuaciones (5.3) puede ser escrito como 
¿ { ¿ ( V ^ " ^ , ) ^ - ( í - 1 , - , 7 ) (5.4) 
y para determinar el hiperplano que separe la mayor cantidad de patrones de una 
misma clase, es necesario resolver los siguientes problemas 
max £ s g n ( z , ) 
w-i 
w n+1 -zt, / = !,•••,T (P5.1) 
z¡ > 0, i = I,---,M 
Wj e Z , y = l, 
M 
m a x £ sgn(s,) 
/=i 
(P5.2) 
zt >0, i = M + \,---,T 
W: Z, 7 = I,---,« 
Estos problemas, por su forma, son similares a los problemas (P3.1) y (P3.2) 
respectivamente, pero al restringir los pesos a que puedan tomar solamente valores 
enteros, se convierten en problemas de una complejidad aún mayor. 
5.4 Descripción del algoritmo de solución para el problema de 
Para resolver estos problemas, se hará primeramente una relajación, 
considerando que los pesos pueden tomar valores reales, para posteriormente aplicarle 
los procedimientos del capítulo 3 descritos en el apéndice A. 
En estos procedimientos, se realiza un intercambio entre variables libres y 
variables dependientes del sistema (5.4), mediante un proceso de eliminación 
gaussiana, de forma tal que queden como variables dependientes las componentes del 
vector de pesos y el umbral y pasen a ser variables libres k + 1 de las T componentes 
del vector de variables auxiliares, obteniendo 
Por comodidad de notación, en este sistema se hizo la suposición de que las 
primeras rc + 1 variables auxiliares 2,,z2,---,z,J+1 son ahora las variables libres 
La primera expresión en (5.5) proporciona las dependencias de los pesos y el 
umbral de las nuevas variables libres z,,z2,---,z/J+1. La segunda expresión en (5.5) 
proporcionan las relaciones de dependencia lineal entre las variables libres 
z,,z2,---,z/I+1 y las variables dependientes zn+2,z / )+3,---,z r. 
Como la resolución del problema relajado consiste en determinar entre las 
soluciones del sistema (5.4), una que tenga la mayor cantidad de componentes 
positivos para las variables auxiliares, se puede trabajar solamente con la segunda de 





La matriz de este sistema de ecuaciones tiene la forma 
0 0 - • 1 7>+l 
(5.7) 
Para determinar el hiperplano separador, se tiene que resolver uno de los 
siguientes problemas, denotados por (P5.3) y (P5.4) respectivamente. 
T 
max £ s g n ( z , ) 
i=M+1 
s.a X(a//Zy) + Z/ = 0 ' i = n + 2,'~,T (P5-3) 
>i 
2, > 0 , / = M 
M 
/nax £ s g n ( r , ) 
i = I 
(P5.4) 
z¡ > 0 , i = A/ + i , - - - , r 
Como se puede apreciar, en estos problemas no están incluidas las variables 
w¡, ( j = 1 +1), pero sus valores se pueden determinar de la primera expresión 
en (5.5). 
Si a estos problemas se les aplican los procedimientos del capítulo 3, se obtiene 
una matriz de pesos entre la capa de entrada y la capa oculta, pero sus elementos 
tendrán valores reales. Para obtener una memoria con valores enteros se realizarán 
algunas modificaciones a estos procedimientos. 
Debido a que en [6] se muestra que cuando los pesos toman valores del 
conjunto { - 3,-2,-1, 0, 1, 2, 3}, se puede obtener una gran diversificación de 
hiperplanos separadores, en el algoritmo que se propone, se considera este conjunto 
para los valores de los pesos. 
En el proceso de discretización de los pesos se explotan los siguientes 
resultados: 
1. Si se multiplican los valores de los pesos y el umbral por una constante positiva, el 
hiperplano conserva la propiedad de ser separador. 
2. La ecuación del hiperplano separador no es única, es decir, se pueden determinar 
diferentes ecuaciones de hiperplanos separadores para obtener los mismos 
subconjuntos de patrones. 
Utilizando el primer resultado se puede realizar un escalamiento de los pesos a 
que tomen valores del intervalo [-3, 31, seleccionando w~maxw,\ y multiplicando \¿j<n 11 
3 
los pesos y el umbral por —. 
w 
El segundo resultado permite tener varias variantes de discretización, por lo que 
se puede seleccionar entre ellas la del hiperplano que separe mayor cantidad de 
patrones. 
Analicemos en detalle este segundo resultado. Tanto en la resolución del 
problema (P5.3), como en la del (P5.4), se realizan intercambios entre las variables 
libres y las variables dependientes del sistema (5.6) para obtener todas las variables 
de una clase y la mayor cantidad de variables de la otra clase con valores positivos. 
Esto lleva a una matriz de dependencia lineal entre las variables auxiliares, que por 
comodidad de notación, se supone que tiene la misma forma que (5.7). 
^«+2.1 am-2,2 
AN+3,1 ÜN+3.2 
a T , I ar,2 
¿ W . 0 1 - 0 
0 0 - 1 
(5.8) 
En esta matriz, cada fila está asociada a una variable dependiente y la 
asociación se determina a partir de las componentes «(/), (i = n + 2, • • •, T) del vector 
de índices U = (w(l),w(2),— ,w(T)), definido en el capítulo 3. 
Analicemos primero, el problema (P5.3). Cuando se le aplica a este problema el 
procedimiento 3.8.1 del apéndice A, se obtiene una columna u(s) en la matriz (5.8) 
correspondiente a una variable libre de la clase 1, que tiene coeficientes negativos en 
las posiciones asociadas a todas las variables dependientes de la clase 1 y en la mayor 
cantidad de posiciones asociadas a variables dependientes de la clase 2. 
Si ahora, se le asignan valores a las variables libres, de la forma descrita en el 
procedimiento 3.9 del apéndice A, se obtiene un hiperplano separador. 
Para obtener otras ecuaciones diferentes de hiperplanos separadores que dividan 
al conjunto de patrones en los mismos subconjuntos, se puede variar la forma de 
asignar valores a las variables libres. 
Como el objetivo es que se mantengan bien clasificados los mismos patrones, 
se determinarán los posibles intercambios entre variables libres y variables 
dependientes que mantengan los mismos coeficientes negativos en la columna 
asociada a zu(s). Para ello se modifica en los procedimientos 3.5.1 y 3.6.1 la 
condición {si / > max, entonces max <— / , k <- i } por la condición {si l> max, 
entonces max <— l, k <—i). Estos procedimientos modificados se encuentran 
desarrollados en el Apéndice B. 
Ahora, si se le aplican a la matriz (5.8) estos procedimientos modificados, es 
posible encontrar otras combinaciones para las variables libres que mantienen bien 
clasificados a los mismos patrones. 
En el caso del problema (P5.4), se procede de manera similar, con la diferencia 
de que las condiciones se modifican en los procedimientos 3.5.1 y 3.6.1. 
Estos procedimientos proporciona diferentes matrices de dependencia lineal y 
si se le aplica el procedimiento 3.9 para el cálculo de los valores de las variables 
auxiliares, descrito en el apéndice A, se obtienen diferentes hiperplanos separadores, 
que dividen al conjunto de patrones en los mismos subconjuntos. 
Ahora para el proceso de discretización de los pesos, primero, se realiza un 
escalamiento de los pesos de forma tal que Wj < 3. Esto se hace en cada hiperplano 
separador, seleccionando w = maxlw.l y multiplicando los pesos y el umbral por —. 
Luego se aproximan los pesos al valor entero más cercano. 
Al discretizar los pesos, se está cambiando la posición del hiperplano y esto 
puede llevar a un empeoramiento de la solución, es decir, que patrones que estaban 
bien clasificados, ya no lo estén. 
Aquí pueden darse las siguientes dos situaciones: 
1, Que en los dos subconjuntos existan patrones de las dos clases. 
2. Que disminuyó la cantidad de elementos en el subconjunto que contenía patrones 
de una sola clase. 
En la primera situación, hay que mover el hiperplano separador hasta que se 
logre que en uno de los subconjuntos solo existan patrones de una misma clase. 
En el caso, cuando el hiperplano se obtuvo mediante la discretización de una 
solución del problema (P5.3), se calculan, a partir del sistema de ecuaciones (5.4), los 
valores de las variables auxiliares correspondientes a los patrones de la clase 1, se 
selecciona el menor valor negativo 
zk =m/«{z(- : 2, < 0 , í = l , - , 7 ; } , 
y se le asigna al umbral el valor de 
= +W2xk2+-+w„xhl. 
Con este nuevo valor de umbral se calculan los valores de las variables 
auxiliares correspondientes a patrones de la clase 2, se selecciona el menor valor 
positivo 
z, = min[z. : z¡ > 0 , i = M +l,--,T] 
y se le asigna al umbral el valor de 
Ahora, se determina 
= j 
Cuando el hiperplano separador se obtiene de una discretización de una 
solución del problema (P5.4), se realiza el mismo procedimiento, con la única 
diferencia que se empieza por los patrones mal clasificados de la clase 2. 
Con esta forma de determinar el umbral, se está desplazando el hiperplano 
separador en la dirección de su vector normal, de forma tal que en un semiespacio 
estén todos los patrones de una clase y en el otro semiespacio se encuentre la mayor 
cantidad de patrones de la otra clase. 
En la segunda situación, se debe verificar si se puede aumentar la cantidad de 
elementos en el subconjunto que contiene patrones de una sola clase. Para ello, se 
determina en el conjunto que contiene patrones de las dos clases el menor valor 
positivo de las variables auxiliares z¡. Supóngase que este valor se alcanza para la 
variable zk, entonces si existen variables con valores negativos que cumplan que 
z¡ > -zk, se puede aumentar la cantidad de elementos en el conjunto que contiene 
patrones de una sola clase. 
Para agregar los patrones correspondientes a estas variables auxiliares, primero, 
se determina 
z, = min{z¡ : -zk < zt < 0 } 
y se calcula 
WL = WlXk\ +W2Xk2+---+WnXk,l-
Luego, se determina 
w„+1 = 
Con este valor de umbral, se logra pasar todos los patrones mal clasificados, 
que cumplían con la condición -zk < zi < 0, al conjunto que contiene patrones de 
una sola clase. 
Todo este proceso de discretización de los pesos y del ajuste del valor de 
umbral, se resumen en los procedimientos 5.3.1 y 5.3.2, desarrollados en el apéndice 
B. 
Con estos procedimientos de discretización, es posible desarrollar un 
procedimiento que determine, en cada iteración, un hiperplano separador con pesos 
enteros que clasifica correctamente la mayor cantidad de patrones. 
Este hiperplano separa al conjunto de patrones en dos subconjuntos, uno 
contiene patrones de una sola clase y el otro patrones de las dos clases, por lo que a 
este último se la aplica el procedimiento descrito. El procedimiento termina cuando se 
encuentre un subconjunto linealmente separable. 
Al terminar el procedimiento se obtiene un conjunto de m hiperplanos 
separadores, con los cuales podemos formar una red neuronal, como la que se muestra 
en la figura 23. 
Figura 23 : Red neuronal transformadora a un conjunto linealmente separable. 
Si ahora, se le presentan a esta red todos los patrones de entrenamiento 
X, = (:*,•,,x,2,•••,*,„)' eR", (i = \,...,T), se obtiene que con las imágenes 
Y¡ =0wí2>"-»J '» , ) ' e R m > 0 = 1 s e P u e d e formar un conjunto de 
entrenamiento es linealmente separable. 
Si a este nuevo conjunto se le aplica el procedimiento descrito anteriormente, 
se obtiene un hiperplano separador con pesos enteros. Con este último hiperplano se 
puede completar la red neuronal con pesos enteros, como la que se muestra en la 
figura 24, que clasifica correctamente al conjunto original de patrones en las dos 
clases o categorías. 
Para resolver el problema de entrenamiento con funciones continuas de 
activación en las neuronas de la red, se utiliza el procedimiento 4.1, desarrollado en 
el capítulo 4, para redes con pesos reales. 
Figura 24 : Red neuronal de memoria entera con funciones discretas de activación. 
5.5 Resumen del algoritmo de solución para el problema de diseño. 
Procedimiento 5.4: Obtención de una memoria entera entre la capa de entrada y la 
capa oculta. 
Paso 0 : Inicializar m = 0. 
Paso I : En el conjunto de entrenamiento, colocar primero patrones de la clase 1. 
Paso 2 : Formar el sistema de ecuaciones (5.4). 
Paso 3 : Obtener el sistema de ecuaciones (5.5). 
Paso 4 : Extraer la matriz de dependencia lineal (5.7). 
Paso 5 : Aplicar procedimiento 3.8.1. 
Paso 6 : Inicializar r = 1 , p = 0 . 
Paso 7 : Aplicar procedimiento 3.9 
Paso 8 : Calcular w™, (y = 1, • • •, n +1) , partir de la primera expresión del sistema de 
ecuaciones (5.5) 
Paso 9 : Aplicar procedimiento 5.3.1. 
Si p3 = p]7 
• Asignar p <— p¿ 
• Asignar Wm Wm 
• ir al paso 12. 
En caso contrario, si p3> p 
• asignar p<- p3 
• asignar Wm Wm 
• ir al paso 10. 
Paso 10 : Si r = s, asignar r r + 1 . 
Paso 11 : Si r < n +1, 
• Asignar k <~ 0 
• Aplicar procedimiento 5.1.1 
• Si k * 0, entonces 
• Aplicar procedimiento 3.3 
• r *r~ r +1 
• Ir al paso 7 
en caso contrario (k = 0 ) , 
• Aplicar procedimiento 5.2.1 
• Si k * 0 , entonces 
• Aplicar procedimiento 3.3 
• r <- r +1 
• Ir al paso 7 
en caso contrario (k = 0) , 
• r *r- r +1 
• Ir al paso 10 
en caso contrario (r > n +1), ir al paso 12. 
Paso 12 : Aplicar procedimiento 3.8.2. Si p > p2, ir al paso 19. 
Paso 13 : Inicializar r = 1. 
Paso 14 : Aplicar procedimiento 3.9 
Paso 15 : Calcular w"',(/ = 1 , + 1 ) , partir de la primera expresión del sistema de 
ecuaciones (5.5) 
Paso 16 : Aplicar procedimiento 5.3.2. 
Si pi > p, 
• Asignar p<- p4 
• Asignar Wm Wm 
• ir al paso 17. 
Paso 17 : Si r = s, asignar r r + 1 . 
Paso 18 : Si r <n + l, 
• Asignar k <— 0 
• Aplicar procedimiento 5.1.2 
• Si k * 0 , entonces 
• Aplicar procedimiento 3.3 
• r <- r + 1 
• Ir al paso 14 
en caso contrario {k = 0 ) , 
• Aplicar procedimiento 5.2.2 
• Si k * 0, entonces 
• Aplicar procedimiento 3.3 
• r •<— r +1 
• Ir al paso 14 
en caso contrario (k = 0) , 
• r r +1 
• Ir al paso 17 
en caso contrario {r > n +1), ir al paso 19. 
Paso 19 : Determinar si un subconjunto contiene patrones de las dos clases. 
• Inicializar k2 = 0 . 
• Si p = p3 , 
• Para cada valor de i que cumpla a¡ „(s) < 0 , u(i) > T} 
• Incrementar k2 <— k2 +1 
• Eliminar el patrón X,. 
• Actualizar T <-T~ p3 
• Si p = pA 
• Para cada valor de i que cumpla a, u( v) < 0 , u{i) < 7] 
• Incrementar k2 <— k2 +1 
• Eliminar el patrón Xi. 
• Actualizar T T - p4 , Tt <- T¡ - p4 
• Si k2 = 0 , entonces parar, en caso contrario, 
• Incrementar m m + 1 
• Regresar al paso 1 
5.6 Conclusiones. 
Con el algoritmo desarrollado en este capítulo son resueltos dos problemas: el 
diseño y el entrenamiento de una red neuronal con memoria entera. 
En la primera fase del algoritmo propuesto, a partir de un análisis de la 
estructura de los espacios de patrones y de pesos, se desarrolla un procedimiento que 
permite calcular el número de neuronas en la capa oculta, determinando en cada 
iteración una neurona con sus parámetros correspondientes. Además, si el conjunto de 
patrones es linealmente separable el algoritmo para en la primera iteración. 
Este procedimiento, además proporciona una memoria de pesos enteros, que 
corresponde a la solución del problema de clasificación de patrones por una red con 
funciones discretas de activación en las neuronas. 
En la segunda fase del algoritmo, esta memoria es utilizada como la memoria 
inicial para el entrenamiento de una red que tiene la misma estructura, pero con 
funciones continuas de activación. 
Aquí, en la segunda fase, en lugar de ajustar todos los pesos de la red, se 
modifica un solo parámetro en cada neurona, lográndose reducir considerablemente la 
cantidad de operaciones en el proceso de entrenamiento, en comparación con otros 




En la actualidad los modelos de redes neuronales artificiales tienen gran 
impacto en diferentes áreas, debido a que su aplicación permite resolver una variada 
gama de problemas, tales como clasificación de patrones, reconocimiento de formas y 
voz, control y automatización de procesos, filtrado de señales, etc. 
Sin embargo, a pesar de los logros obtenidos, aun existen problemas no 
resueltos, relacionados con el diseño, aprendizaje y funcionamiento de las redes 
neuronales. 
Este trabajo resuelven algunos problemas que surgen en el diseño y aprendizaje 
de redes neuronales para la clasificación. 
Cuando se tratan de implementar modelos de redes neuronales para la 
clasificación, generalmente el conjunto de entrenamiento no es linealmente separable, 
por lo que es necesario utilizar una capa oculta de neuronas. Determinar la cantidad 
de neuronas en esta capa oculta es un problema muy complejo y en la mayoría de los 
casos se determina por ensayo y error. De aquí, la importancia de desarrollar 
algoritmos que determinen la cantidad de neuronas en la capa oculta. 
Otro problema que presentan los modelos de redes neuronales es que el proceso 
de entrenamiento resulta muy costoso desde el punto de vista computacional. Es 
conocido que, en el caso del problema de filtrado de señales, se realiza una 
discretización de las señales, transformando el problema a uno de clasificación, pero 
es necesario utilizar funciones continuas de activación en las neuronas de la red. De 
aquí, la importancia del algoritmo desarrollado para entrenar una red con funciones 
continuas de activación, que realiza un número de operaciones muy inferior al de las 
diferentes variantes del algoritmo de retropropagación del error. 
Cuando se utilizan modelos de redes neuronales para resolver determinado 
problema, es deseable que la memoria de la red este formada por valores enteros 
pequeños, ya que las diferentes formas de implementación resultan muy económicas. 
En esto radica la importancia de desarrollar algoritmos de entrenamiento que 
permitan obtener una red con memoria entera. 
En la realización de este trabajo de investigación, aportamos algunos resultados 
a la Teoría de las Redes Neuronales, pero aún existen muchos problemas por resolver 
en este ámbito, como por ejemplo, generalizar los resultados obtenidos para redes 
clasificadoras en varias categorías, desarrollar procedimientos de post-procesamiento 
que disminuyan la cantidad de neuronas en la capa oculta y aplicar los algoritmos 
desarrollados a la solución de problemas reales. Todo esto puede ser objeto de estudio 
para futuros trabajos de investigación. 
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PARA EL DISEÑO DE LA RED 
DE MEMORIA REAL 
Los procedimientos 3.1.1, 3.1.2, 3.2.1 y 3.2.2 son para seleccionar elementos 
pivotes que disminuyen el valor de k]. 
Estos procedimiento buscan en una columna w(r),(r * s), el elemento pivote 
(si es que existe), que transforma a negativos, la mayor cantidad de elementos de la 
columna u(s). En los procedimientos 3.1.1 y 3.2.1 la columna w(s) está asociada a 
una variable libre de la clase 1 y en los procedimientos 3.1.2 y 3.2.2 la columna 
u(s) está asociada a una variable libre de la clase 2. 
Procedimiento 3.1.1: Buscar Pivote 1 (Para el problema P3.3). 
Paso 1 : Determinar 
6. = 
1, si > 0 y aitn+hu(s) < 0 
" I s i ai+n+lMr) < 0 y ai+H+lMí) > 0 
0, en caso contrario 
Paso 2 : V bi * 0, calcular 
c, = 
ai+n+t,u(.i) 
(¿ = i f - , r - „ - i ) 
Paso 3 : IniciaJizar /, 0 . 
Paso 4 : Entre los valores de i que cumplen u(i + n + \) <,T,, b: = 1, determinar 
=fnin{ci}. 
Paso 5 : Si cm1 < c,, Vi * mi : «(/ + « +1) < 7|, ¿», = 1, entonces 
• Para Jos valores de j que cumplen u(j + « +1) 2 7¡, c^  < cm], bj =-I, 
determinar /2 = ^ |¿>¡ j i 
j 
• Si /2 > / , , entonces /, /2, ¿ mi + w +1 
Paso 6 : Para cada valor de /' que cumpla u(¿ + n + ÍJ > T{, b¡ = 1, c, < cml, hacer 
• Para los valores de / que cumplen + « +1) < 7), c] <c¡, bj = - 1 , 
determinar l2 = 
j 
• Si /2 > /, , entonces /, /2 , k i+ n + l 
Paso 7 : Para cada valor de / que cumpla b¡ = -1, c, < cwJ, hacer 
• Si + « + 1 ) < T¡, entonces para los valores de j que cumplen 
u(j + n + l)<T¡, cj <cn bj = - 1 , determinar l2 
j 
• Si u(i + n +1) > 7J, entonces para los valores de j que cumplen 
u(j + n +1) S T¡, Cj < cj, bj = - 1 , determinar /, = \bj j 
j 
• Si /2 > /, , entonces /, <~12, ¿ <— i + « + I 
Procedimiento 3.1.2; Buscar Pivote 1 (Para el problema P3.4). 
Paso 1 : Determinar 
í V- si a^!Mr) > 0 y al+n+l ¡l(íl < 0 
6. = i - 1 , sí w < 0 y a i+n+tMs) > 0 , (j = 1, • • T - n ~ 1) 
0, en caso contrario 
Paso 2 : V bt * 0 , calcular 
ai+n+\,u(s) 
Ci = • 
Paso 3 : Inicializar /, 0 . 
Paso 4 : Entre los valores de i que cumplen u(i + n +1) > 7j, b, = 1, determinar 
cm] =min{c). 
Paso 5 : Si cm] < c,, Vi * mi : u(i + n + \)>T}, 6, = 1, entonces 
• Para los valores de j que cumplen u(j + n +1) > 7|, cy < cm], b/ = - 1 , 
determinar l2 = ^ | 
j 
• Si /2 > / , , entonces /, /2, A: mi + « +1 
Paso 6 : Para cada valor de i que cumpla u(i + n + \) < 7}, bt =1, cj < cml, hacer 
• Para los valores de j que cumplen u(j + n +1) > 7}, Cj <cn b} = - 1 , 
determinar l2 = ^ K J 
j 
• Si l2>l\, entonces /, l2, k <-i + n +1 
Paso 7 : Para cada valor de i que cumpla bi = -1, c¡ < cm[, hacer 
• Si M(I + M + 1)>7 ; , entonces para los valores de j que cumplen 
u( j + n +1) > 7¡, Cj < c¡, bj = - 1 , determinar l2 = X j ^ | +1 
i 
• Si u(i + n +1) < T}, entonces para los valores de j que cumplen 
u(j + n + \) > Cj <cn b¿ = , determinar l% = 
J 
• Si l2 > /, , entonces /, <—l2, k i+ n +1 
Procedimiento 3.2.1: Buscar Pivote 2 (Para el problema P3.3). 
Paso 1 : Determinar 
b. = 
si a l+n+ lMr) > 0 y a,+„+1,„(s) > 0 
- 1 , sia i+n+lMr) < 0 y aMu{s) < 0 , (i = \,-,T-n-\) 
0, en caso contrario 




Paso 3 : Inicializar lx 0 . 
Paso 4 : Entre los valores de ¿ que cumplen «(/ + « +1) < 7], bt = - 1 , determinar 
c„„ =min{c¡}. 
Paso 5 : Para cada valor de i que cumpla bi - 1, cl < cm], hacer 
• Para los valores de j que cumplen u(j + n +1) < 7], c} <c¡9 b¿ = 1 , 
determinar l2 = ^ j & J j 
• Si l2 > / j , entonces /j <—12, k ¿ + n + 1 
Paso 6 : Para cada valor de i que cumpla u(i + n +1) > 7], bt = -1, c¡ < cnú, hacer 
• Para los valores de j que cumplen u(j + n + \)<T¡, c¡ < c,, bj - 1 , 
determinar l2 = 
j 
• Si /2 > , entonces ¡i <r-12, k i + n +1 
Procedimiento 3.2.2: Buscar Pivote 2 (Para el problema P3.4). 
Paso 1 : Determinar 
^ si aUn+lMr) > 0 y a,+H+u(( ) > 0 
- l » s i f l j + ( , + w < 0 y f l í m W í ) < 0 , (/ = ! , - , r - „ _ i ) 
0, en caso contrario 
Paso 2 : V b, * 0 , calcular 
C; = 
^ i+n+\.u(r) 
Paso 3 : Inicializar /, 0 . 
Paso 4 : Entre los valores de / que cumplen u(i + n + l)>Tl, b{ = - 1 , determinar 
cmx=min{c¡). 
Paso 5 : Para cada valor de i que cumpla bj = 1, ci < cm[, hacer 
• Para los valores de j que cumplen u(j + « +1) > 7j, c¡ < cl, b} = 1 , 
determinar l2 = ^ J^ [ 
j 
• Si l2 > / , , entonces /, <— , A: i + n + 1 
Paso 6 : Para cada valor de i que cumpla u(i + n +1) ^ 7], b¡ = -1 , c¡ < cm¡, hacer 
• Para los valores de j que cumplen « ( y + n + 1) > 7J, ct <c¡, bj = 1 , 
determinar l2 = 
j 
• Si l2>l\, entonces /, 12, k <—/ + « +1 
El procedimiento 3.3 permite realizar el intercambio entre una variable libre 
zu(r) y una variable dependiente zu(jc+n+D • 
Procedimiento 3.3: Pivotear. 
Paso 1 : Asignar 
• akMr) 
"l 
Paso 2 : Vz * k , asignar 
• <~ <*iMr) 
Paso 3 : Intercambiar u(r) con u(k). 
El proceso de transformación de la columna w(s) , para que contenga elementos 
negativos, asociados a todas las variables dependientes de la clase 1, se puede resumir 
en el procedimiento 3.4.1 y para que contenga elementos negativos, asociados atodas 
las variables dependientes de la clase 2, se puede resumir en el procedimiento 3.4.2. 
Procedimiento 3.4.1: Disminuir kx (Para el problema P3.3). 
Paso 1 : Inicializar r = 0 . 
Paso 2 : Repetir, hasta que r = n +1 
• k = 0 
• r <-r +1 
• Si r * s, aplicar procedimiento 3.1.1 
• Si k 0 , entonces 
• Aplicar procedimiento 3.3 
• Actualizar kx kx -lx 
• Si fe, = 0 , entonces r = n +1 
Paso 3 : Si fe, * 0 , entonces 
• Inicializar r = 0 
• Repetir, hasta que r = n +1 
• k = 0 
• r <— r + 1 
• Si r s, entonces aplicar procedimiento 3.2.1 
• Si k * 0, entonces 
• Aplicar procedimiento 3.3 
• Actualizar kx kt - lx 
• Si kx = 0, entonces r = n +1 
Paso 4 : Si kx * 0 , entonces ir al paso 1, en caso contrario parar. 
Procedimiento 3.4.2: Disminuir fe, (Para el problema P3.4). 
Paso 1 : Inicializar r = 0 . 
Paso 2 : Repetir, hasta que r = n + 1 
• fe = 0 
• r <r- r +1 
• Si r s, aplicar procedimiento 3.1.2 
• Si k * 0, entonces 
• Aplicar procedimiento 3.3 
• Actualizar fe, <— fe, - / , 
• Si fe, = 0, entonces r = n +1 
Paso 3 : Si fe, * 0 , entonces 
• Inicializar r = 0 
• Repetir, hasta que r = n -f1 
• k = 0 
• r <— r + 1 
• Si r * s, entonces aplicar procedimiento 3.2.2 
• Si fe * 0, entonces 
• Aplicar procedimiento 3.3 
• Actualizar fe, fe, -
• Si fe, = 0, entonces r = n +1 
Paso 4 : Si fe, ^ 0, entonces ir al paso 1, en caso contrario parar. 
Los procedimientos 3.5.1, 3.5.2, 3.6.1 y 3.6.2 son modificaciones de los 
procedimientos 3.1.1, 3.1.2, 3.2.1 y 3.2.2, que se usan para seleccionar elementos 
pivotes que disminuyen el valor de fe2. Los procedimientos 3.5.1 y 3.6.1 son para el 
problema P3.3 y los procedimientos 3.5.2 y 3.6.2 son para el problema P3.4. 
Procedimiento 3.5.1: Buscar Pivote 3 (Para el problema P3.3). 
Paso 1 : Determinar 
b, = 
si oí+(,+U(r) > 0 y aí+„+]jü(j) < 0 
~¡> < 0 y flí+(HM(j) > 0 , ( / = 1,-
0, en caso contrario 
Paso 2 : V bt * 0 , calcular 
C; = 
ai+n+\,u(r) 
Paso 3 : Inicializar max = 0. 
Paso 4 : Entre los valores de i que cumplen u(i + n +1) < T¡, bt = 1 , determinar 
cml = min{c,}. 
Paso 5 : Si c,n] < c ( , Vi * mi : u(i + n +1) < T{, 6. = 1, entonces 
• Inicializar /, = 0, l2 = 0 
• Para los valores de j que cumplen c} < cm], b} = - 1 , determinar 
J \ j 
Para los valores de j que cumplen c; < cm¡, 6, = 1, determinar 
j i 
• Calcular l = l¡ - l 2 
• Si / > max, entonces max <r~ / , k <-m\ + n +1 
Paso 6 : Para cada valor de i que cumpla u(i + n +1) > Tx, b¡ =1, c. < cmi, hacer 
• Inicializar /, = 0, l2 ~ 0 
• Para los valores de j que cumplen c; <c,, b] = - 1 , determinar 
j i j 
Para los valores de j que cumplen Cj<c¡,b = 1, determinar 
j j 
• Calcular / = /, - l 2 
• Si / > max, entonces max <— / , k i + n + l 
Paso 7 : Para cada valor de i que cumpla ó( = -1, c( < c„(1, hacer 
• Inicializar /, = 0, l2 = 0 
• Entre los valores de j que cumplen < , 6. = - l , determinar 
h=I\b, 1 + 1. J\ j 
Entre los valores de j que cumplen cy < c,, ¿r = 1, determinar 
j j 
Calcular / = -1 2 
Si / > max, entonces max <— l, + « +1 
Procedimiento 3.5.2: Buscar Pivote 3 (Para el problema P3.4). 
Paso 1 : Determinar 
b; = 
!> si ü,+„+) j/í/> > 0 y a ^ U a ( s ) < 0 
- l si aí+„+l,u(r) < 0 y aí+„+lil((l) > 0 , (i = \,--,T~n-l) 
0, en caso contrario 
Paso 2 : V b¡ * 0, calcular 
C; = 
Paso 3 : Inicializar max = 0 . 
Paso 4 : Entre los valores de / que cumplen u(i + n + l)>T], bt = 1, determinar 
cn„ = minie,}. 
Paso 5 : Si cmi <cn V/ * mi : u(i + n + l)> T]f b¡ = 1, entonces 
• Inicializar /, = 0, /2 = 0 
• Para los valores de j que cumplen Cj < cml, bj = - 1 , determinar 
a 
• Para los valores de j que cumplen cj<cmx,bj= 1, determinar 
' 2 = X > 7 
J 
• Calcular / = /, - /2 
• Si / > max, entonces max l, k mi + w +1 
Paso 6 : Para cada valor de i que cumpla «(i + n + l ) s 7 ¡ , bt = 1, ci < cm], hacer 
• Inícializar /, = 0, l2 = 0 
• Para los valores de j que cumplen cJ<cj,bJ=-\, determinar 
• Para los valores de j que cumplen c¿ <c¡, bj = 1, determinar 
4 = 2 > , 
j 
• Calcular / = /, - /2 
• Si / > max, entonces max <— l, k <~ i + n +1 
Paso 7 : Para cada valor de i que cumpla bt = -1, c¡ < cm], hacer 
• Inicializar /, = 0, l2 = 0 
• Entre los valores de j que cumplen cj<ci,b¡^~ 1, determinar 
j 
• Entre los valores de j que cumplen cj <ct, bj = 1, determinar 
i 
• Calcular l = /, - /2 
• Si J > max, entonces k i + « +1 
Procedimiento 3.6.1: Buscar Pivote 4 (Para el problema P3.3). 
Paso 1 : Determinar 
l si a l+n+1Mr) > 0 y a„„+1 n(l) > 0 
" I . » « W * ) < 0 y a,.+H+lu(í) < 0 , (/ = \, - , T - n - 1 ) 
0, en caso contrario 
Paso 2 : V 6, * 0, calcular 
af+H+l,«(r) 
Paso 3 : Inicializar max = 0. 
Paso 4 : Entre los valores de i que cumplen «(/ + « + 1 ) < 7], b¡ = - 1 , determinar 
c„„ =min{ci}. 
Paso 5 : Para cada valor de i que cumpla u(i + n +1) > , b, = 1, c¡ < cm,, hacer 
• Inicializar /, = 0, /2 = 0 
• Para los valores de j que cumplen cj<cnbj=\, determinar 
j 
• Para los valores de j que cumplen cj<ci,bJ=-l, determinar 
j 
• Calcular / = /, - l 2 
• Si l> max, entonces max / , k i + n + 1 
Paso 6 : Para cada valor de i que cumpla bt - -1, c, < c,Ml, hacer 
• Inicializar /, = 0, l2 = 0 
• Para los valores de j que cumplen c/<ci,bJ= 1, determinar 
j 
• Para los valores de j que cumplen cJ < c,, bj = - 1 , determinar 
h= iKI+i 
• Calcular l = l { ~l 2 
• Si / > max, entonces max <— l, k i + n + \ 
Procedimiento 3.6.2: Buscar Pivote 4 (Para el problema P3.4). 
Paso 1 : Determinar 
1, si a,+„+lu(r) > 0 y a l+n+ lMx)> 0 
b; = -j - 1 , si a1+n+] u(r) < 0 y ai+ll,¡ u(s) < 0 , (/ = 1, •• • •, T - n -1) 
0, en caso contrario 
Paso 2 : V ó, * 0, calcular 
c. = 
O; /+«+!,«(i) 
Paso 3 : Inicializar max = 0. 
Paso 4 : Entre los valores de i que cumplen u(i + n +1) > , b¡ = - 1 , determinar 
cml =m/n{c í}. 
Paso 5 : Para cada valor de i que cumpla u{i -i- n +1) < T}, b, =1, c, < cHÚ, hacer 
• Inicializar /, = 0 , l2 = 0 
• Para los valores de j que cumplen cí<c,,bj= 1, determinar 
j 
• Para los valores de j que cumplen ci<ci,bj=—'1, determinar 
SW 
j 
• Calcular / = /, -1 2 
• Si l > max, entonces max <— l, k <— z + « + 1 
Paso 6 : Para cada valor de i que cumpla bt = -1, c¡ < cmX, hacer 
• Inicializar /, = 0, /2 = 0 
• Para los valores de j que cumplen c, < c,, b - 1 , determinar 
A = I V 
j 
• Para los valores de j que cumplen cj<ci,bJ=-1, determinar 
j 
• Calcular / = /, - l 2 
• Si / > max, entonces max <— l, k i+ n +1 
Para tratar de disminuir, en la columna u(s), la cantidad de elementos no 
negativos, en el problema P3.3, asociados a variables dependientes de la clase 2, se 
aplica el procedimiento 3.7.1 y en el problema P3.4, asociados a variables 
dependientes de la clase 1, se aplica el procedimiento 3.7.2 
En estos procedimientos, el criterio de parada esta dado por la condición 
contador = 0, que se obtiene cuando no existe ningún elemento pivote que disminuya 
el valor de k2. 
Procedimiento 3.7.1: Disminuir k2 (Para el problema P3.3). 
Paso 1 : Inicializar r = 0 , contador = 0 . 
Paso 2 : Repetir, hasta que r - n +1 
• k = 0 
• r <- r +1 
• Si r * s, aplicar procedimiento 3.5.1 
• Si k * 0, entonces 
• Aplicar procedimiento 3.3 
• Actualizar k2 <- k2~ max 
• contador contador +1 
Paso 3 : Inicializar r = 0 . 
Paso 4 : Repetir, hasta que r = n +1 
• k = 0 
• r r +1 
• Si r s, aplicar procedimiento 3.6.1 
• Si k * 0 , entonces 
• Aplicar procedimiento 3.3 
• Actualizar k2 <~ k2 - max 
• contador <— contador +1 
Paso 5 : Si contador * 0 , entonces ir al paso 1, en caso contrario parar. 
Procedimiento 3.7.2: Disminuir k2 (Para el problema P3.4). 
Paso 1 Inicializar r = 0 , contador = 0 . 
Paso 2 : Repetir, hasta que r = n +1 
• * = 0 
• r r +1 
• Si r ± s, aplicar procedimiento 3.5.2 
• Si k * 0, entonces 
• Aplicar procedimiento 3.3 
• Actualizar k2 k2~ max 
• contador contador +1 
Paso 3 : Inicializar r = 0 . 
Paso 4 : Repetir, hasta que r = n +1 
• A = 0 
• r <— r + 1 
• Si r * s , aplicar procedimiento 3.6.2 
• Si k * 0, entonces 
• Aplicar procedimiento 3.3 
• Actualizar k2 k2- max 
• contador contador +1 
Paso 5 : Si contador * 0, entonces ir al paso 1, en caso contrario parar. 
Utilizando los procedimientos 3.4.1 y3.7.1 se desarrolla el procedimiento 3.8.1 
que selecciona una columna u(s) de la matriz de dependencia lineal y la convierte 
mediante transformaciones elementales en una columna que contiene todos los 
elementos negativos para las variables de la clase 1 y la mayor cantidad de 
coeficientes negativos para las variables de la clase 2. 
De forma similar, pero utilizando los procedimientos 3.4.2 y 3.7.2 se desarrolla 
el procedimiento 3.8.2 que selecciona una columna K(S) de la matriz de dependencia 
lineal y la convierte mediante transformaciones elementales en una columna que 
contiene todos los elementos negativos para las variables de la clase 2 y la mayor 
cantidad de coeficientes negativos para las variables de la clase 1. 
Procedimiento 3.8.1: Transformación de la matriz de dependencia lineal 
(Para el problema P3.3) 
Paso 1 : Seleccionar la columna en la matriz de dependencia lineal 
• Entre los valores de j que cumplen 1 < j < n +1 , u(j) < 7] y para todos 
los valores de i que cumplen n + 2 < i < T, u(i) <TX, a, u(j) < 0 , 
determinar el valor de s como el índice j para el cual se alcanza 
m / n X s g n ^ , ^ ) 
^ i 
Paso 2 : Calcular k} y k2 
• Inicializar kx = 0 , k2 = 0 . 
• Para cada valor de / que cumpla u(i) < Tx, a{i, «(.s1)) ^ 0, asignar 
1 
• Para cada valor de i que cumpla u(i) > Tx, a{i, w(s)) > 0, asignar 
k2 ¿2 +1 
Paso 3 : Si kx > 0 , aplicar procedimiento 3.4.1 
Paso 4 : Si k2 > 0 , aplicar procedimiento 3.7.1 
Paso 5 : Calcular px = T - Tx - k2 
Procedimiento 3.8.2: Transformación de la matriz de dependencia lineal 
(Para el problema P3.4) 
Paso 1 : Seleccionar la columna u(s) en la matriz de dependencia lineal 
Si V/', tal que 1 < j <n +1 se cumple que u{j) <> Tx, entonces 
• Seleccionar en la columna w(s) un elemento ai¡u{s) > 0 para u{ i) > T} 
• Asignar k <—i, r s 
• Aplicar procedimiento 3.3 
• Asignar s k 
en caso contrario 
• Entre los valores de j que cumplen 1 < j < n +1 , u(j) > 7J y para todos 
los valores de i que cumplen n + 2 < i < T, u(i) > Tx, aiu{¡)< 0 , 
determinar el valor de s como el índice j para el cual se alcanza 
mi« £sgn(a,•„(,,) 
J i 
Paso 2 : Calcular y k2 
• Inicializar kx = 0, k2 = 0 . 
• Para cada valor de i que cumpla «(i)>7^, a ( i , « ( í ) ) ¿ 0 , asignar 
1 
• Para cada valor de i que cumpla u{i) < Tx, a(i,u(s))> 0 , asignar 
k2 <r- k2 + 1 
Paso 3 : Si k¡ > 0 , aplicar procedimiento 3.4.2 
Paso 4 : Si k2> 0 , aplicar procedimiento 3.7.2 
Paso 5 : Calcular p2 =T¡ -k2 
El siguiente procedimiento se utiliza para calcular los valores de las variables 
auxiliares. 
Procedimiento 3.9: Calculo de los valores de las variables auxiliares 
Paso 1 : Asignar a las variables libres zu(s) = 0 , zu(J) = 1 , ( j = 1 +1J * s) 
Paso 2 : Calcular los valores de las variables dependientes mediante las relaciones de 
n+i 
dependencia lineal zm =-^alM{j)zvU) , (i = n + . 
i 
Paso 3 : V a¡Ms) ^ ® ^ u^(í) < 0 5 calcular q = max 
zm 
\q \ , si q £ N 
| V | + 1» si e N 




PARA EL DISEÑO DE LA RED 
DE MEMORIA ENTERA 
Los procedimientos 5.1.1, 5.2.1, 5.1.2 y 5.2.2 permiten determinar elementos 
pivotes que transforman la matriz de dependencia lineal para obtener diferentes 
ecuaciones de hiperplanos con coeficientes reales, que separan los mismos patrones. 
Procedimiento 5.1.1: Determinar Pivote 1 (Para el problema P5.3). 
Paso 1 : Determinar 
b., = 
1, si ai+n+ÍMr) > 0 y < 0 
- l si ai+H+¡Mr) < 0 y ai+fí+iMs) £ 0 , (i = !,•••,T-n-1) 
0, en caso contrario 
Paso 2 : V 6, * 0, calcular 
c. = 
flf/+«+l,i/(r) 
Paso 3 : Inicializar max = 0 . 
Paso 4 : Entre los valores de i que cumplen u(i + n + Y)<T}, bt = 1 , determinar 
cmí = mm{c,}. 
Paso 5 : Sí cml < c,, V/ * m i : u(i + n +1) < Tx, b: = 1, entonces 
• Inicializar /, = 0, /2 = 0 
• Para los valores de j que cumplen c , < cm¡, b} = - 1 , determinar 
j 
• Para los valores de j que cumplen c¡ < cnñ, bj =1, determinar 
h = 2 > . , j 
• Calcular / = - /2 
• Si / > max, entonces max <-/, k <- mi + « + 1 
Paso 6 : Para cada valor de i que cumpla u(i + n +1) > 7], b: = 1, c, < cml, hacer 
• Inicializar /, = 0, l2 = 0 
• Para los valores de j que cumplen cJ<cl,bj=-1, determinar 
i 
• Para los valores de j que cumplen Cj <c¡, b — 1, determinar 
j 
• Calcular / = /, - l 2 
• Si / > max, entonces max <— / , + « +1 
Paso 7 : Para cada valor de i que cumpla b¡ = -1, c, < cfl(,, hacer 
• Inicializar /, = 0 , l2 = 0 
• Entre los valores de j que cumplen cj<ci,bJ=-1, determinar 
j 
• Entre los valores de j que cumplen cJ < c,, bj = 1, determinar 
h = 
j 
• Calcular / = /, - /2 
• Si / > w¿rc, entonces max 4—1, k <-i + n +1 
Procedimiento 5.2.1: Determinar Pivote 2 (Para el problema P5.3). 
Paso 1 : Determinar 
h sitf,+„+1,„(r) >0 y ai+n+lMs] > 0 
t > i = \ - h si < 0 y <0 , (i =!,•••,T-n-l) 
0, en caso contrario 
Paso 2 : V b¡ 0, calcular 
C; = 
Paso 3 : Inicializar max = 0 . 
Paso 4 : Entre los valores de i que cumplen u(i + n +1) < T,, bt = - 1 , determinar 
Cmt = min{c,}. 
Paso 5 : Para cada valor de / que cumpla u(i + n + l)> T]} bi =1, c, < c„ñ, hacer 
• ínicializar /, = 0, /2 = 0 
• Para los valores de j que cumplen cf < ct, b¡ = 1 , determinar 
j i 
Para los valores de y que cumplen c t < , bj = - 1 , determinar 
J 
• Calcular / = /, - /2 
• Si / > w a r , entonces war <- / , + « +1 
Paso 6 : Para cada valor de i que cumpla bi = -1, c, < cml, hacer 
• Inicializar /, = 0, /2 = 0 
• Para los valores de / que cumplen cy < c,, by = 1, detenninar 
j 
j 
Para los valores de y que cumplen determinar 
• Calcular / = /, - l 2 
• Si l> max, entonces max <~ l, k <r- i + n + 1 
Procedimiento 5.1.2: Determinar Pivote l(Para el problema P5.4). 
Paso 1 : Determinar 
> 0 y a i+ll+iMs) < 0 
b, = j-1, sia¡+n+lMr) < 0 y a,.+fl+1,u(,) > 0 , = 
0, en caso contrario 
Paso 2 : V 6, * 0, calcular 
Paso 3 : Inicializar max = 0 . 
Paso 4 : Entre los valores de i que cumplen u(i + n + 1 ) > , 6( ^ 1, determinar 
Paso 5 : Si cffll < c,, Vi * m i : u(i + n +• 1) > Tx, b¡ = 1, entonces 
• Inicializar = 0 , l2 = 0 
• Para los valores de j que cumplen c¿ < cml, b} = , determinar 
• Para los valores de j que cumplen Cj < cm], b¿ ^ 1, determinar 
• Calcular / = /, - I 2 
• Si / > max , entonces max i— l, k m\ + n +1 
Paso.6 : Para cada valor de i que cumpla u{i + n +1) < T,, b, =1, c, < cml, hacer 
• Inicializar = 0 , = 0 




• Para los valores de j que cumplen c} < ct, b}¡ = 1, determinar 
' i = 5 > y 
j 
• Calcular / = /, - l 2 
• Si / > max, entonces max <r-1, k i + n +1 
Paso 7 : Para cada valor de i que cumpla b¡ = -1, c¡ < cml, hacer 
• Inicializar /, = 0, l2 = 0 
• Entre los valores de j que cumplen cJ<cj,bj=-l, determinar 
j 
• Entre los valores de j que cumplen c¡ < c¡, b}= 1, determinar 
j 
• Calcular l - /, - l 2 
• Si / £ wox, entonces max l, k í + n +• 1 
Procedimiento 5.2.2: Determinar Pivote 2 (Para el problema P5.4). 
Paso 1 : Determinar 
b-. = S 
1> si a U n ^ M r ) > 0 y a,.+Mtl u(v) > 0 
- 1 , sia l+n+ lMr) < 0 y < 0 , (i = 1) 
0, en caso contrario 
Paso 2 : V b¡ * 0 , calcular 
C; = 
Paso 3 : Inicializar max = 0 . 
Paso 4 : Entre los valores de i que cumplen u(i + n + V)> T}, b, = - 1 , determinar 
c„„ =mm{c í}. 
Paso 5 : Para cada valor de i que cumpla u(i + n + \) <TX, bl = c, < cm], hacer 
• Inicializar /, = 0, l2 = 0 
• Para los valores de j que cumplen cj < c,, bj = 1, determinar 
j j 
Para los valores de j que cumplen cJ<ci,bj=-1, detenninar 
J | j 
• Calcular l = /, -1 7 
• Si / > max, entonces max / , k i + n +1 
Paso 6 : Para cada valor de i que cumpla b: = -1, ct < cm], hacer 
• Inicializar /, = 0, l2 = 0 
• Para los valores de j que cumplen < c¡, bj = 1, determinar 
j 
• Para los valores de j que cumplen c £c¡,b =-1, determinar 
j 
• Calcular / = /, -1 2 
• Si l > max, entonces max <— / , ¿ / + /j +1 
Los procedimientos 5.3.1 y 5.3.2 son para discretizar los pesos y ajustar el valor 
de umbral en hiperplanos con pesos reales que son solución de los problemas (P.53) y 
(P5.4) respectivamente. 
Procedimiento 5.3.1: Discretización de los pesos de un hiperplano separador 
(Para el problema P5.3). 
Paso 1: Discretización los pesos. 
• Seleccionar w = max l ij&n 
WJ 
Asignar Wj — , ( / = 1,- • • ,n + 1). 
• Aproximar los pesos al valor entero más cercano para ( j ' - l , 
• Si [ w J " | - w > < 0 . 5 entonces en caso contrario 
wy<-|wJ 
Paso 2: Selección del valor de umbral: 
• Calculara ' P3™ 1 = 1 ' ' " ' T | 
Vj-i J 
• Inicializar px ~ 0 
• Si existen z¡ ^ 0 , determinar 
• zk - min\zt : z¡ < 0 , i = 
• WL = wix*i +w2xk2+-+wfíxh, 
• s i z < & 
• z¡ = min{z¡ : zi > 0 , í = Tx +1, 
• en caso contrario , determinar 
• zk = min{z¡ : z, > 0 , i = 
• z, = min[zi : -zk < z% < 0 , / = 7¡ +1,-*-,?1} 
"»+] w\*n 2 /2 ' « In 
..k Wn+] = wxxkx+w2xk2+---+wnx fot 
V * • 
Calcular w» , = 'n+l 
Procedimiento 5.3.2; Discretización de los pesos de un hiperplano separador 
(Para el problema P5.4). 
Paso 1: Discretización los pesos. 
Seleccionar w = max 1< J¿n 
WJ 
3 w. 
• Asignar w, , ( / = +1) . 
3 w 
• Aproximar los pesos al valor entero más cercano para { j = 1,-- -
• Si - Wj < Oi entonces Wj en caso contrario 
Paso 2: Selección del valor de umbral: 
• Calcular zk = di w y ) -w n + l , para i = Ti+\,---,T 
V> i J 
• Inicializar p2 = 0 
• Si existen z¡ ^ 0, determinar 
• zk=min{zi:zl<Q,i = Tx+\,-,T) 
• = +w2xk2+--+w„xh, 
\ 
k 
1*1 , siz, >0=> p2 <-p2 +1, ( i = !>•••,r,) 
z, =min{zi : z, > 0 , ¿ = 1,•••,?;} 
• en caso contrario , determinar 
• zk =mm{zi : > 0 , i = 7;+l,--- í7'} 
z . s i z , > - z k => < - p 2 +1, Cí = 
• "Li =wixn+V,2+---+wnxÌD 
• = w lxk i+w2xk 2+—+wnxh l 
wk , + w' 
Calcular >v , = "+1 
2 " 
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