Abstract-In order to help Distribution System Operators (DSO) effectively manage their distribution networks with a high penetration of Distributed Renewable Energy Sources (DRES), a new generation of tools is needed. These tools should help them manage their networks in a proactive way, be it short-term or long-term. This work proposes a day-ahead scheduling algorithm that takes into account forecasts of DRES generation and loads in a medium voltage (MV) distribution network, and intelligently utilizes flexibilities available in it, to provide an optimal dayahead schedule. This schedule, depending on the accuracy of the forecasts, will provide a means for DSOs to manage their network with the lowest short-term operating expenditures. This proposed algorithm is validated on two test grids and the results obtained for typical conditions are shown.
I. INTRODUCTION
The concept of unidirectional power delivery is ceasing to be true in many distribution networks today. This is due to a massive integration of Distributed Renewable Energy Sources (DRES) into these networks, causing local production and consumption of power, and sometimes even leading to power being fed back to transmission networks. Distribution System Operators (DSO) are thus presented with a great challenge, and can no longer afford to control and supervise their networks in a passive, or reactive manner. Indeed, there is a need for them to evolve and take into account the new possibilities brought about by the integration of more advanced communication and control systems, in managing their networks.
Most distribution network optimization methods presented in the literature have considered the network conditions to be static, providing an optimal solution for only a "snapshot" of the network, sometimes considering multi-temporal optimization, [1] - [10] . But they have either not considered certain important flexibilities like reconfiguration, which are available for exploitation, or have assumed for example that distributed generators are dispatchable in nature. The problem arising out of such approaches is either that the flexibilities chosen are not representative of the ones that can actually be used by the DSOs in real life, or that the use of certain leeways, like making distributed generators completely dispatchable, creates an easy situation with regards to optimization.
In this work, four different flexibilities are considered. They are considered to be representative of almost all possible flexibilities that can potentially be present in distribution networks, because they encompass flexibilities that are both owned, and not owned by DSOs, flexibilities whose technical control completely rests with DSOs, flexibilities which could be contracted through a market-based setup in future, and so on. The use of some of these flexibilities does not create inter-temporal constraints while the use of certain others may do so. Hence, this consideration is also made in this work.
Section II of this paper stresses the importance of a new kind of optimization required, and briefly discusses the monetary valorization of different actions and activities in distribution networks, laying the ground work for the optimization. Section III introduces the algorithm developed as a part of this work, its various components, and describes its operation over a 24-hour period. Section IV outlines the two test networks used for testing the algorithm. Section V describes the monetary valorization of network activities, and representative conditions. Section VI presents the results of the work, and Section VII provides conclusions for the work.
II. NEED FOR PARADIGM SHIFT
The objective of most research studies in the domain of optimization of distribution networks has been in order to achieve the best possible network conditions i.e., the best voltage profiles, a very good load balance, and line currents that are close to their optimums. This means that for a distribution network with a ±5 % allowed range of voltages, a node voltage of 0.99 pu is considered to somehow be better than a node voltage of 0.96 pu, even though they are both technically within prescribed limits.
This leads to a theoretically valid search for perfection that does not translate very well in practice. Therefore, a shift in paradigm is necessary.
Constraints are present in the network conditions because conditions which do not respect them adversely affect its proper functioning. This means that there exists a monetary loss that can be associated with violation of constraints. Similarly, network parameters like energy losses can also be monetized. In the same vein, the use of flexibilities also entitles a cost for DSOs. Therefore, for each condition and action in this work, there is an associated cost. What this means is that the multi-objective nature of the optimization problem is reduced to one single objective. The application of the developed algorithm therefore results in a network with the lowest operational expenditures for DSOs. The aim is not to have a result where the network to be optimized has the most optimal conditions (like a node voltage preference for 0.99 pu over 0.96 pu), but to have a network where limits and constraints are respected, with penalties for conditions where they are not respected.
III. THE ALGORITHM
The algorithm uses a dynamic-programming based approach for optimization. It works in two modes. The first is a reactive mode, designed to react to network congestions (voltage and current) for the particular time interval where they occur. The second is an anticipative mode, which strives to eliminate not only the congestions for the particular time interval, but also the congestions that arise out of the inter-temporal nature of the flexibilities it uses. The choice between these two modes is made based on the severity and scale of congestions. In this work, congestions occurring in a single feeder are solved in reactive mode, while the ones across feeders are solved in anticipative mode.
There are five major components that make up the algorithm, as shown in Fig. 1 . The working of each of these components is explained here. The main program is responsible for the following: interfacing between the user and the algorithm, assessing original network conditions, and creating the reconfiguration database. The load and DRES forecasts are considered to be hourly in nature, and so the original network conditions are assessed by performing power flow calculations for each hour. The reconfiguration database is constructed by using a modified version of the algorithm developed in [11] . For each hour h, the configuration is done by taking the maximum value of load and DRES on each node during the time period h to hour 24 as input. This was done after repeated testing on both the networks with the given forecasts with the maximum, average, and other combinations of values of load and DRES from each hour h to hour 24 proved that the maximum value condition was closest to hourly reconfiguration.
The main program then reiterates from hour 1, and launches the local management routine whenever it finds voltage or current violations in a single feeder. The routine works as shown in Fig. 2 . When launched, the routine checks for voltage and current violations, and loads the appropriate nodes as candidates for flexibility application.
The flexibilities considered in this work are Volt-VAr control of DRES connected to them (limited to +45 % and −35 % of its active power generation), load modulation (a decrease of up to 50 % of load power consumption), and operation of the onload tap changer (OLTC) supplying the feeder. As mentioned earlier, the violations and flexibilities in the network have an associated cost. The optimization is therefore done to decrease the cost incurred. Condition C1 checks the original cost, and the cost after optimization. If there is a reduction in cost incurred, the optimization is successful. If not, the local management routine returns control with the failure message. When the routine completes its execution, the control goes back to the program that called it. If the optimization is successful, the main program moves to the next hour with violations. If it is not successful, or if the violations in the network occur across feeders, the global management routine is launched. The working of the global management routine is illustrated in Fig. 3 . Once this routine is launched, the control is transferred to it from the hour h when it is launched till the last hour to be optimized, hour 24. The optimization horizon is split into two paths. In the first path, the network is reconfigured, using the configuration for hour h from the database. Any remaining violations are managed by an algorithm similar to the local management routine, but with the scope of the entire network. In the second parallel path, no reconfiguration is done. The violations are managed with the same algorithm, but with a global scope. The corresponding costs are calculated. Then, from hour h+1, the network is checked for violations, and the corresponding management routine is launched (condition C2).
If the global management routine is launched again, a recursion occurs. For each of the actions taken in each of the routines launched, the corresponding costs are calculated. At the end of the optimization, a tree -where each path from the root node to the leaf node represents one possible solutionis obtained. The path with the lowest cost (minimum weight) is the solution that is sought. The dynamic nature of the program arises out of the division of work between the different routines in the time space for optimization, and the global optimality of the solution is guaranteed by comparing all possible locally optimal solutions in the tree.
The chosen solution is a set of DSO actions to be taken, specifically the use of a certain amount of some types of flexibilities, at determined points in the network. It guarantees an overall improvement in the global operation of the network.
IV. TEST NETWORKS
Two networks are used for simulation-testing the algorithm. The first one, called the PREDIS network [12] , is a test network constructed at the University Grenoble Alpes, representing a real distribution network at a reduced scale. It is a 11 kV, 14-bus, 17-line network with a connected load of 26.5 MVA and connected DRES of 27 MVA. It has three feeders, each equipped with its own On-Load Tap Changing (OLTC) Transformer. This network is shown in Fig. 4 . DRES can be connected to all nodes in the network except nodes 1, 2, 3, 6, 8, and 11. The second network is a 11 kV IEEE 70-bus rural test network with 79 lines, and a connected load of 5.41 MVA. Since no DRES information is available for this network, it was conceived as a part of this work. The network is shown in Fig. 5 . 
V. INPUTS AND NETWORK CONDITIONS A. Monetary Valorization
In order to obtain results with the algorithm, each of the DSO's actions and network's conditions have to be given a monetary value. After a careful study, values for each of these parameters were chosen, and they are presented in Table I . The electricity prices are those of the EPEX spot market for October 1, 2014. The results obtained using the algorithm on the test networks, for different load and DRES profiles uses these values. 
B. Load and DRES Profiles
In order to test the algorithm effectively, a range of DRES profiles with varying penetration levels are used for both networks. Each network has a fixed load profile for the 24 hour period, whose mix and variations are based on the work presented in [3] .
The total energy demand of the load profiles for the PREDIS network and the Rural Test Network is 423 869 kWh and 59 987 kWh respectively. The penetration levels of DRES during the period are increased gradually from 0 % to 100 %, by steps of 10 %. The DRES penetration level is calculated as the maximum ratio between the total DRES active power production and the total active power consumption in the network during every time interval in the day. Table II shows the various network conditions, before and after optimization, for each insertion rate of DRES ranging from 0 % to 100 % in the PREDIS network. The presented results are the number of violations, the minimum levels voltage in the network, and the overall DSO expenditure, before and after the optimization. Table III shows a summary of the actions suggested by the algorithm in order to achieve the results presented in Table II . The term LR indicates load reduction, while VVC indicates Volt-VAr control. These suggestions can further be broken down into the suggestions for each hour, and for each flexibility available. By analyzing the results, we can draw the following conclusions. For a large range of DRES insertions, the algorithm is capable of optimizing the network, resulting in a large reduction in network violations, and in DSO expenditures. The voltage profiles in the network improve significantly, as is shown by the increase in the minimum voltage levels. For a DRES insertion rate of 40 %, Fig. 6 shows different voltage profiles in the network. The minimum, average, and maximum voltages in the network are shown, before and after the use of the developed algorithm. For a DRES insertion rate of 70 %, the real power losses are shown in in Fig. 7 . It is to be noted that a reduction in losses is achieved partly because the losses cost money, and partly also because of the optimization of the voltage and the current levels in the network. For the PREDIS network, through the use of the algorithm, we obtained an average reduction in violations of 91 %. The reduction in DSO expenditures stands at 83 % on an average, and the average increase in minimum network voltage levels is around 10 %. All this clearly indicates that the algorithm is able to achieve good results over a range of penetration rates of DRES in the considered network.
VI. TEST RESULTS

A. PREDIS Network
B. Rural Test Network
As with the PREDIS Test Network, optimization simulations were carried out on the Rural Test Network, which is much larger, but which has a much lower load density. Table  IV presents the different results obtained with the developed algorithm, for a gradually increasing percentage of DRES penetration. The network actions suggested by the algorithm to achieve the results are shown in Table V.   TABLE IV  RESULTS FOR THE RURAL TEST For a DRES insertion rate of 30 %, Fig. 8 shows different voltage profiles in the network. Here, since the violations occur only towards the end of the time period to be optimized, the differences in the voltage profiles can be seen only for these moments. This clearly demonstrates a paradigm shift, with the scope of the algorithm being the elimination of voltage and current constraint violations. If no constraints are violated, there is no optimization to be done because the active power losses cost much less than the levers used to optimize the network. A new evaluation of the costs of the losses with regards to the cost of the usage of the levers could be conducted based on these results, through sensitivity studies. For a DRES insertion rate of 70 %, Fig. 9 shows the losses in the original and the optimized networks. For this network, the load density is not very high, meaning that the active power losses are not so significant. Therefore, the reduction in losses is not as high as in the case of the PREDIS network. Through the use of the algorithm, for this network, the average reduction in violations is around 90 %. The reduction in DSO expenditures is around 82 % on an average, and the average increase in minimum network voltage levels is around 2 %. Once again, the results show a significant improvement in the network conditions.
VII. CONCLUSIONS
An intelligent day-ahead dynamic-programming based scheduling algorithm for distribution networks was developed, with an ability to perform a multi-temporal optimization as compared to optimizing just a "time snapshot" of networks. Through the use of various flexibilities available in the networks, the developed algorithm manages to facilitate the integration of Distributed Renewable Energy Sources (DRES) in their existing structure. The algorithm also considers the effect of network manipulations made during one time period over the subsequent time periods.
By associating costs to network conditions and DSO actions, it is assured that the optimized solution obtained by the algorithm for a particular network will be the solution that provides the lowest operating cost for that network, a point of interest for DSOs.
The algorithm was validated over two test networks and the results show a significant improvement in network conditions, especially with respect to voltage profiles and congestions.
