We consider a class of stochastic impulse control problems of linear diffusions arising in studies considering the determination of optimal dividend policies and in studies analyzing the optimal management of renewable resources. We derive a set of weak conditions guaranteeing both the existence and uniqueness of the optimal policy and its value by relying on a combination of the classical theory of diffusions, stochastic calculus, and ordinary nonlinear programming techniques. We also analyze two associated stochastic control problems and establish a general ordering for both the values and the marginal values of the considered stochastic control problems.
INTRODUCTION
A stochastic impulse control policy can typically be characterized by two factors: the random dates at which the considered policies are exercised and the size of the applied policies. This characterization naturally indicates that the timing and the size of an impulse control are factors which can be separately studied depending on the precise nature of the considered class of applications. For example, in most forest economic applications of stochastic impulse control the implemented impulse size is typically exogenously given through the exogenously determined generic initial state at which the underlying stochastic process is restarted after the forest has been harvested (see, for example, 3, 4, 5, 6, 26, and 27) . On the other hand, most capital theoretic and cash flow management applications of impulse control are based on models where both the timing and the size of an admissible impulse policy have to be simultaneously determined (see, for example, 7, 8, 13, 19, 24 ; see also 17 for an excellent survey on stochastic impulse control applications in finance). Given the applicability of stochastic impulse control it is not surprising that the mathematical analysis of such problems is well-established (see, for example, 11, 12, 15, 18, 20, 22 ; see also 9 for a seminal textbook on quasi-variational inequalities and impulse control). In most cases the analysis of the impulse control problem is based on a combination of dynamic programming techniques and quasi-variational inequalities. Even though that approach is general and applies in the multidimensional case as well, it typically results into functional inequalities which, depending on the nature of the considered problem, may be relatively difficult to analyze and in that way difficult to interpret in terms of the particular application.
Given the arguments mentioned above, we consider in this study a class of stochastic impulse control problems where the decision maker has to choose both the timing and the size of the optimal policy affecting the dynamics of the underlying linear time-homogenous diffusion process. We generalize the analysis of the study 7 in two ways. First, instead of relying on a simple linear and state-independent exercise payoff, we introduce a state-dependent and potentially non-linear cash flow term measuring the revenue flow accrued from continuing operation (in forest economics this flow term is typically interpreted as the flow of returns accrued from amenity services; cf. 5). This extension is of interest, since as our analysis clearly demonstrates, in the presence of a state-dependent and potentially non-linear cash flow no strong concavity requirements are needed in order to guarantee both the existence and uniqueness of an optimal policy (which is in sharp contrast with the findings of the linear state-independent exercise payoff case studied in 7). Second, in order to model the potential imperfect controllability of the underlying stochastic dynamics, we also consider situations where an arbitrary admissible impulse may result into a jump discontinuity which is either greater or smaller than the size of the actual impulse (such configurations typically arise in models considering either the effects of taxation or the effects of financial frictions on rational cash flow management). Although this imperfection is modelled as a linear function of the applied impulse control policy, it has a profound impact on both the optimal policy and its value since it affects the required rate of return and, therefore, the marginal value of the optimal policy in a non-linear way (put somewhat differently, the linearly modelled imperfection has an nonlinear impact on the associated boundary value problems).
Instead of analyzing the considered class of stochastic impulse control problems directly via dynamic programming techniques and quasi-variational inequalities, we follow the approach introduced in 3 and 4 and first derive an associated class of iteratively defined Markovian functionals modelling the value accrued from applying a potentially suboptimal stochastic impulse control policy characterized by a sequence of constant-sized impulses exerted every time the underlying diffusion hits a predetermined and constant exercise threshold. By relying on standard nonlinear programming techniques we state the ordinary first order necessary conditions characterizing the exercise threshold and impulse size maximizing the value of the associated class of Markovian functionals. We then present a set of relatively weak sufficient conditions under which an optimal pair satisfying the necessary conditions exists and is unique and under which this solution actually characterizes both the size of the optimal impulse and the threshold at which the irreversible policy should be optimally exerted. In accordance with these observations, we then find that given the policy mentioned above the iteratively defined Markovian functional actually constitutes the value of the optimal stochastic impulse control.
We also consider two associated stochastic control problems (namely, a singular stochastic control and an optimal stopping problem) and analyze the boundary value problem connecting these values. As intuitively is clear, we find that the value of the associated singular stochastic control problem domi-nates the value of the stochastic impulse control problem which, in turn, dominates the value of the associated optimal stopping problem. Somewhat surprisingly, we also find that the same ordering is satisfied by the marginal values as well. More precisely, we establish the marginal value of the associated singular stochastic control problem dominates the marginal value of the stochastic impulse control problem which, in turn, dominates the marginal value of the associated optimal stopping problem. Thus, our results extend the findings of 7 by demonstrating that the positivity of the relationship between the (marginal) value and the flexibility of the admissible policy is satisfied also in the presence of a state-dependent and potentially non-linear cash flow. In economic terms, our findings unambiguously prove that increased policy flexibility does not only increase the value of the optimal admissible policy, it also increases the rate at which this value grows.
The contents of this study are as follows. In section two we present the considered class of stochastic impulse control problems. In section three we then state a set of auxiliary results and analyze the two associated stochastic control problems. In section four we then analyze the considered stochastic impulse control problem and state our main results. Finally, our results are explicitly illustrated in section five in a model based on geometric Brownian motion.
THE IMPULSE CONTROL PROBLEM

GENERAL SETUP
It is our purpose in this study to analyze a class of stochastic impulse control problems of linear diffusions arising in many financial and economical applications of stochastic control theory. In order to accomplish this task, let (Ω, F, {F t } t≥0 , P) denote a complete filtered probability space satisfying the usual conditions and assume that the dynamics of the underlying controlled diffusion process are given by the generalized Itô equation
where β > 0 is exogenously given constant, τ ν 0 = inf{t ≥ 0 | X ν t ≤ 0} denotes the possibly finite first exit date from the state-space R + of the controlled diffusion process and µ : R + → R and σ : R + → R + are known sufficiently smooth mappings (at least continuous) guaranteeing the existence of a solution for the stochastic differential equation
characterizing the dynamics of the underlying diffusion in the absence of interventions (cf. 10, pp. 46-47) . It is at this point worth emphasizing that the parameter β can be interpreted as a measure of the imperfect controllability of the underlying stochastic dynamics, since an arbitrary admissible impulse results into a jump discontinuity which is either greater or smaller than the size of the actual impulse whenever β = 1. As in 22, an impulse control for the system (2.1) is a potentially infinite joint sequence
denotes an increasing sequence of F t -stopping times for which τ 1 > 0 and {ζ k } N k=1 denotes a sequence of non-negative impulses exerted at the corresponding intervention dates {τ k } N k=1 , respectively. We denote as V the class of admissible impulse controls ν and assume that τ k → τ ν 0 almost surely for all ν ∈ V and x ∈ R + . Furthermore, in line with most financial and economical applications, we assume that the upper boundary ∞ is natural and the lower boundary 0 is either natural, exit or regular for the controlled diffusion in the absence of interventions. Whenever 0 is regular for X t , it is assumed to be killing (in line with the concept of liquidation). As usually, we denote as
d dx the differential operator associated with the underlying diffusion X t .
THE IMPULSE CONTROL PROBLEM
Given the stochastic dynamics in (2.1) and the assumptions presented above on the dynamics of the controlled system, define the expected cumulative net present value of the revenues from the present up to a potentially infinite future as
where λ > 0 is an exogenously given constant, c > 0 is a known constant measuring a lump-sum sunk cost associated with the irreversible policy, and π : R + → R + is a given continuous, non-decreasing and non-negative mapping measuring the revenue flow accrued from continuing the operation. This type of objective functional arise frequently in studies considering rational cash flow management (optimal dividend policy) and in studies considering the rational harvesting of renewable resources. Given the definition of J ν c (x) we plan to study the stochastic impulse control problem
and to determine an admissible impulse control ν * for which the maximum J ν * c (x) = V c (x) is attained for all x ∈ R + . In order to proceed in the analysis of the considered class of stochastic control problems, we first establish the following verification theorem.
Lemma 2.1. Assume that there is a mapping F : R + → R + satisfying the conditions (a) (R r π)(x) − F (x) is r-subharmonic for the diffusion X t , and (b) F (x) satisfies for all x ∈ R + the inequality
(2.5)
Since X τ j = X τ j − − βζ j for any admissible strategy and F (x) satisfies the quasi-variational inequality F (x) ≥ sup βζ∈ [0,x] [λζ − c + F (x − βζ)] for all ∈ R + we find that
Letting n → ∞ and invoking dominated convergence then finally implies that
Since this inequality is valid for any admissible impulse control, it has to be valid for the optimal as well from which the alleged result follows.
Lemma 2.1 states a set of considerably weak sufficient conditions which can be applied in the verification of the optimality of a value attained by applying an admissible policy. An interesting implication of Lemma 2.1 stating a set of more easily applicable sufficient conditions is now summarized in the following.
Corollary 2.2. Assume that the mapping
, where D is a set of measure zero and F ′′ (x±) < ∞ for all x ∈ D. Assume also that F (x) satisfies the quasi-variational inequality (2.5) for all x ∈ R + and the variational inequality
Proof. As was established in Theorem D.1. in 23 (pp. 315-318) the conditions of our corollary guarantee that there a sequence
(ii) (AF n ) − rF n → (AF ) − rF uniformly on compact subsets of R + \D, as n → ∞;
is locally bounded on R + . Applying Itô's theorem to the mapping (t, x) → e −rt ∆ n (x), where ∆ n (x) = ((R r π)(x) − F n (x)), taking expectations, and reordering terms yields
Letting n → ∞, applying Fatou's theorem, and invoking the variational inequality (AF )(x) − rF (x) + π(x) ≤ 0 then yields
The alleged result now follows from Lemma 2.1.
AUXILIARY RESULTS
SOME ASSOCIATED FUNCTIONALS
Denote as L 1 (R + ) the class of measurable mappings f : R + → R satisfying the uniform integrability condition
where τ 0 = inf{t ≥ 0 | X t ≤ 0} denotes the first, potentially infinite, exit date for the uncontrolled diffusion X t from the state-space R + . Given the class L 1 (R + ), define for arbitrary f ∈ L 1 (R + ) the resolvent functional (R r f ) : R + → R measuring the expected cumulative present value of the cash flow f (X t ) from the present up to the first liquidation date τ 0 as
It is a well-known fact from the literature on linear diffusions that the expected cumulative present value of a cash flow f ∈ L 1 (R + ) can be rewritten as
1) where ψ is the increasing and ϕ is the decreasing fundamental solution of the ordinary second-order linear differential equation (Au) = ru defined on the domain of the characteristic operator of the diffusion X t (see 10 pp. 18-20 for a throughout characterization of the associated fundamental solutions and the Green function of a linear diffusion),
denotes the constant (with respect to the scale) Wronskian determinant,
denotes the density of the scale function S of the diffusion X t and
denotes the density of the speed measure m of the diffusion X t .
Define now the mapping θ : R + → R measuring the rate at which the total revenues are appreciating as
where ρ(x) = µ(x) − rx measures the net appreciation rate of the underlying controlled diffusion X t . Throughout this study we will assume that π, ρ ∈ L 1 (R + ), therefore also θ ∈ L 1 (R + ). Consider now the expected cumulative present value (R r θ)(x). By invoking the Greenian representation (3.1), differentiating the equation sidewise and dividing sidewise with the term ψ
where the functional L :
The functional L will prove to be the key ingredient when determining optimal policies in all the considered stochastic control problems. The next lemma will shed light on some of the useful properties of the functional L under reasonable assumptions on the mapping θ.
Lemma 3.1. Assume, that there exists a state x * ∈ R + for which the function θ is increasing on the interval (0, x * ) and decreasing on the interval (x * , ∞). Moreover, assume that 0 ≤ lim x↓0 θ(x) < ∞ and that lim x→∞ θ(x) < 0. Then there exists a unique statex = argmin{(R r θ)
proving that L is monotonously increasing on (x * , ∞). In the same manner, we see that whenever z <
showing that L is monotonously decreasing on (0, x * ). Since the boundary 0 is assumed to be natural, exit or killing, we see immediately that lim x↓0 L(x) ≤ 0. Moreover, the assumed monotonicity properties of the mapping θ(x) implies that
On the basis of the assumptions on the mapping θ it is evident that there exists a state
. Hence, the proved monotonicity of L(x) and the inequality
Along with the functional L, two additional functionals will be of great importance in the subsequent study of the considered stochastic control problems. These functionals, which are now denoted as I : R + → R and J : R + → R, are defined as
However, as we are about to establish, the key properties of these functionals I and J are dictated by the behavior of L, the behavior of which is again, by definition, dictated by θ. First note that since ρ ∈ L 1 (R + ) the expression
holds. On the other hand, since (cf. 3, Lemma 2.1)
,
.
Consequently, we discover that
In other words, the fact whether the functional I is increasing or decreasing is dictated by the sign of the value of the functional L. Secondly, ordinary differentiation yields
hence L dictates also the monotonicity properties of J. Finally, invoking the Greenian representation of the resolvent (R r π)(x), we discover that
(cf. 7, Lemma 3.3). To close the subsection, we present a lemma determining the boundary properties of the functionals I and J under assumptions of Lemma 3.1 on the mapping θ.
Lemma 3.2. Assume that the conditions of lemma 3.1 are satisfied. Then
Proof. We have shown that
= 0. In this case, invoking L'Hospitals rule yields
To prove the alleged behavior of J at infinity, note that
We showed in the Lemma 3.1 that the statex lies in the interval (x * , ∞), i.e. where θ is monotonously decreasing. Hence for x >x, we have that
By letting x tend to infinity in the inequality above, we discover that lim
= 0. The property lim x↓0 I(x) ≥ 0 is still left to prove. In order to prove this, observe that the condition I(x) ≥ I(x) implies that
By continuity, this means that
THE ASSOCIATED SINGULAR CONTROL PROBLEM
Before proceeding to the analysis of the stochastic impulse control problem, we first consider an associated singular stochastic control problem and illustrate how the two stochastic control problems are connected. In order to accomplish this task, consider the associated controlled diffusion process X Z t described on R + by the generalized Itô stochastic differential equation
where the process Z t is an admissible (bounded variation) control, meaning a non-negative, non-decreasing, right-continuous and {F t }-adapted process. We denote the class of such processes as Λ and assume that µ and σ satisfy the same regularity conditions as in the impulse control case. Given these assumptions, we will next consider the associated singular control problem
where
denotes the first exit date of the controlled diffusion from R + . It is worth observing that applying the generalized Itô theorem to the linear mapping x → λx/β yields
is an almost surely finite stopping time. The non-negativity of the controlled process then results by letting N tend to infinity and invoking monotone convergence to the inequality
It is clear that if the implemented admissible policy satisfies the condition lim N →∞ E x e −rτ N X Z τ N = 0 then the inequality (3.5) becomes an equality. In that case the value of the optimal policy can be decomposed into a part measuring the value of the instantaneous liquidation policy and the expected cumulative present value of the future revenues accrued from postponing the immediate liquidation of the underlying process.
In the next lemma we will establish the value and the optimal policy for the problem (3.4). These results will later turn out to be useful in the analysis of the impulse control problem (2.4) as well. 
where the thresholdx ∈ (x * , ∞) is the unique root of the first-order condition L(x) = 0. Moreover, the value of the optimal policy reads as
implying that the marginal value of the optimal policy can be expressed as
(3.8)
Proof. Denote the proposed value function as
is attained by applying the admissible local time push (i.e. reflection atx) policy (3.6). In order to establish the opposite inequality, we first observe that the proposed value function is twice continuously differentiable on R + . Moreover, ordinary differentiation yields that
Since the statex is the global minimum of the functional I, we find that K ′ p (x) ≥ λβ −1 for all x ∈ R + . Finally, we also find that
Since the statex is attained on the set where θ is strictly decreasing, we find that (AK p )(x) − rK p (x) + π(x) ≤ 0 for all x ∈ R + . Thus, the proposed value function K p (x) satisfies the conditions of Lemma 1 in 1 and, therefore,
Lemma 3.3 states a set of weak conditions under which the associated singular stochastic control problem (3.4) is solvable. A set of interesting comparative static results implied by Lemma 3.3 are now summarized in the following. Proof. (i) Denote the value associated with the parameter β i as K i (x), i = 1, 2. It is now clear from the proof of Lemma 3.3 that K 2 (x) satisfies the sufficient variational inequalities (AK 2 )(x)−rK 2 (x)+π(x) ≤ 0 and K
) is a decreasing function of the parameter β from which the alleged result follows by invoking the representation (3.8). Proving part (ii) is entirely analogous. It remains to consider the sensitivity of the optimal exercise thresholdx with respect to parametric changes. To this end, consider the mappinḡ
by the assumed monotonicity and non-negativity of π(x). Therefore, ifx i denotes the optimal exercise threshold associated with β i , i = 1, 2, we observe that 0 =L(x 1 , λ, β 1 ) ≤L(x 1 , λ, β 2 ) which, in turn, implies thatx 1 ≥x 2 . Establishing thatx is a decreasing mapping of the parameter λ is entirely analogous.
Corollary 3.4 characterizes the impact of parametric changes on the value, the marginal value and the optimal exercise threshold of the irreversible policy. We observe that an increase in β decreases both the value and the marginal value of the optimal policy and, therefore, postpones exercise by increasing the optimal exercise threshold. The contrary happens when the parameter λ increases. An interesting implication of these comparative static results is that parametric changes are neutral (i.e. do not affect the optimal exercise threshold x) as long as the ratio λ/β is held constant.
It is worth emphasizing that the value (3.7) of the optimal singular stochastic control can be re-expressed as
As we will notice in the subsequent analysis, (3.9) is closely related to the value of the considered impulse control problem. Moreover, as our next lemma indicates, the value (3.9) has an interesting maximality property summarized in the following lemma extending the results obtained in 7 in a model subject to a linear exercise payoff payoff. 
Proof. Assume first, that y >x. Then we find that
x <x < y.
We have shown earlier as a consequence of Lemma 3.1 that
Therefore, I(y) − I(x) > 0 and J(x) − J(y) > 0 for all y =x. Consider now the difference H(x,x) − H(x, y) on the interval [x, y). Since J is monotonously decreasing on the interval [x, ∞), we find that
This observation proves that H(x,x) > H(x, y) for all x ∈ R + whenever y >x. In order to verify the second case assume now that y <x. In that case
ψ(x) (I(y) − I(x)) x < y <x.
By relying on similar arguments as above we find that it suffices to consider the difference H(x,x)−H(x, y) on the interval [y,x). Again the monotonicity of J implies that
It remains yet to show that H y (x, y) < 0 for all (x, y) ∈ R + × (x, ∞). Ordinary differentiation yields that
This quantity is negative, since J is monotonously decreasing on (x, ∞). This completes the proof of the lemma.
Lemma 3.5 shows that the value of the associated singular stochastic control problem does not only dominate but also grows faster than any other solution of the associated free boundary value problem (see 7 for a similar observation in a model subject to a linear exercise payoff)
This result is of interest since it emphasizes the role of the flexibility of the admissible policy as the main determinant of both the actual value and its growth rate. As we will later observe, it is these variational inequalities which relate the considered stochastic impulse control problem to both the associated singular stochastic control problem and to the associated optimal stopping problem.
THE ASSOCIATED OPTIMAL STOPPING PROBLEM
Let X t be the diffusion evolving on R + according to the ordinary Itô stochastic differential equation (2.2) and assume that the infinitesimal coefficients µ and σ satisfy the same regularity conditions as in the impulse control case. Given these assumptions, consider the corresponding optimal stopping problem
where c ≥ 0 is an arbitrary constant and τ is an arbitrary F t -stopping time satisfying the constraint τ < τ 0 stating that the stopping time problem is defined up to the first date the underlying diffusion exits from its state-space R + . Along the lines indicated by (3.5) we find by applying Dynkin's theorem to the mapping x → λx/β − c that
demonstrating how the value of the optimal policy can in this case be decomposed into the sum of the immediate exercise payoff and the early exercise premium. The next lemma will present a substantially deep relationship between the associated singular control and the associated optimal stopping problem.
Lemma 3.6. Assume, that the conditions of Lemma 3.3 are met and that
denotes the value of the optimal stopping problem andx c , denoting the optimal stopping threshold, is the unique root of the equation J(x c ) = −βc.
Proof. In order to establish (3.11), denote as x 0 the unique interior state at which θ(x 0 ) = 0. Since
we find that
J(x) ≥ 0, we consequently discover that J(x) > 0 whenever x ∈ (0, x 0 ). On the other hand, we proved in the Lemma 3.2 that lim x→∞ J(x) = −∞. Together with the monotonicity properties of J, this demonstrates that there exists an unique statex c ∈ θ −1 (R − ) at which the condition J(x c ) = −βc is satisfied. Moreover, ordinary differentiation yields
which in turn implies that
Given these observations, denote the proposed value function asĜ c (x). SinceĜ
On the other hand, we also observe that the proposed value functionĜ c (x) is continuously differentiable on R + , twice continuously differentiable on R + \ {x c } and satisfies the variational inequality min{rĜ c (x) − (AĜ c )(
In order to prove that K(x) ≥ G c (x), observe that the value of the associated singular control problem satisfies the variational inequality (AK)(x) − rK(x) + π(x) ≤ 0 and the inequality
Thus, K(x) satisfies the sufficient variational inequalities guaranteeing that
is now a straightforward consequence of (3.8) and Lemma 3.5 Lemma 3.6 states a set of conditions under which the associated optimal stopping problem is solvable. Interestingly, we find that both the value and the marginal value of the optimal timing policy are smaller than the value and the marginal value of the associated singular stochastic control problem, respectively. A set of interesting comparative static results implied by Lemma 3.6 are now summarized in the following. (ii) the optimal exercise thresholdx c is an increasing mapping of both the parameter β and the sunk cost c and a decreasing mapping of the parameter λ.
Proof. The claim of part (i) of our corollary follow directly from the definition of the exercise payoff. Thus, it is sufficient to consider the sensitivity of the optimal thresholdx c to changes in either λ, β, or c. To this end, consider the mappingL
and denote asx c (β i ) the optimal exercise threshold associated with the parameter
which implies that 0 =L(x c (β 1 ), λ, β 1 , c) >L(x c (β 1 ), λ, β 2 , c) and, therefore, thatx c (β 1 ) >x c (β 2 ). The analysis of the impact of changes in either λ or c on the optimal exercise threshold is entirely analogous.
Corollary 3.7 extends the findings of Corollary 3.4 to the present example. More precisely, we observe that an increases in β postpones rational exercise by expanding the continuation region where stopping is suboptimal. The opposite is shown to happen when λ increases. Interestingly, we again find that parametric changes are neutral (i.e. do not affect the optimal exercise threshold x c ) as long as the ratio λ/β is held constant. Moreover, as intuitively is clear, our findings indicate that increased sunk costs decrease the value and postpone rational exercise by expanding the continuation region.
OPTIMAL IMPULSE CONTROL POLICY
NECESSARY CONDITIONS
The stochastic impulse control problems of type (2.4) are typically tackled by relying on either dynamic programming techniques or on quasi-variational inequalities. In this study, we plan to adopt an alternative approach which yields more tangible and easily interpretable conditions on the optimality of the control policy. Instead of considering the class of all admissible impulse controls at once, we restrict our attention to the subclass {ν (ζ,y) } of admissible impulse controls characterized by the sequence of intervention times τ + , for all k ≥ 1. That is, we restrict our attention interest to control policies consisting of sequence of constant-sized impulses (with the exception of the initial impulse which depends on the initial state) exerted every time the underlying diffusion hits a predetermined, constant exercise threshold y. Given this class of admissible impulse controls, define the value F c : R + → R accrued from applying the impulse control ν (ζ,y) as F c (x) = J (ζ,y) c (x). Since X τ k + = X τ k − − βζ for all k and the controlled diffusion evolves as the linear diffusion X t between any two successive intervention dates, we observe that for all x < y, the value satisfies the functional relation (a so-called running present value formulation)
1) where τ y = inf{t ≥ 0 | X t ≥ y}. Invoking the strong Markov property of diffusions now implies that the value F c (x) can be represented as
2) First of all, note that letting x tend to y in (4.2) yields the value-matching condition F c (y) = F c (y − βζ) + λζ − c which can be re-expressed in the more familiar form F c (y − βζ) + λζ = F c (y) + c stating that the value of the investment opportunity has to coincide with its full costs (lost option value + sunk cost). On the other hand, by letting x tend to y − βζ yields
Now, inserting (4.3) into (4.2) implies that that the value can be expressed as
4) where the mapping h :
In order to prove the existence and uniqueness of the optimal impulse control policy, we will consider the ordinary inequality constrained non-linear programming problem
To ease up the subsequent analysis, introduce a linear change of variables: let z = y − βζ. Thus ζ = β −1 (y − z). Since the parameter β is assumed to be positive, the programming problem (4.6) can now be re-written as
If an interior pair maximizing the mapping h and, therefore, satisfying the problem (4.7) exists, denote the value associated to this pair as F * c (x). To express the same in a more accurate manner, if an interior pair (z * c , y * c ) satisfying the problem (4.7) exists, define the mapping F * c : R → R as 
where r(z, y) = (R r π)(z) − (R r π)(y) + λβ −1 (y − z) − c. This yields immediately the condition
Using the notation introduced in the subsection 3.1, this can be rewritten as
On the other hand, since
we find by invoking condition (4.10), reordering terms that
Again, with the notation from the subsection 3.1, this can be expressed as
The conditions (4.10) and (4.11) are standard necessary first-order conditions for the existence of the solution of the problem (4.7). In the next subsection, we will use the results derived in the subsection 3.1 in order to prove that under the assumptions Lemma 3.1 there indeed exists a unique interior pair (z * c , y * c ) satisfying the algebraic equations (4.10) and (4.11). This pair then induces an unique solution (ζ * c , y * c ) for the non-linear programming problem (4.6).
EXISTENCE AND SUFFICIENCY
Having presented a set of necessary conditions for the optimality of the considered subclass of admissible stochastic impulse controls, we now establish a set of weak conditions under which the necessary conditions (4.10) and (4.11) have indeed a unique solution. )(x). By the definitions ofJ,Ĵ and k, we observe thatŷ is well-defined. Moreover, the mappingŷ is continuous and bijective as a composition of continuous and bijective mappings. Finally, sinceŷ(z) =Ĵ −1 (J(z) − βc), we find that the equation J(ŷ(z)) − J(z) = −βc holds for all z ∈ (0,x].
Analogously to the notation used above, define the mappingsǏ
Firstly, these findings guarantee that Y is well-defined. Moreover, these same findings coupled with Lemma 3.2 imply that
In other words, we discover that the image of Y is strictly included in the domain of Y . This observation coupled with the fact that Y is continuous and bijective leads us to the conclusion that the mapping Y has a fixed point. In other words, there exists a state z * ∈ (0,x), for which I(z * ) =Ǐ(z * ) = I(ŷ(z * )) = I(ŷ(z * )). Moreover, since z * ∈ (0,x], the equation J(ŷ(z * )) − J(z * ) = −βc also holds. These observations complete the first part of the proof.
Uniqueness. Assume, that (z Consider now the slopes of the implicit curves I(y(z)) − I(z) = 0 and J(ŷ(z)) − J(z) = −βc at the point (z * ,ŷ(z * )). Standard differentiation yields thatŷ
since by assumption (z * ,ŷ(z * )) = (z * ,y(z * )). This computation proves the uniqueness of the solution.
Lemma 4.1 demonstrates that the conditions of Lemma 3.1 are sufficient for both the existence and uniqueness of a solution for the typically highly nonlinear necessary conditions (4.10) and (4.11). It is worth pointing out that since the existence result of Lemma 4.1 is based on a fixed point argument, the existence of a potentially optimal pair is guaranteed for a considerably broad class of problems. Given the results of Lemma 4.1, we are now in position to state our main result on the optimal stochastic impulse control policy and its value. 
Finally, given the continuity of the proposed value function and the fact that the state-space (0, y * c ) of the controlled diffusion X ν t is bounded, we observe that
Theorem 4.2 demonstrates that the admissible policy ν * = ν (ζ * c ,y * c ) is indeed optimal and F * c (x) is the value of the optimal policy whenever the conditions of Lemma 3.1 are satisfied. This observation is of interest since it emphasizes the role of the mapping θ(x) as the principal determinant of both the existence and uniqueness of an optimal policy. It is worth noticing that the conditions are considerably weak since no concavity assumptions are required and only the monotonicity and continuity properties of the mapping θ(x) are required for guaranteeing the validity of the results of Theorem 4.2. Our main characterization of the impact of the flexibility of the applied policy on the values and the marginal values of the considered stochastic control problems are now summarized in the following (cf. 7 for a similar observation in the linear payoff case). 
follows directly from Lemma 3.5 and the representation (4.12). On the other hand, as was established in the proof of Lemma 4.2, the value function V c (x) is continuously differentiable on whole of R + , twice continuously differentiable on R + \ {y * c } and satisfies the variational inequality (AV c )(
we observe that V c (x) satisfies the sufficient variational inequalities guarantee-
It is clear from the proof of the Lemma 4.1, that y * c >x.
c ,x c )) and both of the thresholdsx c and y * are attained on the set where I(x) is non-decreasing, we discover thatx c ≥ y * c . It remains to establish that K
follows directly from Lemma 3.5. Sincex c ≥ y * c ≥x, we find that Corollary 4.3 extends the results of Lemma 3.6 to the present case. As intuitively is clear, we find that increased flexibility increases the value of the optimal decision. Interestingly, Corollary 4.3 also demonstrates that increased flexibility increases the marginal value of the optimal policy as well. Hence, we observe that increased flexibility does not only increase the values of optimal policies, it also increases the rate at which these values are increasing.
Having studied the existence and uniqueness of an optimal impulse control policy, we now plan to analyze the comparative static properties of the optimal policy and its value. In accordance with our earlier findings in Corollary 3.4 and Corollary 3.7 we can now establish the following Proof. Denote as V c,λ i (x) the value of the optimal policy associated with the parameter λ i , i = 1, 2, and assume that λ 1 > λ 2 . It is now clear from the proof of Theorem 4.2 that the value V c,λ 1 (x) satisfies the variational inequality (AV c,λ 1 )(x)−rV c,λ 1 (x)+π(x) ≤ 0 for all x ∈ R + \{y * c,λ 1 }, where y * c,λ 1 denotes the optimal exercise threshold associated with the parameter λ 1 . Moreover, since V c,λ 1 (x) satisfies also the sufficient quasi-variational inequality V c,λ 1 (y) + λ 2 β (x − y) − c we find that V c,λ 1 (x) ≥ V c,λ 2 (x). Proving that V c (x) is a decreasing function of both the parameter β and the sunk cost c is entirely analogous.
Corollary 4.4 summarizes the impact of parametric changes on the value of the optimal policy. Unfortunately, it is difficult to characterize explicitly the impact of parametric changes in either λ or β on the optimal exercise boundary y * c and the optimal generic initial state y * c − βζ * c . Fortunately, the impact of changes in the sunk cost c can be explicitly characterized by studying the behavior of the implicit curves I(y * Hence, we find that increased volatility increases the optimal threshold at which the irreversible policy should be exercised. Moreover, standard differentiation also yields that ∂x ∂β =x (1 − α)β > 0 and ∂x ∂λ = −x (1 − α)λ < 0 demonstrating along the lines of our Corollary 3.4 that the optimal exercise threshold is an increasing function of the parameter β and a decreasing function of the parameter λ. The optimal exercise boundary is illustrated as a function of the underlying volatility in Figure 1 for β = 0.9, 1, 1.1 under the assumption that r = 0.045, µ = 0.025, α = 0.5, and λ = 10. where the optimal stopping boundaryx c >x is the unique root of the equation
The optimal exercise boundaryx c is illustrated as a function of the underlying volatility in Figure 2 for β = 0.9, 1, 1.1 under the assumption that r = 0.045, µ = 0.025, α = 0.5, c = 1, and λ = 10. Table 1 clearly indicates that increased volatility does not only increase the optimal threshold at which the impulse policy is irreversibly exercised. It simultaneously increases both the size of the optimal policy and the optimal generic initial state. This result is of interest from the point of view of risk management since it clearly demonstrates that increased volatility will result both into a larger but less frequent dividend strategy and a larger generic initial capital protecting the rationally managed corporation from future unfavorable yet uncertain events (i.e. a larger capital buffer). It is also worth emphasizing that our results indicate that the dividend-capital-ratio ζ * c /y * c is also an increasing function of volatility. Consequently, even though the capital buffers y * c −ζ * c increase as volatility increases, the ratio between the buffers and the optimal capital decreases as volatility increases. In order to analyze numerically the impact of a change in the parameter β on the risk sensitivity of the optimal impulse policy numerically illustrated in Table 2 under the assumption that r = 0.045, µ = 0.025, α = 0.5, c = 1, β = 1.1, and λ = 10 and in Table 3 under the assumption that r = 0.045, µ = 0.025, α = 0.5, c = 1, β = 0.9, and λ = 10. Along the lines of our previous findings on both the associated optimal stopping problem and the associated singular stochastic control problem, our numerical illustrations seem to indicate that the optimal variables are increasing as functions of the parameter β and decreasing as functions of the parameter λ. 
