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Estimations de dimensions de Minkowski dans
l’espace des groupes marque´s
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20 fe´vrier 2005
Re´sume´
Dans cet article, on montre que l’espace des groupes marque´s est
un sous-espace ferme´ d’un ensemble de Cantor dont la dimension de
Hausdorff est infinie. On prouve que la dimension de Minkowski de cet
espace est infinie en exhibant des sous-ensembles de groupes marque´s a`
petite simplification dont les dimensions de Minkowski sont arbitraire-
ment grandes. On donne une estimation des dimensions de Minkowski de
sous-espaces de groupes a` un relateur. On de´montre enfin que les dimen-
sions de Minkowski du sous-espace des groupes commutatifs marque´s et
d’un ensemble de Cantor de´fini par Grigorchuk sont nulles.
Abstract
In this article we show that the space of marked groups is a closed
subspace of a Cantor space with infinite Hausdorff dimension. We prove
that the Minkowski dimension of this space is infinite by exhibiting sub-
sets of marked groups with small cancellation the dimensions of which
are arbitrarly large. We give estimates of the Minkowski dimensions of
of subsets of marked groups with one relator. Eventually, we prove that
the Minkowski dimensions of the subspace of abelian marked groups
and a Cantor space defined by Grigorchuk are zero.
1 Introduction
L’e´tude de la ge´ne´ricite´ de diffe´rentes classes de groupes a donne´ lieu a`
de nombreux travaux depuis le the´ore`me de ge´ne´ricite´ des groupes hyper-
boliques e´nonce´ par Gromov [8]. Un nouvel aspect dans la caracte´risation de
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cette ge´ne´ricite´ a e´te´ de´veloppe´ par Champetier [2] en conside´rant l’espace
topologique des groupes marque´s a` m ge´ne´rateurs et les cate´gories de Baire de
parties spe´cifiques de cet espace.
Dans l’ide´e de caracte´riser cette ge´ne´ricite´ d’un point de vue me´trique et
de mesurer l’importance relative de certaines classes de groupes, on s’inte´resse
ici a` l’estimation des dimensions de Minkowski et de Hausdorff de l’espace des
groupes marque´s a` m ge´ne´rateurs et de certaines de ses parties, qu’on munit
de la me´trique employe´e par Champetier [2].
On de´crit dans un premier temps un plongement isome´trique naturel de
l’espace des groupes marque´s dans un Cantor dont on montre que la dimension
de Hausdorff est infinie. On conside`re ensuite la partie PS = PS(m, k, λ)
forme´e des groupes a` k relateurs de meˆme longueur ve´rifiant la condition de
petite simplification C ′(λ) :
The´ore`me 1. Lorsque m ≥ 2 et λ ∈]0, 1
6
], on a l’encadrement des dimensions
infe´rieure et supe´rieure de Minkowski suivant
k log2(2m− 1) ≤ dimMPS ≤ dimMPS ≤
k
1− 3λ
log2(2m− 1).
Corollaire 1. La dimension de Minkowski infe´rieure de l’espace des groupes
marque´s a` m ge´ne´rateurs (m ≥ 2) est infinie.
On introduit apre`s cela la partie UR = UR(m, q) des groupes a` un relateur
et dont le relateur est une puissance q-e`me, partie pour laquelle on montre le
The´ore`me 2. Lorsque q ≥ 2, on a l’encadrement log2(2m−1)
q
≤ dimMUR ≤
dimMUR ≤
log2(2m−1)
q−1
.
Dans le cas de m = 4 ge´ne´rateurs, on s’inte´resse au sous-espace B de´fini
par Grigorchuk [7] dont on rappelle en de´tail la construction au chapitre 7 et
pour lequel on montre
The´ore`me 3. La dimension de Minkowski supe´rieure de l’espace B est nulle.
On montre enfin le
The´ore`me 4. La dimension de Minkowski supe´rieure du sous-espace des groupes
commutatifs est nulle.
Les chapitres 2 et 3 sont deux chapitres pre´liminaires ou` toutes les de´finitions
utiles regardant l’espace des groupes marque´s et les dimensions me´triques de
Minkowski et de Hausdorff ont e´te´ rassemble´es ainsi que quelques exemples.
Dans le chapitre 4 on prouve, lorsque m ≥ 2, que l’espace P(Lm) des parties de
Lm dans lequel se plonge isome´triquement Gm a une dimension de Hausdorff
infinie. On y montre e´galement que la dimension supe´rieure de Minkowski de
G1 est nulle. Les chapitres 6 a` 8 pre´sentent dans l’ordre les de´monstrations des
quatre re´sultats principaux e´nonce´s dans cette introduction.
Remerciements. Je tiens a` remercier tre`s chaleureusement Roland Bacher,
autant pour ses ide´es pre´cieuses que ses remarques judicieuses. Je remercie
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e´galement Goulnara Arjantseva et Pierre De La Harpe pour leurs patientes
et minutieuses relectures, ainsi que Fre´de´ric Mouton pour ses tre`s opportunes
suggestions.
2 Les espaces G(G) et P(G)
Soit Lm le groupe libre de base S = {e1, . . . , em}. A chaque sous-groupe
distingue´ de Lm correspond un quotient marque´ de Lm, c’est-a`-dire un groupe
muni d’un syste`me de ge´ne´rateurs privile´gie´ qui est l’image du syste`me S
par l’application quotient. L’ensemble Gm des sous-groupes distingue´s de Lm,
lorsqu’il est muni d’une topologie me´trisable dite topologie de Cayley, est un
espace compact appele´ espace des groupes marque´s a` m ge´ne´rateurs.
La topologie de Cayley sur Gm, est induite par une topologie me´trisable sur
l’ensemble P(Lm) des parties de Lm qui fait de P(Lm) un espace de Cantor (un
espace de Cantor est un espace topologique compact, totalement discontinu et
sans points isole´s ; un tel espace est home´omorphe a` l’ensemble triadique de
Cantor). On donne ci-dessous une construction plus ge´ne´rale qui permet de
de´finir une topologie compacte et me´trisable sur l’ensemble des parties d’un
groupe de type fini ainsi que sur l’ensemble de ses sous-groupes distingue´s.
Soit G un groupe de type fini muni d’un syste`me ordonne´ de ge´ne´rateurs
X = (g1, . . . , gm). La longueur |g|X d’un e´le´ment g ∈ G relativement a` X
est la longueur d’un mot irre´ductible le plus court en les lettres X ∪X−1 qui
repre´sente g. On de´signe par BX(r) l’ensemble des e´le´ments de G de longueur
infe´rieure ou e´gale a` r.
Si R est une partie de G, on de´signe par N (R) le plus petit sous-groupe
distingue´ de G contenant R appele´ cloˆture normale de R. On e´crit < R > pour
le sous-groupe de G engendre´ par R. Si A est un ensemble fini, on de´signe par
|A| le cardinal de A.
De´finition 1. Une distance d sur un ensemble E ve´rifie l’ine´galite´ ultra-
me´trique si
d(x, z) ≤ max {d(x, y), d(y, z)} , pour tout x, y et z de E.
Soit P(G) l’ensemble des parties de G. On de´finit sur P(G) la distance
ultra-me´trique dP a` partir de la “valuation”
ν(A,B) = max {n ∈ N ∪ {∞} |BX(n) ∩A = BX(n) ∩ B}
pour des parties A et B de G. On pose alors dP(A,B) = 2
−ν(A,B). Il est
imme´diat de ve´rifier que la topologie induite par dP sur P(G) est aussi celle
de la topologie produit sur {0, 1}G ou` {0, 1} est muni de la topologie discre`te.
On montre sans peine que (P(G), dP) est un espace de Cantor si G est infini
et un espace discret fini sinon.
De´finition 2. On de´signe par G(G) l’ensemble des sous-groupes distingue´s de
G. On conside`re sur G(G) la me´trique dG induite par dP . L’espace me´trique
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G(G) est appele´ espace des quotients marque´s de G. Lorsque G = Lm, on e´crit
Gm = G(Lm).
L’espace G(G) est une partie ferme´e de P(G) qui posse`de des points isole´s.
Ainsi G(G) est un espace me´trique compact totalement discontinu et donc de
dimension topologique nulle, voir par exemple [2, 3] et [6]. Lorsque G = Lm,
on e´crit dG = dm.
3 Dimensions de Minkowski et de Hausdorff
Les dimensions de Minkowski et de Hausdorff sont des dimensions me´triques
qui renseignent sur les possibilite´s de plongement dans un espace me´trique
standard tel qu’un espace euclidien ou hyperbolique. Pour les notions de base
concernant les dimensions me´triques on se re´fe`re au livre de Falconer [5].
On de´signe par (E, d) un espace me´trique. Pour toute partie A de E,
diam(A) est le diame`tre de A. Un espace pre´compact est un espace me´trique
qui posse`de pour tout ε > 0 un recouvrement fini par des boules ferme´es de
rayon ε.
Notations 1. Soit (E, d) un espace me´trique pre´compact. On de´signe par
N(E, ε) le minimum des cardinaux des recouvrements de E par des boules
ferme´es de rayon ε. On de´signe par P (E, ε) le nombre maximum de boules
ferme´es de rayon ε disjointes.
De´finition 3. Les dimensions de Minkowski infe´rieure et supe´rieure d’un es-
pace me´trique pre´compact (E, d) se de´finissent respectivement par les formules
dimME = lim inf
ε→0
logN(E, ε)
log(1/ε)
,
dimME = lim sup
ε→0
logN(E, ε)
log(1/ε)
.
Ces dimensions me´triques sont aussi connues sous les noms de dimensions
fractales ou “box-counting dimensions” infe´rieure et supe´rieure.
De´finition 4. La dimension de Hausdorff d’un ensemble A ⊂ E est
dimH A = sup {s : H
s(A) > 0} = sup {s : Hs(A) =∞}
= inf {s : Hs(A) <∞} = inf {s : Hs(A) = 0} ,
ou` Hs est la mesure de Hausdorff de dimension s
Hs(A) = lim
δ→0
inf
{
∞∑
i=1
diam(Ei)
s : A ⊂
∞⋃
i=1
Ei, Ei ⊂ E, diam(Ei) ≤ δ
}
.
Les proprie´te´s e´le´mentaires suivantes sont ve´rifie´es lorsque dim de´signe soit
dimM , dimM ou dimH (voir [5, Ch.2]).
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Monotonie : Si E1 ⊂ E2 alors dimE1 ≤ dimE2.
Ensemble fini : Si E est fini alors dimE = 0.
La dimension de Minkowski supe´rieure est finiment stable , c’est-a`-dire
dimM
n⋃
i=1
Ei = max
1≤i≤n
dimMEi , pour Ei ⊂ E, i = 1, 2, . . . , n,
alors que la dimension de Hausdorff est de´nombrablement stable , c’est-a`-dire
dimH
∞⋃
i=1
Ei = sup
i≥1
dimH Ei , pour Ei ⊂ E, i = 1, 2, . . . .
La dimension de Hausdorff d’un ensemble de´nombrable est donc nulle. Si dim
de´signe l’une des dimensions de Minkowski, alors dimA = dimA ou` A est
l’adhe´rence de A ⊂ E. Pour cette raison, dimension de Hausdorff et dimensions
de Minkowski peuvent eˆtre trs diffe´rentes.
Proposition 1. [10] Pour tout espace me´trique pre´compact E,
dimtopE ≤ dimH E ≤ dimME ≤ dimME.
ou` dimtop de´signe la dimension topologique ou dimension de recouvrement de
Lebesgue.
3.1 Exemples
Si E est la boule unite´ d’un espace vectoriel norme´ de dimension n, munie
de l’une quelconque de ses normes, alors ses dimensions de Hausdorff et de
Minkowski sont toutes e´gales a` n qui est aussi sa dimension topologique. Si
E est l’espace triadique de Cantor, construit dans le segment [0, 1] muni de
la me´trique euclidienne, ses dimensions de Minkowski et de Hausdorff valent
toutes trois log(2)/ log(3) alors que sa dimension topologique est nulle.
Si E = [0, 1], muni de la me´trique euclidienne, et si α est un re´el strictement
positif, alors
(1) dimMA = dimMA =
1
1+α
lorsque A = { 1
nα
}n≥1,
(2) dimMA = dimMA = 1 lorsque A = {
1
logn
}n≥2,
(3) dimMA = dimMA = 0 lorsque A = {2
−n}n≥0.
Dans chacun de ces cas, la dimension de Hausdorff est nulle. Ces re´sultats
s’obtiennent directement a` partir de la de´finition. Le troisie`me cas sugge`re que
la dimension de Minkowski supe´rieure de l’ensemble des valeurs d’une suite
qui converge vers son unique point d’accumulation a` vitesse exponentielle, est
nulle. C’est le cas dans l’espace G(Z) ou` d1(nZ, {0}) = 2−n et ou` le sous-groupe
distingue´ trivial est l’unique point d’accumulation de cet espace. Comme pre-
mier exemple de calcul, on montre dans la proposition 4 du chapitre suivant
qu’effectivement dimMG(Z) = 0. De manie`re ge´ne´rale, majorer la dimension
de Minkowski supe´rieure de l’ensemble des valeurs d’une suite convergeant vers
son unique point d’accumulation revient estimer la vitesse de convergence de
cette suite.
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4 Dimension de Hausdorff de l’espace P(Lm)
On conside`re, comme dans le chapitre 2, un groupe G muni d’un syste`me
ordonne´ de ge´ne´rateurs X ainsi que l’espace me´trique (P(G), dP). On pose
β(n) = |BX(n)| et σ(n) = β(n+1)−β(n). La limite ω(G,X) = lim sup
n→∞
n
√
β(n)
est appele´e taux de croissance exponentiel du groupe G relativement a` X . Si
ω(G,X) > 1, on dit que le groupe G est de croissance exponentielle.Cette
dernie`re de´finition ne de´pend pas du choix de X (voir [4, chap.VI.C]). On dit
que deux points d’un espace me´trique sont ε-distinguables si la distance qui
les se´pare est strictement supe´rieure a` ε.
On exprime dans la propositon 2 les dimensions de Minkowski de P(G) en
fonction de β. Le lemme 3 donne une condition suffisante portant sur la crois-
sance de G pour que l’egalite´ ait lieu entre dimension de Hausdorff et dimension
de Minkowski infe´rieure de l’espace P(G). Il en re´sulte imme´diatement que la
dimension de Hausdorff de P(Lm) est infinie. La de´monstration de ce premier
lemme est laisse´e au lecteur.
Lemme 1. Soit (E, d) un espace ultra-me´trique compact. Pour tout ε > 0,
il existe un unique recouvrement fini minimal F(E, ε) de E par des boules
ferme´es de rayon ε, c’est-a`-dire tel qu’aucune sous-famille propre de F(E, ε)
n’est un recouvrement de E. De plus ce recouvrement est une partition et l’on a
|F(E, ε)| = N (E, ε) = P (E, ε). En outre, P (E, ε) est e´gal au nombre maximal
de points ε-distinguables dans E.
Lemme 2. Soit G un groupe de type fini muni d’un syste`me ordonne´ de
ge´ne´rateurs X. Si (E, d) = (P(G), dP) ou (G(G), dG) alors, pour tout entier
n ≥ 0, N(E, 2−n) est le nombre de parties de la boule BX(n) qui s’obtiennent
comme l’intersection d’un e´le´ment de E avec cette boule.
De´monstration. Supposons que (E, d) = (P(G), dP). On se donne n ≥ 0.
Ayant pose´ ε = 2−n, on conside`re le sous-ensemble Pn = P(BX(n)) de E
forme´ des parties de la boule BX(n). Alors, l’ensemble des boules centre´es
en les points de Pn et de rayon ε est un recouvrement de E par des boules
disjointes. C’est donc le recouvrement minimal F (E, ε) d’apre`s le lemme 1.
En effet, deux centres xi et xj distincts ve´rifient d(xi, xj) > ε. Si les boules
associe´es n’e´taient pas disjointes, elles seraient alors e´gales a` une meˆme boule
de diame`tre strictement supe´rieur a` ε. Ceci est absurde puisque le diame`tre
d’une boule de rayon ε d’un espace ultra-me´trique n’exce`de pas ε. Lorsque
(E, d) = (G(G), dG), la preuve reste en tout point semblable.
Proposition 2. Les dimensions de Minkowski infe´rieures et supe´rieures de
l’espace me´trique
(
P(G), dP(G)
)
sont donne´es par les formules
dimMP(G) = lim inf
n→∞
β(n)
n
, dimMP(G) = lim sup
n→∞
β(n)
n
.
De´monstration. Ayant fixe´ n ≥ 0, on pose ε = 2−n. Par le lemme 2,
N (E, ε) = 2|BX(n)| = 2β(n).
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D’ou` dimMP(Lm) = lim inf
ε→0
logN (E, ε)
log(1/ε)
= lim inf
n→∞
β(n)
n
,
avec une formule analogue pour la dimension de Minkowski supe´rieure.
Si d est une distance sur un ensemble E, on de´signe par val(d) le sous-
ensemble de R+ constitue´ des valeurs prises par d sur E×E. Pour tout x ∈ E,
ε > 0, on de´signe par B(x, ε) la boule ferme´e de centre x et de rayon ε.
Le lemme suivant montre que sous une condition de controˆle uniforme
des “s-volumes” ε′sN(B(x, ε), ε′) des partitions re´gulie`res des boules, dimen-
sion de Hausdorff et dimension infe´rieure de Minkowski d’un espace ultra-
me´trique compact sont e´gales. On laisse au lecteur la preuve de ce lemme qui
est e´le´mentaire.
Lemme 3. Soit (E, d) un espace ultra-me´trique compact ve´rifiant les deux
hypothe`ses suivantes
(1) Pour toute boule B de rayon r ∈ val(d), diam(B) = r,
(2) Pour tout s > 0, il existe un nombre re´el η = η(s) > 0 tel que l’une
des deux ine´galite´s
(i) εs ≤ ε′sN (B(x, ε), ε′) ,
(ii) εs ≥ ε′sN (B(x, ε), ε′) ,
est ve´rifie´e pour tout x ∈ E et pour tout ε′ ≤ ε ≤ η, ε, ε′ ∈ val(d).
Alors,
dimH E = dimME.
Remarque 1. Si (E, d) est un espace ultra-me´trique compact on peut montrer
facilement que val(d) est l’ensemble des valeurs d’une suite (εn)n≥0 strictement
de´croissante et tendant vers 0. Les conditions (i) et (ii) du lemme pre´ce´dent
peuvent alors se reformuler de la manie`re suivante : Pour tout s > 0 il existe
un entier K = K(s) tel que l’une des deux ine´galite´s
(i) N(B(x, εn), εn+1) ≥
(
εn
εn+1
)s
(ii) N(B(x, εn), εn+1) ≤
(
εn
εn+1
)s
est ve´rifie´e pour tout x ∈ E et pour tout n ≥ K.
Proposition 3. Si la suite (σ(n))n≥0 est stationnaire ou si elle tend vers
l’infini, alors
dimH P(G) = dimMP(G).
En particulier, si G est de croissance exponentielle alors dimH P(G) =∞.
Corollaire 2. Si m = 1 alors dimH P(Lm) = dimH P(Z) = 2 log 2. Si m ≥ 2
alors dimH P(Lm) =∞.
De´monstration de la proposition 3. On montre d’abord que P(G) remplit la
condition (1) du lemme 3. Soit B une boule ferme´e de P(G) de rayon r =
2−n ∈ val(dP) et dont le centre est une partie x de G. Si BX(n + 1) * x,
on pose x′ = x ∪ {g}, ou` g est un e´le´ment quelconque de BX(n + 1)\x. Si
BX(n + 1) ⊂ x, on pose x′ = BX(n). Les parties x et x′ sont deux points de
7
B ve´rifiant dP(x, x
′) = r si bien que diam(B) = r. Ce qui montre que P(G)
ve´rifie (1).
On fixe maintenant s > 0 et l’on prouve que, si σ est croissante ou tend vers
l’infini, alors la condition (2) du lemme 3 est aussi remplie. Soit n un entier
positif ou nul. Alors N (B(x, 2−n), 2−n−1) = 2|BX(n+1)\BX (n)| = 2σ(n). Si σ tend
vers l’infini lorsque n tend vers l’infini, il existe K = K(s) tel que 2σ(n) ≥(
2−n
2−n−1
)s
= 2s pour tout n ≥ K. Dans ce cas (2.i) est ve´rifie´e. Supposons
que σ est stationnaire et prend la valeur constante S < ∞ pour tout n ≥ K,
pour un certain entier K. Si s < log 2S (respectivement s ≥ log2 2
S) alors
2σ(n) ≥ 2s (respectivement 2σ(n) ≤ 2S) pour tout n ≥ K. La condition (2) est
donc satisfaite. Si G est de croissance exponentielle alors lim
n→∞
σ(n) =∞ (voir
[4, Ch.VI.C, Remarque 53.v]) et lim inf
n→∞
β(n)
n
=∞. L’application des proposition
2 et lemme 3 conduit a` l’e´galite´ dimH P(G) =∞.
Terminons ce chapitre avec le calcul de la dimension de Minkowski de G1.
Ce calcul est une application du lemme 2.
Proposition 4. Lorsque m = 1, Gm = G(Z) et l’on a
dimMG(Z) = 0.
De´monstration. Fixons n ≥ 1 et posons ε = 2−n. Par le lemme 2, N(G(Z), ε)
est le cardinal de l’ensemble {P ⊂ Z |P = kZ ∩ {−n, . . . ,−1, 0, 1, . . . , n}k ∈
Z}. Ainsi N(G(Z), ε) = n+ 1, si bien que
dimMG(Z) = lim sup
n→∞
logN(G(Z), 2−n)
log 2n
= lim sup
n→∞
log(n+ 1)
n
= 0.
Cette dernie`re proposition est aussi un cas particulier du the´ore`me 4 de´montre´
au chapitre 8.
5 Estimations des dimensions de Minkowski
d’un sous-espace de groupes a` petite simpli-
fication
On suppose m ≥ 2. Un mot re´duit w = avb ∈ Lm avec a, b ∈ S ∪ S−1
est cycliquement re´duit si a 6= b−1. Pour tout entier n ≥ 1, cyc(n) de´signe
l’ensemble des e´le´ments de Lm qui sont cycliquement re´duits et de longueur n.
On trouve facilement
|BS(n)| =
m
m− 1
((2m− 1)n − 1) + 1 (n ≥ 1). (1)
lim
n→∞
|cyc(n)|
(2m− 1)n
= 1. (2)
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Soit u et v deux mots cycliquement re´duits. Un sous-mot d’un conjugue´ cy-
clique de u ou de u−1 qui est aussi un sous-mot de l’un des conjugue´s cycliques
de v ou de v−1 est appele´ une pie`ce entre u et v. Soit λ > 0. Si R est une
partie de Lm forme´e de mots cycliquement re´duits telle que toute pie`ce p entre
deux e´le´ments de R ve´rifie |p|S < λmin
r∈R
|r|S, on dit que R ve´rifie la condition
de petite simplification C ′(λ).
On suppose dore´navant que λ ∈]0, 1/6]. Pour tout couple d’entiers n et k,
on e´crit ps(n) = psk,λ(n) l’ensemble des k-uplets d’e´le´ments de cyc(n) ve´rifiant
l’hypothe`se me´trique de petite simplification C ′(λ). On de´finit les sous-espaces
PS(n) = {N (r1, . . . , rk)✁ Lm | (r1, . . . , rk) ∈ ps(n)} et PS =
⋃
n≥1
PS(n).
The´ore`me 1.
k log2(2m− 1) ≤ dimMPS ≤ dimMPS ≤
k
1− 3λ
log2(2m− 1).
Le sous-espace PS est de´nombrable et peut eˆtre regarde´ comme l’ensemble
des valeurs d’une suite dans Gm dont la seule valeur d’adhe´rence est le groupe
distingue´ trivial {1}. La majoration de la dimension supe´rieure de Minkowski
de cet ensemble est rendue possible graˆce a` un the´ore`me classique de la the´orie
de la petite simplification, le the´ore`me de Greendlinger :
The´ore`me 5. [9, Ch.V,Th.4.4] Soit N la cloˆture normale d’un ensemble de
relateurs R ⊂ Lm ve´rifiant la condition C ′(λ), λ ∈]0, 1/6]. Alors tout e´le´ment
non trivial de N contient un sous-mot s d’un conjugue´ cyclique d’un e´le´ment
r ∈ R ou de r−1 avec |s|S > (1− 3λ)|r|S.
Le the´ore`me pre´ce´dent montre en effet que lorsque les relateurs de groupes
a` petite simplification sont suffisamment grands, les cloˆtures normales de ces
relateurs ne sont plus ε-distinguables du sous-groupe trivial {1} pour ε > 0
fixe´. Cette conside´ration permet alors de majorer tre`s simplement P (PS, ε).
Minorer la dimension de Minkowski infe´rieure de PS s’obtient en minorant
P (PS, ε). Cette minoration repose sur trois observations. Tout d’abord, des
cloˆtures normales distinctes de relateurs de longueurs suffisamment petites
sont ε-distinguables. En suite, on sait par un re´sultat de Greendlinger que la
cloˆture normale de relateurs ve´rifiant C ′(λ) de´termine presque uniquement le
choix de ces relateurs. Enfin, un re´sultat classique de ge´ne´ricite´ affirme que des
k-uplets de tels relateurs ayant tous meˆme longueur sont asymptotiquement
aussi nombreux que les k-uplets de mots cycliquement re´duits ayant tous meˆme
longueur.
De´monstration du the´ore`me 1. De´montrons en premier lieu que
dimMPS ≤
k
1− 3λ
log2(2m− 1).
Pour n ∈ N, fixons ε = 2−n. Remarquons alors que les points de
⋃
j> n
1−3λ
PS(j)
ne sont pas ε-distinguables. En effet, soit N (r1, . . . , rk) ∈
⋃
j> n
1−3λ
PS(j), le
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the´ore`me 5 implique que N (r1, . . . , rk) ∩BS (n) = {1} et donc
dm(N (r1, . . . , rk) , {1}) ≤ ε. Puisque dm est ultra-me´trique, la distance en-
tre deux points quelconques de
⋃
j> n
1−3λ
PS(j) est infe´rieure ou e´gale a` ε. En
conservant les notations du chapitre 3, il s’ensuit que
P (PS, ε) ≤ |BS
(
n
1− 3λ
)
|k ≤
(
m
m− 1
)k
(2m− 1)
kn
1−3λ .
D’ou` : lim sup
n→∞
logP (PS,2−n)
n log 2
≤ k
1−3λ
log2(2m− 1).
Prouvons maintenant la minoration. Lorsque ε = 2−n, les points de PS(n)
sont tous ε-distinguables. En effet, si N (r1, . . . , rk) et N (r′1, . . . , r
′
k) sont deux
e´le´ments de PS(n) et si l’on suppose en outre que
dm(N (r1, . . . , rk) ,N (r′1, . . . , r
′
k)) ≤ ε, il s’ensuit que
N (r1, . . . , rk) ∩ BS (n) = N (r
′
1, . . . , r
′
k) ∩ BS (n) ,
si bien que N (r1, . . . , rk) = N (r′1, . . . , r
′
k) . Majorons maintenant le cardinal
d’une fibre de l’application
ps(n) −→ PS(n)
(r1, . . . , rk) 7−→ N (r1, . . . , rk)
Il est prouve´ dans [11] que si l’on a
N (r1, . . . , rk) = N (t1, . . . , tk) avec (r1, . . . , rk), (t1, . . . , tk) ∈ ps(n)
alors pour tout i = 1, . . . , k, ri est un conjugue´ cyclique de l’un des tj ou de
son inverse. Donc le cardinal d’une fibre est majore´ par k!(2n)k, de sorte que
|PS(n)| ≥ |ps(n)|
k!(2n)k
. On observe ainsi que P (PS, ε) ≥ |ps(n)|
k!(2n)k
. Puisque
lim
n→∞
|ps(n)|
(2m− 1)kn
= 1, (3)
par le lemme 10 de [1](voir aussi [2]), on en de´duit que
lim inf
ε→0
logP (PS, ε)
log 1/ε
= lim inf
n→∞
log ps(n)
k!(2n)k
n log 2
≥ lim inf
n→∞
log (2m−1)
kn
k!(2k)n
n log 2
= k log2(2m− 1).
Corollaire 3. Si m ≥ 2 alors dimMGm =∞.
6 Estimations des dimensions de Minkowski
d’un sous-espace de groupes a` un relateur
On suppose m ≥ 2. Soit q ≥ 2 un entier. On de´finit UR(n) = {N (rq) , r ∈
cyc(n)} et UR =
⋃
n≥1 UR(n). A nouveau, le sous-espace de´nombrable UR est
l’ensemble des valeurs d’une suite dans Gm dont la seule valeur d’adhe´rence est
{1}.
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The´ore`me 2.
log2(2m−1)
q
≤ dimMUR ≤ dimMUR ≤
log2(2m−1)
q−1
.
Le principe de majoration est le meˆme que celui employe´ dans la preuve du
the´ore`me 1. Il s’agit d’une majoration du nombre d’e´le´ments de UR qui sont ε-
distinguables. Cette majoration repose sur un the´ore`me de Neumann, analogue
pour les groupes a` un relateur avec torsion du the´ore`me de Greendlinger.
The´ore`me 6. [9, Chap.II, Pr.5.28] Soit un entier q ≥ 2 et soit r un mot
cycliquement re´duit de Lm. On conside`re le groupe a` un relateur G = 〈S| rq〉.
Si w est un mot re´duit de Lm dont l’image est triviale dans G, alors il existe
un sous-mot re´duit u de w qui est aussi un sous-mot de rq ou de son inverse
et ve´rifiant |u|S > (q − 1)|r|S.
La minoration des dimensions provient d’une minoration du nombre d’e´le´ments
ε-distinguables et tient en ces deux observations : des cloˆtures normales dis-
tinctes de relateurs suffisamment petits sont ε-distinguables ; deux mots cylique-
ment re´duits et tels qu’eux meˆme et leurs inverses ne sont pas conjugue´s ont
des cloˆtures normales distinctes. Ce dernier fait est un re´sultat de Magnus.
De´monstration du the´ore`me 2. Pour n ∈ N, fixons ε = 2−n. Montrons que
les points de
⋃
i> n
q−1
UR(i) ne sont pas ε- distinguables. Si N (rq) est tel que
r ∈ cyc(i) avec i > n
q−1
, alors dm(N (rq) , {1}) ≤ ε. En effet, le the´ore`me 6
assure que tout mot w ∈ N (rq) est tel que |w|S > (q − 1)|r|S, si bien que
N (rq) ∩ BS (n) = {1}. Puisque dm est ultra-me´trique, la distance entre deux
points quelconques de
⋃
i> n
q−1
UR(i) est infe´rieure ou e´gale a` ε. Ainsi
P (UR, ε) ≤ |
⋃
i≤ n
q−1
UR(i)| ≤ |BS
(
n
q − 1
)
| ≤
m
m− 1
(2m− 1)
n
q−1 . (4)
Montrons maintenant que les points de
⋃
i≤n
q
UR(i) sont ε-distinguables. En
effet, si N (rq) et N (r′q) sont des e´le´ments de
⋃
i≤n
q
UR(i) tels que
dm(N (r
q) ,N (r′q)) ≤ ε, alors
N (rq) ∩ BS (n) = N (r′q) ∩ BS (n), si bien que N (rq) = N (r′q) puisque
|rq|S, |r′q|S ≤ n.
Par un re´sultat duˆ a` Magnus [9, Chap.II, Pr. 5.8], on sait que lorsque r1
et r2 sont des e´le´ments cycliquement re´duits de Lm tels que N (r1) = N (r2),
alors r1 est un conjugue´ cyclique de r2 ou de r
−1
2 . Le cardinal d’une fibre de
l’application
cyc([n
q
]) → UR([n
q
])
r 7→ N (rq)
est donc au plus 2[n
q
], si bien que |
⋃
i≤n
q
UR(i)| ≥ |UR(n
q
)| ≥
|cyc([n
q
])|
2[n
q
]
. Ainsi,
P (UR, ε) ≥
|cyc([n
q
])|
2[n
q
]
. (5)
Le the´ore`me s’en de´duit par passage a` la limite lorsque n tend vers l’infini dans
les ine´galite´s (4) et (5) ou` l’on applique (2).
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7 Dimension de Minkowski supe´rieure du Can-
tor B de Grigorchuk
Dans ce chapitre on montre que la dimension de Minkowski supe´rieure de
l’espace de Cantor construit par Grigorchuk dans [6, Ch.6] est nulle. Rappelons
cette construction. Grigorchuk de´finit a` partir d’un algorithme une famille de
groupes G˜ω parame´tre´s par des suites ω de symboles pris dans l’ensemble
{0, 1, 2}. Une sous-famille de ces groupes est forme´e de groupes de croissance
interme´diaire qui re´pondent a` une question pose´e par Milnor. Grigorchuk mon-
tre aussi [6, Ch.6, Pr. 6.2] que l’ensemble de tous ces groupes est un espace de
Cantor lorsqu’on le munit de la topologie de Cayley.
On fixe l’alphabet {a, b, c, d} et l’on de´finit 0 = (a, a, 1), 1 = (a, 1, a) et
2 = (1, a, a) ou` 1 de´signe le mot vide. On de´signe par F(a, b, c, d) le groupe
libre sur {a, b, c, d}, par |w| la longueur d’un mot w ∈ F(a, b, c, d) relativement
a` {a, b, c, d} et par Ω l’ensemble des suites d’e´le´ments de {0, 1, 2}.
Pour tout mot w ∈ F(a, b, c, d), on conside`re la forme re´duite positive
r(w) ∈ F(a, b, c, d) obtenue en appliquant les re`gles de re´e´criture suivantes :
(i) x−1 → x
(ii) x2 → 1
(ii) xy → z
ou` x, y, z ∈ {a, b, c, d} pour les deux premie`res re`gles et x, y, z ∈ {b, c, d} et
sont distincts pour la troisie`me. L’ applications de ces re`gles a` un mot w sont
appele´es simplifications e´le´mentaires. Ite´re´es jusqu’au moment ou` plus aucune
re`gle ne s’applique, ces simplifications donnent une forme re´duite positive r(w)
de w dans le groupe
Γ =
〈
a, b, c, d | a2 = b2 = c2 = d2 = bcd = 1
〉
≃ Z2 ∗ (Z2 × Z2).
Ainsi, w
Γ
= 1 si et seulement si r(w) = 1.
Ayant fixe´ ω ∈ Ω, ω = (an, bn, cn)n≥1, on de´finit comme dans [6, Ch.6, pp
287-288], l’ensemble S˜ω des e´le´ments de F(a, b, c, d) pour lesquels l’algorithme
a d’oracle ω ([6, Ch.2] et [7, pp 84-86]) que l’on de´crit plus bas, conduit a` un
re´sultat positif. Pour tout mot positif w = w(a, b, c, d) ou` la lettre a apparait
un nombre pair de fois, on de´finit deux proce´de´s de re´e´criture ϕ
(n)
0 et ϕ
(n)
1 pour
tout n ∈ N∗. Le re´sultat ϕ(n)i (w) du i-e`me processus de re´e´criture, i = 0, 1, est
un mot sur l’alphabet {a, b, c, d} obtenu a` partir de w en associant a` chaque
lettre de w un symbole de l’alphabet {a, b, c, d} en observant les re`gles de
substitutions suivantes :
ϕ
(n)
i :

a → 1
b → bn
c → cn
d → dn
si le nombre de lettres a dans w pre´ce´dant le symbole courant auquel on ap-
plique la re`gle de substitution est pair lorsque i = 0 ou impair lorsque i = 1.
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De manie`re analogue,
ϕ
(n)
i :

a → 1
b → b
c → c
d → d
si le nombre de lettres a dans w pre´ce´dant le symbole courant auquel on ap-
plique la re`gle de substitution est impair lorsque i = 0 ou pair lorsque i = 1.
L’algorithme a d’oracle ω est le suivant :
Algorithme. Pour de´cider si S˜ω contient le mot w = w(a, b, c, d) on proce`de
comme suit.
(1) On e´value la somme des exposants de la lettre a dans w. Si cette somme
est impaire alors w n’est pas retenu. Si elle est paire on calcule r(w). Si
r(w) = 1, alors w est retenu et l’algorithme s’arre`te. Si r(w) 6= 1 et si
|r(w)| = 1 alors w n’est pas retenu et l’algorithme s’arre`te. Si |r(w)| > 1,
on proce`de a` l’e´tape (2)
(2) On calcule wi = ϕ
(1)
i (r(w)), i = 0, 1, et l’on retourne a` l’e´tape (1)
ou` les ve´rifications s’appliquent maintenant a` deux mots wi, i = 0, 1. Si
l’algorithme se poursuit apre`s 2n e´tapes, dans l’e´tape (1) les ve´rifications
portent alors sur 2n mots
w0...0, . . . , wi1i2...in, . . . , w1...1
et l’on calcule ensuite dans l’e´tape (2), si elle a lieu,
ϕ
(n+1)
i (r(w0...0)), . . . , ϕ
(n+1)
i (r(wi1i2...in)), . . . , ϕ
(n+1)
i (r(w1...1)), i = 0, 1.
Puisque |ϕni (r(w))| ≤
|w|+1
2
pour i = 0, 1 et tout n ≥ 1, un mot w est
accepte´ ou rejete´ au bout d’au plus log2(|w|) applications re´cursives de cet
algorithme. L’ensemble S˜ω est l’ensemble des mots w = w(a, b, c, d) retenus
par l’algorithme. On ve´rifie aise´ment que S˜ω est un sous-groupe distingue´ de
F(a, b, c, d) contenant les relateurs qui de´finissent Γ.
Le groupe marque´ G˜ω est le quotient F(a, b, c, d)/S˜ω marque´ par l’image
des ge´ne´rateurs {a, b, c, d}. Pour simplifier on identifie G4 et G(a, b, c, d).
Un algorithme comple´mentaire de´crit dans [6, Ch. 5], permet de recon-
stituer les n premiers symboles de ω en connaissant les e´le´ments de S˜ω de
longueur infe´rieure ou e´gale a` 2n+2. Les deux algorithmes conside´re´s par Grig-
orchuk conduisent aux re´sultats de la proposition 6.2 dont une reformulation
est la suivante :
Proposition 5. [6, Ch.6]
(i) Soit ω1, ω2 ∈ Ω et soit n ∈ N. Si ω1 et ω2 coincident sur les n premie`res
coordonne´es, alors d4(S˜ω1 , S˜ω2) ≤ 2
−2n .
(ii) Si d4(S˜ω1, S˜ω2) ≤ 2
−2n+2 , alors ω1 et ω2 coincident sur les n premie`res
coordonne´es.
(iii) Le sous-espace B = {S˜ω}ω∈Ω de G4 est un espace de Cantor.
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The´ore`me 3. La dimension de Minkowski supe´rieure du sous-espace B ⊂ G4
est nulle.
De´monstration du the´ore`me 3. Pour n ∈ N, fixons ε = 2−2
n
. On conside`re
dans G4 l’ensemble des boules de rayon ε centre´es en les groupes S˜ω pour
lesquels ω est constante a` partir de la n-e`me coordonne´e. Il s’agit d’un recou-
vrement de B en vertu du point (i) de la proposition 5. Le cardinal de ce
recouvrement est au plus 3n. Ainsi, logN(B,ε)
log 1/ε
≤ log 3
n
2n log 2
. D’ou` dimMB = 0.
8 Dimension de Minkowski supe´rieure du sous-
espace des groupes commutatifs marque´s a`
m ge´ne´rateurs
Soit A = (a1, . . . , am) l’ensemble ordonne´ des ge´ne´rateurs canoniques du
groupe abe´lien libre Zm. On de´signe par BA(n) l’ensemble des e´le´ments de Zm
de longueur infe´rieure ou e´gale a` n relativement a` A. Soit bn le cardinal de
BA(n). Il est imme´diat de ve´rifier que lim
n→∞
bn
nm
= vol(K), ou` vol(K) = 2
m
m!
est
le volume de l’enveloppe convexe K de A∪A−1 dans Rm. Il existe donc C ≥ 0
tel que bn ≤ Cnm pour tout n ∈ N.
On conserve les notations de l’introduction en conside´rant l’espace G(Zm)
muni de la me´trique dG . L’e´pimorphisme de Lm sur Zm de´fini a` partir de la
bijection naturelle entre les ensembles de ge´ne´rateurs ordonne´s S et A induit
un plongement de G(Zm) dans Gm qui est isome´trique sur son image. Cette
image est l’ensemble des groupes commutatifs marque´s.
The´ore`me 4. La dimension de Minkowski supe´rieure de l’espace me´trique
(G(Zm), dG) est nulle.
De´monstration. Soit n un entier supe´rieur ou e´gale a` deux. Soit Pn = {BA(n)∩
R |R ≤ Zm}. Par le lemme 2, N(G(Zm), 2−n) = |Pn|. Le cardinal de Pn est
infe´rieur au nombre de sous-groupes de Zm dont une base est dans la boule
BA(n). On a donc |Pn| ≤
∑m
l=0
(
bn
l
)
≤ bm+1n . Il s’ensuit que
dimMG(Z
m) = lim sup
n→∞
logN(G(Zm), 2−n)
n
≤ lim sup
n→∞
lognm(m+1)
n
= 0.
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