I. INTRODUCTION
Quality of Service (QoS) refers to a set of rules or techniques that help the network administrators use the available network resources optimally to manage the effects of congestion and to treat the applications according to their needs. The primary goal of QoS is to provide priority including dedicated bandwidth, controlled jitter and latency (required by some real-time and interactive traffic), and improved loss characteristics. Also important is making sure that providing priority for one or more flows does not make other flows fail [1] .
In the last few years, the growth of the Internet and the use of new services such as e-business, voice over IP (VoIP) [2] and multimedia applications has risen the need to support QoS requirements and to accommodate different service levels. The differentiated services architecture (DiffServ) [3] allows providing quality of service to users. The major DiffServ premise is that individual flows with similar QoS requirements can be aggregated in larger traffic sets and identified as classes. All packets in each traffic class, receive the same 'forwarding behavior' in routers [4] . Two directions exist in the DiffServ architecture: the absolute and the relative.
In absolute DiffServ [5] , an admission control scheme is used [6] to provide QoS guarantees as absolute bounds of specific QoS parameters such as bandwidth, packet transfer delay, packet loss rate, or packet delay variation (jitter). A connection request is rejected if sufficient resources are not available in the network so as to provide the desirable assurances. End to end performance requires passive or active monitoring procedures along a specific connection before its establishment and throughout its lifetime. Thus, for any admitted user the appropriate resources are reserved and the performance level of the connection is assured [7] .
The relative DiffServ model [8] provides QoS guarantees per class in reference to guarantees given to other classes. The only assurance from the network is that higher classes receive better service treatment than lower classes. QoS parameter values for a connection depend on the current network load since there is no admission control and resource reservation mechanism. Relative service differentiation is a simple and easily deployed approach compared to the absolute differentiation service [7] . This paper is divided into six sections including the introduction. Second section gives an overview proportional Differentiated services. The JoBS algorithm is described in section 3. The forth section specifies the proposed algorithm. Section 5 presents simulation scenarios to evaluate the effectiveness of the proposed algorithm and compares it with JoBS. The final section concludes by discussing that proposed algorithm can proportionally differentiate traffic classes based on jitter, loss rate and even delay.
II. PROPTIONAL DIFFERENTIATED SERVICE
Proposals for relative per class DiffServ QoS define service differentiation qualitatively [9] [10] , in terms that higher classes receive lower delays and losses from lower classes. Specifically research effort has focused on a qualitative relative differentiation scheme named proportional DiffServ [11] [12] , which controls the ratios of delays or loss rates of successive priority classes in order to be constant.
In the following paragraph, a generic description of the proportional differentiation model as described in [11] 
where c 1 < c 2 < … < c N are the generic Quality Differentiation Parameters (QDPs). The basic idea is that, even though the actual quality level of each class will vary with the class loads, the quality ratio between classes will remain fixed and controllable by the network operator, independent of the class loads [8] .
The proportional differentiation model can be applied in three contexts, proportional delay differentiation [11] , proportional loss rate differentiation [12] and proportional jitter differentiation model [13] [14] [15] .
In the case of proportional delay differentiation [11] , defined ) , 
where the parameters { i } are the Delay Differentiation Parameters (DDPs), being ordered as 1 > 2 > … > N .
In the case of proportional loss rate differentiation [12] , defined ) ,
is the fraction of class i packets that were backlogged at time t or arrived during the interval (t, t + ), and were dropped in this time interval. In this case, the proportional loss rate differentiation takes the form: Several scheduler and dropper are presented about proportional differentiated services [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
This paper, proposes a new algorithm for scheduling and buffer management in IP Diffserv network. With the expansion of Internet traffic and its diversified service requests, the focus is on requirement of new traffic used on the Internet. In the proposed algorithm scheduling packets are based on jitter. The proposed method that based on JoBS, proportionally differentiates classes based on jitter and loss rate. Because of jitter is very close to delay, result in this method shows that besides differentiate traffic classes that are proportionate to JDP and LDP , these classes can be separated based on delay as well.
III. JOINT SCHEDULING AND BUFFER MANAGEMENT ALGORITHMS
Although joint scheduling and buffer management can improve the existing algorithms, but this subject is rarely being given attention. The number of these algorithms in contrast to other algorithms that can check only delay or only loss rate is very limited.
Equivalent Differentiated Service (EDS) [22] can be deployed incrementally and provides different but equal services. This scheme differentiates a number of N traffic classes on loss and delay without giving on absolute better service to anyone. EDS uses WTP [11] as scheduler and PLR [12] as dropper. In [23] , three schedulers based on the relative differentiated service model have been proposed. For packet scheduling with only delay, only loss and both delay and loss differentiation. As described in [23] , they adopt the (m, k) model and Distance Based Priority (DBP) scheduling algorithm [24] for scheduling real-time streams. Their method designed for multicasting. JoBS [25] is the powerful algorithm that manages dropping and scheduling in one step. Since proposed algorithm in this paper is based on JoBS, the following paragraph will discuss about the JoBS algorithm. As described in [25] , JoBS assumes per-class buffering of arriving traffic and serves traffic from the same class in a First-Come-FirstServed order. JoBS allocates to each traffic class a guaranteed service rate. The service rate guarantees are adjusted over time and may be changed as often as after each traffic arrival. Within the context of JoBS, there is no admission control and no policing of traffic. The set of relative or absolute performance requirements are given to the JoBS algorithms as a set of per-class QoS constraints. The set of constraints given to JoBS can be any mix of relative and absolute constraints. The JoBS algorithm operates as follows.
For every arrival, JoBS makes a prediction on the delays of the backlogged traffic, and modifies the service rates so that all QoS and system constraints will be met. If changing the service rates is not sufficient for meeting all constraints, JoBS will drop either the arrival or it will drop queued traffic.
IV. THE PROPOSED ALGORITHM
In the proposed algorithm which is based on the well known JoBS algorithm, two types of QoS constraints (absolute and relative constraints) are defined. The QoS constraints specify the variance of delay and loss rate. So, four different categories are defined as follows: -Absolute Jitter Constraints (AJC): This kind of constraint enforces the algorithm to schedule the packets in a way that jitter of a class that AJC is defined for it, in all situations must be smaller or equal to the defined value.
-Relative Jitter Constraints (RJC): This constraint is a definer of proportional jitter differentiation between the classes. Algorithm has to schedule the packets in a way that the ratio of jitter between different classes becomes equal with the RJC value.
-Absolute Loss Constraints (ALC): This kind of constraint is so effective in the buffer management. The loss rate of packets in a class which the ALC constraint is defined for it, must be always equal or less than the defined value.
-Relative Loss Constraints (RLC): This constraint specifies the proportional loss differentiation between the classes.
The difference between the proposed algorithm and JoBS algorithm is in definition of AJC and RJC. The proposed algorithm does the scheduling of packets according to their jitters but in the buffer management acts as JoBS. Because of the traffics (voice, video) that nowadays are so common in the Internet are susceptible to the variance of delay (jitter), the proposed algorithm is focused on the jitter problem. But, as jitter and delay are so close together, focus on the jitter problem will automatically overshadow the delay problem.
In the following sub-section, at first jitter, loss rate and the way of calculating them will be defined. Then the algorithm's operation will be evaluated in two states: packets entrance and packets exit.
A. jitter
Jitter of one packet in a queue is the difference of queuing delay of this packet and the preceding packet in this class [13] . Suppose 
Entrance time and exit time of some packets and calculation of jitter are illustrated in Fig. 1 .As the JDPs announce the jitter ratio of two classes, therefore the jitter of a class will be defined. Usually in a class, instead of calculating the immediate jitter, the average jitter is calculated. In this way, in short periods of time such as 
C. The Algorithm's Operation at the Time of Traffic Entrance
With the entrance of each packet to the router, at first, the amount of the existent free space in buffer is evaluated and in the lack of free space drop traffic must be acted. Therefore, this algorithm enters the decision making steps about the drop. All the performed levels of this section are as like as JoBS [25] algorithm that will be explained more summarily.
According to the average of loss rate in each class from the beginning till now and also with the consideration of ALC and RLC which are defined for each class, the suitable class will be recognized by algorithm. Accordance to the operator's opinion deletion operation can de done with one of the two methods: droptail or dropfront.
After performing the above actions, the algorithm for all the classes must adjust the rate of service. The difference between the proposed algorithm with JoBS algorithm is in this level. Adjusting the rate of service in all the classes is performed according to the defined RJC and the current situation of each class.
For all the classes which have the backlogged packets, assume that the packet in front of the queue at this moment is planning to exit the queue. So, by this assumption the average of the predicted jitter for each of the classes is obtained by the following equation: 
) (t s i
is the number of packets that participate in calculating average jitter. where as mentioned before, i is the jitter differentiation parameter. As described in [25] , since the link bandwidth is fixed, so the summation of service rate of all classes is also fixed. Hence, in this stage to reach the desired quality of service, the service rate of all classes is adjusted by decreasing the service rate of the classes that require less and increase the service rate of classes that require more. To perform this action the distance of average (mean variable) with the current service rate in each class is obtained as below:
Two situations will be occurred; if the obtained amount of variable Diff for a class is negative, this class requires more service rate. Else this class can meet the requirement of QoS with less service rate. Now by decreasing the service rate of classes in second situation and increasing the service rate of classes in first situation, this shortage will be compensated. 
D. The Algorithm's Operation at the Time of Traffic Exit
When the traffic exits from router, two operations will be performed: selecting a class for servicing its head-ofline packet and updating the average jitter of desired class. In the first operation, earliest the classes that AJC is defined for them will be considered. For these classes, difference between jitter of head-of-line packet and defined AJC will be calculated and maximum of this value will determined as below:
Selected-class=i If value of j be positive, the head-of-line packet of selected class will be serviced, otherwise the classes that RJC is defined for them will be considered. Then, according to the defined service rate for each class, the number of serviced packet of each class can be predicted. By comparing the amount of packets that each class is serviced till now and the amount of predicted packets, a class with the most distance between these two amounts will be selected. After selecting the class and also exiting the packet from the class, the amount of average jitter in this class will be updated by considering the jitter of exited packet. The average amount of jitter of each class is calculated in short periods of time and these amounts will be referred to as the short term jitter of each class. The pseudo code of selecting a class and updating jitter will be as follows:
For each class i that AJC is defined:
) max( 
V. SIMULATION RESULTS
To evaluate the performance of the proposed algorithm, we consider three different experiments. At the first and the second experiment only the relative parameters are considered while at the third experiment both the relative and absolute parameters are considered simultaneously. At the first experiment, the type of traffic is common for all the traffic classes. But in the second experiment for each traffic class one kind of traffic is considered. In all three experiments, the load distribution is asymmetric. We used NS2 network simulator developed by National Berkeley Laboratory [26] as the simulation package.
A. Experiment 1
In the first experiment, we simulate a network which its topology is shown in Fig. 2 . This network topology was used in [25] to evaluate the performance of JoBS algorithm. In this test, just the relative differentiated between the traffic classes is being observed. Network topology consist of four routers that connected by three 45 Mbps links. Sources and sinks are connected to the routers by independent 100 Mbps links. Each 45 Mbps link has a propagation delay of 3 ms, and each 100 Mbps link has a propagation delay of 1 ms. There exist four different traffic classes. 
Per-Hop Per-class QoS
The per-class queuing delay and per-class loss rate at each of the routers that are generated by the proposed algorithm and JoBS algorithms, are shown in Fig. 3 and  4 . In Fig. 3 , for both algorithms and for Router1 in the network topology, the queuing delay of different classes is plotted versus simulation time. Based on results shown in this figure, it is clear that in all network's routers the proposed algorithm in comparison with JoBS algorithm has more authority to differentiate the delay of traffic classes. Also the oscillations in the related diagrams of the proposed algorithm seem to be less. In Fig. 4 , for both proposed algorithm and JoBS algorithm and for Router2 in the network topology, the loss rate of different classes is plotted versus simulation time. As the buffer management of our proposed algorithm is similar to JoBS algorithm, the diagrams are nearly congruent to each other. In Fig. 5 , for both the proposed algorithm and JoBS algorithm and for Router3 in the network topology, the jitter of different classes is plotted versus simulation time. The results shown in these diagrams prove that JoBS algorithm doesn't have any capability to differentiate the traffic classes according to the jitter. But the proposed algorithm does the packets scheduling in a way that the jitter ratio of different traffic classes be compatible with the defined RJC.
End-to-end Per-flow QoS
In this section we present the end-to-end delay measurements for the flows TCP-1, TCP-2, TCP-3 and TCP-4. Fig. 6 , for both algorithms, shows the end-to-end delay of flows. By looking at Fig. 6(b) , it can be recognized that the end to end delay of traffic flows in JoBS algorithm is not completely differentiated. But, in the proposed algorithm this differentiation is perfectly specified and obvious. Furthermore, in the proposed algorithm the end to end delay has less oscillation and also the average delay in each class is less than JoBS algorithm.
B. Experiment 2
In the second experiment, we simulate a network with a topology like Fig. 2 but the types of traffic and the number of sources and sinks have been changed. In the new topology there are 40 UDP sources (v-1,…,v-40) that are generated VoIP traffic, 40 UDP sources (R-1,…,.R-40) that are generated RealAudio traffic, one UDP source that is generate pareto on/off traffic and one TCP source that is generated FTP traffic. The number of routers and link's characteristics are similar to experiment1. Cross-traffic flows (denoted by A-1,…, C-10) start transmitting at time t = 0 s. The flows VoIP, RealAudio, UDP and TCP start transmitting at time t = 10 s. All flows consist of packets with a fixed size of 500 bytes, and the simulated time is set to 70s. Like expriment1, in this case the offered load is also asymmetric. Class1 contributes 10% of the aggregate cross-traffic, class2 contributes 20%, class3 contributes 30% and class4 contributes 40%.
The per-class queuing delay and per-class loss rate at each of the routers that are generated by proposed algorithm and JoBS algorithm, were evaluated. Due to lake of space, only the results of Rouer1 will be given. In To evaluate the end-to-end delay of each flow, we consider that all of VoIP traffic streams belonging to class1 and also all of RealAudio traffic streams belonging to class2, each one produce one flow. Fig. 8 shows endto-end delay of four flows by this assumption. It can be easily seen that the proposed algorithm has better performance than traditional JoBS algorithm. 
C. Experiment 3
In this experiment, both relative and absolute parameters will be considered simultaneously. Network topology and traffic classes are similar to experiment 2.
The diagrams of Fig. 9 , for both proposed algorithm and JoBS algorithm, show the delay and jitter of traffic classes. The service guarantees of these classes are like to experiment 2. In this case no absolute constraints are defined. In the next experiment, we define an ADC such as below:
Class-2 delay 12 ms In Fig. 10 , for both proposed algorithm and JoBS algorithm, the delay and jitter of traffic classes are plotted versus simulation time. Based on the results shown in Fig. 9-10 , it can be seen that both algorithms can guarantee the delay constraints, but the proposed algorithm can schedule the packets in a way that both absolute and relative delay and jitter constraints can be satisfied.
VI. CONCLUSION
This paper proposed an algorithm for proportional differentiated services which can satisfy three different constraints including delay, loss rate and jitter. The proposed algorithm uses the relative and absolute constraints which are defined by operator. Scheduling and buffer management are in a way to supply the desired conditions. The proposed algorithm in addition of the used constraints in JoBS, uses two other constraints namely AJC and RJC. Furthermore, it can differentiate the traffic classes according to the delay, jitter and loss rate proportionally. To show the effectiveness of the proposed algorithm and comparing it with JoBS, different experiments were performed. At the first and the second experiments only the relative parameters were considered while at the third experiment the relative and absolute parameters were considered simultaneously. In all three experiments load distribution was asymmetric. The simulation results showed that the proposed algorithm is able to differentiate the traffic classes according to the jitter, loss rate and even delay. Also, the proposed algorithm fulfills the absolute conditions which are defined by absolute parameters. Comparing the results that are collected from different experiments showed that the proposed algorithm can act better than traditional JoBS algorithm.
