In Voronoi method, the reconstruction functions χ n are not well-behaved, i.e., not continuous, which affect the convergence rate of this algorithm. In this paper, first, we obtain well-behaved reconstruction functions in place of χ n ; second, when the sampling set {x n : n ∈ Z} is denser, we obtain a faster convergent reconstruction iterative algorithm using analog to the mth order B-spline reconstruction functions ϕ n (f )(x).
Introduction
The sampling problem is one of the standard problems in signal analysis. Since a signal f (x) cannot be recorded in its entirety, it is sampled at a sequence {x n : n ∈ Z}. Then the question arises how f can be reconstructed or at least approximated from the samples f (x n ).
In Paley-Wiener space B [−π,π] , if the samples are equally spaced, then the famous sampling theorem [6, 10] by Shannon, Whittaker, Kotel'nikov and others provides an explicit reconstruction. Assume that a function f ∈ B [−π,π] . Then f can be recovered exactly from its samples {f (k): k ∈ Z} by the interpolation formula The Fourier transformf of f ∈ L 2 (R) is defined aŝ
2π Rf (ξ)e ixξ dξ . The problem for irregular sampling sets {x n : n ∈ Z} is more difficult. The irregular sampling problem has inspired many difficult and deep theorems which culminate in the work of A. Beurling P. Malliavin and H. Landau [2, 7] .
In [1, 3] , authors investigate the sampling problem in the more general shift invariant spaces and give a similar iterative algorithm. We notice that the Paley-Wiener space B [−π,π] does not belong to the kind of the shift invariant spaces discussed in [1, 3] because sinc(x) / ∈ W 1 . This means that the shift invariant spaces considered in [1, 3] are the different kind and it will be a problem for our coming research to consider it our method is possible to be generalized to the more general setting of the spaces in [1, 3] .
In this paper, our goal is the development of efficient reconstruction algorithms and ultimately their numerical implementation in Paley-Wiener space. A famous and efficient reconstruction in [11] , a function in Paley-Wiener space can be reconstructed by quasiinterpolant projection algorithm, that is:
We assume that the sampling set {x n : n ∈ Z} is ordered by magnitude, i.e., · · · < x n−1 < x n < x n+1 < · · · and denote the midpoints between the sampling points by y n , i.e., y n = (x n + x n+1 )/2.
is uniquely determined by its samples f (x n ) and can be reconstructed iteratively as follows: set
where the operator P is defined as
It is known to all that the maximal gap δ of the sampling sets in Paley-Wiener space satisfies δ < 1 (e.g., [12] ).
In Theorem 1.1, since f ∈ B [−π,π] is analytic, though such algorithm is convergent, the convergence effected by the characteristic function χ n . In this paper, firstly, we obtain a conclusion similar to Theorem 1.1 but the quasi-interpolant functions are the "smooth" bell functions b n in place of the characteristic functions χ n ; secondly, if we know more information on the sampling set, for example, the gap of the sampling set satisfies δ < 1 m , where m is some positive integer and m > 1, in this case, we improve the algorithm in Voronoi method which the quasi-interpolant functions ϕ n (f )(x) analog to B-spline functions in place of f (x n )χ n , that is to say, if the gap δ < 1/m, we improve the convergence
The bell functions b n (x) and reconstruction algorithm
In Voronoi method, the quasi-interpolant functions are χ n and their smoothness will influent the convergence in reconstruction. Replacing a characteristic function by a smooth C ∞ bell function has been investigated in [9] where smooth C ∞ bell functions play a significant role in obtaining wavelet frames. Therefore, we will choose a series of C ∞ functions, that is the bell functions b n replace of χ n . To state our result, at first, we introduce the bell functions b n over [y n−1 , y n ], where y n−1 < y n .
We begin by choosing a non-negative function f (x) and g(x) as
It follows that g(x) ∈ C ∞ and g(x) = 0 when x < −1 and
We now put
where is small. Obviously, we can obtain the relation
S (x) + C (x) = 1 and S (−x) = C (x).
The bell functions b n over [y n−1 , y n ] are defined by
for all x ∈ R. We list the basic properties of the bell functions b n :
where we choose sufficiently small such that y n−1 + < y n − . These properties can be easily obtained by using the definition of the bell functions b n over [y n−1 , y n ]. 
. Using Parseval's formula, we have 
Lemma 2.4 (Wirtinger's inequality
Then A is invertible on B and f can be recovered from Af by the following iteration algorithm. Setting f 1 = Af and
for n 1, we have
with the error estimate after n iterations
Proof of Theorem 2.1. Since 
For the first part I, we use Wirtinger's inequality:
Use Bernstein's inequality to obtain
For the second part II, we have 1 2 in [0, ] and S (t) + C (t) = 1,
By the definition of S (t) and C (t), i.e., C (t) is monotone decrease and 0 C (t)
Using integral mean formula [4] , we have
where ξ ∈ [0, ]. By Lemma 2.2,
Since δ < 1, we can choose small such that δ 2 + 3M 2
Using Lemma 2.5, this completes the proof of Theorem 2.1. 2
Improved Voronoi method
In Theorem 1.1, when the sampling set {x n : n ∈ Z} is denser, for example, δ = sup n∈Z (x n+1 − x n ) < 1 m , where we set · · · < x n−1 < x n < x n+1 < · · ·, its convergence of f − f k is only (δ) k . In this section, we obtain faster convergence.
At first, we define reconstruction functions ϕ n (f )(x) as follows. When x n+k−1 x x n+k , set .
When x x n and x x n+m , set 
