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Abstract. In this paper we study the zero-flux chemotaxis-system{
ut = ∆u− χ∇ · (
u
v
∇v)
vt = ∆v − f(u)v
in a smooth and bounded domain Ω of R2, with χ > 0 and f ∈ C1(R) essen-
tially behaving like uβ , 0 < β < 1. Precisely for χ < 1 and any sufficiently
regular initial data u(x, 0) ≥ 0 and v(x, 0) > 0 on Ω¯, we show the existence
of global classical solutions. Moreover, if additionally m :=
∫
Ω
u(x, 0) is suffi-
ciently small, then also their boundedness is achieved.
1. Introduction and motivations
Chemotaxis systems in the form of the classical Keller–Segel system ([9, 7, 1]) model
aggregation phenomena in situations where cells are attracted by a signal they
themselves emit. If they, instead, direct their movement in response to a substance
they consume, the equation governing evolution of the signal concentration becomes
much more amenable to providing uniform bounds on this concentration (although,
in the most commonly used form, the derivation of bounds for its gradient is more
negatively affected by a nonlinearity). Such systems have extensively been studied
throughout the past few years, especially in the context of chemotaxis–fluid models,
and the interested reader can find pointers to the rich literature for example in the
introduction of [4].
However, a new difficulty arises if such consumptive chemotaxis models incorporate
the effect that small changes in a stimulus affect the response of a biological agent
more heavily at a low signal level than the same changes would in presence of high
signal concentrations (the so-called ’Weber-Fechner law of stimulus perception’) in
the way that the chemotactic sensitivity function is chosen singular, as in
(1)
{
ut = ∆u − χ∇ ·
(
u
v
∇v)
vt = ∆v − uv,
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where small signal concentrations enhance the possibly destabilizing cross-diffusive
contribution of the chemotaxis term in the first equation.
This system goes back to Keller and Segel studying the formation of travelling
bands of E. coli [10]. (For more results on travelling wave solutions in this and
related models, see [18].) With respect to global existence of solutions it has been
less extensively studied than its signal-production relative
(2)
{
ut = ∆u − χ∇ ·
(
u
v
∇v)
vt = ∆v − v + u,
for recent studies of which we refer to [6, 14] and the references therein.
Nevertheless, it is known that (1) admits global solutions if posed in R2 or R3,
under a smallness condition on the initial data (u0, v0), involving H
2-norms of u0
and ∇v0, [19]. In bounded, convex two-dimensional domains it is known from [22]
that for arbitrarily large initial data, global solutions exist in a generalized sense.
Moreover, they become eventually smooth if the initial mass
∫
Ω u0 is sufficiently
small [20]. (The same article [20] also identifies a smallness condition on (u0,∇v0)
in L logL(Ω) × L2(Ω) which leads to global existence of classical solutions.) Sim-
ilar results were achieved for a fluid-coupled variant of (1) in [17] and [3]. In the
three-dimensional setting, however, the smallness condition in [19] or, instead, re-
striction to the setting of radial symmetry and renormalized solutions [23] seem to
be necessary for all known proofs of global existence.
Modifications that ensure global existence of solutions are using nonlinear diffusion
of porous medium type (that is, replacing ∆u by ∆um), which guarantees global
existence (in bounded domains of Rn) as long as m > 1 + n4 , [13], or weakening
the cross-diffusive term by replacing u
v
∇v by, essentially, an expression of the form
uα
v
∇v for α < 1− n4 , [15].
Apart from these rather strong changes to the diffusive parts of the system, cur-
rently it seems that the two-dimensional case of (1) is just barely out of reach
for global existence assertions concerning classical solutions emanating from rather
general initial data, as witnessed by the fact that eventually smooth weak solutions
exist (see above) or by recent results on how the presence of logistic source terms
(+κu − µu2 in the first equation) affects global solvability ([11]): While in higher
dimensions, global classical solvability results from µ being sufficiently large, in
bounded domains Ω ⊂ R2, any µ > 0 suffices, provided that χ <
√
2
n
, a number
that also plays a role for global existence of solutions to (2) (see [5]). Further-
more, sources with stronger absorption, +κu− µuα, α > 1 + n2 , can ensure global
existence, [24].
It can be expected that also lessening the impact of high values of the first solution
component on the evolution of the second should enforce global existence of solu-
tions. But by how much does it have to be lessened? What happens if the signal
substance is consumed with a rate sublinearly depending on the bacterial density?
Indeed, we will show that, at least for χ <
√
2
n
= 1, any sublinear dependence
of the consumption term on u immediately suffices for globally existent classical
solutions. Those will, moreover, remain bounded, if additionally the (initial) mass
of bacteria is small.
PROPERTIES OF SOLUTIONS TO A SINGULAR CHEMOTAXIS-CONSUMPTION MODEL 3
2. Main result and structure of the paper
In agreement with all of the above, this paper is dedicated to the following problem
(3)


ut = ∆u− χ∇ ·
(
u
v
∇v) in Ω× (0,∞),
vt = ∆v − f(u)v in Ω× (0,∞),
∂u
∂ν
= ∂v
∂ν
= 0 in ∂Ω× (0,∞),
u(x, 0) = u0(x) and v(x, 0) = v0(x), x ∈ Ω,
defined in a bounded and smooth domain Ω of R2 and with 0 < χ < 1, where f
satisfies
(4) f ∈ C1(R) and 0 ≤ f(s) ≤ sβ for all s > 0
and, occasionally,
(5) 0 ≤ f ′(s) ≤ βsβ−1 for all s > 0
for some 0 < β < 1, and where
(6) (u0, v0) ∈ C0(Ω¯)×W 1,r(Ω) for some r > 2, satisfy u0 ≥ 0 and v0 > 0 in Ω
are the initial distribution of cells and chemical concentration. Moreover, the zero-
flux boundary conditions on both u and v model that the domain is totally insulated.
Under these assumptions we will show that classical solutions exist globally:
Theorem 2.1. (Global existence) Let
(A)


Ω ⊂ R2 be a smooth and bounded domain,
β, χ ∈ (0, 1),
f satisfy (4).
Then for any given (u0, v0) as in (6), there is a unique pair of functions (u, v),{
u ∈ C0(Ω¯× [0,∞)) ∩ C2,1(Ω¯× (0,∞)),
v ∈ C0(Ω¯× [0,∞)) ∩ C2,1(Ω¯× (0,∞)) ∩ L∞loc([0,∞),W 1,r(Ω)),
(7)
which solve problem (3).
Moreover, if additional smallness assumptions are imposed on the initial bacterial
mass (an also biologically meaningful quantity), we can assert boundedness of these
solutions.
Theorem 2.2. (Boundedness) Let (A) and (5) be satisfied. Then, it is possible to
find a positive m∗ with the property that for any given (u0, v0) as in (6) and such
that
∫
Ω u0(x) ≤ m∗, there is a unique pair of functions (u, v) as in (7) which solve
problem (3) and are bounded in Ω× (0,∞).
The next section, Section 3, will mainly be concerned with a local-in-time existence
result. In particular, we show (in Lemma 3.5) that controlling
‖w(·, t)‖L∞(Ω) ,
∫
Ω
u(·, t)logu(·, t), and
∫ t
0
∫
Ω
|∇u|2
u
for t ∈ [0, T ), where w := − log
(
v
‖v0‖L∞(Ω)
)
arises from the common transformation
(see e.g. [22, 13]) which serves to replace −∇v
v
by the nonsingular ∇w, is sufficient
for the conclusion that the solution exists longer than merely up to time T .
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In Section 4, we then set out to derive bounds on these quantities in order to assert
global existence of the previously found local solutions, and hence prove Theorem
2.1. We will achieve this by consideration of the functional∫
Ω
u log u+ a
∫
Ω
uw
(whose usefulness in similar arguments pertaining to the different system (2) has
long been known, see [12, 2], but which appears to be new for consumptive systems).
The functional on whose properties the proof of eventual boundedness in [20] relies,
is ∫
Ω
(u logu+ |∇w|2);
we now (i.e. in Section 5, which is devoted to the proof of Theorem 2.2) treat the
similar
G(t) = G(u,w) = 1
2
∫
Ω
|∇w|2 +
∫
Ω
H(u),
see (34), where H is a second primitive of σ 7→ f ′(σ)
χσ
, in order to derive boundedness
of u on [t0,∞) for some t0 > 0, for small-mass solutions. Boundedness on finite
time intervals [0, t0) is no longer an issue thanks to Theorem 2.1.
3. Existence of local-in-time solutions and preparatory lemmas
Let us firstly give a result concerning local-in-time existence of classical solutions
to system (3).
Lemma 3.1. Assume (A). Then, for any given (u0, v0) as in (6), there are Tmax ∈
(0,∞] and a uniquely determined pair of functions (u, v) with regularity as in (7)
which solve problem (3) in Ω× (0, Tmax) and are such that if Tmax <∞ then
(8) lim sup
tրTmax
(‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,r(Ω)) =∞.
Moreover, we have
(9)
∫
Ω
u(·, t) = m =
∫
Ω
u0 for all t ∈ (0, Tmax),
and
(10) u ≥ 0 and 0 < v ≤ ‖v0‖L∞(Ω) in Ω¯× (0, Tmax).
Proof. The claim concerning the local existence and uniqueness as well as the exten-
sibility criterion (8) can be shown by straightforward adaptations of well-established
methods involving an appropriate fixed point framework and standard parabolic
regularity theory (see, for instance, [22] or [1]).
On the other hand, taking into consideration the no-flux boundary conditions for
problem (3), an integration of its first equation over Ω provides
d
dt
∫
Ω
u = 0 for all t ∈ (0, Tmax),
so that
∫
Ω
u =
∫
Ω
u0 = m and (9) is shown.
Since u0 ≥ 0 and v0 > 0, comparison arguments apply to yield both expressions in
(10). 
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Once the local existence of solutions to (3) is attained, through the transformation
(11) w := − log
( v
‖v0‖L∞(Ω)
)
, w0 := − log
( v0
‖v0‖L∞(Ω)
)
,
which has already been used in [13] and [22], we get that w ≥ 0 in Ω × (0, Tmax),
and that (u,w) ∈ (C0(Ω¯× [0, Tmax))∩C2,1(Ω¯× (0, Tmax)))2 also (classically) solves
the transformed problem
(12)


ut = ∆u + χ∇ · (u∇w) in Ω× (0, Tmax),
wt = ∆w−|∇w|2 + f(u) in Ω× (0, Tmax),
∂u
∂ν
= ∂w
∂ν
= 0 in ∂Ω× (0, Tmax),
u(x, 0) = u0(x) ≥ 0 w(x, 0) = w0(x) ≥ 0, x ∈ Ω¯.
It can be seen that in this last system the first equation does not present the
singularity at v = 0 appearing in (3), so that this version will be considered in
some places in this paper.
Let us also recall those special cases of the well-known Gagliardo-Nirenberg inequal-
ity which will be used through the paper to prove the main theorems.
Lemma 3.2. (Gagliardo-Nirenberg inequality) Let Ω be a bounded Lipschitz domain
of R2. Then there is a constant CGN > 0 such that the following inequalities hold:
With q, s ∈ {1, 2}, p ∈ [2, 4], θ = 1− q
p
∈ [0, 1),
(13) ‖f‖Lp(Ω) ≤ CGN (‖∇f‖θL2(Ω)‖f‖1−θLq(Ω) + ‖f‖Ls(Ω))
is satisfied for all f ∈ Lq(Ω) with ∇f ∈ L2(Ω),
(14) ‖f‖L3(Ω) ≤ CGN‖f‖
1
3
L1(Ω)‖f‖
2
3
W 1,2(Ω) for all f ∈W 1,2(Ω).
Finally, for any f ∈W 2,2(Ω) fulfilling ∂f
∂ν
= 0 on ∂Ω we have that
(15) ‖∇f‖4L4(Ω) ≤ CGN‖∇f‖2L2(Ω)‖∆f‖2L2(Ω).
Proof. See [16]. 
In order to avoid convexity conditions on the domain, let us recall the following
estimate:
Lemma 3.3. Let Ω ⊂ Rn, n ≥ 1, be a bounded domain with smooth boundary.
Then there is C∂Ω > 0 such that for every function f ∈ C2(Ω) with ∂f∂ν = 0 on ∂Ω,
the inequality
2
∫
∂Ω
|∇f |2 ∂|∇f |
2
∂ν
≤ 1
16
∫
Ω
|∇|∇f |2|2 + C∂Ω
(∫
Ω
|∇f |2
)2
holds.
Proof. A proof can be found in [8, Prop. 3.2]. It is based on embeddings of the
formW r+
1
2 ,2(Ω) →֒ L2(∂Ω) for r ∈ (0, 12 ) and a Gagliardo–Nirenberg inequality for
fractional Sobolev spaces, combined with estimates of ∂|∇w|
2
∂ν
on ∂Ω. For convex
domains, the left side actually is nonpositive. 
The following result will enable us to estimate the spatio-temporal L2-norm of the
cells’ density by their initial mass.
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Lemma 3.4. Let Ω ⊂ R2 be a smooth and bounded domain, let T > 0, c1, c2 > 0
and m > 0. Then every function u ∈ C0(Ω× [0, T ))∩C2,1(Ω× (0, T )) which fulfils∫
Ω
u(·, t) = m and
∫ t
0
∫
Ω
|∇u|2
u
≤ c1t+ c2 for all t ∈ (0, T )
for all t ∈ (0, T ) also satisfies
(16)
∫ t
0
∫
Ω
u2 ≤ C1(m, c1)t+ C2(m, c2),
where
C1(m, c1) := m(2CGN )
4(c1 +m), C2(m, c2) := (2CGN )
4mc2.
Proof. The Gagliardo-Nirenberg inequality (13) with p = 4, q = s = 2 and θ = 12 ,
together with
(17) (A+B)k ≤ 2k(Ak +Bk),
valid for any A,B ≥ 0 and k > 0, enables us to estimate∫
Ω
u2 = ‖√u‖4L4(Ω)
≤ [CGN (‖∇
√
u‖θL2(Ω)‖
√
u‖(1−θ)
L2(Ω) + ‖
√
u‖L2(Ω))]4
≤ (2CGN )4
[
m
( ∫
Ω
|∇u|2
u
)
+m2
]
on (0, T ),
and so for t ∈ (0, T ), thanks to the assumption on ∫ t0 ∫Ω |∇u|2u , we have that (16)
holds. 
As a first application of Lemma 3.4, let us sharpen the extensibility criterion (8).
Lemma 3.5. Let Ω be a smooth and bounded domain of R2 and χ ≥ 0, β ∈ (0, 1]
and let f be as in (4). For any given (u0, v0) as in (6), let (u, v) be the local-in-
time classical solution of problem (3) provided by Lemma 3.1, and (u,w) that of the
transformed problem (12), w being the function introduced in (11). If there exists
a positive constant C such that for all t ∈ (0, Tmax)
(18)


∫ t
0
∫
Ω
|∇u|2
u
≤ C(1 + t),∫
Ω
u(·, t) log u(·, t) ≤ C(1 + t),
‖w(·, t)‖L∞(Ω) ≤ C(1 + t),
then Tmax =∞.
Proof. We will, to the contrary, assume Tmax finite, and derive a contradiction to
(8). Let m =
∫
Ω u =
∫
Ω u0, as in Lemma 3.1. Recalling (11), we have that
1
v
=
ew
‖v0‖L∞(Ω)
,
and the third assumption in (18) warrants that with some L > 0
(19)
1
v
≤ L in Ω× (0, Tmax).
Now, from the estimate in Lemma 3.4, we can deduce also some bound of
∫
Ω|∇v|2
on (0, Tmax). In fact, a differentiation in time and the Young inequality allow us,
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through the second equation of (3) and by estimate (4), to get
d
dt
∫
Ω
|∇v|2 = 2
∫
Ω
∇v · ∇vt = 2
∫
Ω
∇v · (∇∆v −∇(f(u)v))
= −2
∫
Ω
(∆v)2 + 2
∫
Ω
(f(u)v)∆v
≤ −2
∫
Ω
(∆v)2 +
∫
Ω
(∆v)2 +
∫
Ω
u2βv2 in (0, Tmax).
Moreover, again from β < 1, the Young inequality and (10) we infer∫
Ω
u2βv2 ≤ ‖v0‖2L∞(Ω)β
∫
Ω
u2 + ‖v0‖2L∞(Ω)(1 − β)|Ω| in (0, Tmax),
so that, neglecting the nonpositive term − ∫Ω(∆v)2 we obtain
d
dt
∫
Ω
|∇v|2 ≤ ‖v0‖2L∞(Ω)β
∫
Ω
u2 + ‖v0‖2L∞(Ω)(1− β)|Ω| in (0, Tmax).
Finally, by means of (16), an integration over (0, t) yields, for
C2 = ‖v0‖2L∞(Ω)(βC1 + (1− β)|Ω|),
that
(20)
∫
Ω
|∇v(·, t)|2 ≤ C2(1 + t) for all t ∈ (0, Tmax).
Having derived these bounds, we will next attempt to reduce the present problem to
the setting of the standard extensibility criterion of [1, Sec. 3]. According to some
ideas used in [12], for the positive constant L above introduced, let ξL : R→ [0, 1]
be a smooth, decreasing function verifying ξL(v) = 1 for v ≤ 1/(2L) and ξL(v) = 0
for v ≥ 1/L. Subsequently, the function
S(x, t, u, v) = ξL(v)
2χ
L
+ (1− ξL(v))χ
v
, (x, t, u, v) ∈ Ω¯× [0,∞)× R2,
belongs to C1+ω
loc
(Ω¯ × [0,∞) × R2), for some ω ∈ (0, 1), and, additionally, satisfies
S(x, t, u, v) ≡ χ
v
for all v ≥ 1/L.
From all of the above and following the nomenclature of [1, Sec. 3], setting
f(x, t, u, v+) ≡ 0, and g(x, t, u+, v) = v − f(u)v,
the two partial differential equations of problem (3) read{
ut = ∆u −∇ · (uS(x, t, u, v)∇v) + f(x, t, u, v) in Ω× (0, Tmax)
vt = ∆v − v + g(x, t, u, v) in Ω× (0, Tmax),
by virtue of bound (19). In particular, besides S ∈ C1+ω
loc
(Ω¯ × [0,∞) × R2), we
have also that f ∈ C1−
loc
(Ω¯ × [0,∞) × R2) and g ∈ C1−
loc
(Ω¯ × [0,∞) × R2), as well
as f(x, t, 0, v) = 0 for all (x, t, v) ∈ Ω¯ × [0,∞) × R and g(x, t, u, 0) = 0 for all
(x, t, u) ∈ Ω¯× [0,∞)× R.
After these preparations, we can conclude that Tmax = ∞. Indeed, in view of the
assumptions in (18), estimate (20), the regularity and boundedness of both S and
v and the expression of g given above, there exists a positive N such that for all
t ∈ (0, Tmax) {∫
Ω|∇v(·, t)|2 ≤ N,
∫
Ω u(·, t) log u(·, t) ≤ N,
S(x, t, u, v) ≤ N, |g(x, t, u, v)| ≤ N(1 + u).
In such conditions, all the hypotheses of [1, Lemma 3.3] are accomplished and
hence the same lemma implies boundedness of t 7→ ‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,r(Ω)
8 J. LANKEIT AND G. VIGLIALORO
on (0, Tmax). This contradicts the extensibility criterion (8), and therefore Tmax =
∞. 
4. Existence of global solutions: proof of Theorem 2.1
In this section, starting from the local solution (u,w) to problem (12), we define,
for some proper a > 0, whose precise value is to be chosen during the next proof,
the following energy functional
(21) F = F(t) = F(u,w) :=
∫
Ω
u logu+ a
∫
Ω
uw on (0, Tmax),
and its initial value
F(0) =
∫
Ω
u0 log u0 + a
∫
Ω
u0w0.
An investigation of its time depending behaviour will reveal useful estimates to be
employed in the proof of Theorem 2.1.
Lemma 4.1. Assume (A). Let m > 0. Then there is L1 = L1(m) > 0 such that
the following holds: For any given (u0, v0) as in (6), and additionally satisfying∫
Ω u0 = m, let (u, v) be the local-in-time classical solution of problem (3) provided
by Lemma 3.1, and (u,w) that of the transformed problem (12), w being the function
introduced in (11). Then we can find a positive constant L2 such that
(22)
∫
Ω
u(·, t) log u(·, t) ≤ L1t+ L2 for all t ∈ (0, Tmax),
and
(23)
∫ t
0
∫
Ω
|∇u|2
u
≤ L1t+ L2 for all t ∈ (0, Tmax).
Moreover, L1(m) remains bounded in a neighbourhood of m = 0.
Proof. With some positive a ∈ (a−, a+), where a− and a+ will be explicitly com-
puted later, starting from F defined in (21), we firstly observe from the inequality
s log s ≥ − 1
e
, valid for every s > 0, and nonnegativity of u and w that
(24) F(u,w) ≥ −|Ω|
e
on (0, Tmax).
In view of (12), a differentiation of F and the divergence theorem provide
d
dt
F =
∫
Ω
(ut log u+ ut) + a
∫
Ω
utw + a
∫
Ω
uwt
=
∫
Ω
∆u logu+ χ
∫
Ω
∇ · (u∇w) log u+ a
∫
Ω
w∆u
+ aχ
∫
Ω
w∇ · (u∇w) + a
∫
Ω
u∆w − a
∫
Ω
u|∇w|2 + a
∫
Ω
uf(u)
≤ −
∫
Ω
|∇u|2
u
− (χ+ 2a)
∫
Ω
∇u · ∇w
− a(χ+ 1)
∫
Ω
u|∇w|2 + a
∫
Ω
uβ+1 on (0, Tmax).
(25)
Now, on the one hand the Young inequality implies
−(χ+ 2a)
∫
Ω
∇u · ∇w ≤ a(χ+ 1)
∫
Ω
u|∇w|2
+
(χ+ 2a)2
4a(χ+ 1)
∫
Ω
|∇u|2
u
on (0, Tmax),
(26)
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while on the other, again the Gagliardo-Nirenberg inequality (13), with p = 2(β+1),
q = s = 2 and θ = β
β+1 , and (17) control the term a
∫
Ω
uβ+1 in this form:∫
Ω
uβ+1 = ‖√u‖2(β+1)
L2(β+1)(Ω)
≤ [CGN (‖∇
√
u‖θL2(Ω)‖
√
u‖(1−θ)
L2(Ω) + ‖
√
u‖L2(Ω))]2(β+1)
≤ (2CGN )2(β+1)
[
m
(∫
Ω
|∇u|2
u
)β
+mβ+1
]
on (0, Tmax).
(27)
Now, in view of the assumption 0 < χ < 1, the numbers
a− =
1
2
− 1
2
√
1− χ2 and a+ = 1
2
+
1
2
√
1− χ2
are real, and for any a ∈ (a−, a+) the constant c0 = 1− (χ+2a)
2
4a(χ+1) is positive. Hence
an application of Young’s inequality in (27) shows that on (0, Tmax)∫
Ω
uβ+1 ≤ c0
2a
∫
Ω
|∇u|2
u
+ c1m
1
1−β + (2CGN )
2(β+1)mβ+1,(28)
where c1 = (1−β)(2CGN )
2(β+1)
1−β (2aβ
c0
)
β
1−β . By inserting (28) and (26) into (25) and
setting c2(m) = ac1m
β
1−β + a(2CGN )
2(β+1)mβ+1 we get
(29)
d
dt
F+
c0
2
∫
Ω
|∇u|2
u
≤ c2(m) on (0, Tmax),
and an integration on (0, t), for t < Tmax, in conjunction with the bound from
below of F (expression (24)), enables us to arrive at
−|Ω|
e
≤ F(t) ≤ F(0) + c2(m)t for all t ∈ (0, Tmax).
Thereupon, in view of this bound, again an integration of (29) on (0, t), with
t < Tmax, leads to
c0
2
∫ t
0
∫
Ω
|∇u|2
u
≤ c2(m)t+ F(0) + |Ω|
e
for t ∈ (0, Tmax),
so that (22) and (23) are attained with the choices
L1 := L1(m) := max
{
c2(m),
2c2(m)
c0
}
, L2 :=
2
c0
(
F(0) +
|Ω|
e
)
.
Finally, since c0, c1 and a do not depend on m, from the expression of c2(m) above
we see that L1(m) is bounded close to m = 0. (More precisely, we even have that
L1(m)ց 0 as mց 0.) 
Remark 4.2. Even though the functional F has not been considered in [20] (nor
in [22]), global existence of small-mass solutions in the case of β = 1 (and χ < 1)
can be recovered from the above considerations: If we insert β = 1 into (27) and
refrain from using Young’s inequality, the remainder of the proof still is applicable,
provided that (2CGN )
4m < c02a .
As a consequence of all of the above, we have the necessary ingredients to prove
Theorem 2.1.
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Proof of Theorem 2.1. Let (u,w) be the local-in-time classical solution of problem
(12) provided by Lemma 3.1; clearly the function w also solves
wt ≤ ∆w + f(u) in Ω× (0, Tmax),
and therefore by using a representation formula and (4) we get
w(·, t) ≤ et∆w0 +
∫ t
0
e(t−s)∆uβ(·, s)ds in Ω for any t ∈ (0, Tmax).
Now we invoke a standard estimate for the Neumann heat semigroup (see [21,
Lemma 1.3]) which warrants the existence of a positive constant CS such that for
all t > 0
‖et∆ϕ‖L∞(Ω)≤ CS(1 + t−
1
p )‖ϕ‖Lp(Ω) for all ϕ ∈ Lp(Ω),
so that its application with p = 2
β
, in conjunction with the Young inequality,
provides
‖w(·, t)‖L∞(Ω) ≤ ‖et∆w0‖L∞(Ω) +
∫ t
0
‖e(t−s)∆uβ‖L∞(Ω)ds
≤ ‖w0‖L∞(Ω) + CS
∫ t
0
(1 + (t− s)− β2 )
(∫
Ω
u2
) β
2
ds
≤ ‖w0‖L∞(Ω) +
CS
2
∫ t
0
(1 + (t− s)− β2 )2ds
+
CS
2
∫ t
0
(∫
Ω
u2
)β
ds
≤ ‖w0‖L∞(Ω) +
CS
2
t+
CS
2(1− β) t
1−β +
2CS
2− β t
2−β
2
+
CS
2
β
∫ t
0
∫
Ω
u2 +
CS
2
(1− β)t, t ∈ (0, Tmax).
(30)
According to Lemma 3.4 and Lemma 4.1, we can write∫ t
0
∫
Ω
u2 ≤ C1(1 + t) t < Tmax,
where
C1 = C1(m) = m(2CGN)
4(L1(m) +m),
with L1(m) > 0 from Lemma 4.1. Thereafter, (30) becomes
‖w‖L∞(Ω) ≤ ‖w0‖L∞(Ω) +
CS
2
t+
CS
2(1− β) t
1−β
+
2CS
2− β t
2−β
2 +
CS
2
βC1(1 + t) +
CS
2
(1− β)
≤ L3(m)(1 + t), t < Tmax,
where
L3(m) :=
CS
2(1− β) +
CSC1β
2
+
2CS
2− β +max
{
‖w0‖L∞(Ω) +
CS
2
(1− β), CS
2
}
.
Once the bounds (22), (23) and (30) are considered, the conclusion is then a direct
consequence of Lemma 3.5 with C = max{L1(m), L2, L3(m)}. 
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5. Deriving boundedness of global solutions: proof of Theorem 2.2
Now that the global existence of solutions to (3) is guaranteed, let us dedicate this
section to the boundedness question: as we shall show in the sequel, this issue will
be addressed if some smallness assumption on the initial mass m is given.
In particular, the boundedness of u is achieved by controlling the quantity
∫
Ω|∇w|p
for some p > 2, as specified in this
Lemma 5.1. Assuming (A), let m > 0, p > 2, K > 0 and τ > 0. Then there is a
positive constant C = C(p,m,K, τ) such that for any initial data (u0, v0) as in (6)
with
∫
Ω u0 = m, the solution (u,w) provided by Theorem 2.1 and (11) satisfies the
following: If
(31)
∫
Ω
|∇w(·, t)|p ≤ K for all t > t0,
holds with some t0 ≥ 0, then
(32) ‖u(·, t)‖L∞(Ω) ≤ C for all t > t0 + τ.
Proof. This is [20, Lemma 4.4], since only the first equation of the system is of
importance here. We therefore only indicate the main steps, referring to [20, Lemma
4.4] for details. Using that by Hölder’s inequality and (31) for q ∈ (2, p) we have
‖u(·, s)∇w(·, s)‖Lq(Ω) ≤ m1−aK
1
p ‖u(·, s)‖aL∞(Ω) with a = 1− p−qpq , from semigroup
estimates we can infer that with some c1, c2 > 0
‖u(·, t)‖L∞(Ω) ≤ c1m(t− t0)−1 + c2m1−aK
1
p
∫ t
t0
(t− s)−( 12+ 1q ) ‖u(·, s)‖aL∞(Ω) ds
≤ c1m(t− t0)−1 + c2m1−aK
1
p c3S
a
1 , t ∈ (t0, t0 + 1),(33)
where S1 := max{(t − t0) ‖u(·, t)‖L∞(Ω) | t ∈ [t0, t0 + 1]} and c3 :=
∫ 1
0 (1 −
σ)−(
1
2+
1
q
)σ−adσ <∞. Multiplication of (33) by (t− t0) shows that we can find an
explicit expression of c4 > 0 such that S1 ≤ c4 (see also [20, (4.31)]). For T > t0
and t ∈ [t0 + 1, T ) we similarly derive that (no matter whether t − 1 < t0 + 1 or
not)
‖u(·, t)‖L∞(Ω) ≤ c1m+ c2m1−aK
1
p
∫ t
t−1
(t− s)−( 12+ 1q ) ‖u(·, s)‖aL∞(Ω) ds
≤ c1m+ c2m1−aK
1
p
[
c3S
a
1 +
2q
q − 2S
a
2 (T )
]
,
where S2(T ) := max{‖u(·, t)‖L∞(Ω) | t ∈ [t0 + 1, T ]}. In particular, with analogous
arguments employed to derive the uniform bound for S1, we can find c5 > 0 such
that S2(T ) ≤ c5. Finally, these estimates entail that S(T ) := max{S1, S2(T )} is
bounded, independently of T , proving (32), with, for instance, C = max{c4, c4τ , c5}.

In view of this crucial result, our final aim is to provide conditions capable of
justifying eventual bounds for ∇w in Lp(Ω), with some p > 2. This will be achieved
by means of the forthcoming derivations, most of them tied to properties of the
functional
(34) G := G(t) := G(u(·, t), w(·, t)) = 1
2
∫
Ω
|∇w(·, t)|2 +
∫
Ω
H(u(·, t)),
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defined for any t > 0 and associated to the global classical solution (u,w) of (12),
where
H(ξ) := − 1
χ
∫ ξ
0
∫ ∞
s
f ′(σ)
σ
dσds.
Further, let us remark that G generalizes the functional employed in [20] and [3] for
f(u) ≡ u.
Lemma 5.2. Assuming (A), (5) and (6), let (u,w) be the global classical solution
of problem (12) provided by Theorem 2.1 and (11). Then
(35)
∫
Ω
|∇w|2 ≤ 2G(u,w) + 2m
β|Ω|1−β
χ(1− β) on (0,∞)
and
(36) G(u(·, t), w(·, t)) ≤ 1
2
∫
Ω
|∇w(·, t)|2 for all t > 0.
Moreover, we also have that
d
dt
G(u,w) + 1
χ
∫
Ω
f ′(u)|∇u|2
u
+
1
2
(
1− CGN
∫
Ω
|∇w|2
) ∫
Ω
(∆w)2 ≤ 0 on (0,∞),
(37)
where CGN is the constant introduced in Lemma 3.2.
Proof. Due to (5), the function H is nonpositive on (0,∞) and can be estimated
by
−H(ξ) ≤ 1
χ
∫ ξ
0
∫ ∞
s
βσβ−2dσds =
1
χ(1 − β)ξ
β for all ξ > 0,
so that Hölder’s inequality implies
1
2
∫
Ω
|∇w|2 = G(u,w)−
∫
Ω
H(u) ≤ G(u,w) + m
β |Ω|1−β
χ(1− β) ,
which warrants (35), whilst (36) is an easy consequence of the definition of G and
nonpositivity of H .
Additionally, thanks to the first equation of (12) and the mass conservation prop-
erty, i.e.
∫
Ω ut ≡ 0 for all t > 0, we have that
d
dt
∫
Ω
H(u) =
∫
Ω
H ′(u)(∆u+ χ∇ · (u∇w))
= −
∫
Ω
H ′′(u)|∇u|2 − χ
∫
Ω
H ′′(u)u∇u · ∇w
= − 1
χ
∫
Ω
f ′(u)|∇u|2
u
−
∫
Ω
f ′(u)∇u · ∇w on (0,∞).
Moreover, from the second equation of (12), the Young inequality and relation (15),
we achieve on (0,∞) that
d
dt
1
2
∫
Ω
|∇w|2 +
∫
Ω
(∆w)2 =
∫
Ω
|∇w|2∆w +
∫
Ω
f ′(u)∇u · ∇w
≤ 1
2
∫
Ω
(∆w)2 +
1
2
∫
Ω
|∇w|4 +
∫
Ω
f ′(u)∇u · ∇w
≤ 1
2
∫
Ω
(∆w)2 +
CGN
2
∫
Ω
|∇w|2
∫
Ω
(∆w)2 +
∫
Ω
f ′(u)∇u · ∇w,
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so that by adding the latest two relations we can conclude. 
The next result will be employed in the sequel to establish eventual boundedness
of the term
∫
Ω
|∇w|2, such an estimate being strongly necessary to our purposes.
Lemma 5.3. Assuming (A), (5) and (6), let (u,w) be the global classical solution
of problem (12) provided by Theorem 2.1 and (11). Moreover, let CGN be the
constant from Lemma 3.2. If there exists t0 ≥ 0 such that the functional G defined
in (34) satisfies
(38) G(t0) < 1
4CGN
− m
β |Ω|β−1
χ(1− β) ,
then
G′(t) ≤ 0 for all t > t0.
Proof. As in [20, Lemma 3.4], by taking into consideration (35) and assumption
(38) we see that∫
Ω
|∇w(·, t0)|2 ≤ 2G(t0) + 2m
β|Ω|β−1
χ(1− β) <
2
4CGN
− 2m
β|Ω|β−1
χ(1 − β) + 2
mβ|Ω|β−1
χ(1− β)
=
1
2CGN
,
so that the set
S :=
{
t ≥ t0
∣∣ CGN
∫
Ω
|∇w(·, τ)|2 < 1
2
for all τ ∈ (t0, t)
}
is not empty; more precisely, we aim to show that T := supS = ∞. Indeed, if T
was finite, from the continuity of t 7→ ∫Ω|∇w(·, t)|2 we would necessarily have that
(39) CGN
∫
Ω
|∇w(·, T )|2 = 1
2
.
On the other hand, from (37) and in view of the nonnegativity of f ′ due to (5) it
is inferred that
G′(t) ≤ −1
2
(
1− CGN
∫
Ω
|∇w(·, t)|2
)∫
Ω
|∆w(·, t)|2 ≤ −1
4
∫
Ω
|∆w(·, t)|2 ≤ 0
for all t ∈ [t0, T ), so that G(T ) ≤ G(t0) and, again by virtue of (35) and (38),∫
Ω
|∇w(·, T )|2 ≤ 2G(T ) + 2m
β |Ω|β−1
χ(1− β) ≤ 2G(t0) + 2
mβ|Ω|β−1
χ(1− β) <
1
2CGN
,
which contradicts (39); then T =∞ and the proof is given. 
Lemma 5.4. Assuming (A) and (6), let (u,w) be the global classical solution of
problem (12) provided by Theorem 2.1 and (11). Then for any positive ε1 we have
that
(40)
d
dt
∫
Ω
u2 +
∫
Ω
|∇u|2 ≤ ε1
∫
Ω
|∇w|6 +D1(ε1)
∫
Ω
u3 on (0,∞)
where D1(ε1) =
χ3
3 (6ε1)
− 12 .
Proof. By multiplying the first equation of problem (12) by u, an integration by
parts implies
(41)
1
2
d
dt
∫
Ω
u2 +
∫
Ω
|∇u|2 = −χ
∫
Ω
u∇u · ∇w on (0,∞).
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The claim is obtained once we use in (41) that
−χ
∫
Ω
u∇u · ∇w ≤ 1
2
∫
Ω
|∇u|2 + ε1
∫
Ω
|∇w|6 +D1(ε1)
∫
Ω
u3 on (0,∞),
achieved thanks to two applications of the Young inequality, the first with exponents
1
2 and
1
2 and the second with
1
3 and
2
3 . 
The following results will all be aimed at controlling the size of
∫
Ω|∇w|2 at large
time t.
Lemma 5.5. Assuming (A) and (6), let (u,w) be the global classical solution of
problem (12) provided by Theorem 2.1 and (11). Then for any positive ε2 we have
that on (0,∞)
d
dt
∫
Ω
|∇w|4 + 9
16
∫
Ω
|∇|∇w|2|2 ≤
(16
9
+ 96ε2
) ∫
Ω
|∇w|6 + 96D2(ε2)β
∫
Ω
u3
+ C∂Ω
(∫
Ω
|∇w|2
)2
+ 96D2(ε2)(1− β)|Ω|,
(42)
where D2(ε2) =
2
3 (3ε2)
− 12 and C∂Ω is as in Lemma 3.3.
Proof. By means of the identity ∆|∇w|2 = 2∇w · ∇∆w + 2|D2w|2 and using the
second equation of (12) and its corresponding boundary conditions we can write
d
dt
∫
Ω
|∇w|4 = 4
∫
Ω
|∇w|2∇w · (∇∆w −∇|∇w|2 +∇f(u))
= 2
∫
Ω
|∇w|2∆|∇w|2−4
∫
Ω
|D2w|2|∇w|2
− 4
∫
Ω
|∇w|2∇w · ∇|∇w|2 + 4
∫
Ω
f ′(u)|∇w|2∇u · ∇w on (0,∞).
Now integration by parts gives
d
dt
∫
Ω
|∇w|4 + 2
∫
Ω
|∇|∇w|2|2+4
∫
Ω
|D2w|2|∇w|2
≤ −4
∫
Ω
|∇w|2∇w · ∇|∇w|2 − 4
∫
Ω
f(u)∇w · ∇|∇w|2
− 4
∫
Ω
f(u)|∇w|2∆w + 2
∫
∂Ω
|∇w|2 ∂|∇w|
2
∂ν
on (0,∞),
(43)
where, according to Lemma 3.3, we can estimate
(44) 2
∫
∂Ω
|∇w|2 ∂|∇w|
2
∂ν
≤ 1
16
∫
Ω
|∇|∇w|2|2 + C∂Ω
(∫
Ω
|∇w|2
)2
on (0,∞).
Subsequently the Young inequality produces
−4
∫
Ω
|∇w|2∇w · ∇|∇w|2 ≤ 9
4
∫
Ω
|∇|∇w|2|2 + 16
9
∫
Ω
|∇w|6 on (0,∞),(45)
and
− 4
∫
Ω
f(u)∇w · ∇|∇w|2 − 4
∫
Ω
f(u)|∇w|2∆w
≤ 1
16
∫
Ω
|∇|∇w|2|2 + 64
∫
Ω
u2β|∇w|2 + 1
8
∫
Ω
|∇w|2|∆w|2 + 32
∫
Ω
u2β |∇w|2
≤ 1
16
∫
Ω
|∇|∇w|2|2 + 1
4
∫
Ω
|D2w|2|∇w|2 + 96
∫
Ω
u2β|∇w|2 on (0,∞),
(46)
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where we have used the pointwise relation |∆w|2 ≤ 2|D2w|2, valid throughout Ω,
and, of course, (4).
On the other hand, again two applications of the Young inequality for any ε2 > 0
yield ∫
Ω
u2β|∇w|2 ≤ ε2
∫
Ω
|∇w|6 +D2(ε2)
∫
Ω
u3β ≤ ε2
∫
Ω
|∇w|6 +D2(ε2)β
∫
Ω
u3
+D2(ε2)(1− β)|Ω| on (0,∞)
(47)
with D2(ε2) =
2
3 (3ε2)
− 12 .
Finally, by plugging (44), (45), (46) and (47) into (43), and in view of the relation
|∇|∇w|2|2 = 4|D2w∇w|2 ≤ 4|D2w|2|∇w|2,
we readily have the claim. 
Lemma 5.6. Assuming (A) and (6), let (u,w) be the global classical solution of
problem (12) provided by Theorem 2.1 and (11). If for some M > 0 and t0 ≥ 0
(48)
∫
Ω
|∇w(·, t)|2 ≤M for all t > t0,
then we have that
d
dt
( ∫
Ω
u2 +
∫
Ω
|∇w|4
)
+
(
1− 8C3GNm(D1(ε1) + 96βD2(ε2))
) ∫
Ω
|∇u|2
+
(
9
16
− 2(ε1 + 16
9
+ 96ε2)CGNM
)∫
Ω
|∇|∇w|2|2
≤ C∂ΩM2 + 96D2(ε2)(1 − β)|Ω|+ 8m3C3GN (D1(ε1) + 96βD2(ε2))
+
(
ε1 +
16
9
+ 96ε2
)
C2GNM
3 on (t0,∞),
(49)
where CGN is the constant introduced in Lemma 3.2, ε1 and ε2 are arbitrary positive
constants and D1(ε1) and D2(ε2) have been defined in Lemmas 5.4 and 5.5.
Proof. By adding the inequalities (40) and (42), both valid on (0,∞), we get
d
dt
( ∫
Ω
u2 +
∫
Ω
|∇w|4
)
+
∫
Ω
|∇u|2 + 9
16
∫
Ω
|∇|∇w|2|2
≤
(
ε1 +
16
9
+ 96ε2
)∫
Ω
|∇w|6 + (D1(ε1) + 96βD2(ε2))
∫
Ω
u3
C∂ΩM
2 + 96D2(ε2)(1 − β)|Ω| on (0,∞).
(50)
Now, we apply (14) to achieve throughout (0,∞)∫
Ω
|∇w|6 = ‖|∇w|2‖3L3(Ω) ≤ CGN‖|∇w|2‖L1(Ω)‖|∇w|2‖2W 1,2(Ω)
≤ CGN
∫
Ω
|∇w|2
∫
Ω
|∇w|4 + CGN
∫
Ω
|∇w|2
∫
Ω
|∇|∇w|2|2,
and using ∫
Ω
|∇w|4 ≤
(∫
Ω
|∇w|6
) 1
2
(∫
Ω
|∇w|2
) 1
2
on (0,∞),
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we obtain through the Young inequality and assumption (48)∫
Ω
|∇w|6 ≤ CGN
( ∫
Ω
|∇w|6
) 1
2
(∫
Ω
|∇w|2
) 3
2
+ CGN
∫
Ω
|∇w|2
∫
Ω
|∇|∇w|2|2
≤ 1
2
∫
Ω
|∇w|6 + C
2
GN
2
(∫
Ω
|∇w|2
)3
+ CGN
∫
Ω
|∇w|2
∫
Ω
|∇|∇w|2|2
≤ 1
2
∫
Ω
|∇w|6 + C
2
GNM
3
2
+ CGNM
∫
Ω
|∇|∇w|2|2 on (t0,∞).
(51)
Turning our attention to the term
∫
Ω
u3, the Gagliardo-Nirenberg inequality (13)
with the particular choice p = 3, s = q = 1 and θ = 23 < 1, gives in conjunction
with (17), ∫
Ω
u3 = ||u||3L3(Ω) ≤
[
CGN
(
||∇u||θL2(Ω)||u||1−θL1(Ω)+||u||L1(Ω)
)]3
≤ (8C3GN)
(
m
∫
Ω
|∇u|2+m3
)
on (0,∞),
(52)
where we also considered the mass conservation property, i.e.
∫
Ω u = m. Finally,
by using (51) and (52), (50) reads exactly as in (49). 
In the next result we shall show uniform-in-time boundedness of the L4(Ω)-norm of
∇w beyond some time, which will be used in order to obtain eventual boundedness
of u. This is possible through a smallness assumption on m.
Lemma 5.7. Assume (A). For any M ∈ (0, 917·32CGN ), it is possible to find γ > 0
such that if a global solution (u,w) of problem (12) emanates from initial data as in
(6) and (11) and fulfilling
∫
Ω
u0 =: m¯ ≤ 116γC3
GN
and also satisfies (48) of Lemma
5.6 for some t0 > 0, then it has the following property: For any τ > 0 there exists
a positive constant K such that∫
Ω
|∇w(·, t)|4 ≤ K for all t > t0 + τ.
Proof. Let D1(ε1) and D2(ε2) be the ε-dependent functions defined in Lemmas 5.4
and 5.5. Since M ∈ (0, 917·32CGN ), by choosing
ε1 =
1
32MCGN
− 17
9
> 0, ε2 =
1
96 · 9 and γ = D1(ε1) + 96βD2(ε2),
we have that, in view of the assumption
∫
Ω u0 = m¯ ≤ 116γC3
GN
,
2
(
ε1 +
16
9
+ 96ε2
)
CGNM =
1
16
and 8C3GNm¯γ ≤
1
2
.
Hence, through (48) of Lemma 5.6, inequality (49) reads
d
dt
(∫
Ω
u2 +
∫
Ω
|∇w|4
)
+
1
2
∫
Ω
|∇u|2 + 1
2
∫
Ω
|∇|∇w|2|2 ≤ c4 for all t > t0,(53)
with c4 = C∂ΩM
2 + 96D2(ε2)(1 − β)|Ω|+ 8m¯3C3GNγ + CGNM2/16.
Now we are in the favourable position to control the integrals involving |∇u|2 and
|∇|∇w|2|2 by using again (13) for p = 2, q = s = 1 and θ = 12 , which shows that
‖f‖4L2 ≤ (2CGN)4
(
‖∇f‖2L2 ‖f‖2L1 + ‖f‖4L1
)
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and hence for f ∈ L4(Ω) with ∇f ∈ L2(Ω)
(54) − 1
2
‖∇f‖2L2 ≤ −
‖f‖4L2
2(2CGN)4 ‖f‖2L1
+
‖f‖2L1
2
.
In particular, if we take into account the mass conservation property
∫
Ω
u = m¯, for
all t > 0 we can write
−1
2
∫
Ω
|∇u(·, t)|2 ≤ − 1
2(2CGN)4m¯2
(∫
Ω
u2(·, t)
)2
+
m¯2
2
,
and similarly, by relying on (48), from (54) we arrive at
−1
2
∫
Ω
|∇|∇w(·, t)|2|2 ≤ − 1
2(2CGN)4M2
(∫
Ω
|∇w(·, t)|4
)2
+
M2
2
for all t > 0.
From these bounds, and setting Φ(t) :=
∫
Ω
u2+
∫
Ω
|∇w|4, the inequality (53) implies
that Φ is a sub-solution of the ordinary differential equation
(55) Ψ′(t) = −c5Ψ2(t) + c6 for all for all t > t0,
with c5 =
1
4(2CGN )4
max{m¯2,M2}−2 and c6 = c4 + M2+m¯22 .
By considering the function Φ¯(t) := 1
c5(t−t0)
+
√
c6
c5
, t ∈ (t0,∞), we see that
Φ¯′(t) + c5Φ¯
2(t)− c6 = 2
√
c6
c5
(t− t0)−1 ≥ 0 for all t > t0,
so that Φ¯ is a super-solution of (55) such that Φ¯(t)ր +∞ as tց t0. Subsequently
an ODE comparison reasoning leads to Φ(t) ≤ Φ¯(t) for all t > t0 and in particular
we have∫
Ω
|∇w(·, t)|4 ≤ Φ(t) ≤ Φ¯(t0 + τ) = 1
c5τ
+
√
c6
c5
for all t ≥ t0 + τ. 
Lemma 5.8. Under the assumption (A), for any Γ > 0, it is possible to find
mˆ(Γ ) > 0 such that for any initial data (u0, v0) as in (6) and also fulfilling
∫
Ω u0 ≤
mˆ, there is t∗ > 0 such that the corresponding global classical solution (u,w) of
problem (12) satisfies ∫
Ω
|∇w(·, t∗)|2 ≤ Γ.
Proof. Givenm > 0, we let L1(m) be as in Lemma 4.1 and C1(m) := C1(m,L1(m))
the corresponding constant introduced in Lemma 3.4. Since L1(m) remains bounded
in a neighbourhood ofm = 0, C1(m)ց 0 asmց 0, so, corresponding to Γ > 0, we
then choose mˆ = mˆ(Γ ) > 0 such that C1(mˆ) < 2
−1− 2
β |Ω|1− 2β Γ 2β . From integrating
the second equation of (12) over (0, t)× Ω, (4) and Hölder’s inequality, we obtain
for any t > 0 that
(56)
∫
Ω
w −
∫
Ω
w0 +
∫ t
0
∫
Ω
|∇w|2 =
∫ t
0
∫
Ω
f(u) ≤ (t|Ω|)1− β2
( ∫ t
0
∫
Ω
u2
)β
2
.
Owing to the estimate
∫ t
0
∫
Ω
u2 ≤ C1t + C2 of Lemmata 4.1 and 3.4 combined,
where C2 := C2(m,L2(u0, w0)), due to the nonnegativity of w we deduce from (56)
and (17) that∫ t
0
∫
Ω
|∇w|2 ≤ |Ω|1− β2 t1− β2
(
(2C1t)
β
2 + (2C2)
β
2
)
+
∫
Ω
w0 for all t > 0,
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and for any t > 0 the average theorem establishes the existence of a time t∗ ∈ ( t2 , t)
such that∫
Ω
|∇w(·, t∗)|2 = 2
t
∫ t
t
2
∫
Ω
|∇w|2 ≤ 2
t
∫ t
0
∫
Ω
|∇w|2
≤ 21+β2 |Ω|1− β2C
β
2
1 + 2
β
2+1|Ω|1− β2C
β
2
2 t
− β2 +
2
t
∫
Ω
w0.
According to our choice of mˆ, for any initial data with
∫
Ω u0 ≤ mˆ it is therefore
apparently possible to choose t sufficiently large so as to conclude the existence of
t∗ satisfying ∫
Ω
|∇w(·, t∗)|2 ≤ Γ,
and the proof is concluded. 
With the above derived information, and assuming a suitable smallness condition
on m =
∫
Ω
u ≡ ∫
Ω
u0, we can now ensure eventual boundedness of the spatial
L2-norm of ∇w. Precisely we have
Lemma 5.9. Assume (A) and (5). For any M > 0, there is m∗ > 0 such that
for any initial data (u0, v0) as in (6) and also fulfilling
∫
Ω
u0 ≤ m∗, there is t∗ > 0
such that the corresponding global classical solution (u,w) of problem (12) provided
by Theorem 2.1 and (11) satisfies
(57)
∫
Ω
|∇w(·, t)|2 ≤M for all t ≥ t∗.
Proof. Without loss of generality, we assume M ∈ (0, 917·32CGN ) and with m¯ from
Lemma 5.7, let us set
(58) m < min
{( χ(1− β)
4|Ω|β−1CGN
) 1
β
,
(Mχ(1− β)
4|Ω|1−β
) 1
β
, m¯
}
,
which in particular implies
1
4CGN
− m
β |Ω|β−1
χ(1− β) > 0.
Now let us pick
(59) 0 < Γ < min
{ 2
4CGN
− 2m
β |Ω|β−1
χ(1 − β) ,
M
2
}
.
In light of Lemma 5.8, we can find mˆ = mˆ(Γ ) so that for any solution emanating
from initial data with
∫
Ω
u0 < mˆ there is t∗ > 0 so that
(60)
∫
Ω
|∇w(·, t∗)|2 ≤ Γ.
Letting m∗ := min{mˆ,m} and assuming that
∫
Ω
u0 ≤ m∗ and t∗ is such that (60)
holds, thanks to (36) we have that
G(t∗) ≤ 1
2
∫
Ω
|∇w(·, t∗)|2≤ Γ
2
<
1
4CGN
− m
β
∗ |Ω|β−1
χ(1− β) .
We are now in the position to apply Lemma 5.3 and conclude that G′(t) ≤ 0 for
all t > t∗, which subsequently provides that G(t) ≤ G(t∗) for all t ≥ t∗. Thereafter,
from (35) of Lemma 5.2 we have that∫
Ω
|∇w(·, t)|2 ≤ 2G(t) + 2m
β
∗ |Ω|1−β
χ(1 − β) for all t > 0,
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i.e. through (36) and (58)-(60)∫
Ω
|∇w(·, t)|2 ≤ 2G(t∗) + 2m
β
∗ |Ω|1−β
χ(1− β)
≤
∫
Ω
|∇w(·, t∗)|2 + 2m
β
∗ |Ω|1−β
χ(1− β) ≤M for all t ≥ t∗. 
Proof of Theorem 2.2. Let m∗ > 0 be the value introduced in Lemma 5.9 and let
(u,w) be the global classical solution of problem (3) provided by Theorem 2.1 and
(11), and emanating from initial data (u0, v0) as in (6) and such that
∫
Ω
u0 ≤ m∗.
By virtue of Lemma 5.9, we can find t∗ ∈ (0,∞) such that relation (57) holds with
M ∈ (0, 917·32CGN ) and Lemma 5.7 becomes applicable so that with some K > 0∫
Ω
|∇w(·, t)|4 ≤ K for all t > t∗ + 1.
Finally Lemma 5.1 with the choice p = 4, t0 = t∗ + 1 and τ = 1 provides the
boundedness of u in (t∗ + 2,∞). Due to continuity and hence boundedness of u in
Ω× [0, t∗ + 2], this concludes the proof. 
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