We perform histogram-reweighting Monte Carlo simulations of the ST2 model of water in the grand-canonical ensemble in order to investigate its low-temperature fluid-phase behavior. Using Ewald summation treatment of long-range electrostatic interactions, we locate the critical point of the liquid-liquid transition at T = 237Ϯ 4 K, = 0.99Ϯ 0.02 g / cc, P = 167Ϯ 24 MPa. Contrary to previous reports in the literature ͓Brovchenko et al., J. Chem. Phys. 118, 9473 ͑2003͒; Brovchenko et al., J. Chem. Phys. 123, 044515 ͑2005͔͒, according to which there are three liquid-liquid transitions in ST2 with simple truncation of electrostatic interactions, and two in ST2 with reaction field treatment of long-range Coulombic forces, we find only one liquid-liquid transition. Our work points to the sensitivity of results to the proper treatment of electrostatic interactions, and to the introduction of artificial constraints that limit the magnitude of density fluctuations.
I. INTRODUCTION
Water is the most abundant liquid on earth, and the only substance that occurs naturally in the solid, liquid, and vapor phases. 1 Its properties affect virtually every aspect of our lives, including climate, agriculture and public health, and have a profound influence on the chemical processes that are essential for life. 1 It is difficult to think of an industrial process that does not involve water as a solvent, reactant, product, or impurity. 2 Water's well-known oddities include its uncommonly high ͑for a nonmetallic hydride͒ melting and boiling temperatures; the fact that, if sufficiently cold, the liquid expands and becomes more compressible when cooled, and less viscous when compressed; and its large number of crystal polymorphs ͑at least 13, of which four are metastable and nine are stable over a range of temperatures and pressures͒. 3, 4 Liquid water's anomalies become more pronounced when it is cooled below the freezing point without crystallizing ͑supercooled͒. 2 In an important paper, Poole et al. 5 proposed that supercooled water has a liquid-liquid critical point in addition to the ordinary vapor-liquid critical point. This suggestion has proved to be particularly fruitful because it provided a thermodynamically consistent framework for interpreting a large number of experimental observations, including the possibility that water possesses two distinct glassy phases, separated by a first-order phase transition. 6 According to the two-critical-point scenario of Poole et al., 5 water's second critical point is the end-point of the first-order transition between two liquids ͑low-density and high-density liquid, respectively͒, of which the corresponding transition between distinct glasses 6, 7 ͓low-density amorphous ͑LDA͒ ice and high-density amorphous ͑HDA͒ ice͔ is the structurally arrested manifestation. Alternative thermodynamic interpretations of water's metastable, low-temperature behavior have been proposed. 8, 9 The suggestion that a pure substance can have additional, distinct disordered phases, separated by a first-order transition, in addition to the ordinary vaporliquid transition, is commonly referred to as liquid ͑or vitreous͒ polyamorphism. [10] [11] [12] [13] In addition to water, substances for which evidence of polyamorphism has been reported include silicon, 14, 15 germanium, 16 phosphorus, 17 sulfur, 18 and triphenyl phosphite. [19] [20] [21] [22] Evidence consistent with the existence of a liquid-liquid critical point in water suggests that it is located deep inside the metastable region, where the stable state of water is crystalline 23 ͑e.g., ϳ1 kbar and 220 K͒. The experimental challenges associated with performing careful physical property measurements on highly metastable samples ͑which would be needed to unambiguously prove the existence of a critical point͒ are considerable. This has led to two strategies: one experimental and one computational. Experimental studies have exploited the suppression of ice nucleation when water is confined in ϳ20 Å hydrophilic pores. [24] [25] [26] [27] [28] [29] [30] [31] [32] Much has thereby been learned about the properties of cold liquid water in nanoscale confinement. Relating this knowledge to bulk water behavior, however, remains an important challenge. 33 Computational studies, on the other hand, have sought to investigate water's metastable phase behavior by exploiting the highly improbable occurrence of a crystal nucleation event in the course of a regular molecular dynamics or Monte Carlo simulation of any of the existing models of water in the bulk. This easy computational access to deeply supercooled states has enabled a number of studies of the metastable phase behavior of various molecular water models, aimed at gaining fundamental understanding of the relationship between the calculated physical properties, including the presence of polyamorphic transitions, [34] [35] [36] [37] [38] [39] and the models' underlying characteristics ͑e.g., geometry; magnitude and location of electrostatic charges; internal degrees of freedom, etc.͒. More than thirty years after its introduction, the ST2 a͒ model 40 continues to play an important role in computational studies of water. This potential tends to enhance tetrahedral order, and hence exhibits waterlike anomalies up to higher temperatures than real water. For example, ST2 water's density maximum at atmospheric pressure occurs at ϳ330 K ͑Ref. 41͒ ͑versus 277 K in actual water͒. This enables the study of waterlike anomalies at comparatively high temperatures, when relaxation rates are not prohibitively slow. In contrast, the SPC/E model 42 of water exemplifies the "understructured" case, whereby anomalies are displaced to low temperatures, making computational exploration of polyamorphism more difficult.
In 2003 Brovchenko et al. 43 proposed that ST2 water exhibits multiple liquid-liquid transitions. This intriguing result generated considerable interest, as did a subsequent study by these same authors, 44 suggesting the existence of multiple polyamorphic transitions in the SPC/E, 42 TIP4P, 45 and TIP5P ͑Ref. 46͒ models water. Most of the calculations of Brovchenko et al. 43 used a simple spherical truncation of electrostatic interactions, without long-range corrections ͑for the ST2 model, both simple truncation 43 and reaction field 47 long-range correction of Coulombic interactions 44 were considered͒. Although simple truncation was used in the original parametrization of these models, it is well-known that failure to implement long-range corrections to truncated electrostatic interactions leads to severe distortions of calculated structural properties. 48, 49 Long-range correction of electrostatic interactions is routinely done, either through the reaction field or Ewald summation methods. 50 In this work, as explained in detail in Sec. II, we use the Ewald summation method. Brovchenko et al. 43 used constrained ensemble simulations 51 that suppress density fluctuations to detect polyamorphic phase transitions. As explained in detail in Sec. II, we use a histogram-reweighting approach, 52 which does not impose artificial constraints and allows the accurate determination of phase coexistence properties. The main conclusion from the present work is that we see no evidence of multiple liquid-liquid phase transitions, highlighting the sensitivity of polyamorphic phase transitions involving modest density changes to the treatment of electrostatic interactions, and possibly also to the artificial suppression of density fluctuations. The use of state-of-the-art techniques for the calculation of phase coexistence, furthermore, allows us to locate the critical point corresponding to the ST2 model's liquid-liquid transition with considerably greater accuracy than has hitherto been possible.
It should be emphasized that our choice of model potential is motivated not by its inherent accuracy in modeling water, but by the reports in the literature of multiple liquidliquid transitions in ST2 water. 43, 44 The fact that the hypothesis of a second, metastable critical point in supercooled water was formulated in pioneering work using ST2 water 5 was also a factor in our choice of this model for the first application of state-of-the-art computational methods to the problem of liquid-liquid equilibrium in supercooled water. That said, it is important to note that the ST2 model with either reaction field or Ewald treatment of long-range electrostatic interactions underpredicts liquid water's density at ambient conditions by a significant amount: at 300 K and 1 bar the computed values are 0.92 g/cc ͑Ewald; this work͒, 0.92 g/cc ͑reaction field; Ref. 44 and references cited therein͒, 1 g/cc ͑truncation; Ref. 44 and references cited therein͒. This paper is structured as follows. Methodological details are provided in Sec. II. Results and discussion are presented in Sec. III. The major conclusions of this work, as well as some directions for future inquiry suggested by this study, are presented in Sec. IV.
II. METHODS

A. Model system
In the ST2 model, 40 each water molecule has a tetrahedral structure, with an oxygen atom at the center and four point charges ͑two positive charges representing partially shielded protons and two negative charges͒ located at the vertices. The distances to the oxygen from a positive charge and from a negative charge are 1 and 0.8 Å, respectively. Oxygen-oxygen interactions are described using the Lennard-Jones potential with a characteristic distance = 3.10 Å and a characteristic energy = 0.316 94 kJ/ mol. The Coulombic interactions between the charges are supplemented with a modulation function that varies smoothly between 0 at small distance and 1 at large distance. In our study, the simulations were carried out in a cubic box of length L = 18.6 Å ͑6͒. Periodic boundary conditions were applied in the x, y, and z directions. We used a cutoff at r = 7.75 Å ͑2.5͒ for the Lennard-Jones interactions between oxygen atoms. The long-range Coulombic interactions between the charged sites of water molecules were calculated using the Ewald summation. The long-range corrections for the Lennard-Jones potential were negligible compared to the corresponding electrostatic interactions, and were therefore not included in our calculation. The parameter describing the width of the screening charge Gaussian distribution in the Ewald summation was set to be 0.269 Å −1 , and 518 wave vectors were used in the reciprocal space sum.
B. Histogram-reweighting grand-canonical Monte Carlo
Monte Carlo simulations in the grand-canonical ensemble were used for the computation of phase coexistence. Input parameters to the simulations were the temperature T, volume V, and chemical potential . In what follows, we use a dimensionless chemical potential ‫ء‬ , defined as
where , are the characteristic parameter values of ST2 water, ⌳ is the thermal de Broglie wavelength, k B is Boltzmann's constant, and ex is the difference between the chemical potential and that of an ideal gas at the same T and density .
Microstates were generated with molecule displacement, rotation, insertion or deletion moves. Metropolis criteria 53 were applied for accepting or rejecting moves. In displacement moves, a randomly selected molecule was displaced by an amount uniformly distributed between −3 / 40 and +3 / 40 along each of the coordinate directions. In rotation moves, a randomly selected molecule was rotated by an amount uniformly distributed between −2 / 5 and +2 / 5 about one of the three space-fixed axes chosen at random. The acceptance ratio was roughly 25% on average for displacement moves, and about 28% for rotation moves. Molecules were inserted at random positions and with random orientation. At each step, the ratio of the probabilities of attempting displacement, rotation, insertion, or deletion moves was 1:1:10:10. After equilibrium was reached, data for the probability f ͑N , U͒ of occurrence of N particles with total configurational energy in the vicinity of U was collected and histograms were generated. The bin width of the energy was ⌬U =8. Several sampling difficulties involved in the search for the liquid-liquid transition should be pointed out. First, the liquid-liquid transition is located in the deeply supercooled region ͑Յ237 K͒, where the mobility of the water molecules is low, resulting in a decreased efficiency in the sampling of phase space. Specifically, the high density and low temperature of the system cause most molecular insertion/deletion attempts to fail, since there is a high probability of overlap in insertion attempts, as well as an energy increase caused by deleting a molecule without a subsequent structural relaxation. The acceptance ratio for molecular insertions/deletions over the range of conditions examined ranged from 0.001% to 0.01%. In addition, the difference in densities between the coexisting liquid phases, which is the key parameter used to detect a phase transition, is quite small. Consequently, sufficiently long sampling must be performed in order to obtain reproducible histograms, and caution must be exerted to distinguish real phase transitions from histogram sampling noise.
We first performed 268 parallel independent runs, including 56 runs at T = 244.2 K and chemical potential ‫ء‬ = −79.88, 56 runs at T = 242.3 K and ‫ء‬ = −80.5, 100 runs at T = 240.0 K and ‫ء‬ = −80.33, and 56 runs at T = 228.6 K and ‫ء‬ = −81.9. These runs covered the density range 0.90Յ Յ 1.15 g / cm 3 , and early tests showed that the liquid-liquid phase transition was likely to occur across this temperature and density range. Several initial configurations with different densities were prepared and equilibrated at the above conditions, and the final configurations from earlier runs were selected randomly to be the initial configurations of subsequent runs. Each run consisted of 10 9 production steps. Each single run only partially sampled the probability distribution of the system at that specific condition and produced a very noisy histogram, because of the small acceptance ratio for additions and removals. Using histogram-reweighting techniques, 54 we combined all the histograms and reweighted to the conditions of interest, as long as the ranges of density and energy were covered. Specifically, when data from multiple runs were combined, we used the technique developed by Ferrenberg and Swendsen 52 to determine the optimal amount by which to shift the raw data in order to obtain a global free energy function. Following this procedure, we obtained the histogram information covering the broad temperature and density range 228.6 K Յ T Յ 244.2 K and 0.90 g / cm 3 Յ Յ 1.15 g / cm 3 , respectively. To make sure that the sampling was enough for the combined histograms to reflect the true probability distribution of the system, the self-consistency of the histograms was checked as follows. First, we compared the histograms generated by randomly removing thirty runs and combining the remaining runs. Second, we reweighted the histograms resulting from combining the runs at a single temperature T = 244.2 K, T = 240.0 K, T = 242.3 K, and T = 228.6 K, respectively, to selected common thermodynamic conditions, and compared the resulting histograms. Using these tests we verified that the histograms were indeed self-consistent. The consistency of the number and the location of the peaks in the histograms confirmed the existence of true phase transitions. The simulations required a total of approximately 10 CPU years on 3 GHz Xeon processors.
Motivated by the work of Brovchenko et al., 43, 44 
at a single temperature T = 217.2 K, which lies well below the critical points reported by Brovchenko et al. 44 Several runs starting with different densities were first equilibrated at ‫ء‬ = −84.5 and Ϫ83.5 to detect other possible liquid-liquid transitions in the density range 0.90 g / cm 3 Յ Յ 1.20 g / cm 3 . The obtained information was checked with the histograms reweighted from higher temperatures. To obtain the histogram within the density range 1.20 g / cm 3 Յ Յ 1.30 g / cm 3 , the final configurations which satisfied Ͼ 1.0 g / cm 3 from previous simulations were chosen randomly as initial configurations and were equilibrated at ‫ء‬ = −83.5, Ϫ82.5, respectively. After equilibration was achieved, we started with the new equilibrated configurations and performed 19 runs at ‫ء‬ = −83.5, and 25 runs at ‫ء‬ = −82.5, each consisting of 1000 million production steps. Histograms at these conditions were generated, combined and reweighted to other chemical potentials. As will be explained in Sec. III, the histograms exhibited a single sharp peak in the chemical potential range −83.5Յ ‫ء‬ Յ −82.5, corresponding to the density range of interest, 1.20 g / cm 3 Յ Յ 1.30 g / cm 3 . Furthermore, an additional run in the NVT ensemble at T = 217.2 K and ‫ء‬ = −83.5 was performed to check the diffusivity of the system. Although the mobility was low, the system was found to be diffusive. The meansquared displacement was found to vary linearly with the number of steps after a sufficient number of steps, at a rate of approximately 0.33 2 per million steps.
C. Determining the critical point
Finite-size scaling theory 55, 56 has been widely used in studying the critical behavior of Lennard-Jones fluids, 57 lattice polymers, 58 binary mixtures, 59 the restricted primitive model, 60 and tetrahedrally coordinated functionalized colloids. 61 In this work, we also use this approach for the determination of critical parameters. For one-component systems, the ordering operator, M, is defined as a linear combination of the number of particles N and total configurational energy U
where s is the field mixing parameter. At criticality, the probability distribution for a given system, P͑x͒, where the scaling parameter x is given by x = A͑M − M c ͒, has a universal form. The nonuniversal parameter A and the critical value of the ordering operator M c are chosen so that zero mean and unit variance of the distribution are observed in the scaling parameter. A precise probability distribution of the order parameter for the three-dimensional ͑3D͒ Ising-model universality class can be found elsewhere. 62 It is believed that the liquid-liquid critical point also belongs to the Ising universality class, like the ordinary liquid-gas critical point. 61 To obtain the critical parameters for the liquid-liquid transition of ST2 water, we adjusted the chemical potential, temperature and field mixing parameter s so as to achieve the best fit to the 3D universal distribution. This allowed us to determine the liquid-liquid critical point with considerably higher precision than has hitherto been possible.
The critical pressure was estimated separately using the volume fluctuation method of Harismiadis et al. 63 Several simulations in the NVT ensemble, starting from equilibrated configurations near the critical point, were conducted and energy was calculated every 4 steps at a volume ͑VЈ͒ slightly larger than the volume of our simulation box ͑⌬V Ϸ 0.003 V͒. The pressure is then obtained from the following expression:
where ⌬U = U V Ј − U V and ͗¯͘ denotes the thermal average in the NVT ensemble. Figures 1 and 2 show the density probability distribution at different temperatures and chemical potentials spanning conditions where the liquid-liquid transition of ST2 water is observed. Figure 1 illustrates the change in the observed histogram upon increasing the chemical potential at a single temperature, T = 244.2 K. The histogram evolves from a single sharp peak at Ϸ 0.9 g / cm 3 to another single peak at 3 , while at intermediate values of the chemical potential the system samples states on both sides of the transition, resulting in a comparatively flat histogram. This is typical of near-critical behavior. Reweighted to lower temperatures, the histograms exhibit sharper peaks that clearly show this phase transition between low-density and highdensity liquid phases ͑Fig. 2͒. The histogram data were then matched to the 3D Ising universal distribution and critical parameters were determined. Eight independent matches to the 3D Ising distribution were conducted by randomly combining one, two, three, or four subsets of runs to check the consistency of our results. Each subset of runs was comprised of simulations performed at the same temperature. An example of our fitting is shown in Fig. 3 . From this analysis, we conclude that the critical point of the liquid-liquid transition for ST2 water is located at T c = 237Ϯ 4 K, c ‫ء‬ = −80.9Ϯ 0.4, c = 0.99Ϯ 0.02 g / cm 3 , and field mixing parameter s = −0.006Ϯ 0.001. The uncertainties were calculated from the standard deviations of the eight independent data sets, multiplied by two. The critical pressure is P c = 167Ϯ 24 MPa, which was calculated in ͑N , V , T͒ simulations at 240 K and 0.99 g/cc using the method described in Sec. II C. The uncertainty was calculated from the standard deviations of five independent parallel runs, multiplied by two. The location of the critical point for this liquid-liquid transition has been estimated by previous simulation studies. 37, 44 These results, as well as our calculation, are shown in Table I . Poole et al. 37 performed a high-resolution molecular dynamics simulation of the equation of state of ST2 water in the NVT ensemble and located the critical point by tracing the spinodal lines of both the low-density and the high-density liquid ͑see, however, Ref. 64 for a discussion of finite-size effects in the calculation of spinodals͒. Brovchenko et al. 44 provided an approximate location of the liquid-liquid transitions using Monte Carlo simulations in the restricted NPT ensemble as well as the Gibbs ensemble. It can be seen from Table I that our critical temperature is considerably lower than the results of Brovchenko et al., 44 but is close to the estimate by Poole et al. 37 Our estimate of the critical pressure is also in agreement with the result of Poole et al. 37 The estimates of the critical density from the three studies are in reasonable agreement.
III. RESULTS AND DISCUSSION
In order to estimate finite-size effects on the critical parameter values, we performed simulations employing a smaller system size, L =5 ͑versus L =6 throughout the rest of this work, which is to say a volume reduction by a factor of 0.58͒. The critical point values determined using this smaller system size after 60 runs at 240 K and ‫ء‬ = −80.7, each consisting of 10 8 equilibration and 10 9 production steps, were T c = 235 K, c ‫ء‬ = −81, and c = 0.99 g / cc. Although we did not attempt a systematic investigation spanning a broader range of system sizes because of the severe computational demands associated with such a calculation ͑see Sec. II B͒, the good agreement between the L =5 and L =6 results lends confidence to the accuracy of the critical parameters reported in Table I .
The criteria for phase coexistence are equality of temperature, chemical potential, and pressure. The first two constraints are satisfied by construction, and the integral under the density probability distribution is proportional to the pressure. By matching the areas under the low-density liquid and high-density liquid portion of the histogram, we calculated the phase coexistence curve away from the critical point. This is shown in Fig. 4 . In order to obtain the phase diagram, we combined runs at all temperatures. Uncertainties were estimated by using different combinations of runs. Near the critical point the two peaks overlap significantly, which makes direct determination of the coexisting densities difficult. Compared with the calculations of Brovchenko et al., 44 our phase diagram encompasses the density range corresponding to the three liquid-liquid transitions reported by these authors for the truncated ST2 model, as well as both of the liquid-liquid transitions for ST2 water with reaction field treatment of long-range electrostatic interactions reported therein. In both cases, our low-density branch has approximately the same density as the corresponding branch of their lowest-density transition, whereas our high-density branch has approximately the same density as the corresponding branch of their highest-density transition. In short, we did not see multiple liquid-liquid transitions in the density range 0.9 g / cm 3 Յ Յ 1.2 g / cm 3 . The internal energy of each phase at coexistence is shown in Fig. 5 . Within the temperature range studied, the internal energy of the high-density phase is approximately 2.5 kJ/mol higher than that of the low-density phase, which corresponds approximately to 1/10 of a hydrogen bond. This is a small energy difference, especially when considered in relation to the appreciable structural differences between water's high-density and low-density amorphous phases. 65 By further investigating the histograms with the density range extended to 1.30 g / cm 3 , we found no sign of additional phase transitions. Figure 6 shows the ‫ء‬ versus ͗͘ isotherms at different temperatures across the entire density range studied, 0.90Յ Յ 1.3 g / cm 3 . The isotherms display strong curvature changes as a result of the liquid-liquid critical point. The abruptness of the density change becomes more pronounced as the temperature decreases. It can be seen that even at a temperature about 7 K higher than the 3 , in a manner that is inconsistent with the existence of an additional phase transition. In this region, the corresponding histogram exhibits only one sharp peak, and this peak gradually shifts to higher density as the chemical potential increases ͑Fig. 7͒. This finding further excludes the possibility that additional phase transitions may occur in the density range 1.2 g / cm 3 Յ Յ 1.3 g / cm 3 . Our results suggest that this additional liquidliquid critical point either does not exist for the ST2 model with Ewald sum treatment of long-range Coulombic interactions, or is located at considerably lower temperatures.
IV. CONCLUSIONS
In this work we have used histogram-reweighting grandcanonical Monte Carlo simulations of the ST2 model of water 40 with Ewald sum treatment of long-range Coulombic interactions, to study low-temperature first-order phase transitions between metastable liquid phases. The calculations were motivated by reports in the literature of multiple liquidliquid transitions in the ST2 model. 43, 44 We have located the liquid-liquid critical point of this model with considerably greater precision than had hitherto been possible. We find reasonable agreement with the calculations of Poole et al., 37 but a considerably lower critical temperature ͑237Ϯ 4 K͒ than the one reported by Brovchenko et al., both for ST2 with simple truncation of electrostatic interactions ͑ϳ290 K Ͼ T c Ͼ 275 K͒, 43 and for ST2 with reaction field treatment of long-range electrostatic interactions ͑տ260 K͒ ͑Ref. 44͒ ͑see Table I͒. We also investigated the model's low-temperature, highdensity behavior and found no evidence of additional liquidliquid phase transitions for T Ͼ 217 K. This discrepancy with the results of Brovchenko et al., according to whom there are three liquid-liquid transitions in ST2 water with simple truncation of electrostatic interactions, 43 and two in ST2 with reaction field treatment of long-range Coulombic forces, 44 raises interesting questions that deserve further investigation. In particular, it is important to understand whether these differences are caused by the treatment of electrostatic interactions, the suppression of fluctuations in restricted ensemble calculations, 51 or both. In the former case, this would point to a major sensitivity of lowtemperature phase equilibrium calculations to the treatment of long-range electrostatics, the origin and extent of which is not well understood at present. In the second scenario, the discrepancies would constitute clear evidence of the errors incurred in phase equilibrium calculations by suppressing fluctuations in order to constrain a system to remain homogeneous across the coexistence region.
Our results add to the growing number of experiments, [15] [16] [17] [18] [19] [20] [21] [22] simulations, 14, [34] [35] [36] [37] [38] [39] 61 and calculations [66] [67] [68] that provide evidence of liquid-liquid immiscibility in pure substances. Whether this phenomenon actually occurs in supercooled water is a question, the unambiguous answer to which remains a major challenge in condensed matter physics.
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