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• ОБ АСИМПТОТИЧЕСКИХ СВОЙСТВАХ 
МЕТОДА НАИСКОРЕЙШЕГО СПУСКА В ЗАДАЧАХ . 
НА СОБСТВЕННЫЕ ЗНАЧЕНИЯ 
| ШУЕ П. Ф. 
I (Киев) 
Исследуется асимптотическое поведение нормированных градиентов 
метода наискорейшего спуска при определении наименьшего собствен­
ного значения, положительно-определённого и самосопряженного ко­
нечномерного оператора, и на основе полученных результатов обосно­
вываются приемы ускорения его сходийости, а также предложен способ 
1 одновременного отыскания этим методом трех собственных значений 
оператора. • | 
« Введение 
Изучение асимптотического поведения итерационных процессов часто 
позволяет более полно использовать их внутренние резервы. Так, напри­
мер, в [1] на основе изучения асимптотического поведения метода наиско­
рейшего спуска при решений систем линейных алгебраических уравнений 
разработаны эффективные и легко реализуемые на ЭВМ приемы ускоре­
ния его сходимости. В [2] на основе работ [3], [4] об асимптотическом 
поведении нормированных градиентов метода наискорейшего спуска при 
решении систем линейных 1 алгебраических уравнений обосновывается 
возможность применения к нему известного приема А. А. Абрамова уско­
рения сходимости линейных,'итерационных процессов. 
В настоящей работе рассматриваются вопросы сходимости и асимпто­
тического поведения метода'наискорейшего спуска для задач на собствен­
ные значения [ 
(1) Av=Xv, ; | ' \ 
где А — положительно-опреДеленный й самосопряженный линейный опе­
ратор, действующий в тг-мфном действительном гильбертовом простран­
стве Н со скалярным произведением, обозначенным через {v, и), и нормой 
1 М 1 2 = ( У , У ) , а A,i< . . . <Хпж {е{}4П — собственные значения и соответствую­
щая им ортонормированная система собственных векторов оператора А. 
Для простоты изложения рассмотрен случай не кратных собственных зна­
чений Яг. I ; 
Вычислительная схема йетода наискорейшего спуска для отыскания ^ t 
представима формулами ! • 
(2) v0¥=0, vh=*vj\\vh\\, \ik={Avk, vh), 
(3) wk=Avk-\xkvh^ - vh&i=vk-%hwk, 
где множитель xh выбирается из условия минимума н* + 1. 
! 
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§ 1. Условие стабилизации метода наискорейшего 
спуска 
Стабилизация метода наискорейшего спуска означает существование 
такого конечного / с = 0 , 1 , . . . , при котором |x f t=Xi. Основной задачей дан­
ного параграфа является нахождение необходимого и достаточного усло­
вия стабилизации. Для простоты изложения здесь и в дальнейшем пред­
полагаем, что %i< , . . <Я П . 
Укажем на некоторые известные свойства метода наискорейшего 
спуска [ 5 ] , [ 6 ] , необходимые для дальнейших исследований. 
1. Для каждого &=0, 1 , . . . , при котором wh¥^0, имеют место соот-
ношения 
( l . i ) (wk,vk)=0, 
(1.2) Т > = 2 { q k - l i h + [ (qh-lih)2+4||wh\\*]'''}-1, 
(1.3) 
(1.4) \xh-lXk+i=4\\i»k\\\. 
(1.5)' { w h , u ; f t + 1 ) = 0 , 
гдед к=(4м;А, wk)l(wk, wh). 
2. Если X i < l 2 и начальное приближение таково, что A / i<fx 0 <^2, то по­
следовательность |Life сходится к А4 со скоростью геометрической прогрес­
сии и справедлива оценка 
1тг§ A n ~ A i 
Пусть aift — коэффициенты разложения вектора vh по системе собствен­
ных векторов {е г}i n оператора А: -
7* 
У * = ^ aiket. 
Имеет место 
Т е о р е м а 1. Если р, 0<Я 2, то метод наискорейшего спуска стабилизи­
руется тогда и только тогда, когда вектор v0 имеет вид 
Уо^оскА+ароер, р = 1 , 2 , . . . , га. 
Обозначим через U множество векторов и=*(щ,..., ип) с неотрица­
тельными компонентами, удовлетворяющими условиям 
п п 
г=1 г'=1 
а через Ui — множество векторов и{{) = (иц, О , . . . , щ\ 0 , . . . , 0 ) , 
i = 2 , 3 , . . . , п, 
%i—и, . и—Xi ' 
Л»—Ai Ai—At 
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Докажем предварительно бдно вспомогательное предложение. 
Л е м м а . Пусть , 
п 
Ф(гг)=У1| йлии 
где {di}in — вещественные числа. Тогда 
тахФ(1г)==тахФ(и), т т Ф (и) = min Ф ( и ) . 
Д о к а з а т е л ь с т в о л е м м ы . Достаточно показать, что Ut — множе­
ство всех вершин многогранника 77. Ясно, что U^U и Ut — линейно-
независимое множество векторов. Пусть u^U. Покажем, что существуют 
такие неотрицательные числа { 0 г } ^ = 2 , что выполняются равенства 
п п 
(1.6) ^-e^i, »=^e«a«V; , ; 
г = 2 г = 2 
Запишем ( 1 . 6 ) в виде 
п \ • • 
( 1 . 7 ) tti='^0ittn, • 'в«=0*иД' 1 = 2 , 3 , . . . , ц. 
Из ( 1 . 7 ) можно определить числа 6гГ 
(1.8) вг=и{/игХ>0. 
Обозначим через ui выражение ; _, 
1 — 6 г ^ 1 г , U 
г = 2 
где 0» определены по формуле^ (1.8). Нетрудно убедиться в справедливости 
соотношений ! 
(1.9) Й1 = £е.-1+в„ J X t ь = (х ( ^ 6 ,-1 ' ) . 
г = 2 ; . г = 2 
Поскольку li<\x<%2, то из (1.9) следует 
V 0 г = 1 , Ur=UiT 
г = 2 • ' 
Лемма доказана. 
Д о к а з а т е л ь с т в о т е о р е м ы 1. Достаточно показать, что если 
i;0=^aio6i+a*o6i+ajo^, a ^ O , a ^ O , K K j , -
то метод наискорейшего спуска не стабилизируется. Без ограничения 
общности можно считать г—2,| /=тг. В сийу формул (2), (3) вычислитель-
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ной схемы метода наискорейшего спуска, имеем 
^ 2 , л + 1 = ( 1 - т д ( X 2 - | x f t ) ) a2h\\vk+l\\~\ 
i a n , f t + i = ( l - T f t ( X n - M ' f t ) ) a n A l l z ; A + i l l ~ 1 , . 
тде ||i; f t+ill2=l+T f c2||.u?fc||2=? f e :0: Следовательно, для доказательства теоремы 
достаточно показать, что для любого /с=0, 1 , . . . выполнены неравенства 
(1.10) iiT'+^K ih^+Vk^K 
(1.11) T ^ ~ . V 
Неравенство (1.11) будет выполнено, если только w ^ O . Действительно, 
J B силу (1.4), 
[Х А - \ik+1=tft I i н; ft|| 2 < \xh-Ki, 
следовательно, 
Tft<((XA-A,i) | |u; f t lh 2 . 
Справедливость неравенств (1.10) доказывается от противного. 
Предположим сначала, что существует такой номер к, для которого 
имеют место соотношения 
(1.12) Т й - ' + и ^ А г , а2й=^0, a„R=^0. 
Используя (1.3), (1.4), преобразуем (1.12) к виду 
или, полагая Tft~ 1 = A 2 —(Xft, имеем 
(1.13) qn+\\wn\\*(X2-iib)- 4 = Л 2 . 
Разлагая вектор и;* по системе собственных векторов {е г}Л запишем 
l\wn\\2 в виде _ ^ 
г = 1 
Если в качестве функции Ф (и) леммы взять функцию 
п ' 
•Ф(")=-У,(*4 — H)*Ui' 
*mmmd 
1 = 1 
а в качестве \х положить U . & , то на основании этой леммы заключаем, 
что • 
41-14) П |[« > min Ф («) = — Хх) (Л., 
Выполнение строгого неравенства в (1.14) обеспечено тем, что апп^0. 
Используя соотношения (1.13), (1.14), получаем 
(1.15) qn+\xn<K+h2. 
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С другой стороны, полагая | | 
:' I 
п I •;: 
Ф ( « ) = ^ ( ^ - 9 ь ) . ( Н — V- = V*a> 
i — l i ; 
в силу леммы имеем . j . • 
(1.16) шах — Я̂ ) —1*5>(р '̂Н- 9s — Л.1 — ^ ) ] 
г = 2 : 3 , . . . . n i : . • 
Так как р,й<Я2, то из (1.16) следует неравенство \in+qh>Xi+X2l противоре­
чащее (1 .15) . ; ; 
Предположим теперь, что'существует, такой номер к, для которого вы­
полнены соотношения , | 
(1.17) 'гп~1+\лп=Кп, ' ак=£0, ап^0. 
Рассмотрим в качестве функции Ф (и) леммы следующее выражение: 
п ' \ 
г = 1 j '': 
где u^U, \i=\ia. Если положить й = ( а ^ . , . . . , а ^ ) , то Ф (и) = 0 . Так как; 
ссгй^О, то, в силу леммы, имеем | 
(1.18) Ф (в) > min Ф (и) 4= rF(K -14) (И* - **) ( т ? + ИЕ + -
— %1 — Хп). ; : 
Из (1.18) получаем tn^+iinf^Xn—\1п+1+К<ХП1 что противоречит условию. 
(1 .17) . Теорема доказана. • 
' f ; J • ' 
§ 2. О скорости сходимости 
Будем говорить, что последовательность p,ft сходится к Я4 почти линей­
но, если существуют такие!: постоянные 1>с1^с2>0, что для любого. 
/ с=0 , 1 , . . . выполнено неравенство • i ' 
Т е о р е м а 2. Если щ —такое начальное приближение, что выпол^ 
пены условия ; 
(2.1) Л 1 < ^ . о < ^ 2 , a i 0 ^ 0 , a ^ j O , ! < * < / , 
то последовательность схдрится к Я4 [почти линейно. 
Д о к а з а т е л ь с т в о . В | силу того ; что нулевые коэффициенты ар0. 
не оказывают влияния на Характер сходимости метода наискорейшего 
спуска, без ограничения общности можно считать, что в условии (2.1) 
£=2, j=n. Образуем следующие последрвательности векторов: 
Vo=v0, Vh+i^k^Vk—Wk, ; wk==Avk—\ikvk, / с=0, 1 , . . . . 
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Нетрудно видеть, что выполнены равенства 
^ Vk=Vk\\vk\\, Wk=Wh\\Vh\\, 
поэтому, используя соотношения (1.1), (1.4), (1.5), имеем 
(2.2) (wk,Vh) — 0, ( ^ , ^ + 0 = 0, \Xk-y>k+i=T;h j ! ^ ! 2 -
\\vh\\2 
Д л я /с=0, 1,... положим 
h=\\wk+i\\/\\wki 
Докажем, что последовательность $ h сходится и 
tB = lim $кФ0. 
h-*-oo 
Рассмотрим скалярное произведение {wh, wh+2) . Используя (2.2), полу­
чаем 
(2.3) (wkl wh+2)=(Wk:Avh+2-\ih+2vh+2)=(wh, Avk+2-\ih+ivh+2) + 
+ {lih+i-lik+2) (wk, v h + 2 ) = - ( w k j 4 ^ + i ) - | | ^ A + i l l 2 I I ^ J I 2 | | ^ + i l l ' " 2 . 
Аналогично преобразуем (wh+i, w h + i ) : 
(2.4) (wk+i, wk+i)=(vh+i, Awh+i-iikwh+i)^-(wh, Awh+i). 
Используя неравенство Коши — Буняковского 
I (wk, w k + 2 ) \<\\wh\\\\wh+2\\ 
ж соотношения (2.3), (2.4), имеем 
(2.5) p f t + i > ^ ( l - e A ) , /с=0, 1 , . . . , 
где e f c^||zZ;J | 2 | |2;A + 1 | |- 2. ' 
В дальнейшем нужны оценки для | | w j 2 , ll^+ill2. Так как коэффици­
енты разложения вектора uh по системе собственных векторов {е^* 
удовлетворяют условиям 
п п 
г = 1 г' = 1 
то нетрудно видеть, что 
(2.6) a 2 - ^ 2 ^ ^ i i ^ j i 2 ^ i i s ; j i 2 ^ a n - ^ ) 2 i ^ i i ^ i i 2 . 
Л п — A i Аг Ai 
'Так как | | ^ + i | | 2 = T r 2 l l ^ l l 2 + I I ^ J I 2 , то для | | г ^ + 1 | | 2 справедлива оценка 
(2.7) T k - 2 | | ^ | | 2 < l i ^ + 1 | | 2 < ( T A - 2 + V ) l l ^ l l 2 . 
Кроме того, в силу теоремы 1, имеет место неравенство 
<2.8) 12-Н<^-1<К-1лк. 
1 
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Из (2.6) — (2.8) следует, что для / с = 0 , 1 , . . , 
(2.9) &<2'*"'>••'' 
таким образом, последовательность §А ограничена сверху. 
Рассмотрим бесконечное произведение 
Р=Д (1-е,) , 
где е». определены в (2.5). 
Используя (2.6) —(2.8), нетрудно показать, что для k=0, 1 , . . . 
.(2.10) 0 < е А < 1 , « * < - т ; — . w . . V 2 . 
В силу свойства 2 метода наискорейшего спуска, имеем 
2 ( ^ - А 1 ) < ° ° , 
поэтому из неравенств (2.10) вытекает сходимость бесконечного произве­
дения Р. 
Образуем новую последовательность $k* по правилу 
] h-i . 
В** = ^Д ( 1 - s , ) - 1 , Л = 1 , 2 , . . . . 
1 г = 0 
Используя неравенство (2,5), получаем 
k k-i 
[ W = Д (1 -е , ) " 1 > h Д (1-е , ) " 1 = 
i = 0 г = 0 
таким образом, последовательность $h* неубывающая. Из сходимости бес­
конечного произведения Р и ограниченности сверху последовательности 
$ А следует ограниченность сверху последовательности рА*. Пусть 
Pe = l im^*; 
тогда последовательность % имеет предел и 
(2.11) B = l im |3 A =p*P>0 . 
Пусть 0<6<(5 И Тг—такой номер последовательности [ J A , что для всех 
к>% имеет место неравенство Используя (2.6) —(2.8), получаем, 
что для к=0, 1 , . . . 
Р 2 ^ M ' f t + l - ^ l ( ^ n _ ^ l ) 3 ( t A ^ 2 + X n 2 ) 
M'ft-A'l ( A , 2 — u . 0 ) 2 ( A 2 — X i ) 
следовательно, для всех имеем 
lik+i-K ^ (%2-IXO)2(h-K) (р -б ) 2 _ 
> , . ; = 
ц>ь. ^ 1 2 (%n—%i) 3Я П 2 
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\ г = 0 , 1 , . . . Д [А4 — Аа / 
В качестве с4 можно взять р 2, где р определено в свойстве 2 метода наи­
скорейшего спуска. Теорема доказана. 
Таким образом, последовательность \ik при естественных ограничениях 
сходится к Xi почти линейно. Этот факт усиливает результат работы [7] 
и утверждает, что метод наискорейшего спуска сходится не более чем со 
скоростью геометрической прогрессии. 
З а м е ч а н и е . Пусть xQl Xi, . . . — последовательные приближения при миними­
зации функционала 
f(x)=0.5(Ax, я), 4 = 4 * > 0 , яеЯ, , 
5-шаговым методом наискорейшего спуска. В [3] показано, что если а ^ О , то после­
довательность f(xk) сходится к нулю почти линейно (для краткости изложения будем 
использовать здесь обозначения из [3 ] ) . При доказательстве почти линейной сходи­
мости f(xk) к нулю в [3] существенно использовался тот факт, что для любого пре­
дельного вектора г последовательности нормированных градиентов {у2к}о°° имеетг 
место равенство 
(2.12) T 2 r = r . f 
В § 3 данной работы будет показано аналогичное равенство для предельных векто­
ров последовательности нормированных градиентов метода наискорейшего спуска в 
задачах на собственные значения, однако при этом существенную роль играет теоре­
ма 2. 
Покажем, что для доказательства почти линейной сходимости s-шагового метода 
наискорейшего спуска не обязательно использовать равенство (2.12). Действительно* 
из [3] следует, что 
1 1 ^ + 2 | | 2 | | ^ + 1 | | - 2 ^ | | ш ь + 1 | | 2 | | ^ Л А=0, 1, 
поэтому для к=1, 2, . . . справедливо неравенство 







(2.14) zk+i=P8(A,zk)4s zk, zk=Axk, 
(fe) (*) , 
Ps(Ayzh)=As + A*-1*.:.* A+ E 
s s $ ' " 
есть матричный многочлен с коэффициентами » зависящими от zkl имеющий 
различные вещественные корни в открытом интервале (Xi, Я п ) , a wo=zo1 wk+i=* 
=Р8(А, Zh)u?k, то из (2.14) вытекает, что для &=0, 1, 
(2.15) IUA+1||VIUA||2>lkA+1||2An2sll^ll2. 
Поэтому в качестве постоянной с2 для последовательности и,А можно взять 
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Используя (2.13), (2.15), получаем 
f(xk+i) > К И I я ^ Ь И х И2 
/ ( * * ) ' К I I 2 ^ И Р В 2 ' 
и в качестве постоянной с 2 для последовательности f(xi) можно взять 
(2о16) 
' ^ s + i Hol l 2 
Приведенное доказательство проще, чем доказательство того же факта в [3] , и, 
кроме того, позволяет эффективно находить с 2 с помощью (2.16). 
§ 3. Асимптотическое поведение нормированных 
градиентов 
1. Пусть {zh} о30 — последовательность нормированных градиентов ме­
тода наискорейшего спуска, zh~wk/\\wk\\. Обозначим через V множество 
векторов v^H вида У=£е 2 +г)е п , £ ^ 0 , г)=^0. Имеет место 
Т е о р е м а 3. Если v0 — такое начальное приближение, что р, 0<Я 2, х 
аго^О, апо^О, то существуют пределы 
lim z2h==z^V, limz2h+i=z^V. 
&->- ос ft->oo 
Д о к а з а т е л ь с т в о . Обозначим через Т оператор 
Tv==\x(v)v—Av1 
где jx(z;)==(^4z;, v)/(v, v). ' , 
Пусть z — предельный вектор последовательности {2 2 А }о°°, т. е. сущест­
вует подпоследовательность~{z2k.}Z=o такая, что 
z = lim z2h.. 
г->оо 
Покажем, что имеет место равенство 
(3.1) z=rz/\\Fzl 
где T2z=T(Tz). 




(3.2) lim (zklzk+2)=l. 
Рассмотрим последовательность {z2k.+i}Z=o. Легко убедиться в справед­
ливости соотношений 
(3.3) z2fei+i = [(taJ. + -1*2».) *щ — Az2lc.] Р^. — (|12». — ^ + 1 ) ' 
<3.4) l i m ^ 1 + l x 2 b ) = ( ^ , z ) . 
i->co 1 
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В силу (2.6), имеем 
( 3 5 ) - tX2fri+l) 11 11 [(К - *l) (1*2^1- ^ l )1 V 2 <#3?—bl) 
II ^ 2 V I 11 ( ^ 2 — * * ) 
Оценим правую часть этого неравенства. На основании теоремы 2, суще­
ствует постоянная с2>0 такая, что для /с=0, 1 , . . . выполнено неравенство 
(\ih+i—K) {\ik—Xi)"i>c2, следовательно, для £=0,1,... справедливо 
(3.6) (ix2k / (\X2k-Xi)>c2. 
Используя (3.5), (3.6), убеждаемся, что 
v 1 1 * 4 + 1 И / Л Л 
г—оо H ^ . + l l l 
Тогда из (3.3), (3.4) следует 
* \imz2h^=^Tz. 
Применяя предыдущие рассуждения к последовательности { 2 ^ + 1 } *=о.» 





Пользуясь (3.2), имеем 
lim(z 2 f t.,z 2 f t. + 2) = (z,2*)= 1, 
г-> оо 
откуда вытекает требуемое равенство z=z*. 
В [3] доказано, что если вектор v^H удовлетворяет равенству 
v*=T2v/\\T2vII, то он представляется в виде 
следовательно, 
(3.7) z=lei+r\ej. 
Докажем, что 1=2, /=тг. Предположим, что j<n, и обозначим через z 
вектор z=Tz/\\Tz\\. В силу (3.7), имеем q=\i(z)<Xh q=\i(z)<X>, следова­
тельно, 
(3.8) рл = (q-Xj) (q-Xj) < (q-Xn) (q-Xn) =pn. 
Пусть 
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• 1 
Используя (3.3), (3.4), нетрудно показать, что 
0j.2fc . + 2==Ci (pj + £ l J ) 6j 2ft 
(3.9) _ 
n 2ft • i 
где 8 i ^ 0 , 8in~^0 при а с* — некоторое положительное число. Тогда 
из (3.8) следует 
l i m 9 j 2 f t . e n 2 f t . = 0 , 
i оо 
что противоречит предположению. Аналогично доказывается, что £=2. 
В силу (3.7) имеем . 
(3.10) " • p ' - l m p i ^ i r ^ r - C X n - X O ^ l V . 
г-*- оо 
Так как | 2 + r j 2 = l , то уравнение (3.10) при заданном р может иметь не 
более восьми решений, поэтому множество предельных векторов последо­
вательности {z2h}o00 содержит не более восьми векторов. Однако в силу (3.2) 
это множество должно быть замкнутым и связным [3] , следовательно, оно 
состоит из одного вектора z^V. 
Вторая часть теоремы следует из того, что 
lim. z2k+l=Tz/\\Tz\\=z^V. 
Теорема доказана. 
2. Пусть р 0 < ^ 2 , а 2 о ^ О , t X n o ^ O , a z, z, g, g - пределы соответствующих 
последовательностей z2k, z2k+i, q2ky q2k+i и z=Q2e2+Qnen, c=(Az,z). Относи­
тельно A,2, Kn, 02, 0n получим следующую систему уравнений: 
0 2 2 + 0 n 2 = l, X 2 0 2 2 + X n 0 n 2 = g, ± ( Я п - Л 2 ) 0 2 0 п = С , 
Я 2 0п 2 +Я п 02 2 —q-
Отсюда находим Я2 и Кп: ' 
^ = { g + g - [ ( g - g ) 2 + 4 c 2 ] , / 2 } / 2 , Xn=q+q-l2. 
Так как q, q, с нам не известны, то строим последовательные приближения 
А»2̂  к А*2, А/П̂  к Кп» 
Пусть для & = 0 , 1 , . . . 
ck=(Azk, Zft+i), 
•. V = { ? k + g * + 1 - [ ( g k - g f c + i ) 2 +4c ; i 2 ] , / 2}/2, ' , 
^n f t = ^/i+Q rft+l ^2^. 
Тогда 
\ , = - П т ^ Д A* = lim ЯД 
k->aa h-У oo 
причем скорость сходимости к %2,Xnk к Хп определяется скоростью схо-
. ДИМОСТИ Z2k К Z, Z2ft+i к Z. ч 
\ 
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Преимуществом предложенного приема одновременного определения 
^ i , Я 2 , Я п с помощью метода наискорейшего спуска является то, что не тре­
буется дополнительной вычислительной работы на промежуточных опе­
рациях. ' 
Для практического применения данного приема существенна характе­
ристика скорости сходимости z2h к z, z2h+i к z. Оценим скорость сходимо­
сти z2k к z (для z2k+i оценка аналогична). 
Пусть z2k=Q2t2he2+Qnt 2hen+y2k, y2k±-V. В качестве меры близости z2k и z 
возьмем \\y2k\\- Обозначим через / множество таких индексов г, i¥=l, что 
о&го — невырождающийся коэффициент (т. е. а ^ О , / с = 0 , 1 , . . . ) , а 
I . Я 2 + Я Л I Ai : — . 2 1 
Т е о р е м а 4. Если р , о < Я 2 , а 2 0 ^ 0 , а п о^О, 
. _. , г (яЛ-я2)2 2у/« 
го существуют такие р < 1 , а 1 ? зависящие от v0, что для & = 0 , 1 , . . . выпол-
«нено неравенство \\у2\\\^афк. 
Д о к а з а т е л ь с т в о . Из (3.1) следует 
(3.11) р 2 = р п , шах 1 р г 1 < р 2 , 
i e j , 2 < г ' < п 
где pi= ( д — Я г ) ( ? — Я г ) . Неравенство (3.11) эквивалентно неравенству 
(3.12) | , - 5 | < [ J b l Z ^ 4 . 2 o » ] , A , 
причем в случае строгого неравенства в (3.12) выполнено строгое неравен­
ство в (3.11). Поэтому существует такое 8>0 , что 
(3.13) max — < 1 - б . 
i e l , 2 < г < п р 2 
Аналогично' (3.9) можно показать, что 
(3.14) Вг,2к+2 = Ск(р{+^)дШ, £=2,3,.. . ,/г, 
где е^->0 при йг-*°°, ^ — некоторое положительное число. Так как 
г/л 2<—+2.,-=— 
2 * П - 1 „ 2 
е2 ^ е2 
22ft г = 3 22ft 
то, используя (3.13), (3.14), убеждаемся в справедливости теоремы. Тео­
рема доказана. 
3. Будем понимать под асимптотической скоростью сходимости выра­
жение 
F ( , o ) = i i m j ^ - . 
, ft-* оо P f t+ i Ai 
Имеет место 
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Т е о р е м а 5. Если v0 — такое начальное приближение, что jx0<A,2, 
аго^О, апо^О, то V(v0) существует и 
(3.15) > ( . , , ) = i+.J*?"*.) (*.-**) 
где 
6 = lim 
fc-*-oo 
Д о к а з а т е л ь с т в о . Используя теорему 3, нетрудно показать, что 
l i m V , у,, , | 2 ц- | | 2 ^ ( g - ^ i ) 
где 
g = lim g2 f t, g = l img 2 f e + i . 
ft.-*- оо ft—>- оо 
Тогда : 
(3.16) lim—— = — г -. 
ft-* ос P-ft+1-Ai P 
Так как (g—?ц) (g—-Xi) =[i2+(A,2—A,4) (An—A,i), то из (3.16) следует спра­
ведливость теоремы. Теорема доказана. 
Так как [} является весьма сложной функцией от начального прибли­
жения v0, то непосредственное применение формулы (3.15) затруднено. 
Однако с помощью этой формулы можно получить полезную в приложе­
ниях оценку сверху V(u0) через р 0. 
Действительно, в силу неравенства (2.5), имеем 





th\\wh\\2 = \lh—\Lk+i, 
TO 
00 oo 
(3.18) P = Д(1-8»)>'ехр[- V T f t ( ^ - ^ + i ) ] . 
ft=0, ' ft=0 
Предположим, что jn0<A2, a 2 o^O, a n o ^ O . В силу неравенств (2.8), (3.18), 
имеем 
/ » е х р { | ^ } , 
I А2—Цо J!. 
тогда, в силу (3.17), , 
(3.19) В > р „ Р > р 0 е х р } - ^ } . 
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Используя теорему 5 и неравенство (3.19), окончательно получаем 
F(*o)<lV{.^ 
4. К методу наискорейшего спуска применимы приемы ускорения схо­
димости А. А. Абрамова и Л. А. Люстерника [5] . 
8 k ^2 Л19 
1 14 10.686530 89.824655 1561.9711 
ю - 1 25 9.9458139 86.771042 1581.7707 
Ю- 2 38 9.8576849 84493418 1587.4895 
Ю- 3 52 9.8502060 74.733621 1589.0522 
ю - 4 73 9.8494257 47.201028 1589.7438 
Ю - 5 104 9.8493366 39.333939 1590.1311 
- 128 • 9.8493290 39.163064 1590.1477 
Так, если на каждой итерации метода наискорейшего спуска не произ­
водить нормировку последовательных приближений vk, то, в силу теоре­
мы 3, получившийся итерационный процесс будет асимптотически линей­
ным. Это позволяет применить к нему прием Абрамова ускорения сходи­
мости линейных итерационных процессов. 
При нормальном же течении метода наискорейшего спуска происходит 
«накапливание» коэффициентов а2&, ап&. Для ликвидации этого отрица­
тельного явления можно использовать идею Люстерника ускорения сходи­
мости линейных итерационных процессов, прерывая нормальное течение 
метода наискорейшего спуска итерациями с шагами 
1= 
где Xnh, Х2к определены в п. 2. 
5. Скорость сходимости Х2к к Xz, Xnk к Хп, вообще говоря, меньше скоро­
сти сходимости и* к Xi. Проиллюстрируем это на простейшей задаче на 
собственные значения: 
vXx+Xv=0, v0=vn=Q " 
на D={Xi=ih, г = 0 , 1 , . . . , тг, h=l/n}, 72=20. 
Точные значения Хи Х2, Х^ таковы: A,i=9.8493271, Я 2=39.154785, 
Я 1 9=1590.1506. 
Через ЯД Я 2 \ Я19* обозначим соответствующие приближения К Ai, А 2, Ai9 
на к-й итерации. В качестве начального приближения возьмем v0= 
= ( 0 , 2 , . . . , 1,0). Результаты счета вынесены в таблицу. Номер к в табли­
це — это первый номер, для которого Xf—X^z. 
Автор выражает глубокую благодарность А. А. Самарскому, В. Л. Ма­
карову й А. В. Гулину за обсуждение результатов и ценные замечания. 
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