In fine-grained visual classification task, objects usually share similar geometric structure but present different part distribution and variant local features. Therefore, localizing and extracting discriminative local features play a crucial role in obtaining accurate performance. Existing work that first locates specific several object parts and then extract further local features either require additional location annotation or need to train multiple independent networks. In this paper. We propose Weakly Supervised Local Attention Network (WS-LAN) to solve the problem, which jointly generates a great many attention maps (region-ofinterest maps) to indicate the location of object parts and extract sequential local features by Local Attention Pooling (LAP). Besides, we adopt attention center loss and attention dropout so that each attention map will focus on a unique object part. WS-LAN can be trained end-to-end and achieves the state-of-the-art performance on multiple finegrained classification datasets, including CUB-200-2011, Stanford Car and FGVC-Aircraft, which demonstrated its effectiveness.
Introduction
Fine-Grained Visual Classification (FGVC) aims to classify subordinate level categories under some basic-level category, such as species of the bird, model of the car, type of the aircraft and identity of the human face. Although great success has been achieved for basic-level classification in the last few years, such as ImageNet [17] by using typical Convolutional Neural Network (CNN), such as [10, 19, 5, 21] . FGVC is still a challenging task because of three main reasons: (1) High intra-class variances. Objects that belong to the same category usually present significantly different poses and viewpoints; (2) Low interclass variances. Objects that belong to different categories may be very similar apart from some minor differences, e.g. Figure 1 : The structure of Local Attention Pooling. The network backbone(e.g. Inception v3 [21] ) first generates feature maps and attention maps respectively. Each attention map represents a specific object part. Part feature maps are generated by element-wise multiplying each attention map with feature map. Then, part features are extracted by convolution and pooling operation. The final feature matrix consists of all these part features. color style of a bird's head can usually determine its category; (3) Expensive human annotation results in limited training data. Labeling fine-grained categories require specialized knowledge and a large amount of annotation time.
To distinguish fine-grained categories that have very similar features, we must focus on the feature representation of the local parts. Therefore, the key process is locating discriminative object parts. According to whether the method requires additional part location annotation, Current stage-of-the-arts can be divided into two groups, i.e. imagelevel annotation [7, 27, 13, 2, 33] and location-level annotation [14, 25, 8] . In the training process, the former only requires image category labels while the latter demands additional location information, such as the location of the bounding box or key-points. Location annotation brings about more expensive human labeling cost, which makes it hard to be implemented. As a consequence, researchers pay more attention to classify fine-grained categories only by image-level annotation, especially Weakly Supervised Learning (WSL). In fine-grained classification task, WSL based methods first automatically predict the location of object parts and then extract corresponding local features to predict the object category. Our work also follows this stream.
However, existing weakly supervised learning based methods for fine-grained classification usually suffer from three issues: (1) They only predict a small number (usually 1 to 6) of object parts, such as bird's head, wings or belly, and then extract corresponding location features. Once some of these parts are invisible, part features will be incorrectly extracted and the classification result tends to be wrong; (2) Weakly supervised localization methods often suffer from inaccurate localizing problem [30] , i.e. the output area usually can only cover part of the target. The reason is that training by softmax cross entropy loss tends to pay major attention to the most discriminative parts(e.g. bird's head) and ignore the less discriminative parts(e.g. bird's belly), which results in inaccurate feature representation. The problem is also mentioned in [2] ; (3) Most of the WSL based methods cannot be trained end-to-end. After locating the object parts, they usually crop image patches in the image and train several new networks to extract further local features [33, 7] , which consumes much computing resources and increases the model training time.
In this work, we propose a novel Weakly Supervised Local Attention Network (WS-LAN) to deal with the above issues. WS-LAN end-to-end learns discriminative object parts and their feature representation. Our object parts are represented by location maps instead of bounding boxes, and the part features are extracted by local attention pooling, which makes the model easier to be trained.
As mentioned in [18, 31] , convolutional feature map often corresponds to a potential type of geometric distribution or visual pattern. Moreover, We expect that each attention maps to represent a unique object part. Nevertheless, if there are no constraints, the attention maps will be very likely to be sparse and random, as illustrated in Fig. 5a . In our method, we avoid the problem by weakly supervising attention learning process. For features that belong to the same category, we proposed attention center loss to make sure that each part feature will get close to a global part center, as illustrated in Fig. 3 . To prevent attention maps from only focusing on the same object parts, we propose attention dropout strategy to randomly drop attention map during training, which provides the possible situations that any object part is invisible and prevent the model from overfitting.
Local features can be extracted from raw images or feature maps. The former crops image patches in the predicted locations and then train multiple independent sub-networks (such as VGG [19] or resnet [5] ) to extract local features, such as Mask-CNN [25] , RA-CNN [2] and MA-CNN [33] . These methods can obtain high-resolution input, but it is not easy for them to be trained end-to-end because of consuming a lot of computing resources. As a result, the number of parts is restricted (usually 1 to 10) for the fast increasing computing resources, which reduces the prediction accuracy. The latter extracts local features from the feature maps (such as conv 4). The classic method is Regions-ofinterest(ROI) pooling. We adopt the latter one because it can easily extract hundreds of object part features to improve the accuracy and can be trained end-to-end.
Our contributions can be summarized as follows:
1. We propose Weakly Supervised Local Attention Network (WS-LAN) which can automatically pay attention to a great many discriminative object parts and pool corresponding features in order to solve the challenging fine-grained visual recognition task.
2. We weakly supervise attention maps learning process by proposing attention center loss and attention dropout. The former forces each attention map to focus on the same object part, and the latter prevents attention maps from only focusing on the same object parts.
3. We conduct comprehensive experiments on three finegrained visual classification datasets and achieve the state-of-the-art performance. Experiments about attention loss, attention dropout also demonstrate the effectiveness of WS-LAN.
The rest of the paper is organized as follows. In section 2, we review related work in solving the FGVC problem. In section 3, we describe and represent the structure of proposed WS-LAN in detail. Then in section 4, comprehensive experiments are performed to demonstrate the effectiveness of WS-LAN. Final conclusion is drawn in section 5.
Related Work

Fine-grained Visual Classification
Lin et al. proposed bilinear pooling [13] , where two features are combined at each location using the outer product, which considers their pairwise interactions. Liu et al. proposed a reinforcement learning framework, called Fully Convolutional Attention Networks (FCANs) [14] , to optimally glimpse local discriminative regions adaptive to different fine-grained domains. Spatial Transformer Network (ST-CNN) [7] aims to achieve more accurate classification performance by first learning a proper geometric transformation and align the image before classifying. The method can also locate several object part at the same time. Similar with ST-CNN, Fu et al. proposed Recurrent Attention CNN (RA-CNN) [2] to recurrently predict the location of one attention area and extract the corresponding feature, while the method only focuses on one local part, so they combine three scale feature, i.e. three object parts, to predict the final category. To generate multiple attention locations at the same time, Zheng et al. proposed Multi-Attention CNN (MA-CNN) [33] , which simultaneously locates several body parts. And they proposed channel grouping loss to generate multiple parts by clustering. However, the number of object parts is limited (2 or 4), which might constrain their accuracy. In Section 4 Table 8 , we demonstrate that classification accuracy can be improved by introducing more object parts.
Weakly Supervised Learning for Localizing
Accurately locating the object or its parts only by using image-level supervision is very challenging. Early work [34, 28] usually generate class-specific localization maps by Global Average Pooling (GAP) [12] . The activation area can reflect the location of an object. However, training by softmax cross entropy loss leads the model to pay attention to the most discriminative location, whose output bounding box can only cover part of the object. To locate the whole object. Singh et al. [] randomly hides the patches of input images so as to force the network to find other discriminative parts. However, the process is inefficient for the lack of high-level guidance. Zhang et al. proposed Adversarial Complementary Learning (ACoL) [30] approach to discover entire objects by training two adversary complementary classifiers, which can locate different object parts and discover the complementary regions that belong to the same object. Nevertheless, there are only two complementary regions in their implementation, which limits the accuracy.
Weakly Supervised Local Attention Network
In this section, we will describe the proposed WS-LAN in detail, which consists of local attention pooling, weakly supervised attention learning and post-processing for classification and object localization. The overall network structure is illustrated in Figure 2 
Local Attention Pooling
To begin with, we generate attention maps from the network backbone by one or several convolutional operations. Attention maps can be represented as A = [a 1 , a 2 , ..., a M ], and there are M attention maps in total. We expect that a k can reflect the location of k th object part.
Then, we element-wise multiply feature maps F by each attention map a k in order to generate M part feature maps F A k , as shown in Equ 1
where indicates element-wise product for two matrices. Similar with Landmarks-Attention Network (LAN) [6] , we further extract discriminative local feature by additional local feature extraction function g k (can be Global Average Pooling (GAP), Global Maximum Pooling (GMP) or convolutional operation) in order to obtain k th part feature representation f k ,
The final feature matrix F p ∈ R M ×N is a union of these local features as represented in Equ 3,
Local attention maps generating: f A k ← a k F ; 3: Local feature pooling:
Append part feature: F p ← F p f k 5: end for 6: return F p
Weakly Supervised Attention Learning
Attention Center Loss
We expect that each attention map pays attention to a unique part. However, in practice, training only by softmax cross entropy loss can only force the deep features of different categories staying apart, which doesn't suggest the i th part feature represents the same object part. Inspired by center loss [26] proposed to solve face classification task, we propose attention center loss. Attention maps learning process is weakly supervised by penalizing the variance of part features that belong to the same category. The loss function can be represented by L A in Equ 4.
where f k is k th part feature and C k is its global feature center.
C k is initialized from zero and updated by moving average,
where β controls the learning rate of part center C k . Pooling (LAP) as illustrated in Fig. 1 . Attention center loss and attention dropout are proposed to weakly supervise the attention learning process, which supervises each attention map to focus on a unique object part. For fine-grained classification task, part feature matrix is normalized and vectorized before outputting the probability of each category. In particular, the mean attention maps can be utilized to segment the foreground from the background and then predict the location of the object. Figure 3 : Feature Matrix consists of M part feature vectors, we weakly supervise part features f k that belong to the same category get closer to a global feature center C k
Attention Dropout
To minimize training loss L, attention maps tend to be activated in the most discriminative locations, which result in overfitting problem. For example, as illustrated in Fig. 5a , most of the attention maps focus on the head of bird, once the head is invisible or occluded, it is very likely to predict the wrong category. Dropout [20] is a simple while effective method to prevent networks from overfitting. It randomly drops neurons in order to provide an efficient way to combine exponentially different neural networks. However, according to the experimental result in Table 7 , directly implementing dropout strategy in the last part feature layer can only gain little accuracy. The possible reason is that regular dropout can hardly affect the generating process of attention maps.
In this paper, we propose another dropout strategy called attention dropout to distract the attention area. Attention maps are randomly dropped with a fixed probability p during training. When the most discriminative area is ignored, the network is forced to detect the less discriminative areas. After attention dropout, the part feature can be represented by Equ 6,
where m ∼ Bernoulli(p).
Visual Classification and Object Localization
Based on the discriminative part feature matrix F p and attention maps A, we can solve the fine-grained visual classification and object localization problems.
Visual Classification
For classification problem, we first normalize F p by [16] , i.e. sign-sqrt normalization (y = sign(x)/ |x|) followed by l 2 normalization (z = y/ y 2 ). Then additional feature vectorizing, fully convolution and softmax operation are employed to predict the probability of each category.
The final loss function consists of softmax loss and attention center loss, as represented in Equ 7. The softmax loss tries to distinguish different categories, and attention center loss tries to pull part features that belong to the same part together. L = L sof tmax + λL A (7) where λ controls the ratio of two losses.
Object Localization
We apply the same strategy detailed in [34] to predict the object bounding box based on the localization (attention) maps. Specifically, we first calculate the mean attention map a m by Equ. 8
and then segment the foreground from the background by a fixed threshold, finally we find a bounding boxes which can cover the foreground pixels.
Datasets and Experiments Settings
Datasets We compare our method with the state-of-thearts on three FGVC datasets, including CUB-200-2011 [22] , Stanford Cars [9] , and FGVC-Aircraft [15] . Specific information of each dataset is showed in • WS-LAN. LAN + Weakly Supervised Attention Learning, as illustrated in Fig. 2 .
Implement Details In the following experiments, we adopt Inception v3 [21] as the backbone and choose Mix6e as feature maps and Mix7a b0 as attention maps. We adopt GAP as the feature pooling function g k . The weight of attention center loss λ is set to 1.0 and attention dropout factor p is set to 0.8, i.e. we randomly drop 20% part attention maps.
During the training process, raw images are first resized into 512 × 512 then randomly cropped into size 448 × 448. We train the models using Stochastic Gradient Descent (SGD) with momentum of 0.9, epoch number of 80, weight decay of 0.00001, and a mini-batch size of 16 on one P100 GPU. The initial learning rate is set to 0.001, with exponential decay of 0.9 after every 2 epochs. The whole training process takes around 4 hours.
Comparison with Stage-of-the-Arts
Fine-grained Classification Result We compare our method with stage-of-the-art baselines on above mentioned fine-grained classification datasets. The results are respectively shown in Table 2 , Table 3 and Table 4 . Whether the method requires addition annotation is marked. Our WS-LAN achieves the state-of-art performance only by image level annotation on all these fine-grained datasets. In particular, we significantly improve the accuracy compared with the backbone Inception v3.
Methods
Location Anno. Accuracy(%) Part-RCNN [29] 76.4 DeepLAC [11] 82.3 PA-CNN [8] 82.8 MG-CNN [23] 83.0 FCAN [14] 84.3 B-CNN [13] 85.1 MASK-CNN [25] 85 Table 3 : Comparison with state-of-the-arts on FGVC-Aircraft dataset.
Method
Location Anno. Accuracy(%) R-CNN [3] 88.4 FCAN [14] 91.3 MDTP [24] 92.5 PA-CNN [8] 92 
Ablation Analysis
From the above experiments, the advantage of using the proposed method has been demonstrated. In this section, we further examine the effect of various components in our method.
Effect of Attention Center Loss
First of all, we explore how attention center loss affects the performance. As showed in the Table 6 , when λ is set to 0, i.e. no attention center loss, the accuracy on CUB-200-2011 dataset is the lowest 85.5%. And with the increasing Next, we validate whether the proposed attention dropout can improve the performance. We compare three different dropout strategies on CUB-200-2011 dataset. The result is showed in Table 7 . If there is no dropout in the system, the performance is the worst 86.6%, while introducing regular dropout in the last feature only increases a little accuracy. However, attention dropout significantly improves the classification accuracy to 87.9% and reduces the object localization error to 30.67%, which demonstrates that attention dropout can promote the attention maps to focus on multiple object parts so as to improve the classification accuracy.
dropout method Accuracy(%) without dropout 86.6 regular dropout 86.7 attention dropout 87.9 (b) Attention maps generated by WS-LAN. We can see that k th attention map does represent a specific object part, for example, a5, a7 and a10 indicates the beak, the head and the body respectively. Figure 5 : Visualization attention maps of bird species Acadian Flycatcher. We set the number of attention maps to 10. a k indicates k th attention map and a m represents the mean attention maps.
Effect of Number of Object Parts
The number of proposed object parts also affects the final accuracy. Intuitively, more number of object parts contributes to a more accurate result. Similar conclusion was made in MA-CNN [33] and ST-CNN [7] . Table 8 shows the relation between the number of object parts, the feature dimension and corresponding accuracy on CUB-200-2011 datasets. We can trade off between feature dimension and accuracy by providing different number of object parts. 
Conclusion
In this paper, we propose a novel discriminative part localization and local feature extraction method to solve the fine-grained visual classification problem. By weakly supervised attention learning, including attention center loss and attention dropout, we weakly supervise each attention map to focus on one unique object part. Followed by local attention pooling, we obtain a discriminative part feature matrix and finally achieve the state-of-the-art performance in fine-grained visual classification datasets and surpass the state-of-the-art object localization methods in CUB-200-2011 by a large margin. In the future, we will extend the attention pooling method to a great many tasks, such as object detection and object segmentation.
