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1. INTRODUCTION AND PRELIMINARIES 
Let f be a vector field defined on an open subset of a real (infinite dimen- 
sional) Banach space. If f is locally Lipschitzean, it is well known that the 
Cauchy problem 
i =.I-(& x), x(O) = Y, (1.1) 
has, for each y in a given nonempty subset B of initial points, the properties 
of local existence, uniqueness and continuous dependence of solutions on the 
initial points. In other words, the vector field f generates what we shall call a 
local flow from 8. (If, in addition, the solutions are defined for all t > 0 we 
shall say that f generates a globalflow from 8.) 
The above properties are no longer satisfied iffis merely continuous for, 
in such case, uniqueness, continuous dependence and, in infinite dimension, 
even local existence of solutions can fail [5, 71. Thus, the most one can 
expect is to have that almost all fEJ would generate a flow for all (or 
almost all) initial points y E 8. Such problems will be considered in the 
present paper. 
We agree to say that a property is generic in a Baire space, in particular 
in a complete metric space, if the subset on which it is not true is of Baire 
first category or, equivalently, if the property is true on a residual set. (We 
also say that the property is possessed by most or almost all elements of the 
space.) 
In our setting, the basic space is a well-defined complete metric space % 
of continuous and bounded vector fields, endowed with the supremum 
distance, and the main property we are interested in is whether a vector field 
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fE .4 generates a local, or global, flow from all or, perhaps, from almost all 
initial points y E 8. (Here 8 is a complete metric space as well.) We shall 
show that, in separable Banach spaces, the answer is positive that is most 
fEJ do generate a local, or global, flow from almost all initial points 
y E b; in other words, most f E J induce a generic local, or global, jlow 
from 6p. 
The study of generic properties of differential equations was started by 
Orlicz [ 111 in a paper published in 1932. More recently, Orlicz’s ideas have 
been developed by Lasota and Yorke [9] to study generic properties of 
ordinary differential equations in Banach spaces. For further contributions, 
which have appeared after the present paper was accepted for publication 
(1978), see Butler [2], Orlicz and Szufla [ 121, and Dominguez Benavides 
[61- 
Let us introduce, now, some terminology. 
Let E be a real (infinite dimensional) Banach space with norm 1. ]. Let 
R + = [0, +co), Z = [0, 1 ] and let N stand for the positive integers. The set 
R + x E is considered as a metric space with distance max{]s - t ], ]x - y I}, 
(8, 4, 0, Y) E R + x E. 
Let (%, d) be a metric space. When a nonempty subset of .% is regarded 
as a metric space, we tacitly assume that it is given the induced distance. An 
open (closed) ball in 3 with center u E % and radius r > 0 is denoted by 
B(u, T) (@(u, r)). For convenience we write B, instead of B(0, r), where 
B(0, r) is the open ball in E with center the origin and radius r > 0. For any 
A c %, set d( y, A) = inf{d( y, a) ] a E A}, y E 5?. Furthermore, 8A stands for 
the boundary of A. For any nonempty set C c E, we put C, = C + B,, p > 0. 
For any function fi A + E, set ]( f ]IA = sup{]f(p)] Ip E A}. Occasionally 
we write ]]f]] instead of ]]f]lA, when this does not cause confusion. 
Let D be the closure of a nonempty open subset of E. Let U c E be open 
and nonempty. In the sequel we will consider spaces of functions with 
domain IR + x E (resp. Z x D, Z x gzr, I? ’ x U) and range in E (resp. E, a, 
E). To avoid unnecessary repetitions, let X denote the metric space R + X E 
(resp. Z X D, Z X &,, I? + x U) and let Y stand for the complete metric space 
E (resp. E, B,, E). Then, we define &(X,Y) to be the set of all continuous 
and bounded functions f from X into Y. Clearly, JX, Y) is made into a 
complete metric space under distance ]I f - g]],, f, g E J(X, Y). The subset 
of J(X, Y) consisting of all functions which are locally Lipschitzean will be 
denoted by 56(X, Y). Furthermore, if X stands for R + X E (resp. Z X D, 
z x B,,, R + x v), we let a(X) be a (fixed) nonempty closed subset of E 
contained in E (resp. D, ifr, U). 
Of course, under the induced distance, a(X) is complete, hence 
J(X, Y) x g’(X) is so, with respect to the metric 
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When there is no possibility of ambiguity, we write -R; 9, &? in the place of 
4x y), wx, 0 a(x). 
Let (f, y) E M(X, I’) X a(x). By a solution of problem (1.1) (or, as we 
frequently say, of problem (f,~}) we mean any continuous function 
tiy: [0, a) + E, a > 0, satisfying (t, d*Y(t)) E X and 
#‘(t) = y + j;f(s, fly(s)) ds for each t E [0, a). 
Occasionally, when 0 < a < + 00, we shall consider solutions of (1.1) defined 
on a closed interval [0, a]. 
In order to establish whether a given vector field fEJ(X, Y) induces a 
generic flow from the set Z’(X), we follow an apparently indirect approach. 
Indeed, first we prove that the set consisting of all points 
u Y> E JW, y> x QJ3, f or which problem (1.1) has the properties of 
existence, uniqueness and continuous dependence of solutions upon the 
starting points, is residual in J(X, Y) x G?(X); hence, using a metric 
analogue of Fubini’s theorem, due to Kuratowski and Ulam [8], we conclude 
that, for most fE J(X, Y), the properties under consideration are true for 
almost all starting points y E G?(X), that is, any suchfinduces a generic flow 
from a(X). Notice that, here, we require a(X) to be separable in order to 
apply the theorem of Kuratowski and Ulam. 
The contents of the paper are the following. 
In Section 2 we consider problem (1.1) with df, y) E ..X X 8, where 
LX =,y(IR + x E, E) and B is a nonempty closed subset of E, and we show 
(Theorem 2.2) that most fE .,fl induce a generic global flow from 8. 
A local version of this theorem is established in Section 3 (Theorem 3.1). 
In Section 4 we consider problem (1.1) with (J y) E J X 8, where 
J =A(1 x Hz,, B,) and Z’ = BP. Here, using a partially different method, 
we prove that, if 67 is separable then, for most fE &, the corresponding 
sequence of Euler-Cauchy polygonals converge for almost all y E B to a 
solution of (1.1) (Theorem 4.2). 
Results concerning existence of generic flows on an invariant set are 
presented in Section 5. 
2. GLOBAL FLOWS 
Throughout this section we consider problem (1.1) with (f, y) E J? X 8, 
where -X =-X(IR + x E, E) and B is a nonempty closed subset of E. 
Moreover, we let 9 = P(lR + X E, E). Note that io is a dense first category 
subset of J [9]. 
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Let dr; y) E Yn x Sp. By an- e-apprwximate solution of {f, y}, E > 0, we 
mean any continuous function A$~: [0, a] + E, a > 0, satisfying 
1 d’(t) - y - (f(s, tiy(s)) ds / < E for each t E [0, a]. 
We observe that problem {f, y} may have no solutions at all, but it has 
certainly e-approximate solutions for any E > 0 and a > 0 (see [4]). 
We start with some lemmas. 
LEMMA 2.1 [3]. For each g E 9 and any continuous function 
w: [0, a] -+ E, a > 0, there exist numbers L > 0 and n > 0 (which depend on 
g and w) such that 
1 g(t’, u’) -g(t”, u”)] Q L[lt’ - t”] + Iu’ -u”]] 
for all (t’, u’), (t”, u”) E B((t, w(t)), n) c R + x E. 
Proof Since g is locally Lipschitzean. the statement follows at once 
using the Lebesgue’s covering lemma. 
Let 4= {fE-Irlllf II R+XE < r), 4p ==Jrn Y (r > 0) and observe that 
J, (resp. Jr x a) is complete under the metric induced by that of J (resp. 
44x8). 
LEMMA 2.2. Let (g, y) E 4f: x 8. Let xgqy be the (unique) solution of 
{g, y} defined on II? +. Let a > 0. Then, for every r > 0 there exist s,,,(r) > 0 
and eg,,(t) > 0 such that (.L z) E B((g, v), ‘S,,,(r))-c -4 x 8 and 
0 < E < E~,~(C) imprY 
Il$’ - ~g~yIl[o,o, < r, 
where $’ denotes any e-approximate solution of {f, z} defined on [0, a]. 
Proof Let (g, y) E 9, x a and let x g*y be the unique solution of problem 
{g, y}. Let L > 0 and tf > 0 correspond to g and xgqy (restricted to [0, a]), 
according to Lemma 2.1. 
Let 5 > 0. Define 
S,,,(<) = 6, = min 
I 
3ye- La teeLo 
I 8(a + 1)’ 2(a + 1) ' 
c --La eg,J~) = s, = min j- eeLa, -e 
I 2 I 
. 
Let df, z) E B(( g, y), 6,) and 0 < E < E,. Denote by ti;’ any s-approximate 
solution of (f, z). defined on [0, a]. Let J = {t E [0, a J ] II$’ - x’,~(]~,,~, < 
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q/2}. Observe that the set J is nonempty, for it contains t = 0, and closed. 
Put i= SUP J. 
We claim that i= a. To see this, suppose the contrary, that is, i< a and 
take 0 < u < min{a - 6 r,7/(8r)}. For t E [<i+ 01 we have 
Ixp(t) - x”“(t)l < Ii+(t) - xy(i)l + Ixy(i) - xyi) 
+ Ix~*~(~’ - x”“(t)1 < 2~ + 2ru + q/2 < q. 
By the definition of iand the last inequality, for every t E [0, i+ 01, we have 
+ ; I ds, dW> - g(s, x”*“(s))1 ds 1 
< co + (a + 1) 6, + L 
i 
’ 1x$‘(s) - x”“(s)l ds 
0 
from which, by Gronwall’s inequality, 
1$‘(t) - x”“(t)l < [E, + (a + 1) So] eLf. ’ (2.1) 
Since s0 < (r/8) e-La and 6, < (3qepL”)/[ 8(a + l)], inequality (2.1) 
implies i+ u E J, a contradiction. Thus i= a, in which case (2.1) is satisfied 
for each t E [O,a]. From (2.1), since E, < (l/2) eeLa and 6, < 
(repL”)/[2(u •t l)], the statement of the lemma follows. 
LEMMA 2.3. Let a > 0. Let 3$ be the set of all (f, y) EA$ x 8 satisfying 
the properties: (i) problem {f, y} has a solution fiy defined at least on [0, a] 
and, (ii) for every < > 0 there exist 6,,,(<) > 0 and E~,~(<) > 0 such that 
(k z> E BUY), &,,<O> ~4 x 8 and 0 < E < qy(t) imply 
where x$’ denotes any c-approximate solution of {h, z } defined on [0, a]. 
Then Yr is a residual set in 4 x P. 
ProojI For any (g, y) E ik: x B and k E N, let 6,,,(l/k) and &,.,(1/k) 
correspond, according to Lemma 2.2. Define 
s::=fi u B((gv y>, ~g,yWW 
k=l (g,v)crY,xb 
and observe that 9:, as a dense G,-set in the Baire space J$ x 8, is 
residual. In order to finish the proof it is sufficient to show that 9: c Yr. 
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Let df, y) E 9:. Then, there exists a sequence {(g,, yk)} c Yr X 8’ such 
that (&JJ) E B((g,, y,), 6&I/k)) for every k E N. Remember that, by 
Lemma 2.2, for each k E N, we have 
II$’ - xgk~YkIl~o.aj < l/k for 0 < E < sk = cg,,y,(l/k). 
Here A$’ and xgkVyk are an s-approximate solution of {J,JJ} and the solution 
of {g,, y,}, both defined on [0, a]. 
We claim that {xQ*~‘} is a Cauchy sequence. Indeed, let u > 0. Let 
p, q > 2/a be arbitrary. For 0 < E < min{ sp, s4}, we have 
JIXWP - XWOll [O,n] G lIxgp*yp - ~yll,o,ol 
+ 11 xp - xgq+ I( (O,o] < l/P + l/q < 0. 
Thus, there exists a continuous function 5 [0, a] --t E such that 
IIX”““” - 4I[O.a, +Oask-,+oo. 
We shall prove that df, y) satisfies properties (i) and (ii) of the lemma with 
tiy = 2. For this purpose we are going to show, first of all, that (ii) is true 
with x’ in the place of fly and, subsequently, that x’ is a solution of {f,~}. 
Let r > 0. Let k, E N be such that, for k > k,, we have 
I(xgk*yk - 2 IIIO,oI < w (2.2) 
Now, fix k > max (k,, 2/c} and consider the ball B(( g,, y,), 6gk,Yk(l 
d 
k)). 
Since this is open and contains u,~), it also contains a ball B((J y), ) for 
some b> 0. By (2.2) and Lemma 2.2, for 0 < E < ek and (h, z) E B(cf, y), 8), 
we have 
II x? - ~lllo,ol < IIxf*’ - ~~k*~kII~o,~~ + lIxgk*yk - &,,a1 < l/k + t/2 < 6 
If we let d,,,(c) = 8 and E,,~({) = ek, there results that (ii) is satisfied (with 2 
in the place of fly). 
Moreover, since in the inequality 
II 1 x’ - y - ’ f(s, Z(s)) ds II Q IF - tiYIIIO,ol 0 [Odl 
+ I= V(s, $‘(s)) -f(s, WI ds 
0 
the right-hand side vanishes as E -P 0, we conclude that 5 is a solution of 
(f; y} on [0, a]. This completes the proof. 
Lemma 2.3 furnishes immediately the following: 
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LEMMA 2.4. Let a > 0. Let Yr,, be the subset of all df; y) E Jr x B 
satisfying the properties: (i) problem {f, y } has a solution tiVy defined at least 
on, [0, a]; (ii) if9*y is another solution of {f, y} which is defined at least on 
[0, a] then, on this interval, we have xf*y = 9*y; (iii) the solution fly depends 
continuously on the initial data (that is, tf (h,, zn) + (f, y) ((h,, zn) E Jr 
X 8) and if, for each n E N, problem {h,, z,,} has a solution xhn*‘n defined at 
least on [0, a], then ]]xhn*‘n -J!$,~, + 0 as n + +a~). Then <Fr,, is a 
residual set in -tu, x 8. 
We are almost ready now to prove the main result of this section, 
Theorem 2.2, which ensures that most f E J induce a generic flow from 8. 
To this end we need the following: 
THEOREM 2.1. Let 9 be the set of all (f, y) E M x B satisfying the 
properties: (i) problem {f, y) has a solution ti3YdeJined on R +; (ii) this 
solution is unique, that is, tf i?,“’ is another noncontinuable solution of {f, y}, 
then it is defined on R ’ and we have A!~~ = g9y; (iii) the solution ti’ 
depends continuously on the initial data (that is, if (h,, z,,) -+ (f, y), 
(h,,z,) EAx 8 and if, for each n E N, problem {h,,z,} has a solution 
xhnTz* defined on R+ then ]]xhn*‘n -xr~y]]ro,p, --) 0 as n--t +oo, for any a > 0). 
Then, 9 is a residual set in A x 8. 
Proof: Let Q+ denote the set of all positive rationals. For q E Q+ and 
rE N, consider the set 9r,q, defined as in Lemma 2.4, and put 
z = c-&Q+ q 4’ This set is residual in -NY x 8 since each 9r,q is so. 
Furthermore, since the set S$ = {(f, y) E Ar x a] ]] f ]IR +XE = r} is of Baire 
first category in MT x 8, in this same space the set 9, = S,\Y? is residual. It 
is easy to verify that any (f, y) E 3r satisfies properties (i)-(iii) of the 
theorem. 
To complete the proof we observe that the set U,“=, [(Jr X a)\$] is of 
Baire first category in J$ x 8, hence in M x ?Y and, moreover, we have 
This implies that 9 is residual in A x 8 and ends the proof. 
THEOREM 2.2. Let 1 x B be defined as above, with B separable. Then, 
there exists a set MO, residual in A, such that with each f E .H” there 
corresponds a set gf;, residual in 8, with the properties: (i) for every y E gf;, 
problem {A y } has a solution tiy defined on R + ; (ii) this solution is unique, 
as stated in Theorem 2.l(ii); (iii) for any a > 0, y, + y (y,, y E ZJ implies 
IIa!~y~ - ti*YIIIO,al -+ 0 as n -+ +a~. 
Proof This is an immediate consequence of Theorem 2.1 and of a 
theorem of Kuratowski and Ulam [8]. 
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Remark 2.1. In Theorem 2.2, it would be interesting to see, on the one 
hand, whether the set JYf can be chosen (in some nontrivial case) to be 
independent off and, on the other hand, how far can arrive the pathology of 
a vector field; for example, one could ask if there is a continuous vector field 
such that the corresponding Cauchy problem has no local solutions on a 
dense set of initial data. 
3. LOCAL FLOWS 
Let D be the closure of a nonempty open subset of E (D # E) and let 
I = [0, 11. In this section we consider problem (1.1) with dr; y) E A X 8, 
where A’ =A(1 x D, E) and 8’ = D. We denote by int 8’ (resp. 847) the 
interior (resp. the boundary) of 8 (in E). 
The procedure to prove Theorem 2.2 can be used also to prove the 
following: 
PROPOSITION 3.1. Let C be a nonempty closed separable subset of E 
such that, for some 0 < p <. 1, we have C, c D (C, = C + B,). Then, there 
exists a set Ac, residual in A, such that with each f E A, there corresponds 
a set Cf, residual in C, with the properties: (i) for- every y E Cf, problem 
{fy} hail a solution x$’ ,defined at least on [0, a,], where 
cl,==p/[2(]]f.]]. + l.)]; (ii) this solution is unique, that is, if gVy is another 
qoncpnttnuable solution of (f, y} then it is defined at least on ,[O, c+] and, 
on this set, we have A!*~ = Fy; (iii) yn + y (y,, y E C’) implies 
Ilxf.yn -m$yllr,o,ad -+ 0 as .n,+ +m: 
In the next ,theorem we shall see that most, f E A induce a generic local 
flow from B t. 
THEOREM 3.1. Let A x B be peJirned as above, with B separable. Then 
there exists d,.set A”; residual ‘in Yn, such that with each f E Jo, there 
corresponds a set &;c int 8, residual in 8, with the properties: (i)lfor every 
y E &, problem {f, y} has a solution fiy defined on a nondegenerate interval 
[0, a,,,]; (ii) this solution is unique, as stated in’ Proposition 3.l(ii); (iii) if 
y,, + y (y,, y E g,) then, for n sflciently large, tiYn is well defined on 
[0, u,,y,]~and~(]tiy~ -ti9y]]lo,=J,Y! + 0 as n--t +oo. 
Proof. Since int’8 # 0, for each n E IN, the set 
8” = 8’\(M + B,;,) 
is. nonempty and closed, provided that 6 (0 < 6 < 1) is sufficiently small. 
Clearly B = (U z’ 1 g”) U 88. Since X,, e+ B6,,, c 8, by Proposition 3.1, there 
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exists a set Mn, residual in M, such that with each f E An there corresponds 
a set gf,, residual in gn’,, such that for each y E 8; statements (i) and (ii) of 
Proposition 3.1 are fulfilled, with ar,Y = 6/[2n(l]f]] + l)]. 
Define A* = nz=, Jn. Obviously A* is a residual set in A. To 
complete the proof it sufftces to show that .A?* c&O. 
To this end, for each fE .A*, define 
Since &Y and GY< are of Baire first category in 8, the union is so, hence gf is 
residual in 8. 
Let y E 8’. Then, for a suitable n E N, we have y E 8; and so, for the 
problem {f, y}, statements (i)-(iii) of the theorem are satisfied with 
a f,Y= W24lfll + 111. 
Remark 3.1. Theorem 3.1 is true for other choices of 8, for instance, if 
8 is open. 
4. APPROACHING SOLUTIONS BY EULER-CAUCHY POLYGONALS 
Throughout this section we consider problem (1.1) with u, y) E A? x 8, 
where J =.M(Z x gzr, B,) and 8’ is a nonempty closed subset of E 
contained in B,; moreover, Y stands for Y(Z X Z?*,, B,). (We recall that 
Z= [0, l] and B, is the closed ball in E with center the origin and radius 
r > 0.) Notice that .$/ is a dense first category subset of A?. 
We denote by C(Z, Z?*,) the complete metric space of all continuous 
functions from Z into B,,, with distance 1(x - y ]I (x, y E C(Z, B,,.)). 
For each IZ E N, let w, = {t~}:~/‘” be a finite subdivision of Z such that 
0 = ty < t; < a-. < t&,j+l = 1. Set p(w,) = max{ty+, - 2: I i = 1, 2 ,..., k(n)}. 
Let o = (wr, w2 ,...) and define J2 = {w ] lim,,+,p(o,) = 0). 
For df, y) E A x B and o E 52, consider the Euler-Cauchy polygonals 
defined, for each n E R\l, by 
u’-,:(l)=y+j~f(k~~;(s)t;,k~*~(s)~(~~))ds, t E I. (4.1) 
0 i=l i=l 
Here, for i = 1, 2 ,..., k(n) - 1, ,$ : I-+ Z denotes the characteristic function of 
[tl, tl+ r), while &, : I+ Z stands for the characteristic function of [I&,, , 11. 
Under the stated hypotheses, each ~23: 
We note explicitly that ufyy 
is well defined and uz E C(Z, B,,). 
represents the Euler-Cauchy polygonal 
associated with problem {J;~~rkrd the subdivision o, of I. 
The following lemma is implicitly contained in [9]. The proof, quite 
simple, is omitted. 
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LEMMA 4.1. Let A? be a complete metric space. Let j? be a dense subset 
of 37. Let there exist a function q: S + R + satisfying the property: for each 
x E p and any sequence (x,} ~37 which converges to x, we have 
lim n++a, 9(x,) = 0. Then, the set {x E S 1 p(x) = 0) is residual in K. 
LEMMA 4.2. Let (g, y) E Y x 8. Let xg*y be the unique solution of 
problem {g, y}, defined on I. Then, for every 5 > 0, there exist s,,,(r) > 0 
and o,,,(r) > 0 such that, tf df, z) E B(( g, y), S,,,(r)) c.M x 8’ and 
p(o,) < o,,,(r) (co E sd arbitrary), we have 
Proof Let (g, y) E Y x 8. Let L > 1 and r,r > 0 correspond to g and 
xBVy, according to Lemma 2.1. 
Let r > 0. We claim that the statement is true if we take S,,,(r) = 6 and 
a,,,(() = u, where 
6=min +eeL, 
I 
o=min 
I 
qeeL (e-” 
I 8(1 +r)L’ 2(1 +r)L ’ 
Let w  E 0 be arbitrary and take (f, z) E B((g, y), 6). For any w, such 
that p(w,) < u, detine J = {t E II II ui: - xgqy Illo,r, < n/4}. Let t’= sup J. We 
claim that r= 1. In fact, suppose the contrary, that is, t’< 1. Set 0 < t < min 
{ 1 - 5 q/(8r)}. For t E [z T+ r] we have 
1 C(t) - x’*Y(t)l < 1 z&(t) - z&f’)1 + 1 u$i) - xyi)l 
+ 1xyq - Xyt)l 
From this and the definition of J, for t E [0, t’+ T] we have 
k(n) k(n) 
< ,zl X:(t) ut’,w - c Xiv) 
i=l 
k(n) 
607/50/3-7 
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By Gronwall’s inequality, for t E [0, i+ r] we have 
1 u$t) - x”“(t)1 < [26 + L(l + r) p(w,)] eLLt. (4.2) 
Since 6< qeCL/16 and p(w,) < qePL/[8(1 + r)L], (4.2) implies that 
r+ t E J, a contradiction. Hence t’= 1, and (4.2) is satisfied for all t E I. 
From (4.2), since 6 < <emL/4 and p(w,) < <e-“/[2(1 + r)L], the statement 
of the lemma follows. 
Remark 4.1. It is an immediate consequence of Lemma 4.2 that, for 
each o E Q and each (g, y) E Y x Z’, the sequence {u;,‘} converges, 
uniformly on 1, to the solution of problem {g, y}. 
THEOREM 4.1. Let 9’ be the set of all df, y) E A x B such that, for 
any w E G, the corresponding sequence {ufJ”} of Euler-Cauchy polygonals, 
deJined by (4.1), converges uniformly on I to a solution of problem (f, y}. 
Then 9’ is a residual set in Yn x 8. 
ProoJ It is easy to see that the limit of cub”}, if it exists, is a solution of 
problem {f, y}. Define cp: A’ x B + R + by 
~((f, y)) = sup lim sup I] z&i - u$]. 
rilsn n.m++m 
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We shall see that (p satisfies the assumptions of Lemma 4.1 with 
S=.MxhndjY=Yx8. 
Indeed, let E > 0. Let xrVy be the unique solution of problem {f, y}, defined 
on Z (V; y) E 9 X g). Let 6f,y(~/2) and a,,,(s/2) correspond according to 
Lemma 4.2. Let w  E D be arbitrary. Then, for any (h, z) E B(df, y), 
6f,y(e/2)) and n, m sufficiently large, say, n, m ) n,, we have 
and, since w  E Q is arbitrary, we obtain 
Cotvb z))G & for each (h, z) E B(V; Y), &,y(42)). 
Hence, by Lemma4.1, the set s*=(df,y)E~-nxaIrpdf,,y)=O} is 
residual in M x 8. Since 9* G ,P”, the proof is complete. 
By virtue of the preceding result and of a theorem of Kuratowski and 
Ulam [8], we obtain the following: 
THEOREM 4.2. Let A’ x 8’ be defined as above, with 8’ separable. Then 
there exists a set A”, residual in A, such that, with each f E do, there 
corresponds a set &, residual in a, with the property: Ify E gf, and w  E 0 is 
arbitrary, then the sequence {d;:} of the Euler-Cauchy polygonals, deflned 
by (4.1), converges, uniformly on Z, to a solution of {f, y}. 
Remark 4.1. Combining Theorem 4.2 with the results of Section 3, one 
can have that for any f E Jo, y E 8, and w  E a, the sequence {r.&!‘} 
converges, uniformly on Z, to the unique solution of problem {f, y}. 
A quite analogous result can be proved for the sequence of the 
Peano-Picard successive approximations corresponding to the problem 
LAY), with 0iy)E-J~ 8. 
5. FLOWS ON INVARIANT SETS 
Let 8 be the closure of a nonempty open, convex and bounded subset of 
E. Let U 2 8 be open and bounded. Throughout this section we shall assume 
that g has the minimum distance property, that is, for each x E E, there 
exists y E d such that d(x, 8) = 1.x - y (. 
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Denote by A the set of all functions f from R + x U into E which are 
continuous, bounded and satisfy the Nagumo condition 
lim (l/h) d(x + hf(t, x), 8) = 0 forany(t,x)ER+ X8. V-1) 
h-O+ 
Let 9 be the subset of A consisting of all functionsfE A which are locally 
Lipschitzean. Observe that M is a complete metric space under the metric of 
uniform convergence [lo]; thus .A x 8, endowed with the metric (1.2), is 
complete as well. 
LEMMA 5.1. The set 9 of all f E .N which are locally Lipschitzean is 
dense in AK 
ProojI Let a > 0 be such that B(x,, o) c B for some x0 E 8. Let /I 
denote the diameter of U. 
Let fE % and E > 0. Let g’: IR’ x U+ E be a locally Lipschitzean 
function such that 
Set 
& xl = & x> + wcwmo - x)3 (t, x) E R + x u. 
Since g is continuous, bounded, locally Lipschitzean and such that 
]]f- g/J < E, to finish the proof it suffices to show that g satisfies (5.1). 
To see this, let x E 8. Then, for 0 < h < /3/e, we obtain 
+ 4x + hg(t, x), 8) 
= f d 
i 
x + h( Z(t, x) -f(t, x)) + hf(t, x) + $ (x0 - x), 8 
=$d ((I-$)x+hflt,x),X.-5x,-h(&t,x)-j(t,x))) 
= 1 - W(W) d 
h c 
x + 
1 - &(2/3) ‘(” x)’ 1 f ii/&) + xo 
- 1 _ hh,l(2p) (k% x> -fK xl)) 
< 1 - WW) h 
h d x + 1 -h&/(2/I) f (t, xl, 8) * (5.2) 
GENERIC FLOWS IN BANACH SPACES 279 
Here, the last inequality holds since we have 
8--X, h 
’ c 1 _ hs,(2#) + xo - 1 _ he,(v) (t?& x, -f(t,x))’ 
From (5.2), letting h --f 0, we conclude that g satisfies (5.1). This completes 
the proof. 
Throughout the proof of the next lemma, for fE 1, y E U and to E R + 
the symbol x’(. ; to, y) denotes a solution of problem 3 =f(t, y), xft,) = y. In 
particular, we have dqy = xf(. ; 0, y). 
LEMMA 5.2. For any cf, y) E 9 x 8, problem (f, y} has a noncon- 
tinuable solution A!*~. This solution is unique, is defined on IR’ and, 
moreover, x’~~(c) E 8’ for each t E IR + . 
Proof Let (J y) E 9 x 8. It is well known that problem (f, y} has a 
noncontinuable solution A!(.; 0,~) defined, say, on [0, b), b > 0. Let 
J = {rE [0, b) ] x’(t; 0, y) E 8’ for any t E [0, i]}. Notice that J is nonempty 
(for it contains t = 0) and closed. Set t’= sup J. We claim that t’= +co. 
To see this, suppose t’( +a. Observe that y’= xf(t’; 0, y) E 8, since Bis 
closed. Let r > 0 be such that the function f is Lipschitzean on 
B((c y?, r) c I?+ x 17, with constant L > 0. Let r = r/(2 /If /I + 2). 
It is easy to see that, for each (s, y) E B((6 ~7, r/2), the Cauchy problem 
.? = f (t, x), x(s) = y, has a unique solution defined at least on [s, s + r] and, 
for any (s, Y,), (s, YJ E B((<fl, r/2), we have 
l~(t;s,~,)--xf(t;s,~,)l~e~“-~‘Iy,-y,l, t E (s, s + 71. (5.3) 
Define 
~0) = d(xr(c 0, Y), 0 t E [0, b). 
Obviously p(t) = 0, for each t E [0, 4. Now, fix s E [< T+ 7/2] and let 
y, E 8’ be such that o(s) = Ix’@; 0, y) - y, (. We observe that ] ys - Yl < r/2. 
By virtue of (5.3), for 0 < h < t/2, we have 
p(s + h) = d(.x!(s + h; 0, y), a) = d(x/(s + h; ~3 xf(s; t; fl), 8) 
< 1 x’(s + h; s, xf(s; 69’)) - x$ + h; s, y,)I 
+ Ix+ + h; s, y,) -Y, - hf 6, YJ + d(y, + hf(s, ysh 8”) 
< &p(s) + IX’@ + h; S, y,) - y, - hf (s, y,)l + d(y, + hf 03 YJ O 
The conclusion of the proof is as in [I] and is omitted here. 
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It follows immediately from Lemmas 5.1 and 5.2 that, for any 
df, y) E A x 8, a > 0 and E > 0, problem {f, y} has s-approximate solutions 
$y, defined on [0, a], which satisfy 4’(t) E B for every t E [0, a]. Taking 
into consideration this fact and using the arguments of Section 2, one can 
prove the following analogue of Theorem 2.2. 
THEOREM 5.1. Let AX C% be defined as above, with 8 separable. Then 
there exists a set Jo, residual in A, such that, with each f E Jo, there 
corresponds a set k$ residual in 8, with the properties: (i) for every y E gf;-, 
problem {f, y} has a solution xfqy defined on R + ; (ii) this solution is unique 
(as stated in Theorem 2.1 (ii)); (iii) g*“(t) E B for every t E R + ; (iv) for any 
a > 0, y,+y (y,,yE ~5~) implies (/X/~y~-~yll~O,a,+O as n+ +oo. 
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