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Abstract
Distributed phased arrays based multiple-input multiple-output (DPA-MIMO) is a newly debuted
architecture that enables both spatial multiplexing and beamforming while facilitating highly reconfig-
urable hardware implementation in millimeter-wave (mmWave) frequency bands. With a DPA-MIMO
system, we focus on channel state information (CSI) acquisition and hybrid precoding. As benefited
from a coordinated and open-loop pilot beam pattern design, all the subarrays can simultaneously
perform channel sounding with less training overhead compared to the time-sharing operation of each
subarray. Furthermore, two sparse channel recovery algorithms, known as joint orthogonal matching
pursuit (JOMP) and joint sparse Bayesian learning with ℓ2 reweighting (JSBL-ℓ2), are proposed to
exploit the hidden structured sparsity in the beam-domain channel vector. Finally, successive interference
cancellation (SIC) based hybrid precoding through subarray grouping is illustrated for the DPA-MIMO
system, which decomposes the joint subarray RF beamformer design into an interactive per-subarray-
group handle. Simulation results show that the proposed two channel estimators fully take advantage
of the partial coupling characteristic of DPA-MIMO channels to perform channel recovery, and the
proposed hybrid precoding algorithm is suitable for such array-of-subarrays architecture with satisfactory
performance and low complexity.
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2I. INTRODUCTION
Driven by the tremendous growth in demand for wireless data, many new technologies have
been proposed for the fifth generation wireless communications (5G) to enable orders of magni-
tude increases in the network capacity [1]–[4]. In the physical layer (PHY), the exploration of new
spectrum in the so-called 5G upper bands, for example, from 6 GHz up to 100 GHz, including the
millimeter-wave (mmWave) frequencies, has made multi-gigabit-per-second wireless communi-
cations more promising and feasible. In fact, mmWave communication has been widely used in
long-distance point-to-point communication via satellite and terrestrial applications [5]. However,
applying mmWave communications to commercial cellular networks is very challenging mainly
due to, first, much higher propagation losses compared to those at lower microwave frequencies;
second, strict constraints on hardware designs and implementations which include but are not
limited to, antenna performance and dimension [6]–[9], circuits and systems integration chal-
lenges [10]–[14], power consumption and power supply, form factor (particularly critical for a
mobile handset device), etc., according to [15]. Fortunately, a large number of antenna elements
working at mmWave bands can be accommodated into a limited hardware area due to shorter
wavelength. This fact facilitates a compact design of large antenna arrays to provide beamforming
gain for combating large pathloss and establishing stable links with reasonable signal-to-noise
ratio (SNR) values.
Compared to multiple-input multiple-output (MIMO) systems designed for 4G long-term
evolution (LTE) standards, it is impractical to assign one dedicated ratio frequency (RF) chain
that includes the digital-to-analog (D/A) / analog-to-digital (A/D) converter, signal mixer and
power amplifier to each antenna element in mmWave MIMO systems, in light of the state-of-
the-art hardware implementation techniques and power consumptions [3], [14], [16]–[19]. The
hybrid analog-digital solution, which was first investigated in [20] for the diversity and spatial
multiplexing performance improvement, divides the signal processing in MIMO systems into
low-dimensional digital precoders/combiners, and high-dimentional analog precoders/combiners
that are implemented with low-cost phase shifters [21]. This hybrid transceiver topology is further
categorized into the fully-connected and partially-connected structures in terms of how RF chains
are mapped to antennas. In a fully-connected structure, each RF chain enables full array gain
through individual connection to all antennas [22]–[25]; while for the latter partially-connected
structure also known as the subarray based structure, each RF chain is only connected to partial
3antennas, which reduces complexity at the penalty of degrading beamforming gain [26].
In order to achieve an overall design trade-off among the complexity, cost and performance for
large-scale antenna arrays, a novel hybrid adaptive receive subarray architecture was proposed in
[27]. Such architecture consists of multiple analog subarrays each of which has its own digital
processing chain. Thus, it can provide flexible beamforming designs with spatial multiplexing
capability for long-range high data-rate mmWave communications. Specifically, this architecture
is composed of two different configurations, namely, hybrid arrays of interleaved and side-by-
side subarrays. The former one has narrower beamwidth and is therefore more suitable for
multibeam transmission in space-division multiple access (SDMA) applications, while the latter
one can better support the system with a relatively larger angle of arrival (AoA) without causing
serious grating lobes. A unified wideband AoA estimation and beamforming algorithm was
further developed for these two hybrid configurations with the mutual coupling effect considered
for each subarray [28]. A two-level approach which includes multiple subarrays at both the
transmitter (TX) and the receiver (RX) investigates the subarray spacing impact on the spatial
multiplexing performance for outdoor Urban mmWave communications [29]. In this approach,
the subarray spacing is defined as the distance between the centers of two adjacent subarrays,
and it increases with the number of antenna elements deployed within each subarray. In contrast
to compact subarray architectures [26], [27], [29]–[32], where the edge spacing of adjacent
subarrays is usually half wavelength of the carrier frequency, a novel distributed phased arrays
based MIMO (DPA-MIMO) architecture which can be easily applied to both base station (BS)
and user equipment (UE) designs, has recently been proposed for practical system and hardware
designs [15]. This highly reconfigurable architecture facilitates the multi-beam multi-stream based
5G system and hardware designs under the realistic constraints and resources limitation which
include but not limited to antenna arrays, RF front ends, baseband processing, thermal disspation
performance and form factor. Therefore, the DPA-MIMO architecture enables appealing advanced
features for both academic research and industrial applications [7], [33]–[36]. Subsequently,
further investigation should be conducted on the baseband processing techniques such as high-
efficiency channel estimation and low-complexity hybrid precoding.
A. Related Works
In mmWave wireless systems, channel state information (CSI) acquisition is unconditionally
required prior to beamforming to enable sufficient link margin. Most of the previous research
4works in this area focus on the fully-connected structure. For instance, a multi-stage channel
sounding approach for this structure was developed by exploiting the sparse scattering nature
of the mmWave channel [37]. From the compressed sensing (CS) perspective, this feedback
based divide-and-conquer searching process which uses a hierarchical multi-resolution codebook
leads to an adaptive equivalent measurement matrix with fewer measurements. Compared to
the closed-loop beam training methods in [37]–[39], a CS-based open-loop channel estimator
can decrease feedback overhead by using deterministic pilot beam patterns which are designed
through minimizing the total coherence of the equivalent measurement matrix [40]. Following the
design criteria of multi-resolution codebooks in [37], subarray based coordinated beam training
with time-delay phase shifters is proposed for sub-Terahertz (sub-THz) communication systems
with an array-of-subarrays architecture [41]. Due to the high complexity of jointly optimizing
the RF beam directions across multiple subarrays, two complementary approaches are developed
to obtain a small set of dominant candidate directions in [32].
The demand of energy-efficient subarray architectures has motivated many researchers to
investigate high-efficiency hybrid precoding schemes. For example, assisted by the mechanism
of successive interference cancellation (SIC) in multi-user detection, the hybrid precoder design
can be simplified by decomposing the total achievable rate optimization problem, with nonconvex
constant amplitude constraints of phase shifters, into a series of subrate optimization problems
each of which handles one subarray [26]. Due to the block diagonal structure of RF precoders in
partially-connected hybrid MIMO systems, the RF and digital precoders can be optimized based
on the principle of alternating minimization [42]. During each iteration, a semidefinite relaxation
(SDR) problem is formed to obtain the optimal digital precoder while the optimal RF precoder
has a closed-form expression. In order to incorporate the merits of both the fully-connected and
partially-connected structures, a novel multi-subarray structure, where each subarray consists of
multiple RF chains and each RF chain connects to all the antennas corresponding to the subarray,
is proposed to provide high spectral efficiency (SE) and energy efficiency (EE) [31].
B. Main Contributions
Most of the aforementioned results for subarray based mmWave systems are restricted to the
case where all the subarrays at the TX (RX) have the same angle of departures (AoDs) (AoAs).
However, this may not be valid for DPA-MIMO systems at high frequencies where the inter-
subarray channel coupling should be taken into account. In this paper, we consider cooperative
5multi-subarray based channel estimation and hybrid precoding for DPA-MIMO systems. The
main contributions are summarized below.
• We exploit joint channel sparsity among distributed subarrays. The inter-subarray coupling
channel model motivates us to take advantage of a multi-subarray coordinated channel
sounding strategy which undoubtedly decreases the training overhead. Based on this strategy,
we formulate the DPA-MIMO channel estimation problem as a structured single measure-
ment vector (SMV) recovery problem in CS [43]. Furthermore, by minimizing the total
coherence of the equivalent measurement matrix [44], we design non-feedback pilot beam
patterns which have successful applications in fully-connected hybrid MIMO systems [40].
• We propose two customized algorithms to find the optimal sparse channel vector with equi-
length structured blocks each of which has both the individual and common supports. The
first one is an orthogonal matching pursuit (OMP) based greedy algorithm, which is divided
into two intuitive parts, namely the common support identification and the individual support
indentification following it. The second one is called the joint sparse Bayesian learning
(JSBL)-ℓ2 algorithm which adapts the SBL framework [45] to the structured DPA-MIMO
channel estimation problem by capitalizing on a dual-space transform.
• We propose a novel low-complexity SIC-based hybrid precoding scheme through subarray
grouping for the array-of-subarrays architecture. For the design of the RF beamformers,
the idea of SIC is used to decompose the original SE maximization problem into several
subproblems each of which is only related to one group of subarrays, thereby facilitating
efficient handling of the subarrays group by group.
C. Paper Organization and Notations
The rest of the paper is organized as follows. Section II introduces a joint sparse DPA-MIMO
channel model and a scheme of cooperative multi-subarray beam training. Section III formulates
the DPA-MIMO channel estimation problem and proposes the subarray based pilot beam pattern
design. Section IV presents two channel recovery algorithms based on the structured channel
sparsity. Section V specifies the SIC-based hybrid precoding design through subarray grouping,
with simulation results analyzed in Section VI. Finally, Section VII concludes this paper.
Notations: bold uppercase A (bold lowercase a) denotes a matrix (a vector). We denote [A]i,j
and [A]:,j as its (i, j)th element and jth column, respectively. vec (·) stacks the columns of a
matrix into a tall vector, and Tr [·] stands for the matrix trace operation. IN and 0M,N denote the
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Fig. 1. An architecture of the DPA-MIMO system
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Fig. 2. Illustration of the joint sparse DPA-MIMO channel due
to common and local scattering.
N × N dimensional identity matrix and the M × N dimensional all-zero matrix, respectively.
(·)H , (·)T , (·)∗, (·)−1 and (·)† stand for the conjugate transpose, transpose, conjugate, inverse and
pseudo-inverse, respectively. diag [a], diag [A] and blkdiag [A1, · · · ,AN ] represent a diagonal
matrix with a along its main diagonal, a vector constructed by the main diagonal of the matrix
A, a block diagonal matrix whose diagonal entries are given by [A1, · · · ,AN ], respectively. ⊗
denotes the Kronecker product of two matrices. ℓ0 , ℓ1 and ℓ2 norm of vectors are denoted by
‖·‖0, ‖·‖1 and ‖·‖2, respectively. ‖A‖F denotes the Frobenius norm and the mixed ℓ1,2 norm
is defined as ‖A‖1,2 ,
∑
i
∑
j
∣∣∣[A]i,j∣∣∣2. CN (µ,R) denotes the complex Gaussian distribution
with mean µ and covariance matrix R. E [·] is the expectation operator.
II. SYSTEM MODEL
In this section, we present the joint sparse DPA-MIMO channel model and the cooperative
multi-subarray beam training design in the DPA-MIMO system.
A. Joint Channel Sparsity Model
Consider a Mt ×Mr DPA-MIMO system shown in Fig. 1, where a TX with Mt subarrays
communicates Ns data streams to a RX with Mr subrrays. We denote by N
tot
t (N
tot
r ) the total
number of antennas at the TX (RX) end. Note that N tott = Mt ×N subt and N totr = Mr ×N subr .
Furthermore, each subarray is an uniform linear array (ULA) and all the subarrays are arranged
7in the same axis at both TX and RX ends. de is antenna element spacing inside each subarray
and da defines the inter-subarray spacing.
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Compared to the rich scattering channel model often used for microwave frequencies [2],
[46], mmWave channels are better characterized by a limited number of scattering clusters [5].
Thus, the Lm,n-path narrowband channel matrix between the nth TX subarray and the mth RX
subarray is formulated as
Hm,n =
√
N subt N
sub
r
Lm,n
(
α(0)m,nar
(
ϑ(0)m,n
)
aHt
(
ψ(0)m,n
)
+
Lm,n−1∑
i=1
α(i)m,nar
(
ϑ(i)m,n
)
aHt
(
ψ(i)m,n
))
, (1)
where α
(0)
m,n is the complex gain of the line-of-sight (LoS) component with ϑ
(0)
m,n and ψ
(0)
m,n
representing its spatial directions composed of an AoA and an AoD, respectively. α
(i)
m,n is the
complex gain of the ith non-line-of-sight (NLoS) component with ϑ
(i)
m,n and ψ
(i)
m,n denoting its
spatial directions composed of an AoA and an AoD, respectively. The path amplitudes are
assumed to be Rayleigh distributed, i.e., α
(0)
m,n ∼ CN (0, σ2LoS) and α(i)m,n ∼ CN (0, σ2NLoS), where
σ2LoS and σ
2
NLoS are the variances of the LoS and NLoS path gain, respectively. For an ULA
with N antennas, the array response vector is a (ψ) = 1√
N
[
e−j2πψu
]
u∈I(N), where I (N) ={
l − N−1
2
, l = 0, · · · , N − 1} is a symmetric set of indices centered around zero. The spatial
direction is defined as ψ = de
λc
sin θ, where θ is the physical direction and λc is the carrier
wavelength. We use at (·) and ar (·) to denote the array response vectors for the TX and RX
subarrays, respectively, and define the entire channel matrix between all TX and RX subarrays
using H.
The highly directional propagation and high dimensionality of mmWave MIMO channels
make beam-domain representation a natural choice [2]. The physical spatial domain and the
beam domain are related through a spatial discrete Fourier transform (DFT) matrix [47], which
contains the array steering vectors of uniformly spaced orthogonal spatial directions covering the
entire space as U =
[
a
(
ψ¯1
)
, · · · , a (ψ¯N)], where ψ¯i = 2N (i− N+12 ) for i = 1, · · · , N . We use
Ut (Ur) to denote the spatial DFT matrix for each TX (RX) subarray. Thus, the beam-domain
channel matrix between the nth TX subarray and the mth RX subarray can be represented as
Hm,n = UrGm,nU
H
t . Subsequently, we can express the relationship between the entire spatial
channel and the entire beam-domain channel for the DPA-MIMO system as H = ArGA
H
t ,
1In order to avoid causing too serious grating lobes and significant channel capacity degradation in the DPA-MIMO system,
the antenna spacing and inter-subarray spacing usually satisfies de =
λc
2
and da ≥
3
2
λc respectively [15], [46].
8where At = IMt ⊗Ut and Ar = IMr ⊗Ur constitute the beam-domain transform matrix for the
TX and the RX, respectively, and G is the entire beam-domain channel matrix.
The earlier sub-6 GHz experimental result has shown that the angular power spectrum and
power variation across a large-scale array differ in the measured channels at 2.6 GHz and it
makes some antennas contribute more than others [48]. When moving to higher frequencies,
shorter wavelength enables accomodating a larger number of antenna elements into a small
area, thereby making antenna elements within each subarray highly correlated. However, with
the spacing between adjacent subarrays much larger than the wavelength, independent scatterers
appear over different subarrays, which is illustrated for indoor THz Communication [49]. On
the other hand, as constrained by hardware dimension and power consumption, a reasonable
distance between adjacent subarrays should be set, which leads to partial coupling characterized
sparse channels at both TX and RX ends [15]. Similar to the joint channel sparsity structure in
the multi-user massive MIMO system [50], the channel coupling phenomena among subarrays
at both sides, can be observed from both the distributed and individual joint sparse structure
in the beam domain. Based on the above discussion, we have the following assumption on the
beam-domain channel matrices in the DPA-MIMO system.
Definition 1 (Joint Sparse DPA-MIMO Channel): The channel matrices {Gm,n : ∀m,n} have
the following properties:2
• Individual joint sparsity due to local scattering at each subarray: Denote supp {A} as
the index set of non-zero entries of the matrix A. Then, {Gm,n : ∀m,n} are simutaneously
sparse, i.e., the index sets Ωm,n (0 < |Ωm,n| ≪ N subt N subr , ∀m,n) which satisfies
Ωm,n , supp {Gm,n} . (2)
• Distributed joint sparsity due to the LoS path and common scattering at each subarray:
Different {Gm,n : ∀m,n} share a common support, i.e., the index set Ωc which satisfies
Ωc ,
Mr⋂
m=1
Mt⋂
n=1
Ωm,n. (3)
From Definition 1, it is observed that the DPA-MIMO channel sparsity support is parameterized
by {Ωc, {Ωm,n : ∀m,n}}, where Ωm,n and Ωc determine the individual sparsity support and the
2da has relationship with joint sparsity and it is worth pointing out that this relationship needs to be validated through extensive
measurement and study of mmWave channels.
9shared common sparsity support, respectively. When Ωm,n = Ωc for ∀m,n, it is simplified to the
most common case where all subarrays at the TX (RX) have the same AoDs (AoAs) [26], [29],
[32]. Moreover, when Ωm,n = ∅ for ∀m,n, this transforms to another case where independent
scatterers are present for each subarray [49]. The illustration of the proposed DPA-MIMO channel
is given in Fig. 2. Assume a 2×2 DPA-MIMO system with N subt = N subr = 4, and there are two
common paths among all subarrays and one individual path within each transceiver subarray pair.
By applying the vectorized operation to each beam-domain channel matrix Gm,n and putting
the obtained channel vectors together, we can formulate a new structured sparse matrix which is
row-sparse plus element-sparse as shown in the right part of this figure. This observed feature
will be taken advantage of to develop channel estimators in Section IV.
B. Cooperative Multi-Subarray Beam Training
For the noncooperative training process, each TX subarray sends pilot beams in a time
division manner to avoid inter-subarray interference. Furthermore, without any prior channel
information, each TX subarray usually needs to send N subt N
sub
r training beams defined in
DFT based RF codebooks, which leads to a total probing overhead as N tott N
tot
r [32], [38].
In order to decrease the probing overhead, we adopt a cooperative multi-subarray beam training
scheme.3 For CSI acquisition, the TX uses Nbeamt (N
beam
t ≤ N tott ) pilot beam patterns denoted as{
fp ∈ CNtott ×1 : ‖fp‖22 = 1, p = 1, · · · , Nbeamt
}
, and the RX adopts Nbeamr (N
beam
r ≤ N totr ) pilot
beam patterns denoted as
{
wq ∈ CNtotr ×1 : ‖wq‖22 = 1, q = 1, · · · , Nbeamr
}
.
During the training period, the TX successively sends its training beam patterns {fp : ∀p}
which are received by the RX through its beam patterns {wq : ∀q}. Since the RX has Mr
subarrays enabling Mr pilot beam patterns simultaneously (assume that N
beam
r is multiples of
Mr), the q¯th received vector for the pth TX beam pattern is given by
yq¯,p =W
H
q¯ Hfpxp +W
H
q¯ zq¯,p, (4)
where yq¯,p ∈ CMr×1 for q¯ ∈
{
1, · · · , Nbeamr
Mr
}
, xp is the transmitted pilot symbol, Wq¯ =[
w(q¯−1)Mr+1, · · · ,wq¯Mr
] ∈ CNtotr ×Mr and zq¯,p ∈ CNtotr ×1 is a noise vector with CN (0, σ2zINtotr ).
3The hierarchical codebook based scheme [37]–[39], [41] only requires SL2 ⌈SL/Mr⌉ logS
(
N tot/L
)
TX training beams,
where Lm,n = L for ∀m,n, N
tot
t = N
tot
r = N
tot and S is a design parameter that is usually set to be 2. However, this low
overhead scheme is not suitable for the partial coupling DPA-MIMO channel characterized in Definition 1.
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Collecting yq¯,p for q¯ ∈
{
1, · · · , Nbeamr
Mr
}
, we have yp ∈ CNbeamr ×1 given by
yp =W
HHfpxp + blkdiag
[
WH1 , · · · ,WHNBeamr /Mr
]
zp, (5)
whereW =
[
W1, · · · ,WNbeamr /Mr
] ∈ CNtotr ×Nbeamr and zp = [zT1,p, · · · , zTNbeamr /Mr ,p]T ∈ CNbeamr NtotrMr ×1.
To represent the received signals for all TX beam patterns, we collect yp for p ∈
{
1, · · · , Nbeamt
}
yielding
Y =WHHFXp + Z, (6)
where Y =
[
y1, · · · ,yNbeamt
]
∈ CNbeamr ×Nbeamt and F =
[
f1, · · · , fNbeamt
]
∈ CNtott ×Nbeamt is the
complete TX processing matrix and the noise matrix Z ∈ CNbeamr ×Nbeamt is given by
Z = diag
[
WH1 , · · · ,WHNBeamr /Mr
]
·
[
z1, · · · , zNbeamt
]
. (7)
The pilot matrix Xp ∈ CNbeamt ×Nbeamt is diagonal with {xp}N
beam
t
p=1 on its principal diagonal. In
general, we choose Xp =
√
PpINbeamt where Pp is the pilot power per transmission.
In our array-of-subarrays architecture, the TX and RX processing matrices are decomposed
as F = FRFFBB and W =WRFWBB. Thus, (6) can be written as
Y =
√
PpW
H
BBW
H
RFHFRFFBB + Z, (8)
where FRF ∈ CNtott ×Ntott and WRF ∈ CNtotr ×Ntotr denote RF beamforming matrices at the
TX and the RX, respectively, while FBB ∈ CNtott ×Nbeamt and WBB ∈ CNtotr ×Nbeamr denote the
TX and RX baseband processing matrices, respectively. Since there are Mt (Mr) subarrays
at the TX (RX), FRF and WRF can be partitioned into N
block
t = N
tot
t /Mt = N
sub
t and
Nblockr = N
tot
r /Mr = N
sub
r sub-RF beams [40], i.e., FRF =
[
FRF,1, · · · ,FRF,Nblockt
]
andWRF =[
WRF,1, · · · ,WRF,Nblockr
]
where FRF,p¯ ∈ CNtott ×Mt , WRF,q¯ ∈ CNtotr ×Mr , p¯ ∈
{
1, · · · , Nblockt
}
and q¯ ∈ {1, · · · , Nblockr }. Similarly, FBB and WBB are block diagonal matrices given by
FBB = diag
[
FBB,1, · · · ,FBB,Nblockt
]
and WBB = diag
[
WBB,1, · · · ,WBB,Nblockr
]
where FBB,p¯ ∈
C
Mt×N
beam
t
Nblock
t and WBB,q¯ ∈ CMr×
Nbeamr
Nblockr . Furthermore, each column of the RF precoder ma-
trix is zero except for a continuous block of non-zero entries (consisting of the beamform-
ing weights used on the corresponding subarray), i.e., FRF,p¯ = blkdiag
[
f
[1]
RF,p¯, · · · , f [Mt]RF,p¯
]
and
WRF,q¯ = blkdiag
[
w
[1]
RF,q¯, · · · ,w[Mr]RF,q¯
]
, where f
[n]
RF,p¯ ∈ CN
sub
t ×1 and w[m]RF,q¯ ∈ CN
sub
r ×1 denote the
RF precoder and combiner for the nth TX subarray and the mth RX subarray, respectively.
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III. FORMULATION OF DPA-MIMO CHANNEL ESTIMATION PROBLEM
AND PILOT BEAM PATTERN DESIGN
In this section, we first exploit the joint sparse nature of the DPA-MIMO channel, and
formulate the mmWave channel estimation problem as a structured sparse vector recovery
problem. Then, we propose a deterministic beam training scheme.
A. Sparse Formulation of DPA-MIMO Channel Estimation Problem
To exploit the sparse nature of the mmWave channel, it is necessary to vectorize the received
signal matrix Y in (8). By denoting vec (Y) by y ∈ CNbeamt Nbeamr ×1, we have
y
(a)
=
√
Pp
((
FTBBF
T
RF
)⊗ (WHBBWHRF)) vec (H) + z (b)= Q · vec (G) + z, (9)
where (a) follows from the equivalent noise vector z ∈ CNbeamt Nbeamr ×1 as
z =
(
INbeamt ⊗ blkdiag
[
WH1 , · · · ,WHNBeamr /Mr
]) [
zT1 , · · · , zTNbeamt
]T
(10)
and the properties of Kronecker product, vec (ABC) =
(
CT ⊗A) vec (B) and (A⊗B)T =
AT⊗BT [51]. (b) follows from vec (H) = (A∗t ⊗Ar) vec (G) and (A⊗B) (C⊗D) = (AC)⊗
(BD). The matrix Q ∈ CNbeamt Nbeamr ×Ntott Ntotr can be written as
Q =
(
FTBBF
T
RFA
∗
t
)⊗ (WHBBWHRFAr) . (11)
The formulation of the vectorized received signal in (9) represents a sparse formulation of the
channel estimation problem as vec (G) has only N0 = |Ωc|+
∑Mr
m=1
∑Mt
n=1 (|Ωm,n| − |Ωc|) non-
zero elements and N0 ≪ N tott N totr . This implies that the number of required measurements
Nbeamt N
beam
r to detect the non-zero elements can be much less than N
tot
t N
tot
r . Given this
formulation in (9), CS tools can be leveraged to design estimation algorithms to determine the
non-zero elements in the beam-domain channel matrix. Our goal is to exploit the hidden joint
sparsity in the beam-domain channel to reduce the required training and improve the performance
of channel estimation. For making better use of the structured sparsity, we exchange the order
of elements in vec (G) to get a new vector with MtMr equi-length blocks as
x =
[
xT1 , · · · ,xTMtMr
]T
=

vecT (G1,1)︸ ︷︷ ︸
1th block
, · · · , vecT (GMr ,1)︸ ︷︷ ︸
Mrth block
, · · · , vecT (G1,Mt)︸ ︷︷ ︸
(Mr(Mt−1)+1)th block
, · · · , vecT (GMr,Mt)︸ ︷︷ ︸
MtMrth block


T
,
(12)
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where the block size is N subt N
sub
r . This manipulation is also shown in Fig. 2. In this case, the
corresponding equivalent measurement matrix Φ is obtained by exchanging the column order of
Q, such that Φx = Q · vec (G). As a result, the problem of DPA-MIMO channel recovery at
the RX can be formulated as Problem P1:
min
x
‖y−Φx‖22
s.t. x complies with the joint sparsity model as in Definition 1.
(13)
However, Problem P1 is very challenging due to the individual and distributed joint sparsity
requirement in the constraint which is quite different from the conventional CS-recovery problem
with a simple sparsity (ℓ0-norm) constraint. We will propose customized algorithms for solving
this structured sparsity recovery problem in the next section. In addition, the equivalent mea-
surement matrix has to be carefully designed to guarantee the recovery of the non-zero elements
of the vector with high probability by using a small number of measurements.
B. Open-Loop Pilot Beam Pattern Design
Instead of randomized sensing matrices frequently used for CS-based channel estimation [52],
a deterministic measurement matrix designed by minimizing its total coherence can improve the
recovery performance [44]. This strategy has been recently applied to pilot beam pattern design
for the fully-connected structure [40]. Due to the excellent performance improvement and zero
feedback overhead of total coherence based pilot beam patterns, we apply this strategy to channel
sounding in the DPA-MIMO system.
The total coherence of any matrix is defined by µtot (Φ) =
∑Ntott
k=1
∑Ntott
l 6=k
(
[Φ]H:,k [Φ]:,l
)2
, where
Φ is the equivalent measurement matrix in (13). Then, we have
µtot (Φ)
(a)
= µtot (Q)
(b)
≤ µtot (FTBBFTRFA∗t) · µtot (WHBBWHRFAr) , (14)
where (a) follows from the definition of the total coherence and (b) follows from [40, Lemma
7]. Therefore, we can decompose the design problem of minimizing µtot (Φ) into two separate
designs, namely the design of FBB and FRF via minimizing µ
tot
(
FTBBF
T
RFA
∗
t
)
and the design
of WBB and WRF via minimizing µ
tot
(
WHBBW
H
RFAr
)
. Next, we focus on the FBB and FRF
by solving the following problem
min
FRF,FBB
µtot
(
FTBBF
T
RFA
∗
t
)
s.t. ‖fp‖22 = 1, p = 1, · · · , Nbeamt .
(15)
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Via limiting the RF precoder to the unitary matrix and using [40, Theorem 2], the optimal
baseband precoder of the p¯th block is given by
F⋆BB,p¯ = U¯t
[
INbeam
t
Nblock
t
, 0Nbeam
t
Nblock
t
,Mt−N
beam
t
Nblock
t
]T
V¯Ht , (16)
where U¯t ∈ CMt×Mt and V¯t ∈ C
Nbeamt
Nblock
t
×N
beam
t
Nblock
t are arbitrary unitary matrices, e.g., unitary DFT
matrices. In order to make RF pilot beams cover a full range of AoDs, we choose the unitary
DFT matrix as the solution[(
f
[i]
RF,1
)⋆
, · · · ,
(
f
[i]
RF,Nblockt
)⋆]
= circshift
(
FNsubt , i− 1
)
, (17)
where FN denotes the N-dimensional unitary DFT matrix and the symbol circshift (A, i) rep-
resents moving the columns of a matrix A to the right for (i) columns in a circular manner. In
this way, every TX subarray simultaneously probes different spatial directions using RF beams.
Similar operation can be applied to the RX, leading to the optimal baseband combiners and
the optimal RF combiners as
W⋆BB,q¯ = U¯r
[
INbeamr
Nblockr
, 0Nbeamr
Nblockr
,Mr−N
beam
r
Nblockr
]T
V¯Hr , (18)[(
w
[i]
RF,1
)⋆
, · · · ,
(
w
[i]
RF,Nblockr
)⋆]
= circshift
(
FNsubr , i− 1
)
, (19)
where U¯r ∈ CMr×Mr and V¯r ∈ C
Nbeamr
Nblockr
×N
beam
r
Nblockr are arbitrary unitary matrices. Moreover, the noise
vector after the designed RF and baseband processing remains i.i.d. Gaussian with CN
(
0, σ2zINbeamt Nbeamr
)
without prewhitening, which provides much convenience for the further design of CSI recovery
algorithms in the next section.
IV. DPA-MIMO CHANNEL ESTIMATION ALGORITHMS
To solve Problem P1 in this section, we present two customized algorithms, i.e., an OMP based
greedy algorithm with low complexity and a SBL inspired algorithm with excellent accuracy. For
notational simplicity, we define N , Nbeamt N
beam
r , B , N
sub
t N
sub
r and K ,MtMr, respectively.
A. Proposed JOMP Algorithm
In the existing literature, classical CS-based algorithms, e.g., basis pursuit (BP) [53], OMP
[40], [52], [54] and SBL [55], are often used to recover the sparse signal vector without
structured sparsity for their easy implementation and fairly good recovery performance. In later
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Algorithm 1 JOMP Algorithm
Input: Φ, y, T1, T2, δ1, δ2
• Part 1 (Common Support Identification): Initialize Ωec = ∅, Ω
a = {1, · · · , BK}, r1 = y,
and ΩKb = {b, B + b, · · · , (K − 1)B + b} for 1 ≤ b ≤ B.
while t1 ≤ T1 or ‖r1‖22 > δ1 do
1. (Support Estimate): b⋆ = arg max
1≤b≤B
∥∥∥∥(ΦΩKb )H r1
∥∥∥∥2
2
.
2. (Support Update): Ωec = Ω
e
c ∪
{
ΩKb⋆
}
.
3. (Residual Update): r1 = y −ΦΩec
(
ΦΩec
)†
y.
4. (Iteration Update): t1 = t1 + 1.
end while
• Part 2 (Individual Support Identification): Set Ωei = Ω
e
c, r2 = r1 and Ω
r = Ωa \ Ωec.
while t2 ≤ T2 or ‖r2‖22 > δ2 do
5. (Support Estimate): j⋆ = arg max
j∈Ωr
∣∣∣[Φ]H:,j r2∣∣∣2.
6. (Support Update): Ωei = Ω
e
i ∪ {j⋆}.
7. (Residual Update): r2 = y −ΦΩei
(
ΦΩei
)†
y.
8. (Iteration Update): t2 = t2 + 1.
end while
Output: xˆΩei = ΦΩei
(
ΦΩei
)†
y and xˆΩa\Ωec = 0.
signal processing applications, the realistic structured sparse features lurking behind the signal
coefficients have been gradually exploited and received considerable attention [43], [56]. For
instance, a simultaneous OMP (SOMP) algorithm efficiently provides good solutions to the
multiple measurement vector (MMV) problems [57]. From an empirical Bayesian perspective, a
multiple response extension of the standard SBL framework (M-SBL) algorithm is also proposed
to solve the simultaneous sparse recovery problems. The most related work in [50] provides a
novel distributed compressive CSI estimation scheme, which aims at performing CSI recovery at
the BS for multiple users by exploiting the hidden joint sparsity lying behind their beam-domain
channel matrices. However, none of the previous works cover the case of the beam-domain
channel vector in (12) and hence, the known associated algorithms are not suitable to solve our
SMV problem with the special structure defined in Definition 1. In this subsection, we develop
an innovative joint OMP algorithm (JOMP) tailored to the block vector in (12) to solve Problem
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P1. More specifically, this algorithm is designed by adapting OMP [54] to Problem P1.
The details of the proposed JOMP algorithm are described in Algorithm 1. For the in-
put parameters, δ1 and δ2 are the predetermined threshholds; T1 (T1 ≤ |Ωc|) and T2 (T2 ≥∑Mr
m=1
∑Mt
n=1 (|Ωm,n| − |Ωc|)) are the maximal number of iterations to gurantee the convergence.
This algorithm is divided into two parts, where the first part aims at common support identifica-
tion, and the second part continues the individual support identification. Note that the estimation
target x in (12) has non-zero elements at the same positions of each block. Therefore, motivated
by the simultaneous sparse approximation algorithm proposed for MMV problems in [57], we
wish to find a group of equi-spaced atoms in the euqivalent measurement matrixΦ by maximizing
the sum of their absolute correlations with the residual r1. This procedure is done in step 1 and
the absolute sum has the equivalent expression
∑K
k=1
∥∥∥ΦH:,b+(k−1)Br1∥∥∥2
2
=
∥∥∥∥(ΦΩKb )H r1
∥∥∥∥2
2
. After
the common support Ωec is detected, the standard OMP method in [54] is used to identify the
individual support Ωei as realized from step 5 to 8. Finally, depending on the estimated support
index, the least square (LS) method is used to recovery the channel vector.
B. Proposed JSBL-ℓ2 Algorithm
1) Introduction to SBL: Consider the classical sparse recovery model without the structred
sparsity y = Φx + z, where z is a noise vector with CN (0, λIN) and λ is the known noise
variance, i.e., λ = σ2z . Thus we have the Gaussian likelihood model p (y|x) = CN (Φx, λIN).
Assume the Gaussian prior p (x) = N (0,Γ), where Γ = diag [γ] with a vector of hyperparam-
eters γ governing the prior variances of the elements in x. For a fixed γ, using the Bayesian
rules we can obtain the Gaussian posterior density of x as p (x|y) = CN (µx,Σx), where
µx = ΓΦ
H
(
λIN +ΦΓΦ
H
)−1
y, (20a)
Σx = Γ− ΓΦH
(
λIN +ΦΓΦ
H
)−1
ΦΓ. (20b)
The next key task is to estimate the latent variables γ. By treating x as hidden variables and
integrating them out [55], we obtain the maximum a posterior (MAP) estimate on γ as
γ(II) = arg max
γ0
∫
p (y|x) p (x;γ) dx = arg min
γ0
yHΣ−1y y + ln |Σy| , (21)
where the covariance matrix of y denotes Σy = λIN + ΦΓΦ
H . Once γ(II) is obtained, a
commonly accepted point estimate for x naturally emerges as
x(II) = E
[
x|y;γ(II)
]
= Γ(II)Φ
H
(
λI+ΦΓ(II)Φ
H
)−1
y. (22)
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This procedure is referred to Type II estimation, also called empirical Bayesian. From (22), it
can be observed that a sparse γ(II) leads to a corresponding sparse estimate x(II). Note that the
logarithm term ln |Σy| in (21) is a concave function with respect to γ according to [55, Lemma
1], thereby favoring a sparse γ, which further results in a sparse x through (22).
2) SBL-Inspired Cost Function: By reshaping the vector x, we define a new matrix X ,
[x1, · · · ,xK ] ∈ CB×K which is both row-sparse and element-sparse, as shown in Fig. 2. In
order to promote such a structure, X can be viewed as the summation of an element-sparse
matrix S , [s1, · · · , sK ] ∈ CB×K and a row-sparse matrix C , [c1, · · · , cK ] ∈ CB×K [58],
[59]. Furthermore, with the use of convex approximation, Problem P1 can be transformed into
an unconstrained optimization problem
min
c,s
‖y −Φx‖22 + β1
K∑
k=1
‖sk‖1 + β2 ‖C‖1,2 , (23)
where β1 ≥ 0 and β2 ≥ 0 are weights regarding element-sparsity and row-sparsity respectively.
In order to promote sparsity of the solution, we transform the cost function of (23) in x-space
to the SBL-like cost function in γ-space by using a dual-space view [60], where the following
variational representations are used [59] :
‖xk‖1 = minγs
bk
≥0
1
2
B∑
b=1
x2bk
γsbk
+ γsbk, (24a)
‖X‖1,2 = minγc
b
≥0
1
2
B∑
b=1
∑K
k=1 x
2
bk
γcb
+ γcb , (24b)
where xbk = [X]b,k, γ
c
b and γ
s
bk are scalars, γ
c = [γc1, · · · , γcB]T is a vector common to all
columns of X, and γs =
[
γs1,1, · · · , γsB,1, · · · , γs1,K, · · · , γsB,K
]T
is a vector with each element
corresponding to that of vec (X). Furthermore, by using the identity derived in Appendix A
yH (Σsc)−1 y = min
c,s
1
λ
‖y −Φ (c+ s)‖22 + sH (Γs)−1 s+ cH (IK ⊗ Γc)−1 c, (25)
where s =
[
sT1 , · · · , sTK
]T ∈ CBK×1, c = [cT1 , · · · , cTK]T ∈ CBK×1, Γc = diag [γc] and Γs =
diag [γs], we can further express the convex cost function of (23) in γ-space as
L(I) (γc,γs) = yHΣscy + β¯21Tr (Γs) + Tr (IK ⊗ Γc) . (26)
where Σsc = λIN + Φ (Γ
s + IK ⊗ Γc)ΦH . Comparing the data-related term yHΣscy in (25)
and that of the SBL cost function in (21), we can observe that the common component γc and
the individual component γs interact with each other in a manner like Γ = Γs + IK ⊗ Γc.
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Following the innovative decoupling idea in [59], we can replace the convex penalties in the
existing models with the SBL counterpoints to obtain some of the corresponding benefits, even
without any formal probabilistic model for this derivation. Therefore, we put forth a new cost
function in γ-space from (26) as
L(II) (γc,γs) = yH (Σsc)−1 y + β ln |Σs|+ ln |Σc| , (27)
where Σs = λ
2
IN+ΦΓ
sΦH and Σc = λ
2
IN+Φ (IK ⊗ Γc)ΦH . Since the log-determinant function
is concave and nondecreasing, the term ln |Σc| and the term ln |Σs| promote a sparse common
component γc and a sparse individual component γs, respectively. Moreover, the weight β which
is regarded as the tradeoff between row sparsity and element sparsity in the defined matrix X,
should be tuned with training data or given with prior information.
3) ℓ2 Reweighting Scheme: Following an extension of the duality space analysis for the basic
SBL framework [60], we can transform the cost function of (27) from γ-space to x-space. First,
via using the identity (25) and standard determinant identities, we can upper-bound (27) by
L (γc,γs, c, s) =
1
λ
‖y−Φ (c+ s)‖22 + β ln |Γs|+K ln |Γc|+BK (β + 1) ln
(
λ
2
)
+ βhs (z
s) + hc (z
c) +
B∑
b=1
K∑
k=1
|sbk|2
γsbk
+
B∑
b=1
∑K
k=1 |cbk|2
γcb
,
(28)
where we define two concave functions, namely hs (γ
s) , ln
∣∣(Γs)−1 + 2
λ
ΦHΦ
∣∣ and hc (γc) ,
ln
∣∣(IK ⊗ Γc)−1 + 2λΦHΦ∣∣. Meanwhile, this upper-bound is tight if the followings are satisfied:
s⋆ = ΓsΦH (Σsc)−1 y, (29a)
c⋆ = (IK ⊗ Γc)ΦH (Σsc)−1 y. (29b)
Due to the duality of concave conjugate functions, we have the following upper bounds:
hs (γ
s) = min
zs0
B∑
b=1
K∑
k=1
zsbk
γsbk
− h∗s (zs) , (30a)
hc (γ
c) = min
zc0
B∑
b=1
zcb
γcb
− h∗c (zc) . (30b)
By using (28), (30a) and (30b), we can then perform coordinate descent optimization over the
following approximation with irrelevant terms are dropped :
min
c,s;γc,γs;zc,zs
‖y −Φ (c+ s)‖22 + λ
[
B∑
b=1
K∑
k=1
(
|sbk|2 + βzsbk
γsbk
+ β ln γsbk
)
− βhs (zs)
+
B∑
b=1
(∑K
k=1 |cbk|2 + zcbk
γcb
+K ln γcb
)
− hc (zc)
]
.
(31)
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To further simplify the expression, we now calculate the optimal values of zc and zs. According
to the relations (30a) and (30b), we can directly obtain the optimal values as follows:
(zs)⋆ = ∇{
(γsbk)
−1
} ln
∣∣∣∣(Γs)−1 + 2λΦHΦ
∣∣∣∣ = diag [Γs − ΓsΦH (Σs)−1ΦΓs] , (32a)
(zc)⋆ = ∇{
(γcb)
−1
} ln
∣∣∣∣(IK ⊗ Γc)−1 + 2λΦΦH
∣∣∣∣ (32b)
= Ξ · diag [IK ⊗ Γc − (IK ⊗ Γc)ΦH (Σc)−1Φ (IK ⊗ Γc)] , (32c)
where the Moore-Penrose pseudo-inverse [51] is used for computation reduction and Ξ =
[IB, · · · , IB] ∈ CB×BK . Finally, by fixing others, the optimal hyperparameters are given by
(γsbk)
⋆ = |sbk|2 /β + zsbk, (33a)
(γcb)
⋆ =
(∑K
k=1
|cbk|2 + zcbk
)
/K. (33b)
Therefore, by alternately minimizing and repeatedly updating the upper-bound function (31), we
obtain the reweighted algorithm described in Algorithm 2.
Algorithm 2 JSBL-ℓ2 Algorithm
Input: Φ, y, λ, β, Tmax, ǫ
while t ≤ Tmax or ‖s+ c− sold − cold‖22 > ǫ do
1. sold = s and cold = c.
2. Update s⋆ and c⋆ using (29a) and (29b).
3. Update (zs)⋆ and (zc)⋆ using (32a) and (32c).
4. Update (γsbk)
⋆
and (γcb)
⋆
using (33a) and (33b).
5. t = t+ 1.
end while
Output: xˆ = (Γs + IK ⊗ Γc)ΦH (Σsc)−1 y.
V. SIC-BASED HYBRID PRECODING THROUGH SUBARRAY GROUPING
As a result of CSI acquisition in Section IV, we now consider the channel is known at both
TX and RX ends. The task of this section is to design the hybrid precoding and combining
matrices for the DPA-MIMO system. The processed received signal after combining is given by
yd =W
H
BBW
H
RFHFRFFBBsd +W
H
BBW
H
RFzd, (34)
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where sd ∈ CNs×1 is the signal vector such that E
[
sds
H
d
]
= (Pd/Ns) INs , Pd is the average trans-
mit power, zd is a Gaussian noise vector with CN
(
0, σ2zINtotr
)
, FRF = blkdiag
[
f
[1]
RF, · · · , f [Mt]RF
]
and WRF = blkdiag
[
w
[1]
RF, · · · ,w[Mr]RF
]
. With Gaussian signaling employed at the TX, the
instantaneous achievable SE is
R = log2
∣∣∣INtotr + Pd (Nsσ2z)−1Wt (WHt Wt)−1WHt HFtFHt HH∣∣∣ , (35)
where Ft = FRFFBB and Wt = WRFWBB. Thus we can find the optimal hybrid precoders at
the TX and the optimal hybrid combiners at the RX by solving Problem P2:
max
FRF,FBB,WRF,WBB
R (36a)
s.t. ‖FRFFBB‖2F = Ns (36b)∣∣∣[FRF]i,j∣∣∣ = (N subt )−1/2 , ∀ (i, j) ∈ Ft (36c)∣∣∣[WRF]i,j∣∣∣ = (N subr )−1/2 , ∀ (i, j) ∈ Wr, (36d)
where Ft (Fr) is the set of non-zero elements of the RF precoder (combiner).
In addition to the non-convex constraints on the elements of the RF beamformers, Problem P2
also involves joint optimizaton of the hybrid precoders and combiners, which makes it impractical
to obtain the exact optimal solutions [61]. To simplify the transceiver design, we decouple the
joint TX-RX optimization problem into two separate subproblems each of which deals with the
TX design and the RX design, respectively [62]. Specifically, we first design the hybrid precoders
by assuming the optimal RX, and then design the hybrid combiners with the already obtained
TX. In lieu of maximizing SE, we design FRF and FBB to maximize the mutual information
achieved by Gaussian signaling. Then, the hybrid precoder design problem can be written as
max
FRF,FBB
log2
∣∣∣INtotr + Pd (Nsσ2z)−1HFRFFBBFHBBFHRFHH∣∣∣ (37a)
s.t. (36b) and (36c). (37b)
In fact, this problem can be solved by using alternating optimization methods [63]. However, at
each iteration, an SDR problem should be solved by conventional optimization tools, such as
CVX [42]. In the following part, we present a novel low-complexity hybrid precoding method
for the array-of-subarrays architecture.
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A. Hybrid Precoder Design
1) Digital Precoder Design: Since Ns ≤Mt, we first group the subarrays at the TX according
to the number of data streams Ns. We simply assign successive equal number of subarrays to
each data stream if Mt is mutiples of Ns, otherwise, redundant subarrays are all assigned to
any data stream.4 We use the vector dt = [d1, · · · , dNs] to indicate the number of subarrays
assigned to each data stream. Thus, we have the precoders with the new structures as F¯RF =
blkdiag
[
f¯
[1]
RF, · · · , f¯ [Ns]RF
]
∈ CNtott ×Ns , f¯ [i]RF ∈ CdiN
sub
t ×1 and F¯BB ∈ CNs×Ns .
With the defined variables F¯RF and F¯BB substituted into (37), we follow the common decou-
pling procedure [23], [30] that given a fixed RF precoder F¯RF and an equivalent channel matrix
Heq = HF¯RF, the optimal digital precoder has a closed-form water-filling solution as
F¯⋆BB = D
−1/2
t UeΛ
1/2
e , (38)
where Dt = F¯
H
RFF¯RF = diag [dt], Ue is the set of right singular vectors corresponding to the
Ns largest singular values of HeqD
−1/2
t and Λe is a diagonal matrix with the allocated powers
to each data stream on its main diagonal. We further adopt an equal power allocation scheme
for all data streams, i.e., Λe ≈ INs , which shows a little loss in performance for moderate and
high SNR regimes. Accordingly, the digital precoder can be approximated as F¯BB ≈ D−1/2t Ue.
2) RF Precoder Design: In this part, we begin to design the RF precoder by assuming the
approximately optimal digital precoder F¯BB ≈ D−1/2t Ue. Under this assumption, the RF precoder
can be obtained by solving the following problem
max
F˜
log2
∣∣∣INtotr + Pd (Nsσ2z)−1HF˜F˜HHH∣∣∣ (39a)
s.t.
∣∣∣∣[F˜]
i,j
∣∣∣∣ = (djN subt )−1/2 , ∀ (i, j) ∈ F˜t, (39b)
where F˜ = F¯RFD
−1/2
t ∈ CNtott ×Ns and F˜t is the set of non-zero elements of F¯RF.
According the block structure of F˜, it is observed that the optimization problem (39) with
nonconvex constraints can be decomposed into a series of simple subproblems, each of which
only considers one specific group of subarrays [26], [31]. In particular, we can divide the matrix
4The proposed homogeneous grouping strategy is not a special case of the hybridly connected structure based partition strategy
in [31]. The optimal grouping strategy for the DPA-MIMO system is scheduled for future research.
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F˜ as F˜ =
[
F˜Ns−1f˜Ns
]
, where f˜Ns is the Nsth column and F˜Ns−1 is a matrix containing the first
Ns − 1 columns of F˜, respectively. Thus, the cost function of (39) can be written as
(39a) = log2
∣∣∣INtotr + Pd (Nsσ2z)−1 (HF˜Ns−1F˜HNs−1HH +Hf˜Ns f˜HNsHH)∣∣∣
(a)
= log2 |RNs−1|+ log2
∣∣∣INtotr + Pd (Nsσ2z)−1 f˜HNsHHR−1Ns−1Hf˜Ns∣∣∣
(b)
=
Ns∑
n=1
log2
∣∣∣1 + Pd (Nsσ2z)−1 f˜Hn HHR−1n−1Hf˜n∣∣∣ ,
(40)
where we define Rn−1 = INtotr +Pd (Nsσ
2
z )
−1
HF˜n−1F˜Hn−1H
H and R0 = INtotr . (a) follows from
|I+AB| = |I+BA| and |AB| = |A| |B| [51], and (b) is the result of Ns − 1 iterations.
As seen from (40), the total achievable rate can be a summation of the subrates of all data
streams. Motivated by the idea of SIC for multiuser detection, we can first optimize the achievable
subrate of the first data stream and then updateR1. After some iterations, the optimal RF precoder
design subproblem for the nth group of subarrays can be equivalently represented by
f˜⋆n = arg max
f˜n
log2
∣∣∣1 + Pd (Nsσ2z)−1 f˜Hn Tn−1f˜n∣∣∣ , (41)
where Tn−1 = HHR
−1
n−1H. Due to the special structure of f˜n, (41) can be further simplified to
fˆ⋆n = arg max
fˆn
log2
∣∣∣1 + Pd (Nsσ2z)−1 fˆHn Tˆn−1fˆn∣∣∣ , (42)
where Tˆn−1 is a dnN subt × dnN subt Hermitian matrix formed as a submatrix of matrix Tn−1
by taking the
(
N subt
∑n−1
i=1 di + 1
)
th row and column to the
(
N subt
∑n
i=1 di
)
th row and column
of Tn−1. (Note that Tn−1 can be iteratively obtained without matrix inverse [31], however,
this simple procedure is omitted due to space limitation.) Define the eigen value decomposition
(EVD) of Tˆn−1 as Tˆn−1 = VˆΣˆVˆH , where Vˆ is a unitary matrix and Σˆ is a diagonal matrix
with the eigen values arranged in a decreasing order. From (42), the optimal unconstrained RF
precoder is the first column vˆ1 of Vˆ [62], and the problem of (42) is equivalent to minimizing
the Euclidean distance [26] ∥∥∥fˆn − vˆ1∥∥∥2
2
= 1 +
1
dn
− 2√
dn
ℜ (vˆH1 aˆn) . (43)
where fˆn =
1√
dn
aˆn and every element of aˆn has a constant amplitude that equals to
1√
Nsubt
. By
maximizing ℜ (vˆH1 aˆn), we can obtain the optimal f˜n of (41) as
f˜⋆n =
[
01,Nsubt
∑n−1
i=1 di
,
ej∡(vˆ
T
1 )√
dnN
sub
t
, 01,Nsubt
∑Ns
i=n+1 di
]T
, (44)
where the symbol ∡ (·) extracts the corresponding phases of the elements.
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B. Hybrid Combiner Design
We now consider the hybrid combiner design with the obtained precoders. We group the
subarrays at the RX in the same way as the TX. Furthermore, without causing loss of optimality,
we decouple the design of W¯RF and W¯BB by first optimizing the RF combiner with assumed
ideal digital combiner and then finding the optimal digital combiner for the obtained RF combiner
[23]. As a result, the RF combiner design problem can be formulated as
max
W¯RF
log2
∣∣∣INs + Pd (Nsσ2z)−1 (W¯HRFW¯RF)−1 W¯HRFH¯eqH¯HeqW¯RF∣∣∣ (45a)
s.t.
∣∣∣[W¯RF]i,j∣∣∣ = (N subr )−1/2 , ∀ (i, j) ∈ W˜r. (45b)
Since W¯HRFW¯RF = Dr = diag [dr] where dr =
[
d¯1, · · · , d¯Ns
]
, we can define W˜ , W¯RFD
−1/2
r ,
which results in the similar problem as (39):
max
W˜
log2
∣∣∣INs + Pd (Nsσ2z)−1 W˜HH¯eqH¯HeqW˜∣∣∣ (46a)
s.t.
∣∣∣∣[W˜]
i,j
∣∣∣∣ = (d¯jN subr )−1/2 , ∀ (i, j) ∈ W˜r. (46b)
Moreover, assuming all other beamformers are fixed, the optimal digital combiner based on the
MMSE criterion is formulated as
W¯⋆BB = E
[
sdy
H
d
]
E
[
ydy
H
d
]−1
=
Pd
Ns
J−1W¯HRFHF¯t, (47)
where J = Pd
Ns
W¯HRFHF¯tF¯
H
t H
HW¯RF + σ
2
zDr ∈ CNs×Ns and F¯t = F¯⋆RFF¯⋆BB.
VI. SIMULATION RESULTS
The evaluated performance is examined through simulation with the following parameters.
The TX and RX subarrays are ULAs with Mt = Mr = 4. The channel coefficients are generated
through (1) with the variances of the channel paths as σ2LoS = 1 and σ
2
NLoS = 10
−0.5 [64]. We
denote the channel common sparsity as Lc = |Ωc| and assume the equal channel individual
sparsity among different subarrays as L = |Ωm,n| = 5. In Algorithm 1, the threshold parameters
are set to be δ1 = Nσ
2
z and δ2 = 0.1Nσ
2
z ; the maximal iteration numbers are chosen as T1 =
max {1, Lc − 1} and T2 = (L+ 1− T1)K. In Algorithm 2, we set the weight β = 3.3, the
maximal iteration number Tmax = 10
2 and the error tolerance ǫ = 10−4. In the following, two
types of SNRs are considered: one is the pilot-to-noise ratio (PNR) defined as 10 log10 (Pp/σ
2
z ),
23
-5 0 5 10 15 20
PNR [dB]
-15
-10
-5
0
5
10
15
20
N
M
SE
 [d
B]
Fig. 3. NMSE versus PNR.
1 2 3 4 5
-16
-14
-12
-10
-8
-6
-4
-2
N
M
SE
 [d
B]
Fig. 4. NMSE versus common sparsity.
8 16 24 32
-25
-20
-15
-10
-5
0
5
10
N
M
SE
 [d
B]
Fig. 5. NMSE versus number of training
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and the other is the data-to-noise ratio (DNR) defined as 10 log10 (Pd/σ
2
z ). The performance
metric for channel estimation is the normalized mean square error (NMSE) defined as
NMSE , 10 log10
(
E
[∥∥∥H− Hˆ∥∥∥2
F
/‖H‖2F
])
= 10 log10
(
E
[∥∥∥G− Gˆ∥∥∥2
F
/‖G‖2F
])
. (48)
Besides, the hybrid precoding schemes based on the channel estimates is evaluated through the
aggregate SE defined in (35).
This section consists of two parts. In the first one, we compare the NMSE of the proposed
JOMP and JSBL-ℓ2 estimators with the conventional OMP and SBL estimators by employing
the designed training beam patterns. In the second part, we investigate the performance of the
proposed hybrid precoding scheme termed as Group-SIC, the SDR-AltMin scheme [42] 5 and
the optimal fully-digital precoding scheme. We further compare the SE realized through the
proposed hybrid beamformers based on the channel estimates obtained in the previous part.
A. Performance Evaluation of Channel Estimation
In Fig. 3, we compare the NMSE of the estimated channels versus the PNR when N subt =
N subr = 10, N
beam
t = N
beam
r = 20 (partial-training case) and Lc = 3. As expected, the JSBL-
ℓ2 estimator substantially outperforms the other three estimators for all the range of PNR. It
is further observed that when PNR ≥ 10 dB, the greedy JOMP estimator achieves the same
channel estimation performance as the SBL estimator. Additionally, the greedy JOMP estimator
keeps a fixed 5 dB lower gap than the OMP estimator that is unable to exploit the structured
sparsity of the DPA-MIMO channel.
5Since the SDR-AltMin algorithm is based on the matrix decomposition via alternating optimization, for fair comparison in
the simulation, we adopt the optimal water-filling transmit matrix of H as the objective transmit matrix. Furthermore, we take
the MMSE receiver based on the designed hybrid precoders as the objective combiner [62].
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In Fig. 4, we investigate the NMSE of the estimated channels versus the common sparsity Lc
when N subt = N
sub
r = 10, N
beam
t = N
beam
r = 20 and PNR = 10 dB. For both the proposed JOMP
and JSBL-ℓ2 estimators, better channel estimation performance is obtained with an increasing
number of the common support Lc, while the OMP and SBL estimators keep the constant NMSE.
This is because the two customized estimators take advantage of the joint sparse characteristic
of the DPA-MIMO channel to enhance the quality of estimated channels. Moreover, for Lc > 3,
the JOMP estimator surpasses the SBL estimator in the accuracy of channel estimates.
In Fig. 5, we show the NMSE of the estimated channels versus the number of training beams
Nbeam when Nbeamt = N
beam
r = N
beam, N subt = N
sub
r = 8, PNR = 10 dB and Lc = 3. With
an increasing Nbeam, the NMSE of all estimators decrease monotonically. More specifically, in
the full-training case (Nbeam = N tott = 32), the OMP estimator approaches the same NMSE as
the JOMP estimator since the channel support recovery probabilities of these greedy schemes
gradually approximate 100% with a higher number of measurements [50]. Additionally, it is
evident that the JSBL-ℓ2 estimator has the highest reconstruction accuracy among all estimators.
In Fig. 6, we depict the NMSE of the estimated channels versus the number of subarray
antennas N sub when N subt = N
sub
r = N
sub, Nbeamt = N
beam
r = 20, PNR = 10 dB and Lc = 3.
As shown in this figure, the channel estimation performance of all estimators increases with a
bigger N sub due to higher resolution of AoAs (AoDs) in the beam domain. Additionally, the
JOMP estimator can obtain better channel estimate than the SBL estimator when N sub = 12.
The rational behind this phenomenon is that a larger number of subarray antennas contributes
to a greater correlation caculated in step 1 of Algorithm 1, which provides better recovery of
the distributed joint sparsity in the DPA-MIMO channel.
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where Ns = 3.
B. Performance Evaluation of Hybrid Precoding
First, we compare the SE versus the DNR for various number of subarrays at the TX (RX) with
perfect CSI when N subt = N
sub
r = 10, Lc = 3 and Mt = Mr = M . As illustrated in Fig. 7, when
single data stream is transmitted, both the Group-SIC and SDR-AltMin schemes achieve almost
the same performance as the fully-digital precoding scheme with different number of subarrays.
While two data streams are transmitted, it is observed from Fig. 8 that there are distinct gaps
between the fully-digital precoding scheme and the other two hybrid precoding schemes, which
results from the beamforming gain loss of the subarray based structure compared to the fully-
digital structure [42]. We further find that the proposed Group-SIC scheme can successfully
compete with the SDR-AltMin scheme while with far less complexity. The efficiency advantage
of the proposed Group-SIC scheme over the SDR-AltMin scheme is verified through average
central processing unit (CPU) processing time. By using the same configuration as the Matlab
experiment demonstrated in Fig. 7 and Fig. 8 with M = 4, the average CPU processing time of
the Group-SIC and SDR-AltMin schemes are 0.29 sec and 5.53 sec, respectively. Therefore, in
the following, we only employ the proposed Group-SIC scheme to design the hybrid beamformers
based on the estimated channels obtained in Subsection VI-A.
In Fig. 9, we investigate the SE versus the DNR when N subt = N
sub
r = 10, Lc = 3 and Ns = 3.
Among the practical estimators, the proposed JSBL-ℓ2 estimator provides the best performance
which is followed closely by the proposed JOMP estimator. Furthermore, it is interesting that
although with slightly worse quality of estimated channels in some cases depicted in Subsection
VI-A, the proposed JOMP estimator can achieve higher SE than the SBL estimator. This can
be explained by the fact that the transmitted symbols should be preferentially sent through the
commnon channel paths among all subarrays to obtain significant array gain in the DPA-MIMO
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Fig. 13. SE versus number of subarray antennas.
system, and JOMP has better estimation performance of the common channel paths than SBL.
Fig. 10 shows the SE versus the common sparsity Lc when N
sub
t = N
sub
r = 10 and DNR =
10 dB. When single data stream is transmitted, the SE of the proposed two channel estimators
is slightly above that of the other two channel estimators for all the range of Lc. Moreover, the
performance of all estimators varies within a very small range over Lc. However, the situation
is totally different with three data streams transmitted, i.e, the SE of every channel estimator
becomes higher with an increasing common sparsity Lc, which is illustrated in Fig. 11.
In Fig. 12, we depict the SE versus the number of training beams when N subt = N
sub
r = 10,
Lc = 3, Ns = 3 and DNR = 10 dB. It is evident that the SE of all estimators increases with a
larger number of training beams, and in the full-training case equal SE which approximates that
of perfect CSI is obtained. In Fig. 13, we demonstrate the SE versus the number of subarray
antennas when Lc = 3, Ns = 3 and DNR = 10 dB. It is clear that a larger number of subarray
antennas which provides more array gain leads to higher SE for all estimators, and JSBL-ℓ2
outperforms other algorithms.
VII. CONCLUSION
In this paper, we have focused on modeling and analysis of the narrowband DPA-MIMO based
transceiver system, and designed efficient mmWave channel estimation and hybrid precoding
schemes for such distributed array-of-subarrays architecture. Based on the reasonable analysis in
Section II, the DPA-MIMO channel has high probability to manifest a hidden structured sparsity
in the beam-domain channel vector due to the partially shared scatterers among the distributed
subarrays at mmWave frequencies at the TX (RX). In light of this characteristic, we formulate
a structured SMV problem that estimates the AoDs, AoAs and the corresponding gain of
significant paths. In order to guarantee the good recovery performance and decrease the training
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feedback overhead, the open-loop training beam patterns are designed through minimizing the
total coherence of the equivalent measurement matrix. The simulation and comparison results
demonstrate that the proposed channel estimators can better exploit the structured channel
properties defined in Definition 1 than the existing CS-based estimators such as the OMP and
SBL estimators, and the proposed hybrid precoding method enjoys the low-complexity while
achieving the nearly same performance as the well-known alternating optimization based method
termed as SDR-AltMin. Interesting topics for future research in DPA-MIMO systems include
many diversified situations, such as broadband channel modeling, multi-user channel acquisition
and hybrid precoding schemes, and two-dimensional (2D) antenna subarray deployments.
APPENDIX A
DERIVATION OF (25)
Let s = x−c, A = (Γs)−1 and B = (IK ⊗ Γc)−1, thus we can transform the objective funtion
in (25) to the following
min
x,c
1
λ
‖y −Φx‖22 + (x− c)H A (x− c) + cHBc. (49)
For the fixed x, we have an unconstrained quadratic function only with respect to c and get its
optimal solution as c⋆ = (A+B)−1Ax. After submitting the optimal c⋆ into (49), we have
min
x
1
λ
‖y −Φx‖22 + xH
(
A−A (A+B)−1A)x
(a)
= min
x
1
λ
‖y −Φx‖22 + xH
(
A−1 +B−1
)−1
x
(b)
= yH
(
λIN +Φ
(
A−1 +B−1
)
ΦH
)−1
y,
(50)
where (a) follows from the Woodbury identity [51] and (b) follows from the identity [60]
yH
(
λIN +ΦΓΦ
H
)−1
y = min
x
1
λ
‖y −Φx‖22 + xHΓ−1x. (51)
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