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Kinetics of vacancy defect in graphene drives structural modifications leading to disorder, multi-
vacancy complex and edge reconstruction. Within the first-principles calculations, we study the dy-
namic Jahn-Teller distortion and diffusion of a vacancy defect. Further, the intricate dependence of
carrier doping is systematically investigated. The experimental observation of dynamic Jahn-Teller
distortion is argued to be blocked by defect functionalization and charge doping. We demonstrate
that lattice relaxation perpendicular to the graphene sheet along with the in-plane strain relaxation
play predominant roles in predicting the correct microscopic mechanism for vacancy diffusion. The
importance of quantum correction to the classical barrier is discussed. The calculated activation
barrier increases upon both electron and hole doping and the observed trends are explained by the
differential charge density distribution and hardening of the responsible low-energy phonon modes.
Electron doping essentially freezes the vacancy motion, and thus any degradation mediated by it.
While tracking and analyzing the vacancy diffusion experimentally in graphene is a difficult task,
the present results will motivate new experimental efforts and assist interpretation of the results.
I. INTRODUCTION
Schottky lattice defects can significantly alter the phys-
ical, chemical and magnetic properties of graphene. [1–5]
Lattice vacancies are thermodynamically created at a fi-
nite temperature, originate from non-equilibrium growth
such as micro-mechanical cleavage, chemical vapor depo-
sition, and growth on a substrate; and could also be gen-
erated by electron and ion irradiations. [3, 6–13] The sin-
gle vacancy defect is the most important point defect, [2]
and has been identified using aberration-corrected high-
resolution transmission electron microscopy, [6, 14–17]
and scanning tunneling microscopy. [11] While a single
carbon atom is removed from the hexagonal graphene
lattice, three dangling bonds are created on the adja-
cent atoms. This symmetric defect structure concur-
rently undergoes a spontaneous Jahn-Teller distortion to
a symmetry-reduced 5−9 ring, where two of the neigh-
boring atoms bond weakly leaving one unsaturated dan-
gling bond. [8] Further, the Jahn-Teller distorted vacancy
structure can easily switch between three equivalent ori-
entations with a very small kinetic barrier, [18] however,
which is debated experimentally. [16] With a σ contri-
bution from the dangling bond, the pi electron imbalance
generates a semi-localized magnetic moment at the defect
site according to the Lieb’s theorem for bipartite hexag-
onal lattice. [19–22] This localized moment also observed
to undergo many-body Kondo screening due to the inter-
action with conducting electrons. [23]
The interaction between spatially scattered vacancy
defects and their kinetics can drive structural modifica-
tions including the formation of disordered regions. [2]
Migration of mono-vacancies and their eventual coales-
cence lead to multi-vacancy pores. [24, 25] A directional
strain field can lead to the formation of line defects due to
multiple vacancy mergers. [26] The biased vacancy migra-
tion toward the edge of a graphene flake alters the edge
character at room temperature and thus severely alter
the electronic, magnetic and transport properties. [27–29]
These defects act as strong scattering centers and disrupt
the ballistic nature of electronic transport in graphene,
and thus crucial to device performance. [1, 2] Thus, the
single vacancy diffusion acts as a microscopic unit pro-
cess for the formation of higher order defect complexes.
In this context, a profound understanding of the micro-
scopic mechanism for vacancy propagation is necessary,
especially at the device operating conditions.
While the vacancy diffusion in three-dimensional crys-
tals is being studied for decades, the same for the two-
dimensional materials are exceedingly difficult to track
and interpret. The presence of a substrate, layer thick-
ness, external perturbations, as well as the interaction
with the experimental tracking device such as STM may
play a significant role and the interpretation for the re-
sults become that much difficult. Thus, the experimen-
tal data on vacancy migration and simultaneous estima-
tion of the barrier in graphene is absent. In contrast,
vacancy diffusion on the graphite surface was studied
by scanning tunneling microscopy. Using the measured
vacancy jump frequency as a function of temperature,
the activation energy of 0.9−1.0 eV was estimated as-
suming a pre-exponent factor of 1013 s−1. [30] In the
present context of vacancy diffusion on the single-layer
graphene lattice, this estimated barrier on the basal plane
of graphite should be treated as the upper bound. In
contrast, the vacancy defect has been studied within the
first-principles calculations, though the microscopic dif-
fusion mechanism is still debated. The theoretical activa-
tion energy for diffusion to the nearest lattice sites are es-
timated between 1.1−1.4 eV range. [31–36] The large in-
consistency between the experimental activation barrier
estimated from the diffusion on the graphitic surface and
the theoretical prediction on the single-layer graphene
may result due to inappropriate consideration of strain
relaxation during the vacancy migration, which eventu-
ally leads to the inaccurate transition-state.
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2Thus, thermally activated migration of point-defects
causing degradation needs to be better understood, pre-
dicted and controlled. Here, we report a comprehensive
study on the microscopic mechanism of vacancy diffu-
sion. We elaborate the importance of strain relaxation
during diffusion and the effects of the gate voltage in a
device setup are investigated. We also investigate the
dynamic Jahn-Teller distortion and discuss the impos-
sibility of experimental observation due to defect func-
tionalization and charge doping. The effect of applied
gate voltage is studied through varied carrier doping
within the experimentally realized carrier concentrations
of 5×1013 cm−2. [37] We illustrate that both out-of-plane
and in-plane strain relaxations are essential to predict
the accurate mechanism and the corresponding activa-
tion barrier. The counterintuitive dependence of activa-
tion barrier on the gate voltage is explained through the
low-energy phonon modes and differential charge density
distribution. The quantum Wigner correction to the clas-
sical activation barrier at finite temperature is discussed.
The present results suggest that vacancy migration will
considerably slow down under both positive and nega-
tive gate voltage, and thus will decelerate the concurrent
graphene degradation in a device setup.
II. COMPUTATIONAL DETAILS
Calculations were carried out using the spin-polarized
density functional theory (DFT) as implemented in the
Vienna ab initio simulation package. [38, 39] The ion
core and the valence electrons were described within the
projector augmented wave formalism, [40] and the wave-
functions were expanded in the plane-wave basis with
500 eV cutoff for the kinetic energy. The exchange-
correlation energy was computed using the Perdew-
Burke-Ernzerhof (PBE) form of generalized gradient ap-
proximation (GGA). [41] All the structures were allowed
to fully relax until all the force components were less
than 0.01 eV/A˚ threshold, where the Brillouin zone was
sampled using a 2×2×1 Monkhorst-Pack k-grid. [42] A
finer 8×8×1 k-grid was used to calculate the density of
states (DOS). Calculations were carried out with a 10×5
supercell repeated with the rectangular (
√
3, 3)a0 unit-
cell, where a0 is the nearest-neighbor distance between
carbon atoms. Thus, this supercell consisted 200 carbon
atoms without the vacancy, and all the results represent
this supercell if not otherwise stated. We have also stud-
ied and analyzed our results with a smaller 6×4 (√3, 3)a0
and a larger 13×8 (√3, 3)a0 rectangular supercells con-
sisting 96 and 416 atoms, respectively. A larger 4×4×1
Monkhorst-Pack k-grid was used for the smaller smaller
6×4 (√3, 3)a0 supercell. The periodic images perpendic-
ular to the graphene sheet was separated by 12 A˚ vac-
uum to cancel any spurious interactions. The phonon
frequencies were calculated at the Γ-point for selected
atoms around the vacancy using the density functional
perturbation theory (DFPT). The effect of external gate
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FIG. 1. Defect induced strain field for V1(5|9) calculated as
the difference in bond length ∆r with defect free graphene
lattice. Elongation and contraction of bonds are represented
in blue and red colors, respectively. A significant strain field is
localized in the proximity of the defect, while the amplitude
decreases with distance from the defect and extends over 2
nm.
voltage was simulated by varying the carrier (electron
and hole) density. The microscopic mechanism for va-
cancy diffusion and the corresponding activation energy
was determined using the climbing image nudged elastic
band method (CI-NEB). [43] The minimum energy path
was confirmed by the presence of a single imaginary fre-
quency in the vibrational spectra for the transition state
configuration.
III. RESULTS AND DISCUSSION
We start our discussion with the thermodynamic sta-
bility of different vacancy structures and investigate the
associated strain field. The Jahn-Teller (JT) distorted
planer vacancy with 5-9 ring structure V1(5|9) and one
unsaturated dangling bond is found to be the ground
state with 7.65 eV formation energy, which is in agree-
ment with the previous theoretical and experimental re-
sults. [16, 18, 44] The other JT distorted vacancy struc-
ture V′1 is found to be metastable with 0.2 eV higher en-
ergy. Further details are in Supplemental Material. [45]
In the context of vacancy diffusion, it is anticipated
that the strain field generated in the graphene lattice
due to the point-defect should play a critical role. Such
strain field is predicted to be long-range in graphene and
other carbon nanostructures. [28, 46–49] Further, com-
plex defects such as dislocation in graphene generates
substantial corrugation in addition to in-plane strain ex-
tended over several nanometers. [25, 50, 51] Moreover,
it has been demonstrated earlier that defect-defect in-
teraction could severely alter mechanical, electronic and
physical properties of graphene. [49, 52] Thus, to study
an individual vacancy, the defect-defect interaction which
originates through long-range strain field must have an
inappreciable effect.
We calculate the strain field produced in the lattice due
to the V1(5|9) defect by calculating the difference in C−C
3bond distances in defect-free graphene without the defect
(Fig. 1 and Supplemental Material [45]). The strain field
in the vicinity of the point defect is evident and is ex-
tended over 2 nm as the amplitude decreases with the
distance from the defect. Thus, a supercell extending
over 2 nm is necessary to study an isolated point defect,
and a rectangular 10×5 (√3, 3)a0 supercell is found to be
sufficient. In this regard, a comparatively smaller 6×4 su-
percell is found to be insufficient due to finite strain field
at the cell boundary, which will influence the isolated
defect properties through interaction with the periodic
image. In contrast, a larger 13×8(√3, 3)a0 supercell is
found to be redundant, which does not show any signif-
icant difference in the strain field while compared with
the 10×5 (√3, 3)a0 supercell. [45] In contrast to V1(5|9)
defect, the strain field generated at the metastable V′1
defect configuration is much localized. [45] Such different
strain fields generated by the different types of defects
are in good agreement with previous experimental obser-
vations. [16]
A. Rotational reconstruction dynamics of V1(5|9)
There are three equivalent 120◦ rotated degenerate
configurations for the V1(5|9) defect, which can be ac-
cessed by the dynamic JT reconstruction. The local
stretching and concurrent reformation of a new pentag-
onal bond lead to these degenerate configurations. Note
that such reconstruction does not involve any mass dif-
fusion, and the energy requirement for this bond reori-
entation mechanism is expected to be small. The barrier
for this local swapping of the reconstructed bond is cal-
culated to be 0.2 eV, with V1(5|9)→ V′1 → 120◦-V1(5|9)
as the mechanism. However, a wide range of barriers 0.13
– 0.78 eV have been reported earlier. [18, 35, 36, 53] The
small energy cost indicates the V1(5|9) defect should un-
dergo a continuous reconstruction at a moderate temper-
ature. The cycle frequency for the dynamic reconstruc-
tion can be estimated k ∼ k0 exp(−∆E/kBT ), where
k0 ∼ 1013 Hz is the attempt frequency. Thus, the cycle
frequency at 300 K is ∼ 4 GHz, which considerably slows
down at low temperature to ∼ 1 Hz at 77 K. The corre-
sponding time-scale is thus about 230 ps and 1 s, respec-
tively, at these temperatures. However, these time-scales
are much shorter compared to the experimental observa-
tions, which do not witness reconstruction for 150 s, [16]
and would be interesting to address the discrepancy. One
possibility could be that functionalization of the under-
coordinated C-atom blocks the dynamic reconstruction.
The other possibility is the charge transfer between the
dielectric TEM grid and graphene, which could essen-
tially hinder the dynamic reconstruction of the V1(5|9)
defect. It is known that charge is transferred to graphene
from the dielectric Si3N4 TEM grid as is used in the ex-
periments. [16, 54]
Once a carbon atom is removed from the graphene
lattice, the time-scale for D3h to JT reconstruction is
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FIG. 2. The activation energy for the dynamic JT reconstruc-
tion, V1(5|9) → V′1 → 120◦-V1(5|9), is strongly affected by
carrier doping in the graphene lattice. The overall trend can
be explained by the corresponding change in the pentagonal
C−C bond (shown in inset) due to charge doping leading to
strengthening or weakening of C−C bond upon electron and
hole doping, respectively.
much shorter than the typical H diffusion on the graphene
sheet. [55, 56] Thus, the V1(5|9)+H is the ubiquitous
defect complex and survives at high temperatures even
beyond 600 K. [57, 58] The earlier muon spin-resonance
spectroscopy also indicates to singly hydrogenated va-
cancies. [59] We, therefore, investigate the dynamic JT
reconstruction in the presence of H. The H functional-
ization decreases the pentagonal C–C bond to 1.92 A˚,
and strongly influences the breaking and subsequent ref-
ormation of this bond. Therefore, the calculated acti-
vation energy for the dynamic JT distortion for the hy-
drogenated vacancy, V1(5|9)+H → 120◦-V1(5|9)+H, is
calculated to be much larger to 1.28 eV (Supplemental
Information [45]).
Now we study the effect of carrier doping on the dy-
namic JT reconstruction. With the addition of electrons
(holes) to the graphene lattice, the energy requirement
for the dynamic JT reconstruction increases (decreases)
as shown in Fig. 2. The doped carrier is semilocalized
at the defect site as observed from the differential charge
density (will be discussed later), and strongly affects the
pentagonal C−C bond. The overall trend in activation
barrier can be explained by the change in pentagonal
C−C bond in V1(5|9), which is reduced under electron
doping, and conversely increased while doped with holes
(Fig. 2). Thus, compared to the neutral V1(5|9) defect,
strengthening (weakening) of the pentagonal C−C bond
due to electron (hole) doping results in higher (lower)
energy requirement for the local swapping of the recon-
structed bond. The increased energy requirement due to
H functionalization and electron doping has significant
implications on the impossibility of its experimental ob-
servation till date. With 1.28 eV activation barrier, the
H functionalization essentially restricts the dynamic JT
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FIG. 3. The complex in-plane and out-of-plane lattice relax-
ation at the transition state minimizes the activation barrier
as shown for the 13×8(√3, 3)a0 supercell. (a) Elongation and
contraction of bonds around the moving atom are shown in
blue and red colors, respectively. (b) The atoms around the
moving C-atom are symmetrically displaced up (blue) and
down (red) perpendicular to the graphene plane. The dis-
placement field is extended over 2 nm.
reconstruction process. In contrast, the energy cost for
local reconstruction increases to 0.29 eV for 1.89×1013
cm−2 electron doping with a reconstruction time-scale of
about 106 s at 77 K. Therefore, even though the dynamic
JT reconstruction is possible, the vacancy functionaliza-
tion or the charge doping in experimental situations may
essentially lock the V1(5|9) defect structure, and hinder
experimental observation of dynamic reconstruction.
B. Vacancy migration and complex lattice
relaxation
Now we investigate the diffusion kinetics of an isolated
V1(5|9) vacancy defect in graphene lattice, and the im-
portance of intricate out-of-plane and in-plane lattice re-
laxation. The diffusion of planer V1(5|9) defect is pre-
dominantly dictated by the motion of a single underco-
ordinated C-atom. However, the concurrent response of
surrounding graphene lattice is quite complex and in-
triguing. The activation energy Eav on the minimum en-
ergy path is calculated to be 0.72 eV. The corresponding
first-order transition state is found to have a corrugated
structure with complex in-plane and out-of-plane lattice
relaxations. The migrating C-atom at the transition-
state is bonded with four neighboring atoms resulting
in sp3-like hybridization and long-range strain field [Fig-
ure 3(a)]. At the transition state, the atoms around
the four-fold coordinated C-atom are symmetrically dis-
placed up and down compared to the defected graphene
plane. The out-of-plane displacement is found to be as
large as ∆z = ± 0.34 A˚ for the C-atoms that are con-
nected to the migrating atom, and the displacement field
is extended over 2 nm [Figure 3(b)]. Such complex lat-
tice relaxations during vacancy migration minimizes the
activation barrier. To further elucidate the mechanism
and the differential dependence of such complex geomet-
rical relaxation on the activation barrier, we investigate
the transition state in further detail. First, we quantify
the role of lattice relaxation perpendicular to the lattice
by restricting the out-of-plane relaxation while allowing
the in-plane relaxation. The planer migration path can-
not relieve the residual strain, and thus the correspond-
ing TS is much higher in energy. The calculated Eav is
found to be 89% higher to 1.36 eV as compared to 0.72
eV, while lattice relaxation in all directions is allowed.
A comparison of C–C bond distances for the transition
state geometries of the planer and non-planer migration
paths show that the strain relaxation in the case of un-
restricted migration is easier through out-of-plane lattice
relaxation. [45]
Next, we investigate the effect of in-plane relaxation
through varied supercell size while the relaxation is with-
out any constraints. As we have discussed earlier that
the long-range in-plane strain field could lead to spurious
vacancy-vacancy interaction, a smaller 6×4(√3, 3)a0 su-
percell causes the Eav to be 23% larger to 0.89 eV. In con-
trast, the Eav does not change for larger 13×8(
√
3, 3)a0
supercell compared to 10×5(√3, 3)a0. Thus, we conclude
that the lattice relaxation perpendicular to the graphene
sheet and the in-plane relaxation are extremely impor-
tant, and the former substantially decrease Eav through
the corrugation of TS.
We discuss the present results in the light of earlier
theoretical and limited experimental results. In contrast
to the present results, earlier first-principles calculations
predicted a much higher activation barrier, in the range
of 1.1–1.4 eV. [31–36] Having discussed the importance
of strain relaxations, we argue this large discrepancy to
originate mainly from the improper consideration of out-
of-plane and in-plane lattice relaxation during the diffu-
sion (Figure 1 and Figure 3). In a recent calculation,
the barrier was calculated to be 0.87 eV within a similar
theoretical hierarchy, [36] which is still much higher than
the present classical barrier of 0.72 eV. This difference
is due to the spurious vacancy-vacancy interaction owing
to a much smaller supercell that was considered in the
earlier calculation.
Moreover, a quantitative experimental data on the va-
cancy diffusion is still absent. While a V1(5|9) vacancy
has been observed to move within an experimental time-
scale of few hundred seconds, [16, 18] the prediction of
diffusivity or activation barrier is difficult due to the lack
of information about local temperature under TEM, and
vacancy jump-rate as a function of temperature. How-
ever, we consider the vacancy diffusion on graphite sur-
face that was studied through STM and discuss it in
the context of present results on the vacancy diffusion
in single-layer graphene. Using the experimental jump-
rate and assuming a pre-exponent factor of 1013 Hz, the
experimental activation energy was estimated to be 0.9–
1.0 eV. [30] Based on the present results, we propose this
barrier to be treated as the upper bound for vacancy mi-
gration in single-layer graphene. We have already demon-
strated that any restriction to the out-of-plane lattice
5relaxation during diffusion increases the barrier. Thus,
as the complete out-of-plane relaxation is hindered on
the basal plane of graphite, the measured activation bar-
rier was expectedly higher than the same for single-layer
graphene.
The present results also infer that in case of a subsur-
face vacancy in bulk graphite, the migration barrier is
expected to be similar to the planer migration barrier of
1.36 eV as the out-of-plane lattice relaxation may be com-
pletely blocked. This claim is corroborated by the drop in
vacancy kinetics that is observed through TEM for a va-
cancy in the middle layer of a trilayer graphene. [17] Sim-
ilarly, a migration barrier of 1.8 ± 0.3 eV was attributed
to the vacancy diffusion in irradiated graphite. [60] For
bilayer graphene, a partial out-of-plane relaxation is still
possible and the corresponding migration energies should
have an intermediate value to graphite and single-layer
graphene, closer to the vacancy in the basal plane of
graphite. [17, 30, 61, 62]
In addition to the mechanism discussed above, a very
different diffusion mechanism, migration by one zigzag
lattice plane, was experimentally suggested by analyzing
the TEM images. [16] In our calculation, such migration
results with a very high migration barrier ∼ 3.5 eV and
thus unlikely. In contrast, we argue that this new mech-
anism may be a combination of V1(5|9) rotation and mi-
gration that is discussed above. Further, there could be
another possibility. In this experiment, the studied va-
cancy was separated approximately by 1 nm from a larger
and more complex defect structure. Thus, the vacancy in
question was under the influence of strain field generated
by this complex defect and thus interacting strongly with
it. In such a situation, the vacancy may migrate very
differently, and the corresponding mechanism should not
be considered as the case for an isolated one. Compar-
ing with the other 2D materials such as hexagonal boron
nitride, silicene, and phosphorene, [63–65] we conclude
that the microscopic mechanism of vacancy diffusion in
graphene is fundamentally different due to strong cova-
lent bonding resulting in very different strain relaxation
during migration.
Hydrogen functionalization changes the scenario com-
pletely and the concurrent migration barrier is increased
to 2.3 eV. A closer investigation reveals that the respec-
tive transition state structure to be very different than
that for the bare vacancy, where the migrating C-atom
forms sp3-like bonds (Fig. fig:displacement). The tran-
sition state, in this case, has an asymmetric structure
and does not form such sp3-like bonds resulting in higher
energy TS structure. [45] Further, while the transition
state is compared with the same for the bare vacancy,
the in-plane lattice relaxation is found to be much local-
ized and the out-plane relaxation to be much smaller. [45]
All these put together increase the migration barrier for
the functionalized vacancy.
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FIG. 4. Calculated activation barrier for vacancy migration
in graphene lattice, and its dependence on carrier doping.
The increase in the activation barrier is much higher in case
of electron doping than the corresponding hole doping. The
qualitative trends with different electron and hole doping can
be explained by responsible phonon modes for vacancy mi-
gration and differential charge density. At finite temperature,
the classical barrier is corrected by Wigner quantum correc-
tion and shown for 300 K. Inset shows the eigenvector for the
unstable phonon mode (324i cm−1 for the neutral case) at the
TS which is a superposition of both in-plane and out-of-plane
lattice vibrations.
C. Effect of carrier doping
We investigate the effect of carrier doping that can be
manipulated through applied gate voltage. Here we re-
main within the experimentally achieved limit of carrier
doping ∼ 1013 cm−2. [37] Though the pentagonal C–C
bond of V1(5|9) is contracted or elongated upon electron
or hole doping, respectively, the nature of strain field re-
mains unaffected with extra carriers and the overall mi-
gration mechanism remains the same. However, charge
doping strongly affects the activation barrier and we ob-
serve a few critical trends (Fig. 4). (i) The Eav increases
with both electron and hole doping, which appears to be
counter-intuitive and cannot be explained by the simple
change in the local pentagonal C–C bond. (ii) While elec-
tron doping substantially affects the Eav , hole doping has
a comparatively lesser effect. (iii) The qualitative trend
in Eav is non-monotonous and asymmetric for electron
and hole doping. Electron doping substantially increases
the Eav as much as by 68% to 1.21 eV for 1.89×1013 cm−2
density. Further electron doping does not alter the Eav ,
which is calculated to be 1.17 eV for 3.77×1013 cm−2
carrier density. Similarly, the Eav also increases due to
the hole doping, however, the increase is only moderate
in contrast to the electron doping. The Eav increases to
0.83 eV for 1.89×1013 cm−2 hole density, which changes
to 0.78 eV while the doping is doubled.
To explain these qualitative trends in Eav with car-
rier doping, we systematically investigate the structural,
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FIG. 5. Frequency evolution of the defect induced (a) in-plane and (b, c) out-of-plane phonon modes for the V1(5|9) vacancy
as a function of carrier doping. The corresponding eigenvectors are shown in the inset.The phonon modes shift to higher
frequencies with carrier doping, and the effect of electron doping is stronger. Hardening of these phonon modes result in a
commensurate increase in the corresponding activation barrier for a particular carrier type and concentration; and further
explains the observed trends in activation barrier with varying density (Figure 4).
electronic and phononic properties. The local bonding
picture fails to render a comprehensive understanding
of these observed trends, as the vacancy migration is
a complex and collective motion of many atoms enclos-
ing the vacancy center. Thus, we search for the low-
energy phonon modes that are responsible for the va-
cancy migration and investigate how the frequencies of
these modes change with carrier doping. We identify
three defect-induced low-energy phonon modes with fre-
quencies ranging from 380 to 675 cm−1 (Fig. 5). The
eigenvector for the in-plane phonon mode explicitly in-
dicates the characteristic signature of vacancy migration
[Fig. 5(a)]. The undercoordinated atom moves toward
the pentagonal ring and the atoms on the pentagonal
edge move apart simultaneously to accommodate it and
form a hexagon. The two out-of-plane phonon modes
[Fig. 5(b) and (c)] imply the necessary lattice relaxation
perpendicular to the graphene sheet during vacancy mi-
gration, which we have substantiated in the previous dis-
cussions.
We notice the frequencies ωp of these phonon modes in-
crease with carrier doping (Fig. 5). Similar phonon hard-
ening was observed experimentally for the C–C stretch-
ing G-mode due to both electron and hole doping real-
ized by varied applied gate voltage. [37] Moreover, in the
present case, the calculated ωp show similar qualitative
trends with varied carrier density as observed for the Eav
(Fig. 4). The increase in ωp is much higher for electron
doping compared to hole doping, and a further increase
in carrier concentration beyond 1.89×1013 cm−2 does not
change ωp much. Thus, hardening of these phonon modes
for both electron and hole doping leads to a commen-
surate increase in the calculated Eav , and explains the
qualitative trends.
The charge density distribution of the doped carrier
could also qualitatively explain the trend in Eav as a func-
tion of carrier concentration. Vacancy defect in graphene
lattice generates semi-localized pi and σ states, namely Vpi
1.89×1013 cm−2 3.77×1013 cm−2
(a) (b)
FIG. 6. The differential charge density ∆ρ(r) calculated be-
tween the neutral and the charge doped graphene, and shown
for different electron doping. The doped electron is semi-
localized at the V1(5|9) vacancy till 1.89×1013 cm−2, and be-
yond which the charge is mostly distributed over the bulk
pi-state. This picture qualitatively explains the trends in
phonon frequency with increasing electron doping and con-
current variation in activation barrier.
and Vσ, respectively. [11, 19, 20, 22, 66] Investigating the
density of states, we observe that the Dirac point shifts to
+310 meV compared to the Fermi level for the defected
graphene with a vacancy. Thus, graphene with single va-
cancy defect refers to an intrinsically hole doped system
with one hole. Further, the spin-split Vpi states prevail in
the vicinity of Fermi level. [19, 66]
In regard to this, we calculate the differential charge
density ∆ρ(r) between the neutral and charge doped
graphene with a single vacancy defect. The ∆ρ(r) deter-
mines the distribution of doped carriers, which is shown
for electron doping in Fig. 6. While the lattice is doped
with an electron, which corresponds to 1.89×1013 cm−2
density [Fig. 6(a)], the doped electron is semi-localized
at the V1(5|9) vacancy. Moreover, the defect induced
7Vpi state is populated, and the Fermi level coincides with
the Dirac point. Thus, the semi-localized doped electron
charge density distributed around the vacancy center in
Vpi state affects the low-energy phonon modes (Fig. 5)
that are responsible for vacancy diffusion. However, upon
further increase in the electron doping beyond 1.89×1013
cm−2, the charge is mostly distributed over the bulk pi-
state [Fig. 6(b)], and thus does not alter the responsi-
ble phonon modes further. This picture qualitatively ex-
plains the trends in Eav with increasing electron density
(Fig. 4). Likewise, the trend in Eav with increasing hole
doping could be qualitatively explained.
D. Quantum correction to the activation barrier
and diffusivity
The jump rate for vacancy diffusion in the classical
transition state theory, where the vibrational modes are
calculated within the harmonic approximation, is written
as, [67]
ΓhTSTc =
Πiν
I
i
ΠiνTSi
e−E
a
v/kBT ,
where νIi and ν
TS
i are the frequencies of harmonic vibra-
tional modes at the initial and saddle point, respectively.
While the calculated activation barrier is valid at the
high-temperature limit, the zero-point energy correction
to the classical barrier should be invoked at very low
temperatures, which can be written as,
δEav,zpe =
∑
i
hνTS
2
−
∑
i
hνI
2
.
At any intermediate temperature, the Wigner correction
and quantum tunneling should be considered. Below a
critical temperature, T ∗ = ~ν∗/2pikB , the quantum tun-
neling becomes important. Here, ν∗ is the magnitude of
the imaginary frequency for the unstable phonon mode
at the TS. For the neutral case, ν∗ is found to be 324
cm−1, which correspond to T ∗ ∼ 75 K. The calculated T ∗
monotonically changes with carrier doping and ranges be-
tween 70-86 K (Supplementary Information). [45] Above
this temperature, the Wigner correction is sufficient and
the effective barrier converges to the classical value at a
very high temperature. The Wigner correction is given
by, [68]
δEav,wig = −kBT ln
[
Πi sinh(x
I
i)/x
I
i
Πi sinh(xTSi )/x
TS
i
]
,
where xi = hνi/2kBT denotes the ratio of zero-point en-
ergy to the thermal energy for each vibrational mode.
Thus, the corrected activation barrier Eav,corr(T ) = E
a
v +
δEav,wig(T ), changes with temperature (Supplemental
Material), [45] while the Wigner correction is incorpo-
rated. At room temperature 300 K, the δEav,wig is esti-
mated to be about 70 meV. For example, the activation
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FIG. 7. Diffusivity Dv calculated with Wigner corrected acti-
vation barrier Eav (T) for neutral and carrier doped cases with
1.89×1013 cm−2 density. The diffusivity is substantially lower
for both electron and hole doping.
barrier for neutral vacancy decreases to 0.65 eV at 300
K compared to the classical barrier of 0.72 eV. Using
Eav,corr we estimate the diffusivity Dv for temperatures
T > 300 K (Figure 7), at which the quantum tunnel-
ing is not important. In two-dimension, Dv is given as,
Dv =
1
4a
′2Γ, where a′ is the jump distance 1.84 A˚ and
Γ is the jump rate. Due to the quantum Wigner correc-
tion, the Dv becomes one order of magnitude higher to
1.47×10−14 cm2/s at 300 K than the classical diffusivity
of 1.25×10−15 cm2/s (Supplemental Material). [45]
Carrier doping considerably slows down the vacancy
diffusion through a significant increase in the correspond-
ing activation barrier (Fig. 7). The corresponding Dv
decreases by a factor of exp(∆Eav/kBT ) with ∆E
a
v is
the increase in activation barrier under carrier doping.
For 1.89×1013 cm−2 electron doping, the diffusivity is
108 times smaller than the undoped case at 300 K (Fig-
ure 7). In contrast, hole doping lowers the calculated
Dv by two-orders of magnitude at the same density and
temperature. Thus, while Dv decreases for both electron
and hole doping, the dramatic drop in diffusivity under
electron doping will effectively freeze the vacancy and
restrict diffusion.
IV. SUMMARY
We investigate the dynamic Jahn-Teller distortion of
vacancy defect and concomitant diffusion mechanism
from the first-principles calculations. The discrepancy
between the present results on the dynamic Jahn-Teller
distortion and the experimental observations is explained
by the possible defect functionalization and charge trans-
fer between the graphene sheet and the dielectric TEM
8grid. These can hinder the observation of dynamic Jahn-
Teller distortion within the experimental time-scale. We
illustrate that the lattice relaxation perpendicular to the
graphene sheet, as well as the in-plane relaxation, are re-
markably important to predict the diffusion mechanism
accurately. While the Wigner correction to the classical
barrier is important to consider, the quantum tunneling
can be ignored above 100 K. Influence of the applied gate
voltage on the vacancy diffusion has been systematically
investigated through carrier doping. The substantial in-
crease in the activation barrier under different electron
and hole doping is explained through the hardening of
low-energy phonon modes that are responsible for va-
cancy diffusion. The qualitative trends in the activation
barrier are further explained by the differential charge
distribution of the doped carrier. The substantial de-
crease in diffusivity under carrier doping will necessarily
pin the vacancy, and any degradation that is mediated
by vacancy diffusion will be severely slowed down under
applied gate voltage.
Experimental investigation of vacancy diffusion in two-
dimension is a challenging task and the consistent inter-
pretation of the results are very complicated. Uninten-
tional defect functionalization and substrate effects will
alter lattice relaxation and may introduce charge dop-
ing, which will essentially play a significant role. Thus,
at present, the experimental attempt to quantify va-
cancy diffusion in graphene remains scarce. We hope the
present study will motivate further experimental efforts
and help interpret the results.
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