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Abstract
We study a problem of boundary stabilization of the vibrations of elastic structure governed by the
nonlinear integro-differential equation u′′ = (a2 +b ∫Ω |∇u|2 dx)Δu+f , in a bounded domain Ω in
Rn with a smooth boundary Γ , under mixed boundary conditions. To stabilize this system, we apply
a velocity feedback control only on a part of the boundary. We prove that the solution of such system
is stable subject to some restriction on the uncertain disturbing force f . We also estimate the total
energy of the system over any time interval [0, T ], with a tolerance level of the disturbances. Finally,
we establish the uniform decay of solution by a direct method, with an explicit form of exponential
energy decay estimate, when this disturbing force f is insignificant.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be a bounded, open, connected set in Rn (n  1) having a smooth boundary
Γ = ∂Ω , consisting of two parts Γ0 and Γ1 such that Γ¯0 ∪ Γ¯1 = Γ . Let x0 be an arbitrary
E-mail address: ganeshcgorain@yahoo.co.in.0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
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m(x) = x − x0, x ∈ Rn. (1)
We define the two disjoint open subsets Γ0 and Γ1 of Γ by
Γ0 =
{
x ∈ Γ : m(x) · ν(x) 0}, (2)
Γ1 =
{
x ∈ Γ : m(x) · ν(x) > 0}, (3)
where · denotes the scalar product in Rn and ν denotes the unit normal of Γ pointing
towards exterior of Ω . With (2) and (3) in view, we stipulate that Γ1 = ∅, since it is always
the case, if we choose x0 in the exterior of Ω .
Here we are concerned about the stability of the solution of the mathematical problem
governed by the nonlinear integro-differential equation
u′′ =
(
a2 + b
∫
Ω
|∇u|2 dx
)
Δu + f in Ω × (0,∞) (4)
subject to the mixed boundary conditions
u = 0 on Γ0 × (0,∞), (5)
∂u
∂ν
= −(m(x) · ν(x))u′ on Γ1 × (0,∞) (6)
and the initial conditions
u(x,0) = u0, u′(x,0) = u1 in Ω, (7)
where primes denote time derivatives, Δ the Laplacian in Rn taken in space variables and
a > 0, b > 0 are constant real numbers. The nonlinear function f (x, t) is the uncertain
input disturbance, that always comes into play in actual problems, however small it may
be. The boundary condition (6), earlier treated by Komornik and Zuazua [12], is a special
type velocity feedback on the boundary Γ1.
The mathematical theory of stabilization of distributed parameter system is currently
of interest in view of application to vibration control of various structural elements. The
question of energy decay estimates has earlier been studied by several authors (cf. Chen [5],
Komornik and Zuazua [12], Lagnese [14], Lasiecka and Tataru [15], Lions [18] and a list
of references therein) in the context of boundary stabilization of wave equation. The text-
book treatment of transverse vibrations of a flexible string, governed by the linear wave
equation, does not portray existence of whirling out of plane motion. The phenomenon
was first observed by Hunton as reported by Harrison [9]. The references to other subse-
quent experiments can be found in the book by Nayfeh and Mook [21]. The explanation
of the phenomenon lies in a nonlinear treatment of the problem. Long ago, the nonlinear
model like (4) for transverse vibrations confined to a plane was originally derived by Kirch-
hoff [11]. For treating nonlinear out of plane motion, Anand [1] derives it with u = (v,w),
the components (v,w) being in the perpendicular y and z directions. A systematic red-
erivation of it can also be found in Nayfeh and Mook [21].
Anand [2], Arosio and Spagnola [3], Gough [8] and several other authors referred to in
Nayfeh and Mook [21], have studied intensely the above problem in one space dimension
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values of the system. Later, Horn [10] discussed the exact controllability and stability of the
problem using a bending moment feedback on the boundary, and Shahruz [24] established
boundedness of the output displacement subject to a distributed viscous damping, in the
planar case. Recently, Gorain and Bose [7] treated the above problem with u = (v,w), to
obtain a uniform stability by means of an exponential energy decay estimate. Such estimate
has earlier been obtained by Gorain [6] for internally damped wave equation in a bounded
domain in Rn. Most of these studies have taken into consideration the same class of qua-
silinear vibration problems and their investigations have shown the ability to stabilize the
vibrations in the presence of some suitable distributed viscous damping.
In recent years, the case of n-dimensional quasilinear wave equation of Kirchhoff type
with a suitable nonlinear boundary dissipation was treated by Lasiecka and Ong [16].
Global existence, uniqueness and uniform decay of solution for such problem were in-
vestigated, subject to some restriction on the norms of the initial data. Later, the results
were extended in Lasiecka [17], where pure Neumann boundary condition was imposed.
These investigations disregard uncertain forces that come into play in actual cases. Viewed
in the context of recent developments, establishment of the stability results of different
types are thus sought for the generalized nonlinear Kirchhoff type wave equation, without
considering any distributed viscous damping.
We now proceed as in [7,16,24] by defining energy E(t) at time t , for every solution of
the system (4)–(7), by the functional
E(t) = 1
2
∫
Ω
[
(u′)2 + a2|∇u|2]dx + b
4
[∫
Ω
|∇u|2 dx
]2
for t  0. (8)
Taking time derivative of E(t) and using the governing equation (4), we obtain
E′(t) =
∫
Ω
[
u′
(
a2 + b
∫
Ω
|∇u|2 dx
)
Δu + a2(∇u · ∇u′)
]
dx +
∫
Ω
u′f dx
+ b
∫
Ω
|∇u|2 dx
∫
Ω
(∇u · ∇u′) dx.
Application of Green’s formula and then a simplification, give
E′(t) =
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ
u′ ∂u
∂ν
dΓ +
∫
Ω
u′f dx
= −
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ1
(m · ν)(u′)2 dΓ +
∫
Ω
u′f dx, (9)
where we have used the boundary conditions (5)–(6).
In the absence of any distributed input disturbance, that means, when f (x, t) ≡ 0, we
see from (9) that the energy E is a nonincreasing function of time and hence
E(t)E(0) for t  0, (10)
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E(0) = 1
2
∫
Ω
[
(u1)
2 + a2|∇u0|2
]
dx + b
4
[∫
Ω
|∇u0|2dx
]2
. (11)
The system (4)–(7) is well posed in the sense: if we set
H 1Γ0(Ω) =
{
u
∣∣ u ∈ H 1(Ω) and u = 0 on Γ0}, (12)
the subspace of the classical Sobolev space H 1(Ω) of real-valued functions of order one,
then for every initial data (u0, u1) ∈ H 1Γ0(Ω) × L2(Ω), the system (4)–(7) has a unique
solution (cf. [16,19,20,22,23]) satisfying
u ∈ C([0,∞);H 1Γ0(Ω))∩ C1([0,∞);L2(Ω)). (13)
To study stabilization of the system (4)–(7) due to the presence of the viscous boundary
feedback damping (6) on Γ1 together with the uncertain disturbance force f , we adopt
a direct method by constructing suitable functional related to the energy functional E,
without going through the literature of semigroup theory.
2. Stability results
To study bounded-input bounded-output stabilization of the system, we now introduce
two function spaces X2 and X∞ defined by
X2 =
{
f :Ω × (0,∞) → R
∣∣∣∣ sup
t∈(0,∞)
[∫
Ω
[
f (x, t)
]2
dx
]1/2
< ∞
}
, (14)
X∞ =
{
f :Ω × (0,∞) → R
∣∣∣ sup
t∈(0,∞)
sup
x∈Ω
∣∣f (x, t)∣∣< ∞} (15)
with
‖f ‖X2 = sup
t∈(0,∞)
[∫
Ω
[
f (x, t)
]2
dx
]1/2
and
‖f ‖X∞ = sup
t∈(0,∞)
sup
x∈Ω
∣∣f (x, t)∣∣. (16)
Clearly X∞ ⊂ X2, because L∞(Ω) ⊂ L2(Ω).
Taking into account the uncertain disturbing force f (x, t) in the system, that always
comes into play in actual problems, the system evolves from its initial state (u0, u1) to the
state (u,u′) at time t . The result of the boundedness output solution for the restriction of
the disturbing force f can be get from the following theorem.
Theorem 1. If u = u(x, t) is a solution of the system (4)–(7) with f ∈ X2, then u ∈ X∞
for every initial values (u0, u1) ∈ H 1 (Ω) × L2(Ω).Γ0
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from its initial value E(0), driven by the work done by the disturbing force f and the
dissipation due to the viscous feedback damping on the boundary Γ1. An upper bound of
the total energy as it evolves over any time interval [0, T ] for T > 0, is contained in the
following theorem.
Theorem 2. If u = u(x, t) is a solution of the system (4)–(7) corresponding to the initial
values (u0, u1) ∈ H 1Γ0(Ω) × L2(Ω), then for every T > 0,
T∫
0
E(t) dt  C0E(0) + γ
T∫
0
‖f ‖2
L2(Ω) dt, (17)
where the definite forms of positive constants C0, γ are expressed in (63) and
‖f ‖L2(Ω) =
[∫
Ω
[
f (x, t)
]2
dx
]1/2
. (18)
In an ideal case, when the uncertain disturbances are not important enough to merit
attention in the system, the energy of the system following (9) is dissipative due to the vis-
cous feedback damping on the boundary Γ1. So, naturally the question arises as to whether
this energy decays with time exponentially or not. An affirmative answer is contained in
the following theorem.
Theorem 3. Let u = u(x, t) be a solution of the system (4)–(7) with f ≡ 0 and (u0, u1) ∈
H 1Γ0(Ω) × L2(Ω). Then the solution tends to zero exponentially as t → +∞. In other
words, the energy E defined by (8) satisfies the result
E(t)Me−δtE(0), t  0, (19)
for some real constants M > 1 and δ > 0 defined later.
The theorems will be proved after some preliminary steps. First, we require the follow-
ing inequalities.
For any real number α > 0,
|u · v| 1
2
(
α|u|2 + |v|
2
α
)
. (20)
Let β and λ are the smallest positive constants satisfying∫
Ω
u2 dx  β
∫
Ω
|∇u|2 dx (21)
and ∫
Γ1
(m · ν)u2 dΓ  λ
∫
Ω
|∇u|2 dx (22)
for every u ∈ H 1 (Ω).Γ0
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easily from combination of the Poincaré inequality (21) with the trace inequality in H 1(Ω)
(cf. Aubin [4]). The constants β and λ depend only on Ω and eventually on x0, but not on
initial data (u0, u1).
Lemma 1. For every φ ∈ H 1(Ω),∫
Ω
[
2φ · (m · ∇)φ + n|φ|2]dx = ∫
Γ
(m · ν)|φ|2 dΓ. (23)
Proof. We have∫
Ω
[
2φ · (m · ∇)φ + n|φ|2]dx = ∫
Ω
[(
m · ∇|φ|2)+ n|φ|2]dx = ∫
Ω
div
(
m|φ|2)dx
=
∫
Γ
(m · ν)|φ|2 dΓ.
Hence the lemma. 
Lemma 2. If u = u(x, t) is a solution of the system (4)–(7), then the time derivative of the
functional ρ (cf. [6,7,12]) defined by
ρ(t) = 2
∫
Ω
u′(m · ∇u)dx + (n − 1)
∫
Ω
uu′ dx + 1
2
(n − 1)a2
∫
Γ1
(m · ν)u2 dΓ
(24)
satisfies the relation
ρ′(t)
(
1 + a2R20
)∫
Γ1
(m · ν)(u′)2 dΓ
+ b
[
R20 +
(n − 1)2λ
2(1 + p)
]∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)(u′)2 dΓ
− p
∫
Ω
(u′)2 dx + λ
2
0
4p
∫
Ω
f 2 dx + 2(p − 1)E(t) (25)
for t  0, where 0 < p < 1,
R0 = sup
x∈Ω
{∣∣m(x)∣∣} (26)
and
λ0 = 2R0 + (n − 1)
√
β
a
. (27)
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ρ′(t) =
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Ω
[
2(m · ∇u) + (n − 1)u]Δudx
+
∫
Ω
[
2u′(m · ∇u′) + (n − 1)(u′)2]dx + ∫
Ω
[
2(m · ∇u) + (n − 1)u]f dx
+ (n − 1)a2
∫
Γ1
(m · ν)uu′ dΓ. (28)
Applying Green’s formula, we get
ρ′(t) =
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ
[
2(m · ∇u) + (n − 1)u]∂u
∂ν
dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Ω
[
2∇(m · ∇u) + (n − 1)∇u] · ∇udx
+
∫
Ω
[
2u′(m · ∇u′) + (n − 1)(u′)2]dx + ∫
Ω
[
2(m · ∇u) + (n − 1)u]f dx
+ (n − 1)a2
∫
Γ1
(m · ν)uu′ dΓ. (29)
Using the boundary conditions (5)–(6), the relation (29) becomes
ρ′(t) = 2
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ0
(m · ∇u)∂u
∂ν
dΓ + (n − 1)a2
∫
Γ1
(m · ν)uu′ dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ1
[
2(m · ∇u) + (n − 1)u](m · ν)u′ dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Ω
[
2∇(m · ∇u) + (n − 1)∇u] · ∇udx
+
∫
Ω
[
2u′(m · ∇u′) + (n − 1)(u′)2]dx
+
∫
Ω
[
2(m · ∇u) + (n − 1)u]f dx. (30)
Since u = 0 on Γ0, therefore ∇u = ν ∂u∂ν and |∇u|2 = | ∂u∂ν |2 on Γ0. Using these and the
relation ∇(m · ∇u) = ∇u + (m · ∇)∇u, we have from (30) after a simplification
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(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ0
(m · ν)|∇u|2 dΓ − 2a2
∫
Γ1
(m · ∇u)(m · ν)u′ dΓ
− b
∫
Ω
|∇u|2 dx
∫
Γ1
[
2(m · ∇u) + (n − 1)u](m · ν)u′ dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Ω
[
2
(∇u · (m · ∇)∇u)+ (n + 1)|∇u|2]dx
+
∫
Ω
[
2u′(m · ∇u′) + (n − 1)(u′)2]dx + ∫
Ω
[
2(m · ∇u) + (n − 1)u]f dx
= 2
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ0
(m · ν)|∇u|2 dΓ
− 2
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ1
(m · ∇u)(m · ν)u′ dΓ
− (n − 1)b
∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)uu′ dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ
(m · ν)|∇u|2 dΓ +
∫
Γ
(m · ν)(u′)2 dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Ω
|∇u|2 dx −
∫
Ω
(u′)2 dx
+
∫
Ω
[
2(m · ∇u) + (n − 1)u]f dx (31)
in view of Lemma 1. Applying the boundary conditions (5)–(6), the above relation (31)
gives
ρ′(t)−2
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ1
(m · ν)(m · ∇u)u′ dΓ
− (n − 1)b
∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)uu′ dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ1
(m · ν)|∇u|2 dΓ +
∫
Γ1
(m · ν)(u′)2 dΓ
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(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Ω
|∇u|2 dx −
∫
Ω
(u′)2 dx
+
∫
Ω
[
2(m · ∇u) + (n − 1)u]f dx (32)
since (m · ν) 0 on Γ0. We now estimate the following:∣∣(m · ∇u)u′∣∣ 1
2
[|∇u|2 + R20(u′)2], (33)
|uu′| 1
2
[
1 + p
(n − 1)λu
2 + (n − 1)λ
1 + p (u
′)2
]
, (34)
∣∣(m · ∇u)f ∣∣ R0
2
[
λ0
2pa
f 2 + 2pa
λ0
|∇u|2
]
, (35)
|uf | 1
2
[
λ0
√
β
2pa
f 2 + 2pa
λ0
√
β
u2
]
, (36)
by the inequality (20). Introducing the inequalities (33)–(36) in (32), we have
ρ′(t)R20
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ1
(m · ν)(u′)2 dΓ
+ b(1 + p)
2λ
∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)u2 dΓ
+ b(n − 1)
2λ
2(1 + p)
∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)(u′)2 dΓ +
∫
Γ1
(m · ν)(u′)2 dΓ
−
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Ω
|∇u|2 dx −
∫
Ω
(u′)2 dx
+ 2pa
λ0
∫
Ω
[
R0|∇u|2 + (n − 1)2√β u
2
]
dx + λ0
2pa
[
R0 + (n − 1)
√
β
2
]∫
Ω
f 2 dx

(
1 + a2R20
)∫
Γ1
(m · ν)(u′)2 dΓ
+ b
[
R20 +
(n − 1)2λ
2(1 + p)
]∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)(u′)2 dΓ
+ b(p − 1)
2
(∫
Ω
|∇u|2 dx
)2
+ a2(p − 1)
∫
Ω
|∇u|2 dx
−
∫
(u′)2 dx + λ
2
0
4p
∫
f 2 dx, (37)Ω Ω
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We are now ready to establish the theorems. Proceeding as in Komornik [13], we intro-
duce an energy like functional V by
V (t) = E(t) + ερ(t) for t  0, (38)
where ε is a small but fixed real number defined in (48). Now, using inequalities (20)
and (21), we can write∣∣∣∣
∫
Ω
2u′(m · ∇u)dx
∣∣∣∣ R0a
∫
Ω
[
(u′)2 + a2|∇u|2]dx  2R0
a
E(t) (39)
and ∣∣∣∣
∫
Ω
uu′ dx
∣∣∣∣
√
β
2a
∫
Ω
[
(u′)2 + a
2
β
u2
]
dx 
√
β
a
E(t). (40)
Also, we have
0 a
2
2
∫
Γ1
(m · ν)u2 dΓ  λ
2
∫
Ω
a2|∇u|2 dx  λE(t) (41)
by the inequality (22). Thus the inequalities (39)–(41) yield for ρ (defined by (24)) that
estimates
−λ0E(t) ρ(t) λ1E(t) for t  0, (42)
where
λ1 = λ0 + (n − 1)λ. (43)
In view of (42), it follows from (38) that
(1 − λ0ε)E(t) V (t) (1 + λ1ε)E(t) for t  0, (44)
where
ε <
1
λ0
= a
2R0 + (n − 1)√β . (45)
It follows from (44) and (45) that V (t) 0 for t  0.
Next, differentiating (38) with respect to t , and using the expression (9) and Lemma 2,
we obtain
V ′(t)
[(
1 + a2R20
)
ε − a2] ∫
Γ1
(m · ν)(u′)2 dΓ
+ b
[(
R20 +
(n − 1)2λ
2(1 + p)
)
ε − 1
]∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)(u′)2 dΓ
− pε
∫
(u′)2 dx +
∫
u′f dx + λ
2
0ε
4p
∫
f 2 dx + 2(p − 1)εE(t). (46)Ω Ω Ω
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|u′f | 1
2
[
2pε(u′)2 + 1
2pε
f 2
]
. (47)
Since ε is small, we assume that
ε < ε0 = min
{
1
λ0
,
a2
1 + a2R20
,
2(1 + p)
2R20(1 + p) + (n − 1)2λ
}
. (48)
In view of (47) and (48), it follows from (46) that
V ′(t) + 2(1 − p)εE(t) 1
4p
(
λ20ε +
1
ε
)∫
Ω
f 2 dx for t  0. (49)
With the help of (44), the differential inequality (49) becomes
V ′(t) + μV (t) 1
4p
(
λ20ε +
1
ε
)
‖f ‖2
L2(Ω) for t  0, (50)
where
μ = 2(1 − p)ε
1 + λ1ε > 0. (51)
Multiplying (50) by eμt and integrating over the time interval [0, t], we obtain the esti-
mate
V (t) e−μt
[
V (0) + 1
4p
(
λ20ε +
1
ε
) t∫
0
‖f ‖2
L2(Ω)e
μτ dτ
]
for t  0. (52)
Invoking the inequality (44) again in (52), we finally obtain for t  0,
E(t) e
−μt
1 − λ0ε
[
(1 + λ1ε)E(0) + 14p
(
λ20ε +
1
ε
) t∫
0
‖f ‖2
L2(Ω)e
μτ dτ
]
, (53)
where E(0) is given by (11).
Proof of Theorem 1. Let f ∈ X2, so that ‖f ‖X2 = supt0 ‖f ‖L2(Ω) < ∞. Now, we have
from (53)
E(t) 1
1 − λ0ε
[
(1 + λ1ε)e−μtE(0) + 14p
(
λ20ε +
1
ε
)
‖f ‖2X2
t∫
0
e−μ(t−τ) dτ
]
.
(54)
Setting t − τ = θ , we obtain
E(t) 1
1 − λ0ε
[
(1 + λ1ε)e−μtE(0) + 14p
(
λ20ε +
1
ε
)
‖f ‖2X2
t∫
e−μθ dθ
]
0
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1 − λ0ε
[
(1 + λ1ε)e−μtE(0) + 14p
(
λ20ε +
1
ε
)
‖f ‖2X2
∞∫
0
e−μθ dθ
]
 1 + λ1ε
1 − λ0ε
[
E(0) + 1
8p(1 − p)
(
λ20 +
1
ε2
)
‖f ‖2X2
]
for t  0 (55)
with the help of (51). Hence,
sup
t0
E(t) < ∞ (56)
for every initial values (u0, u1) ∈ H 1Γ0(Ω) × L2(Ω) and f ∈ X2. Thus the energy of the
system is uniformly bounded function of time.
Again by the trace inequality (cf. Aubin [4]), there exists a constant K > 0 such that
|u|2 K a
2
2
∫
Ω
|∇u|2 dx (57)
for every u ∈ H 1Γ0(Ω). Thus in view of (8), we have from above∣∣u(x, t)∣∣2 KE(t) for every x ∈ Ω and t  0. (58)
Hence, ‖u‖2X∞ < ∞, in other words,
u ∈ X∞ (59)
for every initial values (u0, u1) ∈ H 1Γ0(Ω) × L2(Ω) and f ∈ X2. This proves Theo-
rem 1. 
Remark 2. This result shows that output solution u is X∞-bounded for every X2-bounded
input disturbance f . Consequently, the amplitude of vibrations remains bounded when the
amplitude of the disturbances is small. Hence, the system is bounded-input bounded-output
stable. Since, the first term of the right-hand side of (54) dies out with time, therefore, after
a long time the energy of the system will be mainly due to the disturbing force f .
Proof of Theorem 2. Integrating (53) over [0, T ] for T > 0, we obtain
T∫
0
E(t) dt
 1
1 − λ0ε
[
(1 + λ1ε)E(0)
T∫
0
e−μt dt + 1
4p
(
λ20ε +
1
ε
) T∫
0
e−μtF (t) dt
]
, (60)
where
F(t) =
t∫
‖f ‖2
L2(Ω)e
μτ dτ. (61)0
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T∫
0
E(t) dt  1 + λ1ε
1 − λ0ε
[
1 + λ1ε
2(1 − p)ε
(
1 − e−μT )E(0)
+ 1 + λ
2
0ε
2
8p(1 − p)ε2
(
F(0) − e−μT F (T ) +
T∫
0
e−μtF ′(t) dt
)]
. (62)
Since F(0) = 0 and F ′(t) = eμt‖f ‖2
L2(Ω)
, Theorem 2 follows immediately from above,
with
C0 = (1 + λ1ε)
2
2(1 − p)(1 − λ0ε)ε and γ =
(1 + λ1ε)(1 + λ20ε2)
8p(1 − p)(1 − λ0ε)ε2 .  (63)
Remark 3. Theorem 2 can be restated as follows: If u = u(x, t) is a solution of the sys-
tem (4)–(7) with f ∈ L2(0, T ;H 0(Ω)), then the solution u ∈ L2(0, T ;H 1Γ0(Ω)) for every
initial values (u0, u1) ∈ H 1Γ0(Ω) × L2(Ω). The term γ appearing in Theorem 2 may be
defined as the tolerance factor of the disturbing force f on the total energy over the time
interval [0, T ]. The positive constants C0 and γ appearing in the above result are indepen-
dent of T .
Remark 4. It is clear from above that Theorem 2 holds, even if T → +∞ and in this case,
we have
∞∫
0
E(t) dt  C0E(0) + γ
∞∫
0
‖f ‖2
L2(Ω) dt (64)
for every initial values (u0, u1) ∈ H 1Γ0(Ω) × L2(Ω) with the same tolerance factor γ of
the disturbance on the total energy.
Proof of Theorem 3. In particular, when the disturbing force f is not taken into consid-
eration in the mathematical equation (4), the time derivative of the energy of the system,
following (9) yields
E′(t) = −
(
a2 + b
∫
Ω
|∇u|2 dx
)∫
Γ1
(m · ν)(u′)2 dΓ  0 for t  0. (65)
Therefore, the energy E of the system is a nonincreasing function of time and the system
is thus nonenergy conserving. In this case, since f ≡ 0, the positive fractional constant p
pales into insignificance in the above discussion. Therefore, we can get rid of p for this
discussion. The time derivative of ρ(t) in Lemma 2, will then satisfy
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∫
Γ1
(m · ν)(u′)2 dΓ
+ b
[
R20 +
(n − 1)2λ
2
]∫
Ω
|∇u|2 dx
∫
Γ1
(m · ν)(u′)2 dΓ for t  0 (66)
and the differential inequality (49) reduces to
V ′(t) + 2εE(t) 0 for t  0, (67)
where
ε < ε1 = min
{
a
2R0 + (n − 1)√β ,
a2
1 + a2R20
,
2
2R20 + (n − 1)2λ
}
. (68)
Invoking the inequality (44) in the above relation (67), we get
V ′(t) + δV (t) 0 for t  0, (69)
where
δ = 2ε
1 + λ1ε > 0. (70)
Integrating (69) over the time interval [0, t], we obtain
V (t) e−δtV (0) for t  0. (71)
Utilizing the inequality (44) again in (71), we finally obtain the result (19), where
M = 1 + λ1ε
1 − λ0ε > 1. (72)
Hence the theorem. 
Remark 5. The uniform exponential stability result can be obtained directly by putting
f = 0 in the relation (53). In this case, the exponential decay rate of energy would be μ
which is less than δ. Thus the exponential decay rate δ is a stronger energy decay rate of
the system.
Remark 6. The result of Theorem 3 shows that the solution of the system decays uniformly
exponentially with time and u(x, t) → 0 as t → +∞ for every (u0, u1) ∈ H 1Γ0(Ω) ×
L2(Ω). As the system is uniformly stable, it is controllable in particular, from an arbi-
trary initial state to a desired final state. Again, since dδ
dε
= 2
(1+λ1ε)2 > 0, the exponential
decay rate δ of energy as a function of ε (given by (70)) will be maximum for the largest
admissible value of ε, whose upper bound is ε1 defined in (68). Properties of the decay
rate is restricted by the lack of explicit knowledge in general, of the parameters β and λ
appearing in the expression.
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This study deals with boundary stabilization of the vibrations of elastic systems modeled
by the Kirchhoff type nonlinear integro-differential equation in a bounded domain in Rn.
We have established the boundedness of the output solution subject to the boundedness of
the input disturbance in terms of suitable norms. We also estimate the total energy of the
system over any time interval with a tolerance level of the input disturbances. Moreover,
an explicit form of exponential energy decay rate is achieved by a direct method for the
solution of the system, without having to introduce any distributed viscous damping, un-
der the assumption that the uncertain disturbing forces are insignificant. Our investigation
here, has covered the various boundary stability results in n-dimensional space, model-
ing the nonlinear vibrations of Kirchhoff type wave equation, from mathematical point of
view. Study of nonlinear vibrations assumes significance in analyzing slender structural
elements capable of withstanding finite deformations. This work is motivated by such con-
siderations.
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