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Современный мир с каждым днем неотвратимо приближается к моменту 
своего перехода к максимально технологизированному обществу.  «Точку, в 
которой наши старые модели придётся отбросить, где воцарится новая ре-
альность», принято называть технологической сингулярностью (термин ввел 
в научный оборот американский писатель-фантаст, профессор математики В. 
Виндж в 1993 г.).  
 Первоначальное значение термина «сингулярность» никоим образом не 
было связано с исследованиями в области искусственного интеллекта, это 
понятие было сугубо астрофизическим, а затем перешло в математику: «Со-
стояние нашей Вселенной в определённый момент времени в прошлом, когда 
плотность энергии, материи и кривизна пространства-времени были очень 
велики – порядка планковских значений – физическая сингулярность, или 
даже бесконечны – математическая сингулярность». Сегодня под технологи-
ческой сингулярностью ученые понимают кардинальное изменение нашего 
привычного мира, связанное с повсеместным распространением искусствен-
ного интеллекта и его заметным превосходством над человеческим. 
Технологическая сингулярность, по мнению В. Винджа, должна насту-
пить в промежутке между 2005 и 2030 гг.  К этому событию с неизбежностью 
приведет создание искусственного интеллекта, развитие компьютерно-
технологических сетей, а также бесконечное и быстротечное ускорение тех-
нического развития мира. Однако, философы и программисты продолжают 
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вести споры о том, когда же все-таки можно будет с уверенностью говорить о 
наступлении сингулярности или хотя бы о возможности ее спрогнозировать.  
Считается, что сингулярность предполагает создание машинами, уже со-
творенными человеком, новых машин, превосходящих как человеческий ин-
теллект, так и интеллект своих искусственных создателей, таким образом, 
наличие искусственного интеллекта как минимум третьего поколения счита-
ется началом эпохи сингулярности. На мой взгляд, технологическая сингу-
лярность уже наступила, если принимать во внимание тот факт, что естест-
венный, человеческий  интеллект, не рукотворное произведение, а продукт 
природы, т.е. интеллект, созданный кем-то или чем-то и запрограммирован-
ный на определенные действия. Таким образом, человеческий интеллект, с 
некоторой долей неточности,  можно приравнять к искусственному интел-
лекту, и тогда созданные человечеством машины и компьютеры будут имен-
но этим третьим поколением сверхразумных машин, наличием которых в 
обществе и детерминируется наступление сингулярности.  
На данный момент мы находимся в ситуации выбора: продолжать жить 
так, будто сингулярность еще не вступила в наш мир и вступит еще не скоро, 
или же осознать достаточно заметные изменения в структуре общества и на-
править свои силы на выработку нового мировоззрения. Одной из самых 
важных проблем при разработке теории сингулярности (и искусственного 
интеллекта в частности) является проблема существования человека в новом 
сингулярном обществе. Чаще всего она предстает в виде поиска ответа на 
вопрос «будет ли порабощен человеческий интеллект сверхразумным».  
С моей точки зрения будущему человечества ничего не угрожает, если 
правильно воспринимать цель создания искусственного интеллекта. Опреде-
ление, которое дает Д.В. Смолин, абсолютно точно отражает  специфику этой 
цели: «искусственный интеллект – это самообучающийся инструмент, усили-
вающий деятельность человека по генерации и принятию решений». Слепое 
моделирование естественного интеллекта не должно становиться главной 
задачей при создании машин; необходимо учитывать тот факт, что машина 
должна сотрудничать с человеком, а не вытеснять и полностью заменять его 
в различных сферах деятельности. Если диалог между человеком и искусст-
венным разумом станет неотъемлемой частью при создании и функциониро-
вании сверхразумных машин, то вероятность неконтролируемых действий со 
стороны последних будет сведена к минимуму.  
Когда общество поймет, что акцент на «актуальности совместной дея-
тельности человека и машины» должен занять главенствующее место при 
решении вопросов, касающихся нашего будущего существования на Земле, 
тогда станет возможным разговор о переходе в сингулярный мир. Ведь толь-
ко тогда, когда ученые в своих работах поставят главы о философском ос-
мыслении последствий создания искусственного интеллекта впереди всех 
остальных глав, посвященных самому процессу создания и программирова-
ния многозадачных систем, можно будет избежать печальных результатов 
человеческих изобретений. Разработка же сначала машин, а затем рефлексия 
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о том, что негуманного и катастрофически необратимого они способны сде-
лать, бессмысленна и непродуктивна. 
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Широкое распространение практики этической кодификации в современ-
ной культуре неизменно сопровождается критикой, акцентирующей внима-
ние на ее «декоративности» и низкой функциональности. На первый взгляд, 
истоки подобного отношения очевидны: неумелое создание и необоснован-
ное внедрение кодексов в жизнь зачастую полностью нивелирует их созида-
тельный потенциал. Однако можно говорить и об иных предпосылках возни-
кающих противоречий: трансформация субстанциальных основ социальности 
сопровождается превращением общества из подчиненного объекта в субъект 
нормативно-ценностной самоорганизации, для которого жесткая иерархич-
ность кодекса является неприемлемой. Данный тезис позволяет ряду иссле-
дователей утверждать, что наступает кризис этики, а этический кодекс, как 
некая система универсальных принципов, способная упрочить положение 
человека в реальности, уходит в прошлое. Но одновременно он может рас-
сматриваться как констатация факта, что в новых условиях сама природа 
этического кодекса подвергается глубинным изменениям. Попытаемся обос-
новать вторую позицию. 
С точки зрения философии, этический кодекс представляет собой объек-
тивацию глубинного пласта культуры, связывающего трансцендентальную и 
эмпирическую сферы бытия. С одной стороны он формируется за счет ресур-
сов «жизненного мира», с другой – создает новые модели поведения. То есть 
изменение духа эпохи оказывает непосредственное влияние на природу ко-
дексов: на смену традиционности и рациональности, составлявшим их базис 
в прежние исторические периоды, приходит коммуникативность, которая 
представляет собой принцип организации поведения и деятельности индиви-
да в условиях социальности, устроенной десубстанциально, то есть лишен-
ной базовых основ, соединяющих ее в единую устойчивую структуру. Онто-
