We study residential demand for electricity and gas, working with nationwide household-level data that cover recent years, namely [1997][1998][1999][2000][2001][2002][2003][2004][2005][2006][2007]. Our dataset is a mixed panel/multi-year crosssections of dwellings/households in the 50 largest metropolitan areas in the United States as of 2008. To our knowledge, this is the most comprehensive set of data for examining household residential energy usage at the national level, containing the broadest geographical coverage, and with the longest longitudinal component (up to 6 observations per dwelling).
Introduction
In the United States and in other developed countries, buildings account for over 40% of total annual energy use. Despite many recent policies that either mandate or promote energy efficiency among residential energy users, 1 Recently, there has been considerable debate in academic and policy circles as to whether retail energy prices, including those charged to the residential sector, will increase or decrease as a result of deregulation (Fabrizio et al., 2007 , Showalter, 2007a ,b, Carlson and Loomis, 2008 , establishment of emissions trading markets (e.g., Frondel et al., 2008 , Burtraw et al., 2002 , Smale et al., 2006 , and imposition of renewable portfolio standards, which is usually done at the state level (Fischer 2010) . More stringent environmental regulations on emissions and pollutants from power plants (e.g., nitrogen and sulfur oxides, and mercury) and tightened ambient air quality standards are also expected to increase cost of energy to consumers.
U.S. residential energy demand has grown over the last three decades, and projections suggest that it will continue to do so for the foreseeable future (EIA, 2010) . 2 1 The American Recovery and Reinvestment Act (the Stimulus Bill) of 2009, for instance, allocated some $27.2 Billion for energy efficiency and renewable energy R&D. Yet, despite many cost-effective opportunities for energy efficiency improvement, projects often go unpursued. In principle, were homeowners aware of the future energy savings, they would spontaneously undertake energy efficiency investments in their homes. In practice, consumers and homeowners have often been observed to pass up opportunities to make energy-efficiency investments. Possible explanations for the so-called "energy paradox" (Jaffe and Stavins, 1994) include liquidity constraints, limited information, uncertainty about future energy prices (Hassett and Metcalf, 1993) , high rates of intertemporal preferences, disbelief in engineering estimates of the cost savings themselves (Metcalf and Hassett, 1999) , and institutional disincentives (see Golove and Eto, 1996) . 2 Financing costs from investments to electricity transmission and distribution infrastructure, volatility and rising scarcity in feedstocks such as coal, propane, natural gas, and petroleum, and the establishment of a price on carbon, are all possible mechanisms which would increase the price of energy [Basheda et al. (2006) ].
For the purpose of forecasting demand and planning for generation, transmission and distribution capacity, and for energy policy purposes, it is important to measure the responsiveness of residential energy demand to the prices of electricity and gas, the two major sources of residential energy in the U.S. Earlier research has examined household demand for energy and its responsiveness to price, but these analyses i) used old data (Quigley and Rubinfeld, 1989, Metcalf and Hassett, 1999) , ii) are restricted to limited geographical areas (e.g., Garcia-Cerrutti, 2000; Reiss and Weiss, 2005) , so that it is difficult to extrapolate their results to other areas with different climates, housing stock and electricity suppliers, or iii) were based on cross-sections or extremely short panels of data (with a maximum of two observations per household) (e.g., Metcalf and Hassett, 1999) , and did not fully address issues of unobserved heterogeneity and endogeneity. In some cases, responsiveness to price was inferred from supply shocks so severe and geographically circumscribed (e.g., Bushnell and Mansur, 2005; Reiss and White, 2008) as to render them inapplicable for broader areas and more gradual price changes.
For these reasons, in this paper we wish to ask three research questions. First, what are the (nationwide) price elasticities of residential electricity and gas demand? Second, is such responsiveness sensitive to equipment and energy choices that are not easily reversed (e.g., using gas or electricity for heating or cooling)? Third, how does household income influence demand and the price elasticities?
To answer our research questions we have assembled a large and comprehensive dataset that documents energy usage data for over 69,000 dwellings (74,000 households) in the United
States. Specifically, we have household utility bills as reported in six nationwide waves of the American Housing Survey (AHS: 1997 (AHS: , 1999 (AHS: , 2001 (AHS: , 2003 (AHS: , 2005 (AHS: , and 2007 ) plus three metro-area waves of the same survey (2002, 2004 and 2007). 3 Attention is focused to single-family homes and duplexes, and to electricity and gas consumption. We merge these data with electric and gas utility company data (including price and demand-side management policies), and climate data. Since the dataset has a longer longitudinal component than any previous nationwide household-level study on these issues, we are able to control for aspects of, and any changes in, the household, the housing unit, and the energy prices faced by that household. We estimate static and dynamic models, with and without controls for the current stock of appliances.
Our dataset is a panel that follows dwellings (not households) in the 50 largest metropolitan areas in the U.S. as of 2008 (54 cities) in the even years of this decade, augmented with cross-sectional observations from the metro surveys (2002, 2004 and 2007) . The AHS contains extensive information about the structural characteristics of the dwelling, renovations and retrofits, utility bills, fuels used, appliances and heating/cooling systems, and socio-demographic and economic circumstances of the occupants.
One important feature of our work is that we can control for unobserved heterogeneity in a number of different ways. We use dwelling-specific fixed effects (a natural candidate given the sampling frame of the AHS), but we also experiment with dwelling-household fixed effects, and city-specific fixed effects. The latter give us a good sense of how electricity and gas usage vary with the size and age of the home, and with income (for which there is wide variation across homes, but not much at all within homes or households).
Briefly, we find that electricity use is responsive to the price of electricity (with an elasticity that ranges from -0.67 to -0.86) and increases with the price of gas, indicating that the latter is a substitute for electricity. The demand for gas is only slightly less responsive, with own-price elasticities ranging from -0.565 to -0.693. The elasticities are highest in the models with city-specific effects, and lowest in the models with dwelling-specific effects, but stay within a limited range. (Accounting for unobserved heterogeneity reduces the elasticities by 15% to 32% relative to a model that does not include any effects at all, where the own price elasticity of electricity demand is -1.)
The price elasticities are stable across specifications, and similar for homes with electric and gas heat. Our checks suggest that the effect of mismeasuring energy prices is small. The price elasticities are slightly higher among the poorest households (those that fall in the bottom 25% of the distribution of household income in our sample), and decline monotonically with income, but in practice this effect is not important. Our dynamic models produce short-run own-price elasticities equal to -0.736 and -0.572 for electricity and gas, respectively. Their longrun counterparts are -0.814 and -0.647, respectively. These figures are virtually unchanged whether or not we control for difficult-to-reverse choices of heating/cooling technologies.
In sum, we exploit a nationwide sample with unprecedented detail and breadth of coverage to study residential energy consumption in the United States since 1997. In contrast to previous studies, we find strong responsiveness to energy prices, both in the short and long term, and across homes with electric or gas heating, or air conditioning. These findings are robust to state, city, dwelling, and dwelling-family fixed effects, and different price formulations employed to correct for measurement error.
The remainder of the paper is organized as follows. We offer a brief literature review in section 2. We describe the models and econometric issues in Section 3 and the data in Section 4.
Section 5 presents the results, and Section 6 offers concluding remarks.
Previous Literature

A. Response of Energy Use to Price
Knowing the responsiveness of energy demand to the price allows analysts to predict the effects of price changes or policies that result in price changes-for example, taxes on carbon emissions, or mandates on the share of renewable energy. Earlier research has produced a wide range of estimates of the price elasticity of demand in the residential sector, possibly because of the diverse types of data used (time-series, cross-sections and panel), level of geographical and jurisdictional aggregation (local, state, or national), extent of the observed variation in price, and time periods covered. Dergiades and Tsoulfidis (2008) use annual data for the U.S. from 1965 to 2006, and estimate the short-(long-) run own-price elasticity of residential electricity consumption to be -0.386 (-1.06). Coefficients are assumed to be constant across locales and over the study period, despite a time span of 41 years. Using a similar time series to study average consumer behavior, Kamerschen and Porter (2004) employ a simultaneous equations approach with aggregate annual U.S. energy data from 1973 to 1998, and obtain likewise high elasticities that range from -0.94 to -0.85. Bernstein and Griffin (2005) use a panel of state-level data covering 1997-2004, and estimate that during that period the short-run (long-run) own-price elasticity of electricity demand is -0.243 (-0.32). They conclude that these elasticities are similar to the ones estimated in studies 20 years earlier. Paul et al. (2008) use monthly price and electricity demand data at the state level for 1990-2006, but allow for the price elasticity of demand to vary across regions.
They find, after averaging across locales, that the own price elasticity is -0.13 in the short run and -0.36 in the long run, and conclude that the demand is inelastic. Alberini and Filippini (2010) likewise focus on annual state-level data in the U.S. from 1995 to 2007, but attempt to get consistent estimates of the long-run elasticity by using a bias correct "within" estimator (Kiviet, 1995) and the Blundell-Bond (1998) approach. The short-run own price elasticities of electricity range from -0.15 to -0.08, and their long-run counterparts range from -0.78 to -0.44. Hsing (1994) estimates the own-price elasticity of electricity demand in five Southern states to be -0.24 in the short run and -0.54 in the long run. Garcia-Cerutti (2000) uses countylevel data from 44 California counties for 1983-1997 and random-coefficient models to examine both electricity and gas demand. The own-price elasticity of electricity demand is -0.17 in the short run and -0.19 in the long run, with significant variation between counties. Natural gas is concluded to be a complement of, rather than a substitute to, electricity.
Studies that have focused on household-level data have likewise found a wide range of price elasticities. Quigley and Rubinfeld (1989) use a cross-section from the 1980 American Housing Survey and unit price data from the Bureau of Labor and Statistics, and find evidence of low elasticity of energy demand (-0.1 in the short run). Metcalf and Hassett (1999 ) use the 1984 , 1987 and 1990 waves of the Department of Energy's Residential Energy Consumption Survey to examine insulation investments by homeowners, and find price elasticities of electricity ranging from -0.73 to -1.16 for that households that use electricity for space heating, whereas those who use gas for space heating are not sensitive to the price of electricity. Bernard et al. (2010) have multi-year cross-section data about electricity and gas consumption and prices in Quebec from [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] , and their analysis is based on constructing pseudo-panels, i.e., relatively similar groups for which the relevant variables are the group averages.
4 Reasons for focusing on Quebec households include the facts that electricity is inexpensive and in large supply, and households rely heavily on electric heat, despite the extremely cold climate. Bernard et al. estimate the short-run and long-run elasticity to be -0.51
and -1.32, respectively, and conclude that electricity and natural gas are substitutes.
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One concern when examining the responsiveness of electricity use with respect to price is that the data contain sufficient price variation. Such variation is usually attained by selecting a broad geographic area and/or a sufficient long period of time. In some cases, identification is made possible by abrupt changes in prices due to supply conditions. Reiss and White (2008) and Bushnell and Mansur (2005) Attention has also been paid to the possible heterogeneity in the response to electricity rates across households, depending on age, race and ethnicity. Poyer and Williams (1993) examine whether electricity demand is different for different ethnicities and races, and find that while the demand is inelastic for all groups, blacks appear to be more sensitive to short-run price variations than Hispanics and whites. Based on discrete/continuous models of appliance choice and energy use, Liao and Chang (2002) find that the elderly require more natural gas and 4 The groups are the 27 potential cohorts obtained by forming all of the possible combinations of the 9 administrative regions and 3 house size classes. Two cohorts were collapsed together with others because of too few observations. 5 Studies outside of North America tend to be produce price elasticity ranges similar to those for North America. Nesbakken (1999) focuses on the choice of heating and residential energy consumption in Norway, reporting that short-and long-term price elasticities (in the range of -0.33 to -0.66) are remarkably stable across the 1990-1995 period, with the only exception of 1993. In contrast to other papers, responsiveness to price is more pronounced at higher levels of income. Meier and Rehdanz (2010) use a 15-year panel of residential heating expenditures in Great Britain. Using a log-linear specification with year and regional effects, they obtain gas price elasticities between -0.4 and -0.49, which fall in the range of -0.2 to -0.57 from the comparable literature. They obtain different elasticities for homeowners and renters. Leth-Petersen and Togeby (2001) find much lower price elasticities in heating fuels (on the order of -0.1) based on a panel dataset from Denmark and a conditional logit fixed-effect model. fuel oil but less electricity, the demand for space heating increases as the elderly get older, and the demand for energy for heating water decreases with age.
B. Which Price?
Standard economic theory posits that what matters in the household's energy demand is marginal price. If price is constant with respect to quantity and there is no fixed fee, the marginal price is constant and equal to the average price. In practice, this is seldom the case. For starters, many utilities charge a fixed fee in each billing period on top of the metered amount, which makes the marginal and average price per unit of energy different. Moreover, most utilities apply (increasing) block pricing schemes, which result in marginal prices that depend on the quantity consumed, but do not vary smoothly with it. The budget constraint will be piecewise linear, and for all households not at the beginning of the first block of consumption, the marginal and the average price will, clearly, be different. Even more important, marginal block price and consumption are simultaneously determined (Burtless and Hausman, 1978) .
In the presence of block pricing, which should be entered in the econometric model of consumption-marginal or average price? Howe and Linaweaver (1967) argue that the relevant variable is marginal block price. Taylor (1975) and Nordin (1976) For lack of exact information about the block rates faced by the consumers, however, many studies (including Metcalf and Hassett, 1999 , and ourselves, as we explain below) are forced to use average price. This is reasonable in light of much evidence that households respond to the average, rather than marginal, price. Shin (1985) argues that households will respond to average price, which is easily calculated from the electricity bill, rather than to actual block marginal price, which is costly to determine, and develops an empirical strategy for testing this conjecture.
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When the average price is computed from the consumer's bill divided by quantity, as is the case in RECS, it is endogenous with quantity. In our case, as we explain below, we impute each household the average price per unit of electricity or gas charged by the utilities in the area.
This measure of price is exogenous to the household, but is affected by measurement error. We discuss this issue in section 3.C below. An additional concern is whether usage decisions depend on the price in the current (billing) period, on that of earlier periods, or a moving average of the prices of recent periods (Poyer and Williams, 1993) . For good measure, in what follows we experiment with current price, as well as price of the previous period.
Borenstein (2008, 2009 ) likewise finds that consumers respond to an average price, rather than marginal price or expected marginal price.
The Models and Econometric Estimation Issues
A. Two Models of Residential Energy Demand
Individuals and households do not derive utility directly from energy: They demand electricity and gas because they use them to produce goods (e.g., a warm home, meals, lighting, etc.) that enter as arguments in their utility function. Standard economic theory posits that the demand for energy at the residential level depends on energy prices, the prices of other goods, income, and other characteristics of the household (see Deaton and Muellbauer, 1980) .
In this paper, we focus on the demand for gas and electricity, because they are the most important fuels used by households in the U.S. Electricity is used by virtually 100% of the households, and gas serves 60% of the households. Fuel oil (7% of the households), LPG
(1.5%) and kerosene (1.5%) are less important.
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We estimate two sets of models. In the first set, our regression equations are variants of the static energy demand model:
where j=E, G for electricity and gas, respectively, i denotes the dwelling, and t denotes the time period. Q is consumption, P denotes price, and the coefficients on the log prices are the shortterm own-and cross-price elasticities.
Vectors x and z are dwelling and household characteristics thought to influence the consumption of energy. Vector x includes weather, size and age of the home, heating and cooling equipment dummies, and appliances. For example, a house heated only with an electric heater would have a higher electricity demand than an identical home with gas heat. Household characteristics (z) include the number and age of occupants, income, the presence of children or elderly persons, and a homeownership dummy. Equation (1) includes year effects (the τs), and is easily amended to include dwelling or city-specific effects to account for unobserved heterogeneity.
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It is of interest to assess how consumption changes if individuals are allowed to adjust their stock of appliances and make energy efficiency and conservation investments. A partialadjustment model (Houthakker, 1980) lets individuals adjust their stock of appliances and energy-efficiency investments. This model assumes that the change in log actual demand between any two periods ( t−1 and t ) is only some fraction (λ) of the difference between log actual demand in period t−1 and the log of the long-run equilibrium demand in period t,
) ln (ln ln ln
where 0<λ<1. The dwelling subscript i is omitted to avoid clutter. This implies that given an optimum, but unobservable, level of energy consumption, demand only gradually converges towards that optimum level between any two time periods.
Assume that desired energy use (for example, desired electricity consumption) can be expressed as
, where η and θ are the long-term elasticities with respect to the price of the electricity and that of gas, and X is a vector of variables influencing demand for energy, including income, climate, characteristics of the stock of housing, income, etc. On inserting this expression into (2), we get (3) 1 1 ln ln ln ln ln ln
On re-arranging and appending an econometric error term, we obtain the regression equation:
Equation (4) shows that the short-run elasticities are the regression coefficients on the log prices, whereas the long-run elasticities can be computed by dividing these short-run elasticities (i.e., the coefficients on the log prices) by the estimate of λ. In turn, the latter is easily obtained as 1 minus the coefficient on ln 1
B. Estimation of the Dynamic Model
We wish to estimate the partial adjustment model (equation (4)) with fixed, dwellingspecific effects. One concern with this specification is that the lagged dependent variable in the right-hand side may be serially correlated and hence correlated with the error term, which makes the LSDV and GLS estimators biased and inconsistent, since estimator. An alternative approach is to first-difference the data, thus swiping out the statespecific effects:
where w denotes all exogenous regressors in the right-hand side of equation (4) (Anderson and Hsiao, 1982) . Arellano and Bond (1991) point out that the latter approach is inefficient and argue that additional instruments can be obtained by exploiting the orthogonality conditions that exist between the lagged values of t i y , and the disturbances. The Arellano-Bond procedure is a generalized method of moments (GMM) estimator that is implemented in two steps. In practice, the Arellano-Bond estimator has been shown to be biased in small samples, and the bias increases with the number of instruments and orthogonality conditions. Moreover, Arellano and Bond (1991) show that the asymptotic approximation of the standard errors of their two-step GMM estimator is biased downwards, and they, as well as Judson and Owen (1999) , find that the one-step estimator outperforms the two-step estimator.
Under the additional assumption of quasi-stationarity of t i y , ,
is uncorrelated with it ε , and Blundell and Bond (1998) suggest a "system" GMM estimation where one stacks the model in the levels and in the first differences, imposes the cross-equation restriction that the coefficients entering in the two models be the same, and uses the full set of instruments (corresponding to the full set of orthogonality conditions for both models). Blundell and Bond report that in simulation the "system" GMM estimator is more efficient and stable than the Arellano-Bond procedure. This is the approach we adopt for the partial adjustment model.
C. Mismeasured Prices
As we explain in more detail in section 4, in this study the price of energy is measured with an error, because we do not know the exact price(s) faced by the household and impute the average price paid by residential customers in that area.
Standard econometric theory shows when a regressor is mismeasured, and the measurement error is classical, the estimated regression coefficient is downward biased (Greene, 2008, page 325-326) . In our case, we must keep in mind that the mismeasured price enters in the construction of the dependent variable as well as in the right-hand side of the model as a regressor. Omitting for simplicity all other regressors and the cross price, we estimate the regression equation:
Where subscript i denotes the dwelling A is the utility bill at time t, Equation (6) can be re-written as 
, where plim denotes the probability limit, and variances and covariances are computed using the deviations from the dwelling means. Clearly, 1 β underestimates the true 1 β , and so, since β is negative and β = -1, the price elasticity will be overstated (i.e., the absolute value of the estimated coefficient will be greater than | | β ).
Equation (7) also shows that the price elasticity is the negative of the coefficient on ln CPI. Unfortunately, this coefficient is estimated consistently using LSDV only if ln CPI is uncorrelated with the log price of electricity, or (as shown in expressions (9)-(10) below), β=-1.
In our case, ln CPI is positively correlated with the log price of electricity (correlation coefficient 0.37), and β is likely different from -1, and so the bias induced by the measurement error on price is propagated to the coefficient on ln CPI. For large samples, (1) directly, and with those from equation (7).
The Sample and the Data
In addition to data provided by individual utilities for their service territories (e.g., Borenstein, 2008 Borenstein, , 2009 or otherwise geographically circumscribed areas (e.g., Shin, 1985; Garcia-Cerrutti, 2000, Bushnell and Mansur, 2005) , earlier research has used the Department of Energy's Residential Energy Consumption Survey to examine energy use patterns at the household level (e.g., Hassett, 1999, Reiss and White, 2005) . Despite its national coverage, we were dissatisfied with this dataset, because it does not lend itself to panel data modeling (the length of the longitudinal component is at most 2), and the geographical identification is at too coarse a level to link each household with the relevant utilities (or to state-level or local policies or incentives).
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For these reasons, we assembled a large and comprehensive dataset that merged several sources of data. We use the American Housing Survey, a longitudinal study conducted by the Department of Housing and Urban Development where the cross-sectional units are dwellings
(not households). The AHS contains extensive information about the structural characteristics of the dwelling, renovations and retrofits, home ownership and its financial aspects (mortgages, maintenance costs, etc.), appliances and heating/cooling systems, socio-demographic and economic circumstances of the occupants, and their assessment of the quality of the home and the neighborhood.
We focus on "national" survey AHS data for 1997, 1999, 2001, 2003, 2005, and 2007, which means that we can follow homes for up to T=6 periods. We augment this sample with observations from the AHS "metro" included in our study. These locations should ensure considerable variation in climate, age of the stock of housing and construction materials (which may affect efficiency of space heating and cooling), and utility prices. Our sample is restricted to single-family homes and duplexes. We further restrict attention to homes that are owner-occupied or occupied by a tenant, and where these persons actually are responsible for paying the utility bills.
14 These criteria yielded a sample size of 120,333 observations. We deleted observations where i) the home was occupied as a residence for only part of the year, ii) the utility bills had been imputed using "hot deck" procedures, iii)
the square footage (which should be an important determinant of energy usage) had been imputed using "hot deck" procedures, and/or iv) large and implausible changes in size where observed from one time period to the next.
15 Table 2 displays the distribution of this final sample by city. 14 In other words, we exclude tenants where the utilities are included in the rent. Incentives to save on utilities may be different in this case. 15 Specifically, we excluded observations with a change in the amount of energy or gas used that changed by more than 500% from one period to the next, while at the same time no renovation in the home and no square foot change was reported. Homes that experienced a change in square footage of more than 1000% from one period to the next, or with a change in square footage of more than 100% without a reported renovation to the home, were also discarded. 
B. Energy Consumption and Utilities' Rates
The AHS reports the average monthly utility bill (and annual payments on heating oil fuel for those households that use heating oil) in the survey year, but does not report the electricity or gas tariffs, nor the actual energy consumption (in kilowatt-hours [kWh] or thousand cubic feet [MCF]).
We must therefore construct consumption by taking the bills and dividing them by unit price. Unfortunately, the names of the utilities and the rate structure are not identified in the AHS either, so we were forced to impute average tariffs per KWh and cubic foot of gas for each dwelling in a number of ways.
For each metropolitan area, we identified the relevant gas and electric utilities using the listings provided by the state public utility commission, and a variety of on-line city services.
We also consulted the list of counties covered by each utility, as documented in the EIA 861 forms database. We obtained utility-level price information from the Energy Information Agency (EIA) 861 forms (for electricity) and EIA 176 forms (for gas), which the utilities are required to file every year with the agency. Next, if the area was supplied by a single utility, we computed the average price per kWh (MCF) as the utility's annual revenue from sales to residential customers divided by the kWhs (MCFs) sold to residential customers.
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If the area was supplied by more than one utility, we first computed the average price charged by each of them in the aforementioned fashion, and then constructed three alternative measures of price to use in our regressions. One, which we dub "residential price 1," is a weighted average of each utility's average tariff per KWh, where the weights are proportional to the utility's customer base. The next, which we dub "residential price 2," is also a weighted average, with weights assigned to represent the utility's dominance of the market. 17 The final constructed price ("residential price 3") is a simple average of the individual utilities' average tariffs.
18
We use the prices of electricity and gas in two ways. First, we use them to create the dependent variables in our regressions: Consumption of electricity and gas are obtained as the amount on the bill divided by (nominal) price. Second, (real) prices enter in the right-hand side of the demand equations.
We followed a similar approach for gas utilities.
We note here that, technically speaking, these average prices are not necessarily equal to the prices faced by the households. The majority of the utilities apply block pricing, but with such a geographically broad sample and such a long study period, it would be unfeasible to obtain the block pricing schemes used by each utility in each period. The only remaining econometric concern is that the price we use in our regression is measured with error. With our model and data construction, as explained in section 3.C, this would make the household demand appear to be more elastic than it truly is.
We display descriptive statistics about prices and energy use in table 4. Attention is restricted to the "price 1" variables because the others were very close to them.
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17 If a utility dominates the market completely, despite the nominal existence of other utilities, that utility received a weight of ones and the others weights equal to zero. If two utilities were perceived to share the market in the area in a relatively equitable fashion, we assigned weights of 0.5 to each.
Every home is served by electricity, and, as shown in table 4, on average our households use about 930
KWh per month. This is in line with nationwide estimates collected by the Department of Energy using a dedicated survey (RECS). Just over three-quarters of the sample (76.6%) use natural gas as well, and almost 88% of such natural-gas connected households use gas heat. In a typical month, gas usage is 7.27 MCF.
18 Clearly, if there is a single utility, residential price 1, 2 and 3 are all identical. 19 The correlation coefficients between the "price 1" variables and the others were generally higher than 0.97.
Over the study period, the average price of electricity is about 11 cents per kWh (2007$). We found, however, evidence of considerable variation across states. The state with the lowest prices is Indiana (about 6.8 cents per kWh on average over the study period) and that with the highest prices is New York, where a kWh averaged almost 18 cents over the study period ( Since we exploit the longitudinal feature of our data, it is important to check the extent of the variation in prices across and within units. In what follows, the units are the dwellings.
We computed the total variation of real electricity prices and of log real electricity prices, and found that in each case the variation within dwellings accounted for only 4% of the total variation. 20 20 Our measure of variation is the sum of square deviations from the grand mean.
Gas prices are more variable over time: the "within" dwelling variation accounts for about 14% of total variation in real gas prices, and 15% of the total variation for log real gas prices.
C. Other Key Regressors
The weather is an important determinant of energy use. We computed heating and cooling degree-days (HDDs and CDDs) in the year prior to the date of the AHS survey using the T3 Global Summaries of the Day from NOAA's National Climatic Data Center. We matched each metro area with the T3 monitors in that area, computed the average of the mean temperatures for each day of the year prior to the date of the survey, created the HDD (CDD)
for that day as 65°F minus the average temperature (average temperature minus 65°F), and Despite removing observations with imputed square footage and implausible changes in square footage from one survey wave to the next, our sample does contain some observations with extremely small and extremely large values for size and the number of floors, so in our regressions we further restrict attention to homes no smaller than 400 square feet and no larger than 10,000. We also delete from the usable sample homes with more than 4 floors (single family homes are unlikely to have 5 or more floors).
Descriptive statistics for this cleaned sample are reported in the bottom panel of table 5.
The average square footage, house age and number of rooms are virtually unchanged. We note that a value of zero for the age of the house is correct: it means that the home was built in the same year of the survey. (The AHS does add new dwellings to mirror the stock of housing and new constructions. Homes with age 0 account for less than 1% of the sample.)
We report descriptive statistics about heating and cooling equipment, as well as appliances that use energy, in Turning to appliances, virtually all homes have a fridge, almost 72% a dishwasher, 32%
use gas-powered clothes dryers, and a little more than half of the sample has an electric stove. 21 The average household size is 2.8, 31% of the sample has small children, 22% has at least one person aged 65 or older living in this house, and almost 84% owns the home. 
Results
A. Static Models
Results for several specifications of the static model (see equation 1) are reported in table 10 for log electricity consumption, and in table 11 for log gas consumption. The runs differ for the type of effects we include to account for unobserved heterogeneity.
We choose to report results for fixed city-, dwelling-and dwelling-family specific effects. We include city-specific effects because 1) the coefficients on most regressors are similar to those from a random effects model with dwelling-specific effects (estimated using GLS), 2) it stands to reason that homes and residents might share similar unobservable characteristics as other homes and residents in the same metro area, 3) we do not lose the observations with T=1, and 4) we are able to assess the impact on consumption of factors that vary widely across locales (e.g., home size, income, etc.) but little within a house over time.
Fixed dwelling effects are a natural candidate, since the AHS follows a dwelling over time, while dwelling-family effects allow for unobservable heterogeneity to depend on the household as well as the home.
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Starting with table 10, most of the coefficients are significant and have the expected sign. Importantly, column (A)-the results of a model with city-specific effects-shows that the elasticity of electricity use with respect to the price of electricity is -0.860, and the crosselasticity with respect to the price of gas is positive and equal to 0.117, indicating that the two are substitutes.
We prefer fixed effects because Hausman tests indicate that if the unobserved heterogeneity is modeled using random effects, these are correlated with the included regressors, which makes the GLS estimates inconsistent. For good measure, the standard errors are clustered at the city level (in specifications with city effects) or at the dwelling level (in specifications with dwelling and dwelling-household effects).
23
Consumption of electricity increases by 22% for every 10% increase in the square footage of the home, is 16% higher if the home has air conditioning, and about 15% higher if the home is heated using electricity. Dishwashers and electrical stoves increase usage by 8% and 7%, respectively (not displayed in the table). F tests reject the null hypotheses that heating/cooling systems are jointly equal to zero (F statistic = 37.65, p value less than 0.0001) 22 The fixed effects also account for any selection of households into cities or homes. 23 It is useful to compare these figures with their counterparts in an OLS regression that ignores unobserved heterogeneity. The own price elasticity when the city effects are suppressed is -1. Adding state effects (but no city effects) makes it -0.894.
and that the appliances are not associated with electricity consumption (F statistic = 38.05, p value less than 0.0001).
The income elasticity of electricity consumption is only about 0.02. One reason for such a low elasticity might be the fact that income is highly correlated with characteristics of the home, such as the size, the number of floors, and the presence of certain appliances. Once we removed these from the specification, income elasticity of electricity usage increased to almost 0.05.
Column (B) presents the results of a FE specification where the cross-sectional units are the homes. The own price elasticity is lower (-0.667), as expected, but the cross-price elasticity is slightly stronger. As expected, the coefficients on most other variables are much smaller than their counterparts in the city-specific effects specification, because these variables rarely change within a home over time. In column (C), we present the results of a model with dwellinghousehold specific effects. They are similar to those in column (B), with slightly stronger ownand cross-price elasticities.
In the gas equation, columns (A)-(C) of table 11 show that the own price elasticity ranges from -0.693 (city-specific effects) to -0.565 (dwelling-specific effects). The model with dwelling-household effects produces a price elasticity of -0.577. The cross-price elasticity is positive (0.150) and indicates that gas and electricity are substitutes in the model with cityspecific effects (column (A)), but turns insignificant when we use dwelling-specific effects, and negative and insignificant in the model with dwelling-family effects.
The model with city-specific effects indicates that gas usage increases by 19% for every 10 percentage point increase in the square footage of the home, and is about 24% larger in homes with gas heating systems. The impact of these variables is small and statistically insignificant in the variants with dwelling-and dwelling-household effects.
B. Robustness checks
Our first order of business is to examine the size of the potential bias due to measurement errors in the prices of electricity and gas. To see if such a bias is severe, we began with regressions where the sample is restricted to metro areas served by one utility. We argue that the measurement error due to our price imputation procedure is smaller in single-utility areas. For electricity usage, the results of these runs are reported in columns (D) and (E) of table 10 for the models with dwelling-specific effects and dwelling-family effects. Similar models for gas usage are displayed in columns (D) and (E) of table 11. Clearly, the own-price elasticities are very close (and slightly higher than) to their counterparts in columns (B) and (C).
Next, we estimated a log kWh model with fixed dwelling-specific effects, the regressors as in table 10, and log electricity price (but no gas price). If we do not instrument for electricity price, the own price elasticity is -0.6794. When we instrument for log electricity price using the log of the state average prices of electricity and gas as the identifying instruments, the coefficient on log price is -.67907.
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Finally, we estimated a model similar to equation (7), namely one where the dependent variable is log electricity bill, the right-hand side includes fixed dwelling-specific effects, all
Using log state-level electricity price as the only identifying instrument produces an own price elasticity of electricity demand of -0.6584, while replacing that with the first lag of log price of electricity in the metro area yields an elasticity of -0.6108.
other controls, the log of nominal electricity price and the log of the CPI (but no gas price). The coefficient on log nominal electricity price is 0.3223 and that on log CPI is 0.5981. The corresponding estimates of the elasticity with respect to the price of electricity are -0.6777 and -0.5891 (from the coefficient on log price and log CPI, respectively). Although we argue in section 3.C that these are both likely to overstate the true elasticity, they are within 10-15% of the original estimates and of the IV estimates of the price elasticity, suggesting that the impact of measurement error is modest.
Observers sometimes speculate that high price elasticities might be capturing the effect of conservation and energy efficiency installations made possible by the utilities' DSM initiatives.
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To check if consumption depends on current or recent prices, we also estimated models similar to the ones shown in tables 10 and 11, but where we further included lagged prices. We found that i) the coefficients on contemporaneous price were strongly significant and similar to their counterparts in table 10 and 11, and ii) the coefficients on lagged prices were very small in magnitude and insignificant at the conventional levels. This is unsurprising if we recall that the "previous period" is usually two years prior to the current observations. We would expect people to react to changes in recent billing periods, and billing periods are usually one month (see Reiss and White, 2008) .
We do have the DSM expenditure per customer by the electrical utilities that serve any given metro area, and, indeed, it is indeed positively correlated with electricity price (correlation coefficient 0.28). However, when we add DSM expenditure per customer (in real terms) in the right-hand side of the log KWh model, the coefficient on log electricity price is virtually unchanged (-0.657). 25 We are grateful to Mark Jacobsen, personal communication, 2010, for raising this issue.
To make that our results are not driven by outliers, we experimented with trimming the sample, e.g., we excluded the observations in the bottom and top 1%, 2.5%, etc. of the distribution of kWhs and MCFs. The elasticities and most other coefficients remained virtually the same as those in tables 10 and 11.
In columns (F) and (G) of tables 10 and 11, we report regression results for the subsamples with electric heat and gas heat. We report only the results for the models with cityspecific effects for the sake of brevity, but the same qualitative results hold for the models with dwelling-and dwelling-households effects (although the magnitude of the coefficients is slightly smaller). In contrast to earlier literature (Metcalf and Hassett, 1999; Reiss and White, 2005) , we find households with electric heating systems are actually less responsive to the price of electricity than households that use gas heat. Households with gas heat are slightly more sensitive to the price of gas than households that use electric heat.
However, Wald tests of the null that the elasticities are the same across the two groups fail to reject the null. For example, if attention is restricted to the equations in columns (F) and (G) of table 10, the Wald statistic of the null of identical own price elasticities is only 1.13 (pvalue 0.29).
The Wald statistics are even smaller in runs with fixed dwelling (or dwelling-household) effects. One possible explanation for this is that the sample size is rather uneven across the groups of homes served with electric and gas heat. The number of observations with electric heat is 23542, but drops to 8416 when only true "panels" are used. This is only about 8% of the total sample. The resulting increase in variance may help explain the lack of significant differences across the two subsamples.
Finally, we estimated models where we allow the responsiveness to energy prices to vary with the quartile of the income distribution that the household falls in. We find that the responsiveness to prices is a bit higher in the first quartile, and declines monotonically by quartile. For example, the elasticity of electricity consumption with respect to electricity price is -0.681 among households in the first income quartile, -0.673 among those in the second quartile, -0.663 among those in the third, and -0.645 among those in the fourth. An F test of the null that these elasticities are all identical rejects the null at the 1% level or better (F statistic=15.96, pvalue less than 0.0001).
C. Dynamic Models and Models with Investments.
Turning to the partial adjustment model, we report results based on the Blundell-Bond estimation procedure in table 12. Column (A) shows that the short-run own price elasticity of electricity consumption is -0.736, and the long-run one is -0.814, while the short-run cross-price elasticity (with respect to gas) is 0.265, and the long-run one is 0.293. For gas consumption, shown in column (C), the short-run own price elasticity is -0.572 and the long-run one is -0.647.
The price of electricity is not significant in the gas equations. These equations include controls for the heating and cooling system, and we interpret them to imply adjustment when the current heating and cooling technology is considered irreversible.
In specifications (B) and (D) for electricity and gas, respectively, we exclude heating, cooling, and appliance dummies from the regression and interpret the result to apply when the choice of heating and cooling technology is reversible. It has been argued that durable goods and heating and cooling equipment are variable in the long-run, hence these specifications should result in a more pronounced response to energy prices. In fact, we do find slightly elevated price elasticities, but the differences are minor, on the order of 2% for electricity regressions, and 6% for gas regressions. 
Discussion and Conclusions
The price elasticity of residential energy demand is an important input into assessments of the effects of energy policies and demand forecasts. In this paper, we have focused on the residential demand for electricity and gas, working with nationwide household-level data and covering recent years, namely 1997-2007.
There are reasons to suspect that earlier estimates based on a similar approach but old data may no longer apply because of well-documented recent trends towards larger homes, more efficient but more numerous appliances, and more extensive use of air conditioning, which drives up energy consumption during the summer (EIA, 2010).
With more recent estimates based on abrupt changes in prices due to supply conditions in geographically limited areas, it is unclear whether they are appropriate nationwide. Matters are further complicated by the deregulation of the utilities sector and expectations about future price changes.
To address these external validity limitations, we assembled a mixed panel/multi-year cross-sectional dataset of households in the 50 largest metropolitan areas in the United States as of 2008. Our dataset documents utility bills, heating and cooling systems and appliances, and dwelling and household characteristics for over 69,000 dwellings (over 74,000 households) from 1997 to 2007, for a total of over 98,000 observations. These data are taken from the American Housing Survey. We merged this dataset with utility prices and heating and cooling degree-days at the metro area level. To our knowledge, this is the most comprehensive set of data for examining household residential energy usage at the national level, containing the broadest geographical coverage, and with the longest longitudinal component (max T=6).
Another important feature of our data is that we can control for unobserved heterogeneity in a variety of ways. City-specific fixed effects exploit the variation in prices, dwelling characteristics, and state and local policies between observations, while dwellingspecific and dwelling-household effects rely on variation of prices, weather, and other local characteristics over time. We estimate static and dynamic models under alternate assumptions about the difficulty of reversing a home's heating and cooling system.
We find strong household response to energy prices, both in the short and long term.
From the static models, we get estimates of the own price elasticity of electricity demand in the -0.860 to -0.667 range, while the own price elasticity of gas demand is -0.693 to -0.566. Contrary to earlier literature (Metcalf and Hassett, 1999; Reiss and White, 2005) , we find no evidence of significantly different elasticities across households with electric and gas heat. The dynamic models produce estimates similar estimates, with short-run (long-run) own-price elasticity of demand of -0.736 (-0.814) for electricity and -0.572 (-0.647) for gas.
These results are in sharp contrast with much of the literature on residential energy consumption in the United States, and with the figures used in current government agency practice. In its Annual Energy Outlook, for example, the Energy Information Agency (EIA)
historically employed a short-term price elasticity of -0.15 for non-electric energy. In their 2010
report, EIA adopts an electric elasticity of -0.30 in anticipation of improved consumer awareness resulting from recent smart grid projects. Our results suggest that price elasticities are likely more pronounced than that. Moreover, they suggest that there might be considerable potential for policies which affect energy price than may have been previously appreciated. We leave it to future research to explore how people respond to changing energy prices-through http://www.eia.doe.gov/oiaf/aeo/assumption/residential.html and EIA (2010) energy efficiency investments, changing the stock of appliances, or merely changing conservation practices.
