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LOGNORMAL MIXTURE SHADOW FADING MODEL
AND APPLICATIONS
SUMMARY
Modeling the variations in the local mean received power, the shadow fading is a
relatively understudied effect in the literature. The inaccuracy of the universally
accepted lognormal model is shown in many works. However, proposing other
statistical distributions, such as Gamma and Weibull, that are not stemmed from the
natural underlying physical process, can not provide sufficient insights. Conceding
the physical process of multiple reflections generating the lognormal distribution, in
this thesis a generalised mixture model is proposed that can address the inaccuracies
observed with a single lognormal distribution.
In order to show that the lognormal mixture model can be used under any shadow
fading condition, it is proven that an arbitrary probability density function can
accurately be represented by a mixture of lognormal random variables.
One of the main issues associated with mixture models is the determination of the
mixture components. Here, two solutions are investigated; a Dirichlet process mixture
based estimation technique that can provide the optimum number of components,
and an expectation maximization algorithm based technique for a more practical
implementation.
The proposed lognormal mixture shadow fading model and existing different shadow
fading models like lognormal, Gamma and Weibull are compared by using two real-life
empirical datasets. The accuracy of the mixture model is verified with both confidence
based and error vector norm based techniques.
Concluding the thesis, the analysis associated with outage and cellular coverage
probabilities are provided. Gamma, Weibull, lognormal, and the proposed lognormal
mixture distributions for shadow fading model are investigated to determine outage
and cellular coverage probabilities both empirically and theoretically. With the help
of both theoretical and empirical results, it is verified that better fitting shadow fading
models yield more realistic estimates.
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LOGNORMAL KARIS¸IMI GÖLGELEME MODELI˙
VE UYGULAMALARI
ÖZET
Alınan gücün ortalama deg˘erinin etrafındaki deg˘is¸imlerin yani gölgeleme etkisinin
modellenmesi literatürde görece olarak az aras¸tırılmıs¸ bir konudur. Gölgeleme
etkisinin evrensel kabul gören modeli, deg˘is¸imlerin lognormal rastlantı deg˘is¸keni
olarak modellendig˘i lognormal gölgeleme modelidir. Ancak bu modelin eksiklig˘i
birçok çalıs¸mada gösterilmis¸tir. Örnek olarak, kentsel mikrohücre ve makrohücre
ölçümleri lognormal rastlantı deg˘is¸keni olus¸turmak için gerekli sönümlemeye sahip
olmayabilirler. Ayrıca varolan lognormal gölgeleme modeline göre standart sapma
deg˘eri alıcı-verici mesafesi arttıkça artması gerekirken birçok çalıs¸ma gölgeleme
etkisinin standart sapma deg˘erinin mesafeden bag˘ımsız oldug˘unu ifade etmis¸tir. Bu
eksiklikler varolan lognormal gölgeleme etkisi modelini geçersiz kılmaz ama bu
modelin her zaman mükemmel sonuç vermeyeceg˘ini gösterir. Bu yüzden Gamma
ve Weibull gibi deg˘is¸ik rastlantı deg˘is¸kenine sahip çes¸itli gölgeleme modelleri de
önerilmis¸tir. Bu modellerin olus¸turulmasında sistem performans metrikleri için kapalı
denklem çözümleri sunmaları önemli rol oynasa da bu modellerin olus¸umu fiziksel
süreçlere bag˘lı deg˘ildir ve teorik olarak önerilen modellerin fiziksel süreçlere bag˘lı
olması oldukça önemlidir.
Çoklu yansımaların lognormal dag˘ılımı olus¸turdug˘unun kabulü altında, bu tezde
tekli lognormal dag˘ılımın yetersizlig˘ini çözmek amacıyla gölgeleme etkisi için
genelles¸tirilmis¸ lognormal karıs¸ımı gölgeleme modeli önerilmis¸tir. Karıs¸ım modelleri
makine ög˘renmesinde sınıflandırma, olasılık yog˘unluk fonksiyonu kestirimi ve imge
bölütleme gibi birçok çalıs¸ma alanında kullanılmaktadır. Bu çalıs¸mada önerilen
lognormal karıs¸ımı gölgeleme modeli sayesinde gölgeleme etkisinin daha dog˘ru
modelleneceg˘i iddia edilmis¸tir. Ayrıca gölgeleme etkisinin daha dog˘ru modellemenin
daha dog˘ru (gerçeg˘e uygun) performans deg˘erleri vereceg˘i hizmet kesilme olasılıg˘ı ve
hücresel kapsama alanı olasılıg˘ı analizleri kanıtlanmıs¸tır.
Önerilen lognormal karıs¸ım modelinin her gölgeleme etkisi kos¸ulunda kullanılabile-
ceg˘ini göstermek amacıyla, herhangi bir olasılık yog˘unluk fonksiyonunun lognormal
rastlantı deg˘is¸kenleri karıs¸ımı s¸eklinde modellenebileceg˘i gösterilmis¸tir.
Karıs¸ım modelleri ile ilgili önemli konulardan biri de karıs¸ım modelini olus¸turan
dag˘ılımların parametrelerinin bulunmasıdır. Bu çalıs¸mada parametrelerin kestirimi
için Dirichlet karıs¸ım süreci (Dirichlet process mixture-DPM) ve beklenti maksimiza-
syonu (expectation maximization-EM) algoritmaları kullanılmıs¸tır.
DPM algoritması, optimum biles¸en sayısının bulunmasına dayanan bir tekniktir. DPM
modelini bu çalıs¸mada kullanabilmek için deg˘is¸kenlerin aynı mesafe deg˘erlerinde
deg˘is¸iklik göstermesi beklenmektedir. Bu çalıs¸mada alınan güç deg˘erleri aynı
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mesafe deg˘erlerinde farklılık göstermektedir ve birbirlerinden bag˘ımsız oldukları
ispatlanmıs¸tır. Dolayısıyla DPM modelinin karıs¸ım biles¸enlerinin parametrelerinin
kestiriminde kullanılması uygundur. EM algoritması ise uygulanması DPM modeline
göre daha kolay olan bir yöntemdir. EM algoritması beklenti adımı (E-adım) ve
maksimize adımı (M-adım) olmak üzere iki adımdan olus¸an iteratif bir yöntemdir. Her
iterasyonda, öncelikle E-adım ile bas¸layarak her veri noktası için herhangi bir biles¸enin
üyesine ait olma olasılıkları bulunur, daha sonra M-adım ile her sınıfın olasılık dag˘ılımı
fonksiyonuna ait parametre deg˘erleri üretilir. Kabul edilebilir hata oranına yaklas¸ınca
veya maksimum iterasyon sayısına ulas¸ıncaya kadar iterasyon devam eder.
Önerilen lognormal karıs¸ımı gölgeleme modeli ile varolan lognormal, Gamma,
Weibull gölgeleme modelleri iki ölçümsel veri seti kullanılarak kars¸ılas¸tırılmıs¸tır. Veri
Seti I kentsel makrohücre ortamında olus¸turulmus¸tur. GSM 900 bandında I˙stanbul
Teknik Üniversite kampüsünde bulunan bir baz istasyonu kullanılarak alınan güç
deg˘erleri kaydedilmis¸tir. Veri setinin olus¸turulmasında 940.51 Mhz frekansında 5
ayrı sabit ölçüm mesafesi kullanılarak toplamda 10000’in üzerinde alınan güç deg˘eri
kullanılmıs¸tır. Ölçüm alınan baz istasyonunun boyu 6 metredir. Veri Seti II de
kentsel makrohücre ortamında olus¸turulmus¸ bir veri setidir. Almanya’da Ilmenau s¸ehir
merkezinde LTE bandında ölçüm yapılmıs¸tır. 3 farklı baz istasyonundan 26250 görüs¸
alanında olmayan ve 5391 görüs¸ alanında olan alınan güç deg˘erleri kullanılmıs¸tır.
Her iki veri seti için de kars¸ılıklı ilinti fonksiyonları yardımıyla veri setindeki her
alınan güç deg˘erinin birbirinden bag˘ımsız oldug˘u gösterilmis¸tir. Ayrıca mesafeye bag˘lı
alınan güç saçılma grafig˘i de olus¸turulmus¸tur. Bu çalıs¸mada kullanılan iki veri setinin
de gölgeleme etkisinin incelenmesi için uygun oldug˘u kars¸ılıklı ilinti analizleriyle ve
referanslarla belirtilmis¸tir.
Önerilen lognormal karıs¸ımı gölgeleme modeli histogramının ve dig˘er aday
modellerin histogramının gerçek verinin histogramına uyumlug˘unu belirlemek için
Kolmogorov-Smirnov (K-S) uyum kalitesi testi kullanılmıs¸tır. Olus¸turulan histogram
ile eldeki verinin histogramını hata metrikleri ile kars¸ılas¸tırabilmek için bu testin
yapılması gerekmektedir. K-S uyum kalitesi testi sonuçlarına göre olus¸turulan tüm
lognormal karıs¸ımı modellerinin ve dig˘er aday modellerin (lognormal, Gamma,
Weibull) histogramının gerçek histograma uyumlu oldug˘u gösterilmis¸tir. Önerilen
lognormal karıs¸ımı gölgeleme modelinin gerçek veriye uygunluk derecesi ortalama
bag˘ıl fark (mean relative difference-MRD), ag˘ırlıklandırılmıs¸ ortalama bag˘ıl fark
(weighted mean relative difference-WMRD) ve KL uyumsuzluk hata metrikleri
kullanılarak var olan lognormal, Gamma ve Weibull gölgeleme modelleri ile
kars¸ılas¸tırılmıs¸tır. Literatürde sıklıkla kullanılan bu hata metrikleri, kestirilen olasılık
yog˘unluk fonksiyonu ile eldeki verinin olasılık yog˘unluk fonksiyonu arasındaki farkı
ölçmek için kullanılır. Bahsedilen hata metrikleri yardımıyla önerilen lognormal
karıs¸ımı gölgeleme modelinin eldeki veriye uygunlug˘unun var olan dig˘er lognormal,
Gamma ve Weibull gölgeleme modellerinden daha fazla oldug˘u dog˘rulanmıs¸tır.
Tez çalıs¸masının son bölümünde, hizmet kesilme olasılıg˘ı (pout) ve hücresel kapsama
alanı olasılıg˘ı (C(φ)) analizleri incelenmis¸tir. pout ve C(φ) performansları gölgeleme
etkisinin dag˘ılımının özellig˘inden dog˘ruca etkilenmektedir. Önerilen lognormal
karıs¸ımı gölgeleme modeli için hizmet pout ve (C(φ))’nın matematiksel ifadeleri
türetilmis¸tir. Ayrıca lognormal, Gamma ve Weibull modelleri için pout ve C(φ)
xxii
matematiksel denklemleri ifade edilmis¸tir. Olus¸turulan teorik ifadeler benzetim
sonuçları ile kars¸ılas¸tırılmıs¸tır.
Veri Seti I ve Veri Seti II yardımıyla olus¸turulan benzetim sonuçlarına göre önerilen
lognormal karıs¸ımı gölgeleme modeli dig˘er modellere göre gerçeg˘e çok daha yakın
pout ve C(φ) deg˘erleri vermektedir. Ayrıca teorik olus¸turulan modeller benzetim
sonuçları ile uyus¸maktadır. pout ve C(φ) analizlerinin yapılmasının amacı gölgeleme
etkisini daha dog˘ru modellemenin daha gerçekçi performans sonuçları vereceg˘ini
göstermektir.
xxiii
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1. INTRODUCTION
In order to design and manage high data rate wireless communication networks,
more accurate prediction of the received signal power is crucial. To determine this
received signal power, we need to take three multiplicative factors about the wireless
channel into account; the path loss, small scale (microscopic) fading and large scale
(macroscopic or shadow) fading. The change in the average received power level
related to the distance between the transmitter and the receiver is referred to as path
loss. The widely accepted path loss model is the log-distance model, 10nlog(d), where
n is the so called path loss exponent and d is the distance between the transmitter
and the receiver [1, 2]. Range of n is typically shown to be around 2− 12 [1, 3].
The small scale fading effect results from the multi-path channel, and has been
extensively studied in the literature with well established models such as Rayleigh,
Ricean, Nakagami-q (Hoyt) and Nakagami-m channels [4]. As the third factor, the
large scale fading has a fundamental role in wireless communication network design.
Network’s performance (such as outage probability and average data transmission rate)
are planned according to the average received power levels, that are directly effected
by the shadow fading characteristics. The lognormal like distributions are observed
due to multiplication of large number of random attenuating factors. However, shadow
fading, representing the variations in the local mean received power, is a surprisingly
understudied phenomenon.
Shadow fading is first studied in [5], where Egli empirically demonstrated the
compliance of the lognormal distribution over a small sector. Following this work,
the lognormal distribution became the universally accepted shadow fading model
in the literature and called lognormal shadowing. Lognormal shadowing has been
extensively used in the literature, supported by empirical studies including for different
environments such as outdoor and indoor mobile radio channels [6–12]. Although
lognormal shadowing is a widely accepted shadow fading model, it has also some
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deficiencies [6]. First of all, for urban microcell and macrocell measurements may have
less than the necessary attenuation [13], [14] to generate Gaussian RV [15]. Secondly,
according to existing shadow fading model, because of the number of random
attenuations is expected to rise with increasing distance between the transmitter and
the receiver, the standard deviation of shadow fading should increase. However, most
studies assume that the standard deviation of shadow fading is distance independent
[16], [17]. As mentioned in [6], such shortcomings does not make the existing
model invalid, however show that the existing shadow fading model may not always
present an impeccable solution. Because of the deficiencies mentioned above, other
distributions recommended to model shadow fading like Gamma and Weibull [18],
[19]. In [20], although not frequently utilized in channel modeling area, a mixture
Gamma distribution is proposed to model the signal to noise ratio (SNR) of wireless
channels, modeling the composite effects of both the small and large scale fading
phenomenons. The main motivation in these works is the mathematical convenience
of the Gamma and Weibull distributions in order to obtain closed form expressions for
system performance metrics. However, since such distributions are not based on the
actual underlying physical process, it is quite important to use theoretically justified
models based on physical justifications [6, 21].
Even though the lognormal distribution is almost universally accepted to model
shadow fading due to the solid physical basis, studies demonstrate that measurement
histograms have skewed distribution curves [6–12]. Motivated by the clusters of [6]
that may actually appear in real-life scattering conditions. With the help of this
motivation, in this study different shadow fading models for lognormal, Gamma and
Weibull are investigated. A lognormal mixture model as a more accurate and flexible
shadow fading model is also presented. Mixture models are widely used in a variety
of machine learning problems including classification, clustering, density estimation
and image segmentation [22–26]. Presented mixture model makes use of the cluster
concept of Salo and it is proposed a lognormal mixture model as a more accurate and
flexible shadow fading model.
Modeling shadow fading more accurately should lead more realistic network
performance results. Coverage area (C(φ)) and outage probability (pout) analysis
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are important issues about network performance. Mathematical expressions for C(φ)
and pout are based on shadow fading characteristics. That is, determining the shadow
fading characteristics properly leads to define more accurate C(φ) and pout .
1.1 Outline and Contributions of The Thesis
In this thesis, first of all, a lognormal mixture model for shadow fading based on cluster
concept is proposed. This model is a generalized form of lognormal shadowing, where
we can consider the effects of distinct scattering clusters. Secondly, the flexibility
and the applicability of proposed model is demonstrated by proving that an arbitrary
probability density function (pdf) can be modeled as lognormal mixtures by using
positive definite kernels. Then, two methodologies to determine the mixture model
parameters are used. First approach is Dirichlet process mixture (DPM) based, where
we determine the optimum number of mixture components according to maximum a
posteriori (MAP) probability and the corresponding mixture parameters using classical
Bayesian techniques. As the second methodology, a practical parameter estimation
technique based on expectation maximization (EM) algorithm is considered which
assumes that the number of mixture components are known a priori. The validity
of the proposed model is verified with the empirical Dataset I is collected by me, in
the Istanbul Technical University (ITU) campus from an operational network and the
empirical Dataset II, is an urban macrocell channel dataset can be obtained by [27]. We
quantify the accuracy of the mixture model by using both confidence based and error
vector norm based techniques. Finally, as an application area, coverage area, (C(φ)),
and outage probability, (pout), values corresponding to these mixture and considered
shadow fading models is derived, and it is numerically validated that better fitting
models can provide more accurate (realistic) estimates in terms of the coverage and
outage probability.
This paper is organized as follows: In Chapter 2, wireless propagation model and
lognormal shadow fading is explained. In Chapter 3, dataset properties are given along
with the evaluation metrics to measure difference between obtained and the actual
pdfs. In Chapter 4, several shadow fading distributions are investigated to determine
C(φ) and pout both with simulations and analytically. In Chapter 5, C(φ) and pout
3
results for lognormal, lognormal mixture, Gamma and Weibull shadow fading models
are demonstrated. Finally, in Chapter 6 conclusions of this thesis are presented.
4
2. WIRELESS PROPAGATION AND SHADOW FADING DISTRIBUTIONS
2.1 Wireless Propagation Model
In order to obtain more accurate radio propagation models, both analytical and
empirical methods are used [1]. By considering empirical and theoretical approaches,
the log-distance path loss model emerges to be the universally accepted propagation
model. According to the log-distance model, 10nlog(d), received power decreases
logarithmically with distance, where n is path loss exponent and d denotes the distance
between the transmitter and the receiver. Additionally, to determine received power
more accurately, we need to take large scale (macroscopic or shadow) fading into
account in addition to the path loss. Considering shadow fading, the relation between
the received power and the transmitted power of wireless communication system is
defined in dB scale according to
PRx(d) = PT x(d)−10nlog(d)+X , (2.1)
where the received power PRx(d) is calculated as the difference between the transmitted
power PT x(d) and the path loss. Here, X is the shadow fading term. In this thesis, the
first goal is to investigate the distribution of X .
2.2 Lognormal Shadow Fading
In order to determine the shadow fading characteristics, distribution of X is a significant
matter. Mostly, it is assumed that X is a normally distributed with zero mean and σ2
variance at a particular location in dB [1, 3, 5, 7–9, 11, 12, 16]. Defining X = log(Y ),
the lognormal shadow fading implies Y ∼ fY (y) =LN (0,σ2). In lognormal shadow
fading case, lognormal distribution describes the multiplication of large number of
random attenuating factors. Despite the fact that the lognormal is the most studied
and universally accepted distribution to model shadow fading, many studies show
that measurement pdfs have close fit for lognormal pdf but do not have a perfect
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fit [6–9, 11, 12, 16]. By using motivation of that the measurement histograms have
skewed distribution curves, we target to determine the distribution of X considering
also lognormal mixture, Gamma and Weibull distributions.
2.3 Lognormal Mixture Shadow Fading
In probability theory, lognormal distribution is a random variable whose logarithm
is normally distributed. If we analyze PRx in dB, then analysis can be done with
normal (Gaussian) random variables and mixture model. Gaussian mixture model is
a parametric pdf that includes more than one Gaussian distribution. Let N denotes
the number of Gaussian components in mixture, Ni(µi,σ2i ) represents the Gaussian
pdf of components (i=1,2,...,N) with mean, µi, and variance, σ2i , wi is the weight
(∑Ni=1 wi = 1, for all wi ≥ 0), then pdf of Gaussian mixture model, pM, can be written
as
pM =
N
∑
i=1
wiNi(µi,σ2i ) (2.2)
In order to determine mixture components we resort to the well-known expectation
maximization (EM) algorithm [28, 29].
2.3.1 Modeling an Arbitrary pdf with Lognormal Kernels
In this subsection, the flexibility and the applicability of proposed model will be
demonstrated by proving that an arbitrary probability density function (pdf) can
be modeled as lognormal mixtures by using positive definite kernels with kernel
smoothing method.
Kernel smoothing method of nonparametric methods are frequently used in
data-inference processes, the mathematical expression of which is unknown [30, 31].
An approximate expression can be obtained through kernel smoothing method by using
a positive definite kernel defined on the related objects set Z to a function f , the closed
form mathematical expression of which can not be determined. This approximation is
expressed as
f : z ∈ Z→ fZ(z) =∑
i∈I
wiκ(zi,z), (2.3)
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where κ(·) is the kernel, (zi)(i∈I) and (wi)(i∈I) represent the family of known points and
real coefficients, respectively. Any kernel must provide
∫ ∞
−∞κ(u)du = 1 < ∞, κ(u)≥
0,∀u to be positive definite [32].
Let Y denote an RV with arbitrary pdf, which is used to model shadow fading. It
can be expressed as a linear combination of non-negative or positive kernels. In other
words, it can be shown as the mixture of positive definite kernels such as lognormal
or Gaussian. Here, the used kernel expressions satisfy the abovementioned properties
due to the fact that they are pdfs, and hence due to the axioms of probability they are
positive definite.
It can be observed from (2.1) that shadow fading and received power have the same
distribution, by considering the fact that distance, d, path loss exponent, n terms are
fixed. Hereby it is more suitable to carry out the processes through the received power,
which can be measured accurately through various high resolution devices, instead of
unmeasurable shadow fading; Y is defined above to model the shadow fading, will be
used for received power as well. Hence, let the received power levels (PRx) be defined
as a RV, Y , and let y = y1,y2, . . . ,yN denote our dataset of realizations of Y , where
N represents the length of our dataset. Here, each yi represents the value of the ith
PRx measurement, with yi ∈ R. When the literature about the large scale fading is
examined, it can be seen that each observation is lognormally distributed. Consistent
with the existing literature and providing more generalised model, here, we propose
that the corresponding pdf of mixture of lognormal distributions can be written as
Y ∼ fY (y) =
∞
∑
k=1
ωkLN (µk,σ2k ), (2.4)
where ωk’s are the mixing proportions which are positive, µk and σ2k are the mean and
the variance of the kth mixture component for k = 1,2, . . . ,∞. Here, ∑∞k=1ωk = 1. In
equation (2.4) lognormal kernel (pdf) is
κ(y;µ,σ2) =
1
y
Cye−εy(log(y)−µ)
2
, κ : Y ×Y → R, (2.5)
where log(·) represents the natural logarithm, Cy = 1√piεy and εy = 12σ2 .
The lognormal kernel expression in (2.5) is not symmetric since κ(u) 6= κ(−u).
Nevertheless, due to their convenience in a number of nonparametric estimation
7
methods, the use of symmetrical kernels is preferred. Accordingly, it would be more
suitable to model shadow fading (possibly an arbitrary pdf) by using symmetrical
Gaussian kernels instead of non-symmetrical lognormal kernels. With this motivation,
in Proposition 1 it is shown that Gaussian kernel can be used instead of lognormal
kernel.
Proposition 1. Noting that each PRx measurement (yi) is lognormal distributed,
logarithm of each observation can be modeled as a univariate Gaussian distribution
with unknown mean and variance. Hence it can be stated that for X = log(Y )
X ∼ fX(x) =
∞
∑
k=1
pik N (ηk,ν2k ) i = 1, . . . ,N , (2.6)
where pik’s are the mixing proportions (which are positive and sum up one), k =
1, . . . ,∞ andN (·) represents Gaussian kernel (pdf)
κ(x;η ,ν2) =Cxe−εx(x−η)
2
, κ : X×X → R, (2.7)
where Cx = 1√piεx and εx =
1
2ν2 .
Proof of Proposition 1: Assuming that X is a Gaussian RV, Y has lognormal pdf when
Y = exp(X) [26, 33]. Hence, logarithms of observations are composed of a mixture of
Gaussian RVs.
Note that the proposed model with infinite number of components is not practically
applicable a finite number of components with negligible modeling error is necessary.
In the following proposition, it is shown the convergence of the posted model as the
number of components increase by proving that this error is bounded.
Proposition 2. The arbitrary shadow fading (also the received power) pdf fX(x) can
be represented with a summation of infinitely many Gaussian pdfs. This model can
be obtained with a measurable error by using Gaussian kernel in finite numbers for a
practically applicable model.
Proof of Proposition 2: An approximation is made to actual pdf fX(x), the
mathematical expression of which is not completely known, by using S f (x) function
defined as the linear combination of finite Gaussian kernels, provided that the
symmetrical univariate is kernel function κ(x) in equation (2.7)
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S f (x) =
K
∑
k=1
ξk κ(xk,x), x ∈ X ⊆ R. (2.8)
Standard pointwise error bound between actual pdf fX(x), including infinite
components, and estimated pdf S f (x), including finite components, is defined as
follows by using Cauchy-Schwarz inequality [34]
‖ fX(x)−S f (x)‖∞ ≤Cd,xN−K‖ f‖H (K,X), (2.9)
where Cd,x is a coefficient based on dimension (Cd,x increases with d but d is equal to
1 in this work as kernel expression is univariate), N is the length of our dataset, k is the
number of mixture component, ‖·‖ represents the inner product in Hilbert spaceH (·).
When the aforementioned inequality is analysed, Gaussian kernels provide arbitrarily
high approximation order to infinitely smooth functions fX(x), i.e., with K = ∞.
In Proposition 1, it was shown that lognormal and Gaussian expressions could be
used interchangeably. Starting from this demonstration, the approximation made via
Gaussian kernels in (2.8) can be expanded by modeling an arbitrary pdf fY (y) through
lognormal kernels with a finite number of kernels as
S f (y) =
K
∑
k=1
ξk κ(yk,y), y ∈ Y ⊆ R. (2.10)
Based on (2.9), it can be observed that the approximation error through the utilization
of finite number lognormal kernels modeling the mathematical expression of shadow
fading is bounded by
‖ fY (y)−S f (y)‖∞ ≤CyN−K‖ f‖H (K,Y ). (2.11)
The explanations made in (2.9) are valid for this inequality.
2.3.2 Statistical Expressions
Using the pdf expression in (2.4), the cumulative distribution function (cdf) of
lognormal mixture can be evaluated as
FY (y) =
∫ y
0
fY (u)du, (2.12)
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to yield
FY (y) =
1
2
K
∑
k=1
ωk
1+ erf{ log(y)−µk√
2σ2k
} , (2.13)
where erf(·) denotes the error function defined as
erf(u) =
2
pi
∫ u
0
exp(−t2)dt, (2.14)
and µk, σ2k are the mean and the variance of k
th mixture component, respectively.
The moment generating function (MGF) of lognormal mixture can be defined as
MY (s) = E(exp(−sy)), (2.15)
where E(·) represents the expectation operator. Hence, it is expressed as
MY (s) =
∫ ∞
0
exp(−sy) fY (y)dy, (2.16)
but there is no generalized closed form expression for the real s. Nevertheless, it can
be readily expressed by a series expansion based on Gauss-Hermite integration [35]
and so the MGF of lognormal mixture for real s can be obtained as
MY (s) =
∫ ∞
0
exp(−sy)
K
∑
k=1
ωk
1
y
√
2piσ2k
exp
{
− (log(y)−µk)
2
2σ2k
}
dy
=
1√
pi
K
∑
k=1
ωk
∫ ∞
−∞
exp[−sexp(
√
2σkζ +µk)]exp(−ζ 2)dζ
=
1√
pi
K
∑
k=1
ωk
L
∑
l=1
ϕl exp[−sexp(
√
2σkϑl +µk)]+RL , (2.17)
where ϕl is the Hermite series weights in the final expression denoting the
Gauss-Hermite series expansion of the MGF function, L represents the Hermite
integration order, and RL is a remainder term that decreases as L increases. The weights
and abscissas ϑl for L up to 20 are tabulated in [35]. From it, the Gauss-Hermite
representation of lognormal mixture MGF can be defined by removing RL as
MˆY (s) =
K
∑
k=1
ωk
L
∑
l=1
ϕl exp[−sexp(
√
2σkϑl +µk)]. (2.18)
The rth moment of the lognormal mixture RV Y , mY (r) can be evaluated as mY (r) =
E(yr) to yield
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mY (r) =
K
∑
k=1
ωk√
2piσ2k
∫ ∞
0
yr−1 exp
{
− (log(y)−µk)
2
2σ2k
}
dy. (2.19)
Although general closed form solution of the moments, belonging to the lognormal
mixture distribution, can not be obtained easily by using (2.19), the first and second
moments of the mixture model can be calculated as follows by using weighted
superposition
mY (1) = µY =
K
∑
k=1
ωkµk, (2.20)
mY (2) = σ2Y =
K
∑
k=1
ωkσ2k . (2.21)
Consequently, mean and variance of the lognormal mixture, proposed for a more
accurate shadow fading modeling, can be obtained easily through (2.20) and (2.21).
In this subection, it is shown that logarithm of each observation of PRx can be modeled
as a Gaussian distribution with a mean and a variance by Proposition 1. Proposition
2 demonstrate that the arbitrary pdf, f (x), can be represented with a summation of
infinitely many Gaussian pdfs.
2.3.3 Obtaining Mixture Model Parameters
Mathematical descriptions of the used methods in parameter estimation for modeling
shadow fading measurements by using finite positive definite kernels with an
acceptable error rate are given in this subsection.
2.3.3.1 Dirichlet Process Mixture Model for Lognormal Mixtures
DPM models are useful tools for analysing mixture models with an unknown number
of mixture components [36]. They can be applied for decomposing an estimated pdf
into lognormal mixture components.
To be able to use DPM models, the parameters specifying the observation model are
RVs and the observations need to be exchangeable. Although RVs are dependent
among themselves, exchangeability demonstrates the assumption that RVs are
independent of their observation orders [22, 37]. Noting that any PRx measurement set
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is exchangeable for the same d, so we can use DPM to determine mixture components.
Mathematical expressions and detailed statement of DPM are explained in App. A.1.
2.3.3.2 Expectation Maximization Algorithm
EM algorithm is a method that can be used to simplify the challenging maximum
likelihood estimation (MLE) problems, which are typically experienced in mixture
models and can not be analytically solved. Especially, because of the traditional MLE
methods do not provide a closed form expression for Gaussian mixture models, the
EM algorithm is originally developed to solve this problem.
The use of this algorithm can be expanded within the estimation of parameters
belonging to mixture of lognormal distributions, by considering the Gauss-LN
relationship provided in Proposition 1, although it was originally developed for
Gaussian mixture models.
Within the scope of this thesis, the estimation of parameters related with the estimated
pdf expression, which is the approximation carried out on actual pdf of lognormal
shadowing by using a finite number of positive definite kernels, is suitable for the
utilization of EM algorithm. Noting that the implementation of EM algorithm, which
is one of the parametric methods, is much easier compared to the nonparametric DPM
model, it is generally preferred for such problems despite the assumption that the
number of mixture components are known a priori.
Let assume that X is a random variable that represents received power signal level, xn ∈
{x1,x2,x3, . . . ,xN} is the observation cluster that consist of N received power signals,
θ = (µk,σ2k ) denotes the parameter values of k
th component of the mixture model, and
p(x) represents the probability density function of observations. In MLE method it is
expected to find θ values that maximize the p(x|θ) conditional probability. However,
MLE method does not provide a closed form expression for p(x|θ) [38]. EM algorithm
is an iterative method that consists of iterations of the expectation step (E-step) and the
maximization step (M-step). In every iteration, firstly in E-step the probability for
every observation that belonging to any component is estimated, then by using these
values in M-step the parameter values of components are produced. Iteration stops
by approaching the maximum iteration number or an acceptable error rate. Let Θi =
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{wi1,wi2, . . . ,wiK,θ i1,θ i2, . . . ,θ iK} denotes the cluster that has initial parameter values and
yi = {yi1,yi2,yi3, . . . ,yiN} is the cluster that consists of new estimated received power
signal levels which are created by using xi values. New mixture models parameters are
obtained, where weights are
wnewk =
1
N
N
∑
i=1
p(yi|xi,θ i), (2.22)
mean values are calculated as
µnewk =
N
∑
i=1
xi p(yi|xi,θ i)
N
∑
i=1
p(yi|xi,θ i)
, (2.23)
and variances become
σ2newk =
N
∑
i=1
p(yi|xi,θ i)(xi−µnewi )2
N
∑
i=1
p(yi|xi,θ i)
, (2.24)
as given in equation (2.4) [28, 29, 39].
Flow chart of EM algorithm is shown in Fig. 2.1.
2.4 Other Candidate Distributions: Gamma and Weibull
As it is indicated in Section 2.2, since the lognormal distribution does not provide
perfect solution for shadow fading, other distributions are taken into account. In order
to investigate other distributions than lognormal, Gamma and Weibull distributions are
also convenient to be considered for shadow fading in literature [18], [19]. Gamma
distribution with a shape parameter and b scale parameter is
fφ (t|a,b) =
{
1
baΓ(a)t
a−1e
−t
b 0≤ t,
0 otherwise,
(2.25)
where Γ(a) =
∫ ∞
0 x
a−1e−x dx, and the Weibull distribution with k shape parameter and
λ scale parameter is
fφ (φ |λ ,k) =
 kλ
(
φ
λ
)k−1
e
(−φ
λ
)k
0≤ φ ,
0 otherwise.
(2.26)
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Figure 2.1: Flow chart of EM algorithm.
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Gamma and Weibull distributions are mathematically practical to examine closed
forms for performance metrics. Mathematical expressions of C(φ) and pout for Gamma
and Weibull random variables are described in Chapter 4.
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Utilized pdfs and parameter expressions are shown in Table 2.1.
Table 2.1: Utilized pdfs for shadow fading analysis
Probability Density Function Mean
Gauss fφ (φ |µ,σ) = 1√2piσ2 e
− (φ−µ)2
2σ2 µ
Gauss-k fφ (φ |ωk,µk,σk) = ∑Kk=1ωk fφ k(φ |µk,σk) ∑Kk=1ωkµk
Weibull fφ (φ |λ ,k) = φλ
k−1
.e
(−φ
λ
)k
λΓ
(
1+ 1k
)
Gamma fφ (t|a,b) = 1baΓ(a)ta−1e
−t
b a.b
Lognormal fφ (φ |µ,σ) = 1φ√2piσ2 e
−(log(φ)−µ)2
2σ2 eµ+
σ2
2
Lognormal-k fφ (φ |ωk,µk,σk) = ∑Kk=1ωk fφ k(φ |µk,σk) ∑Kk=1ωkeµ+
σ2
2
In this chapter, wireless propagation model and lognormal shadow fading are
explained. Lognormal mixture shadow fading model is proposed. Additionally, in
order to find the parameters of the lognormal mixture components, EM and DPM
algorithms are explained. Then other candidate shadow fading distributions (Gamma
and Weibull) are demonstrated.
In the next Chapter, by using two real-life datasets, proposed and candidate
distributions for shadow fading will be compared with the evaluation metrics by
measuring difference between obtained and the actual pdfs.
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3. NUMERICAL RESULTS FOR DISTRIBUTIONS
3.1 Datasets Used for Shadow Fading Analysis
In order to investigate shadow fading distributions and analyze C(φ) and pout , two
datasets are used.
Dataset I is obtained in an urban macrocell environment in the GSM 900 downlink
band by us based on real-life data. By using Anrtisu MS2711E spectrum analyzer,
5 individual tracks with over 10000 measurement data points are created. Channel
sounding is carried out at 940.51 MHz frequency on a control channel of a GSM base
station located at a height of 6 meters. Spectrum analyzer and base station is shown in
Fig. 3.1. Note that the transmit power level, PT x of control channels are fixed. At every
track point measurements are taken in a stationary fashion with 17ms sweep time on
the ground level to obtain shadow fading effects. In Table 3.1, the test scenario and
measurement setup for Dataset I are shown. The track point locations and the base
station location are shown in Fig. 3.2.
Table 3.1: Measurement setup
GENERAL MEASUREMENT PROPERTIES
Scenario Urban macrocell
Location Istanbul Technical University Maslak Campus
Measurement setup 1 Base Station, 5 tracks, 10041 data points
Track distances from base station 5m, 10m, 15m, 24m, 40m
CHANNEL SOUNDER PROPERTIES
Make/Model Anritsu MS2711E
Center frequency 940.51MHz
Sweep time 17ms
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Spectrum Analyzer
Base Station
Figure 3.1: Measurement setup of Dataset I at Istanbul Technical University Maslak
Campus. Spectrum analyzer and base station.
The scatter plot of the measurements are shown in Fig. 3.3(a). The dataset, resembling
the scatter plots of [1,40,41], is also used to calculate the path loss exponent, n= 2.52.
The average path loss values are also plotted in Fig. 3.3(a). In our analysis we will
concentrate on two analysis of Dataset I with normalized means (means are shifted to
zero); the complete set of all 10041 measurements, and the track point 5 (P5) that is
composed of the 2016 measurements at 40 meters away form the transmitter. Their
normalized histograms are also shown in Fig. 3.3(b) and 3.3(c), respectively.
In order to verify that Dataset I measurements are subject to independent shadow
fading, the normalized autocorrelation functions (ACFs) of P5 and complete set
of measurements in Fig. 3.4(a) and 3.4(b) are plotted. This is consistent with
the reported results in [40–45]. Additionally, some of the literature about shadow
fading is focused on determination of the spatial correlation properties, instead of the
statistical distributions [42]. According to the Gudmundson model [44], the spatial
correlation model for shadow fading is determined with an exponential decay function
with distance. To demonstrate consistency of Dataset I measurements, we plot the
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Base Station
Track Points
Track Points
Base Station
Figure 3.2: Measurement setup of Dataset I at Istanbul Technical University Maslak
Campus. The control channel of a real-life functioning GSM network is
used as the reference transmitter.
cross-correlation between track points and the first track point in Fig. 3.4(c) where
we can observe that the measurements are uncorrelated. This obtained decorrelation
distance of approximately 5 meters is a consistent result with the literature [42,43,45].
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Figure 3.3: (a) Scatter plot of the 10041 measurements at 5 distinct track points. (b)
Histogram of 2016 measurements at 40 meters (P5). (c) Histogram of all
measurement points for Dataset I.
Dataset II, also is an urban macrocell channel dataset [27]. According to the dataset
properties [27], channel measurement is performed in the 3GPP Long Term Evaluation
(LTE) band in Ilmenau city center at Germany. By using this dataset, collected received
powers from 3 base station 26250 non-line-of-sight (NLOS) and 5391 line-of-sight
(LOS) track points at 2.4966 GHz are investigated. According to [8], the dataset is
convenient for large scale parameter analysis and measurements in dataset are analyzed
for shadow fading as well. Fig. 3.5 shows the sample scatter plot and the normalized
histogram of received powers that are collected from Base Station 1 (BS1) in LOS
environment, while Fig. 3.6 shows the same plots for the received powers that are
collected from Base Station (BS3) in NLOS environment.
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Figure 3.4: (a) Normalized autocorrelation function (ACF) of Dataset I-P5. (b)
Normalized ACF of Dataset I all measurements. (c) Normalized
cross-correlation function (CCF) of the Dataset I track points showing the
decorrelation distance.
In order to demonstrate that Dataset II measurements are subject to independent
shadow fading, the normalized autocorrelation functions (ACFs) of LOS and NLOS
measurements in Fig. 3.7(a) and 3.7(b) are plotted. This is consistent with the reported
results in [40–45].
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Figure 3.5: (a) Scatter plot of the Base Station 1 (BS1) measurements in Dataset
II-LOS environment (b) Histogram of the Base Station 1 (BS1)
measurements in Dataset II-LOS environment.
3.2 Evaluation Metrics: MRD, WMRD and KL Divergence
In this study, error vector norm techniques that are used frequently in literature
are used to measure difference between the obtained and the actual pdfs [38].
These include the mean relative difference (MRD) the weighted MRD (WMRD)
and the Kullback-Leibler (KL) divergence. Additionally Kolmogorov-Smirnov
(K-S) goodness-of-fit test with the confidence level α = 0.05 (corresponding to the
null-hypothesis rejection level of 5%) is used to determine whether the mixture model
is suitable for the actual histogram.
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Figure 3.6: (a) Scatter plot of the Base Station 3 (BS3) in Dataset II-NLOS
environment (b) Histogram of the Base Station 3 (BS3) measurements in
Dataset II-NLOS environment.
The values of MRD, WMRD and KL divergence are respectively calculated by using
the following equations
MRD =
1
T ∑t
|yt− yˆt |
(yt + yˆt)×0.5 , (3.1)
WMRD =
∑
t
|yt− yˆt |
∑
t
(yt + yˆt)×0.5 , (3.2)
DKL(yˆ||y) =∑
t
yˆt log2
yˆt
yt
. (3.3)
where DKL denotes the KL divergence distance, T is maximum PRx, yt represents the
number of the tth value PRx observations and yˆt is the estimated value of yt .
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Figure 3.7: (a) Normalized autocorrelation function (ACF) of Dataset II-LOS
environment. (b) Normalized ACF of Dataset II-NLOS environment.
3.3 Numerical Results
According to [8], histogram of the Dataset II that is also used in this thesis, corresponds
to a lognormal distribution (normal distribution in dB) as expected. Fig. 3.10 and Fig.
3.11 show the normalized dataset histogram of PRx in dB, the Gaussian mixture pdfs
(in dB scale) with several mixtures which are found by using EM and DPM algorithms,
Gamma and Weibull pdf estimates for LOS and NLOS environment respectively for
Dataset II, while Fig. 3.8 and Fig. 3.9 show the same results for one point (P5) and all
measurements for Dataset I. It can be clearly seen that one Gaussian density function
(i.e. the universally accepted lognormal shadowing model) is not a good fit for the
measured data density function, while mixture models fit conceivably better.
In the Table 3.2 and 3.3, the accuracy of the proposed shadow fading models are
shown that the results obtained from both goodness-of-fit tests, error vector norm
based techniques (WMRD, MRD) and KL divergence. Results are consistent with the
literature [26,46]. According to the Table 3.2 and Table3.3, proposed mixture modeling
24
has better MRD, WMRD and DKL values than other models. The obtained parameters
and the outcomes of error metrics analysis for Dataset II-LOS measurements are
summarized in Table 3.4, from which it can be seen that the model obtained by
using EM consisting of four mixture components is the most accurate representation
of the measured power levels, with the smallest WMRD (0.3232,) value, while five
component mixture has smallest DKL (0.0021) value. Table 3.5 represents the error
metrics for Dataset II-NLOS measurements. It can be seen that the mixture models are
obtained by using EM and DPM have the smallest evaluation metric values.
Both Dataset I and Dataset II measurements demonstrate that shadow fading can be
modeled more accurately with mixture models according to some evaluation metrics
to determine the optimum mixture component numbers for shadow fading.
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Figure 3.8: Normalized histograms of PRx and pdf estimates for Dataset I one point
(P5). (a) Lognormal, (b) DPM (results in a three component mixture), (c)
Lognormal-2 obtained with EM, (d) Lognormal-3 obtained with EM (e)
Lognormal-4 obtained with EM (f) Lognormal-5 obtained with EM, (g)
Gamma pdf estimate, (h) Weibull pdf estimate.
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Figure 3.9: Normalized histograms of PRx and pdf estimates for Dataset I all
measurements. (a) Lognormal, (b) DPM (results in a two component
mixture), (c) Lognormal-2 obtained with EM, (d) Lognormal-3 obtained
with EM (e) Lognormal-4 obtained with EM (f) Lognormal-5 obtained
with EM, (g) Gamma pdf estimate, (h) Weibull pdf estimate.
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Figure 3.10: Normalized histograms of PRx and pdf estimates for Dataset II-LOS
environment. (a) Lognormal, (b) DPM (results in a four component
mixture), (c) Lognormal-2 obtained with EM, (d) Lognormal-3 obtained
with EM (e) Lognormal-4 obtained with EM (f) Lognormal-5 obtained
with EM, (g) Gamma pdf estimate, (h) Weibull pdf estimate.
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Figure 3.11: Normalized histograms of PRx and pdf estimates for Dataset II-NLOS
environment. (a) Lognormal, (b) DPM (results in a two component
mixture), (c) Lognormal-2 obtained with EM, (d) Lognormal-3 obtained
with EM (e) Lognormal-4 obtained with EM (f) Lognormal-5 obtained
with EM, (g) Gamma pdf estimate, (h) Weibull pdf estimate.
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In this Chapter, dataset properties are given along with the evaluation metrics to
measure difference between obtained and the actual pdfs. With the help of Dataset
I and Dataset II measurements, it is shown that shadow fading can be modeled more
accurately with mixture models according to mentioned evaluation metrics.
After proposed mixture model fits shadow fading more accurately, in the next Chapter,
coverage area and outage probability expressions will be derived.
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4. APPLICATION: THE EFFECT OF SHADOW FADING DISTRIBUTIONS
ON OUTAGE PROBABILITY AND COVERAGE AREA
Shadow fading has a fundamental role in wireless communication network design.
Coverage area, (C(φ)), and outage probability, (pout), performances of the networks
are directly affected by the shadow fading characteristics. In this Chapter, C(φ) and
pout for the received power are investigated with the lognormal, the lognormal mixture,
Gamma and Weibull shadow fading models by using two datasets.
4.1 Outage Probability and Coverage Area with Lognormal Shadowing
In order to determine the percentage of coverage area, we should calculate the
probability that the received signal level will exceed or fall below a desired threshold
value φ . The probability that the received power at distance d, falls below φ is defined
as outage probability pout = p(PRx(d)≤ φ) .
When X is a random variable with a lognormal distribution (Gaussian distribution in
dB), then the PRx will also be a normal random variable in dB. Under this model, the
error function (er f (x)) can be used to determine the probability that the PRx will exceed
or fall below φ . According to the [1, 3], probability that the PRx will exceed a desired
threshold value of φ is defined as
p(PRx > φ) = 1− pout = 12
[
1− erf
(
φ −PRx(d)√
2σ
)]
, (4.1)
By using equation (4.1), pout can be written as
pout =
1
2
[
1+ erf
(
φ −PRx(d)√
2σ
)]
,
=
1
2
[
1+ erf
(
φ − [PT x(d)−10nlog(d)+Xσ ]√
2σ
)]
.
(4.2)
According to the analysis of Jakes and Rappaport [1, 47], the probability of coverage
area of a single cell with radius R can be determined as
C(φ) =
1
piR2
∫ 2pi
0
∫ R
0
p(PRx(r)> φ)rdrdθ . (4.3)
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by continuing with the calculations, C(φ) can be written as
C(φ) =
1
2
[
1− erf(a)+ exp
(
1−2ab
b2
)
×
(
1− erf
(
1−ab
b
))]
, (4.4)
where
a =
(φ −PRx(R))
σ
√
2
=
(φ −PT x(R)+10nlog(R))
σ
√
2
, b =
10nlog(e)
σ
√
2
. (4.5)
4.2 Outage Probability and Coverage Area with Lognormal Mixtures
Since we are analysing PRx in dB, then analysis can be done with Gaussian random
variables and Gaussian mixture model. Assuming X is a Gaussian mixture, then by
using equation (4.1), the probability that the PRx will exceed φ for Gaussian mixture
shadow fading model can be written as
p[PRx > φ ] =
K
∑
k=1
ωk
2
[
1− erf
(
φ − (PRx(d)−µk)√
2σk
)]
, (4.6)
where K is the number of mixture component and ωk is the weight of kth component
for k = 1, . . . ,K.
With the help of equation (4.6), pout for Gaussian mixture shadow fading model can
be defined as
pout =
K
∑
k=1
ωk
2
[
1+ erf
(
φ − (PRx(d)−µk)√
2σk
)]
. (4.7)
In order to investigate coverage for mixture shadow fading, we note that C(φ)
is a weighted superposition of the coverage probabilities of individual coverage
probabilities. By using this information C(φ) for Gaussian mixture shadow fading
model can be written as
C(φ) =
K
∑
k=1
ωkCk(φ), (4.8)
for k = 1, . . . ,K. Note that by setting k = 1 and µ1 = 0
we obtain the same expressions as in [1, 47]. By using equation (4.8), C(φ) for
Gaussian mixture shadow fading model can be defined as
C(φ) =
K
∑
k=1
ωk
2
[
1− erf(ak)+ exp
(
1−2akbk
b2k
)
×
(
1− erf
(
1−akbk
bk
))]
, (4.9)
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where
ak =
(φ −PRx(R))
σk
√
2
=
(φ −PT x(R)+10nlog(R))
σk
√
2
, bk =
10nlog(e)
σk
√
2
, (4.10)
for k = 1, . . . ,K.
4.3 Outage Probability and Coverage Area with Gamma Random Variable
Under the assumption of the X is a Gamma random variable in dB, then the PRx will
also be a Gamma random variable. In order to calculate the probability that PRx will
exceed and fall below φ for Gamma fading model, maximum likelihood estimation
(MLE) of NLOS and LOS received powers for Gamma pdf, fφ (t|a,b), can be estimated
with a shape parameter and b scale parameter. By using pdf of Gamma random
variable, pout can be written as
pout = p(PRx(d)≤ φ) =
∫ φ
−∞
fφ (t|a,b))dt,
=
1
baΓ(a)
∫ φ
−∞
ta−1e−
t
b dt = Γinc
(
PRx
b
,
a
Γ(a)
)
,
(4.11)
where Γinc(a,x) = 1(a−1)!
∫ x
0 t
a−1e−t dt.
With the help of equation (4.3), the coverage area probability for Gamma fading model
can be calculated by using following equation
C(φ) =
1
piR2
∫ 2pi
0
∫ R
0
[
1−Γinc
(
PRx
b
,
a
Γ(a)
)]
rdrdθ . (4.12)
4.4 Outage Probability and Coverage Area with Weibull Random Variable
If X is a Weibull random variable in dB, then the PRx will also be a Weibull random
variable. To calculate pout for Weibull fading model, MLE of NLOS and LOS received
powers for Weibull pdf, fφ (φ |λ ,k), can be estimated with k shape parameter and λ
scale parameter. By using pdf of Weibull random variable, pout can be written as
pout = p(PRx(d)≤ φ) = 1− e(−φ/λ )k . (4.13)
By using of equation (4.13), the coverage area probability for Weibull fading model
can be calculated with following equation
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C(φ) =
1
piR2
∫ 2pi
0
∫ R
0
e(−φ/λ )
k
rdrdθ . (4.14)
In this chapter, coverage area and outage probability expressions are derived. By using
the derived equations, in the next chapter, coverage area and outage probability figures
will be exhibited for the proposed model and candidate models.
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5. NUMERICAL RESULTS FOR OUTAGE AND COVERAGE ANALYSIS
In this Chapter, Gamma, Weibull, lognormal, and the proposed lognormal mixture
distributions for shadow fading model are investigated to determine coverage area,
(C(φ)), and outage probability, (pout), both empirically and theoretically with by using
two real-life datasets. Empirical Dataset I includes only LOS environments, while
empirical Dataset II include both LOS and NLOS environment. Since Gamma and
Weibull distribution can not have a negative random variable, normalized PRx is shifted
50 dB for C(φ) and pout analysis. Noting that number of mixture component for
proposed model is randomly chosen.
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Figure 5.1: pout of actual data and theoretical and empirical pout for Lognormal
Mixture (with 3 components), Lognormal, Gamma and Weibull shadow
fading models for Dataset I.
Fig. 5.1 shows the pout result for Dataset I. It is clearly seen that proposed mixture
shadow fading model better fits than other models. For example, with the threshold
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(φ )=40 dB, pout is equal to 0.005528 for proposed model and 0.006106 is the actual
value, while pout values for other models are 0.05351 (lognormal), 0.03724 (Gamma),
0.1322 (Weibull).
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Figure 5.2: pout of actual data and theoretical and empirical pout for Lognormal
Mixture (with 3 components), Lognormal, Gamma and Weibull shadow
fading models in Dataset II-LOS environment.
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Figure 5.3: pout of actual data and theoretical and empirical pout for Lognormal
Mixture (with 3 components), Lognormal, Gamma and Weibull shadow
fading models in Dataset II-NLOS environment.
Fig. 5.2 and Fig. 5.3 show the pout results for Dataset II-LOS and Dataset II-NLOS
environment respectively. It can be easily seen that the proposed mixture shadow
fading model with three lognormal random variable components is a better fit for
pout of actual data than lognormal, Gamma and Weibull models both theoretically and
empirically.
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Figure 5.4: C(φ) of actual data and theoretical and empirical C(φ)for Lognormal
Mixture (with 3 components), Lognormal, Gamma and Weibull shadow
fading models for Dataset I.
Fig. 5.4 shows the C(φ) result for Dataset I. With the threshold (φ )=45 dB, C(φ) is
equal to 0.8445 for proposed model and 0.8444 is the actual value, while C(φ) values
for other models are 0.7898 (lognormal), 0.7988 (Gamma), 0.7242 (Weibull). It is
clearly seen that proposed mixture shadow fading model better fits than other models.
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Figure 5.5: C(φ) of actual data and theoretical and empirical C(φ) for Lognormal
Mixture (with 3 components), Lognormal, Gamma and Weibull shadow
fading models in Dataset II-LOS environment.
Fig. 5.5 and Fig. 5.6 show the C(φ) results for Dataset II-LOS and Dataset II-NLOS
environment.
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Figure 5.6: C(φ) of actual data and theoretical and empirical C(φ) for Lognormal
Mixture (with 3 components), Lognormal, Gamma and Weibull shadow
fading models in Dataset II-NLOS environment.
According to these figures, the proposed mixture shadow fading model with three
lognormal random variable components better fit for C(φ) of actual data than other
mentioned models above. As it can be easily seen that lognormal mixture shadow
fading model gives more accurate pout and C(φ) results than other models.
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In this Chapter, as an application to show that better fitting models can provide more
accurate (realistic) estimates in terms of the coverage and outage probability, results
for lognormal, lognormal mixture, Gamma and Weibull shadow fading models are
demonstrated.
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6. CONCLUSIONS
In this thesis a lognormal mixture model for shadow fading based on cluster concepts
is proposed to address the inaccuracy of single lognormal and other shadow fading
models. The flexibility and the applicability of the proposed model is demonstrated
by proving that an arbitrary probability density function can be modeled as lognormal
mixtures by using positive definite kernels.
A nonparametric approach based on DPM models and a more practical parametric
approach based on EM, where it is assumed that the number of components are known
a priori are provided to find the parameters of the lognormal mixture components.
Two real-life urban macrocell empirical datasets are investigated to compare the
proposed lognormal mixture shadow fading model and other candidate shadow fading
models. The accuracy of the proposed lognormal mixture shadow fading model is
shown that the results obtained from both goodness-of-fit tests, error vector norm
based techniques (WMRD, MRD) and KL divergence. According to numerical results,
proposed mixture modeling has better WMRD, MRD and KL divergence values than
lognormal, Gamma and Weibull models. With the help of two datasets measurements,
it is shown that shadow fading can be modeled more accurately with mixture models
according to mentioned evaluation metrics.
The results of mixture modeling are extended to provide outage and cellular coverage
probabilities. By using two real-life datasets, outage and cellular coverage probabilities
for the received powers are investigated with the proposed lognormal mixture model
and lognormal, Gamma, Weibull shadow fading models. Mathematical expressions
for the proposed lognormal mixture shadow fading model and all considered shadow
fading models are derived. According to numerical results, simulations and theoretical
expressions are consistent and it is verified that more accurate shadow fading models
lead to more realistic analysis outcomes.
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Due to the fact that shadow fading has a fundamental role in wireless communication
network design and performance metrics of the networks are directly effected by the
shadow fading characteristics, other performance metrics should be investigated as a
future work to verify that more accurate shadow fading models lead to more realistic
analysis outcomes.
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APPENDIX A.1
Dirichlet Process Mixture Model for Lognormal Mixtures
DPM models are useful tools for analysing mixture models with an unknown number
of mixture components [36]. They can be applied for decomposing S f (y) into
lognormal mixture components.
To be able to use DPM models, the parameters specifying the observation model are
RVs and the observations need to be exchangeable. Although RVs are dependent
among themselves, exchangeability demonstrates the assumption that RVs are
independent of their observation orders [22, 37]. Noting that any PRx measurement set
is exchangeable for the same d, so we can use DPM to determine mixture components.
Within the scope of our study, we use the Polya-Urn formulation [48] introduced
by Blackwell and MacQueen for determining the mixture components in the DPM
model [26, 36]. Taking this model into account, each observation of y1:N belongs to
a mixture component. For any given mixture, all observations of a particular mixture
are independent draws from the same distribution. Define c1:N = (c1, . . . ,cN) as the
vector of mixture labels, K as the number of distinct mixtures in the assignment, where
ci ∈ {1, . . . ,K} for i = 1, . . . ,N. Each mixture includes at least one observation. If
we assume that each observation is a member of a cluster of lognormal distributions,
θk = (µk,σ2k ), where µk represents the mean and σ
2
k is the variance, for k = 1, . . . ,K.
Let S f (y|θk) denote the density of y1:N for a given value of θ1:K = (θ1, . . . ,θK), where
θi = θk, only when i = k.
Under the assumption that mixture parameters are iid, the probability distribution for
yi has a hierarchical form [49]. First of all, we have a Dirichlet based prior for the
mixture label ci, p(ci) of kth mixture. Then, conditional on having K mixtures under
our assignment, we have K distinct θk, which are independently drawn from a known
prior p(θk). Finally, conditional on ci and θk, observation yi is drawn independently
from S f (yi|θci). Hence, the joint distribution can be written as [36, 49]
S f (yi,ci,θk) = p(ci)
K
∏
k=1
p(θk)
N
∏
i=1
fY (yi|θci). (A.1)
Bayesian nonparametric models aim to specify the number of mixture components
with the assumption of K → ∞ (i.e. possibly infinite number of components),
specifying the prior over all likely distinct labelings. The prior over these labelings
is originated from the Chinese restaurant process (CRP) [37]. The CRP provides a
distribution over all possible labelings of the data [50], accordingly it can be used to
specify the number of mixtures in the lognormal mixture model. The prior for the
vector of mixture label ci is parameterized by α > 0, and can be calculated iteratively
by using
p(ci+1 = k|ci) =
{
Nk/(i+α) for k = 1, . . . ,ki
α/(i+α) for k = ki+1
, (A.2)
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where ki is the number of mixtures in the assignment ci, and Nk is the number of
observations of mixture k [50]. Hereby with CRP, we reach a distribution over all
possible distinct labelings amongst mixtures and their posterior probabilities. CRP
can be used to determine shadow fading distributions of yi with the highest posterior
probability, so that we can model the experimental data in the MAP sense in an optimal
manner [51].
In order to deal with the problem of random sampling from a collection of conditional
distributions, the prior distribution in equation (A.2) is often difficult to work out
analytically, necessitating the development of Monte Carlo procedures [29,52,53]. We
use the Gibbs sampler to obtain the the optimum MAP labeling. This is a technique
for indirectly generating RVs from a marginal distribution without having to calculate
the density explicitly [54], and it can be used to implement a practically realizable
framework to estimate mixture distributions for received powers.
By using the relation between Gaussian and lognormal RVs given in Proposition 1,
each observation is drawn from a univariate Gaussian distribution with unknown mean
and variance, θk = (ηk,ν2k ). The variance ν
2
k is assumed an inverse Gamma prior. With
sk = 1/ν2k , it can be written as [36]
p(sk) =
sς−1k ρ
ς exp(−ρsk)
Γ(ς)
, (A.3)
where ς is the shape parameter, ρ is the scale parameter, which are known and Γ(ς) is
the Gamma function. Conditional on sk, ηk has a normal prior distribution with mean
ψ and variance τ/sk. The mixture parameters are iid with
ηk ∼N (ψ,τ/sk), (A.4)
ν2k ∼ InvGamma(ς ,ρ), (A.5)
where InvGamma(·) denotes the inverse Gamma function [49].
In order to obtain distribution parameters of mixture components, we can follow the
formulation of Gaussian mixture model (based on Proposition 1). Conditional on
vector of mixture labels ci, the posterior distribution of the kth mixture’s parameter
(i.e. sk and ηk) depend on Nk and y¯k , νˆ2k the mean and the variance of these
observations. Hence, we obtain that S f (sk|Nk, y¯k, νˆ2k ) is Gamma density with shape
parameter ς +Nk/2 and scale parameter ρ + Nk2
(
νˆ2k +
(y¯k−ψ)2
1+Nkτ
)
[36]. As a result,
the unknown variance parameter for each mixture in (2.4) is estimated by using the
following equation
ν2k =
1
sk
=
[(
ς +
Nk
2
)−1(
ρ+
Nk
2
(
νˆ2k +
(y¯k−ψ)2
1+Nkτ
))]
. (A.6)
The S f (ηk|Nk, y¯k, νˆ2k ,sk), represented the conditional mean, can be written as a
Gaussian distribution
S f (ηk|Nk, y¯k, νˆ2k ,sk)∼N
(
ψ+Nkτ y¯k
1+Nkτ
,
τ
(sk + skNkτ)
)
. (A.7)
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where the first and the second terms are the mean and the variance of S f (·),
respectively. The mean and variance of unknown mean parameter in each mixture can
be estimated by using (A.7). Weights of each mixture can be calculated by pik = NkN .
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