Given a degenerate (n + 1)-simplex in a Euclidean space R n and a k with 1 ≤ k ≤ n, we separate all its k-faces into 2 groups by following certain rules. The vertices are allowed to have continuous motion in R n while the volume of the k-faces in the 1st group can not increase (these faces are called "k-cables"), and the volume of the k-faces in the 2nd group can not decrease ("k-struts"). Assuming some smoothness property, we prove that all the volumes of the k-faces will be preserved for any sufficiently small motion. When the vertices are allowed to move in R n+1 , we derive a n-degree "characteristic polynomial" for the points configuration, and prove that this property still holds if the (k − 1)-th coefficient of the polynomial has the desired sign. We also show that all the roots of the polynomial are real.
Introduction
Rigidity of geometric structures started to draw research interest from the old times. One of the first substantial mathematical results concerning rigidity is Cauchy's rigidity theorem [2] , which says that "Two convex polyhedra comprised of the same number of equal similarly placed faces are superposable or symmetric." When the convexity restriction is removed, a longstanding conjecture (mentioned by Euler) was that there is no flexible polyhedron. Nevertheless a counterexample was found by Connelly [5] . Sabitov [9] later proved that, if a flexible polyhedron is homeomorphic to a sphere, then the volume bounded by the surfaces is constant during the flex. For general polyhedral surface, it was proved by Connelly, Sabitov, and Walz in "The bellows conjecture" [6] .
In this paper, our focus is different from the above works in two aspects. First, for a geometric structure, instead of focusing on distance restrictions between some vertices, we analyze the volume restrictions on the k-faces. There are discussions of this type of rigidity in Tay, White and Whiteley( [10] , [11] ). Second, besides Euclidean space, we generalize our results to spherical space and hyperbolic space as well.
In section 2, we study rigidity properties in Euclidean space. Given a degenerate (n + 1)-simplex in R n , the vertices are allowed to have continuous motion, either in R n+1 or restricted in R n . For each k with 1 ≤ k ≤ n, we separate all its k-faces into 2 groups. During the motion, it is restricted that the volume of the k-faces in the 1st group can not increase, while the volume of the k-faces in the 2nd group can not decrease. We prove that if the continuous motion is restricted in R n and is C 1 , then all the volumes of its k-faces are preserved for any sufficiently small motion, which we call it k-unyielding in R n (Theorem 2.1). When the continuous motion is in R n+1 and real analytic, we derive a sequence of constants c 0 , . . . , c n (Lemma 2.2). We prove that if c k−1 has the desired sign, then it is k-unyielding in R n+1 , and its vertices will stay in a common n-dim hyperplane (Theorem 2.2). We also prove that c 1 = 0 if and only if all the vertices are on a common sphere in R n (Corollary 2.2). The main results in this section are Theorem 2.1 and Theorem 2.2.
Section 3 is to study the relationship between these k-unyielding properties by analyzing c 0 , . . . , c n together. We define a characteristic polynomial to be
We prove that all roots of f (x) are real numbers, and give a way to count the number of positive roots (Theorem 3.1). We also prove that, the necessary and sufficient condition for f (x) to have n-repeated roots is that any two edges without a common vertex are perpendicular (Theorem 3.2).
In section 4 we generalize these rigidity properties to spherical space S n and hyperbolic space H n . For most results in section 2, we find analogues in section 4 as well. In the computation of the volume of the simplices in S n and H n , we find an interesting application of the Schläfli differential formula. Some remarks of the history of the Schläfli differential formula can be found in J. Milnor's paper [8] . Like in the Euclidean space, we derive a sequence of constants c 0 , . . . , c n (Lemma 4.2), and define a characteristic polynomial f (x). We conjecture that f (x) has n real roots in the H n case (Conjecture 4.1). We prove that if c k−1 has the desired sign, then the framework is k-unyielding in S n+1 (or H n+1 ), and the vertices will stay in a common S n (or H n ) (Theorem 4.4). We also prove that c 1 = 0 if and only if all the vertices are in a common n-dim hyperplane (Corollary 4.1).
For the 1-dim hyperbolic space H 1 , we derive an inner product space structure (Theorem 4.5), where Cauchy's determinant identity [3] plays a role in proving it. We conjecture that we can derive an inner product space structure for H n with general n as well (Conjecture 4.2). The main results in this section are Theorem 4.3 and Theorem 4.4.
Since R n , S n and H n are spaces with constant sectional curvature 0, 1 and −1 respectively, we hope this work can help us to find more common rigidity properties among these spaces. This paper is based on and is an extension of the author's PhD thesis [12] .
2 Rigidity and volume preserving deformation in R n
Definition
Given a degenerate (n + 1)-simplex in Euclidean space, the vertices are allowed to have continuous motion under certain restriction on the volumes of its k-faces.
A k-face is called a k-cable if its volume can not increase, a k-strut if its volume can not decrease, and a k-bar if its volume can not change. We call a framework to be a k-tensegrity framework if some of its k-faces are labeled as either k-cables, k-struts, or k-bars. For a framework in R d , if all the volumes of its k-faces are preserved for any sufficiently small continuous motion under the volume restriction, then we say that it is k-unyielding in R d .
For a framework in R d , we say that it is rigid in R d , if the distance between each pair of vertices can not be changed for any continuous motion under the volume restriction; and we say that it is globally rigid in R d if the "continuous" restriction is removed.
Notice that, "globally rigid" implies "rigid", which also implies "k-unyielding", while not necessarily the other way around. Some references to the work on 1-tensegrity frameworks can be found in Connelly [4] .
Construction of k-tensegrity frameworks
Given a degenerate (n + 1)-simplex in R n with the vertices A 1 , . . . , A n+2 in general position (which means that every n + 1 points are not in a (n − 1)-dim hyperplane). Easy to see that there is a unique sequence of non-zero coefficients α 1 , . . . , α n+2 (up to a non-zero factor), such that α i = 0 and α i A i = 0. We will use these coefficients throughout this paper. We choose α 1 to be positive, and separate these n + 2 points into 2 sets X 1 and X 2 by the following rule. A i is in X 1 if α i is positive, and in X 2 if α i is negative. The separation of these points follows Radon's theorem, which says that every n + 2 points in R n can be separated into 2 sets such that the convex hulls of the 2 sets have a non-empty intersection. Given k with 1 ≤ k ≤ n, we separate all the k-faces into 2 sets Y k,1 and Y k,2 by the following rule. A k-face is in Y k,1 if it has odd number of vertices in X 2 , and in Y k,2 if it has even number of vertices in X 2 . Based on the above separation of k-faces, we construct 2 different k-tensegrity frameworks below.
Framework G n,k : let all the k-faces in group Y k,1 be k-cables, and all the k-faces in group Y k,2 be k-struts. Framework F n,k : let all the k-faces in group Y k,1 be k-struts, and all the k-faces in group Y k,2 be k-cables.
Notice that F n,k is constructed by switching the role of k-cable and k-strut in G n,k . The main purpose of this section is to see whether G n,k and F n,k are k-unyielding in R n and R n+1 .
For k = 1, Bezdek and Connelly [1] proved that G n,1 is globally rigid in R n+1 , and F n,1 is rigid in R n . Besides G n,1 and F n,1 , any other no-bar 1-tensegrity framework constructed on points A 1 , . . . , A n+2 is not rigid in R n ; and G n,1 is also the only no-bar 1-tensegrity framework to be rigid in R n+1 .
The above rigidity properties of G n,1 and F n,1 are determined solely by how points A 1 , . . . , A n+2 are separated into 2 groups. However, for G n,k and F n,k with a general k, we will show that their k-unyielding properties are also determined by other factors.
For k = n, easy to see that both G n,n and F n,n are n-unyielding in R n . The sum of the volume of the n-cables equals the sum of the volume of the n-struts, which is the volume of the convex hull of the n + 2 points, so non of the volume can change. G n,n and F n,n are not rigid in R n though, as they can have continuous affine motion while keeping all the volume of their n-faces unchanged.
A natural question to ask is that whether G n,n and F n,n are still n-unyielding in R n+1 . We will give the relatively more complicated answer in later sections.
Exterior algebra
We briefly go over some properties of exterior algebra, which will be used to handle the computation of volumes.
Let Λ(R n ) denote the exterior algebra on R n . If a and b are two elements of Λ(R n ), we will denote the exterior product of a and b by a ∧ b. A decomposable k-vector is an exterior product of k elements of R n , and a k-vector is a linear combination of decomposable kvectors. Denote Λ k (R n ) the vector space that contains all the k-vectors. We have Λ(R n ) = n k=0 Λ k (R n ) as a vector space.
If P 1 , . . . , P k+1 are k + 1 points in R n , we define − −−−−−− → P 1 · · · P k+1 to be a k-vector as
Based on the inner product defined on R n , the inner product on Λ k (R n ) can be well defined as
where r 1 , . . . , r k , s 1 , . . . , s k are 2k elements in R n . Denote V k (P 1 , . . . , P k+1 ) the volume of the k-simplex with vertices P 1 , . . . , P k+1 . Easy to see that
. . , P k+1 ) and if we use l i,j to denote |P i − P j |, we have
We will write the partial derivative of
and we find that it can be represented as the inner product of two (k − 1)-vectors, which is more convenient to be used in computation than its polynomial form.
Proof. By symmetry, we only need to prove the case when 1 < i and 1 < j.
. By formula (2.1), we have
Since 
Now we consider the continuous motion P i (t) with t ≥ 0 and P i (0) = P i . To avoid writing a formula too wide in a line, we use p i to replace P i (t) to save space.
Proof. Use chain rule and Lemma 2.1. 2 Lemma 2.2 Embed R n into a bigger space R d , and let P and Q are any 2 points. Then
is independent of the choice of points P and Q.
Proof. We prove a stronger result that, for any two l-vectors ω 1 and
is independent of points P 1 ,. . . ,P k ,Q 1 ,. . . ,Q k . By symmetry, we only need to prove that it is independent of points P k and Q k . Then the problem is reduced to the case of k = 1 only.
For k = 1, we have
which is independent of points P and Q. 2
Main theorems
Denote A(t) = (A 1 (t), . . . , A n+2 (t)) the continuous motion of points A 1 , . . . , A n+2 with t ≥ 0 and
is restricted in R n , easy to that there are functions α 1 (t), . . . , α n+2 (t) and h(t) that satisfy α i (t) = 0, α i (t)A i (t) = 0, and
where h(t) is independent of i. When t is small enough, α i (t) has the same sign as α i (0) = α i . Similar to the definition of c k in Lemma 2.2, we define c k (t) as well. To avoid writing a formula too long in a line, we use a i to replace A i (t) to save space.
Lemma 2.3 If A(t) is restricted in R n and is C 1 , then we have
Proof. For k = 1, we have
For k ≥ 2, we have
Then it leads to the following main theorem.
By using Lemma 2.3, we find that
Remark. For Theorem 2.1, we proved two special cases k = 1 and k = n before without using the restriction "A(t) is C 1 ". We believe that, G n,k and F n,k can also be proved to be k-unyielding in R n without using this restriction.
To see that whether G n,k and F n,k are also k-unyielding in R n+1 , we will show that the constants c 0 , . . . , c n we derived in Lemma 2.2 play a main role in it.
Suppose A(t) moves in R n+1 , let A 0 (t) be A 1 (t)'s mirror image over the hyperplane which contains points A 2 (t), . . . , A n+2 (t). Easy to see that there are functions α 1 (t), . . . , α n+2 (t) that satisfy
When t is small, α i (t) has the same sign as α i (0) = α i If two functions have the same leading term in the formal power series at t = 0, then we will use the symbol "≈".
Lemma 2.4 Suppose A(t) moves in R n+1 and is real analytic. If
for small t ≥ 0, and the equality holds if and only if
Proof. By symmetry, we only need to prove the case that c k−1 > 0.
The equality holds if and only if A 0 (t) = A 1 (t), namely, A 1 (t),. . . ,A n+2 (t) stay in a common n-dim hyperplane. 2
Then we have the following main theorem.
Theorem 2.2 Suppose A(t) moves in R n+1
and is real analytic.
, and points A 1 (t),. . . ,A n+2 (t) will stay in a common n-dim hyperplane in R n+1 for small t ≥ 0.
Proof. We only need to prove (1), as (2) can be proved similarly. Suppose c k−1 > 0. If points A 1 (t), . . . , A n+2 (t) do not stay in a common n-dim hyperplane in R n+1 for small t ≥ 0, then A 1 (t) = A 0 (t). By Lemma 2.4, we have
For G n,k , however, by definition we have
, which is a contradiction. As A 1 (t), . . . , A n+2 (t) stay in a common n-dim hyperplane, by applying Theorem 2.1,
Remark. We believe that Theorem 2.2 can be proved without the restriction that "A(t) is real analytic".
As c 0 = 1 is always bigger than 0, Theorem 2.2 gives another explanation that why G n,1 is rigid in R n+1 . When k ≥ 2, it is possible that c k−1 = 0, and we are interested in knowing what the framework looks like. We will give the answer for k = 2 next.
2.5 2-tensegrity frameworks G n,2 and F n,2
Previously we proved that the sign of c 1 determines if G n,2 or F n,2 is 2-unyielding in R n+1 . A natural question to ask is, when does c 1 = 0 happen? The answer is amazingly simple, Proof. We define a transformation f in R n , such that for any point P = A 1 , f (P ) is a point that satisfies
A basic property in inversion geometry is that, A 1 lies on S To show some geometric features of G n,2 and F n,2 , we use n = 2 as example, and assume for a moment that Theorem 2.2 is also true without the smoothness requirement. Suppose A 1 , A 2 , A 3 and A 4 are vertices of a convex quadrilateral in a plane. Topologically, it is not so obvious for us to tell the difference between G 2,2 and F 2,2 , so how can we determine that which one of them is 2-unyielding in R 3 ? In Figure 1 (a), A 1 is inside the dotted circle, then Theorem 2.2 tells us that c 1 < 0 and F 2,2 is 2-unyielding in R 3 ; and A 1 (t), . . . , A 4 (t) will stay in a common 2-dim plane in R 3 for small t. In Figure 1 (b) , A 1 is outside the dotted circle, then c 1 > 0 and G 2,2 is 2-unyielding in R 3 .
(a) (b)
An even more interesting explanation comes with the framework whose four 2-faces are all 2-bars (whose area are fixed in the continuous motion). Theorem 2.2 says that, in order for A 1 (t) · · · A 4 (t) to become a non-degenerate 3-simplex, the vertices will have to first stay in a common 2-dim plane until they move on to a common circle, then it can be "freed" to R 3 .
It will be interesting to know the geometric meaning of c k = 0 when k ≥ 2.
3 Characteristic polynomial of points in R n
Definition of characteristic polynomial
In the previous section, we studied the k-unyielding properties of G n,k and F n,k for 1 ≤ k ≤ n. In this section, we will show some relationship between these k-unyielding properties with different k's. Remember that we derived a sequence of constants c 0 , . . . , c n in Lemma 2.2, and showed in Theorem 2.2 that the sign of c k−1 plays a main role in deciding whether G n,k and F n,k are k-unyielding in R n+1 . We define a characteristic polynomial f (x) to be
Properties of characteristic polynomial
We will show that the roots {λ 1 , . . . , λ n } of f (x) are all real numbers, and give a way to count the number of positive roots. Let B be a (n+1)×n matrix whose i-th row is vector − −−−− → A n+2 A i , and D be a (n+1)×(n+1) diagonal matrix whose i-th diagonal term is α i . Proof. By Proposition 3.1, f (x) is the characteristic polynomial of symmetric matrix B T DB, so all λ i are real. Easy to see that B T DB has full rank, so all λ i are also non-zero. Therefore {λ 1 ,. . . , λ n } have the same signs as a n-subset of the diagonal terms of D. By symmetry, for any j with 1 ≤ j ≤ n + 2, {λ 1 ,. . . , λ n } should have the same signs as a n-subset of {α 1 , . . . ,α j , . . . , α n+2 }. So {λ 1 ,. . . , λ n } must have s − 1 positive numbers and n + 1 − s negative numbers. 2
Theorem 3.2 The necessary and sufficient condition for the characteristic polynomial f (x)
to have n-repeated roots is that
Proof.
(1) If λ 1 = · · · = λ n = λ, then by Proposition 3.1, B T DB = λI n where I n is the n × n identity matrix. Let B 1 be a (n + 1) × (n + 1) matrix, whose first n columns are B, and every term on the last column is −λ/α n+2 . Easy to see that
.
So if i, j, k and n + 2 are distinct, then
for all distinct numbers i, j, k and l.
(2) Suppose − −− → A i A j · − −− → A k A l = 0 for all distinct numbers i, j, k and l. So for each i with
A k is independent of j and k, as long as i, j and k are distinct. We denote it b i . Let B 2 be a n × n matrix whose i-th row is vector − −−−− → A n+2 A i , B 3 be a n × n matrix whose i-th row is vector − −−−− → A n+1 A i , and D 1 be a n × n diagonal matrix whose i-th diagonal term is α i . By Lemma 2.2, f (x) is the characteristic polynomial of B 2 B T 3 D 1 . Since
So {λ 1 , . . . , λ n } are {α 1 b 1 , . . . , α n b n }. By symmetry, for any i and j with 1 ≤ i < j ≤ n + 2, {λ 1 , . . . , λ n } are the same as {α 1 b 1 , . . . ,α i b i , . . . ,α j b j , . . . , α n+2 b n+2 }. So all α i b i are equal, and therefore λ 1 = · · · = λ n . 
Generalization of characteristic polynomial
The concept of characteristic polynomial can be defined in a more general sense when the number of points in R n is more than n + 2. Let A 1 , . . . , A m be m (m ≥ n + 2) points in R n , and α 1 ,. . . ,α m be a sequence of coefficients that satisfy
can still be defined as in Lemma 2.2, and we then define the characteristic polynomial f (x) the same way in (3.1).
Theorem 3.3 All roots of f (x) are real numbers.
Proof. Let B be a m × n matrix whose i-th row is the coordinate of point A i ; D be a m × m diagonal matrix whose i-th term on diagonal is α i . By slightly modifying Proposition 3.1, we can show that f (x) is the characteristic polynomial of symmetric matrix B T DB. So all roots of f (x) are real numbers. 2 4 Rigidity and volume preserving deformation in S n and H n 4.1 Elementary geometry in S n and H n In this section, we study the k-tensegrity frameworks in spherical space S n and hyperbolic space H n . Some basic properties of S n and H n can be found in Fenchel's book [7] . For hyperbolic space H n , we define R n,1 (not R n+1 ) as a (n + 1)-dim linear space. If we use (x 1 , . . . , x n+1 ) as the coordinates of R n,1 , then the equation that H n satisfies is
A bilinear product "·" in R n,1 is defined as
where (x 1 , . . . , x n+1 ) and (y 1 , . . . , y n+1 ) are the coordinates of A and B. If A is a point in H n , then −→ OA 2 = −1. This operation "·" gives a quadratic form in R n,1 , whose restriction on the tangent space at any point in H n is positive definite, and induces a Riemannian metric on H n . S n is defined as a sphere with radius 1 in an Euclidean space R n+1 , and we use S n + to denote the open hemisphere. Both S n + and H n are geodesic convex, and they have constant sectional curvature 1 and −1 respectively. We use P Q to denote the geodesic distance between 2 points P and Q.
The notion "simplex" is defined in H n as well, and it follows similarly in S n + . Suppose P 1 , . . ., P k+1 are k + 1 points in H n , then all the linear combination k+1 i=1 γ i P i with γ i ≥ 0 span a cone in R n,1 . The intersection of this cone with H n is called a hyperbolic k-simplex, or H k -simplex for convenience. The hyperbolic k-simplex stays in the k-dim totally geodesic submanifold in H n that contains points P 1 , . . ., P k+1 . In the S n + case, it is called spherical k-simplex, or S k + -simplex for convenience. Denote V k (P 1 , . . . , P k+1 ) the kdim volume of the hyperbolic (or spherical) k-simplex under the Riemannian metric. Notice that V 1 (P 1 , P 2 ) = P 1 P 2 .
Similar to the exterior algebra in Euclidean space, a bilinear product "·" in Λ k (R n,1 ) is well defined as
where r 1 , . . . , r k , s 1 , . . . , s k are 2k elements in R n,1 . If P 1 , . . . , P k+1 are k + 1 points in R n,1 , we define
We also define
If A and B are 2 different points in H n , then − − → AB 2 > 0, and
if A and B are in S n + , then
In both cases we have
Formula (4.1) means that, when AB increases (or decreases), − − → AB 2 increases (or decreases) as well. If P 1 , . . . , P k+1 are k + 1 points in S n + (or H n ), then V k (P 1 , . . . , P k+1 ) is a function with all −−→ P i P j 2 as the variables. We will write the partial derivative of
Construction of k-tensegrity frameworks in S n
+ and H n Like in the Euclidean space, we can define k-cable, k-strut, k-bar, and k-tensegrity framework in S n + and H n similarly. Given a degenerate (n + 1)-simplex in S n + (or H n ) with the vertices A 1 , . . . , A n+2 in general position (which means that every n + 1 points are not in a lower dimensional space S n−1 + (or H n−1 )). Easy to see that there is a unique sequence of non-zero coefficients α 1 , . . . , α n+2 (up to a non-zero factor), such that α i A i = 0. We choose α 1 to be positive, and construct k-tensegrity framework G n,k and F n,k in the same way we did in section 2.2 in Euclidean space. We will show whether G n,k and F n,k are k-unyielding in S n + (or H n ) and S n+1 + (or H n+1 ).
For k = n, it is easy to see that G n,n and F n,n are n-unyielding in R n . The sum of the volume of the n-cables equals the sum of the volume of the n-struts, which is the volume of the convex hull of the n + 2 points, so non of the volume can change.
Main theorems
Theorem 4.1 (1) G n,1 is globally rigid in S n+1 . (2) F n,1 is rigid in S n + . Proof.
(1) Suppose B 1 , . . . , B n+2 are n + 2 points in S n+1 that satisfy the cable-strut restriction set by G n,1 . Then we have
(2) F n,1 is constructed by switching the role of cable and strut in G n,1 , so "F n,1 is rigid in S n + " is equivalent to "G n,1 is rigid in S n + ", which we just proved in (1).
2

Figure 2:
An example of G 2,1 in S 2 + is given in Figure 2 . Surprisingly, the proof of Theorem 4.1 can not be directly applied to prove the H n case. The main difference is that, in R n,1 , it is possible for − − → OB 2 to be negative. We will use a different method to prove the H n case.
(1) Suppose α 1 ,. . . , α m > 0 and α m+1 , . . . , α n+2 < 0, and suppose that B 1 , . . . , B n+2 are n + 2 points in H n+1 that satisfy the cable-strut restrictions set by G n,1 . Since
So (B i − B j ) 2 = (A i − A j ) 2 must hold, and G n,1 is therefore globally rigid.
(2) F n,1 is constructed by switching the cable and strut in G n,1 , so "F n,1 is rigid in H n " is equivalent to "G n,1 is rigid in H n ", which we just proved in (1).
2
In the study of the k-unyielding properties of G n,k and F n,k for general k, Schläfli's differential formula plays a central role in the computation of the volume of the S k + (or H k )-simplices. Some remarks on the history of the Schläfli differential formula can be found in J. Milnor's paper [8] .
Given a family of k-dim simplices ∆ which vary in a differentiable manner in a space with constant sectional curvature κ = 1 or κ = −1, Schläfli differential formula states that
where the sum is taken over all (k − 2)-faces F of ∆, V k−2 (F ) denotes the volume of face F and θ F denotes the dihedral angle at face F . If ∆ has vertices P 1 , . . . , P k+1 , then we will use | − − → O∆| to denote
OF | is defined similarly. We also define a notation ·|·; . . . as Q|P i ; P 1 , . . . , P k+1 := (−1)
and κ = 1 (or κ = −1) be the constant sectional curvature. Define
where g F is defined in the following: Proof. It can be proved by applying Schläfli differential formula (4.2). The proof only involves straight computation of ∂− − → P Q 2 θ F for all the (k − 1)-faces F , but is rather lengthy. As it is not a focal point of this paper, we just skip it.
2
In order to see that whether G n,k and F n,k are k-unyielding in S n + (or H n ) or S 
is independent of the choice of points P and Q, and
Proof. Apply Lemma 4.1. 2
Denote A(t) = (A 1 (t) , . . . , A n+2 (t)) the continuous motion with t ≥ 0 and A i (0) = A i . When A(t) is restricted in S n + (or H n ), easy to prove that there are functions α 1 (t), . . . , α n+2 (t) and h(t) that satisfy α i (t)A i (t) = 0 and
where h(t) is independent of i. When t is small enough, α i (t) has the same sign as α i (0) = α i . Similar to the definition of c k in Lemma 4.2, we can define c k (t) as well.
To avoid writing a formula too wide in a line, we use a i to replace A i (t) to save space.
Lemma 4.3 If A(t)
is restricted in S n + (or H n ) and is C 1 , then we have
′ ("−" is for S n + case and "+" is for H n case)
Proof. For G n,k , for both k-cable and k-strut, by definition we have
By using Lemma 4.3, we find that
Remark. We believe that the above theorem can be proved without the restriction "A(t) is C 1 ".
We now start to discuss that whether G n,k and F n,k are also k-unyielding in S n+1 (or H n+1 ). Suppose A(t) moves in S n+1 (or H n+1 ), then there is a unique S n (or H n ) that contains points A 2 (t), . . . , A n+2 (t). Let A 0 (t) on S n+1 (or H n+1 ) be the mirror image of A 1 (t) over hyperplane OA 2 (t) · · · A n+2 (t). Easy to see that there are functions α 1 (t), . . . , α n+2 (t) that satisfy
and when t is small, α i (t) has the same sign as α i (0) = α i .
Lemma 4.4 Suppose A(t) moves in S n+1
or H n+1 and is real analytic.
for small t ≥ 0, and the equality holds if and only if A 1 (t), . . . , A n+2 (t) stay in a common S n (or H n ).
Proof. By symmetry, we only need to prove the case when c k−1 > 0.
(in terms of the leading t m term in the formal power series)
The equality holds if and only if A 0 (t) = A 1 (t), namely, A 1 (t), . . . , A n+2 (t) stay in a common S n (or H n ). 2
Now we have the following main theorem. (1) If c k−1 > 0, then G n,k is k-unyielding in S n+1 (or H n+1 ), and points A 1 (t), . . . , A n+2 (t) will stay in a common S n (or H n ) for small t ≥ 0.
, and points A 1 (t), . . . , A n+2 (t) will stay in a common S n (or H n ) for small t ≥ 0.
Proof. We only need to prove (1), as (2) can be proved the same way. Suppose c k−1 > 0. If points A 1 (t), . . . , A n+2 (t) do not stay in a common S n (or H n ), then A 0 (t) = A 1 (t). By Lemma 4.4, we have
However, for G n,k , by definition we have
which is a contradiction. As A 1 (t), . . . , A n+2 (t) stay in a common S n (or H n ), by applying Theorem 4.3, we then have that G n,k is k-unyielding in S n+1 (or H n+1 ).
Remark. We believe that Theorem 4.4 can be proved without the restriction that "A(t) is real analytic".
Characteristic polynomial in S n
+ and H n Like we did in Euclidean space, the concept of characteristic polynomial can be defined on points in S n + and H n . Let A 1 , . . . , A m be m (m ≥ n + 2) points in S n + or H n , and α 1 , . . . , α m be a sequence of coefficients that satisfy 4.5 2-tensegrity frameworks G n,2 and F n,2 in S n + and H n For G n,2 and F n,2 , the geometric meaning of c 1 = 0 is very simple.
Corollary 4.1 For G n,2 and F n,2 in S n + (or H n ), c 1 = 0 if and only if points A 1 , . . . , A n+2 are in a n-dim hyperplane in R n+1 (or R n,1 ).
Proof. By Lemma 4.2, we have c 1 = 2 n+2 i=1 α i for the S n + case, and c 1 = −2 n+2 i=1 α i for the H n case. Since n+2 i=1 α i A i = 0, so c 1 = 0 if and only if points A 1 , . . . , A n+2 are in a n-dim hyperplane.
In Figure 3 , on S 2 + , A 1 is the point that outside the dotted circle, and c 1 > 0. In Figure  4 , on H 2 , A 1 is the point that outside the dotted loop, and c 1 > 0. It will be interesting to know the geometric meaning of c k = 0 when k ≥ 2.
We now give a detailed discussion of d(B, C; A) in H n . Proof. We will prove it by showing that for any k points P 1 , . . . , P k in H 1 , we have det(f (P i ) · f (P j )) 1≤i,j≤k ≥ 0. Pick up a direction on H 1 , we use r i to denote P i A if P i is at the "right" side of A, and denote − P i A if P i is at the "left" side of A. Then we have det (f (P i ) · f (P j )) 1≤i,j≤k The last step uses Cauchy's determinant identity [3] , which says that det 1 x i + y j 1≤i,j≤n = i<j (x j − x i )(y j − y i ) i,j (x i + y j )
The equality of the last step holds if and only if P i = A for some i or P i = P j for some i and j, which implies that H 1 A is an infinite dimensional inner product space. 2 Conjecture 4.2 For any n > 1, the bilinear product "·" is positive definite in H n A .
4.6 A special version of k-tensegrity Frameworks G n,k and F n,k in S n In S n , we now briefly discuss a special case that when the points A 1 , . . . , A n+2 are not in a hemisphere. Suppose A 1 , . . . , A n+2 are in general position in S n , and the origin O is inside the Euclidean (n + 1)-simplex A 1 · · · A n+2 . We let G n,k be a k-tensegrity framework whose k-faces are all k-struts; and F n,k be the one whose k-faces are all k-cables. (2) If A(t) is C 1 , then F n,k is k-unyielding in S n .
Proof. Can be proved by slightly modifying Theorem 4.4 and Theorem 4.3 respectively. 2 E-mail address: lizhaozhang@alum.mit.edu
