Objectives: Visual information from talkers facilitates speech intelligibility for listeners when audibility is challenged by environmental noise and hearing loss. Less is known about how listeners actively process and attend to visual information from different talkers in complex multitalker environments. This study tracked looking behavior in children with normal hearing (NH), mild bilateral hearing loss (MBHL), and unilateral hearing loss (UHL) in a complex multi-talker environment to examine the extent to which children look at talkers and whether looking patterns relate to performance on a speech-understanding task. It was hypothesized that performance would decrease as perceptual complexity increased and that children with hearing loss would perform more poorly than their peers with NH. Children with MBHL or UHL were expected to demonstrate greater attention to individual talkers during multi-talker exchanges, indicating that they were more likely to attempt to use visual information from talkers to assist in speech understanding in adverse acoustics. It also was of interest to examine whether MBHL, versus UHL, would differentially affect performance and looking behavior.
INTRODUCTION
In the United States, children with mild bilateral hearing loss (MBHL) or unilateral hearing loss (UHL) make up over 5% of the school-age population (Niskar et al., 1998; NIDCD, 2006) . These children often demonstrate poorer speech perception in noise than peers with normal hearing (NH; Crandell, 1993; Johnson et al., 1997) . In complex environments such as classrooms, where poor acoustics may negatively affect access to auditory information, children with MBHL or UHL may be more reliant on visual information to aid in speech understanding than are peers with NH. It is important, therefore, to examine looking behaviors of children with NH and children with MBHL or UHL in these complex multisensory and multi-talker environments.
Previous work has demonstrated that hearing loss affects listeners' behavior in complex environments. Ricketts and Galster (2008) reported that children with hearing loss were more likely to turn toward brief utterances by secondary talkers in classrooms than were children with NH and suggested that such attempts could have negative consequences if they draw attention away from the primary talker. Sandgren et al. (2013; reported that children with bilateral mild-moderate hearing loss were more likely to look at the face of their partner with NH during a dyadic referential communication task than vice versa. The same may be true for children with MBHL or UHL, for whom the auditory signal is degraded in a more chronic and persistent way than in peers with NH. This study tracked listeners' speech understanding and looking behavior in a complex multi-talker environment, to test the degree to which children look at talkers and whether looking patterns relate to performance on a speech comprehension task.
In complex multi-talker environments, the listener first must perceptually segregate individual talkers from each other (and from other background sounds) and then selectively attend to the talker of interest (Cherry, 1953; Bregman, 1990) . Children are poorer than adults at segregating sound sources and selectively attending to target speech, particularly when the nontarget signal also is speech (Hall et al., 2002; Leibold & Buss, 2013) . As listening tasks in classrooms become more complex, the cognitive demands increase (Picard & Bradley, 2001; Klatte, Hellbrück, et al., 2010; Klatte, Lachmann, et al., 2010) . The negative effects of degraded environmental acoustics (e.g., background noise) on a listener's ability to process speech input also may increase (Klatte, Lachmann, et al., 2010; Shield & Dockrell, 2008 The presence of visual information plays an important role in the processing of speech in multi-talker environments. In addition to the auditory information available in these environments, listeners/observers actively sample and selectively attend to visual information by moving their own eyes, head, and body to orient to sources of information (Findlay & Gilchrist, 2003; Hayhoe & Ballard, 2005) . In the presence of background noise or hearing loss, visual information provides a valuable supplementary source of input that can help listeners compensate for a degraded auditory signal.
When noise reduces the audibility of speech, the ability to see the talker increases intelligibility for listeners (Sumby & Pollack, 1954; Grant & Seitz, 2000; Arnold & Hill, 2001; Helfer & Freyman, 2005; Ross et al., 2007) . Much research has focused on how individuals use visual information from the talker's mouth (lips, tongue, and teeth) to derive a perceptual benefit beyond the acoustical signal (e.g., Summerfield, 1992; Grant et al., 1998; Bernstein et al., 2004; Chandrasekaran et al., 2009; Scarborough et al., 2009; Files et al., 2015) . However, it is clear that visual information beyond the talker's mouth contributes to speech intelligibility. For example, visible movements of the talker's head and face enhance speech recognition even when the mouth movements are not visible (Munhall, Jones, et al., 2004; Thomas & Jordan, 2004; Davis & Kim, 2006; Jordan & Thomas, 2011) .
Visual information beyond the mouth contains other paralinguistic information that is relevant to communication, such as indicating active listening, providing feedback, or signaling turn taking (see Wagner et al., 2014 for a review). Visual emotion recognition also is associated with movement of the eyes and whole face (Guo, 2012; Wegrzyn et al., 2017) . In addition, iconic gestures from the talker's hands can provide information that supplements that of the auditory signal during narratives or conversations, particularly regarding relative position and size (Holler et al., 2009; Drijvers & Özyürek, 2017) .
Being able to see talkers can improve localization (Shelton & Searle, 1980) , and visual cues often are more salient than auditory cues in determining the location of an audiovisual (AV) source in space (Bertelson & Radeau, 1981) . This is particularly important in multi-talker environments and research in adults has suggested that the availability of a visual cue to the location of a sound can enhance identification of auditory stimuli for adults with NH (Best et al., 2007) and hearing loss (Best et al., 2009) when that visual stimulus can be easily located. Altogether, the above research demonstrates the importance of visual information, beyond lipreading, to the processing of AV speech.
Although children benefit from the availability of visual cues to aid in understanding speech, they may not use those cues to the same extent as adults. For example, the ability to benefit from visual information in speech perception under adverse listening conditions shows a protracted development through childhood (Ross et al., 2011; Maidment et al., 2015) and interacts with other developing aspects of language processing at multiple levels (Sekiyama & Burnham, 2008; Fort et al., 2012; Erdener & Burnham, 2013; Jerger et al., 2014; Lalonde & Holt, 2016) . Children also may be less accurate at judging visual cues that are not tied to the phonology of the speech signal (e.g., facial cues from the talker indicating uncertainty; Krahmer & Swerts, 2005) .
Despite research showing benefits of combined auditory and visual input for speech understanding, the addition of visual information has the potential to compete with other task-related processing under conditions of high cognitive demands, negatively affecting adults' speech understanding (Alsius et al., 2005; Mishra et al., 2013) . In addition, both adults and children may avert their gaze from talkers during some complex tasks as a means of emphasizing other processing (Ehrlichman, 1981; Doherty-Sneddon et al., 2001) .
Recent studies have used eye tracking to examine how observers distribute their visual attention to regions on the faces of single talkers, in adults (Vatikiotis-Bateson et al., 1998; Lansing & McConkie, 1999; Buchan et al., 2007; , children (Irwin et al., 2011; Irwin & Brancazio, 2014) , and infants (Lewkowicz & Hansen-Tift, 2012; Smith et al., 2013) . However, single-talker experiments are not representative of the complex social environments in which perceivers must dynamically navigate and select among multiple talkers. In single talker paradigms, there are fewer alternatives for visual attention, which could promote an assumption that observers will attend to talkers' faces when available. However, this assumption has not received rigorous testing and may not be true for complex environments. Foulsham et al. (2010) found that observers' gaze did track who was talking in a multi-talker conversation, but that allocation was driven by factors such as social status. Other work has shown that the presence of sound increases attentional synchrony in multitalker displays (Foulsham & Sanderson, 2013) .
In this study, children's looking behavior was tested in the context of a speech perception testing procedure previously described in Lewis et al. (2014) , which compared children's ability to follow verbal instructions for placing objects on a mat under three AV contexts. The single talker (ST) condition represented a simple one-on-one interaction, with one talker providing instructions via a video monitor. In the multi-talker (MT) condition, task-relevant information came alternately from four possible talkers on separate monitors in front of the listener. The multi-talker with comments (MTC) condition differed from the MT condition in that the four talkers produced both target and nontarget information, with occasional interruptions. Overall, these three conditions varied the perceptual complexity of the social environment by manipulating the distribution of information across talkers as well as the relevance of individual talkers' speech to the experimental task. Lewis et al. (2014) completed testing in the presence of noise and reverberation. The present study used background noise only.
The experimental task required children to attend to and process spoken instructions. Doing so could be affected by the availability of both auditory and visual input from target and nontarget talkers. Children also needed to find the correct object for placement among a group of objects and place that object in its correct position on the mat. This task, therefore, required the simultaneous coordination and interaction of auditory, visual, linguistic, and cognitive processes.
The assessment of performance accuracy served as a measure of speech understanding. Based on our previous work (Lewis et al., 2014) , it was hypothesized that speech understanding would decrease as perceptual complexity increased both for children with NH and children with MBHL or UHL. It also was hypothesized that children with hearing loss would perform more poorly than their peers with NH. For children with MBHL, reduced audibility in both ears could have negative consequences on speech understanding in the experimental task. While it was possible that children with UHL would demonstrate better performance than those with MBHL because they have NH in one ear, poor speech recognition in noise has been shown for children with UHL even when speech is presented from the front or toward the ear with NH . Thus, it also was possible that the two groups of children with hearing loss would demonstrate similar performance on this task.
Eye tracking provided measures of children's overall looking behavior and its relationship to task performance. The present study analyzed general looking behaviors (i.e., whether participants looked at the screens with talkers) rather than whether participants' looking focused on talkers' mouths (i.e., lipreading). Comparing children with NH with children with MBHL or UHL provided information about how hearing loss may influence looking strategies in these children and how those strategies, in turn, could support speech understanding. By tracking where children looked during the task, we examined how their looking behaviors related to their performance on the task. It was hypothesized that children with MBHL or UHL and children with NH would differ, with the children with hearing loss demonstrating greater attention to individual talkers during multi-talker exchanges. Such results could indicate that the children with hearing loss were more likely to attempt to use visual information from those talkers to aid in speech understanding during the complex instruction-following task. Attempts to focus on individual talkers could interact with accuracy on the instruction-following task in a variety of ways. It was possible that children who looked at talkers more often and for a longer amount of time used the combined auditory and visual information to enhance performance when compared with those who looked less. Conversely, it was possible that such looking strategies could interfere with processing of auditory information, resulting in poorer scores for those children, particularly in the most complex multi-talker condition. Although children with UHL have NH in one ear, benefits of binaural processing that can improve speech understanding may be limited or absent, depending on the degree of hearing loss in the poorer hearing ear (Hartvig Jensen et al., 1989; Humes et al., 1980; Newton, 1983) . Some of the acoustic cues that aid in localization will be less salient for children with UHL than for children with NH or MBHL (for whom the signal is equally audible in both ears), resulting in reduced accuracy and speed when attempting to locate talkers using the auditory signal. Such potential differences could interact with looking behavior across groups of children.
MATERIALS AND METHODS

Participants
Eighteen 8-to 12-year-old children with NH and 18 children with MBHL or UHL participated (see Table 1 for hearing-status group definitions). Per parent report, children had normal or corrected-to-normal vision and were native speakers of English. All children scored within 1.25 SD of the mean on the Wechsler Abbreviated Scale of Intelligence (Wechsler, 1999) . No child scored > 2 SD below the mean on the Peabody Picture Vocabulary Test (IV; Dunn & Dunn, 2007) and only one child (with MBHL) scored > 1 SD below the mean ( Table 2) .
Eight of the children with MBHL or UHL had congenital hearing loss, three had acquired hearing loss, and the etiology for seven was unknown. To recruit sufficient numbers of children with MBHL or UHL, the number of children at each year of age across the range from 8 to 12 years was not the same. However, the NH and combined MBHL/UHL groups were age-matched, resulting in the same age distributions within this range for the groups. Children with UHL and MBHL may not use hearing aids or may be inconsistent in their hearing-aid use (Davis et al., 2002; Fitzpatrick et al., 2010 ; American Academy of Audiology, 2013; Walker et al., 2013; Fitzpatrick et al., 2014) . To assess performance effects of hearing loss without the benefit of amplification, children with hearing loss did not use amplification during any of the listening tasks.
The Institutional Review Board of Boys Town National Research Hospital (BTNRH) approved this study. Written assent and consent to participate were obtained for each child, Three-frequency PTA ≥ 20 and ≤ 45 dB HL OR thresholds > 25 dB HL at one or more frequencies above 2 kHz in both ears.
Three-frequency PTA > 20 dB HL in the poorer ear and ≤ 15 dB HL in the better ear OR thresholds > 25 dB HL at one or more frequencies above 2 kHz in the poorer ear. PTA For 7 children, mean better ear PTA = 34.2 dB HL (SD = 8.3 dB) and poorer ear PTA = 36.7 dB HL (SD = 7.1 dB). One child had a high-frequency hearing loss with better ear high-frequency average thresholds for 6-8 kHz (left ear) = 45 dB HL and poorer ear threshold at 8 kHz (right ear) = 50 dB HL.
For 8 children, poorer ear PTA = 55 dB HL (SD = 11.7 dB). Two participants had high-frequency hearing loss. For one, the highfrequency average thresholds for 3-8 kHz = 82.5 dB HL (right ear), and for the other average thresholds for 4-8 kHz = 88.3 dB HL (right ear). Mean age in years (range) 10. 61 (8.0-12.42) 10. 74 (8.99-12.33) 10.60 (8.0-12.42) Gender 8 male, 10 female 4 male, 4 female 5 male, 5 female and they were compensated monetarily for participation. The simulated environment, test materials, procedures, and scoring methods are described in detail in Lewis et al. (2014) and will be described briefly here.
Simulated Environment
An AV instruction-following task was created using individual video recordings of either a single child talker (female) or four different child talkers (two male, two female) who were 8-12 years old and spoke general American English. These children provided instructions for placing objects on a mat that was situated in front of the listener. Video recordings were made in a meeting room at BTNRH using four video cameras (JVC Evario Advanced Video Coding High Definition hard disk cameras, GZ-MG630, Wayne, NJ). For the recordings, the four cameras were placed at a position representing that of the seated listener and faced each talker. Talkers wore omnidirectional lavaliere microphones (Shure, ULX1-J1 pack, WL-93 microphone, Niles, IL) to record their speech. To ensure a natural flow to the interaction during recordings, all talkers were present during the video recordings and were free to look at each other during the instructional task. They were not required to look at the cameras when giving instructions, so, although all talkers were clearly visible, participants did not always have a straight-ahead view of the talker's face. These recording strategies provided a more realistic visual representation of talkers for our experimental task than one in which all talkers would be required to look directly at the camera when they spoke. However, these more realistic interactions do not preclude the use of information from talkers' lips and mouths to aid in speech understanding, as supported by studies demonstrating that AV speech perception is robust to major occlusions of the face (Jordan & Thomas, 2011) and to a wide range of viewing orientations (Jordan & Thomas, 2001 ).
Test Materials and Instructions
Ten instructions were given, each requiring the child to place one of 16 objects that varied on several dimensions (e.g., size, color, shape; see Appendix A, Supplemental Digital Content 1, http://links.lww.com/EANDH/A397) in a specified location/orientation relative to the edges of a rectangular mat or to other items. Sentences used for instructions in the present study were age appropriate, and their structure covered a range of complexity (e.g., put the red airplane in the center of the mat with the front pointing to you). The instructions followed the same format in all conditions (see Appendix B, Supplemental Digital Content 2, http://links.lww.com/EANDH/A398, for an example of the instructions). Recordings were created for three experimental conditions: ST, MT, and MTC. For the first two experimental conditions (ST, MT), each child talker read his/ her instructions and any talkers in the condition followed that instruction for placing objects on mats before the next instruction. The participant could not see the mats of the talkers and did not know how well they were following instructions. For the third condition (MTC), a scripted dialog was created so that the child talkers made other comments in addition to the instructions for the task. The audio recordings were equalized for sound pressure level across all talkers.
Eye Tracking
Children's looking behavior was recorded using a faceLAB 4 video-based eye-tracking system (Seeing Machines, Canberra, Australia). The system hardware consisted of an infrared stereo camera. The faceLAB system tracked the participant's gaze by first tracking the position of the head based on individualized models of the participant's head geometry. During the initial calibration procedure, these models were generated using the full head model option in faceLAB in which facial reference points were identified in a set of three snapshots with the participant's head faced forward (0°) and 90° to the left and right. After generating the participant's head model, their gaze was calibrated by asking them to fixate on the left, then the right, camera of the eye tracker. The faceLAB system permitted the tracking of eye gaze to multiple objects or surfaces represented in a world model. In this world model, five planar regions were defined corresponding to each of the four talker screens, along with the mat on which the participant performed the task.
The eye tracker data consist of a number of measures describing the position and orientation of the participant's head and eyes, obtained at a sampling rate of 60 Hz. In the current application, the gaze object intersection is a categorical data value that reflects the real world object (talker screen or mat) that intersects the participant's gaze at a particular point in time. Eye tracking studies are prone to missing and noisy data due to occasional lapses in the visibility of the participant's eyes by the eye tracker cameras (Wass et al., 2013) . The faceLAB analysis software provides gaze quality measures for each eye tracker sample that specify whether the gaze estimates provided are based on usable data from one or both eyes or are merely inferred on the basis of the more robust measure of head position and orientation. The eye tracking data analysis below makes use of both gaze object intersection and gaze quality measures.
A Mac Pro computer running Max/MSP 5 software (Cycling 74, Walnut, CA) controlled stimulus presentation. Eye-tracker data were streamed to this computer in user datagram protocol format via an Ethernet connection. The Max software simultaneously recorded the faceLAB and QuickTime frame numbers to permit a temporal alignment of stimulus and eye-tracking data.
Scoring
Listening tasks were scored based on 3-4 properties of each instruction: item, position, step (1-10), and orientation (where applicable). For each task, every correct property was worth one point. The total number of correct properties was divided by the possible total points for a percent correct score. For example, if the fourth instruction was "Put the green car in the bottom right corner of the mat with the front pointing to the large bone," it was worth four points (item = green car; position = bottom right corner; step = 4 [i.e., fourth instruction]; orientation = pointing 
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to large bone). If one object was placed on the mat incorrectly but another object was correctly placed in relation to it at a later step, the second item's placement was scored as correct. For example, if the child had placed the large bone incorrectly on the mat following an earlier instruction but placed the car correctly in relation to the bone, the car would be scored correct for orientation. In addition, if the wrong object was placed on the mat or a correct object was positioned incorrectly during one step and corrected at a later step, the score for that item would be adjusted (e.g., after the change, the position or item might now be correct but the step would be incorrect). A video camera above the child recorded his/her response. A researcher scored the tasks as they were administered then reviewed the video recording to recheck scores and modify them as needed.
Procedure
The simulated AV instruction-following task, with the video recordings described above, was implemented in a sound booth at BTNRH with the following baseline acoustic characteristics: background noise level = 37 dBA; reverberation time (T30mid) = 0.06 sec; early decay time = 0.05 sec. Speech was presented at 65 dB SPL at the listener's location. Multi-talker noise (20 talkers; Auditec, Inc., St. Louis, MO) was mixed with the recordings at a 5 dB signal-to-noise ratio. This noise represented a potential noise level in an occupied classroom (Dockrell & Shield, 2006; Finitzo, 1988; Jamieson et al., 2004 ). For the experimental task, the child sat at a table facing four LCD monitors (screens 1, 4: Dell 2007 WFPb, Plano, TX; screens 2, 3: Samsung Syncmaster 225BW, Ridgefield Park, NJ) with loudspeakers (M-Audio Studiophile AV 40, Cumberland, RI) mounted on top (Fig. 1) . Across screens, talkers' heads subtended angels of roughly 7.7 o × 17.7 o . Children were familiarized with the task before testing. They followed sets of 10 AV instructions for placing objects on a mat. They could look at talkers as much or as little as they chose during the task. There were three conditions, and their presentation order was the same for all participants. In the first condition (ST), a single talker presented instructions on screen 2. That talker was used for this condition only. This condition served as the baseline for the child's ability to follow the instructions. The second condition (MT) utilized four different talkers on screens 1-4 across from the child. The talkers took turns providing instructions for the task, and all were visible at all times. The order in which the talkers spoke was varied to prevent the child from anticipating the next talker. The third condition (MTC) used the same four child talkers as in the second. However, while one talker was providing an instruction, the other talkers intermittently interrupted or talked to each other. This condition represented a task during which listeners must separate target speech from distracting speech. The order of conditions followed that of Lewis et al. (2014) and was selected due to potential effects on children's willingness to complete the task if some of them considered the initial condition too difficult. Each condition lasted less than 5 minutes. All children were able to complete each of the conditions.
RESULTS
The data consisted of behavioral performance scores (percent correct) for each participant in each of three conditions (ST, MT, MTC), together with eye-tracking measures of where participants were looking as they performed in each of these conditions. Results begin with an analysis of behavioral performance, followed by an analysis of listeners' looking behavior.
Behavioral Task Performance
Percent correct scores were examined statistically within a linear mixed-effects model framework using the LME4 (Bates et al., 2015) package version (1.1-12) in R (The R Foundation for Statistical Computing; Vienna, Austria). This model is akin to a regression analysis that describes the relation between multiple predictor variables and a criterion variable (behavioral performance), but which is appropriate for repeated-measure designs. In this model, the predictor variables, hearing status, and experimental condition were treated as fixed effects, while participant was treated as a random effect.
The fixed effects factors were zero-sum coded as dummy variables. For hearing status, one variable coded whether the listeners were in the NH group (+0.5) or were part of the combined (MBHL/UHL) hearing loss subgroups (˗0.5). The second variable distinguished between the children based on hearing loss type: MBHL (+0.5), UHL (˗0.5), NH (0). The same approach was used for experimental condition, with one variable contrasting the ST condition (+0.5) with the two MT conditions (MT and MTC, ˗0.5), and a second variable contrasting all conditions: MT (+0.5), MTC (˗0.5), ST (0). Participant was treated as a random effect in the model. This allowed for appropriate accounting of variance related to the repeated-measures design of this study. In this analysis, models were generated using random effects structures that included random intercepts.
Task performance is shown in Figure 2 . Children in the NH group performed significantly better (M = 87.8%; SD = 11.7) than those in the combined hearing loss groups (M = 80.3%; SD = 13.4), t(34.74) = 2.05, p = 0.048. No significant effect of hearing loss type was found, t(34.74) = 0.004, p = 0.99. A corollary approach to evaluating the influence of a factor is to compare models that include and do not include the factor of interest. This form of multi-model comparison found that a model that included the hearing loss type contrast did not significantly outperform a model that only included the NH versus combined MBHL/UHL contrast, χ 
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A significant effect of experimental condition was found, with performance in the ST condition (M = 91.0%; SD = 10.0) higher than the combined multi-talker conditions (M = 80.6%; SD = 13.1), t(66) = 6.78, p = 0.0001. A significant effect of multitalker condition was also found, t(66) = 3.41, p = 0.001, with better performance in the MT condition (M = 83.5%; SD = 12.5) than MTC condition (M = 77.6%; SD = 13.1). No significant interactions between hearing status groups and condition were found for either the ST versus MT/MTC, t(66) = ˗1.12, p = 0.26, or MT versus MTC contrasts, t(66) = ˗1.78, p = 0.08.
Multi-model comparisons based on values of AIC found that a model that included ST versus MT/MTC contrast outperformed a baseline model containing only the random effects, X 2 (1) = 30.81, p < 0.0001, and that the addition of the MT versus MTC contrast significantly further improved the model fit, X 2 (1) = 9.81, p = 0.002. A significant improvement was found when hearing status was added, X 2 (3) = 8.86, p = 0.03, but no further improvement was found with the addition of hearing loss type, X 2 (3) = 4.68, p = 0.20.
Looking Behavior
The raw eye-tracker data consist of series of gaze object intersection values (i.e., whether the participant was looking at screen 1, 2, 3, 4) at particular points in time, along with associated measures of the gaze quality, recorded at a rate of 60 samples per second. An attempt was made to reference eye gaze to the mat. However, the angle of the child's head when looking down made examining this region of interest difficult. Consequently, analyses are limited to the four screens. The number of samples was proportional to the total stimulus duration for each condition (ST: 243.6 sec = 14,077 samples; MT: 149.8 sec = 8,986 samples; MTC: 190.8 sec = 11,450 samples). These data, therefore, permitted the calculation of looking time measures for each region of interest (four different screens showing four different talkers).
The analysis adopted a multi-tiered approach. The first analysis assessed participant looking to screens with individual talkers during their utterances, permitting an examination of attention to the relevant talkers at particular points in time. The second analysis examined the overall distribution of looking to all of the screens over the course of the entire interaction in a condition as a whole.
In both of these analyses, a subset of samples meeting a gaze quality criterion of 2 (on a 0-3 categorical scale specific to the faceLAB software) for at least one eye was extracted from the total eye-tracker dataset for an individual participant in each condition. Decreases in gaze quality reflected losses of visibility of the face by the eye tracker due to the participant moving their head out of the field view of cameras, looking away from the cameras (as was sometimes the case when participants looked down to manipulate objects on the mat), or obstructing their face with their hands. Overall, gaze quality for this experiment met criterion for 68.1 % of all samples, with similar levels for the NH (M = 66%), MBHL (M = 70.1%), and UHL (M = 70.5%) groups. However, due to some calibration problems with four participants (two with NH, two with MBHL/ UHL), it was not possible to reference their eye gaze data with the various screen locations. These four participants were not included in the eye-tracker analyses.
Looking at Relevant Screens
The first step in the analysis examined the proportion of time that children spent looking at the relevant screen, meaning the one displaying an active talker who was providing task relevant information. In the ST condition, the relevant screen was always screen 2, but in the MT and MTC conditions, the relevant screen changed over the course of interactions among talkers.
As can be seen in Figure 3 , the overall proportion of time looking to the relevant screen was low, with children from all groups looking at the relevant screen an average of 19.1% of the time during instructions. No effect was found for the NH versus MBHL/UHL contrast, t(33.46) = 0.315, p = 0.75, or the MBHL versus UHL contrast, t(33.46) = ˗0.274, p = 0.79. No significant effects of experimental condition were found between the ST and MT conditions, t(57.45) = ˗0.37, p = 0.71, or between the two MT conditions, t(57.78) = 0.16, p = 0.88. As above, a multimodel analysis was completed. The addition of factors related to condition, hearing status, or hearing loss type did not lead to significant improvements in the fit of the model beyond the baseline containing only random effects.
The previous analyses focused on aggregate measures of overall looking. To examine the looking patterns over time, a measure of gaze switching was derived from the data. In this analysis, a switch consisted of a transition from looking at one screen to looking at a different screen. A switch rate (switches per minute [spm] ) was calculated by dividing the total number of switches in a block by the block duration (Fig. 4) .
Significantly more switching was found in the MTC condition (M = 24.3; SD = 12.2 spm) than the MT condition (M = 21.6; SD = 11. Figure 5 illustrates the proportion of total time in each condition during which children were looking at any of the four screens. As can be seen in this figure, the majority of the children with NH (left panel) spent > 75% of the time looking at the screens. However, there was a split in the looking behavior of the children with hearing loss. Approximately half of the children with hearing loss exhibited a pattern that was similar to that of the children with NH, but the proportion of looking time was lower for the remainder of the children. Statistical analysis revealed that, overall, children with NH looked at the screens significantly more (M = 84.9%; SD = 22.1) than did children with MBHL/UHL (M = 63.0%; SD = 32.0), t(29.03) = 2.12, p = 0.04. No significant effect of hearing loss type was found, t(29.03) = ˗0.30, p = 0.77, and the addition of hearing loss type did not significantly improve the model fit, X 2 (3) = 2.60, Since children spent the majority of time looking at screens, but not necessarily the relevant screen, the breakdown of looking to each of the four screens was examined. Figure 6 shows the proportion of time looking to each of the four screens, relative to the time looking to any screen. Participants in all groups distributed their looking broadly, spending some time looking at all four screens even in the ST condition in which the talker was only displayed on screen 2. In the MT and MTC conditions, talkers were visible on all four screens and produced relevant speech roughly equal proportions of the time. Nevertheless, listeners showed an overall right-side bias, looking at screens 3 and 4 65% of the time. Screen 1 on the far left was attended to only 9% of the time overall.
Looking at Any Screen
Normal Hearing
Relation Between Looking and Performance
The final step in the analysis was to examine how looking behavior related to performance in the task. A new model was created with looking to any screen and hearing status (NH versus MBHL/UHL) as predictors. Neither the main effect of looking, t(29.26) = ˗1.23, p = 0.29, nor the interaction of looking × hearing status, t(29.26) = 0.655, p = 0.52, were significant. This analysis was repeated using looking to the relevant screen and hearing status (NH versus MBHL/UHL) as predictors. Once again, neither the main effect of looking, t(88.13) = 0.687, p = 0.49, nor the interaction of looking × hearing status, t(88.13) = ˗1.488, p = 0.14, were significant.
DISCUSSION
The purpose of the present study was to examine looking behavior and performance during an instruction-following task in children with NH and children with MBHL or UHL. In particular, we examined how children performed in a complex multi-talker environment, where they looked, how looking patterns differed as a function of hearing status, and whether looking behavior was related to performance on the task.
Behavioral Task Performance
Results supported the initial hypothesis that performance would decrease as perceptual complexity increased for both children with NH and children with MBHL/UHL. These findings are in agreement with those from Lewis et al. (2014) that examined performance for children with NH on the same task in noise and reverberation. In the present study, children with hearing loss also performed more poorly overall than their peers with NH, supporting our hypothesis. The degree of hearing loss for the children in the present study falls within a restricted threshold range for children with MBHL and, although of potentially greater degree, affects only one ear of children with UHL. Even these small differences in access to the auditory signal when compared with children with NH contributed to hearing-status group differences. When comparing the subgroups of children with hearing loss, however, results showed no significant differences in performance as a result of whether the loss was bilateral or unilateral. A similar absence of bilateral versus unilateral hearing loss effects was found by Lewis et al. (2015) when examining performance for these same children on a comprehension task in a simulated classroom environment. Thus, the presence of hearing loss, but not whether that loss was unilateral or bilateral resulted in reduced performance relative to children with NH. The absence of any effects of hearing-loss subgroup on performance in this study could be related to interactions between the complex nature of the task and the hearing loss. Children with MBHL and UHL may perform similarly in their ability to complete the task, but the underlying factors affecting performance may differ. For example, for children with UHL, the degree of hearing loss could affect access to binaural cues that assist listeners in complex environments. In this study, participants were not recruited to provide a representative range of degree of hearing loss in the group with UHL. It also is possible that unilateral/bilateral differences would have played a greater role if children with greater degrees of bilateral hearing loss were included. Future research should address these potential factors with larger subject groups representing a wide range of hearing thresholds. However, it is noteworthy that even a mild degree of bilateral hearing loss or hearing loss in only one ear affected performance in these children, who were not using amplification during testing. Recall that some children may have worn amplification in daily life.
Looking Behavior
Looking behavior during the instruction-following task was examined using eye-tracking procedures. It was hypothesized that children with MBHL/UHL would focus on individual talkers more than would their peers with NH. High percentages of time looking to relevant screens would support that hypothesis. However, the results demonstrated that the overall proportion of time spent looking at talkers as they were providing instructions was low for the majority of participants with both NH and MBHL/UHL, and there were no hearing-status group differences. These results do not support the hypothesis. Thus, regardless of condition or the ease with which talkers might be identified, children did not consistently look at individual talkers as they spoke. The absence of a difference between children with hearing loss and children with NH was unexpected. It had been expected that children with MBHL/UHL would attempt to look at talkers as a means of augmenting an auditory signal that was degraded by both noise and hearing loss. These results indicate that children with NH and those with hearing loss were not focusing on talkers for the duration of their spoken instructions in this task.
Measures of gaze switching provided information about the variation in participants' looking over time during the task.
Results revealed that children with MBHL showed a greater increase in switch rate from the MT to MTC condition than children with UHL. These findings suggest that, when compared with UHL, hearing loss in both ears may result in more attempts to locate talkers as the perceptual complexity of a multi-talker task increases.
The analysis examining children's looking at relevant talkers showed that participants spent a small proportion of the time looking at those talkers as they spoke. It also was useful to know the proportion of time that listeners looked at any talker out of the total time talkers were speaking during the listening conditions. For this measure, there was a significant difference between children with NH and children with MBHL/UHL. All but two children with NH spent a high proportion of their time looking at screens. Given the low proportion of time children spent looking at relevant talkers as they spoke, these results could suggest that they were scanning the talkers throughout the task.
An examination of the distribution of looking across the four screens helped to determine whether children were scanning across all screens equally or were showing any looking biases. Although looking was distributed across all screens, when comparing the right versus left of center, there was a bias was toward the right (65%), and very little time was spent looking toward screen 1 (9%), which was farthest to the left. These findings suggest that children were looking at various screens, but not equally. It is important to note, however, that looking behavior cannot be tied directly to locating or following talkers since the proportion of looking times was similar in the ST condition, when the only talker was on screen 2, to the multi-talker conditions when there were talkers on all screens. Our current eye-tracking procedures do not allow us to examine these looking strategies more specifically, which should be addressed in future studies.
An important point should be made about what eye tracking does and does not say about visual processing. Eye-tracking systems attempt to estimate which parts of the visual scene project onto the observers' fovea-an area of the retina specialized for high spatial frequency processing of visual details. However, information in the visual periphery projects onto nonfoveal regions, which are processed through channels more specialized at dynamic visual information at lower spatial frequencies (Shapley, 1990; Merigan & Maunsell, 1993) . Our finding that listeners were not foveating on the relevant talkers does not mean that visual information from the talkers was not perceived or processed. Visual information also could have been processed through peripheral channels, which are very important for AV speech perception. For example, perceptual studies using spatially filtered AV speech stimuli have shown that lower spatial frequencies are the main contributors to AV speech perception (Munhall, Kroos, et al., 2004) , although there are individual differences in sensitivity to high spatial frequency information in speech (Alsius et al., 2016) . Furthermore, studies of AV speech integration have shown that the McGurk effect (McGurk & MacDonald, 1976) persists even when the visual stimulus is up to 40° in the periphery (Paré et al., 2003) .
For the children with MBHL and UHL, the results (as displayed in Fig. 5 ) were divided between those who spent the majority of time looking at the screens and those who looked at screens a low proportion of the time. Low proportions of looking suggest that those children were focusing their visual attention elsewhere. One possibility is that children who were not looking at talkers were instead focusing on the mat during the task. Research has shown that visual attention on tobe-processed items may reduce the amount of information that must be held in working memory during natural tasks (Droll & Hayhoe, 2007) . A child who focused on the screens during most of the instructions would have to hold the talkers' instructions in memory as they looked to the mat to select and place objects. In contrast, a child who focused on the mat may be able to begin to follow the auditory instruction as it was being presented. The latter scenario would support children's ability to switch attention to different auditory sources without attending to those sources visually. Focusing on the mat could have been a strategy used by some children to complete the task while reducing the need to hold all the spoken information in working memory before following a particular instruction. Alternatively, some children may not have looked at either the mat or the talkers, gazing away as they processed the auditory information from the instructions (Ehrlichman, 1981; Doherty-Sneddon et al., 2001) . Droll and Hayhoe (2007) suggest that individual strategies in visual attention may be based on the cost or benefit that individuals associate with those strategies. It is possible that the current results represent different strategies adopted for addressing both visual and auditory information in a complex listening task. Some children may rely primarily on information about instructions held in working memory while others use the visual information supplied by the objects and the mat to supplement that information. By attending to objects on the mat, children may forgo visual enhancement effects associated with attending to the talker to reduce the working memory demands of the task by attending to the task space. To further understand looking strategies in a perceptually complex task, future research should examine exactly where children are looking during the task when they are not looking at talkers. Such an assessment was not possible using the eye-tracking system in the present study.
Interestingly, there was no relationship between overall looking behavior during this task and performance. Children who tracked the relevant talker did not tend to perform differently on the task than children who did not. This result suggests that the relationship between attention to visual and auditory stimuli in this instruction-following task was not simple. Although children with MBHL/UHL performed more poorly than children with NH, they did not spend more time looking at relevant talkers. The pattern of overall looking, however, suggests differences in the strategies among children, with greater differences in the group of children with MBHL/UHL than in the group of children with NH. Almost all the children with NH chose to look at the talker space as they listened to the instructions but almost half of the children with hearing loss looked away from talkers during that time. Looking at talkers and looking elsewhere in the task space may both confer performance benefits, but because these options are mutually exclusive, different individuals may weigh these options differently, settling on a trade-off that maximizes their own performance in the task. Doherty-Sneddon et al. (2001) concluded that "if the visual signals do not have an "added value" for the task at hand, the cognitive resources required to process them may detract from processing of task-relevant information" (pp. 917-918) . For some of the children with hearing loss, visual information in the talker space may have detracted from performance or, at least, may not have provided useful benefit.
How children come to adopt particular strategies and tradeoffs may be affected by multiple complex factors. It is possible, for example, that increasing the cognitive load of the instruction-following task, either by additional levels of complexity or further degrading acoustics, would have resulted in different looking strategies than those seen here and may have produced different outcomes when comparing children with MBHL and UHL. This study also did not include measures of children's working memory or auditory and visual attention skills to examine how those skills play specific roles in performance on complex listening tasks. Such measures should be included in follow-up studies.
The present study examined AV speech understanding in the context of a naturalistic task that placed a collection of perceptual and task demands on the participant. Examining looking behavior and performance in this kind of task provides information about how children balance these demands. Many paradigms involving AV speech perception present a single, centrally fixated, forward looking talker in the context of a simple response task. In this kind of scenario, one might too easily presume that listeners give focused and undivided attention to the stimulus talker. However, these paradigms may have limited generalizability to real-life social situations. The present study challenges the assumption that AV speech perception in the real world operates in a similar way. Our task more closely approximates a real-world multi-talker situation, in which focus on the relevant talker is less obvious and obligatory. One major finding of our study is that when the obligatory-attentional constraint is removed from the task, participants' looking is quite variable. Despite this variability, children in the present study were able to follow the AV instructions, and children with NH demonstrated better performance than children with MBHL/UHL. These results suggest that performance on some challenging multi-talker AV tasks is not dependent on visual fixation to relevant talkers for children with NH or with MBHL/UHL.
