Abstract. Spherical means are a widespread model in modern imaging modalities like photoacoustic tomography. Besides direct inversion methods for specific geometries, iterative methods are often used as reconstruction scheme such that each iteration asks for the efficient and accurate computation of spherical means. We consider a spectral discretization via trigonometric polynomials such that the computation can be done via nonequispaced fast Fourier transforms. Moreover, a recently developed sparse fast Fourier transform is used in the three dimensional case and gives optimal arithmetic complexity. All theoretical results are illustrated by numerical experiments.
1. Introduction. In analogy to the classical Radon transform, we consider the spherical mean value operator M that assigns to each function f : R d → R its mean values Mf (y, r) = 1
along the spheres with center point y ∈ R d and radius r > 0, where σ denotes the surface measure on the sphere and ω d−1 = σ(S d−1 ). The spherical mean value operator plays an equal prominent role for recent imaging techniques as the classical Radon transform does already for about 50 years. Most notably, the mathematical models behind upcoming hybrid imaging techniques like thermo-and photoacoustic tomography [26, 18, 4] are based upon the spherical mean value operator. In most cases, the inverse problem is of interest, i.e. given the spherical means Mf (y m1 , r m2 ) for a list of center points y m1 ∈ R d , m 1 = 1, . . . , M 1 , and radii r m2 ∈ [0, ∞), m 2 = 1, . . . , M 2 , we aim to reconstruct f from this data. Existence, uniqueness, and stability of this problem has been studied for the two dimensional case and for specific three dimensional geometries over the last decade, see e.g. [8, 3, 1, 18, 25] and references therein. Moreover, specific direct reconstruction algorithms for various geometries are discussed in [14, 22, 21, 13, 2, 7, 20, 9] , variants for integrating detectors are discussed in [12, 5, 24, 30, 15, 29] . In this paper we consider the case of center points located at an arbitrary submanifold of R d . For this general case, explicit inversion formulae are not known and do not represent a realistic goal, see also [23, 10, 11] . Instead we focus on discretizations and fast algorithms for the forward problem such that the well developed machinery of iterative solvers can be applied, see [6] for a specific reconstruction algorithm. Our idea is to restrict the spherical mean value operator to periodic functions and to discretize these by trigonometric interpolation. In particular, this allows for error bounds that depend on the smoothness of the function at hand. Moreover, we show that in the three dimensional case the discrete spherical mean value operator can be identified with a four-dimensional sparse Fourier transform with nodes and frequencies restricted to some three dimensional submanifolds. For this setting, the sparse Fourier transform [28, 19] applies and has the numerical complexity O(N 3 log 6 N ), where N is the number of discretization points in each dimension. This numerical complexity compares favorable to the numerical complexity of a finite element type discretization which is O(N 5 ). The structure of our paper is as follows. Section 2 defines the spherical mean value operator on the torus and proves in Theorem 2.2 a singular value decomposition in the space of square integrable functions. In Section 3, we define the discrete spherical mean value operator by trigonometric interpolation and prove associated error bounds in Theorem 3.1. The representation of the discrete operator as a fourdimensional Fourier transform can be found in Theorem 3.3 and Algorithm 2 is the corresponding fast scheme. In the last section we verify our theoretical findings numerically by considering a family of test functions with known spherical means and known Fourier coefficients. In particular, we show that our algorithms respect the theoretic error bounds and that they outperform the simplest finite element type discretizations, i.e., piecewise constant and bilinear interpolation, with respect to computing time.
2. The spherical mean value operator for periodic functions. We start by considering the spherical mean value operator on periodic functions and give its singular value decomposition in the space of square integrable functions. Let d ∈ N, x, y ∈ R d , and denote by x · y := x 1 y 1 + . . . + x d y d and |x| := √ x · x the usual inner product and its induced norm, respectively. We define the d-dimensional torus
. By dσ (ξ) we denote the spherical surface measure and by
its total area. We define the spherical mean value operator by
The restriction to r ≤ 1 is for convenience and could be replaced by any other finite number. It should be noted that compactly supported functions fit in our framework by the following consideration. Let f ∈ C(R d ) be a compactly supported function with supp f ⊂ x ∈ R d : |x| ≤ R , R ∈ (0, 1 2 ), and letf ∈ C(T d ),
be the corresponding periodized function. Then r ≤ 1 − R − |y| is a sufficient condition on the support of f , on the location of the center points y, and on the radii r such that the spherical means Mf (y, r) of the compactly supported function f and the spherical means Mf (y, r) of the periodic functionf agree.
Lemma 2.1. The spherical mean value operator satisfies
and
Proof. The assertion follows for p = ∞ right from the definition. For 1 ≤ p < ∞ and
For order ν ≥ 0 we define the Bessel functions J ν : R → R by the integral representation, cf. [27, Chap. 3.3 
We have the following singular value decomposition of the spherical mean value operator in the Hilbert space of square integrable functions. The main part of this result can be found e.g. in [16, Eq. (1.5)] but we present the complete statement together with its short proof to keep the paper self contained.
Then the spherical mean value operator has the singular value decomposition
Moreover, there are constants
is valid.
Let ζ := z |z| and denote by ζ ⊥ := {η ∈ S d−1 : η ⊥ ζ} the set of unit vectors orthogonal to ζ. Then, using polar coordinates
With the definition of the Bessel function (2), this yields
Next we consider the singular values λ z , z ∈ Z d , which fulfill
From the asymptotic expansion of the Bessel functions [27, Sec. 7.21] we know that there is a constant C 3 > 0 such that for all r > 0 we have
Thus, the integral in Equation (4) can be bounded by
which gives the upper bound. The lower bound follows analogously.
3. Discretization. Typically, the function f : T d → R is given by discrete values f (x n ) on a regular grid x n ∈ X ⊂ T d and the spherical means Mf (y, r) have to be computed for scattered center points y ∈ T d and radii r ∈ [0, 1]. Subsequently, we suggest to compute an expansion into complex exponentials from the given data, then apply Theorem 2.2 which gives precise information about the spherical means of a complex exponential function, and finally perform a summation step to compute the spherical means of the complete expansion at the scattered center points.
We start by defining for some discretization parameter N ∈ 2N the index sets
and within the torus
, . . . ,
, n ∈ I N }.
Moreover, let T N be the space of trigonometric polynomials p :
and define the corresponding interpolation operator
For subsequent use, we define the vector of samples f ∈ R
The Fourier coefficients of the interpolating trigonometric polynomial are given by (6) 
and can be computed from the samples by means of the fast Fourier transform (FFT). Moreover, sufficiently smooth functions f (x) = k∈Zf z e 2πiz·x allow for a simple bound on the interpolation error, see e.g. [31, Chap. X, Thm. (5.16)],
Remark 1. The trigonometric polynomial p interpolates on the symmetric spatial grid X ⊂ T d with an even number N ∈ 2N of points. For real interpolation values, the computed polynomial is nevertheless complex valued in general but can be modified to a real valued trigonometric polynomial interpolating the data by extending its Fourier coefficients to [−
Instead of the trigonometric interpolant we will also use the Fourier partial sum, defined by
with the true Fourier coefficientsf z = T d f (x)e −2πiz·x dx. Given, we only know samples of the function at the nodes X, one is not able to compute these required coefficients. Nevertheless, this variant is useful for theoretical purposes and gives us slightly higher capability to compare the theoretical with the numerical results.
In order to give upper bounds for the resulting errors of our discretization of the spherical mean value operator we introduce for s > 0 the Sobolev space
For those functions we have the following result.
Moreover, it exists a constant C f,s,d,r > 0 such that for s > 1 2 the estimate
is valid. 
Since f is continuous, Lemma 2.1, Inequality (7), and the Cauchy-Schwarz inequality lead to
The last integral can be simplified, since the assumption 
Because of 2s − d + 1 > 1 direct calculation in conjunction with the definition of ω d−1 in (1) shows the first assertion. With Equation (5) the Bessel function can be bounded by
Thus, with v z (x) = e 2πiz·x we obtain the estimate
, and with the method of the first part of the proof we get the second assertion. For example, the first sum yields
An FFT-based algorithm. Next, we are concerned with fast algorithms for the approximate evaluation of spherical mean values. Combining Theorem 2.2 and Theorem 3.1 we have the following result. 
Proof. Our algorithm starts with the computation of the Fourier coefficientŝ
of the trigonometric interpolant p = I N f by a fast Fourier transform. The numerical complexity of this first step is O (N  d log N ) . In the second step we compute the Fourier coefficientsh
of MI N f (·, r m2 ) for every fixed radius r m2 , m 2 = 1, . . . , M 2 . This step has the numerical complexity O(M 2 N d ). In the last step we compute the spherical means
for every fixed radius r m2 by a nonequispaced fast Fourier transform [17] , which has the total numerical complexity O(
For the typical case that the center points are located at a (d − 1)-dimensional submanifold of the torus T d we may assume
In this case our algorithm has the numerical complexity O(N d+1 log N ) which compares favorable to the numerical complexity O(N 2d−1 ) of a naive implementation whenever d > 2, see also Table 2 .
Algorithm 1 Discrete spherical mean value operator
spherical mean values
DFT, Eq. (6) 9: end for 10: for m 2 = 1, ..., M 2 do 11: end for 18: end for A fast algorithm for the three dimensional case. Let us now consider the practical important case d = 3. Then the discrete spherical mean value operator can be written in terms of a sparse four-dimensional Fourier transform. To be more precise, we define the following discrete subset
of a three dimensional double cone in R 4 .
be a trigonometric polynomial. Then its spherical mean values have the representation
Proof. First of all we observe that for all z ∈ J N \{0} and r > 0 the identity
holds true. Hence, we have by Theorem 2.2
Next we assume that the center points y m1 , m 1 = 1, . . . , M 1 , are restricted to a smooth two-dimensional submanifold of T 3 . Then for arbitrary radii r m2 , m 2 = 1, . . . , M 2 , the set of nodes (y m1 , r m2 ) ∈ R 4 , m 1 = 1, . . . , M 1 , m 2 = 1, . . . , M 2 , lies on a smooth three dimensional submanifold of R 4 . Hence, Equation (9) describes a four dimensional Fourier transform with Fourier coefficients as well as evaluation nodes on smooth three dimensional submanifolds. Such a sparse Fourier transform can be computed efficiently, cf. [28, 19] , using the following two main ingredients. At first, we employ a low rank approximation e 2πi(z,ζ)·(y,r) = R =1 a (z, ζ)b (y, r) of the Fourier kernel, where the rank fulfills R ≈ log 4 (N/ε) under certain conditions on the widths of the spatial and frequency domains. In order to meet these conditions, the second ingredient is a dyadic subdivision of both domains, resulting in a particular divide and conquer strategy, the so-called butterfly scheme.
The following Corollary 1 and Algorithm 2 summarize its application to the computation of spherical means. Corollary 1. Let f : T 3 → C be sampled on the regular grid X of size N 3 and let the center points y m1 , m 1 = 1, . . . , M 1 , be located at a two-dimensional submanifold of T 3 . Moreover, let the radii r m2 ∈ [0, 1], m 2 = 1, . . . , M 2 , be given and assume
Then the evaluation of the approximated spherical mean values
by Algorithm 2 has the numerical complexity O(N 3 log 6 N ).
Proof. As in Algorithm 1 we first compute the Fourier coefficientsp z , z ∈ J N , of the trigonometric interpolant I N f . Next, the coefficients for the sparse Fourier transform are computed by
Finally, the sparse Fourier transform
is computed by the algorithm described in [19] which results in a total complexity of O(N 3 log 6 N ). for m 2 = 1, . . . , M 2 do 10:
sparse FFT, Eq. (9) 11:
end for 12: end for A comparison between the complexities of the Algorithms 1, 2 and a naive algorithm based on a piecewise polynomial approximation can be found in Table 2 . 
, be given. We compute spherical means of these test functions analytically by using the following statement for radial functions. 
Proof. First assume without loss of generality y = |y| e d , where
dτ.
Next we use the above lemma to compute the spherical mean values of some of the test functions (12) explicitly. 
else.
Fixing the smoothness parameter s ∈ N 0 gives an explicit solution of the integral. With adequate coefficients b s,k := b s,k (y, r, t) ∈ R, k = 0, . . . , s, we have Mf 2,0,t (y, r) = ϑ 0 π and
Example 4.3. Since the weight disappears for dimension d = 3 we define a primitive Φ s,t : R → R of ϕ s,t and an auxiliary quantity τ 0 ∈ R + ,
and obtain for y = 0 and r = 0 the closed-form expression
For example with parameters s = 0 and s = 1 we get the formulas
Moreover, Sonine's integral [27, Chapter 12.11] yields the Fourier transform of these test functions
which, in conjunction with [27, Sec. 7.21] , allows for the estimate
and thus
Additionally to the Algorithms 1 and 2 we consider also a variant that makes use of the exact Fourier coefficients (13) of our test functions and implements MS N f . This algorithm is labeled as Algorithm 1a in the following tables and figures.
Furthermore, we consider two algorithms that are based on piecewise polynomial approximation. In the most simplest case the function f is approximated by a piecewise constant function and a simple rectangular quadrature rule is applied, see Algorithm 3. A variant using bilinear interpolation and a trapezoidal quadrature rule is subsequently labeled as Algorithm 3a. Table 1 . Estimated orders − log ε abs / log N of convergence with respect to the smoothness parameter s. These are derived by a least square fit of the computed errors in Figure 1 .
5. Summary. We discretized the spherical mean value operator by trigonometric polynomials, which gives rise to spectral error estimates in case of globally smooth functions. Moreover, the resulting algorithm has optimal arithmetical complexity in the important three-dimensional case and thus allows for the computation of spherical mean values for large problem sizes. within the project KU 2557/1-2 and by the Helmholtz Association within the young investigator group VH-NG-526.
