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Abstract
We study the two dimensional least gradient problem in a convex, but not necessary
strictly convex region. We look for solutions in the space of BV functions satisfying the
boundary data f in trace sense. We assume that f is in BV too. We state admissibility
conditions on the trace and on the domain that are sufficient for existence of solutions.
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1 Introduction
We study the least gradient problem
min
{∫
Ω
|Du| : u ∈ BV (Ω), Tu = f
}
, (1.1)
where Ω is a bounded convex region in the plane with Lipschitz boundary. We denote by
T : BV (Ω) → L1(∂Ω) the trace operator. We stress that we are interested only in solutions to
(1.1) satisfying
Tu = f, (1.2)
where f is in BV (∂Ω) ( L1(∂Ω).
Since publishing of the paper by Sternberg-Williams-Ziemer, [14], the least gradient prob-
lem was broadly studied. In [14] existence and uniqueness for continuous data f were shown
when the domain ∂Ω has a non-negative mean curvature (in a weak sense) and ∂Ω is not locally
area minimizing. These conditions in R2 reduce to strict convexity of Ω.
The case of general f ∈ L1(∂Ω) was studied in [8]. However, in [8] uniqueness is lost and
(1.2) does not hold in the classical sense. Moreover, the authors of [13] show that the space
of traces of solutions to the least gradient problem is essentially smaller than L1(∂Ω), then a
1
ar
X
iv
:1
71
2.
07
15
0v
1 
 [m
ath
.A
P]
  1
9 D
ec
 20
17
solution to (1.1) does not necessarily exist for L1 data. Any characterization of the space of
traces of least gradient functions does not seem to be known yet. However, f ∈ BV (∂Ω) is
sufficient for existence when Ω ⊂ R2 is strictly convex, see [4]. Another approach to existence
is presented in [10, Theorem 1.5]. It is not applicable here, because the barrier condition does
not hold.
A motivation to study (1.1) comes from the conductivity problem and free material design,
see [6]. A weighted least gradient problem appears in medical imaging, [11]. This is also the
motivation to investigate the anisotropic version of (1.1), see [7].
A geometric problem of least area leads to a minimization problem like (1.1), where
∫
Ω
|Du|
for u ∈ BV (Ω) is replaced by ∫
Ω
f(Du), where f has linear growth, but need not be 1-
homogeneous. This problem attracted attention in the seventies’, see [3], and it is active today
[2].
A common geometric restriction on the domain Ω in the above papers boils down to strict
convexity in plane domain. Here, the main difficulty is the lack of strict convexity of a convex
region Ω. Since we do not expect existence of solutions to (1.1), even in the case of continuous
f , if Ω is merely convex, we have to develop a proper tool. For this purpose we state admissibil-
ity conditions on the behavior of f on flat parts of the boundary. We first do this when the data
are continuous, in this case the admissibility condition # 1, means monotonicity of f on any
flat part `. Condition # 2 is geometric, strictly related to the given boundary data f . Namely,
it means that the data on a flat boundary may attain maxima or minima on large sets, making
creation of level sets of positive Lebesgue measure advantageous, see §2.1. Since we deal here
with oscillatory data, we assume that f is not only continuous but also has a bounded total vari-
ation. This additional assumption is used in our analysis, but we do not know if this condition
is necessary. These admissibility conditions have to be modified in the case of discontinuous
data, see §2.2.
In Section 2, we will explain the notion of the flat part of the boundary of Ω, denoted by
`. In the same section, we introduce the admissibility conditions for continuous and discon-
tinuous functions. Once we have them, we can state our main results. We make an additional
assumption, when the number of flat parts is infinite. Namely, we assume that they have a single
accumulation point.
We will address first the case of continuous data, which is interesting for its own sake.
Theorem 1.1. Let us suppose that f ∈ C(∂Ω), Ω is an open, bounded and convex set, {`α}α∈I
is the family of flat parts of ∂Ω. The flat parts have at most one accumulation point and if so
the condition from Definition 2.4 holds. If f satisfies the admissibility conditions (2.2) or (2.3)
on all flat parts of ∂Ω, then problem (1.1) has exactly one solution, i.e. the boundary data are
attained in the trace sense.
The strategy of our proof is as follows, we construct a sequence of strictly convex regions
Ωn converging to Ω in the Hausdorff distance. We also provide approximating data on ∂Ωn. By
classical result, see [14], we obtain a sequence of continuous solutions vn to the least gradient
problem (1.1) on Ωn. After estimating the common modulus of continuity, we may pass to the
limit using a result by [9]. This is done in Section 3.
Next, we extend this result to f ∈ BV . We admit an infinite number of such flat pieces of
the boundary. However, for simplicity, we assume that they may accumulate at just one point.
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It turns out that the presence of infinitely many flat parts leads to additional difficulties, which
are more pronounced when f is discontinuous. Our final result is:
Theorem 1.2. Let us suppose that the geometric assumptions on Ω specified in Theorem 3.1
hold, in particular Ω is convex. Moreover, f ∈ BV (∂Ω) and it satisfies the admissibility
conditions (2.5) or (2.6). Then, there exists a solution u to the least gradient problem (1.1).
We establish Theorem 1.2 by a proper approximation of discontinuous data by continuous
ones. We approximate f from above by a monotone decreasing sequence hn and from below
by a monotone increasing sequence gn, this is done in Corollary 4.1. By Theorem 1.1 we will
have sequences of solutions to (1.1), un corresponding to hn and vn corresponding to gn.
The comparison principle will imply monotonicity of un and vn, hence un (resp. vn) will
converge pointwise convergence to u (resp. v) and we will have u ≥ v. We will have tools to
prove that the limit functions u and v have the correct trace. In general u and v need not be
equal.
It is a natural and interesting question, what happens when the admissibility conditions are
violated. This problem requires quite different technique and it will be addressed elsewhere,
here we present simple examples in Section 5. We claim that our admissibility conditions are
sufficient and (almost) necessary for existence.
It is well-known that for discontinuous data the uniqueness of solutions is lost, see [8] for
a proper version of Brothers example. However, a recent article [5] provides a classification of
multiple solutions. This result is valid for strictly convex as well as for merely convex regions.
We do not present further details in this direction.
2 Admissibility criteria
It is important to monitor the behavior of data on flat parts of the boundary. We need to introduce
a few pieces of notation for this purpose.
Definition 2.1. A non-degenerate line segment ` will be called a flat part of the boundary of
Ω if ` ⊂ ∂Ω and ` is maximal with this property. In particular, this definition implies that ` is
closed. The collection of all flat boundary parts is denoted by {`k}k∈K.
We expect that data must satisfy additional conditions in order to ensure existence of so-
lutions. We will state these admissibility conditions for continuous and discontinuous data
separately.
2.1 The case of continuous data
Through this subsection we consider only continuous boundary values f .
Definition 2.2. We shall say that a continuous function f ∈ C(∂Ω) satisfies the admissibility
condition #1 on a flat part ` if and only if f restricted to ` is monotone.
In order to present the admissibility conditions for functions which are not monotone we
need more auxiliary notions. We associate with f on a flat piece of the boundary, `, a family
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of intervals {Ii}i∈I such that I¯i = [ai, bi] ⊂ `. On each Ii function f is constant and attains a
local maximum or minimum and each Ii is maximal with this property. We note that in case of
continuous functions f the intervals Ii are automatically closed. We also set ei = f(Ioi ), i ∈ I.
This definition of ei will be good also in the case of discontinuous data. For the sake of making
the notation concise, we will call Ii a hump.
After this preparation, we state the admissibility condition for non-monotone functions.
Definition 2.3. A continuous function f , which is not monotone on a flat part `, satisfies the
admissibility condition #2 if and only if for each hump Ii = [ai, bi] ⊂ `, i ∈ I the following
inequality holds,
dist (ai, f−1(ei) ∩ (∂Ω \ Ii)) + dist (bi, f−1(ei) ∩ (∂Ω \ Ii)) < |ai − bi|. (2.1)
In addition we require that if yi, zi ∈ ∂Ω are such that
dist (ai, f−1(ei)∩(∂Ω\Ii)) = dist (ai, yi), dist (bi, f−1(ei)∩(∂Ω\Ii)) = dist (bi, zi), (2.2)
then yi, zi ∈ ∂Ω \ `.
We use here the notation dist (x, ∅) = +∞. Obviously, the admissibility condition #2 does
not hold if f has a strict local maximum or minimum.
Remark 1. By definition, f attains local maximum/minimum on Ii, even if a the hump contains
any endpoint of `. Later, we will make comments, see Remark 2, about intervals contained in `,
where f is constant and such that one of their endpoints is a point from ∂`, which are not hump
in our sense.
We would like to discover what are the consequences of the admissibility conditions. In
particular, we would like to know if the restriction of f to a flat part ` can have an infinite
number of local minima or maxima. Interestingly, the answer depends upon the geometry of Ω.
Namely, we can prove the following statement.
Proposition 2.1. Let us suppose ` is a flat piece of boundary of Ω. In addition, ` makes an
obtuse angle with the rest of ∂Ω at its endpoints, ∂` = {pl, pr}. Then, if f satisfies on ` the
admissibility condition #2, then f |` has a finite number of humps.
Proof. Let us introduce a strip S(`), defined as
S(`) = (
⋃
x∈`
Lx) ∩ Ω,
where Lx is the line perpendicular to ` and passing through x. We notice that S(`) is a stripe,
so the intersection of its boundary with a convex set, ∂S(`) ∩ Ω, consists of two line segments
sl and sr.
We can have the following situations, each of [ai, yi], [bi, zi] may either be contained in S(`)
or each of [ai, yi], [bi, zi] may intersect sl ∪ sr. Here yi’s and zi’s are defined in (2.2).
We claim that there is only a finite number of segments [ai, yi], [bi, zi] contained in S(`). In-
deed, if it were otherwise, then bkn−akn would converge to zero for a subsequence kn converg-
ing to infinity. On the other hand min{dist (ai, ∂Ω∩S(`)\`), dist (bi, ∂Ω∩S(`)\`)} ≥ c0 > 0.
But these two conditions combined contradict the admissibility conditions #2.
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We claim that there is only a finite number of segments [ai, yi], [bi, zi] intersecting sl ∪ sr =
∂S(`) ∩ Ω. We have to consider a few cases. Let us suppose that [ai, yi] ∩ st 6= ∅, where t = l
or r. Here we adopt the following convention, ` = [pl, pr], and
dist (ai, pr) > dist (ai, pl) and dist (bi, pr) < dist (bi, pl).
If we keep this in mind and t = r, then the geometry automatically implies that [bi, zi]∩ sl 6= ∅.
We notice that neither segment [pl, ai] nor [ai, pr] can contain Ik. If it did, then segments
[ai, yi] and [bi, zi] would intersect sr ∪ sl. If we take into account that the angle at p is obtuse we
see that the length of [bi, zi] is bigger than |bi − ai|, but this is impossible. A similar argument
works for p = pr. Hence, our claim follows.
Actually, we will make the above statement even more precise.
Proposition 2.2. Let us consider sl ∪ sr = ∂S(`) ∩ Ω and the set of all humps contained in `,
{Ii}i∈I , where I¯i = [ai, bi]. If ∂Ω forms obtuse angles at ∂` (or there are lines tangent to ∂Ω
there), then each of the intersections
sl ∩
(⋃
i∈I
([ai, yi] ∪ [bi, zi])
)
, sr ∩
(⋃
i∈I
([ai, yi] ∪ [bi, zi])
)
,
consists of at most one point. Here, yi, zi, i ∈ I satisfy (2.2). In particular, ` contains at most
one hump.
Proof. Our notational convention is that
dist (pl, ai) < dist (pr, ai), dist (pr, bi) < dist (pl, bi).
Let us suppose our claim does not hold. The geometry implies that if [bi, zi]∩ sl 6= ∅, (resp.
[ai, yi] ∩ sr 6= ∅), then automatically [ai, yi] ∩ sl 6= ∅, (resp. [bi, zi] ∩ sp 6= ∅). If so, then the
interval [bi, zi] (resp. [ai, yi]) is longer then |bi − ai| because the angle at p is obtuse.
Let us suppose now that [ai, yi] ∩ st 6= ∅ and [aj, yj] ∩ st 6= ∅, where t = l or t = r and
j 6= i. If this happens, we can find a bk in the interval [ai, aj] ⊂ `. We can use the part that we
have already shown to deduce our claim.
The same argument applies when [bi, zi] ∩ st 6= ∅ and [bj, zj] ∩ st 6= ∅, where t = l or t = r
and j 6= i.
If ` contained more than one hump, then there existed [ai, yi]∩sl 6= ∅ and [aj, yj]∩sl 6= ∅ or
[bi, zi]∩ sr 6= ∅ and [bj, zj]∩ sr 6= ∅ for i 6= j. We have already seen that this is impossible.
We will make further observations about the structure of admissibility conditions. A par-
ticularly interesting is the case when ∂Ω has an infinite number of flat parts. For the sake of
simplicity of presentation, we will assume that {`k}k∈K has a single accumulation point, i.e.
if `k = [pkl , p
k
r ], then p
k
l , p
k
r → p0, as k goes to infinity. We assume that `k = [pkl , pkr ] are so
arranged that dist (pkl , p0) > dist (p
k
r , p0). In order to avoid unnecessary complications, we as-
sume that ‘almost all `k’s are on one side of p0’. In order to make it precise, we will denote by
H(`) the half-plane, whose boundary contains a line segment (or a line) `, H(`) ∩ ∂Ω 6= ∅ and
Ω ⊂ H(`).
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Definition 2.4. Let ν be a unit vector parallel to `, by saying that almost all `k’s are on one side
of p0 we mean that there is a choice of ν so that infinitely many `k are contained in {y ∈ R2 :
(y − p0) · ν < 0}, while the half-plane {y ∈ R2 : (y − p0) · ν > 0} contains only their finite
number.
After this preparation, we will see what of restrictions imposes the admissibility condition
#2 on the boundary data and on any infinite sequence of flat parts. The boundary ∂Ω at p0 may
have a tangent line or form an angle. The angle may be obtuse (including the case of a tangent
line) or acute. We see that solutions depend on the measure of the angle. Namely, we noticed
that if the angle is obtuse, then we can only have single humps Ik on flat parts and a finite
number of humps on `. If the angle is acute, then we may have an infinite number of humps on
`, accumulating at p0. In addition, there may be an infinite number of flat parts accumulating at
p0.
In this subsection, we will consider the case of an obtuse angle. The acute angle will be
treated later, in Lemma 3.2, when p0 is an endpoint of a flat part and f restricted to ` satisfies
the admissibility condition #2.
When we deal with a sequence of flat parts {`k}∞k=1, then we assume that they are so num-
bered that dist (`k, p0)→ 0 and almost all `k are on one side of p0. We are ready to present the
following fact.
Lemma 2.1. Let us assume that the above condition holds and ∂Ω forms an obtuse angle at p0.
Moreover, f ∈ C(∂Ω) satisfies the admissibility conditions #1 and #2. Then, there is ρ > 0
with the following property. If `k ⊂ B(p0, ρ) ∩ ∂Ω, then intervals [ak, yk], [bk, zk], where yk, zk
satisfy (2.2), must intersect ∂S(`k) ∩ Ω.
Proof. We note that due to Proposition 2.2 only one hump Ik may be contained in `k. Due to
the obtuse angle at p0, the length of each component of ∂S(`k) may be made strictly bigger
than a fixed number c0, while the length of `k goes to zero. If our claim were not true than the
lengths of [ak, yk], [bk, zk] would exceed c0 in violation of the admissibility condition #2.
2.2 The case of discontinuous data
If function f is not continuous, then the admissibility conditions have to be adjusted. In partic-
ular, this is true regarding condition #1. This is done below.
Definition 2.5. Let us suppose that f : ∂Ω → R is a function of bounded variation and f
restricted to ` = [pl, pr] is monotone. We shall say that f satisfies the admissibility condition #1
if one of the following conditions holds:
(i) f is continuous at both endpoints of ∂`;
(ii) there is  > 0 such that function f restricted to ` ∪ (B(x0, ) ∩ ∂Ω) is monotone, where
x0 ∈ ∂` and f is continuous in ∂` \ {x0};
(iii) there is  > 0 such that function f restricted to `∪ (∂Ω∩ (B(pl, )∪B(pr, )) is monotone.
If we recall the notation introduced before Definition 2.3, then we notice that the definition
of ei as ei = f(Ioi ) is unambiguous also in the case of discontinuous f .
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Definition 2.6. We say that a function f belonging to BV (∂Ω) satisfies the admissibility con-
dition #2 on a flat part ` if and only if for each closure [ai, bi] of a hump, i ∈ I, the following
inequality holds,
dist (ai, f−1(ei) ∩ (∂Ω \ Ii)) + dist (bi, f−1(ei) ∩ (∂Ω \ Ii)) < |ai − bi|. (2.3)
In addition we require that if yi, zi ∈ ∂Ω are such that
dist (ai, f−1(ei) ∩ (∂Ω \ Ii)) = dist (ai, yi), dist (bi, f−1(ei) ∩ (∂Ω \ Ii)) = dist (bi, zi),
then yi, zi ∈ ∂Ω \ `.
We notice the geometric observations made in previous a subsection, i.e. Proposition 2.1,
Lemma 2.1, Corollary 2.2, are valid for discontinuous data satisfying the admissibility condi-
tions. The proof does not depend on continuity.
3 Construction of solutions for continuous data
Solutions to (1.1) are constructed by the same limiting process which we used in [6]. We first
find a sequence of strictly convex domains, {Ωn}∞n=1, approximating Ω. Then, we define fn on
∂Ωn in a suitable way. After this preparation, we invoke a classical result, [14], to conclude
existence of {vn}∞n=1, solutions to the least gradient problem in Ωn.
The construction of strictly convex region Ωn is easy, when at both endpoints of a flat piece
there is a corner, then we simply add a piece of a circle arc. But when there is a tangent at one of
the endpoints of `, then we have to perform additional reasoning. This construction is presented
in the following Lemma.
Lemma 3.1. Let us suppose that Ω ⊂ R2 is a convex region with finitely many flat parts
`k, k ∈ K = {1, . . . , K}. Then, there is a sequence of strictly convex bounded regions, Ωn
containing Ω and such that Ω¯n converges to Ω¯ in the Hausdorff metric.
Proof. We define Ωn as follows. Let us suppose that
V = {vm : m = 1, . . . ,M}
is the set of all endpoints of flat pieces `k, k ∈ K, of ∂Ω, such `k meets ∂Ω \ `k at a positive
angle, i.e. `k and the rest of ∂Ω form a corner. Let us fix at each vj ∈ V a line, Lj , passing
through vj , which otherwise does not intersect Ω. We will construct Ωn by adding a set bounded
by `k and an arc with the same end-points as `k.
1) First, we consider such `k, that ∂`k ⊂ V . In this case, we take a ball B(pnk , rnk ) with the
following properties. The flat piece `k is a cord of S1(pnk , r
n
k ), the maximal distance of any point
from the arc cnk = S
1(pnk , r
n
k ) \ Ω to `k does not exceed 1n and cnk intersects lines Lj only at ∂`k.
Now, in order to define Ωn, we take the region bounded by cnk and `k.
2) Let us suppose that p1 is an endpoint of `k, which does not belong to V . We may assume
that there is a positively oriented coordinate system, such that L is the line containing `k and
it coincides with the first coordinate axis and Ω is contained in the upper half plane. We may
assume that p1 = (0, 0) and `k = [−d, 0]× {0}. There is ρ > 0, such that
∂Ω ∩B(p1, ρ) = {(x1, x2) : x2 = ψ1(x1), |x1| < ρ¯}.
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By assumption on p1, ψ1(0) = 0 and the derivative of ψ1 exists at x1 = 0 and ddx1ψ
1(0) = 0.
Since d
dx1
ψ1 is increasing and there is no corner of ∂Ω at p1, we conclude that ddx1ψ
1(x)→ 0 as
x→ 0. In particular, we can find positive xn converging to zero, such that an := ddx1ψ1(xn)→
0. We set
gn(x) =
{
an(x− xn) + ψ1(xn) x ∈ [0, xn],
ψ1(xn)− anxn x < 0.
We define a convex function ψn : (−∞, ρ)→ R by the following formula,
ψ1n(x) =

ψ1(x) x > xn, (x, φ(x)) ∈ B(p1, ρ),
1
2
(ψ1(x) + gn(x)) x ∈ [0, xn],
1
2
(ψ1(xn)− anxn) −d < x < 0.
We notice that ψ1n is convex, has a corner at x = 0, because the left-hand-side and the right-
hand-side derivatives are different and ψ1n converges uniformly to ψ
1.
2) We have to consider the other endpoint of `k, i.e. p2 := (−d, 0). We shall consider all the
cases of possible configurations:
i) p2 is not in V and there is ρ > 0 such that
B(p2, ρ) ∩ ∂Ω = {(x1, x2) : x2 = ψ2(x1), |x1 + d| < ρ¯}.
Moreover, d
dx1
ψ2(−d) exists and it equal to zero. Then we repeat the construction we performed
above, resulting in ψ2n, with the necessary changes. Finally, we end up with ψ˜n = max{ψ1n, ψ2n}.
We may apply the construction in 1) to new Ω˜n, which is the sum of Ω and the epigraph of ψ˜n.
ii) p2 is in V and p2 is the point of intersection of `k with `k′ , then we consider p¯n, the point
of intersection of the line containing `k′ with the graph of ψ1n. The new auxiliary domain Ω˜n is
obtained by taking a region bounded by: the segment being a conv(`k′ , p¯n), the graph of ψ1n and
the rest of ∂Ω from p1 till the endpoint of `k′ .
iii) p2 is in V but the second condition in ii) does not hold. In other words, there is ρ > 0
such that
B(p2, ρ) ∩ ∂Ω = {(x1, x2) : x2 = ψ2(x1), |x1 + d| < ρ¯}.
Moreover, the left derivative of ψ2 at −d is negative. We can find a quadratic polynomial
Q(x1) = αx
2
1 + βx1 + γ so that: Q(−d) = 0, Q′(−d) = ddx1ψ2(−d−) and α > 0. Let us denote
by xv the point, where Q′ vanishes.
We define
ψ˜2(x) =
{
ψ2(x) x1 ∈ (−ρ¯− d,−d),
Q(x)χ(−ρ¯,xv)(x) +Q(xv)χ[xv ,0)(x) x1 ∈ [−d, 0).
The construction presented in 2) is applied to p1 resulting with ψ1n. For x ∈ (−ρ¯− d, ρ¯) we set
ψ˜3n(x) = max{ψ˜2(x), ψ1n(x)}. This creates an intermediate domain Ω˜n, we apply step 1) to it.
4) We notice that the obtained domain Ωn is strictly convex, since such modification are
only performed on finitely many components.
Once we constructed Ωn, we define fn : ∂Ω → R as follows. On each cnk , for (x, y) =
(t, ψn` (t)), we set,
fn(x, y) ≡ fn(t, ψn` (t)) = f(t), n ∈ N. (3.1)
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In other words, fn has the same regularity properties as f does.
In case we constructed an intermediate region Ω˜n we define f˜n : ∂Ω˜→ R using (3.1). Next,
we introduce fn by (3.1).
Corollary 3.1. If fn is defined above, then ωf , the continuity modulus of f , is also the continuity
modulus of fn. Moreover, if pi : R2 → Ω¯ is the orthogonal projection onto a closed convex set
Ω¯, then pin := pi|∂Ωn is one-to-one and fn ◦ (pin)−1 converges uniformly to f .
Proof. The argument is based on the observation that if x1, x2 ∈ ∂Ωn, then |pix1 − pix2| ≤
|x1 − x2|. The details are left to the interested reader.
The uniform convergence easily follows from the definition of fn.
We have to check that the distances, appearing in (2.1), are well approximated through fn,
in the sense explained below. Let us assume that the number of flat parts of ∂Ω is finite, Ωn are
constructed in Lemma 3.1 and fn are defined above in (3.1). We assume that Ii = [ai, bi] is a
hump contained in `. We denote the orthogonal projection onto the line containing ` by pi`. We
set,
αni := pi
−1
` (ai) ∩ ∂Ωn, βni := pi−1` (bi) ∩ ∂Ωn.
We also denote by yi, zi the points of ∂Ω \ ` defined by (2.2).
We have three possibilities for yi and zi: (i) both points belong to
⋃
k∈I `k, (ii) one of these
points belongs to
⋃
k∈I `k while the other one is in ∂Ω \
⋃
k∈I `k and the last one is (iii) both
points belong to ∂Ω \ ⋃k∈I `k. It is sufficient to consider (i) and (iii), because they cover (ii)
too.
In case (i), since Ω¯n converges to Ω¯ in the Hausdorff distance, we conclude that
lim
n→∞
dist (αni , yi) + dist (β
n
i , zi) = dist (ai, yi) + dist (bi, zi) < |ai − bi|.
As a result, the strict inequality holds for sufficiently large n.
In case (iii), we conclude that yi ∈ `′ and zi ∈ `′′. We consider the orthogonal projection
pi`′ , (resp. pi`′′), onto `′, (resp. pi`′′). We take
ζni := pi
−1
`′ (yi) ∩ ∂Ωn, ψni := pi−1`′′ (zi) ∩ ∂Ωn.
Arguing as above, we conclude that
lim
n→∞
dist (αni , ζ
n
i ) + dist (β
n
i , ψ
n
i ) = dist (ai, yi) + dist (bi, zi) < |ai − bi|. (3.2)
As a result, the strict inequality holds for sufficiently large n.
Since the number of flat parts is finite, our claim follows, i.e. we have shown:
Corollary 3.2. Let us suppose that Ω is open, bounded and convex and the number of flat parts
of Ω is finite. We assume that the function f ∈ C(∂Ω) satisfies the admissibility condition #2.
Then, (3.2) holds for Ωn and fn with sufficiently large n.
Remark 2. One may wonder what is the role of intervals (pl, b′) or (a′, pr) contained in a flat
part ` = [pl, pr] and such that f restricted to (pl, b′) or (a′, pr) is constant. We claim that such
intervals do not affect our argument. We know, how to proceed, if this is a hump.
On the other hand, if such an interval is not a hump, then the construction of [14] applied to
Ωn shows the optimal selection of the level sets. We can see that if a′ ∈ ∂{u ≥ f(a′)}, (resp.
b′ ∈ ∂{u ≥ f(b′)}), then the other endpoint of ∂{u ≥ f(a′)}, (resp. ∂{u ≥ f(b′)}), belongs to
∂Ω \ `.
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However, we may have an infinite number of flat parts of Ω or an infinite number of humps.
If so (3.2) contains an infinite number of conditions, which is not easy to satisfy. This is why
we introduce an intermediate stage of construction of an approximation of Ω.
First, we consider the case of an infinite number of flat parts. We introduce a new piece of
notation. We recall the assumptions we made on the flat parts, in case there is an infinite number
of them. They have a single accumulation point p0 and almost all of them are on one side of p0.
If ν is the unit vector used to define the side of p0, then for any ρ > 0 we set
B+ρ := {x ∈ B(p0, ρ) : ν · (x− p0) > 0}, B−ρ := {x ∈ B(p0, ρ) : ν · (x− p0) < 0}.
We arrange `k so that dist (`k, p0) is a decreasing sequence.
Lemma 3.2. Let us suppose that Ω is convex with infinitely many flat parts {`k}k∈K, and almost
all of them are on one side of a single accumulation point p0. We also assume that f ∈ C(∂Ω)
satisfies admissibility conditions #1 or #2. In addition, if p0 is an endpoint of a flat part `, then
we assume that ` has a finite number of humps.
Then, there exists a sequence {Ω˜k}∞l=1 of convex sets containing Ω and such that Ω˜k has a
finite number of flat parts and Ω˜
k
converges to Ω¯ in the Hausdorff metric. Moreover, there are
f˜k ∈ C(∂Ω˜k) satisfying admissibility conditions #1 or #2 and
‖f˜k‖C(∂Ω˜k) ≤ ‖f‖C(∂Ω) and ωf˜k ≤ 4ωf ,
where ωg denotes the continuity modulus of function g. In addition, if pi is the projection defined
in Corollary 3.1, then p˜ik := pi|∂Ω˜k is one-to-one and f˜k ◦ (p˜ik)−1 converges uniformly to f .
Proof. We consider the sequence of all `k contained in B(p0, ρ) converging to p0. We assume
that they are so numbered that
dist (`k, p0) > dist (`k+1, p0).
Under the above assumptions, we have the following situations:
(A) There is ρ > 0 such that B+(p0, ρ) ∩ ∂Ω is contained in a flat part `. If this happens, then
we further restrict ρ so that B+(p0, ρ) ∩ ` contains no hump.
(B) For all ρ > 0 the set B+(p0, ρ) ∩ ∂Ω is an arc, i.e. it does not contain any flat part.
Our goal is to construct approximations to Ω. We first consider (A).
Since Ω is Lipschitz continuous, then there is a ball with radius possibly smaller then se-
lected above and denoted again by ρ, a coordinate system and a function ψ : R → R such
that
B(p0, ρ) = {(x1, x2) : x2 = ψ(x1), x1 ∈ (−γ, δ)}.
Keeping in mind the numbering of `k, we introduced above, we proceed as follows. We consider
only those `k that are contained in B(p0, ρ). Let us write `k = [pkl , p
k
r ] where p
k
l = ψ(x
k
l ),
pkr = ψ(x
k
r) and x
k
l < x
k
r . If t is a line tangent to Ω and passing through p
k
r , whose equation is
x2 = α
kx1 + β
k, then we set
ψk(x1) =
{
ψ(x1), x1 ∈ (−γ, xkr ],
αkx1 + β
k, x1 ∈ (xkr , δ).
10
Next, we define
Ωkρ = {(x1, x2) : x2 = ψk(x1)} ∩H(`) ∩B(p0, ρ). (3.3)
We notice that Ω¯kρ → Ω¯ ∩ B¯(p0, ρ) in the Hausdorff metric. We set
Ω˜k = Ωkρ ∪ Ω.
Of course, Ω˜k is convex and it has a finite number of flat parts. We set q = ∂H(lk) ∩ ∂H(`),
because we will need this point to define the boundary data.
We have to define f˜k on ∂Ω˜k. We consider a few subcases. Actually, it is enough to specify
f˜k on ∂Ω˜k ∩B(p0, ρ). We have the following situations:
(i) The intersection B+(p0, ρ) ∩ ∂Ω contains [p0, b′) such that f on this interval is constant
and [p0, b′) in ` is maximal with this property. We can find y′ ∈ (∂Ω \ `) ∩ f−1(f [p0, b′])
such that |y′ − b′| = dist (b′, (∂Ω \ `) ∩ f−1(f [p0, b′])). Then, we consider only such k that
dist (`k, p0) < |y′ − p0|.
(ii) The flat part `k intersecting B−(p0, ρ) has a hump Ik = [ak, bk] which is such that
interval [bk, zk] intersects `.
(iii) The flat part `k intersecting B−(p0, ρ) has a hump Ik = [ak, bk] which is such that
interval [bk, zk] belongs to the arc connecting bk and zk and contained in B−(p0, ρ).
(iv) The flat piece `k and B+(p0, ρ) ∩ ` have no hump.
In all those cases we pick Ω˜k given by (3.3). Here are the definitions of the boundary data
f˜k.
Case (ii) is the simplest. We set
f˜k(x) =
 f(x) x ∈ [p
k
l , ak] ∪ (∂Ω˜k ∩B(p0, ρ)) \ ∂H(`k),
f(x) x ∈ (` ∩B(p0, ρ)) \ [p0, zk],
f(ak) x ∈ [ak, q] ∪ [q, zk].
Of course f˜k is continuous and it satisfies the admissibility conditions.
For cases (i) and (iv), we set
f˜k(x) =

f(x) x ∈ ∂Ω˜k \ ∂Ω,
f(p0) x ∈ [p0, q],
min{ω(|q − x|) + f(p0), f(pkr)}, x ∈ [pkr , q] if f(p0) ≤ f(pkr),
max{f(p0)− ω(|q − x|), f(pkr)}, x ∈ [pkr , q] if f(p0) > f(pkr).
Since |q − pkr | ≥ |p0 − pkr | and |f(p0) − f(pkr)| ≤ ωf (|p0 − pkr |, then the above definition is
correct.
Finally, we construct f˜k if (iii) occurs. For this purpose we find q′ ∈ ∂Ω˜k ∩ B(p0, ρ) such
that |bk − q′| = |bk − zk|, if it exists. If there is no such q′, then we set q′ := p0. In both cases
we set,
f˜k(x) =

f(x) x ∈ [∂Ω˜k \ ∂H(`k)] ∪ [pkl , bk],
g1(x) x ∈ [bk, q′],
g2(x) x ∈ [q′, q],
f(x) x ∈ ` ∩B(p0, ρ),
f(p0) x ∈ [q, p0].
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Here, we use
g1(x) =
{
min{ω(|x− bk|+ f(bk), f(q′)}, x ∈ [bk, q′], if f(bk) ≤ f(q′),
max{f(bk)− ω(|x− bk|, f(q′)}, x ∈ [bk, q′], if f(bk) > f(q′),
g2(x) =
{
min{ω(|x− q′|+ f(q′), f(p0)}, x ∈ [q′, p0], if f(q′) ≤ f(p0),
max{f(p0)− ω(|x− q′|, f(p0)}, x ∈ [q′, p0], if f(q′) > f(p0).
If (B) occurs then we can face:
lk intersecting ∂B−(p0, ρ) has a hump, then we proceed as in case (iii);
lk intersecting ∂B−(p0, ρ) has no hump, then we proceed as in case (iv).
We have to estimate the modulus of continuity of f˜l. We notice that if x, y ∈ ∂Ω˜k, then
|f˜k(x)− f˜k(y)| ≤ 4ωf (|x− y|).
Finally, the construction is such that f˜l(pi−1(∂Ω) ∩ ∂Ω˜l) converges uniformly to f .
Our construction of solutions will be performed in a few steps. We first treat a (curvilinear)
polygon and f having a finite number of humps. In this situation we can estimate the modulus
of continuity of solutions to the approximate solutions on Ωn. This is done in Lemma below.
Lemma 3.3. Let us suppose that fn ∈ C(∂Ωn) is defined by (3.1). We assume that f has the
continuity modulus ωf and it has finitely many humps. Then, vn the unique solution to the least
gradient on Ωn with data fn exists and it is continuous with the modulus of continuity ω˜fn and
there exist A,B > 0 independent of n, such that
ωvn(r) ≤ ωf
(
r
A
+
√
r
B
)
=: ω˜(r).
Remark 3. We stress that ω˜ depends on ωf , Ω and the geometry of the data, but it does not
depend on the number of humps.
Proof. We notice that existence of vn, solutions to (1.1) for each Ωn and continuous fn,
follows from [14, Theorems 3.6 and 3.7].
In order to estimate ωvn , the modulus of continuity of vn, we consider a number of cases
depending on the behavior of flat pieces near the junction with the rest of ∂Ω. In [6], we could
guess in advance the structure of the level set of the solution. Here, it is much more difficult, so
we use the fact that the level set structure of vn is known. We set Ent = {vn(x) ≥ t}. We know
that ∂Ent is a sum of line segments. In general, we know that fat level sets may occur, so there
may be points x ∈ Ωn, which do not belong to any ∂Ent .
So, the first situation we consider is:
Case I: x1, x2 ∈ Ωn belong to the boundaries of the superlevel sets, i.e. there are t1, t2 such
that xi ∈ ∂Enti , i = 1, 2.
We have to estimate
vn(x1)− vn(x2) = t1 − t2 = fn(x¯t1)− fn(x¯t2), (3.4)
for properly chosen points x¯ti ∈ ∂Ωn ∩ ∂Enti , i = 1, 2, in terms of the continuity modulus of f .
Existence of x¯ti is guaranteed by [14].
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Figure 1: Case a.
We have to estimate the distance between the intersection of ∂Ωn and Enti , i = 1, 2. We will
consider a number of subcases. Here is the first one:
(a) There exist flat parts of Ω, `1, `2, which are parallel and such that Enti , i = 1, 2, intersect
both of them. We will use the following shorthands, ∂Enti =: ei, i = 1, 2, see also Fig. 1.
The first observation is obvious,
|x1 − x2| ≥ min{dist (x1, e2), dist (x2, e1)} ≥ dist (e1, e2).
Let us write {xt1 , xt2} = `1 ∩ (e1 ∪ e2) and {yt1 , yt2} = `2 ∩ (e1 ∪ e2). If αi is the angle formed
by ei and `1 or `2, i = 1, 2, then
dist (e1, e2) ≥ min
{|yt2 − yt1| sinα2, |xt2 − xt1 | sinα1} .
We may estimate α1, α2 from below by α, such that
tanα =
dist (`1, `2)
diam (pi2`1 ∪ `2) ≥
dist (`1, `2)
diam (Ω)
,
where pi2 is the orthogonal projection onto the line containing `2.
We may continue estimating the right-hand-side (RHS) of (3.4). If |xt1 − xt2| < |yt1 − yt2 |,
then we choose for x¯ti the point in ∂Ωn ∩ ∂Eti , which is closer to `1. Then,
|vn(x1)− vn(x2)| = |fn(x¯t1)− fn(x¯t2)| = |f(pi1x¯t1)− f(pi1x¯t2)| ≤ ωf (|pi1x¯t1−pi1x¯t2|), (3.5)
where pi1 is the orthogonal projection onto the line containing `1. We also use here the definition
of fn. We notice that our construction yields,
|pi1x¯t1 − pi1x¯t2| ≤ |xt1 − xt2| ≤ |x1 − x2|/ sinα. (3.6)
Hence,
|vn(x1)− vn(x2)| ≤ ωf (|x1 − x2|/ sinα).
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Figure 2: Case b.
If |xt1 − xt2| ≥ |yt1 − yt2| we continue in a similar fashion. Namely, we choose the points
in ∂Ωn ∩ ∂Eti , which are closer to `2 and we call them y¯ti ∈ ei, i = 1, 2. We conclude that
|pi1y¯t1 − pi1y¯t2 | ≤ |yt1 − yt2|. (3.7)
Hence,
|vn(x1)− vn(x2)| ≤ ωf (|yt1 − yt2|/ sinα).
As a result, we reach
|vn(x1)− vn(x2)| ≤ ωf (|x1 − x2|/ sinα). (3.8)
(b) The next subcase is, when e1 and e2 intersect `1 and `2, which are not parallel and
`1 ∩ `2 = ∅, see Fig. 2. We proceed as in subcase (a).
We have to estimate |x1 − x2| from below. Of course we have,
|x1 − x2| ≥ min{dist (x1, e2), dist (x2, e1)} ≥ min{dist (xt1 , L(e2)), dist (yt1 , L(e2))},
where L(v) is the line containing a (nontrivial) line segment v. We notice that if βij is the angle,
which ei forms with `j , then
sin β11 =
dist (xt2 , e1)
|xt2 − xt1| , sin β12 =
dist (yt2 , e1)
|yt2 − yt1| , sin β21 =
dist (xt1 , e2)
|xt2 − xt1| , sin β22 =
dist (yt1 , e2)
|yt2 − yt1| .
We want to find an estimate from below on βij . We can see that βij ≥ βm, i, j = 1, 2, where
sin βm = min
{
dist (∂`1, `2)
|pi2`1| ,
dist (∂`2, `1)
|pi1`2|
}
,
where pii is the orthogonal projection onto the line L(`i), i = 1, 2.
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Combining these estimates, we can see that
|x1 − x2| ≥ min{|xt2 − xt1|, |yt2 − yt1|} sin βm.
In this way we obtain
vn(x1)− vn(x2) = t1 − t2
where ti = f(x¯ti) or ti = f(y¯ti), i = 1, 2 and x¯ti , y¯ti , i = 1, 2 are defined as in step (a). Arguing
as in step (a), we reach the same conclusion as in (3.6) or (3.7). Hence,
|vn(x1)− vn(x2)| ≤ ωf (min{|xt2 − xt1|, |yt2 − yt1|}) ≤ ωf (|x2 − x1|/ sin βm). (3.9)
(c) The next subcase is when e1 and e2 intersect `1 and `2, which are not parallel and `1 ∩ `2 =
{V }, see Fig. 3.
Figure 3: Case c.
If this happens, then the admissibility conditions restrict positions of yt1 , yt2 ∈ `2, relative
to xt1 , xt2 . Indeed, we can find io ∈ I so that
min{dist (aio , V ), dist (bio , V )} = dist (Iio , V ) = min{dist (Ij, V ) : Ij ⊂ `1}.
Due to condition (2.1), there are zio , wio ∈ ∂Ω \ ` such that the distances in (2.1) are attained
there, i.e.
dist (aio , zio)+dist (bio , wio) = dist (ai, f
−1(ei)∩(∂Ω\Ii))+dist (bi, f−1(ei)∩(∂Ω\Ii)) < |ai−bi|.
We may also assume that
dist (bio , V ) < dist (aio , V ) and dist (wio , V ) < dist (zio , V ).
We consider a triangle T := 4(V, bio , wio) and the following cases (i) none of x1, x2 belong to
T , (ii) just one of x1, x2 belongs to T , (iii) x1 and x2 belong to T .
It is obvious that (i) reduces to (b). Situation in (ii) may reduced to (b) and (iii) below by
introducing an additional point x3, the intersection of [x1, x2] with [bio , wio ]. Finally, we have to
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pay attention to (iii) when positions of yt1 , yt2 ∈ `2 are not restricted. In this case, we proceed
as in [6]. We notice that
|x1 − x2| ≥ dist (x2, e1) = min{dist (xt2 , e1), dist (yt2 , e1)}.
In addition, if βi is the angle formed by e1 with `i, i = 1, 2, then we notice
sin β1 =
dist (xt2 , e1)
|xt2 − xt1| , sin β2 =
dist (yt2 , e1)
|yt2 − yt1| .
While estimating sin βi, i = 1, 2, we have to take into account that `1 and `2 form an angle γ.
Thus,
sin γ =
dy
|yt2 − yt1| ,
if |yt2 − yt1 | > |xt2 − xt1| and
sin γ =
dx
|xt2 − xt1 | ,
in the opposite case. In these formulas, dy (resp. dx) denotes the length of the orthogonal
projection of the line segment [yt2 , yt1 ] (resp. [xt2 , xt1 ]) on the line perpendicular to `1 (resp.
`2). Thus, we can estimate sin βi, i = 1, 2, below as follows,
sin β1 ≥ d
y
diam (Ω)
=
sin γ|yt2 − yt1|
diam (Ω)
, sin β2 ≥ d
x
diam (Ω)
=
sin γ|xt2 − xt1|
diam (Ω)
.
As a result,
|x1 − x2| ≥ sin γdiam Ω |x
t2 − xt1 ||yt2 − yt1|.
Hence, √
diam Ω
sin γ
√
|x1 − x2| ≥ min{|xt2 − xt1 |, |yt2 − yt1|}.
Arguing as in parts (a) and (b) we come to the conclusion that
|vn(x1)− vn(x2)| ≤ ωf (A
√
|x1 − x2|), (3.10)
where A =
√
diam Ω/
√
sin γ.
Subcase (d): e1 and e2, defined earlier, intersect `1. In addition, there are two different flat
parts `2 and `3 intersecting e1, e2 i.e., e1 ∩ `2 6= ∅ and e2 ∩ `3 6= ∅. We will reduce this situation
to:
(b) when `1 ∩ (`2 ∪ `3) = ∅ or (c) `1 ∩ (`2 ∪ `3) = {V } or (d1) the intersection `1 ∩ (`2 ∪ `3)
consists of two points.
The reduction is as follows. Let us suppose that `2 ∩ `3 = {P}. We take t3 such that
∂Ent3 ∩ ∂Ω contains P . If there is no such t3, then we are in the situation of Case II considered
below. We call by e3 a component of ∂Ent3 containing P . Now, e3 intersects segment [x1, x2] at
x3 and `1 at xt3 . Now, pairs x1, x3 and x3, x2 fall into the known category (b) or (c) or we have
to proceed iteratively to reach them.
The iterative procedure, indicated above, is necessary when `2 and `3 are disjoint.
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Case (d1) can be reduced to the previous ones. Namely, If `2 ∩ `3 = {P}, then we consider
the level set containing P . If there is τ such that P ∈ ∂Enτ , then we can take x3 ∈ ∂Enτ ∩ [x1, x2]
and in order to estimate |vn(x1)− vn(x2)|, we will use the triangle inequality
|vn(x1)− vn(x2)| ≤ |vn(x1)− vn(x3)|+ |vn(x3)− vn(x2)|
and the observation that the points x1, y and x2, y belong to the categories we have already
investigated.
Subcase (e): e1 and e2, defined earlier, intersect `1 a flat part and e1 and e2 intersect C a
connected component of ∂Ω \⋃Ki=1 `i, and C ∩ ` = ∅. In such a situation we proceed as in case
(b), but instead of `2, we consider all cords of arc C. We can estimate |vn(x1) − vn(x2)| as in
(3.8).
We may assume that x¯t1 , y¯t1 ∈ ` and x¯t2 , y¯t2 ∈ ∂Ω \⋃Ki=1 `i. We define ˜`1 = [x¯t1 , y¯t1 ] and
˜`
2 = [x¯
t2 , y¯t2 ]. Once we introduced ˜`1 and ˜`2, they will play the role of `1 and `2. We recognize
one of the subcases (a) to (e). We notice that the situation simplifies a bit since x¯t2 , y¯t2 ∈ Ω.
Subcase (f) occurs when both e1 and e2 intersect ∂Ω \
⋃K
i=1 `i. We proceed as in subcase (e)
and we notice that x¯ti , y¯ti ∈ Ω, i = 1, 2.
Case II occurs when x1 belongs to ∂Ent , while for no real s, point x2 belongs to ∂E
n
s . Since
vn is continuous, thus vn(x2) = τ is well-defined. We take x3 ∈ ∂Enτ ∩ [x1, x2]. As a result,
couples x1, x3 and x3, x2 fall into one of the investigated categories above.
The final Case III is when neither x1 nor x2 belong to any ∂Ent . Let us assume that t1 > t2
(in case t1 = t2 there is nothing to prove). We take x3 ∈ [x1, x2] ∩ ∂Ent1 . Clearly, the present
case reduces to the previous one, because vn(x1) = vn(x3) and the couple x2, x3 belongs to the
Case II.
Theorem 3.1. Let us suppose that Ω is convex and f ∈ C(∂Ω). In addition, ∂Ω may have
countably many flat parts {`k}k∈K. If this happens, then they are on one side of their single
accumulation point p0. If f satisfies the admissibility conditions #1 or #2 on each flat part ` of
∂Ω, then there is a continuous solution to the least gradient problem.
Remark 4. We assume that the flat parts are on one side of p0 just for the sake of convenience.
With the same tools, we can handle also a finite number of accumulation points.
Proof. Step 1. We assume initially that Ω has a finite number of flat parts and we have a
finite number of humps. We use Lemma 3.1 to find a sequence of strictly convex regions,
Ωn, approximating Ω. The continuity modulus of the boundary function f is denoted by ωf .
We notice that all fn have continuity modulus ωf . By Corollary 3.2 functions fn satisfy the
admissibility conditions.
We notice that by classical result, [14], there exists a unique solution, vn to the least gradient
problem (1.1) on Ωn with data fn.
By the maximum principle, see [14], sequence vn is uniformly bounded and one can show∫
Ωn
|Dvn| ≤M <∞. Now, we set,
un = χΩvn.
From [6, Proposition 4.1] we know that un are least gradient functions.
Since functions un are uniformly bounded and due to Lemma 3.3 they have the common
continuity modulus ω˜, there is a subsequence (not relabeled) uniformly converging to u. The
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uniform convergence implies convergence of traces, i.e. Tun goes to Tu. Since Tun tends to f ,
we shall see that Tu = f . Indeed, if x ∈ ∂Ω, then
|un(x)− f(x)| ≤ |vn(x)− vn ◦ (pin)−1(x)|+ |vn ◦ (pin)−1(x)− f(x)|
= |vn(x)− vn ◦ (pin)−1(x)|+ |fn((pin)−1(x))− f(x)|.
Since (pin)−1(x) goes to x as n→∞ and we can use the last part of Corollary 3.1, we conclude
that the right-hand-side above converges to zero, so Tu = f .
Moreover, the uniform convergence of un implies the convergence of this sequence to u
in L1. Hence, by classical results, [9], we deduce that u is a least gradient function. Since
it satisfies the boundary data, we deduce that u is a solution to the least gradient problem.
Moreover, the modulus of continuity of u is ω˜.
Step 2. Now, we relax the assumption on f ∈ C(∂Ω) and we admit it has an infinite number
of humps. We denote its continuity modulus by ωf .
We assume that only one flat side ` has infinitely many humps. We do this for the sake of
simplicity of the argument. We will find functions gn ∈ C(∂Ω), which converge uniformly to
f and each of them satisfies the admissibility conditions #1, 2 and has finitely many humps.
We claim that due to the admissibility conditions #1 and #2 the humps {Ii}iI may accu-
mulate only at the endpoints of `. Let us suppose the contrary and a is an accumulation point
of Il = [al, bl], l → ∞, i.e. |bl − al| → 0 and al → a. Since a is not any endpoint of `, then
dist (a, ∂Ω \ `) > 0, but this violates the admissibility condition # 2.
Let a be an endpoint of ` which is an accumulation point of {Ii}iI (if the humps accumulate
also at the other endpoint, then we proceed similarly).
Let bn be the point on ` such that |a− bn| < 1/n. We define the sequence gn : ∂Ω → R as
follows, we set
gn(x) =

f(x) x ∈ ∂Ω \ [a, bn],
max{f(a), f(bn)− ωf (|x− bn|)} x ∈ [a, bn] and f(bn) > f(a),
min{f(a), f(bn) + ωf (|x− bn|)} x ∈ [a, bn] and f(bn) ≤ f(a)
Of course, gn are continuous and they converge uniformly to f on ∂Ω. We may easily estimate
the continuity modulus of gn by 2ωf .
Let un be the solution to the least gradient problem corresponding to fn, then due to Lemma
3.3 un is continuous up the boundary uniformly bounded and with modulus of continuity equal
to 2ω˜. Hence, by Arzela-Ascoli Theorem, un converges uniformly to a function u which, by
[9], is a least gradient function. The uniform convergence implies convergence of traces, i.e.
Tun goes to Tu. Moreover, we can check that Tu = f exactly as in Step 1. In the proof carried
out there we use Corollary 3.1, now in its place, we refer to the last part of Lemma 3.2.
Step 3. We assume we have an infinite number of flat parts. If this happens, we use an inter-
mediate step of approximation. We do not make any assumption on the number of humps. Due
to Lemma 3.2 there is a sequence Ω˜k of convex bounded sets with a finite number of flat parts
and such that Ω˜k converges to Ω¯ in the Hausdorff metric. Moreover, we have {f˜k}∞k=1 which is
a sequence of data satisfying the admissibility conditions on ∂Ω˜k.The moduli of continuity of
f˜k are commonly bounded by 4ωf .
Due to Step 2, there exists a sequence {u˜k}∞k=1 of solutions to the least gradient problems
in Ω˜k with the common bound on the modulus of continuity, due to Lemma 3.3. Thus, the
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sequence {u˜kχΩ}∞k=1 is bounded in C(Ω) with a common modulus of continuity. Hence, we
can extract a convergent subsequence. We will call the limit by u. Arguing as in Step 1. we
deduce that u is a least gradient function and it has the correct trace.
Once we proved existence, we address the problem of uniqueness of solutions. In [5], the
author studied the problem of uniqueness of solutions to the least gradient problem understood
in the trace sense, i.e. as here. The cases of non-uniqueness are classified there and related
to the possibility of different partition of ‘fat level sets’, i.e. level sets with positive Lebesgue
measure, and with the possibility of assigning different values there. In case of continuous data
and solutions, we do not have any freedom to choose values of solutions on fat level sets. Thus,
[5, Theorem] implies the following statement.
Corollary 3.3. Solutions constructed in Theorem 3.1 are unique.
Now, we are ready to deal with discontinuous data.
4 The case of discontinuous data
In this section, we relax the continuity condition and study (1.1) when f ∈ BV . In this case
f might have at most countably many jump discontinuity points. The technique we use here
permits us to consider f with countably many discontinuity points. We assume that f satisfies
the admissibility condition given in Definition 2.5 and 2.6. We stress that they slightly different
from 2.2 and 2.3.
We start by showing the following results that will be needed later in the construction of the
solution. In fact, this a result borrowed from [12].
Lemma 4.1. Let f be a monotone function in R, then there exist two sequences of continuous
functions gn and hn, such that:
1. gn and hn are monotone with the same monotonicity as f and gn(x) ≤ f(x) ≤ hn(x);
2. {gn(x)} is an increasing sequence, and {hn(x)} is a decreasing sequence;
3. gn and hn converge to f at continuity points of f.
Proof. It is enough to show 1.–3. for f increasing. Let ϕ1/n be the standard approximation to
the identity with support in [− 1
n
, 1
n
]. We consider the mollified sequence
gn(x) = f ∗ ϕ1/n(x− 1
n
) =
∫
R
f(x− 1
n
− ξ)ϕ1/n(ξ) dξ =
∫ 1/n
−1/n
f(x− 1
n
− ξ)ϕ1/n(ξ) dξ.
Functions gn are continuous and the sequence converges pointwise to f at continuity points.
Since ϕ1 ≥ 0 and f is increasing then gn is an increasing function for every n ∈ N. It remains
to show that for every x the sequence {gn(x)} is increasing. In fact using the change of variable
z = ny, we get
gn(x) =
∫
R
f
(
x− 1
n
z
)
ϕ1(z)dz =
∫ 1
−1
f
(
x− 1
n
(1 + z)
)
ϕ1(z) dz
≤
∫ 1
−1
f
(
x− 1
n+ 1
(1 + z)
)
ϕ1(z) dz = gn+1(x).
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Letting hn(x) = f ∗ ϕ1/n(x+ 1n), we can prove similarly 1.–3.
Corollary 4.1. Let f ∈ BV , then there exist two sequences of continuous functions gn and hn,
such that
1. {gn(x)} is an increasing sequence, and {hn(x)} is a decreasing sequence.
2. gn and hn converge to f at continuity points of f .
Proof. Since f is in BV , we can write f = f+ − f−, with f+, f− increasing functions. Using
Lemma 4.1, we conclude the proof of the corollary.
4.1 Data with a finite number of humps
We treat separately the cases of finite and infinite number of jumps. This necessity is apparent
to distinguish the cases, when we approximate the data. Our point is to make sure that the
approximation process in Lemma 4.1 preserves the main feature of the data. We have:
Lemma 4.2. Let us suppose that f ∈ BV (∂Ω) satisfies admissibility condition #2. Then, the
approximating sequences gn and hn satisfy admissibility condition #2 for continuous functions.
Proof. We defined humps so that I¯i = [ai, bi] and f(ai, bi) = ei. By Lemma 4.1 gn(ai) < f(ai),
hence [αni , β
n
i ] = g
−1(ei) ∩ Ii ( f−1(ei) ∩ Ii but continuity of f and gn on Ii implies that
αni → ai, βni → bi.
Thus, (2.3) holds for sufficiently large n.
The admissibility condition #1 is a bit more difficult to handle. However, we prove the
following observation.
Lemma 4.3. Let us suppose that f ∈ BV (∂Ω) satisfies admissibility condition #1. Then, the
approximating sequences gn and hn can be modified to satisfy admissibility condition #1 for
continuous functions.
Proof. We will use the following observation. If f is monotone on (α − , β + ) and ϕ is
the standard mollifying kernel with support in [−, ], then f ∗ ϕ is monotone on [α, β]. Thus,
if condition (ii) in Definition 2.5 holds, then for sufficiently large n functions gn and hn are
monotone restricted to Ii ∪
⋃
x0∈∂Ii B(x0, ) ∩ ∂Ω.
Let us now suppose that condition (i) in Definition 2.5 holds. In this case, we have to
proceed differently. Due to the observation made at the beginning of the proof function gn is
monotone on [ai + 2n , bi − 2n ]. We take g−1(g(ai)) ∩ [ai, ai + 2n ] and its element which is the
farthest from ai is called d. Then, on [ai, bi − 2n ], we set
g˜n(x) =
{
gn(ai) x ∈ [ai, d],
gn(x) otherwise.
It is clear that g˜n has the desired properties.
Other cases are handled in a similar manner.
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We now show a comparison principle for solutions to the LG problem (1.1) for continuous
data.
Proposition 4.1. Let Ω be convex and f1, and f2 continuous in ∂Ω satisfying the admissibility
conditions 2.2 and 2.3 and such that f1 ≤ f2. Let u1 and u2 be the corresponding solutions to
(1.1) constructed in Section 3, then u1 ≤ u2.
Proof. Let Ωn be the strict convex sets constructed in Lemma 3.1 and fn1 and f
n
2 be as defined
in 3.1 on Ωn from f1 and f2. We assume that vn1 (resp. v
n
2 ) is the unique solution to (1.1) on Ωn
with corresponding trace fn1 (resp. f
n
2 ) and u
n
1 (resp. u
n
2 ) its restriction to Ω. By definition, we
have fn1 ≤ fn2 , then by [14], we have, vn1 ≤ vn2 . We know by the proof of Theorem 3.1 that un1
and un2 converge pointwise correspondingly to u1 and u2 in Ω, therefore u1 ≤ u2.
Our goal is to show the following theorem.
Theorem 4.1. Let us suppose that the geometric assumptions on Ω, specified in Theorem 3.1
hold, and in particular Ω is convex. Moreover, f ∈ BV (∂Ω) f satisfies the admissibility
conditions (2.2) and (2.3) and f has finitely many humps. Then, there exists a solution u to the
least gradient problem (1.1).
Proof. Define Cf = {x ∈ ∂Ω, f is continuous at x}. By Lemmas 4.1, 4.3 and 4.2 we construct
a decreasing sequence of continuous functions hn such that hn → f in Cf . For each hn,
by Theorem 3.1, there exists a continuous solution un to (1.1) on Ω, with trace hn. By the
comparison principle in Proposition 4.1, we have that un is a decreasing sequence. Then, these
functions converge to a function u at every point x ∈ Ω. By [9], u is a least gradient function.
By a similar token, by Lemmas 4.1, 4.3 and 4.2 we construct an increasing sequence of
continuous functions gn such that gn → f in Cf . For each hn, by Theorem 3.1, there exists a
continuous solution vn to (1.1) on Ω with trace gn. By the comparison principle, in Proposition
4.1, we have that vn is a decreasing sequence, converging to a function v at every point x ∈ Ω.
By [9], v is a least gradient function.
We shall prove that
Tu(x) = f(x) = Tv(x) for x ∈ Cf .
We claim f(x) ≥ Tu(x) for x ∈ Cf . If it were otherwise, Tu(x) = t > f(x) = τ , then there
would exist s in (τ, t). Since hn(x) → f(x) then, there exists N such that hN(x) < s. By
continuity of uN , we gather that uN(y) < s for every y in a neighborhood of x in Ω, we may
assume that this is a ball B(x, r). Since un is a decreasing sequence, then un(y) < s for all
n ≥ N . Letting n → ∞, we get that u(y) ≤ s for all y ∈ B(x, r) ∩ Ω, contradicting the fact
that Tu(x) = t < s.
Now, we consider sequence gn converging to f from below and the corresponding solutions
vn to the least gradient problem. The sequence vn converges to a least gradient function v.
The same argument as above implies that Tv(x) ≥ f(x). Since we automatically have that
un(x) ≥ u(x) ≥ v(x) ≥ vn
we deduce from the above inequalities that
f(x) = Tu(x) = Tv(x) = f(x) for x ∈ Cf .
21
Since Cf ⊂ Ω has full measure, we deduce that Tu = f , as desired. The same argument yields
Tv = f .
Remark 5. In the course of the above proof, we constructed two solutions u and v to the least
gradient problem having the trace at the boundary. However, they need not be equal.
4.2 Discontinuous data with infinitely many humps
We assume in this section that the data can have infinitely many humps on flat parts of ∂Ω.
To be specific, we assume ` = [pl, pr] is a line segment, where f has infinitely many humps
Ii, i ∈ I, then since f satisfies the admissibility condition #2 the lengths of Ii must converge
to 0 and the humps endpoints must converge to the one of the endpoints of `. For the sake of
simplicity of the presentation, we assume that pl is the point of accumulation of Ii’s endpoints.
Proposition 4.2. If f ∈ BV (∂Ω), ` = [pl, pr] is a flat part containing infinitely many humps Ii,
i ∈ I, pl is the point where the humps accumulate, then f is continuous at pl.
Proof. Since f is in BV , we will take the so-called ‘good representative’ of f , see [1, Theorem
3.28]. From now on, we assume that we work with such f .
We shall show that
lim
x→pl
f |`(x), lim
x→pl
f |∂Ω\`(x) exist
and they are equal. In fact, since f is of bounded variation on `, then for every ε > 0
sup
|xi+1−xi|<ε
n−1∑
i=0
|f(xi+1)− f(xi)| <∞,
where x0, . . . xn is a partition of `. We know that f is constant on (ai, bi) and jumps may occur
at ai’s and ai → pl. Now, we take a sequence xn such that |xn − pl| decreases to zero, then
|f(xn)− f(xm)| = |f(xn)− f(xn+1) + · · ·+ f(xm−1)− f(xm)| ≤
∞∑
i=1
|f(xi+1)− f(xi)| .
Due to the boundedness of the total variation, the series
∑∞
n=0 |f(xn) − f(xn+1)| converges.
Hence, f(xn) is a Cauchy sequence and
lim
n→∞
f(xn) = lim
x→pl
f |`(x) =: f(p+l ).
The same argument yields
lim
x→pl
f |∂Ω\`(x) =: f(p−l ).
In order to proceed, we need points yi, zi, which are minimizers of the left-hand-side of the
admissibility condition (2.3). If f were continuous, then existence of yi, zi such that
dist (ai, f−1(ei) ∩ (∂Ω \ Ii)) = |ai − yi|, dist (bi, f−1(ei) ∩ (∂Ω \ Ii)) = |bi − zi|
would be obvious. When f is not necessarily continuous, we proceed differently. We take
ηki ∈ f−1(ei) ∩ (∂Ω \ Ii), ξki ∈ f−1(ei) ∩ (∂Ω \ Ii)
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such that
|ai − ηki | → dist (ai, f−1(ei) ∩ (∂Ω \ Ii)), |bi − ξki | → dist (bi, f−1(ei) ∩ (∂Ω \ Ii).
Since ηki and ξ
k
i are bounded, we may assume that
lim
k→∞
ηki = yi, lim
k→∞
ξki = zi.
Of course the limits limk→∞ f(ηki ) = ei = limk→∞ f(ξ
k
i ). Thus, abusing the notation, we write
f(ai) = f(yi), f(bi) = f(zi).
Now, since for any sequence xi ∈ (ai, bi) ⊂ ` converging to pl, there is a sequence yi ∈
∂Ω \ ` converging to pl and such that f(xi) = f(yi), we infer that the one-sided limits agree,
f(p−l ) = f(p
+
l ). A good representative must be continuous at a point if the one-sided limits are
equal. As a result, f is continuous at 0.
When we deal with an infinite number of humps, then we assume that only one flat part con-
tains an infinite number of them. This restriction is introduced solely for the sake of simplicity
of the exposition.
We construct the following sequence of least gradient functions on Ω.
Since f might be discontinuous at ai or bi, then we choose x?i ∈ [ai, bi] and y?i ∈ [yi, zi] such
that f(x?i ) = f(y
?
i ). Let Ti be the triangle conv (a, x
?
i , y
?
i ), and Qi the trapezoid
conv (x?i+1,x
?
i , y
?
i , y
?
i+1). We construct the following sequence of least gradient functions on
Ω as follows.
Let Q0 = Ω \ T1 and
f0(x) =
{
f(x) x ∈ ∂Q0 ∩ ∂Ω,
f(x?1) x ∈ [x?1, y?1]
and v0 be a least gradient function on Q0 with trace f0 and we define,
u0(z) =
{
v0(z) z ∈ Q0,
f(x?1) z ∈ T1.
Lemma 4.4. Let us assume that u0 is defined by the above formula. Then, u0 is a least gradient
function in Ω.
Proof. Let u be a least gradient function on Ω, then conv (a1, b1, d1, c1) is a fat level set of u.
Hence, the restriction of u on Q0 has trace on [x?1, y
?
1], and then TQ0u = f0. Therefore, since v0
is a least gradient function on Q0 with trace f0, we get that
|Du|(Q0) ≥ |Dv0|(Q0) = |Du0|(Q0).
We notice that the one-sided limits of u on the segment [x?1, y
?
1] are equal.
The same is true about u0. Since u0 is constant in T1, then
|Du0|(T1) = 0 ≤ |Du|(T1).
As a result, we conclude that |Du0|(Ω) ≤ |Du|(Ω). In addition, Tu0 = Tu and u is a least
gradient function. Therefore, |Du0|(Ω) = |Du|(Ω) and u0 is a least gradient function too.
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We now define the function f1 on Q1 as follows,
f1(x) =

f(x), x ∈ ∂Q1 ∩ ∂Ω,
f(x?1), x ∈ [x?1, y?1],
f(x?2), x ∈ [x?2, y?2].
Let v1 be a least gradient function on Q1 with trace f1 and define the function
u1 = v0χQ0 + v1χQ1 + f(x
?
2)χT2 .
Notice that u1 = u0 on Q0 and
Tu1 =
{
f(x), x ∈ ∂(Q0 ∪Q1) ∩ ∂Ω,
f(x?2), x ∈ ∂T2.
Since conv (a1, b1, d1, c1) and conv (a2, b2, d2, c2) are fat level sets of a least gradient func-
tions on Ω with trace equal to Tu1, we infer as in Lemma 4.4 that u1 is a least gradient function.
Recursively, we construct the sequence of boundary data
fn(x) =

f(x), x ∈ ∂Qn ∩ ∂Ω,
f(x?n), x ∈ [x?n, y?n],
f(x?n+1), x ∈ [x?n+1, y?n+1].
We take vn to be a least gradient function on Qn with trace fn and define the function,
un =
n∑
k=0
vkχQk + f(x
?
n+1)χTn+1 .
Arguing as before, we come to the conclusion that un is a least gradient function and
Tun =
{
f(x), x ∈ ∂(Q0 ∪Q1 ∪ · · · ∪Qn) ∩ ∂Ω,
f(x?n+1), x ∈ ∂Tn+1.
Moreover, we notice that un(z) = vi(z) = ui(z) for z ∈ Qi, i = 1, · · · , n − 1 and un(z) =
f(x?n+1) in Tn+1.
By [9], the sequence {un}∞n=1 converges, up to a subsequence, to a least gradient function u.
The construction of un is such that un = uk on
⋃k
i=1 Qi for n ≥ k. As a result TΩ and T⋃ki=1Qi
are equal on ∂(
⋃k
i=1 Qi) \ Ω. From this fact we deduce TΩu = f . Hence, we just have showed
the following theorem:
Theorem 4.2. Let us suppose that the geometric assumptions on Ω specified in Theorem 3.1
hold, in particular Ω is convex. Moreover, f ∈ BV (∂Ω) satisfies the admissibility conditions
(2.2) and (2.3). Then, there exists a solution u to the least gradient problem (1.1).
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5 Examples
We present a few examples showing how our theory works. We set Ω = (−L,L) × (−1, 1),
where L > 1 and g : (−L,L) → R, by formula g(x) = L2 − x2. Furthermore, we define
f : ∂Ω→ R, by formula f(x1,±1) = g(x1) and f(±L, x2) = 0. We take λ > 0.
Here is the first example. We introduce fλ = min{f, g(L− λ)}.
Corollary 5.1. If Ω and fλ are defined above, then:
a) If λ ∈ (0, 1), then the admissibility condition # 2 holds and u, a solution to (1.1), is given by
the following formula,
uλ(x1, x2) = fλ(x1).
b) If λ ∈ (1, L), then the admissibility condition # 2 is violated.
c) If λ = 1, then u given below is a solution to (1.1),
u(x1, x2) = f1(x1).
Proof. We take care of part a). The admissibility condition # 2 is easy to check. The formula
for uλ is easy to find after discovering solutions in Ωn. Finally, we notice that u is a pointwise
limit of uλ as λ goes to 1. We use here the fact that an L1 limit of least gradient functions is of
least gradient. Moreover, it is obvious that the limit has the right trace.
The rest may be established in a similar way.
Now, we consider a case of discontinuous data. We set h(x) = x + L for |x| < L. For
µ ∈ R we define,
vµ(x1, x2) =

h(x1) x1 ∈ (−L,L), x2 = 1,
0 x1 ∈ (−L,L), x2 = 0 or x1 = −L, x2 ∈ (−1, 1),
µ x1 = 1, x2 ∈ (−1, 1).
We notice:
Corollary 5.2. Let us suppose Ω and vµ ∈ BV (∂Ω) are defined above. Then,
(a) for µ > 2L condition #2 is violated;
(b) for µ = 2L conditions #1 and #2 hold;
(c) for µ < 2L condition #1 is violated.
Proof. Part (a) and (c) are easy to see. If µ = 2L, then it is easy to check the admissibility
conditions #1 and # 2. The positions of sets ∂{u ≥ t} follow from solutions of the approximate
problem on Ωn.
Proposition 5.1. In all the cases above, when the admissibility conditions are violated, i.e. in
Corollary 5.1 (b), Corollary 5.2 (a), (c) there is no solution to the least gradient problem.
Proof. Let us suppose otherwise. Then, we notice that for almost every x2 ∈ (−1, 1) the
function u(·, x2) belongs to BV (−L,L). Indeed,∫ 1
−1
∫ L
−L
|Dx1u(x1, x2)| dx2 ≤
∫ 1
−1
∫ L
−L
|Du(x1, x2)| ≤M.
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In particular u(·, x2) has a trace at x1 = L for a.e. x2 ∈ (−1, 1). In other words, for any xn
increasing sequence converging to L, we have
lim
n→∞
u(xn, x2) = µ.
We set tn = u(xn, x2) and consider
Etn = {(x1, x2) : u(x1, x2) ≥ tn}
for values tn ∈ (2L, µ). Since ∂Etn is a minimal surface, then it must be a line segment, which
must intersect ∂Ω. We set {an, bn} = ∂Etn ∩ ∂Ω. Since vµ does not attain any values in the
interval (2L, µ), we deduce that an, bn must belong to ∂Ω \ {(L,±1)}. But this implies that all
∂Etn are contained in (L, x2) : |x2| ≤ 1}, i.e. in the boundary of Ω, contrary to the assumptions
that (xn, x2) ∈ Ω. We reached a contradiction. Our claim follows.
Finally, we construct a region Ω and a continuous function on its boundary with infinitely
many humps. We define Ω to be bounded by the following curves, `1 = [0, L1] × {0}, `2 is a
line segment of length L1 forming and angle α at the origin. Moreover, α(0, pi2 ). The third arc,
C, is a part of a half-circle with radius r = √2L1
√
1− cosα.
We set
L2k+1 = L1
k∏
i=1
(
(1− sinα)2
1 + sinα
− εi
)
, L2k = L2k−1
1− sinα
1 + sinα
, k ≥ 1,
where 0 < εi is decreasing to zero and ε1 < 12
(1−sinα)2
1+sinα
.
We set the position of the hump by defining ak := L2k, bk = L2k−1. We define f on `1 by
setting f(x) = (−1)
k
k+1
for x ∈ (ak, bk), k ≥ 1. We extend f to `1 \
⋃∞
k=1(ak, bk) by linear
functions.
Let pi denote the orthogonal projection onto the line containing `2. We set
a′k := pi(ak, 0), b
′
k := pi(bk, 0).
We set f(x) = (−1)
k+1
k
for x ∈ (a′k, b′k), k ≥ 1. We extend f to `2 \
⋃∞
k=1(ak, bk) by linear
functions. We set f on C to be equal to 1.
It is easy to check see that we have just proved the following fact:
Proposition 5.2. Let us suppose that Ω is given above. Then, function f constructed above is
continuous on ∂Ω and it satisfies the admissibility condition #2.
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