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MEAN CURVATURE FLOW OF KILLING GRAPHS
J. H. LIRA, G. A. WANDERLEY
Abstract. We study a Neumann problem related to the evolution of graphs under mean
curvature flow in Riemannian manifolds endowed with a Killing vector field. We prove
that in a particular case these graphs converge to a bounded minimal graph which contacts
the cylinder over the domain orthogonally along its boundary.
1. Introduction
Let M be a (n + 1)-dimensional Riemannian manifold endowed with a Killing vector
field Y . Suppose that the distribution orthogonal to Y is of constant rank and integrable.
Given an integral leaf P of that distribution, let Ω ⊂ P be a bounded domain with regular
boundary Γ = ∂Ω. Let ϑ : I × Ω¯ → M be the flow generated by Y with initial values in
M , where I is a maximal interval of definition. In geometric terms, the ambient manifold
is a warped product M = P ×1/√γ I where γ = 1/|Y |2.
Given T ∈ [0,+∞), let u : Ω¯× [0, T )→ I be a smooth function. Fixed this notation, the
Killing graph of u(·, t), t ∈ [0, T ), is the hypersurface Σt ⊂M parametrized by the map
X(t, x) = ϑ(u(x, t), x), x ∈ Ω¯.
Notice that this definition could be slightly more general if we suppose that the coordinates
of x ∈ Ω¯ change with the parameter t ∈ [0, T ). To abolish this possibility is equivalent to
rule out tangential diffeomorphisms of Ω.
The Killing cylinder K over Γ is by its turn defined by
(1) K = {ϑ(s, x) : s ∈ I, x ∈ Γ}.
Let N be a unit normal vector field along Σt. In what follows, we denote by H the mean
curvature of Σt with respect to the orientation given by N . We are then concerned with
establishing conditions for longtime existence of a prescribed mean curvature flow of the
form
∂X
∂t
= (nH −H)N,(2)
X(0, ·) = ϑ(u0(·), ·),(3)
for given functions u0 : Ω¯ → R and H : Ω¯ → R. In order to define boundary conditions
for the evolution problem (2) we consider a function φ ∈ C∞(Γ) such that |φ| ≤ φ0 < 1
for some positive constant φ0. Let ν be the inward unit normal vector field along K. We
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impose the following Neumann condition associated to (2)
(4) 〈N, ν〉|∂Σt = φ,
where 〈·, ·〉 denotes the Riemannian metric in M .
The main result in this paper may be stated as follows
Theorem 1. There exists a unique solution u : Ω¯ × [0,∞) → I to the problem (2)-(4).
Moreover, if φ = 0 and H = 0 the graphs Σt converge to a minimal graph which contacts
the cylinder K orthogonally along its boundary.
Theorem 1 extends Theorem 1.1 in [3] as well as Theorem 2.4 in [2] and Theorem 2.4
in [1] in a twofold way. The corresponding theorems in [3] and [2] concern evolution of
graphs in Euclidean space whereas [1] deals with the case of graphs in Riemannian product
spaces of the form P × R. Moreover those earlier results hold only for the case when the
prescribed mean curvature is H = 0. Some related results may be also found in [7] and [8].
The paper is organized as follows. Section 2 describes the evolution problem in nonpara-
metric terms. Height and boundary gradient a priori estimates for (2)-(4) are presented
respectively in sections 3 and 4. Interior gradient estimates are obtained in Section 5. Some
technical computations needed in the body of the proofs are collected in an appendix.
In Section 6 we prove the following result about the asymptotic behavior of the mean
curvature flow (2) for general φ and H.
Theorem 2. Suppose that there exists a solution v ∈ C∞(Ω¯) of the elliptic Neumann
problem
div
∇v
W
− γ〈∇¯Y Y, ∇v
W
〉 = H in Ω(5)
〈ν,N〉 = φ(x) on ∂Ω.(6)
Then the mean curvature flow (2)-(4) converges to a graph with prescribed mean curvature
H and prescribed contact angle φ.
In a forthcoming paper the authors prove an existence result for (5)-(6). We also consider
there another stationary regimen of the mean curvature flow (2)-(4), namely translating
solitons.
2. Fundamental equations
Since we will consider the mean curvature flow in nonparametric terms it seems adequate
to describe all geometric invariants as well as their evolution equations in terms of graphical
coordinates.
Let x1, . . . , xn be local coordinates in P . This system is augmented to be a coordinate
system in M by setting x0 = s, the flow parameter of Y . The tangent space of Σt at a
point X(t, x), x ∈ Ω¯, is spanned by the coordinate vector fields
X∗
∂
∂xi
= ϑ∗
∂
∂xi
+ uiϑ∗
∂
∂x0
=
∂
∂xi
∣∣∣
X
+ ui
∂
∂x0
∣∣∣
X
.(7)
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In terms of these coordinates the induced metric in Σt is expressed in local components by
(8) gij = σij +
1
γ
uiuj,
where γ = 1|Y |2 and σij are the local components of the metric in P .
In order to compute the mean curvature of Σt, we fix N as the vector field
(9) N =
1
W
(
γY − ϑ∗∇u
)
,
where ∇u is the gradient of u in P and
(10) W =
√
γ + |∇u|2.
The second fundamental form of Σt calculated with respect to this choice of normal vector
field has local components
(11) aij = 〈∇¯X∗ ∂
∂xi
X∗
∂
∂xj
, N〉,
where ∇¯ denotes the covariant derivative in M . We then compute
aij = 〈∇¯X∗ ∂
∂xi
ϑ∗
∂
∂xj
, N〉+ 〈∇¯X∗ ∂
∂xi
ujϑ∗
∂
∂x0
, N〉
= 〈∇¯ϑ∗ ∂
∂xi
ϑ∗
∂
∂xj
, N〉+ ui〈∇¯ϑ∗ ∂
∂x0
ϑ∗
∂
∂xj
, N〉+ uj〈∇¯ϑ∗ ∂
∂xi
ϑ∗
∂
∂x0
, N〉
+ui,j〈ϑ∗ ∂
∂x0
, N〉+ uiuj〈∇¯ϑ∗ ∂
∂x0
ϑ∗
∂
∂x0
, N〉.
Hence using the fact that the maps x 7→ ϑ(s, x) are isometries and that the hypersurfaces
defined by {ϑ(s, x) : x ∈ P}, s ∈ I, are totally geodesic one concludes that
aij = 〈∇¯ ∂
∂xi
∂
∂xj
,− 1
W
∇u〉+ ui〈∇¯ ∂
∂xj
Y,
1
W
γY 〉+ uj〈∇¯ ∂
∂xi
Y,
1
W
γY 〉
+ui,j〈Y, 1
W
γY 〉+ uiuj〈∇¯Y Y,− 1
W
∇u〉.
It follows from Killing’s equation that
(12) aij =
ui;j
W
− ui
W
γj
2γ
− uj
W
γi
2γ
− uiuj
2W
uk
γk
γ2
.
It turns out that aij could be also expressed by
(13) aij =
ui;j
W
− ui
W
γ〈∇¯Y Y, ∂
∂xj
〉 − uj
W
γ〈∇¯Y Y, ∂
∂xi
〉 − uiuj
W
〈∇¯Y Y,∇u〉.
Taking traces with respect to the induced metric one obtains the following expression for
the mean curvature H of the hypersurface Σt
(14) nH =
(
σij − u
i
W
uj
W
)ui;j
W
− 2γ + |∇u|
2
W 3
〈∇¯γ
2γ
,∇u〉.
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Alternatively one has
(15) nH =
(
σij − u
i
W
uj
W
)ui;j
W
− 2γ + |∇u|
2
W 3
γ〈∇¯Y Y,∇u〉.
At this point we recall that
(16) ∇¯ ∂
∂xi
Y = −1
2
γi
γ
Y
and
(17) ∇¯Y Y = 1
2
∇γ
γ2
.
what implies that
(18) 〈∇¯Y Y,∇u〉 = −〈∇¯∇uY, Y 〉 = 1
2γ2
〈∇γ,∇u〉.
Using this one easily verifies that (14) may be written in divergence form as
(19) div
∇u
W
− 1
2γW
〈∇γ,∇u〉 = nH.
In fact we have ( ui
W
)
;i
=
1
W
ui;i −
1
W 3
uiujui;j − 1
2W 3
uiγi.
It is worth to point out that (19) is equivalent to
(20) div
∇u
W
− γ
W
〈∇¯Y Y,∇u〉 = nH.
We conclude that (2) may be written nonparametrically as
(21)
∂u
∂t
=Wdiv
∇u
W
−WH− γ〈∇¯Y Y,∇u〉.
Indeed it holds that
nH −H = 〈∂X
∂t
,N〉 = 〈∂u
∂t
ϑ∗
∂
∂x0
,
γ
W
ϑ∗
∂
∂x0
〉 = 1
W
∂u
∂t
.
Using (14) one verifies that (21) is equivalent to
(22)
∂u
∂t
=
(
σij − u
i
W
uj
W
)
ui;j − 2γ + |∇u|
2
W 2
〈∇¯γ
2γ
,∇u〉 −WH.
We conclude that the Neumann problem (2)-(4) has the following nonparametric form
ut =
(
σij − u
i
W
uj
W
)
ui;j −
( 1
2γ
+
1
2W 2
)
γiui −WH in Ω× [0, T )(23)
u(·, 0) = u0(·) in Ω× {0}(24)
with boundary condition
(25) 〈N, ν〉 = φ on ∂Ω× [0, T ).
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This boundary value problem describes the evolution of the Killing graph of the function
u(·, t) by its mean curvature in the direction of the unit normal N with prescribed contact
angle at the boundary.
The standard theory for quasilinear parabolic equations [5] guarantees that the problem
of solving (2)-(4) is reduced to obtaning a priori height and gradient estimates for solutions
to (23)-(25).
3. Height estimates
From now on, we consider the parabolic linear operator given by
(26) Lv = gijvi;j −
( 1
2γ
+
1
2W 2
)
γivi −H u
i
W
vi − vt,
where v ∈ C∞(Ω× [0, T )).
Proposition 1. For a solution u ∈ C∞(Ω¯× [0, T ∗]), T ∗ < T , of (23)-(25), it holds that
max
Ω¯×[0,T ∗]
|ut| = max
Ω¯
|ut(0, ·)|.
Then it follows that
max
Ω¯×[0,T ∗]
|u| ≤ CT ∗
for a given constant C > 0 which depends on T ∗.
Proof. First of all we verify that ut is a solution for a linear parabolic equation. Indeed
one has
Lut = g
ijuti;j −
( 1
2γ
+
1
2W 2
)
〈∇γ,∇ut〉 − utt
= (gijui;j)t − gij;t ui;j −
( 1
2γ
+
1
2W 2
)
〈∇γ,∇ut〉 − utt
= −gij;t ui;j +
( 1
2γ
+
1
2W 2
)
t
〈∇γ,∇u〉+
( 1
2γ
+
1
2W 2
)
〈∇γt,∇u〉+WtH.
However since γ = γ(x) in (22) and x is independent of t it follows that
( 1
2γ
+
1
2W 2
)
t
=
( 1
2γ
)
t
− 1
W 3
Wt = − 1
2W 4
(γt + 2u
kuk;t) = − 1
W 4
ukut;k.
In the same way we have
(27) Wt =
1
2W
(γt + 2u
kuk;t) =
1
W
ukut;k.
We conclude that
Lut = −gij;t ui;j −
1
W 4
〈∇γ,∇u〉uk(ut)k + 1
W
Huk(ut)k.
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Now using the fact that σij;t = 0 and γt = 0 we have
Lut =
2
W
(ui;tuj
W
− u
i
W
uj
W
Wt
)
ui;j − 1
W 4
〈∇γ,∇u〉uk(ut)k + 1
W
Huk(ut)k
=
2
W
(
(Wi − γi
2W
)ui;t − (Wi −
γi
2W
)
ui
W
uk
W
ut;k
)
− 1
W 4
〈∇γ,∇u〉uk(ut)k + 1
W
Huk(ut)k
=
2
W
(Wi − γi
2W
)(σik − u
i
W
uk
W
)ut;k − 1
W 4
〈∇γ,∇u〉uk(ut)k + 1
W
Huk(ut)k.
Hence it follows that
(28) Lut − 2
W
gik(Wi − γi
2W
)(ut)k +
1
W 4
〈∇γ,∇u〉uk(ut)k − 1
W
Huk(ut)k = 0.
Thus fixed T ∗ ∈ [0, T ) let (x0, t0) be a point in Ω¯× [0, T ∗] such that
ut(x0, t0) = max
Ω¯×[0,T ∗]
|ut|.
Hence we choose a coordinate system adapted to the boundary Γ in such a way that ∂∂xn = ν
at x0. Then, at the point (x0, t0) we have
ui;t = ut;i = 0
for 1 ≤ i < n what implies that
Wt =
1
W
unun;t = −φ(x0)un;t,
where we used (25) and (27). On the other hand, (25) implies that
ut;n = un;t = −(φW )t = −φ(x0)Wt.(29)
at (x0, t0). We conclude that
(1− φ2(x0))un;t = 0.
However since | φ |< 1, it follows that ut;n = 0 what contradicts the parabolic Hopf Lemma
[5].
From this contradiction we conclude that t0 = 0. Since T
∗ is arbitrary, the conclusion
follows. 
4. Boundary gradient estimates
Now we will prove a gradient bound for a solution of (23)-(25) by applying a modification
of the Korevaar’s technique [4] which appeared formerly in [2].
From now on, we consider a non-negative extension d : Ω¯ → R of the distance function
distP (·,Γ) satisfying |∇d| ≤ 1 in Ω¯. In the same way, we consider a C∞ extension of the
boundary data φ to the domain Ω¯ which we denote also by φ. Then we define
(30) η = eKuh
where
(31) h = 1 + αd− φ〈∇d,N〉,
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where K and α are positive numbers to be fixed later.
Proposition 2. For α > 0 sufficiently large independent of K and t, if for some t ≥ 0
fixed, ηW (·, t) attains a local maximum value at a point x0 ∈ ∂Ω, then W (x0, t) ≤ K.
Proof. Let t ≥ 0 be such that
max
Ω¯
ηW (t, ·) = ηW (t, x0)
for a point x0 ∈ Γ. Hence we choose a coordinate system adapted to Γ such that ∂∂xn = ν
at x0 and
(32) u1(x0) ≥ 0 and ui(x0) = 0, for 2 ≤ i ≤ n− 1.
We have at x0
0 = (ηW )1 = η1W + ηW1 = e
Ku
(
WKu1(1− φ2)− 2Wφφ1 +W1(1− φ2)
)
(33)
from what follows that
W1 = −Ku1W + 2φφ1
(1− φ2)W.(34)
On the other hand at x0 we have
ηn = e
Ku
(
Kun(1− φ2) + α− φφn − φ(〈∇∇dN,∇d〉+ 〈N,∇∇d∇d〉)
)
= eKu
(
Kun(1− φ2) + α− φφn − φ(〈∂n 1
W
(γY −∇u), ∂n〉+ 〈 1
W
∇∂n(γY −∇u), ∂n〉)
)
= eKu
(
Kun(1− φ2) + α− φφn − 1
W 2
φunWn +
1
W
φun;n
)
.
Since (ηW )n ≤ 0 at x0 it holds that
0 ≥ WKun(1− φ2) + αW −Wφφn − 1
W
φunWn + φun;n + (1− φ2)Wn
= WKun(1− φ2) + αW +Wn + φun;n + unφn
= WKun(1− φ2) + αW +Wn + φun;n −Wφφn.
On the other hand
Wn =
γn
2W
+
1
W
(u1u1;n + unun;n) =
γn
2W
− 1
W
φu1W1 − φ1u1 − φun;n(35)
what implies that
Wn =
γn
2W
− 1
W
φu1
(2φφ1W
1− φ2 −Ku1W
)
− φ1u1 − φun;n
=
γn
2W
− 1 + φ
2
1− φ2u1φ1 +Kφu
2
1 − φun;n.
Therefore since
u21 = |∇u|2 − u2n =W 2 − γ − φ2W 2 =W 2(1− φ2)− γ
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we conclude that
0 ≥ α+ γn
2W 2
− 1 + φ
2
1− φ2
u1
W
φ1 +
Kφu21
W
− φφn +Kun(1− φ2)
= α+
γn
2W 2
+
1 + φ2
1− φ2N1φ1 +Kφ
(
W (1− φ2)− γ
W
)
− φφn −KφW (1− φ2)
= α+
γn
2W 2
+
1 + φ2
1− φ2N1φ1 −
Kφγ
W
− φφn
≥ α+ C − Kγ
W
,
for a given constant C depending solely on γ and φ. It follows that W (x0, t) ≤ K if α is
chosen large enough and independent of K and t. 
5. Interior gradient estimates
In this section we deduce a global gradient bound using the techniques in [1] and [2].
However the more general context of warped product gives rise to a long list of additional
terms which require a careful tracking along the calculations.
In the sequel, we consider the parabolic linear operator given by
(36) Lv = gijvi;j −
( 1
2γ
+
1
2W 2
)
γivi − vt,
where v ∈ C∞(Ω× [0, T )).
Proposition 3. For fixed T ∗ < T there exists K > 0 sufficiently large so that if
ηW (x0, t0) = max
Ω¯×[0,T ∗]
ηW
for some (x0, t0) ∈ Ω¯× [0, T ∗], then W (x0, t0) ≤ C, for some constant C.
Proof. We can assume x0 ∈ Ω and t0 > 0. At a point (x0, t0) where ηW attains maximum
value we have
ηiW + ηWi = 0(37)
and
(38)
1
η
Lη +
1
W
(
LW − 2
W
gijWiWj
)
≤ 0.
We conclude that
1
η
Lη = KLu+
1
h
Lh+K2gijuiuj + 2Kg
ijui
hj
h
= KHW +
1
h
Lh+K2
γ|∇u|2
W 2
+ 2Kgijui
hj
h
.
Now we have
gijuihj =
γ
W 2
ujhj = − γ
W
(α〈N,∇d〉 − 〈N,∇φ〉θ − φ〈N,∇θ〉).
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However
〈N,∇θ〉 =W 〈AY T ,∇Σd〉+ 〈∇∇u
W
∇d, ∇u
W
〉 − κ |∇u|
2
W 2
.
Therefore
gijuihj = −α γ
W
〈N,∇d〉+ γ
W
〈N,∇φ〉θ + γφ〈AY T ,∇Σd〉+ γ
W
φ〈∇∇u
W
∇d, ∇u
W
〉 − γφκ |∇u|
2
W 3
.
Thus the expression for Lh in Appendix allows us to conclude that
1
η
Lη = KHW +K2
γ|∇u|2
W 2
+
2K
h
(− α γ
W
〈N,∇d〉+ γ
W
〈N,∇φ〉θ + γφ〈AY T ,∇Σd〉+ γ
W
φ〈∇∇u
W
∇d, ∇u
W
〉 − γφκ |∇u|
2
W 3
)
+
1
h
|A|2φθ + n1
h
φHW 〈AY T ,∇Σd〉+ 1
h
(
κγ − 1
2
〈∇d,∇γ〉)φ〈AY T , Y T 〉
+
2
h
〈A∇Σd,∇Σφ〉+ 2
h
〈A,∇2d〉Σφ− 1
hW 2
φ〈A∇Σd,X∗∇γ〉
+
1
h
(
nH −H)(〈N,∇φ〉θ − αθ − 1
2W 2
〈∇γ,∇d〉φ+ 〈∇∇u
W
∇d, ∇u
W
〉φ) − n1
h
κHφ
−nα
h
Hd +
1
h
(
2〈N,∇φ〉 − α)〈∇∇u
W
∇d, ∇u
W
〉+ 2
h
〈∇∇u
W
∇d,∇φ〉
−1
h
φ〈∇∇u
W
∇d, ∇γ
2γ
〉+ 1
h
φ〈∇ΣH, ∇¯d〉+ n1
h
〈∇Hd, N〉φ− 1
h
φ∇3d(∇u
W
,
∇u
W
,
∇u
W
)
+
1
h
Ric(∇d, ∇u
W
)φ+
γ
hW 2
〈N,∇κ〉φ− 1
h
( 1
2γ
+
1
2W 2
)
α〈∇d,∇γ〉+ 1
h
( 1
2γ
+
1
2W 2
)〈∇φ,∇γ〉θ
−κ1
h
φ〈N, ∇γ
2γ
〉+ 2
h
κ
γ
W 2
〈∇φ,N〉 − 1
h
(
∆φ− 〈∇∇u
W
∇φ, ∇u
W
〉)θ.
On the other hand Lemma 3 yields
1
W
(
LW − 2
W
gijWiWj
)
= |A|2 + nHW 2〈AY T , Y T 〉 − nHW 2〈∇γ
2γ2
, N〉
−3 1
W
γ〈AY T ,X∗∇γ
2γ
〉+ gij γi;j
2γ
− 3
4
|∇γ|2
4γ2
− 1
4
〈∇γ
2γ
,N〉2 + γ〈∇¯N ∇¯γ
2γ2
, N〉
−〈∇ΣH, N〉 − |∇γ|
2
4γ
1
W 2
− Wt
W
.
Now we use the fact that x0 is a critical point to ηW . We have
eKu(Kuih+ hi)W = −eKuhWi.
what implies that
−KW 2hNiN i +WhiN i = −hWiN i
and then
−Kh|∇u|2 +WhiN i = −hWiN i.
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However
WiN
i =
γi
2γ
N iW +NiN
iW 3〈∇γ
2γ2
, N〉+W 2〈AY T , N iX∗ ∂
∂xi
〉
=
1
2γ
〈∇γ,N〉W + |∇u|2W 〈∇γ
2γ2
, N〉 −W 3〈AY T , Y T 〉
and
hiN
i = αθ − 〈∇φ,N〉θ + φajiN idj − φ(di;jN iN j − κσij)N iN j
= αθ − 〈∇φ,N〉θ − φW 〈AY T ,∇Σd〉 − φ〈∇∇u
W
∇d, ∇u
W
〉+ φκ |∇u|
2
W 2
.
We then conclude that
−K |∇u|
2
W
+
αθ
h
− 1
h
〈∇φ,N〉θ − φ
h
W 〈AY T ,∇Σd〉 − φ
h
〈∇∇u
W
∇d, ∇u
W
〉+ φ
h
κ
|∇u|2
W 2
= − 1
2γ
〈∇γ,N〉 − |∇u|2〈∇γ
2γ2
, N〉+W 2〈AY T , Y T 〉
Moreover
−Wt
W
=
ηt
η
= Kut +
ht
h
=WK(nH −H) + ht
h
= nHKW −KWH− 1
h
(nH −H)
(
〈∇φ,N〉θ − αθ − φ
2W 2
〈∇γ,∇d〉
)
+
φ
h
〈∇u
W
,∇∇u
W
∇d〉.
Then we have
1
W
(
LW − 2
W
gijWiWj
)
= |A|2 +KnH γ
W
+
αθ
h
nH − 1
h
nH〈∇φ,N〉θ − φ
h
nHW 〈AY T ,∇Σd〉
−1
h
(nH −H)
(
〈∇φ,N〉θ − αθ − φ
2W 2
〈∇γ,∇d〉
)
− φ
h
nH〈∇∇u
W
∇d, ∇u
W
〉+ φ
h
nHκ
|∇u|2
W 2
−3 1
W
γ〈AY T ,X∗∇γ
2γ
〉+ gij γi;j
2γ
− 3
4
|∇γ|2
4γ2
− 1
4
〈∇γ
2γ
,N〉2 + γ〈∇¯N ∇¯γ
2γ2
, N〉 − 〈∇ΣH, N〉
−|∇γ|
2
4γ
1
W 2
−KWH+ φ
h
〈∇u
W
,∇∇u
W
∇d〉.
We conclude that
1
η
Lη +
1
W
(
LW − 2
W
gijWiWj
)
= K2
γ|∇u|2
W 2
+A+B,
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where
A =
(
1 +
φθ
h
)
|A|2 + 2K
h
γφ〈AY T ,∇Σd〉+ φ
h
(
κγ − 1
2
〈∇d,∇γ〉)〈AY T , Y T 〉
+
2
h
〈A∇Σd,∇Σφ〉+ 2
h
〈A,∇2d〉Σφ− 1
hW 2
φ〈A∇Σd,X∗∇γ〉
+KnH
γ
W
+
αθ
h
nH − 1
h
nH〈∇φ,N〉θ − φ
h
nHκ
γ
W 2
− 3 1
W
γ〈AY T ,X∗∇γ
2γ
〉
and
B =
2K
h
(− α γ
W
〈N,∇d〉+ γ
W
〈N,∇φ〉θ + γ
W
φ〈∇∇u
W
∇d, ∇u
W
〉 − γφκ |∇u|
2
W 3
)
−H〈∇∇u
W
∇d, ∇u
W
〉φ− nα
h
Hd +
1
h
(
2〈N,∇φ〉 − α)〈∇∇u
W
∇d, ∇u
W
〉+ 2
h
〈∇∇u
W
∇d,∇φ〉
−1
h
φ〈∇∇u
W
∇d, ∇γ
2γ
〉+ 1
h
φ〈∇ΣH, ∇¯d〉+ n1
h
〈∇Hd, N〉φ − 1
h
φ∇3d(∇u
W
,
∇u
W
,
∇u
W
)
+
1
h
Ric(∇d, ∇u
W
)φ+
γ
hW 2
〈N,∇κ〉φ − 1
h
( 1
2γ
+
1
2W 2
)
α〈∇d,∇γ〉
+
1
h
( 1
2γ
+
1
2W 2
)〈∇φ,∇γ〉θ − κ1
h
φ〈N, ∇γ
2γ
〉+ 2
h
κ
γ
W 2
〈∇φ,N〉
−1
h
(
∆φ− 〈∇∇u
W
∇φ, ∇u
W
〉)θ + gij γi;j
2γ
− 3
4
|∇γ|2
4γ2
− 1
4
〈∇γ
2γ
,N〉2 + γ〈∇¯N ∇¯γ
2γ2
, N〉
−〈∇ΣH, N〉 − |∇γ|
2
4γ
1
W 2
+
φ
h
〈∇u
W
,∇∇u
W
∇d〉.
However using some standard inequalites we obtain
A ≥
(
1 +
φθ
h
)
|A|2 −
(2Kγ
h
√
γ
+
κ
h
+
1
2hγ
|∇γ|+ 2
h
|∇φ|+ 2
h
|∇2d|Σ
+
1
hW 2
|X∗∇γ|+ Kγ
√
n
W
+
αθ
√
n
h
+
θ
√
n
h
|∇φ|+ γ
√
nκ
hW 2
+
3γ√
γW
|X∗∇γ
2γ
|
)
|A|
Using that W 2 ≥ γ and choosing α sufficiently large and depending only on n, γ, φ and κ
we have
A ≥ 1
2
|A|2 −
(
ǫ+ 2
√
γ
K
h
+
Kγ
√
n
W
+
3
√
γ
W
|X∗∇γ
2γ
|
)
|A|
≥ −
(
ǫ+ 2
√
γ
K
h
+
Kγ
√
n
W
+
3
√
γ
W
|X∗∇γ
2γ
|
)2
.
Moreover
B ≥ −C
(
1 +
α
h
+
α
hW 2
+
1
h
+
1
W 2
+
1
hW 2
+K
α
h
+
K
h
)
,
where C is a constant depending on n, γ, φ, d, κ and H.
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Hence we obtain
1
η
Lη +
1
W
(
LW − 2
W
gijWiWj
)
≥ K2γ|∇u|
2
W 2
− C(ǫ)− K
W
C(ǫ, γ, n)− K
2
W 2
C(γ, n)
− 1
W
C(γ, ǫ)− K
W 2
C(γ, n)− K
2
h2
C(γ)− K
2
hW
C(γ, n)− 1
W 2
C(γ)− K
hW
C(γ)
−Kα
h
C − K
h
C(ǫ, γ)−C − α
h
C − α
hW 2
C − 1
h
C − 1
W 2
C − 1
hW 2
C.
Then
−K2γ|∇u|
2
W 2
≥ −C
(
K2
W 2
+
K
W 2
+
1
W
+
K
hW
+
K2
h2
+
α
hW 2
+
1
W 2
+
1
hW 2
+
K
W
+
1
W
+K
α
h
+
K
h
+
α
h
+
1
h
+ 1
)
.
It follows that(
K2γ −
(K2
h2
+K
α
h
+
K
h
+
1 + α
h
+ 1
)
C
)
W 2 ≤
(
K2 +K +
1 + α
h
+ 1
)
C
+(K +
K
h
+ 1)CW.
Now suppose that W (x0, t0) ≥ 1. Otherwise we are done. In this case we have W ≤ W 2
and absorbing the terms with W into that one with W 2 transforms the inequality above
into(
K2γ − K
2
h2
C − K
h
C −KC − C − 1
h
(α+ 1)(K + 1)C
)
W 2 ≤
(
K2 +K + 1 +
1
h
(α+ 1)
)
C.
If d0 = d(x0) then choosing α ≥ 1/(C(d0)d0−1) for some constant C(d0) > 1/d0 we obtain
(1 + α)/h ≤ C(d0) what implies that
(
K2γ − K
2
h2
C − K
h
C −KC(d0)− C(d0)
)
W 2 ≤ (K2 +K + C(d0))C.
Then for α > 1d0 max{1,
√
2C/γ} we have
(
K2
γ
2
−KC(d0)− C(d0)
)
W 2 ≤ (K2 +K + C(d0))C.
It follows that for K >
C(d0)+
√
C(d0)2+2γC(d0)
γ we have K
2 γ
2 −KC(d0)− C(d0) > 0 and
(39) W 2 ≤ C(K
2 +K + C(d0))
K2 γ2 −KC(d0)− C(d0)
.
This finishes the proof of the proposition. 
Theorem 3. There exists a unique solution u : Ω¯× [0,∞)→ I to the problem (2)-(4).
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Proof. Propositions 1, 2 and 3 yield the following global gradient bound
(40) W (x, t) ≤W (x0, t0) η(x, t)
η(x0, t0)
≤ C1eC2MT ∗ ,
for (x, t) ∈ Ω¯× [0, T ∗], where C1 and C2 are positive constants and
M = max
Ω¯×[0,T ∗]
|u− u0|.
It results that (23) is uniformly parabolic and then the standard theory of quasilinear
parabolic PDEs may be applied for assuring the existence of a unique smooth solution to
(23)-(25). 
6. Asymptotic behavior
In the particular case when u(x, t) = v(x) + Ct, (x, t) ∈ Ω¯ × [0, T ), the initial value
problem (23)-(25) becomes
div
∇v
W
− γ〈∇¯Y Y, ∇v
W
〉 = H + C
W
in Ω(41)
〈ν,N〉 = φ(x, v) on ∂Ω(42)
Conversely, notice that if v(x) is a solution of (41)-(42) then u = v + Ct is a solution of
(23) which is translating along the flow lines of Y with speed C.
Now observe that
div
∇v
W
− γ〈∇¯Y Y, ∇v
W
〉 = div∇v
W
+ γ〈∇¯∇v
W
Y, Y 〉 = div∇v
W
+ γ〈∇¯Y ∇v
W
Y, Y 〉 = divM∇v
W
.
Therefore it follows from divergence theorem that
(43)
∫
ϑ([0,s]×Ω¯)
C
W
+H = −
∫
ϑ([0,s]×Γ)
〈∇v
W
, ν〉 =
∫
ϑ([0,s]×Γ)
〈N, ν〉 =
∫
ϑ([0,s]×Γ)
φ.
Since the integrands do not depend on s we have
(44)
∫
Ω
C
√
γ
W
+
√
γH =
∫
Γ
φ
√
γ.
from what results that
(45) C =
∫
Γ φ
√
γ − ∫ΩH√γ∫
Ω
√
γ
W
.
Since W ≤ C1eC2MT and |φ| < 1 we conclude that
(46) C ≤ |Γ|+ supΩ |H||Ω||Ω| C1e
C2MT .
Comparing an arbitrary solution of the mean curvature flow with translating graphs
yields
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Proposition 4. Suppose that there exists a solution of (41) for a given C. Then given a
solution u(x, t) of (23) there exists a constant M such that
(47) |u(x, t) − Ct| ≤M
for (x, t) ∈ Ω¯× [0,+∞).
Proof. Consider a solution v of (41). Then consider the functions v1 = v+ inf
Ω
(u0 − v) and
v2 = v + sup
Ω
(u0 − v) which are also solutions of (41). By definition we have v1 ≤ u0 ≤ v2.
Hence the parabolic maximum principle implies that
v1 + Ct ≤ u(·, t) ≤ v2 + Ct,
for t ∈ [0, T ) from what we obtain (47). 
Theorem 4. Suppose that there exists a solution of (41) for C = 0. Then limt→∞ ut = 0.
In particular the mean curvature flow converges to a graph with prescribed mean curvature
H and prescribed contact angle φ.
Proof. Since C = 0 Proposition (4) implies that
(48)
∣∣∣
∫
Γ
uφ
∣∣∣ ≤M
∫
Γ
|φ| ≤M |Γ|,
for t ∈ [0, T ). Also we have
d
dt
∫
Ω
W =
∫
Ω
uiui;t
W
= −
∫
Ω
u2t
W
−
∫
Ω
1
2W 3
〈∇u,∇γ〉 −
∫
Ω
|∇u|2
2γW 2
〈∇u,∇γ〉 −
∫
∂Ω
utφ.
Therefore
−
∫
Ω
u2t
W
=
d
dt
(∫
Ω
W +
∫
∂Ω
uφ
)
+
∫
Ω
1
2W 3
〈∇u,∇γ〉+
∫
Ω
|∇u|2
2γW 2
〈∇u,∇γ〉.(49)
It follows that∫ T
0
∫
Ω
u2t
W
= −
∫
Ω
W (x, T ) +
∫
Ω
W (x, 0)−
∫
∂Ω
u(x, T )φ
+
∫
∂Ω
u(x, 0)φ +
∫ T
0
∫
Ω
1
2W 3
〈∇u,∇γ〉+
∫ T
0
∫
Ω
|∇u|2
2γW 2
〈∇u,∇γ〉 ≤ C
from what follows that lim
t→∞
u2t
W = 0. Since W is bounded then limt→∞ut = 0. This finishes
the proof of the theorem. 
7. Appendix
In what follows, II and A denote respectively the second fundamental form and the
Weingarten map of Σt. Their components are given by
(50) aij = II(X∗
∂
∂xi
,X∗
∂
∂xj
) := 〈AX∗ ∂
∂xi
,X∗
∂
∂xj
〉
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Some lemmata will be needed in the sequel. Their content could be also of independent
interest for other applications.
Lemma 1. Denote θ = 〈∇d,N〉. The differentials of the functions θ and h have compo-
nents given by
(51) θi = −ajidj + (di;j − κσij)N j
and
(52) hi = (αδ
j
i + φa
j
i )dj − (φ(di;j − κσij) + φidj)N j
respectively, where κ = 〈γ∇¯Y Y,∇d〉.
Proof. We have
∂θ
∂xi
= X∗
∂
∂xi
〈N, ∇¯d〉 = 〈∇¯X∗ ∂
∂xi
N, ∇¯d〉+ 〈N, ∇¯X∗ ∂
∂xi
∇¯d〉
= −〈AX∗ ∂
∂xi
, ∇¯d〉+ 〈N, ∇¯ ∂
∂xi
+ui
∂
∂x0
∇¯d〉
= −〈AX∗ ∂
∂xi
, ∇¯d〉+ γ
W
〈 ∂
∂x0
, ∇¯ ∂
∂xi
∇¯d〉 − 〈∇u
W
, ∇¯ ∂
∂xi
∇¯d〉
+ui
γ
W
〈 ∂
∂x0
, ∇¯ ∂
∂x0
∇¯d〉 − ui〈∇u
W
, ∇¯ ∂
∂x0
∇¯d〉
Since P is totally geodesic we have
〈 ∂
∂x0
, ∇¯ ∂
∂xi
∇¯d〉 = 〈 ∂
∂x0
, ∇¯ ∂
∂xi
∇d〉 = 0.
Moreover we compute
〈 ∂
∂x0
, ∇¯ ∂
∂x0
∇¯d〉 = |Y |2〈 Y|Y | , ∇¯ Y|Y | ∇¯d〉 = |Y |
2κ =
1
γ
κ
and
〈∇u
W
, ∇¯ ∂
∂x0
∇¯d〉 = 〈∇u
W
, ∇¯∇¯d
∂
∂x0
〉+ 〈∇u
W
, [
∂
∂x0
, ∇¯d]〉 = 0,
where we used the fact that [ ∂∂x0 , ∇¯d] = 0 and that P is totally geodesic.
Thus we conclude that
∂θ
∂xi
= −〈AX∗ ∂
∂xi
, ∇¯d〉 − 〈∇u
W
,∇ ∂
∂xi
∇d〉+ κ ui
W
.
However
〈AX∗ ∂
∂xi
, ∇¯d〉 = aji 〈X∗
∂
∂xj
, ∇¯d〉 = aji 〈
∂
∂xj
+ ujY, ∇¯d〉 = ajidj = gjkaikdj
Therefore we write
(53) θi = −gjkaikdj + (di;j − κσij)N j .
This finishes the proof of the proposition. 
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We denote the components of the tensor X∗II in P by
(54) bij = X
∗II(
∂
∂xi
,
∂
∂xj
) := 〈AX∗ ∂
∂xi
,X∗
∂
∂xj
〉
Notice that the covariant derivatives of X∗II and II are related by
∇kbij = 〈(∇ΣX∗ ∂
∂xk
A)X∗
∂
∂xi
,X∗
∂
∂xj
〉+ 〈AX∗ ∂
∂xj
, ∇¯X∗ ∂
∂xk
X∗
∂
∂xi
−X∗∇ ∂
∂xk
∂
∂xi
〉
+〈AX∗ ∂
∂xi
, ∇¯X∗ ∂
∂xk
X∗
∂
∂xj
−X∗∇ ∂
∂xk
∂
∂xj
〉.
However since X∗ ∂∂xi =
∂
∂xi
+ uiY we compute
∇¯X∗ ∂
∂xk
X∗
∂
∂xi
−X∗∇ ∂
∂xk
∂
∂xi
= ∇¯ ∂
∂xk
∂
∂xi
+ ui,kY + ui∇¯ ∂
∂xk
Y + uk∇¯Y ∂
∂xi
+ uiuk∇¯Y Y
−∇ ∂
∂xk
∂
∂xi
− 〈∇u,∇ ∂
∂xk
∂
∂xi
〉Y.
Therefore
∇¯X∗ ∂
∂xk
X∗
∂
∂xi
−X∗∇ ∂
∂xk
∂
∂xi
= ui;kY + ui∇¯ ∂
∂xk
Y + uk∇¯ ∂
∂xi
Y + uiuk∇¯Y Y.
Hence using (12), (16) and (17) we obtain
∇¯X∗ ∂
∂xk
X∗
∂
∂xi
−X∗∇ ∂
∂xk
∂
∂xi
= (Waik + uiuku
l γl
2γ2
)Y +
1
2
uiuk
∇γ
γ2
=WaikY +
1
2γ2
uiuk(〈∇u,∇γ〉Y +∇γ) =WaikY + 1
2γ2
uiukX∗∇γ.
Hence it follows that
〈AX∗ ∂
∂xj
, ∇¯X∗ ∂
∂xk
X∗
∂
∂xi
−X∗∇ ∂
∂xk
∂
∂xi
〉 = 〈AX∗ ∂
∂xj
,
uiuk
2γ2
X∗∇γ +WaikY 〉
=
1
γ
Waika
l
jul +
uiuk
2γ2
ajlγ
l.
We conclude that
∇kbij = 〈(∇ΣX∗ ∂
∂xk
A)X∗
∂
∂xi
,X∗
∂
∂xj
〉+ 1
γ
Waika
l
jul +
uiuk
2γ2
ajlγ
l
+
1
γ
Wajka
l
iul +
ujuk
2γ2
ailγ
l,
that is,
∇kbij = ∇Σk aij +
1
γ
Waika
l
jul +
1
γ
Wajka
l
iul +
uiuk
2γ2
ajlγ
l +
ujuk
2γ2
ailγ
l.(55)
Now we use (55) for computing the Hessian of the function θ.
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Lemma 2. The trace of the Hessian of θ in Ω calculated with respect to the metric in Σ
is given by
gikθi;k = −|A|2θ − 2〈∇2d,X∗II〉Σ − n〈∇ΣH,∇Σd〉 − nHW 〈AY T ,∇Σd〉 −Ric(∇d, ∇u
W
)
−trΣ∇∇u
W
∇2d− |∇u|
2
W 2
〈A∇Σd,X∗∇γ
2γ
〉+ 1
2
〈AY T , Y T 〉〈∇d,∇γ〉 − 1
2W 2
∇2d(∇u
W
,∇γ)
− γ
W 2
〈N,∇κ〉 + κ(nH − γ〈AY T , Y T 〉)− κ 1
2W 2
〈N,∇γ〉.
Proof. Notice that we may write (53) as
(56) θi = −gjlbildj + (di;j − κσij)N j .
Hence we have
gikθi;k = −gik(gjlbildj);k + gik(di;jk − κkσij)N j + gik(di;j − κσij)N j;k
= −gik(gjlbildj);k + gik(di;kj +Rljkidl − κkσij)N j − gik(di;j − κσij)(ajk −Nk
γj
2γ
).
However
gik(gjlbildj);k = g
jlgikbil;kdj + g
ikgjl;kbildj + g
ikgjlbildj;k
= gjlgik(∇Σk ail +
1
γ
Waika
m
l um +
1
γ
Walka
m
i um + uiukalm
γm
2γ2
+ ulukaim
γm
2γ2
)dj
+gikgjl;kbildj + g
ikgjlbildj;k
Hence using Codazzi’s equation we obtain
gik(gjlbildj);k = g
jl(nHl + n
1
γ
WHaml um +
1
γ
Waila
m
i um +
|∇u|2
W 2
alm
γm
2γ
+ uluka
k
m
γm
2γ2
)dj
+gjlgik〈R¯(X∗ ∂
∂xi
,X∗
∂
∂xk
)N,X∗
∂
∂xl
〉dj + gikgjl;kbildj + gikgjlbildj;k
Using that gjlul =
γ
W 2
uj we conclude that
gik(gjlbildj);k = ng
jlHldj − n1
γ
W 2Hgjlaml Nmdj −
1
γ
W 2gjlaila
m
i Nmdj
+
|∇u|2
W 2
ajm
γm
2γ
dj +N
jNka
k
m
γm
2γ
dj + g
ikgjl;kbildj + g
ikgjlbildj;k
However we have
gjl;k = (σ
jl −N jN l);k = −N j;kN l −N jN l;k = (ajk −Nk
γj
2γ
)N l +N j(alk −Nk
γl
2γ
).
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and
∇¯ ∂
∂xk
N = ∇¯X∗ ∂
∂xk
N − ∇¯ukYN = −AX∗
∂
∂xk
− uk∇¯Y ( γ
W
Y − ∇u
W
)
= −AX∗ ∂
∂xk
− uk
2W
(∇γ
γ
+ 〈∇u, ∇γ
γ
〉Y )
from what follows that
gik(gjlbildj);k = ng
jlHldj − n1
γ
W 2Haml Nmg
jldj − 1
γ
W 2aila
m
i Nmg
jldj
+
|∇u|2
W 2
ajm
γm
2γ
dj +N
jNka
k
m
γm
2γ
dj + a
k
l a
j
kN
ldj
−akl NkN l
γj
2γ
dj + a
k
l a
l
kN
jdj − akl Nk
γl
2γ
N jdj + g
jlakl dj;k
Therefore
gikθi;k = −ngjlHldj + n1
γ
W 2Haml Nmg
jldj +
1
γ
W 2aila
m
i Nmg
jldj − |∇u|
2
W 2
ajm
γm
2γ
dj
−akl ajkN ldj + akl NkN l〈∇d,
∇γ
2γ
〉 − akl alkθ − gjlakl dj;k
+gik(di;kj +R
l
jkidl − κkσij)N j − gik(di;j − κσij)(ajk −Nk
γj
2γ
)
Now using the fact that gijuj =
γ
W 2
ui and therefore gijNj =
γ
W 2
N i we obtain
ami Nm = g
kmaikNm =
γ
W 2
aikN
k =
γ
W 2
〈AX∗ ∂
∂xi
, NkX∗
∂
∂xk
〉
=
γ
W 2
〈AX∗ ∂
∂xi
, Nk
∂
∂xk
+ 〈Nk ∂
∂xk
,∇u〉Y 〉
=
γ
W 2
〈AX∗ ∂
∂xi
, N − γ
W
Y + 〈N,∇u〉Y 〉
= − γ
W 2
〈AX∗ ∂
∂xi
, Y 〉( γ
W
+
|∇u|2
W
)
= − γ
W
〈AX∗ ∂
∂xi
, Y 〉 = − γ
W
〈AY T ,X∗ ∂
∂xi
〉.
Therefore
aml Nmg
jldj = − γ
W
〈AY T , gjldjX∗ ∂
∂xl
〉 = − γ
W
〈AY T ,∇Σd〉
Moreover notice that
akl N
l = gkmamlN
l = −gkmW 〈AY T ,X∗ ∂
∂xm
〉
and
aikN
k = −W 〈AY T ,X∗ ∂
∂xi
〉.
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Similarly we have
ajkdj = g
jmdj〈AX∗ ∂
∂xk
,X∗
∂
∂xm
〉 = 〈AX∗ ∂
∂xk
,∇Σd〉 = 〈A∇Σd,X∗ ∂
∂xk
〉.
Replacing this above we obtain
gikθi;k = −n〈∇ΣH,∇Σd〉 − nHW 〈AY T ,∇Σd〉 −W 〈AY T , A∇Σd〉 − |∇u|
2
W 2
〈A∇Σd,X∗∇γ
2γ
〉
+W 〈AY T , A∇Σd〉+ γ〈AY T , Y T 〉〈∇d, ∇γ
2γ
〉 − |A|2θ − gjlakl dj;k
+gik(di;kj +R
l
jkidl − κkσij)N j − gik(di;j − κσij)(ajk −Nk
γj
2γ
)
Therefore
gikθi;k = −n〈∇ΣH,∇Σd〉 − nHW 〈AY T ,∇Σd〉 − |∇u|
2
W 2
〈A∇Σd,X∗∇γ
2γ
〉
+γ〈AY T , Y T 〉〈∇d, ∇γ
2γ
〉 − |A|2θ − gjlakl dj;k
+gik(di;kj +R
l
jkidl − κkσij)N j − gik(di;j − κσij)(ajk −Nk
γj
2γ
)
However
gikσij = g
ik(gij − uiuj
γ
) = δkj −
1
W 2
ukuj = δ
k
j −NkNj .
Hence we have
gikθi;k = −n〈∇ΣH,∇Σd〉 − nHW 〈AY T ,∇Σd〉 − |∇u|
2
W 2
〈A∇Σd,X∗∇γ
2γ
〉
+
1
2
〈AY T , Y T 〉〈∇d,∇γ〉 − |A|2θ − 2gikgjldi;jakl + 1
2W 2
di;jN
iγj
+gikdi;kjN
j − Ric(∇d, ∇u
W
)− γ
W 2
〈N,∇κ〉+ κ(nH − γ〈AY T , Y T 〉)− κ 1
2W 2
〈N,∇γ〉
This finishes the proof of the Lemma. 
Using Lemma 2 we will obtain an expression for Lh. Notice that
hi;k = αdi;k − φiθk − φkθi − φi;kθ − φθi;k.
Moreover it holds that
2gikφiθk = 2g
ikφi〈A∇Σd,X∗ ∂
∂xk
〉 − 2gikdk;lφiN l + 2κgikσklφiN l
= 2〈A∇Σd,∇Σφ〉 − 2gikdk;lφiN l + 2κ γ
W 2
〈∇φ,N〉.
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We conclude that
gikhi;k = αg
ikdi;k + 2〈A∇Σd,∇Σφ〉 − 2gikdk;lφiN l + 2κ γ
W 2
〈∇φ,N〉 − gikφi;kθ
+nφ〈∇ΣH,∇Σd〉+ nφHW 〈AY T ,∇Σd〉+ |∇u|
2
W 2
φ〈A∇Σd,X∗∇γ
2γ
〉
−1
2
φ〈AY T , Y T 〉〈∇d,∇γ〉 + |A|2φθ + 2gikgjldi;jaklφ− 1
2W 2
φdi;jN
iγj
−gikdi;kjN jφ+Ric(∇d, ∇u
W
)φ+
γ
W 2
〈N,∇κ〉φ − κ(nH − γ〈AY T , Y T 〉)φ
+κ
1
2W 2
〈N,∇γ〉φ.
Now we compute the derivatives with respect to t. We have
θt = X∗
∂
∂t
〈N, ∇¯d〉 = 〈∇¯X∗ ∂∂tN, ∇¯d〉+ 〈N, ∇¯X∗ ∂∂t ∇¯d〉
= −〈∇Σ(nH −H), ∇¯d〉+ (nH −H)〈N, ∇¯N ∇¯d〉.
However
〈N, ∇¯N∇¯d〉 = − 1
2W 2
〈∇¯γ, ∇¯d〉+ 〈∇u
W
, ∇¯∇u
W
∇¯d〉.
Hence we have
θt = −〈∇Σ(nH −H), ∇¯d〉+ (nH −H)(− 1
2W 2
〈∇γ,∇d〉+ 〈∇u
W
, ∇¯∇u
W
∇¯d〉).
Moreover we have
(57) dt = 〈X∗ ∂
∂t
, ∇¯d〉 = (nH −H)〈N, ∇¯d〉 = (nH −H)θ.
Therefore
ht = α(nH −H)θ − (nH −H)〈N, ∇¯φ〉θ + φ〈∇Σ(nH −H), ∇¯d〉
−φ(nH −H)(− 1
2W 2
〈∇γ,∇d〉+ 〈∇u
W
, ∇¯∇u
W
∇¯d〉)
We also compute
〈∇γ,∇h〉 = α〈∇d,∇γ〉 + φ〈A∇Σd,X∗∇γ〉 − 〈∇φ,∇γ〉θ − φdi;jγiN j + κφ〈N,∇γ〉.
Now we obtain
gikdi;k = ∆d− 〈∇∇u
W
∇d, ∇u
W
〉 = −nHd − 〈∇∇u
W
∇d, ∇u
W
〉
and
gikdk;lφiN
l = dk;lφ
kN l − dk;lNkN lN iφi = −〈∇∇u
W
∇d,∇φ〉 − 〈∇∇u
W
∇d, ∇u
W
〉〈N,∇φ〉.
Moreover we have
gijφi;j = ∆φ− 〈∇∇u
W
∇φ, ∇u
W
〉
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and
gikdi;kjN
j = (σikdi;k);jN
j − di;kjN iNkN j = −n(Hd)jN j +∇3d(∇u
W
,
∇u
W
,
∇u
W
).
Therefore grouping and rearranging these expressions we obtain
Lh = |A|2φθ + nφHW 〈AY T ,∇Σd〉+ (κγ − 1
2
〈∇d,∇γ〉)φ〈AY T , Y T 〉
+2〈A∇Σd,∇Σφ〉+ 2〈A,∇2d〉Σφ− 1
W 2
φ〈A∇Σd,X∗∇γ〉
(
nH −H)(〈N,∇φ〉θ − αθ − 1
2W 2
〈∇γ,∇d〉φ + 〈∇∇u
W
∇d, ∇u
W
〉φ)− nκHφ
−nαHd +
(
2〈N,∇φ〉 − α)〈∇∇u
W
∇d, ∇u
W
〉+ 2〈∇∇u
W
∇d,∇φ〉
−φ〈∇∇u
W
∇d, ∇γ
2γ
〉+ φ〈∇ΣH, ∇¯d〉+ n〈∇Hd, N〉φ− φ∇3d(∇u
W
,
∇u
W
,
∇u
W
) + Ric(∇d, ∇u
W
)φ
+
γ
W 2
〈N,∇κ〉φ − ( 1
2γ
+
1
2W 2
)
α〈∇d,∇γ〉 + ( 1
2γ
+
1
2W 2
)〈∇φ,∇γ〉θ
−κφ〈N, ∇γ
2γ
〉+ 2κ γ
W 2
〈∇φ,N〉 − (∆φ− 〈∇∇u
W
∇φ, ∇u
W
〉)θ.
Lemma 3. We have
LW − 2
W
gijWiWj = |A|2W + nHW 3〈AY T , Y T 〉 − nHW 3〈∇γ
2γ2
, N〉 − 3γ〈AY T ,X∗∇γ
2γ
〉
+gij
γi;j
2γ
W − 3
4
|∇γ|2
4γ2
W − 1
4
〈∇γ
2γ
,N〉2W + γW 〈∇¯N ∇¯γ
2γ2
, N〉 −W 〈∇ΣH, N〉
−|∇γ|
2
4γ
1
W
−Wt.
Proof. Notice that
Wi = −W 2
(〈∇¯X∗ ∂
∂xi
Y,N〉+ 〈Y, ∇¯X∗ ∂
∂xi
N〉)
= −W 2(〈∇¯ ∂
∂xi
Y,N〉+ ui〈∇¯Y Y,N〉 − 〈Y,AX∗ ∂
∂xi
〉)
= −W 2(− γi
2γ
〈Y,N〉+ ui〈∇γ
2γ2
, N〉 − 〈Y,AX∗ ∂
∂xi
〉).
Therefore
Wi =
γi
2γ
W +NiW
3〈∇γ
2γ2
, N〉+W 2〈AY T ,X∗ ∂
∂xi
〉.
However
〈AY T ,X∗ ∂
∂xi
〉 = gkl〈Y,X∗ ∂
∂xk
〉〈X∗ ∂
∂xl
, AX∗
∂
∂xi
〉 = gkl〈Y, ukY 〉bil = 1
W 2
ulbil.
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Hence it follows that
Wi =
γi
2γ
W +NiW
3〈∇γ
2γ2
, N〉 −WN lbil.
Hence we obtain
1
W
gijWiWj =
|∇Σγ|2
4γ2
W +W 〈∇γ,N〉〈∇γ
2γ2
, N〉+ 〈AY T , ∇
Σγ
γ
〉W 2
+γ|∇u|2〈∇γ
2γ2
, N〉2W − 〈AY T , Y T 〉〈∇γ
γ
,N〉W 3 + 〈AY T , AY T 〉W 3
Now we compute
Wi;j =
(γi;j
2γ
− γiγj
2γ2
)
W +
γi
2γ
Wj +Ni;jW
3〈∇γ
2γ2
, N〉+ 3NiW 2Wj〈∇γ
2γ2
, N〉
+NiW
3
(〈∇¯X∗ ∂
∂xj
∇¯γ
2γ2
, N〉 − 〈∇γ
2γ2
, AX∗
∂
∂xj
〉)−WjN lbil −WN l;jbil −WN lbil;j.
However we have
gij
γi
2γ
Wj =
|∇Σγ|2
4γ2
W + 〈∇γ
2γ
,N〉2W +W 2〈AY T , ∇
Σγ
2γ
〉
and
gijNi;j = g
ijσikN
k
;j = −(δjk −N jNk)(akj −Nj
γk
2γ
)
= −nH + γ
W 2
〈N, ∇γ
2γ
〉+ γ〈AY T , Y T 〉.
Moreover we compute
gijNiWj =
γ
W
〈N, ∇γ
2γ
〉+ γ|∇u|
2
W
〈∇γ
2γ2
, N〉 − γW 〈AY T , Y T 〉
and
gijNiW
3
(〈∇¯X∗ ∂
∂xj
∇¯γ
2γ2
, N〉 − 〈 ∇¯γ
2γ2
, AX∗
∂
∂xj
〉)
= γW
(〈∇¯N−WY ∇¯γ
2γ2
, N〉 − 〈A∇
Σγ
2γ2
,−WY 〉)
= γW 〈∇¯N ∇¯γ
2γ2
, N〉+W |∇γ|
2
4γ2
+ γW 2〈A∇
Σγ
2γ2
, Y T 〉.
We also have
2WgijWj〈AY T ,X∗ ∂
∂xi
〉 = 2W 2〈AY T , ∇
Σγ
2γ
〉 −W 3〈∇γ
γ
,N〉〈AY T , Y T 〉+ 2W 3〈AY T , AY T 〉.
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Now we compute
gijWN lbil;j =WN
lgij∇Σj ail +
1
γ
W 2gijaija
m
l N
lum +
1
γ
W 2gijaljN
lami um
+Wgij
uiuj
2γ2
almN
lγm +WgijN l
uluj
2γ2
aimγ
m.
Hence we have
gijWN lbil;j =WN
l(n∇Σl H + gij〈R¯(X∗
∂
∂xi
,X∗
∂
∂xj
)N,X∗
∂
∂xl
〉) + nHW 2〈AY T , NkX∗ ∂
∂xk
〉
+W 2gij〈AY T ,X∗ ∂
∂xj
〉(−W 〈AY T ,X∗ ∂
∂xi
〉)
−|∇u|2〈AY T ,X∗∇γ
2γ
〉+ |∇u|
2
2γW
(−W 〈AY T ,X∗ ∂
∂xm
〉)γm.
Therefore
gijWN lbil;j = nWN
l∇Σl H − nHW 3〈AY T , Y T 〉 −W 3〈AY T , AY T 〉 − |∇u|2〈AY T ,X∗
∇γ
γ
〉.
Moreover
gijWjN
lbil = −W 2〈AY T , ∇
Σγ
2γ
〉+W 3〈∇γ
2γ
,N〉〈AY T , Y T 〉 −W 3〈AY T , AY T 〉
and
WgijN l;jbil = −Wgij(alj −Nj
γl
2γ
)ail = −|A|2W − 1
2
〈AY T ,X∗∇γ〉.
We conclude that
gijWi;j = |A|2W + 2W 3〈AY T , AY T 〉+
(
nH − 3〈∇γ
2γ
,N〉)W 3〈AY T , Y T 〉
+3W 2〈AY T , ∇
Σγ
2γ
〉+ |∇u|2〈AY T ,X∗∇γ
γ
〉+ 1
2
〈AY T ,X∗∇γ〉
+gij
γi;j
2γ
W − |∇
Σγ|2
4γ2
W +
|∇γ|2
4γ2
W +
(
5W + 3
W
γ
|∇u|2)〈∇γ
2γ
,N〉2
−nHW 3〈∇γ
2γ2
, N〉+ γW 〈∇¯N ∇¯γ
2γ2
, N〉 − nWN l∇Σl H.
Now
〈∇γ,∇W 〉 = |∇γ|
2
2γ
W +
1
2γ2
〈∇γ,N〉2W 3 +W 2〈AY T ,X∗∇γ〉.
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Hence
LW − 2
W
gijWiWj = |A|2W +
(
nH + 〈∇γ
2γ
,N〉)W 3〈AY T , Y T 〉
−W 2〈AY T , ∇
Σγ
2γ
〉+ |∇u|2〈AY T ,X∗∇γ
γ
〉+ 1
2
〈AY T ,X∗∇γ〉
−( 1
2γ
+
1
2W 2
)
W 2〈AY T ,X∗∇γ〉
+gij
γi;j
2γ
W − 3
4
|∇Σγ|2
4γ2
W +
|∇γ|2
4γ2
W +
(
5W + 3
W
γ
|∇u|2)〈∇γ
2γ
,N〉2
−nHW 3〈∇γ
2γ2
, N〉+ γW 〈∇¯N ∇¯γ
2γ2
, N〉 − nWN l∇Σl H
−( 1
2γ
+
1
2W 2
)( |∇γ|2
2γ
W +
1
2γ2
〈∇γ,N〉2W 3)− 1
γ2
〈∇γ,N〉2W − 2γ|∇u|2〈∇γ
2γ2
, N〉2W −Wt.
However
3
W
γ
|∇u|2〈∇γ
2γ
,N〉2 − 2γ|∇u|2〈∇γ
2γ2
, N〉2W = W
γ
|∇u|2〈∇γ
2γ
,N〉2
and
5W 〈∇γ
2γ
,N〉2 − 1
γ2
〈∇γ,N〉2W = 〈∇γ
2γ
,N〉2W
and
−W 2〈AY T , ∇
Σγ
2γ
〉+ |∇u|2〈AY T ,X∗∇γ
γ
〉+ 1
2
〈AY T ,X∗∇γ〉 −
( 1
2γ
+
1
2W 2
)
W 2〈AY T ,X∗∇γ〉
= −3γ〈AY T ,X∗∇γ
2γ
〉 −W 3〈∇γ
2γ
,N〉〈AY T , Y T 〉.
Moreover we compute
( 1
2γ
+
1
2W 2
)( |∇γ|2
2γ
W +
1
2γ2
〈∇γ,N〉2W 3)
=
|∇γ|2
4γ2
W +
1
γ
W 3〈∇γ
2γ
,N〉2 + |∇γ|
2
4γ
1
W
+ 〈∇γ
2γ
,N〉2W
and
−nWN l∇Σl H = −nW 〈∇ΣH,N〉 = −W 〈∇ΣH, N〉.
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We conclude that
LW − 2
W
gijWiWj = |A|2W + nHW 3〈AY T , Y T 〉 − 3γ〈AY T ,X∗∇γ
2γ
〉
+gij
γi;j
2γ
W − 3
4
|∇Σγ|2
4γ2
W +
|∇u|2
γ
〈∇γ
2γ
,N〉2W
−nHW 3〈∇γ
2γ2
, N〉+ γW 〈∇¯N ∇¯γ
2γ2
, N〉 −W 〈∇ΣH, N〉
−1
γ
W 3〈∇γ
2γ
,N〉2 − |∇γ|
2
4γ
1
W
−Wt.
However
|∇u|2
γ
〈∇γ
2γ
,N〉2W − 1
γ
W 3〈∇γ
2γ
,N〉2 = −〈∇γ
2γ
,N〉2W
and
−3
4
|∇Σγ|2
4γ2
W − 〈∇γ
2γ
,N〉2W = −3
4
|∇γ|2
4γ2
W +
3
4
〈∇γ
2γ
,N〉2W − 〈∇γ
2γ
,N〉2W
= −3
4
|∇γ|2
4γ2
W − 1
4
〈∇γ
2γ
,N〉2W.
Hence we obtain
LW − 2
W
gijWiWj = |A|2W + nHW 3〈AY T , Y T 〉 − nHW 3〈∇γ
2γ2
, N〉 − 3γ〈AY T ,X∗∇γ
2γ
〉
+gij
γi;j
2γ
W − 3
4
|∇γ|2
4γ2
W − 1
4
〈∇γ
2γ
,N〉2W + γW 〈∇¯N ∇¯γ
2γ2
, N〉 −W 〈∇ΣH, N〉
−|∇γ|
2
4γ
1
W
−Wt.
This finishes the proof of the lemma. 
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