Abstract. Theorem proving is a classical AI problem having a broad range of applications. Since its complexity grows exponentially with the size of the problem, many researchers have proposed methods to parallelize the theorem proving process. In this paper, we use the massive parallelism of molecular reactions to implement parallel theorem provers. In particular, we show that the resolution refutation proof procedure can be naturally and efficiently implemented by DNA hybridization. Novel DNA encoding schemes, i.e. linear encoding and hairpin encoding, are presented and their effectiveness is verified by bio-lab experiments.
Introduction
DNA computing is famous for its power of massive parallelism. Since Adleman's first experiment [1] , many researchers utilized parallel reactions of DNA molecules to solve hard computational problems [3, 7, 17] . Recently, several research groups have proposed DNA computing methods for logical reasoning [6, 10, 16, 15] .
Theorem proving is a method for logical reasoning and has a variety of applications, including diagnosis and decision making [8, 11] . Resolution refutation is a general technique to prove a theorem given a set of axioms and rules. But theorem proving by resolution refutation has a difficulty in practice. If the goal becomes complex or the number of axioms gets large, the time for theorem proving grows exponentially. To overcome this drawback, parallel theorem provers have been proposed [5, 9, 14] . However, these parallel machines do not overcome the difficulties inherent to silicon-based technology.
Wasiewicz et al. [16] describe an inference system using molecular computing. Their inference system is different from ours in that theirs does not use a resolution refutation technique. A resolution method for Horn clause computation was suggested in [6, 15] , but was not used for theorem proving. Mihalache proposed an implementation of Prolog interpreter with DNA molecules which is an important practical application of resolution refutation theorem proving [10] . But his suggestion is not physically feasible, because it requires too many experimental steps. Except for the inference system in [16] , none of these was implemented in real bio-lab experiments.
In this paper, we describe resolution refutation theorem proving methods using DNA, which is verified by experiments. We develop two different encoding methods for logical formulas, i.e. linear and hairpin encodings. These make use of the DNA hybridization reaction in a natural way to perform resolution refutation. Our implementation requires only a constant number of lab steps. The feasibility of the methods is confirmed by lab experiments.
The rest of the paper is organized as follows. A brief introduction to theorem proving and resolution refutation is given in Section 2. Sections 3 and 4 describe the linear and hairpin implementation methods and their experimental results, respectively. Conclusions are drawn in Section 5.
Theorem Proving with Resolution Refutation
Theorem proving is a method for automated reasoning [8, 11] . In theorem proving, one must decide methods for representing information and inference rules for drawing conclusions [8] . Here, we confine ourselves to propositional logic. We use the resolution as inference rule. In this section, we will briefly describe propositional logic, resolution principle, and resolution refutation.
Propositional logic formula consists of Boolean variables and logical connectives. Boolean variable is a variable which can take only T (true) or F (false) as its value. Among basic logical connectives, there are ∧ (and, logical product), ∨ (or, logical sum), ¬ (not, negation), and → (implication). A Boolean variable or its negation is called a literal. More exactly, a Boolean variable with ¬ connective is called a negative literal and one without it is called a positive literal. It is proven [2] that any n-ary connective can be defined using only ∧, ∨, and ¬. For example, A → B can be defined as ¬A ∨ B for any Boolean variables A, B.
To prove theorems using resolution refutation, every formula must be expressed in clause form. A clause form in propositional logic is defined as follows:
A clause with no literal is called an empty clause. Now the resolution principle can be defined. Let A and B be clauses, and v be a literal such that v ∈ A and ¬v ∈ B. Then, from both A and B we can draw (A − {v}) ∨ (B − {¬v}). We say that we resolved A and B on v and the product of resolution is called a resolvent.
In general, a resolution refutation for proving an arbitrary formula ω from a set of formulas Δ proceeds as follows [11] : 3. Resolve these clauses together, producing a resolvent that logically follows from them. 4. If an empty clause is produced, a contradiction is occurred. Thus, ω is proved to be true. Stop. 5. If no new resolvent can be produced, ω is proved to be false. Stop. 6. Else, add the resolvent to C and go to step 3.
When an empty clause is drawn, C is called the proof of the goal ω. Fig. 1 shows an example of theorem proving process. The set of formulas { P ∧ Q → R, S ∧ T → Q, S, T , P } is given. We want to prove R is true. After converting the formulas into clause form, we get a set of clauses {¬P ∨ ¬Q ∨ R, ¬S ∨ ¬T ∨ Q, S, T , P }. Then we add the negation of R, i.e. ¬R, to this set. Each box in Fig. 1 contains one clause. The clauses and their resolvents are connected with arrows. The symbol nil denotes an empty clause. Resolving on P from ¬P ∨ ¬Q ∨ R and P results in ¬Q ∨ R. Similar steps can be continued until an empty clause is produced. The above theorem proving process becomes complex as the number of formulas grows. In the case of the propositional calculus, one must decide the literal to resolve on. Therefore, if there are n different literals, there are n! different theorem proving processes with n! = O(n n ) by Stirling's approximation. Thus, the complexity of proof grows exponentially. So it is impossible for large n to test one by one with digital computer which one is a logically correct proof. To speed up finding proofs, two approaches were developed. One approach is to use heuristics such as the breadth-first strategy, the set of support strategy, or the unit preference strategy [8] . The other approach is to parallelize the theorem proving process [5, 9, 14] . We took the second approach and chose to use the massive parallelism of DNA molecular reactions for implementing parallel theorem provers.
Linear Implementation of Resolution Refutation
We solved the theorem proving problem in Fig. 1 by bio-lab experiments. We developed two versions of implementation and performed experiments separately. Two steps are involved in each implementation. In the first step, we represent formulas in clause form with DNA. Because we restrict ourselves to propositional logic, we need to encode each Boolean variable with DNA sequence. Our implementations are different from each other in the way to make a clause from these variable sequences. In both implementations below, we encoded each variable with a different sequence of the same length. The negation of a variable is denoted as a Watson-Crick complementary sequence of the variable. Encoding for a Boolean variable and its negation is shown in Fig.  2 . In the second step, we implemented resolution refutation steps with molecular reactions. This step depends on the result of the previous step. But in our two implementations, the general procedure is the same (see Fig. 2 ).
1. Mix molecules corresponding to clauses. 2. Hybridize molecules to perform resolution. 3. Ligase hybridization products to make it easy to find a proof. 4. Perform PCR to amplify ligation products. In this step, ligation products which are not a proof are not amplified. 5. Perform gel electrophoresis to see whether we found a proof or not.
Representation of Clauses
Each sequence for a variable in the clause is concatenated into a single long sequence. We arranged the variables to make linear double-strand after the hybridization step. As an example, sequence for a clause ¬Q ∨ ¬P ∨ R is a concatenation of sequences for ¬Q, ¬P , and R (see the topmost box in Fig. 3 ).
Implementation of Resolution Refutation
Resolution between two clauses is represented with the annealing of two sequences corresponding to each clause. Thus, the resolvent may be either a partially double-stranded molecule or a fully double-stranded molecule, if the resolvent is an empty clause. Therefore, to see whether an empty clause is produced, one needs to verify if there exists a fully double-stranded molecule. We used ligation, PCR, and gel electrophoresis to detect this molecule. During ligation, every clause sequence used to produce an empty clause will be ligated into a long double strand. In the next step, we amplified this ligation product by PCR with the goal sequence as a primer. Finally, the result is examined by gel electrophoresis. All of these experimental steps are summarized in Fig. 3. 
Experimental Results
The sequences used in the experiment were designed by NACST using evolutionary optimization [13] and synthesized by Bioneer Co. (Tae-Jeon, Korea). The oligomer sequences are given in Table 1 . The experiment consists of the following steps:
1. Purification of oligomers: Each oligomer was 5'-phosphorylated and purified by PAGE. Briefly, 1 nmol of each oligomer was mixed and incubated for 1 h at 37 • C with 10 U T4 polynucleotide kinase (Life Technologies) in 70 mM Tris-HCl, pH 7.6, buffer containing 10 mM MgCl 2 , 100 mM KCl, 1 Table 1 . Sequences for linear implementation (in order of from 5' to 3'). The electrophoretogram is given in Fig. 4 . To make an empty clause, all of the 5 variables must be resolved. Every time one variable is resolved, double-stranded region with 15 bp is produced. Therefore, we can expect a 75 bp band will appear after gel electrophoresis. As can be seen in Fig. 4 , an empty clause is produced. Thus, we found a proof for the given problem.
Hairpin Implementation of Resolution Refutation
In linear implementation, variables were needed to be rearranged to make an empty clause form a linear double-stranded molecule. This requirement poses a limitation on the type of clauses we can use. That is, some kind of clauses does not make a linear double strand no matter how we rearrange the variables. Also, it is impossible to know in advance which sequence to use as a primer.
To overcome these limitations, we introduce branched molecules and hairpin molecules to represent clauses. As a result of this improvement, we can decide the primer sequence once the goal is given. Similar idea was introduced by Uejima and others [15] for Horn clause computation. But their work was intended to perform Horn clause computation not resolution refutation. And in their work, clause with one literal is represented in a different way from ours.
Representation of Clauses
Each clause with n literals is denoted by an n-armed branched molecule except for the clause with one literal. Each n-arm has a sticky end corresponding to each literal. Sticky ends for the positive and negative literals of one variable are complementary. For a clause with one literal except the goal, we represent it with a hairpin molecule having a sticky end. We encode the goal clause with Fig. 5 ).
Implementation of Resolution Refutation
As in the linear implementation, resolution between two clauses is denoted as hybridization between two molecules. When an empty clause is drawn, it will start with a goal sequence and end with its negation, since clauses are either branched molecules or hairpin molecules except for the goal. Therefore, at the PCR step, we used the goal variable and its negation as a primer. To read the PCR product, we used gel electrophoresis. If a band is formed, we can conclude that the goal is true. If not, we say that the goal is not true. Because each band corresponds to a proof, we can find several different proofs at one time.
Experimental Results
As in the previous experiment, all sequences were designed by NACST [13] and were synthesized by Bioneer Co. The sequences we used are given in Table 3 . Experimental steps are the same as in the previous experiment. The main differences between two experiments were the PCR condition and the type of gel used in gel electrophoresis. The PCR condition for this experiment is given in Table  4 . We used 2% agarose gel at the gel electrophoresis step. Due to the properties of our sequences, we could not get an exact result. Another experiment is in progress to find conditions to get a clearer result. The electrophoretograms of hairpin implementation after hybridization and PCR are given in Fig. 6 . In Fig.  6 -(a), a hazy band appeared around 25 ∼ 40 bp which is the range of sequences we used. In Fig. 6-(b) , we can see a partial proof is produced. From this fact, we conclude that some parts of sequences prevented PCR. We are trying to find a clear result with new sequences. 
Conclusions
Using molecular reactions of DNA, we proved theorems in the propositional calculus. We presented methods for encoding clauses with DNA molecules and solved theorem proving problems with lab experiments. Our methods are distinguished from other work in several points. First, it does not need additional operations except hybridization. Only simple operations such as ligation and PCR are needed to verify the results. Second, the number of experimental steps does not vary with the problem size. Our implementation methods require only hybridization, ligation, PCR, and gel electrophoresis, and these operations are all O(1) operations. Finally, taking the limit of PCR operation (10,000bp) into consideration, our methods can solve theorem proving problems with up to 660 literals (15mer per literal). There are, however, some cases when our method can not tell whether a proof is found or not. For example, in the hairpin implementation, if the goal variable is resolved more than once, our method will tell there exists a proof regardless of the existence of empty clause. We are trying to develop new methods without this drawback.
