Hypotheses testing for maximally entangled state (Statistical Inference of Records and Related Statistics) by Hayashi, Masahito
Title Hypotheses testing for maximally entangled state (StatisticalInference of Records and Related Statistics)
Author(s)Hayashi, Masahito








Hypotheses testing for rnaximally entangled state
Masahito Hayashi1, *
1 Quantum Computation and Infor nation Project, ERATO, JST
5-28-3, Ifongo, Bunkyo-ku, Tokyo, 113-003,7, Japan
Superrobnst Cornputation Project, Information Science and Technology Strate.qic Core (21st Cenlury COE by MEXT)
Gruduate Schoot of Information Science and Technology, The University of Tokyo
7-3-1, Hongo, Bunkyo-ku, Tokyo, 113-0033, Japan
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I. INTRODUCTION
Recently various qtiantum information processings are
proposed, and rnauy of them require maximany entan-
gled states as resources [6, 7, 9]. Hence, it is often desired
to generate maxirnany entangled states experimentany.
In particular, it must be based on statistical method to
decide wnetner the state generated experinxen tany is re-
any the tequited rnaxintany entangled state.
Now, entanglernent witness is often used as its stan-
dard nietbod $[14, 19]$ . It is, however, not necessarily the
optimal mcthod from a viewpoint of statistics. On the
otlier band, in niathem atical statistics, the decision prob-
lem of thle truth of $\mathrm{t}h\mathrm{e}$ given bypothesis is caned statis-
tical hypothesis testing, and is systexnaticany studied.
Hence, it is desired to treat, under tbe frame of statisti-
cal hypotlheses testing, the problem deciding whethcr the
given quantuni state is the required ulaxil1lany entangled
state. In statistical 1ypotheses testing, we suppose two
hypotheses (nun hypothesis and alternative hypothesis)
to be tested a priori, and assume that one of both is true.
Based on observed data, we decide whicb hypothesis is
true. Most preceding studies about quauturn hypothe
scs testing concerned oniy quantlnn Neyrnann Pearson
lemrna $[3, 12]$ and quantum Stein’s lemma[n, 13, 20],
except Tsuda et al. [1], In these settings, they taeated
the case whenl both of the nun and the alternative hy-
potl eses consist of a singie quantum state, $i.\mathrm{e}.$ , they are
siinple.
However, in our issue, it is unnatu ral to specify both
hypotheses with one quantum state. Hence, we cannot
directly apply quantum1 Neym ann Pearson theorenr and
quanturn Stein’s lenuna, and we have to treat composle
hypotheses, $\mathrm{i}.\mathrm{e}$ . , the case where both hypotheses consist
of nntltiplc quantum states. It is also reqttired to re-
strict our lneasure1ne\iota lts for testing arnon${ }$ measurements
based on LOCC (local operations and classical cornmuni-
cations) because the tested state is maximaily en tanglcd
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state.
Recently, based on qttantum statistical inferencc[3, 4,
12], Tsuda et a7.[1] discussed tbis testing $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}1(_{J}^{\mathrm{Y}}1\mathrm{I}1$ un-
der statistical hypothcses testing. They taeated test-
ing problem where the nun hypothesis consists only of
the required maxim any entangled state. Especiany, they
studied the optimal test and the existence of tbe uni-
fonnany optimal test (whose definition win be prcsented
latld) when one or two samples of the state to be testcd
aae given. Their analysis rnainly coricentrated tlie two-
dirnensional case.
In this paper, we treat the nun hypothesis consisting of
quanlum states wbose fidelity for the desired maxilnany
entangled state is less than $\epsilon$ , and discuss this testing
pzoblcm with sevcra4 given samples of the tested state
in the fonowin${ }$ thtee atting conceniing the tauge of oul
nreasurements. Ml: An uteasurements are anowed. M2:
Only classical communications are anowed as our oper-
ations between two distinct partie but any operations
amon${ }$ sanzples ate availabie. M3: As wen as uieasuiing
appat atus with quantum correlation between two distinct
partie those with quanturn correlation among locahsain-
ples are fotbidden. The restrction M3 for measurement
is discusseA by Virnrani and Pleytio [21], thc first time.
Tsuda et al.[l] treated the settings M2 and M3, m0le
systematicany.
Th is paper rnaiuty tteats the case of sufficientlv nrany
sarnple $\mathrm{i}.\mathrm{e}$ ., first order asymptotic theory. As a icsult,
we find that there is no rliffcteuce in perforrnances of
both settings Mhand M2. Especiany, the test achiev-
ing thle asymptoticahoptimahperformance can be tealized
by quanturn measurement with quantum correlations be-
twecn only two local samples. ’I’hat is, even if we use
any higher quantum cozrelations ainong local samples,
$h\mathrm{O}$ further improventent is available under tbe first or-
der asymptotic frame work. In the two-dimensionahcase
the required measurement with locahquantum correla-
tions is tfie four-valued Ben measurement betwcpn the
locahtwo samples. In the setting M3, we treat the nun
hypothesis consisting only of tbe maxirnrxny entangled
state. ’l’hen, it is provcd that even if we use classical
correlation betw een Jocahsamples for deciding locahutea-
surement theze is no further improvement. That is, it
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is optimal to repeat the optunal measurement in the one,
saiuple case in the setting M3.
Concerning non-asymptotic setting, we derive the oP-
tiinal test with arbitrary finite number of samples under
a suitable group synrmetry. This result can be trivially
extended to hypothesis testing of arbitrary pure state,
Moreover, we derive the optimal test with two samples
uuder the several conditions, and calculate its optimal
pet fot ntance.
Furthcrm ore, we treat the case when two or three dif-
ferent quantulll states ate prepared, and obtain the opti-
inal test with one sample in both settings M2 and M3.
(In this assumption, even if the rnunber of samples is
one, every party consists of multiple systenrs. Hence, the
setting M2 rneans the setting wllere tbe quanturn corre-
lation am ong these systam are available in tle measuring
apparatus, and the setting M3 means the setting where
such a correlation is foibidden in tlle measuring appara-
tus. It is proved tliat repeating the optiuzal rneasurernent
for one sample gives the test achieving the asymptotically
optilllal performance. Moreover, it is shown that for this
purpose, we cau replace the optilnal llleasurelllellt of one
salllI by four-valued Bell measurexnent in the two-state
case. (Indeed, it is difficult to perform the quanturn mea-
surernent with quantum correlation between two sainple$\backslash J\mathrm{s}$
because we need to prepare two sanrples at the sanle tinxe.
Hence, it is easier to $\mathrm{f}$ ealize quantum measurernent with
one sample of two different quantum statcs.) In the three
states case, the optil1lal measurement can be described by
the GHZ state $\frac{1}{\sqrt{d}}\sum_{\mathrm{i}}|\mathrm{i}\rangle$ $|\mathrm{i}\rangle$ $|i\rangle$ , whete $d$ is the dilrlension of
the systern. This fact seem$\mathrm{s}$ to indicate the irnportance
of the GHZ state in the tbree parties.
Concerning locality restriction of our measurernent, it
is natural to treat two-way LOCC, but we treat oue-
way LOCC and separable measurentent. This is because
the separability coudition is easier to treat than two-way
LOCC. Hence, this paper mainly adopts separability as
a useful mathematical condition. It is contrast that Vir-
lnarli and Plenlioc[21] used the PPT condition and Tsuda
et al.[l] partiauy used the PPT condition.
Tliis paper is organized as fouows. The mathemati-
cal forniulation of statistical hypotleses testing is given
in section II and, the group theoretical synlmetry is ex-
plaincd in section III B. In section III $\mathrm{C}$ , we explain the
restrictions of our lneasurement for our testing, for ex-
arnple, one-way LOCC, two-way LOCC separability, etc.
In section $\mathrm{I}\mathrm{V}$ , we review the fundamentai knowledge of
statistical hypotheses testing for the probability distri-
butions as prelilnluary. Ic section $\mathrm{V}$(section $\mathrm{V}\mathrm{I}$ , section
VII), tlle setting Ml (M2, M3) is discussed, respectively.
Further results in the two-dimensional case are presented
in section VIII. Finaliy, in section IX (section $\mathrm{X}$), we
discuss the case of two (threo different quantum states,
tespectively. Au proofs are omitted because of the linzit
of the page.
$\mathrm{I}\mathrm{I}$. MATHEMATICAL FORMULATION OF
QUANTUM HYPOTHESIS TESTING
Let $\mathcal{H}$ be a finite-dimnensioual Hilbet $\mathrm{t}$ space cone-
sponding to thc physical system of interest. Then, tle
state is described by a density matricx on H. III the
quantum hypotl esis testing, we assunte tbat tlxe clureut
state $\rho$ of the systern is unknown, but is known to belong
to a subset $S_{0}$ or $S_{1}$ of tl $1\mathrm{C}^{s_{J}}$ set of densities. Hence, our
task is testing
$H_{0}$ : $p\in S_{0}$ versus $H_{1}$ : $\rho\in S_{1}$ c)
based on an appropriate rneasurement on $’\mu$ . That, is,
we are required to decide which hypothesis is true. We
cau $H_{0}$ a null hypothesis, and we cau $H_{1}ar$’ alternative
hypothesis.
A test for the hypothesis c) is given by a Positive Op-
etator Valued Measure (POVM) $\{T_{0}, T_{1} \}$ on $\mathcal{H}$ composecl
of two elements, where $T_{0}+T_{1}=I$ . For simplicity, the
test $\{\mathrm{I}_{0}^{1}, \mathrm{I}_{\mathrm{h}} \}$ is describcd by th$e$ operator $T=\mathit{2}_{0}^{\urcorner}$ . Our
decision should bc done based on this test as fouows: We
accept $H_{0}$ ( $=\mathrm{w}\mathrm{e}$ reject $H_{b}$ if we observe $T_{0}$ , and we ac-
cept $H_{1}$ ( $=\mathrm{w}\mathrm{e}$ teject $H_{0}$ ) if we observe $T_{1}$ . In order to
treat its performance, we focus on the fouowing two kinds
of errors.. A type 1 error is an event such that we accept
$H_{1}$ though $H_{0}$ is true. A type 2 ettoz is an event such
th at we accept $H_{0}$ tltough $H_{1}$ is true. Hence, we treat tlte
fouowing two kinds of error probabilities: The type 1 er-
ror probability $\alpha(’\mathit{1}’, \rho)$ and the type 2 error probabilities
$\beta(T, \rho)$ are given1 $o\mathrm{y}$
$\mathrm{r}\mathrm{v}(7^{1}, \rho)=$ Tt $(\rho’\mathit{1}_{1}^{\urcorner} )$ $=1-\prime 1^{\tau}\mathrm{r}(\rho T)(\rho\in S_{0})$ ,
$\beta(T,\rho)=\mathrm{T}\mathrm{r}(\rho T_{0})=$ Tt $(/rT\rangle$ $(\rho\in S_{1} )$ .
A quantity $1-\beta(T, \rho)$ is caued poutcr. A test $\prime l^{1}$ is said
to be level-a if $\iota\iota(T, p)\leq\alpha$ for any $p\in S\mathrm{c}$ .
In 1ypothesis testing, we restict our test to tests
whose first error probability is gteater than a given con-
stant $\alpha$ for any etement $\rho\in S_{0}$ . That is, since the type
1 error is considered to be rnore serious than thle tyPe
2 error in hypothesis testing, it is requited to guarantee
that th$\mathrm{e}$ type 1 error ptobability is less than a constant
which is caued level of significan ce or level. Hence, a test
$T$ is said to be level-ry if $‘ x(T, \rho)\leq\alpha$ for any $\rho\in S0$ .
Then, under this condition, the performance of the test
is given by $1-\beta(T, \rho)$ for $\rho\in \mathrm{S}_{1},$ $\mathrm{w}\mathrm{l}\dot{\mathrm{n}}e^{\mathrm{h}},$ is caucd potoer.
Therefote, we often optintize the type 2 error probability
as fouows:
$\beta_{\alpha}(S_{0}||p)=m\mathrm{i}ri,$$\beta \mathrm{e}\mathrm{t}\mathrm{e}\mathrm{f}(T, \rho)2^{\backslash }\in \mathcal{T}_{ex_{1}\mathrm{S}_{(}}$ ’
$\mathcal{T}_{\alpha,S_{0}}=^{\mathrm{d}\mathrm{e}\mathrm{f}}\{T|0\leq T\leq I, \alpha(T, \rho)\leq\alpha\forall\rho\in S_{0}\}$
for any $p\in S_{1}$ . EspecialJy, a test $T\in \mathcal{T}_{\alpha,S_{\{)}}$ is caued
a Most Powerful (HP) test with level cr at $p\in S_{1}$ if
$\beta(T, \rho)\leq\beta(\mathit{2}^{\tau\prime},\rho)$ for any level-n test $T’\in \mathcal{T}_{\alpha,\mathrm{S},\}}$ , that is,
$\beta(T, p)=\beta_{\alpha}(S_{0}||\rho)$ .
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Moreover, a test $T\in \mathcal{T}_{\mathrm{f}1},s_{0}$ is called a $Un\mathrm{i}for7nly$ Most
Pouerful (UMP) test if $T$ is MP for any level-cz test $\rho\in$
$S_{1}$ , that is,
$\beta(T, \rho)=\beta_{CX}(S_{0}||\rho)$ , $\forall\rho\in S_{1}$ .
Howevct , in certain instances, it is natural to restrict our
testings to those satisfyixzg one or two conditions ( $C_{1}$ or
$C_{1}$ all([ C2). In $\mathrm{s}\mathrm{u}\mathrm{c}\mathrm{i}_{1}$ a case, we focus on the followin ${ }$
quantity in stead of $\beta(’l, \rho)$ :
$/\_{\alpha,C_{\mathrm{I}}}^{C_{2}}(S_{0}||\rho)(1,\backslash 1=_{2^{\mathrm{t}}\in \mathcal{T}_{y}}^{\mathrm{f}}\mathrm{I}1\mathrm{i},\mathrm{n}_{S_{1}},,${ $\beta(T,$ $\rho)|T$ satisfies $C_{1}$ alld $C_{\mathit{2}}$, .}.
If a test $T$ ee $\mathcal{T}_{\alpha,S_{0}}$ satisfies conditions $C_{1},$ $C_{2}$ , and
$\beta(’l\urcorner, \rho)=\beta_{\mathrm{t},C_{1}}^{\zeta_{J}^{\tau_{2}}},(S_{0}||\rho)$ , Vp $\in S_{1}$ ,





Our prol) $1(\backslash \mathrm{m}$ in this article is the hypothesis testing of
the 1axinial entangled state
$| \phi_{AB}^{0}\rangle=\frac{1}{\sqrt{d}}\sum_{i=0}^{d-1}|\mathrm{i}\rangle_{A}\otimes|\mathrm{i}\rangle_{B}$
ou the ten sot product space $?\{A,B$ of thle two
$d$-dimensional systcrns $7\{\Lambda$ and $\mathcal{H}_{B}$ spanned by
$|0\rangle_{A},$ $|1\rangle_{A},$
$...,$
$|d-1\rangle_{A}$ and $|0\rangle_{B},$ $|1\rangle_{B},$ $\ldots,$ $|d-1\rangle_{B}$ , respec-
tively. Note tlat we refer to $\{|\mathrm{i}\rangle_{A}\}$ and $\{|\mathrm{i}\rangle s\}$ as the
standanl basis. Suppose that rv independent sanlples are
provided, tbat is, the $\mathrm{s}\mathrm{f}_{1}\mathrm{a}\mathrm{t}\mathrm{e}$ is given 1n the fonn
$\rho=\otimes^{n}\sigma_{i}=i=1\frac{\sigma_{1}\otimes\cdots\otimes\sigma_{7\mathrm{t}}}{n}$
fot $n$ unknown densities $\sigma_{1},$ $\ldots\sigma_{7},$ . We also assurne that
tbese densities $\sigma_{1},$ $\ldots,$ $\sigma_{n}$ equal a density $\sigma$ . In this case,
the state $p$ is called $\uparrow\iota- \mathrm{i}r\iota depende7lt$ and iden tical density
(n-i. $\mathrm{i}.d.$). In the $\mathrm{f}()1\mathrm{l}\mathrm{e})\mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g}$ , we consider two settin gs for
our hypotheses:
$H_{0}$ : $\sigma\in s_{\leq \mathrm{c}}=\{\sigma|1--\langle\phi_{AB}^{\mathrm{f}\mathrm{J}}|\sigma|\phi_{AB}^{0}\rangle \mathrm{d}_{8}\mathrm{r}\leq\in\}$
vers 1 $1\mathrm{S}$
$H_{1}$ : $\sigma\in S_{\leq\epsilon}^{Cj}$
and
$H_{0}$ : $\sigma\in s_{\geq\epsilon}=\{\sigma|1-\langle\phi_{\Lambda B}^{0}|\sigma|\phi_{AB}^{0}\rangle \mathrm{d}\mathrm{e}\mathrm{f}\geq\xi\}$
vers 118
$H_{1}$ : a $\in s_{\geq\epsilon}^{\Gamma,}$ .
When the null hypothesis is a $\in s_{\leq\subset}$ ”, the set, of level
a-tests is given in the $n$-fold i.i.d. case by
$\mathcal{T}_{\mathrm{r}x,\leq\epsilon}^{n}\{\mathrm{l}=\{\mathrm{c}\mathrm{f}\tau|(\}\leq\tau\leq I, \forall\sigma\in s_{\leq\epsilon}, 1-\mathrm{n}\sigma^{\otimes n}T\leq c\mathrm{v}\}$ .
Similarly, when the null hypothesis is “$\sigma\in S_{\geq \mathrm{c}}$ ”, the set
of level $c\ell$-tests is given in the $n$-fold $\mathrm{i}.\mathrm{i}.\mathrm{d}$ . case by
$\mathcal{T}_{\mathrm{r}\mathrm{z},\geq\epsilon}^{n}\mathrm{d}_{\mathrm{P},=}\mathrm{f}$ $\{\mathrm{z}^{1}|0\leq l^{\Gamma\urcorner}\leq I, \forall\sigma\in S_{\geq\epsilon}, 1-\ulcorner 1\}\sigma^{\otimes n}T\leq\alpha\}$ .
In this paper, we only $\mathrm{t}\mathrm{r}\mathrm{e}_{\epsilon}\backslash t$ the llull hypothesis $S_{<\epsilon}$ .
However, a large part of ob taincd results can be trivially
extended to the (’ $\mathrm{a}\mathrm{s}\{^{\mathrm{Y}}$ of the null hypothesis $s_{\geq r}$ .
B. Restriction I: group action
In this papet, we treat these two cases with thle in-
variancc conditions for tl$1\mathrm{G}$ foilowing group action, which
preserve thle two hypotheses $H_{0}$ and $H_{1}$ . The $\mathrm{n}\mathrm{a}\mathrm{t}1\mathrm{I}\mathrm{r}\mathrm{a}1111^{s}\mathrm{S}\mathrm{S}$
of this condition will be discussed $1_{\sigma}\iota \mathrm{t}\mathrm{e}1$ .
1) $U(1)$ -action:
$\phi\mapsto U_{\mathit{0}}\phi$ , $\phi\in \mathcal{H}_{A,B}$ , $\theta\in \mathbb{R}$
where $U_{\theta}$ is defined by
$U_{\mathit{0}}=e^{i\mathit{0}}|\phi_{AB}^{0}\rangle\langle\phi_{A\mathit{4}3}^{\zeta)}|+(I-\mathrm{d}\mathrm{e}\mathrm{f}|\phi_{Al\ni}^{0}\rangle\langle\phi_{AB}^{0}|)$.
For a vector $|u\rangle$ orthogonal to $\langle$ $\phi_{AB}^{0}|$ and a positive num-
bet $0<p<1$ , the $\mathrm{c}^{1},\mathrm{n}\mathrm{t}\mathrm{a}11\mathrm{g}1\mathrm{t}^{1}111(^{3}\mathrm{n}\mathrm{t}_{J}$ ptoperties of the two
sates $\sqrt{p}|\phi_{\Lambda B}^{0}\rangle$ $+\sqrt{1-p}|u\rangle$ and $e^{\tau\theta}\sqrt{p}|\phi_{\Lambda B}^{0}\rangle$ $+\sqrt{1-}|u\rangle$
are essentially $\mathrm{e}(1\mathrm{u}\mathrm{i}\mathrm{v}_{\dot{\epsilon}}[searrow] 1\mathrm{e}11\mathrm{t}$. Hence, tlzis syunnetry is very
natural. We can easiiy check that this action preserves
ou$1\mathrm{f}$ hypotheses. The $U(1)$ -action is 80 small tbat it is
not suitable to adopt this invariance as our restriction.
However, this invariance can be, often, treated so easilv
that it be adopted only $\mathrm{i}_{)}\mathrm{y}$ a technical reason.
$2)SU(d)$-action: We consider the unitary $\mathrm{a}\langle.1,\mathrm{i}()11$ on
thle tensor product space $\mathcal{H}_{A,\dagger \mathit{3}}=\mathcal{H}_{A}\otimes \mathcal{H}_{B}$:
$\phi\mapsto U(g)\phi$ , $\phi\in \mathcal{H}_{\Lambda,B}$ , $g\in SU(d)$ ,
$\mathrm{w}1_{1}\mathrm{e}\mathrm{r}\mathrm{e}$
$U(.r/)(\{_{(}=^{\mathrm{f}}q\otimes\overline{q}\backslash .$,
and $\overline{g}$ is ttllc complex conj ugate of $g$ concerning the stan-
dard basis $|0\}_{B},$ $|1\rangle_{B}$ , .. , $|d-1\rangle_{B}$ on the systern $B$ . In-
deed, this action preserves tlie nraximally entangled state
$|\phi_{A\mathrm{f}\ni}^{\{)}\rangle$ . Hence, th is action preserves our hypotbeses. Fur-
thermore, this action preserves the entanglement prop-
erty. Sim itarly to tlxe $U(1)$ -invariance, the $SU(1)- \mathrm{a}\mathrm{c}\mathrm{t}\mathrm{i}_{011}$
is so srnall th at it will be adopted on ly by a tecbnical
reason.
$3)SU(d)\mathrm{x}U(1)$-action: Since the $SU(d)$ action and
the $U(1)$ -action pzeserve the entanglement property, tlle
following action of the ditect srun product group $SU(d)\mathrm{x}$
$U(1)$ of $SU(d)$ and $U(1)$ also prcserves this property:




Ilru $\mathrm{s}$ , this condition is most suitable as our restriction.
4)) $U(d^{\mathit{2}}-1)$-action: As a stronger invariancc, we
can consider thc invariance of the $U(d^{2}-1)$-action, $\mathrm{i}.e$ . ,
the following unitary action on the orthogonal space of
$|\phi_{AB}^{0}\rangle\langle\phi_{A’ 3}^{0}|$ , which is a $d^{1\mathit{2}}-1$ -dimensional space.
$\iota$
$\phi\mapsto V(g)\phi$ , $\phi\in \mathcal{H}_{\Lambda,B}$ , $g\in U(d^{2}-1)$ .
where
$V(.q)(\{=^{\mathrm{c}\mathrm{f}}.q(I-|\phi_{\Lambda B}^{\{)}\rangle\langle\phi_{\Lambda B}^{0}|)+|\phi_{\Lambda B}^{0}\rangle\langle\phi_{\Lambda B}^{0}|$ .
This group action contains thle $U(1)$ -action and the
$SU(d)$-action. Hence, thle invariance of the $U(d^{2}-1\rangle-$
$\mathrm{a}\mathrm{e}^{\backslash }\mathrm{t}\mathrm{i}()11$ is sttonger than the invariances of above three
actions. This action dops not preserve the entanglement
$\mathrm{P}^{1\mathrm{O}}1^{\mathrm{J}\mathrm{e}1\mathrm{t}\mathrm{y}}$. Tl us, based on this definition, we cannot say
tbat this condit ori is natural for our setting while it is
natural if $\mathrm{W}(-\backslash J$ aae not care of entangtement.
Furtherinore, in the $n$-fold i.i.d. setting, it is suitable
to assume thle iuvat iance of thle $n$-tensor product action of
the above actions, $\iota.e.,$ $U_{\theta}^{\otimes n},$ $U(g)^{\otimes n},$ $U(g, \theta)^{\otimes 7l},$ $V(g)^{\otimes n}$ ,
etc.
C. Restriction II: locality
Wl eix the systern consists of two distinct parties $A$
and $B$ , it is natural to testrict oui testing to LOCC ntea-
surements between $A$ and B. Hcnce, we can consider
several $\mathrm{r}\mathrm{e}^{1}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{c}j\mathrm{t}\mathrm{i}$ { $)\mathrm{n}‘ \mathrm{s}\mathrm{c}\mathrm{t})\mathrm{n}\mathrm{c}\cdot(^{1}\mathrm{r}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{g}$ locality condition. Hence,
in section $\mathrm{I}\mathrm{V}$ , as the first step, in order to discuss tlie
hypotheses testing with the nuli hypothesis $s_{\leq\epsilon}$ , we will
treat the following optimization:
$\beta_{\alpha,G}^{71}(\leq\epsilon||\sigma)(1\prime^{1}=^{\mathrm{f}}1\mathrm{I}1\mathrm{i}\mathrm{n}T\in \mathcal{T}_{\alpha,\leq\epsilon}^{r\iota}$ { $\beta(T_{\backslash }\sigma^{\otimes n})|T$ is G-in variant. },
where $G=U\langle 1$ ), $SU(d),$ $SU(d)\mathrm{x}U(1),$ or $U(d^{\mathit{2}}‘-1)$ .
However, since our quantum system consists of two $\mathrm{d}\mathrm{i}\mathrm{s}arrow$
tant system, we cannot neccessarily use ali measure-
ments. Hence, it is natural to restrict our test to a class
of tests. In this paper, we focus on the folJowing seven
classes.
$\emptyset$ : No C01ldilIion
$S(A, B)$ : The test is separabfe between two $\mathrm{s}\mathrm{y}\mathrm{s}\mathrm{t}\mathrm{t}^{1}1\mathrm{n}\mathrm{s}\mathcal{H}_{A}^{\otimes n}$
an(l $?\{_{B}^{\otimes n},$ $\mathrm{i}.\mathrm{r},$)
$.$ , the test $T$ has the following form:
$T= \sum_{:}a_{i’}l_{i}^{\prime A}$
(& $T_{i}^{B}$ ,
where $a_{\mathrm{i}}\geq$ { $)$ and the lllatrix $T_{i}^{A}(T_{i}^{B})$ is a positive
semi-definite xnatrix on the system $\mathcal{H}_{A}^{\otimes n}(\mathcal{H}_{B}^{\otimes n})$ , re-
spectively.
$L(Aarrowarrow B)$ :Th$‘\backslash$ test can be realized by two-way LOCC
between two system $1\mathrm{s}\mathcal{H}_{\Lambda}^{\otimes n}$ and $\mathrm{y}(_{B}^{\otimes n}$ .
$L(Aarrow B)$ : The test call be realizcd by $()\mathrm{n}\mathrm{t}^{1}$-way LOCC
f10lU the system $\mathcal{H}_{A}^{\otimes n}$ to the system $\mathcal{H}_{B}^{\otimes 7\}}$ .
$S(A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n})$ : The test is separable
$\mathrm{a}\ln\{’ 12n$ systems $\mathcal{H}_{\Lambda_{1}}$ , . .. , $\mathcal{H}_{A}$ ,, , $?t_{B_{1}}$ , $\ldots,$ $’\kappa_{B},‘$ ’
$\mathrm{i}.e$ . , the test ;I bas the following $\mathrm{f}()\mathrm{r}\mathrm{l}\mathrm{l}\mathrm{l}$ :
$T= \sum_{i}a_{i}T_{i}^{\Lambda_{1}}\otimes\cdots$ ci $T_{i}^{\Lambda_{n}}\otimes T_{i}^{B_{1}}\otimes\cdots\otimes T_{i}^{B}’\iota$ ,
where {$x_{i}\geq 0$ and the rnatrix $\prime l_{i}^{\Lambda_{h^{\backslash }}}\urcorner$ $(\ulcorner \mathit{1}_{i}^{B_{k}}1)$ is a posi-
tive $\mathrm{s}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{i}- \mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{I}\dot{\mathrm{u}}\mathrm{t}\mathrm{e}$ ntatrix on the systern $\mathcal{H}_{A_{\mathrm{A}}}(\mathcal{H}\epsilon_{\kappa})$ ,
respectively.
$L(A_{1}, \ldots, A_{\tau\iota}, B_{1}, \ldots, B_{n})$ : $r1^{\backslash }\mathrm{h}\epsilon^{1}$, test can $\mathrm{t}$)( $\}$ realized by








$B_{n}$ ): Thc test can be realized
by LOCC among $2r\iota$ systems $\prime H_{A_{l}},$ $\ldots,$ $?\{A,,$ $,$ $?t_{B_{1}}$ ,
. . . , $\mathcal{H}_{B_{n}}$ . Moreover, the classical comm unication
am ong two groups $\mathcal{H}_{A_{1}},$ . . . 2 $?t_{\Lambda_{\tau\iota}}$ and $\mathcal{H}_{B_{17}},\ldots$
$\mathcal{H}_{B_{?}}$ , is testaicted to on e-w ay frour tlle foriner to
the later,
Based $\mathrm{o}\mathrm{n}1$ tl$1\mathrm{t}^{\backslash }$, above conditious, we define the $\mathrm{r}_{()}1]_{()}\mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g}$
quantity as the optimal second error probability:
$\beta_{\alpha,n,G}^{C}(\leq\epsilon||\sigma)=,111\mathrm{i}1.1\mathrm{d}\mathrm{e}\mathrm{r}_{\mathit{1}^{\mathrm{t}}\in T^{\prime 1},(\backslash \leq \mathrm{F}}\{\beta(T, \sigma^{\otimes\tau 1})|T\mathrm{i}\mathrm{s}G- \mathrm{i}11\mathrm{v}\mathrm{a},.\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{a}\mathrm{n}\mathrm{c}\mathrm{l}\mathrm{s}\mathrm{a}1_{r}\mathrm{i}\mathrm{s}\mathrm{f}\mathrm{i}_{\mathrm{t}}\backslash \mathrm{s}c^{11\mathrm{t}},’\}$ .
As is easily checked, any LOCC operation is separa-
ble. Hence, $\mathrm{t}1_{1}\mathrm{e}$ condition $L(A arrowarrow B)$ is stloriger
than the condition $S(A, B)$ . Also, the condition
$L(A_{1}, \ldots , A_{\tau}, arrow B_{1}, \ldots , B_{n})$ is sttonger than the $\mathrm{e}^{1}\mathrm{e}$) $\mathrm{n}-$
dition $S(A_{1}, . .., A_{n}arrow B_{1}, \ldots, B_{n})$ . The relation anrong
tlzese conditions can be illustrated as follows.
Next, we focus on the trivial telations of tlle optinla4
second ertor probability. If a group $G_{1}$ is greater tharl
G2, the inequality
$\beta_{\alpha,n,G_{1}}^{G}(\leq\epsilon||\sigma)\geq\beta_{\alpha,n,G_{2}}^{C}(\leq\epsilon||\sigma)$ (2)
holds. Moreover, if a condition $C_{1}$ is stronger than an-
other condition $C_{2}$ , thle siuzilar inequality
$\beta_{\mathrm{v},\tau\iota,G}^{C_{\mathrm{I}}},(\leq\epsilon||\sigma)\geq\beta_{\mathrm{r}x,r\iota,G}^{C_{2}}(\leq\epsilon||\sigma)$ (3)
holds.
Similarly, we define $\beta_{\alpha,n,G}^{C}(\geq\epsilon||\sigma)$ by replacing $\leq\epsilon$ by
$\geq\epsilon$ in RHS.
Indeed, if the condition is invariant for the action of $G$ ,
it is very natural to restrict our test arnong G-invariant
tests, as is indicated by the following lemrna.
229
Lemma 1 Assume tho,t a set of test satishing the con-
dition C is invariant $f‘ \mathit{0}7^{\cdot}$ the action of G, $Tt\iota er\iota$
$\beta_{\alpha,n,\mathrm{C}_{r}^{\mathrm{Y}}}^{\mathrm{C}}(\leq\epsilon||\sigma)=111\mathrm{i},1‘ 11\mathrm{n}\mathrm{a}\mathrm{x},$
$\beta(’\mathit{1}^{\tau}, (\prime l’\in T_{a,\leq\epsilon}q\in Crf(g)\sigma f(g)^{\uparrow})^{\otimes 7b})$
$= \mathrm{l}\mathrm{n}\mathrm{i},\mathrm{n}\oint_{C_{\mathrm{I}}^{\gamma}}7’\in \mathcal{T}^{\iota}\beta(T, (f(g)\sigma f(g)^{\}})^{\otimes n})\nu_{G}(dg)(\backslash \leq\epsilon$
’
rnhere $lJ(_{\mathrm{v}^{\mathrm{Y}}}\mathrm{i}_{\}9$ the invartant meast$ure$ and $f$ denotes the ac-
tion of. $G$ .
In the $\mathrm{f}\mathrm{c}y11()\mathrm{w}\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ , we sometirnes abbreviate the invariant
lneasure $\nu c,$ }) $\mathrm{y}\nu$ . This lenrma is a special version of quan-
tuni Hunt-Stein iesuma $[2, 3]$ . $\mathrm{T}1_{1}\mathrm{e}$ condition $\emptyset$ is invariant
for th(\ actions $U(1),$ $SU(d),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}$ – 1 $)$ .
But, other conditions $S(A, B),$ $L(A arrowarrow B),$ $L(A$ $arrow$
$B),$ $S(A_{1}, \ldots, A_{n}, B_{1}, \ldots B_{n}),$ $L(A_{1}, \ldots, A_{n}, B_{1}, \ldots B_{n})$ ,
$B_{1)}\ldots B_{n})$ are invarirunt only for $SU((f)$ . Hence, Leriuna
1 cannot be applied to the pair of these conditions and
the actions $U(1),$ $SU(d),$ $SU(d))\zeta U(1),$ $U(d^{\mathit{2}}-1)l$ . The
following letiuna is useful in such a case.
Lernma 2 Assume that the group $G_{1}$ includes another




$=,111 \mathrm{i},’.\mathrm{I},,1111\mathrm{a}\mathrm{x}_{1}\beta(T, (f(.q)\sigma f(.(\int)^{\dagger})^{\otimes n})\mathit{1}’\in T_{<r}g\in\Gamma r$
$=_{T\in \mathcal{T}_{\mathrm{r}\backslash }}111 \mathrm{i}_{\eta}11\rangle<_{c}\int_{\mathrm{G}_{1}}‘\beta(T, (f(.(;)\sigma f(.q)^{\uparrow})^{\otimes n})_{\mathfrak{l}J}c_{\iota},(dq)$.
$\mathrm{I}\mathrm{V}$. TESTING FOR BINOMIAL
DISTRIBUTIONS
In th is papet, we use sevetal knowledges about test-
ing for binonrial distributions for testing for a maximally
entangled stnte. Hence, we teview thein $11\zeta\grave,1^{\cdot}\mathrm{e}$.
A. One-sample setting:
As a preliminary, $\mathrm{w}(-,\backslash$ treat testing for the coin flipping
probability $p$ witl a single trial. That is, we assumne
that the event 1 happens with the probability $p$ and tlle
event 0 happens with the probability 1 $-p$ , and focus
011 the null hypothesis $p\in[0, \epsilon]$ . In this case, our test
can be described by a lnap $\tilde{T}$ ftom {0, 1} to [tl, 1], which
nieans that when the data $k$ is observed, we accept the
null hypothesis with the probability $\tilde{T}(k)$ . Then, the
minimum second error probability an)$()$ng level-cy tests is
given by
$\beta_{\alpha}^{1}(\leq\epsilon||q)=111\underline{\mathrm{i}}\mathrm{x}1\mathrm{d}\mathrm{e}\mathrm{f}q^{1}\{q(\overline{T})|\forall p\in[[1, \epsilon],p(\overline{T})\geq 1-$cv $\}$
$p(\overline{T})\mathrm{c}\mathrm{l}=(\mathrm{c}\mathrm{f}1-p)\tilde{T}(())+p\tilde{T}(1)$







thle test $\tilde{T}_{\epsilon,\alpha}^{1}$ satisfies
$(1-\epsilon)\tilde{T}_{\epsilon.\alpha}^{1}(0)+\epsilon\tilde{T}_{\epsilon.\alpha}^{[perp]}(1)=1-\mathrm{c}\mathrm{v}$ . (4)
Moreover, it $p\leq\epsilon$ ,
$(1-p)\overline{T}_{\epsilon,\alpha}^{1}(\mathrm{t}1)+p\tilde{T}_{\epsilon,\alpha}^{1}(1)\geq 1-c\mathrm{v}$ .
Hence the test $\tilde{T}_{\epsilon,\alpha}^{1}$ is level-n. Furthermore, we can easily
check th at tlle l1linil1lulll of $q(\tilde{T})$ with the condition (4)
for $\tilde{T}$ can $1$)($\}$ attained by $?^{\urcorner}-=’\tilde{l^{11}}_{\epsilon,\alpha}$ if $q>F$ . Hence,




$\mathrm{I}\mathrm{n}1$ the $?\mathrm{t}$-ttial case, the data $k=(1,1$ , ... , $7\mathrm{t}$ obeys the
distribution $P_{l?}^{n}(k)\prime \mathrm{t}=\mathrm{c}\mathrm{f}(\begin{array}{l}7lk\end{array})(1-p)^{n-kk}.I)$with tlie unknown
parameter $p$ . Hence, we discuss the hypothcsis testing
with the null hypothesis $P_{\leq\subset}^{7l}=\iotamathrm{e}\mathrm{f}\{P_{p}^{r\iota}(k^{\prime 1})|p\leq\epsilon\}$ and the
alternative hypothesis $(P_{\leq\epsilon}^{?l})^{c}$ . In this case, our test $\tilde{T}$ can
be desct ibed by a function froin tbe data set $\{(), 1, . . . , r\iota\}$
to interval $[(1,1]$ . In this case, when the data $k$ is observed,
we accept the null hypothesis $P_{\leq\in}^{n}$ with the probabil-
ity $T(k)$ . Then, the nrininruux second error probability
arnong level-a tests is given by
$\beta_{\mathrm{r}x}^{7?}(\leq\epsilon||q)\mathrm{c}1=111_{\frac{\mathrm{i}}{T}}11\epsilon \mathrm{f}\{P_{q}^{\prime \mathrm{t}}(\tilde{T})|\forall p\in[(\}, \epsilon],$ $1-P_{p}^{n}(\overline{T})\leq\alpha\}$
$P_{l^{\mathrm{J}}}^{?\mathrm{t}}( \tilde{T})\mathrm{c}1\mathrm{e}^{1}=\sum_{h=0}^{n}\mathrm{f}P_{\mathrm{p}}^{n}(k)\tilde{T}(k)$.





where the integer $l_{\mathrm{c},\alpha}^{n}$ and thle real number $\gamma_{\epsilon,\mathrm{v}}^{n}‘>()$ , are
defined by
$l_{\tau} \tau_{\mathrm{I}P_{\epsilon}^{\gamma 1}(k)}1<1-\alpha\leq\sum_{k=0}^{l_{\mathrm{r},\backslash }^{\prime \mathrm{t}}}‘ P_{\epsilon}^{n}(k)$
$\gamma_{r}^{n},{}_{\alpha \mathrm{r}}P^{n}(l_{\mathrm{C},C\mathrm{Y}}^{n})=1-\alpha-‘\sum_{\mathrm{A}\cdot=0}^{l_{e,\backslash }^{n}-1}P_{\zeta}^{n}(k)$.
Theorem 1 The test $\overline{T}_{c,\alpha}^{\mathit{7}\iota}$ is level-a $UMF$ test $w\mathrm{i}t/\iota$ the




In asymptotic theory, There are two settings at least.
One is thle $1\mathrm{a}\mathrm{I}$ ge deviation setting, in which the pararneter
is fixed, hence we focus on the exponential C0UlI of
the error probability. $\mathrm{T}\mathrm{h}\mathrm{t}^{\mathrm{Y}}l$ other is the small deviation
setting, in which the parameter is ciose to a given fixed
point in proportion to the nurnber of samples such that
the errot $\mathrm{P}^{1\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{b}\mathrm{i}1\mathrm{i}\mathrm{t}\mathrm{y}}$. converges to a fixed llulllber. Tl at
is, the $\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{t}\mathrm{t}^{3}\mathrm{r}$ is fixed in the former, while the error
probability is fixed in the later.
1. Small deviation theory
It is useful to treat the neiborhood around $p=$ { $)$ as the
small deviation theory of this problem for the $\mathrm{a}\mathrm{s}\mathrm{y}\mathrm{l}\mathrm{n}\mathrm{l}$) $\mathrm{t}\mathrm{o}\mathrm{t}\mathrm{i}\mathrm{c}$
discussion of testing for an maximally entgngled state,
FIence, we focus on the case that $p= \frac{\ell}{n}$ : Since the pxob-
abiliiy $P_{\iota/n}^{7\prime}(k)= (\begin{array}{l}nk‘\end{array})(1-\frac{t}{n})^{r\uparrow-k}(\frac{t}{n})^{k}$ convergences to the
Poisson disttibution $P_{t}(k)\mathrm{d}\mathrm{e}\mathrm{f}=e_{\lrcorner}^{-tt^{\mathrm{t}}}\neg k$ . Hence, ou $\iota \mathrm{r}$ testing
problelll with the llull hypoth esis $P_{\frac{b}{n}}$ and thle alternative
1ypothesis $\frac{t’}{\tau\iota}$ . is asyulptotically equivalent with the test-
ing of Poisson distribution $P_{t}(k^{1})\mathrm{w}\mathrm{l}\mathrm{t}\mathrm{l}|\mathrm{l}$ the null hypothesis
$t\in[0, \delta]$ and the alternative hypotlcsis $t’$ . Tl at is, by
defining
$\beta_{\alpha}(\leq \mathit{5}||t’)\prime 1_{(}=111_{\frac{\mathrm{i}}{T}}\mathrm{n}\backslash \mathrm{f}\{P_{l’}(\tilde{T})|\forall t\in[(\mathrm{I}, \delta],$ $1-P_{t}(\tilde{T})\leq\alpha\}$
$P_{t}( \tilde{2}^{\tau})=\sum_{k=0}^{\mathrm{m}}(1\mathrm{c}\mathrm{f}.P_{t}(k)’l^{1}(\lambda^{\wedge})-$,
thle following theorem holds.
Theorem 2
$1 \mathrm{i}_{\mathrm{l}}\mathrm{n}\beta_{\alpha}^{n}(\leq\frac{\mathit{5}}{?l}||\frac{t’}{n})=(d_{\alpha}(\leq \mathit{5}||t’)$ .











$\mathrm{S}\mathrm{i}\iota \mathrm{I}1\mathrm{i}1\mathrm{a}1^{\backslash }1\mathrm{y}$ to Theorem 1 the following theorem holds.
Theorem 3 $\prime \mathit{1}^{\urcorner}he$ test $\tilde{\mathit{2}}_{\delta,t\mathrm{t}}^{1}$ is $level-\alpha UMP$ test $u\mathit{1}7,th$ the
$n$ all hypothesis $\mathcal{P}_{\leq\delta}=\mathrm{d}\mathrm{e}\mathrm{f}\{P_{t}|t\leq\delta\}$ . $Henc,e,$ ,
$\beta_{\alpha}^{7l}(\leq\delta||t’)=.‘\sum_{=k0}^{l_{\delta,\mathrm{v}}-1}P_{t’}(k)+\gamma_{\delta},,{}_{x}P_{l’}(l_{\delta,\alpha})$ .
2. Large deviatzon theory
Next, we proceed to the large deviation theory. Using
the knowledge of mathematical statistics, we can calcu-
late the exponents of the 2nd error $\mathrm{p}\mathrm{r}\mathrm{c}$} $\mathrm{b}\mathrm{a}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{e}\mathrm{s}$ $\beta_{\mathrm{v}}^{71}‘(\epsilon||p)$
and $\beta_{lX}^{n}(\epsilon||p)’$ for any $\alpha>0$ as
lilll $\frac{-1}{?1}1()\mathrm{g}\beta_{\mathrm{t}}^{n},(\leq\sigma||p)=d(\mathrm{F}||p)$, if $\epsilon<p$
liru $\underline{-1}?l\log\beta_{\alpha}^{n}(\geq\epsilon||p)=d(\epsilon||p)$, if $\epsilon>p$ ,
where the binary relative entropy $d(\epsilon||p)$ is defined as
$d( \in||p)=\epsilon 1o\mathrm{g}\frac{\xi}{p}\mathrm{c}\mathrm{l}\mathrm{e}\mathrm{f}+(1-\epsilon)$
$\log\frac{1-\epsilon}{1-p}$ .




First, we treat the $1_{1}\mathrm{y}1$ ) $\zeta$ ) $\mathrm{t}11(^{\mathrm{J}}\mathrm{s}(^{\backslash }\mathrm{s}$ testing with a given
gtoup invariauce condition with no locality testriction.
A. One-sample setting:
Wh en only one sarnple is prepared, the test
$|\phi_{A,l\ni}^{(1}\rangle\langle\phi_{A,l\ni}^{0}|$ is a level-O test for the null hypothe-
sis $S_{0}$ . If we perfornr tle two-valued ureasrnement
$\{|\phi_{A,B}^{0}\rangle\langle\phi_{A,l}^{0},|, I-|\phi_{A,8}^{0}\rangle\langle\phi_{A,B}^{0}|\}$ , the data obeys the dis-
tribution {l-p, $p$ }, wbere
$p=1-\langle\phi_{\Lambda,B}^{0}|\sigma|\phi_{\Lambda,B}^{0}\rangle \mathrm{d}\mathrm{e}\mathrm{r}$ .
Hence, applying the discussion in subsection IVA, the
test $T_{\alpha}^{1}(|\phi_{A,B}^{0}\rangle\langle\phi_{A,B}^{0}|, \epsilon)$ is a $1\mathrm{t}^{\backslash }J\mathrm{V}‘^{11-\alpha}J$ tcst $\mathrm{f}\mathrm{c}’ \mathrm{r}\mathrm{t}\mathrm{h}(^{1},$ n’xll hy-
$\mathrm{p}()\mathrm{t}\mathrm{h}(^{1},\mathrm{s}\mathrm{i}\mathrm{s}s_{\leq r},$





In the $n$-sainple setting, we construct a test for the
null hypothesis $s_{\leq\Gamma}$ as follows. First, we perform$\mathrm{n}$ the two-
valued nieasut einemt $\{|\phi_{A,B}^{0}\rangle\langle\phi_{\Lambda,B}^{0}|,I-|\phi_{\Lambda,B}^{0}\rangle\langle\phi_{A,B}^{0}|\}$ for
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tespective $?\lambda$ systems. Then, if the number of counting
$I-|\phi_{\Lambda,B}^{0}\rangle\langle\phi_{A,B}^{0}|$ is described by $k$ , the data $k$ obeys the
binomial distril)llti$()$n $P_{p}^{n}(k)$ . In this case, our problem
carr be reduced to the $\mathrm{h}\mathrm{y}\mathrm{p}\iota$ } $\mathrm{t}\mathrm{h}\mathrm{t}^{\mathrm{J}}s\mathrm{i}\mathrm{s}$ testing with the null
bypothesis $\mathcal{P}_{\leq c}^{7b},$ wllidl has been discussed in subsection
$\mathrm{I}\mathrm{V}$ B.
For given a and $\epsilon$ , tbe test based on this nleasurement
and the classical test $’\tilde{l}_{C,,1}^{1}n$ is described by the operator
$T_{\mathrm{r},(X}^{n}=’ T_{C\mathrm{V}}^{n}(|\phi_{\Lambda,B}^{0}\rangle \mathrm{d}\mathrm{c}\mathrm{f}\langle\phi_{\Lambda,B}^{0}|, \epsilon))$ wltere $T_{\alpha}^{n}(T,$ $\epsilon$ } is defined by
$T_{\alpha}^{n}(T, \epsilon)=\sum_{k=\mathrm{t}\}}^{l_{\alpha}^{n}(\mathrm{c})-1}\mathrm{d}\mathrm{e}\mathrm{f}.P_{k}^{n}(T, I-T)+\gamma_{\alpha}^{n}(\epsilon)P_{\ell_{\acute{\alpha}^{1}}(\epsilon)}^{\tau\iota}(T, I-T)$
$P_{7\}_{\rangle}}\mathrm{A}(’\mathit{1}^{\gamma}, S)=\mathrm{d}\mathrm{e}\mathrm{f}S\otimes\cdots\otimes S\otimes T\otimes\cdots\otimes T$
$\overline{k.}$ $\ovalbox{\tt\small REJECT} n-k$.
$+\cdots$
$+’\mathit{1}\urcorner\otimes\cdots\otimes^{\Gamma}l^{1}\otimes S\otimes\cdots\otimes S$.
$\ovalbox{\tt\small REJECT} n-k$ $\infty_{k}$
Note tbat the above sum contains all tensor products of
$k$ tirnes of $S$ and $n-k$ tilnes of $\prime l^{1}$ .
Sillce the opelators $|\phi_{\Lambda,B}^{\{)}\rangle\langle$ $\phi_{A_{1}B}^{0}|$ and $I-|\phi_{A,B}^{0}\rangle$ $\langle\phi_{A,B}^{0}|$
are $U(d^{\mathit{2}}-1)$ -invatiant, the test $T_{\mathrm{c},\alpha}^{\tau\iota}$ is $\mathrm{l}\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{l}-\alpha U(d^{\mathit{2}}-1)-$
invat iaut test witl tbe bypothesis $s_{\leq\epsilon}$ . Hence,
$\beta_{t\mathrm{t},?1,\{J(d^{2}-1)}^{\phi}(\leq\epsilon||\sigma)\leq\beta_{\mathrm{Y}}^{n}‘(\leq\epsilon||p)$ . (6)
$\beta_{\mathrm{r}\nu,r\iota,1J(1)}^{0}(\leq\sigma||\sigma)=\beta_{\alpha}^{\tau\prime}(\leq\sigma||p)$ . (7)
Since $U(1)\subset SU(d)\mathrm{x}U(1)\subset U(d^{2}- 1)$ , the relations
(6) and (7) yield the following the$()$ relll.
Theorem 4 Th$1\iota^{\circ}$, equation
$\beta_{\alpha,n,G}^{\emptyset}(\leq\epsilon||\sigma)=\beta_{\alpha}^{n}(\leq\epsilon||p)$ (8)
holds for $G=U(1),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}- 1)$ .
Therefore, $\mathrm{T}1_{1(},,$ $|_{l}(^{1}s\mathrm{t}T_{\epsilon,\alpha}^{7l}$ is the UM $\mathrm{P}G$-invariaut test, for
$G=U(1),$ $SU(d)\mathrm{x}U(1)$ or $U(d^{2}-1)$ . Moreovex , we $\mathrm{e}^{1}\mathrm{a}\mathrm{n}$
deaive tbe sarne zesults iot tlre hypothesis $S_{\geq\epsilon}$ .
C. Asymptotic setting
Next, we proceed to Ll$1(^{1},$ asymptotic setting. In the
sxnall deviation theory, we tieat the hypothesis testing
with the null hypothesis $s_{\leq\delta/n}$ . in this setting, Tlleoreln
2 and $\prime \mathrm{r}\mathrm{h}(^{1}$( $\}\mathrm{r}\{-,\backslash$rn 4 guarantee that the limit of the optimal
second error probability of the alternative hypothesis $\sigma_{n}$
is giveu by $\beta_{\alpha}(\delta||t’)$ if $\langle\phi_{A,B}^{0}|\sigma_{n}|\phi_{A,B}^{0}\rangle=1-\frac{t’}{\mathrm{n}}$ . That is,
Jim $\beta_{x,G}^{n},(\leq\frac{\delta}{1}?||\sigma_{n})=\beta_{\alpha}(\leq\delta||t’)$ $(^{(}))$
for $G=U(1),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}- 1)$ .
In the large deviation setting, we can obtain the same





if $\epsilon<p=1-\langle\phi_{A,B}^{0}|\sigma|\phi_{AB}^{0}\rangle$ . Moreover, wc can derive
simiiar results with the llllil hypothesis $s_{\geq \mathrm{c}}$ .
$\mathrm{V}\mathrm{I}$ . A-B LOCALITY
In $\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ section, we treat optirnization pzoblerns $\mathrm{w}\mathrm{i}\mathrm{t}1_{1}$
several $(\mathrm{x})\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}(\mathrm{J}\mathrm{l}\mathrm{l}\mathrm{S}$ regarding the locality between A and
B.
A. One-sample setting
Fitst, we focus on the sinrplest case, $i.e.,$ $\mathrm{t}1_{1}\mathrm{e}$ case of
$\epsilon=()$ and $\alpha=()$ For $\mathrm{t}\mathrm{l}\dot{\mathrm{u}}\mathrm{s}$ purpose, we focus on a POVM
with $\mathrm{t}\mathrm{h}\epsilon\backslash$ following forin on $\mathcal{H}_{A}$
$\lambda f=\{\mathrm{P}i|u_{i}\rangle \langle u_{\mathrm{i}}|\}_{i}$ , $||\uparrow 4i||=1$ , $0\leq p_{i}\leq 1$ ,
$\mathrm{w}1_{1}\mathrm{e}\mathrm{z}\mathrm{e}$ sucb a POVls4 is called rank-one. Based 011 a rank-
one POVMI $M$ , a suitable test $2^{\urcorner}(P\mathrm{f})$
$\prime I’(\mathrm{A}I)=\sum_{i}\mathrm{d}\mathrm{e}\mathrm{r}p_{i}|u_{i}\otimes\overline{\tau\iota_{i}}\rangle\langle?\iota_{i}\otimes\overline{?\iota_{i}}|$
. (11)
can be zealized by the following one-way LOCC $1$) $\mathrm{I}\mathrm{o}\mathrm{t}\mathfrak{l}\mathrm{o}\mathrm{c}\mathrm{o}\mathrm{l}$.
From the definition, of course, we can easily check that
$2^{1}(M)$ satisfies the condition of test, $\mathrm{i}.\prime^{\supset},.$ ,
$0\leq T(\mathbb{J}I)\leq I.$ (12)
One-way LOCC protocol of $T(M)$ :
1) Alice performs the $1\mathrm{n}\mathrm{e}j\{\mathrm{f}\mathrm{i}\prime 1\mathrm{r}(^{\mathrm{l}}\mathrm{n}1\mathrm{e}\mathrm{n}\mathrm{t}\{p_{\mathrm{i}}|u_{i}\rangle\langle\tau\iota_{?}|\}_{i},$ ancl
sends llet data $\mathrm{i}$ to Bob.
2) Bob perforllls the two-valued tiiea$\mathrm{a}\mathrm{s}\iota 1\mathrm{l}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{t}$
{ $|\overline{?\iota_{i}}\rangle\langle\overline{\uparrow\iota_{\mathrm{i}}}|, I-|\overline{|r_{7}}\rangle\{\overline{n_{i}}|\}$, whete $\overline{n_{i}}$ is the complex conj ugate
of $u_{i}$ concei ning the standard basis $|0\rangle_{B},$ $|1\rangle_{B},$ $\ldots,$ $|d-1\rangle$ $\epsilon$ .
3) If Bob observes thle event corresponding to $|\overline{n_{i}}\rangle$ $\langle\overline{u_{i}}|$ ,








Hence, it is a level-O test with the null hypotlesis
$|\phi_{A,B}^{0}\rangle\langle\phi_{\Lambda,B}^{0}|$ . In palticula1, in the one-way LOCC set-
ting, our test can be restricted to this kind of tests as the
following sense.
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Lemma 3 Let $T$ be $a$ ottc-way LOCC $(Aarrow B)$ level-O
test utith the null hypotf esis $|\phi_{A_{\gamma}B}^{0}\rangle\langle$ \phi_{A,B}^{0}|$ . Then, thete
exists a POVM ?lJith the form $M=\{p_{i}|u_{i}\rangle’\backslash \tau x_{i}|\}_{i}su(jh$
that
$T\geq T(l\mathrm{t}I)$ , $(1_{\mathit{0}}^{\ulcorner})$
$i.e.$ , the test $\prime l^{1}(M)\mathrm{i}.9$ better than th$\iota e$ test 7’.
Moreovet, concerning the sepal able condition, the fol-
lowing lenuna holds. Hence, Cotollary 1 indicates that
it geenss natural to restrict 0111 test to the test with the
forut (11) even if we adopt tire separable condition.
Lemma 4 Assume that a separable test $\prime l^{1}$ : satisfies
$\langle\phi_{\Lambda,B}^{0}|T|\phi_{A,B}^{()}\rangle=1$ . (16)
$Wf\iota en$ ute iescribe the test $T$ as
$’ \mathit{1}^{1}=d\sum_{i}p_{i}|u_{i}\otimes\tau/’:\rangle$ $\langle u_{i} \ovalbox{\tt\small REJECT}\ u_{i}’|+ \sum_{j}q_{j}|_{\mathrm{t}J_{i}}\otimes v_{i}^{t}\rangle\langle v_{\mathrm{t}}$
(& $v_{i}’|$ ,
(17)
such $f_{J}$Aat $\langle\phi_{A,B}^{0}|u_{i}\otimes u_{i}’\rangle=\frac{1}{\sqrt{d}}$ and $\langle\phi_{A,B}^{\zeta\}}|v_{l}\otimes v_{i}’\rangle=0$ ,
we obtain
$\sum_{\dot{|}}l^{\prime_{i}u_{i}\otimes u_{\mathrm{i}}’=}\frac{1}{\sqrt{d}}\phi_{A,B}^{0}$ .
Note that we can easily obtain the sanie staternent if
we replace $\mathrm{t}\mathrm{h}(’$ sum mation $\sum_{\mathrm{i}}$ by the integral $l$
.
at (17).
Sin ce any sepalable test $T$ }las $\mathrm{t}1_{1}\mathrm{e}$ fornt (17), the fol-
low iug corollary llolds conceynin${ }$ the conrpletely mixed
state $\frac{\mathit{1}}{d}\Sigma$ .
Corollary 1 If a $sepa7^{\cdot}able$ test T satisfies the conditions
$\langle\phi_{A,G}^{0}|T|\phi_{A,B}^{0}\rangle=1$
TI $\prime \mathit{1}^{\gamma}\frac{I}{d^{2}\mathrm{J}}=d=,\mathrm{I}\mathrm{n}\mathrm{i}1^{1}T\in S(\lrcorner\hat{4},B)\{\prime 1\mathrm{Y}T’\frac{I}{d^{A}}.|\langle\phi_{A.B}^{0}|T’|\phi_{A,B}^{0}\rangle=1\}$ ,
$the\uparrow\iota$ the test $T$ $l_{b}as$ a form (11)‘
Next, we focus on the covatiant POVM $A,I_{cov}^{1}$ :
$M_{CJ?)}^{1},(d\varphi)=d|\varphi\rangle\langle\varphi|;J(d\varphi)\mathrm{d}\mathrm{e}\mathrm{r}$ ,
where $\nu(d\varphi)$ is thle invariant rneasure in the set of
pure states with the fuli nteasure is 1. Then, the test
$T_{inv}=^{\mathrm{e}}T(l\mathfrak{l}f_{cov}^{1})1,Aarrow B(1\backslash \mathrm{f}$ has the following forl1l
$T_{ir’\tau}^{1,Aarrow \mathit{6}},= \oint d|\varphi\otimes\overline{\varphi}\rangle\langle\varphi\otimes\overline{\varphi}|\nu(d\varphi)$
$=| \phi_{A,B}^{0}\rangle\langle\phi_{A,B}^{0}|+\frac{1}{d+1}(I-|\phi_{A,B}^{0}\rangle\langle\phi_{\Lambda,B}^{0}|)$ .
(18)
1) Randomly, we $\mathrm{c}\mathrm{l}\mathrm{l}oo\mathrm{s}\mathrm{e}$ $g\in SU(d)$ with the inva riant
measure.
2) Perforrn POVM $\{.q|\mathrm{i}\rangle_{A}A\langle \mathrm{i}|(;\}_{i}\dagger$ . Then, Lhe realized
POVM is $\mathrm{A}/I_{cov}^{1}$ .
Since the equation (18) guarantees the $U(d^{2}-1)-$
invai iance of the test $T_{i\acute{n}\uparrow)}^{1A-B}$ , we obtain
$\mathrm{T}\mathrm{r}T_{i\tau\prime v}^{1,Aarrow B}\sigma=1-p+\frac{p}{d+1}=1-\frac{dp}{d+1}$ ,
$\mathrm{w}\mathrm{h}\mathrm{i}\mathrm{e}^{1}f1$ inxplies
$(d_{0,1,l\gamma\{d^{2}-1)}^{L(\Lambda B)}(0|| \sigma)\leq 1-\frac{dp}{d+1}$ .
Next, we apply the discussion in subsection $\mathrm{I}\mathrm{V}$ A to
the probability distribution $\{‘\frac{d\mathrm{p}}{t+1},1-\frac{d_{l}}{t\ell+1}, \}$ . Tllell, $\mathrm{t}1_{1}\mathrm{e}$
test $T_{\epsilon,\alpha}^{1,A-B} \mathrm{t}\mathrm{l}\mathrm{c}\backslash \xi=T_{\alpha}^{1}(2_{i\tau’ v}^{1,A-l?}\urcorner, \frac{(t\mathrm{c}}{cl+1})$ is a level-cr $U(d^{2}-1)-$
invariant test. Since tlle test $T^{1,A-B}$ can be perforllled
$\epsilon,\alpha$
by $\mathrm{r}\mathrm{a}\mathrm{n}(1$( $\rangle 1\mathrm{n}\mathrm{i}\mathrm{z}\mathrm{t}^{1},(1$ operation with $I_{in\tau}^{11,A-B}$, alld $I-\prime l_{i71\not\in}^{1,A-B}\backslash ,$ ,
we obtain
$\beta_{\alpha,1,U(d^{2}-1)}^{l_{\lrcorner}\langle Aarrow B)}(\leq\epsilon||\sigma)\leq’\Gamma \mathrm{r}’l_{\epsilon,\alpha}^{1}1,\Lambda-B\sigma$
$=\{$
$\frac{(1-\prime \mathrm{v})(1-\frac{\prime\prime}{d+[perp]}l))}{(1-\frac{\prime 4}{d+1}\epsilon)}$ if $\frac{d}{d+1}\epsilon\leq\alpha$
$1–\alpha[perp]’\epsilon$ if $\frac{d}{d+1}\epsilon>\alpha$ ,
$(1^{(}\iota J)$
$0)11$ the other hand, concerning $SU(d)$ -invariance and
sepatable tcsts, the $\mathrm{t}^{\Delta},(1\prime 1\mathrm{a}1_{r}\mathrm{i}\mathrm{e}\}\mathrm{n}$
$\beta_{\alpha,1,SU(d)}^{S(A,R)}(\leq\epsilon||\sigma)=\mathrm{R}\cdot 7_{\epsilon,\acute{\alpha}}^{1\Lambda-B}\urcorner\sigma$ $(2\mathrm{t}))$
holds. $\prime 1’\mathrm{h}\mathrm{r}\backslash C^{\backslash }(]11\dot{\mathrm{r}}\mathrm{t}\mathrm{t}\mathrm{i}‘)\mathrm{n}$ in thc case of $C\mathrm{Y}=0,$ $\epsilon=\mathrm{f}J$ is ob-
tained by Tsuda et al.[l]. A sinnlar result with the PPT
condition is appeared in Virutani aud Plenio [21].
Since $U(d^{?}.-1)$ is a larger group action tl ari $SU(d)$ and
the condition $L(Aarrow B)$ is stricter than the condition





hold. Thezafore, relations (19) and (20) yield
$\beta_{\alpha_{\backslash }1,G}^{C}(\leq\epsilon||\sigma)=\{$
$\frac{(1-\alpha\}(1-\acute{\tau}_{+\overline{1}}’\mathrm{p})}{(1-\frac{d}{d+1}c)}$ if $\frac{d}{d+1}\epsilon\leq$ aa
$1-\alpha\Delta \mathrm{i}\epsilon$ if $\frac{d}{d+1}\epsilon>\alpha$ ,
(21)
for $G=SU(d),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}-1)$ , and $C=L(Aarrow$
$B),$ $L(Aarrowarrow B)$ , $S(A,$ $B\rangle$ . Th at is, tlle test $T_{c,\mathrm{r}\ell}^{1,A-B}$ is the
UMP $G$-invariant $C$ test $\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{i}_{1}$ level a fot the null hy-
pothesis $S_{\leq\epsilon}$ . Furthermore, similar results for the $\mathrm{n}\iota 111$
hypothesis $s_{\geq c}$ can be also obtained.
B. Two-sample case
Note thcht the POVM $kI_{\mathrm{c}ov}^{1}$ can be realized as follows:
Realization of $\lambda I_{cov}^{1}$ .
In this section, we construct a $SU(d)\mathrm{x}U(1)$ -invariant
test which is realized by LOCC between A and $\mathrm{B}$ , and
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whicb attains the asyrnptoticaliy $()$ptilnal bound (9). For
this prnpose, we focus on the covariant POVM $\mathrm{A}/I_{((’?)}^{\mathit{2}}.$ :
$\mathrm{A}I_{cov}^{2}(dg_{1}dg_{2})$
$\mathrm{c}1\mathrm{e}\mathrm{r}=d^{2}(g_{1}\otimes g_{2})|u\rangle\langle u|(g_{1}\otimes g_{2})^{*}\nu(dg_{1}):/(dg_{2})$ ,
whete tlle vector $u$ is lllaxilllally entangled aaid $\nu$ is
the invariant measure on $SU(d)$ . Then, the operator





This equation iniplies th at tlle testing $T(M_{cov}^{\mathit{2}}.)$ does not
depend 011 the choice of the ruaxirnally $(^{1}\mathrm{x}1\mathrm{f}_{\mathrm{a}\mathrm{I}1},\cdot \mathrm{g}1\mathrm{e}^{1},\mathrm{r}1$ state
?1,. It also guarantees the $U(d^{2} -1)$ -lllvariance of the test
$T^{\cdot})ir\iota v2Aarrow l\mathit{3}$ . We also obtain the equationl
$\mathrm{n}\cdot T_{i7?v}^{\prime z,Aarrow B}\sigma^{\otimes \mathit{2}}‘=(1-p)^{2}.+\frac{p^{2}}{d^{2},-1}=1-2p+\frac{d^{2}arrow p^{2}t}{d^{2}-1}$.
(23)
Since the test $\prime \mathit{1}_{xnv}^{2,\Lambdarightarrow B}\urcorner$ is a level-O test with the null hy-
pothesis $S_{0}$ , the inequality
$[t_{0,\underline{?},lJ(l^{\mathit{1}}-1)}^{L\{Aarrow B)} \mathrm{c}‘(\mathfrak{t}\mathrm{I}||\sigma)\leq 1-2p+\frac{d^{2}p^{\mathit{2}}}{d^{2}-1}$
holds. Next, we apply thle discussion of subsection IV A.
Then, the test $T_{\epsilon,\alpha}^{\mathit{2},A-B} \iota(1\mathrm{c}^{\tau}\mathrm{f}=T_{\alpha}^{1}(T_{in\uparrow)}^{2,Aarrow \mathcal{B}}1 , 2\epsilon-\frac{d^{2}\mathrm{c}^{2}}{d^{\Delta}+1} )$ is a
level-cr $U(d^{2}-1)$ -invariant test. Since tlle test $T_{\epsilon,\alpha}^{2,\Lambda-B}$
can be perforincd by randomized operation with $T_{inv}^{2,\Lambdaarrow H}$
and $I-T_{rnv}^{A,Aarrow B}’$ , we obtain
$\beta_{\alpha,2,\mathfrak{k}\gamma(d^{\mathit{2}}-1)}^{L(AB)}(\leq\epsilon||\sigma)\leq$ Tr $T_{\epsilon,\alpha}^{2,A-B}\sigma^{\otimes 2}$
$=\{$
$\frac{(1-\alpha)(1-2t?+^{2_{\rho}2}\frac{\mathrm{r}\mathit{1}}{d}=_{+1})}{1-2\mathrm{r}+_{d}=\frac{\mathrm{r}}{+12}d}$ if $2 \epsilon-\frac{d^{2}\epsilon^{2}}{d^{\mathit{2}}+1}\leq()$
$1- \frac{\mathrm{t}X(2p+^{2_{\beta}}\frac{d}{d}=_{-}\downarrow)}{2\epsilon-\frac{d}{d}2^{\frac{\in^{2}}{-1}}2}$ if $2 \epsilon-\frac{d^{2}\epsilon^{2}}{d^{2}+1}>\mathrm{C}l$ .
$\mathrm{R}\mathrm{J}\mathrm{l}\cdot \mathrm{t}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{r}\mathrm{I}\mathrm{u}\mathrm{o}\mathrm{r}\mathrm{e}$ , as a generalization of (23), we obtain the
$\mathrm{f}${ $)1\mathrm{l}\mathrm{c})\mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g}$ lemma, which is lnore useful in the asymptotic
setting froni an applied viewpoint.
Lemma 5 Let $M=\{p_{i}|u_{i}\rangle\langle u_{i}|\}(||v_{\mathrm{i}}||=1)$ be $o_{J}$ POVM
on $A’ 19$ trno-sample space $\mathcal{H}_{A}^{\otimes 2}$ . if every state $|u_{i}\rangle$ is $a$
$max\mathrm{i}\uparrow’\iota alty$ entar},.’’led state on$\iota \mathcal{H}_{\Lambda}^{\otimes 2}$ , the test $T(M)$ satis-
fies
$\langle$ $\phi_{\Lambda B}^{(\}}|\sigma|\phi_{\Lambda B}^{0}\}^{2}\leq$ Tr $\sigma^{\otimes 2}T(l\mathrm{t}I)$
$\leq\langle\phi_{\Lambda B}^{0}|\sigma|\phi_{AB}^{0}\rangle^{2}+(1-\langle\phi_{AB}^{0}|\sigma|\phi_{AB}^{0}\rangle)^{2}$ .
Indeed, it is difficult to realize the covariant
POVM $\lambda f_{\mathrm{c}ov}^{2}$ . $r1^{\urcorner}11\mathrm{t}^{3},$ $\mathrm{B}(^{\backslash 11}J111\mathrm{t}^{\mathrm{Y}}J\mathrm{a}\mathrm{s}\iota \mathrm{u}\cdot\epsilon_{J}^{1}1\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t}M_{B,l\ell}^{2}\lrcorner$ $=$der
$\{|\phi_{1,2}^{n,m})\langle\phi_{1,2}^{n,m}|\}_{(’n,m)=(1\mathrm{J},0)}^{(l-1,d-1)}$ can be constructed $111\mathrm{O}1^{\cdot}\mathrm{e}$
easily, wllet $\mathrm{e}$ $\phi_{1,2}^{n,?lb}$ is definecl by
$\phi_{1,2}=(1,0\{\iota_{\mathrm{e}}\mathrm{r}\frac{1}{\sqrt{d}}\sum_{j=()}^{c\mathit{4}-1}|j\rangle_{A,1}|j\rangle_{A,2}$
$\phi_{1,2}^{7\iota,m}\mathrm{d}\mathrm{e}\mathrm{f}=((X^{7l}Z^{7l\prime})\otimes I)\phi_{1}^{0,0},|\rangle\lrcorner$
$X= \sum_{j=1}^{(J-1}\mathrm{d}\mathrm{e}\mathrm{f}|j\rangle\langle j-1|+|0\rangle\langle d-1|$
$Z= \sum_{j=0}^{d-1}(1_{C^{\backslash }}\mathrm{f}e^{J}|arrow\pi j\mathrm{z}/d.i\rangle\lambda\langle j|$ .
As will $\mathrm{i}$} $\mathrm{e}$ mentioned in subsection $\mathrm{V}\mathrm{I}\mathrm{D}$ , the test
$T(M_{t;_{ell}}^{\mathit{2}}‘)$ call be used as the alternative test of $\prime \mathit{1}_{i\tau\acute{\iota}v}^{2Aarrow B}1$
in an $\mathrm{a}\mathrm{s}3^{r}1\mathrm{n}\mathrm{p}\mathrm{t}\mathrm{o}\mathrm{t}\mathrm{i}\mathrm{c}$ sense.
C. $n$-sample setting
Next, we construct a $U(d^{\mathit{2}}.-1)$ -invariant test when $2\uparrow\iota$
sanrples of the unknown state a are prepated. It follows
from a discussion similar to slll)section $\mathrm{V}\mathrm{B}$ that the test
$\prime l_{\epsilon,\alpha}\urcorner\prime^{2n\mathrm{d}\mathrm{e}\mathrm{r}}=T_{\mathrm{o}}^{27\prime}$
’
$(’ \mathit{1}_{inv}^{72,Aarrow B}, 2\epsilon-\frac{d^{-}\epsilon^{2}}{d-1},)$ is $1\mathrm{c}^{s},\mathrm{v}(^{\backslash },1-\alpha$ for $\mathrm{g}\mathrm{i}\mathrm{v}(^{\backslash }\mathrm{n}\alpha$ and
$\epsilon$ . ’l’he $U(d^{\mathit{2}}‘-1)$ -invariance of the test $\prime I_{i\acute{n}v}^{2Aarrow B}$ implies
the $U(d^{2}-1)$-invariance of thc test $\prime l_{\epsilon,\alpha}^{\backslash \prime^{27\prime}}‘$. $\mathrm{S}\mathrm{i}11\mathrm{t}^{\backslash }\mathrm{t}^{1}\mathrm{f}11\zeta^{\mathrm{Y}}$ test
$/l’\prime 2r\iota \mathrm{c}_{\backslash }\mathrm{r}\mathrm{v}$ can be realized by one-way LOCC $Aarrow B$ , the
inequality
$\beta_{\mathrm{r}x,2n,U(\mathrm{r}l^{2}-1)}^{J_{J}(Aarrow B)}(\leq\epsilon||\sigma)\leq’ 1\mathrm{Y}2_{\epsilon_{\rangle}\alpha}^{\prime 2\tau\prime}\urcorner\sigma^{\otimes 2n}$
$= \beta_{\mathrm{v}}^{n},(\leq 2\epsilon-\frac{d^{2}\epsilon^{2}}{d^{2}-1}.||2p-\frac{\prime t_{\mathit{1}^{j}}^{22}}{d^{2}-1})$
(24)
holds. In additiott, we can derive a sirnilar bound for the
hypothesis $S_{\geq\epsilon}$ .
Concerning the case of $\epsilon=0$ , we have an other bound
as $\mathrm{f}()1\mathrm{l}\mathrm{c})\mathrm{w}\mathrm{s}$. For this $\mathrm{p}\iota 1\mathrm{r}\mathrm{p}\mathrm{c}$} $\mathrm{S}\mathrm{C}^{\mathrm{Y}}$ , we $\mathrm{f}()\mathrm{c}^{l}\iota 1\mathrm{S}$ on the test $\prime \mathit{1}_{i’\acute{\iota}v}^{\tau 1\Lambdaarrow B}$
in the case when $Tt_{A}=7\{_{\Lambda}^{\otimes n}$ and $\mathcal{H}_{B}=\mathcal{H}_{B}^{\otimes n}$ . $\mathrm{D}(^{\tau}\mathrm{r}1()\mathrm{t}\mathrm{i}_{1\mathrm{l}}\mathrm{g}$
this test by $T_{inv}^{1,A^{\otimes\eta}arrow B^{\emptyset\eta}}$ , we have
$T_{inv}^{1,A^{\otimes?1}arrow B^{\mathrm{G}bn}}=|\phi_{A,B}^{0}\rangle\langle\phi_{A,B}^{0}|^{\otimes n}$
$+ \frac{1}{d^{?\iota}+1}(I-|\phi_{\Lambda,B}^{\mathrm{t})}\rangle\langle\phi_{A,B}^{()}|^{\otimes n})$
$\prime 1^{\urcorner}\mathrm{r}’l_{inv}^{1,A^{\theta^{1}}arrow B^{\otimes\prime}}\urcorner"\sigma^{\otimes r\prime}=\frac{d^{n}(1-p)^{\tau\iota}+1}{d^{1\iota}+1}$
because Tr $|\phi_{A,B}^{0}\rangle$ $\backslash ’\phi_{\Lambda,B}^{0}|^{\otimes n}\sigma^{\otimes n}=(1-p)^{n}$ . Since this test
is $U(d^{2}i-1)$ -invariant, we obtaiu
$\beta_{\mathrm{r}x,n,lJ(d^{2}-1)}^{\mathfrak{l}_{J}(Al3)}(0||\sigma)\leq\frac{d^{r\prime}(1-p)^{n}+1}{d^{n}+1}$. (25)
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D. Asymptotic setting VII. A-B LOCALITY AND SAMPLE LOCALITY
We proceed to asymptotic setting. First, we show that
even if our test satisfies the A-B LOCC condition, thle
bound (8) can be attained in the $\mathrm{c}’\iota \mathrm{s}\mathrm{y}\mathrm{x}\mathrm{n}\mathrm{p}\mathrm{t}\mathrm{o}\mathrm{t}\mathrm{i}\mathrm{c}$ sl1lall devi-
ation $\mathrm{s}\mathrm{c}^{s},\mathrm{t}\mathrm{t}\mathrm{i}\mathrm{n}\mathrm{g}$ . Indeed, since $P^{n_{\overline{2}}}2’,,$ $-a^{d^{2}}-=_{-1}(_{\overline{2n}}’)^{2}(k)arrow P_{t}(k,)$ ,
the equation
$1 \mathrm{i}_{111}[i_{\alpha}^{\tau\prime}(\leq 2\frac{\delta}{2n}-\frac{cd^{2}}{d^{2}-1}(\frac{\mathit{5}}{2n})^{2}||2\frac{t’}{2??},$ $- \frac{d^{2}}{d^{2}-1}(\frac{t’}{2?1})\underline{\prime})$
$=\beta_{\alpha}(\leq\delta||t’)$
can be proven similarly to Theorein 2. Hence, froin (2)
and (3), we have
$1 \mathrm{i}_{111}\beta_{\alpha,2n,G}^{C’}’(\leq\frac{\delta}{7l}||\sigma_{n})=\beta_{\alpha}(\leq\delta||t’)$
for $G=U(1),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}‘-1),$ $C=\emptyset_{\}}L(Aarrow$
$B),$ $L(Aarrowarrow B)$ , $S(A, B)$ . However, it is difficult to real-
ized tht covariant POVM $\mathrm{A}/I_{cov}^{2}$ $on\uparrow\{_{A}^{\otimes’\mathit{2}}$ . Even if the test
$T_{\epsilon,\alpha}^{;2n}$ is $\mathrm{I}\mathrm{e}\lfloor$) $\mathrm{l}\mathrm{a}\mathrm{c}\mathrm{e}\mathrm{d}$ by $T_{\epsilon,\alpha,\dagger \mathit{3}ell}\prime 2n\mathrm{d}=T_{\alpha}^{n}(\mathrm{o}\mathrm{f}T(M_{Bel}^{2},),$ $2 \epsilon-\frac{(\mathit{1}^{2}\epsilon^{2}}{d^{2}-1})$ ,
the bound $\beta_{\alpha}(\leq\delta||t’)$ can be attained in the following
asymptotic sense. The test $T_{\frac{2n\delta}{2’\iota},\alpha,Brll}’111\epsilon\backslash \mathrm{y}$ be not level-
$\alpha$ with tlre null hypothesis $\mathrm{S}_{\leq\delta/2n},$ $\mathrm{h}$) $\mathrm{t}\mathrm{l}\mathrm{t}$ is asymptotically
$\mathrm{l}\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{l}-\alpha,$ $\mathrm{i}.e.$ ,
$\mathrm{t}\mathrm{R}\cdot T_{\frac{2n\delta}{2\prime\prime},\mathrm{r}\mathrm{r},Brll}’\sigma_{27\mathrm{t}}^{\otimes 2?l}arrow 1-\delta$ $(2()|)$
if $\langle\phi_{\Lambda,B}^{0}|\sigma_{n}|\phi_{\mathit{1}\mathfrak{l},B}^{0}\rangle$ $=$ 1 –;. Moteover, if
$\langle\phi_{\Lambda,B}^{(\}}|\sigma_{\iota},|\phi_{\Lambda,B}^{0}\rangle=1-\frac{t’}{n}$ and $t’>\delta$ , the relation
$\Gamma 1\mathrm{Y}’l_{\frac{7t\delta}{2,\prime}\}\alpha,l3e\iota\iota}^{\gamma\prime}\sigma_{n}^{\otimes n}arrow\beta_{\alpha}(\leq\delta||t’)$ (27)
holds. These xelatio1ls $(2\mathrm{f}).)$ and (27) foliow fiom$\mathrm{n}$ Lellllxla
5. Hence, there is no advautage of use of entangienient
between $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$ for this testing in the asynlpt$()$ tic
small deviation setting. Sirniiar $x\mathrm{e}^{s_{J}}\mathrm{s}111\mathrm{t}\mathrm{s}$ for the nllll hy-
pothesis $S_{\geq\delta/r\iota}$ can be obtained.
Next, we proceed to tbe large deviation setting. Thle
inequality (25) $\mathrm{y}\mathrm{i}\{i\mathrm{l}\mathrm{d}\mathrm{s}$
lira $\frac{-1}{r\iota}1\{)\mathrm{g}[\mathrm{i}_{\mathrm{f}yr\iota,lJ(d^{\mathit{2}}-1\rangle}^{f_{\lrcorner}(Al\ni\rangle},(0||\sigma)\geq\{$
$-1_{\mathrm{C}\}}\mathrm{g}(1-p)$ if $1-p \geq\frac{1}{d}$
$\log d$ if $1-p< \frac{1}{d}$
(28)
$\frac{\mathrm{H}1}{d}$
ence, the relations (3) and (10) guarantee th$\mathrm{l}\mathrm{a}\mathrm{t}$ if $1-p\geq$
lint $\frac{-1}{\uparrow 1},\log\beta_{\alpha,n,U(\mathrm{J}^{2}-1)}^{L(Aarrow B)}‘(()||\sigma)=-$ fog(l $-p$),
for $G=U(1),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}-1),$ $C=\emptyset,$ $L(Aarrow$
$B),$ $L(Aarrow Barrow),$ $S(A,$ $B\rangle$ . Hence, we can conclude tbat if
$1-p \geq\frac{1}{d}$ , there is no advantage of use of entan glement
betweerr $T\ell_{A}$ an$1\mathrm{d}\mathcal{H}_{l\ni}$ for this testing even in this kind of
the asyrnptotic large deviation setting.
In this section, we discuss the locality arnong
$A_{1},$ $B_{1,\ldots\iota},$$A ,$ $B_{n}$ . Since tlte case $7b=1$ of this setting
is the same as that of the setting section $\mathrm{V}\mathrm{I}$ . Hence, $\mathrm{w}\iota^{1}$,
$\mathrm{t}\mathrm{r}(^{1},\acute{r}\mathrm{J}_{\mathrm{J}}\mathrm{t}$ the case $n=2$ , at first.
A. Two-sample setting
We construct a $1\epsilon^{\backslash }\mathrm{v}\mathrm{e}^{\mathrm{Y}}1- 0SU(d)$-invariant test for the null
hypothesis $S_{0}=\{|\phi_{\Lambda,B}^{0}\rangle\langle\phi_{A,B}^{0}|\}$ as follows. Fot this pur-
pose, we define a POVM $\mathrm{A}I_{c\vec{ov}}^{12}$ on Alice’s space $\mathcal{H}_{A}^{\otimes 2}$ ,
which can be realized by one-way LOCC $A_{1}arrow A2$ from$\mathrm{n}$
tl $1\mathrm{C}$ first system $\mathcal{H}_{\Lambda_{1}}$ to the second system $?\mathrm{f}_{A_{-}},$ .
Construction of $\mathbb{J}.f_{c\vec{ov}}^{12}$ :
1) Alice performs the covariant POVM $\Lambda I_{lO\mathrm{t}}^{1}.$, on the first
systenr $\mathcal{H}_{A_{\rfloor}}$ , and obtain the data corresponding to $\mathrm{t}1_{1}\mathrm{e}$
state $|\varphi\rangle$ $\langle\varphi|$ .
$2)\mathrm{W}\mathrm{e}$ choose the Projection-valued measure
$\{|\tau\iota^{i}(\varphi)\rangle\langle u’(\varphi)|\}_{\mathrm{t}}$ satisfying tlat
$\langle u^{\mathrm{i}}(\varphi)|u^{j}(\varphi)\rangle=0$, $\langle u^{i}(\varphi)|\varphi\rangle=\frac{1}{\sqrt{d}}$ . $(2’.\mathrm{I})$
3) Alice randomly chooses $g\in U(d- 1)$ which acts on
the $\mathrm{s}\mathrm{p}_{e}‘\iota \mathrm{e}\cdot \mathrm{e}$ $()$ lth( $\rangle$ge)llal to $\varphi$ , and $\mathrm{t}$) $(^{1}\mathrm{r}\mathrm{f}()\mathrm{r}\mathrm{n})\mathrm{s}$ the Projection-
valued rneasuie $\{|.\mathrm{r}’ u^{f}(\varphi)\rangle\langle.’]u^{i}(\varphi)|\}_{i}$ on tl le second system
$\mathcal{H}_{A_{2},\mathrm{S}\mathrm{i}\mathrm{n}\mathrm{c}\mathrm{e}}$
$\mathrm{B}_{\acute{\iota}})\mathrm{b}’ \mathrm{s}$ measurement of the test $T(\lambda \mathrm{f}_{c’)?}^{1arrow 2},)$ cxrx be
also $\mathrm{r}\mathrm{e}\mathrm{a}\mathrm{l}\mathrm{i}7\lrcorner \mathrm{e}\mathrm{d}$ by one-way LOCC on Bob’s space, this test
is a $L(A_{1}.A_{\mathit{2}}arrow B_{1} , B_{2})$ test. Its POVM is given by
$\Lambda I_{c\vec{ov}}^{12}(dq)=d^{\underline{J}}(q\otimes(;)|u_{1}\otimes u|2’.\rangle\langle u_{1}\otimes u_{2}|(q\otimes(j\}^{\dagger}\nu(d.q)$ ,
where we choose $v_{\mathrm{J}\mathrm{I}}$ and $?l_{2}$ satisfying $| \langle u_{1}|u_{2}\rangle|^{\mathit{2}}‘=\frac{1}{d}$ .
Thus, the $SU(d)$ -covariance of $I$} $f_{co\tilde{v}}^{12}$ guarantees the
$SU(d)$-invariance of the test $T_{?nv}^{A_{1}arrow\Lambda_{2}arrow B^{\emptyset 2}}=T(\mathbb{J}f_{o\vec{\tau}}^{12},,)\mathrm{d}\mathrm{c}\mathrm{f}$ .
tht test $\prime l_{x\tau 1v}^{A_{1}arrow\Lambda_{2}arrow B\mathrm{f}\mathrm{f}^{2}}\urcorner$ is $U(1)$ -invariant. Hence, the 11-
equality
$\beta_{0,2,SU(d)\mathrm{x}U(1)}^{\mathrm{r}_{\lrcorner}(A_{1},A_{\mathit{2}}arrow\prime 3_{\mathrm{J}},B_{2})}(0||\sigma)\leq$ Tr $T_{i\gamma bb}^{A_{1}arrow A_{2}arrow l3^{\otimes 2}}.\sigma^{\otimes 2}$
holds. On Clle other hand, the equation
$\beta_{0,2,S\mathrm{f}J(d)}^{I_{\lrcorner}(A_{\mathrm{J}},A_{2}arrow B_{1},B_{2})}(0||\sigma)=1^{\backslash }\mathrm{r}\mathit{2}_{inv}^{A_{\mathrm{J}}arrow A_{2}arrow f}\urcorner’\sigma^{\otimes 2}\otimes 2$ (30)
holds. Tsuda et 0741] bave obtained a silnilar result in
tire two-dim$\mathrm{n}\mathrm{e}11^{\mathrm{q}}-1\tau$) $\mathrm{n}\mathrm{a}1$ case. Th us,
$/f_{0,2,S\mathrm{I}I(d)}^{/_{J}(A_{1},A_{2}arrow 8_{1}}$
’B2)
$(()||\sigma)=\beta_{0,2,S\mathrm{i}_{J(d\rangle \mathrm{x}\ddagger J(1)}([)||\sigma)}^{t,(A_{1}A_{2}arrow\prime 3_{1},l3_{2})}$
$=[perp] r\}T_{inv}^{A_{1}arrow A_{2}arrow t;\otimes \mathit{2}}\sigma^{\otimes 2}$ .
Thetefore, the test $T_{in\cdot\iota}^{\Lambda_{1}arrow A_{2}arrow B^{\emptyset 2}}$, is a UMP $L(_{\backslash }A_{1}$ , $A_{2}‘arrow$
$B_{1}$ , $B_{2})G$-invariant test witb level-O for the null $1_{1}\mathrm{J}\varphi \mathrm{o}\mathrm{t}\mathrm{h}-$
esis $S_{0}$ , where $G=SU(d),$ $SU(d)\mathrm{x}U(1)$ .
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B. $7L$-sample setting
Next, we proceed to $71-\mathrm{s}\mathrm{a}1\mathrm{n}1$} $1(^{\lrcorner},$ setting, Since the test
$\prime \mathit{1}^{\prime\prime n}$
’
$\mathrm{d}\mathrm{e}\mathrm{f}=\mathit{1}_{C\mathrm{t}}^{1}\prime n(’\mathit{1}_{ln\mathrm{t}}^{1,\Lambdaarrow B}’,, \frac{d\epsilon}{d+1} )$ is level-n $U(d^{2}-1)$ -invariarit
$\mathrm{t}\mathrm{e}\mathrm{s}^{\mathrm{c},\iota \mathrm{r}}\mathrm{t}\mathrm{w}$ ith the hypothesis $s_{\leq\epsilon}$ , and satisfies tlle condition




$\leq’1^{\urcorner r}1^{\cdot}l_{\tau,\prime y}^{1}’\prime^{\gamma 1}\sigma^{\otimes n}=\beta_{X}^{n},(\leq\frac{d\epsilon}{d+1}||\frac{dp}{d+1})$ (31)
holds.
Conversely, as a lower bound of [$i_{Cl,n,SU(d)}^{S\{\Lambda_{1)},\Lambda_{n\prime}B_{1}}’$ ’ $B_{\iota},$ ) $(\leq$
$\epsilon||\sigma)$ , we obtain
$\frac{1}{n}1_{CJ}\mathrm{g}\frac{\beta_{\mathrm{t}\mathrm{t},\tau\iota,SU(d)}^{9(\Lambda_{1},.,A_{\mathrm{t}\prime},B_{1},.,B_{n})}\iota(()||\sigma)}{1-\alpha}$
$\geq_{\tau\prime,u’\cdot|\langle\tau\iota|^{\frac{\ln}{\uparrow\iota}}\rangle|=1,||u||=1},\mathrm{i}\mathrm{n}$
$\oint_{SU(d)}\log d\langle.’/u\otimes\overline{.\mathrm{r};}u^{\mathit{1}}|\sigma|.q\mathrm{s}\iota\otimes\overline{g}u’\rangle\nu(d.q)$ . (32)
C. Asymptotic setting
$T_{u,u’}^{1}$ guarantees that ’l’r $\prime l_{\tau 4,?}’,’\geq d$ , which irnplies $t_{1}\geq$
$\frac{1}{d+1}$ . IIen ce,
$,T \mathrm{r}(I-T_{\tau})\sigma_{n}\leq\frac{d}{d+1}\ulcorner \mathrm{I}^{\urcorner}\mathrm{r}(I-|\phi_{A,l?}^{0}\rangle\langle\phi_{A,\mathfrak{l}?}^{0}|)\sigma_{7}$ ,
$= \frac{d}{d+1}$ $(1- \langle\phi_{A,B}^{0}|\sigma|\phi_{A,B}^{0}\rangle)=\frac{d}{d+1}\frac{t’}{7l}$ . (34)
Thus we have
$1 \mathrm{i}_{\mathrm{l}}\mathrm{n}\log\frac{\beta_{CX,7}^{S(\Lambda_{1},,\Lambda_{\uparrow 1)}B_{1},,B_{\mathrm{t}}\rangle}(0||\sigma_{r\iota})}{1-\mathit{1}1^{j}},\geq-\frac{dt’}{d+1}$ ,
which implies
$\lim\beta_{\alpha,n,SU\langle’d)}^{S(A_{1},.\Lambda_{\tau 1},B_{1},..,B_{?\mathrm{t}})}(\mathrm{O}||\sigma_{7},)\geq(1-\alpha)_{P}-\frac{dl’}{d+1}$ .
Coinbining (33) in the case of $\epsilon_{i}$ we obtain
lilll [$4_{\alpha,n,\mathrm{C}_{J}^{1}}^{9(A_{1}}1,$
$,A_{r\iota},B_{1}$ , . ’ $B,,$ ) $(0||\sigma_{n})=(\mathrm{I}-c\nu)e^{-\tau_{+\overline{\mathrm{I}}}}d\mathrm{t}’$
for $G$ $=$ $SU(d),$ $SU(d)\mathrm{x}U(1),$ $U(d^{l}z - 1)$ , $C$ $=$
$S(A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}),$ $L(A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}),$ $L(A_{1},$ .
$B_{1},$
$\ldots,$
$B_{7},)$ . Since $(1 -t\mathrm{Y})e^{-\tau\overline{+1}}d\mathrm{f}’$ $<(1-\alpha)r^{J}-t’=$
$\beta_{\alpha}(()||t’)$ , thet $\mathrm{e}$ is an advantage to use of quantum
cortelatiou arnong samples.
Taking thle lirnit in (31), we obtain
$1 \mathrm{i}_{111}\beta_{\alpha,n\zeta\}I(d^{2}-1)}^{L(\Lambda_{1\prime}.,A_{n}arrow \mathcal{B}_{1\}}}’ B_{|1})(\leq\frac{\mathit{5}}{?l}||\sigma_{n})$
$\leq\beta_{\alpha}(\leq\frac{d\delta}{d+1}||(\frac{ft’}{d+1})$ (33)
if $\langle\phi_{Al?}^{()})|\sigma|\phi_{A,B}^{0}\rangle=1-\frac{t’}{n}$ . Conversely, by using tle iu-
equality (32), the $(^{\mathrm{y}}(1111\mathrm{p}\mathrm{a}\mathrm{c}\cdot \mathrm{t}\mathrm{n}(^{1}\mathrm{s}\mathrm{s}$ of the sets $\{u,$ $u’||\langle u|?\lambda’\rangle|-=$
$1,$ $||v_{j}||=1\}$ and $SU(d)$ yields
$1\mathrm{i}_{1\mathrm{f}1}\log\underline{\beta_{y_{y}r\iota,SlJ(d)}^{S(A_{1},..,A_{n\prime}B_{1},,B_{n})},(0||\sigma_{n})}$
l-a
$\geq,1\mathrm{i}\ddagger 1\int_{SU\{d)}u,u’\cdot|\langle \mathrm{c}\iota|^{\frac{11}{u}}\rangle|=1,||u||=1$ lilKl n
$1$ ( $\}\mathrm{g}d\langle gu\otimes\overline{g}u’|\sigma_{n}|gu (\ \overline{g}?x’\rangle\iota/(dg)$
$=-,1 \mathrm{i}\mathrm{I}1\tau\iota,u’\cdot|\langle u|^{\frac{11}{u}}\rangle|=1,||u||=1\int_{S\mathrm{f}J(d)}$




$T_{u_{\}}u’}=( \mathrm{l}\mathrm{c}\mathrm{f}\int_{SU(d)}d|.qu\otimes\overline{(j}u’\rangle\langle gu\otimes\overline{.q}u’|\nu(d.q)$ .
Siuce $T_{u}$ ,,$a’$ is $SU(d)- \mathrm{i}\mathrm{l}\mathrm{l}\mathrm{v}\mathrm{a}\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{n}\mathrm{t}$ . The test $T_{u}$ , $u$ , has tlle
forl1l $t_{0}|\phi_{A,B}^{0}\rangle$ $\langle\phi_{\Lambda,B}^{0}|+t_{1}(I-|\phi_{A,B}^{0}\rangle\langle\phi_{A,B}^{0}|$). The condition
$|\langle u|\overline{\tau\iota’}\rangle|=1$ guarantees that $t_{0}=1$ . The definition of
VIII. TWO-SAMPLE TWO-DIMENSIONAL
SETTING
Next, we $\mathrm{p}\mathrm{r}()\mathrm{c}(^{\backslash },(^{\mathrm{J}},(1$ to the special cnse $7x=2$ and $d=2$ .
For the analysis of this case, we defille th$[perp] \mathrm{e}3\mathrm{x}3\mathrm{t}$ real
symlnetric lllatxix $V=(\iota fi,j)_{1\leq x,j\leq 3}$ as
$\uparrow’ ij\mathrm{o}\mathrm{l}\mathrm{e}\mathrm{r}=\mathfrak{R}\langle\phi_{\Lambda,B}^{?}|\sigma|\phi_{\Lambda,B}^{j}\rangle$
$\phi_{A,B}^{1}=\frac{1}{\sqrt{2}}\mathrm{d}\mathrm{e}\mathrm{f}(|10\rangle+|10\rangle)$ , $\phi_{A,B}^{2}=\frac{1}{\sqrt{2}}\mathrm{d}\mathrm{e}\mathrm{f}(-i|10\rangle-\vdash \mathrm{i}|10\rangle)$ ,
$\phi_{A,B}^{\grave{3}}\epsilon \mathrm{I}\mathrm{e}\mathrm{f}=\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle)$ .
$\mathrm{W}11\Theta 11\sigma$ satisfies the follow ing condition $p \leq\frac{1}{2}$ . the equa-
tiou
$\beta_{0,2,\iota 9\mathrm{f}f(2)\mathrm{x}U(1)}^{C}(0||\sigma)$
$=(1-p)^{2}+ \frac{p^{\mathit{2}}\prime}{\prime 3}-\frac{3}{\mathrm{e}1\ulcorner}(\ulcorner 1^{\urcorner}\mathrm{r}\frac{I}{\prime,\mathrm{t}},V^{2}-(’1\mathrm{b}’.\frac{I}{;}V)^{2})$ (35)
$\mathrm{t}\mathrm{h}_{\mathrm{C}^{1}},\mathrm{q}\iota \mathrm{t}\mathrm{a}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{t}_{\iota}’ \mathrm{T}\mathrm{r}\frac{=I}{3}V^{2}-(’1^{\urcorner}\mathrm{r}.\frac{\mathit{1}}{3}V)^{2}\mathrm{i}\mathrm{s}\mathrm{g}\mathrm{r}\mathrm{e}^{\mathrm{r}}\mathrm{a}\mathrm{t}\mathrm{t}^{\Delta},\mathrm{r}\mathrm{t}\mathrm{h}\mathrm{R}11(),\mathrm{i}\mathrm{t}\xi \mathfrak{j}\frac{3}{s^{r}}\mathrm{h}\mathrm{t}\mathrm{J}1\mathrm{r}1\mathrm{s},\mathrm{w}\mathrm{h}(^{1},\mathrm{r}_{\mathrm{J}}\mathrm{e}CL(Aarrow B,$
$L(Aarrow Barrow,),S(A, B).\mathrm{S}\mathrm{i}_{11\mathrm{t}^{\mathrm{J}}\mathrm{t}^{\iota}}$
,
tiines give the advantage of this optinaal test against thle
test introduced in subsection VI B. Hence, th is xnerit van-
ish if and only if the real $\mathrm{s}\mathrm{y}\mathrm{r}$ metric matrix $V$ is constant.
In addition, the ( $>\mathrm{p}\mathrm{t}\mathrm{i}111_{\acute{C}}\iota 1$ test $\prime l^{\gamma}$ is giveu as follows. First,
we define a covariant POVM
$II_{o_{I^{\mathrm{J}}}}(dg)\mathrm{d}\mathrm{e}t=4.\mathit{1}_{\iota 9U(2)}^{g^{\otimes 2}|u_{lJ}\rangle\langle u_{cyp}|(g^{\otimes 2})}.p$\dagger ,
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$\beta_{0’ 2,SU(2)\mathrm{x}1J(1)}^{\mathrm{C}^{\gamma}},((1||\sigma)=$Tr $T(M_{o\rho})\sigma^{\emptyset \mathit{2}}$
.
(36)
$1_{1}01\mathrm{d}\mathrm{s}.$ Tllat is, the test $T(\lambda t_{o\rho})$ is $\mathrm{t}1_{1}\mathrm{e}$ UMP $SU(2)\mathrm{x}U(1)-$
irlvariallt $C$ test with tlle condition $p \leq‘\frac{1}{\mathit{2}}$ , wheze $C=$
$L(Aarrow B),$ $L(Aarrow Barrow)$ , $S(A, B)$ .
On the othet hand, the EHS of (30) is calculated as
$\beta_{0,\mathit{2},SlJ(’)}^{L(A_{1}A_{\frac{9}{\mathit{2}}}arrow B_{1},B_{2})}\mathrm{c}(\mathrm{t}\mathfrak{l}||\sigma)=\beta_{0,\mathit{2},S\acute{U}(2)\chi \mathrm{r}J(1)}^{L(\Lambda_{1}A_{2}arrow B_{1},B_{2})}.(\mathrm{t}l||\sigma)$
$=(1- \frac{2}{\mathrm{t}\prime:}p)^{2}-\frac{1}{\mathrm{t}r_{)}}(\prime \mathrm{I}^{7}\mathrm{r},\frac{I}{3}V^{2}‘-(^{\mathrm{r}}11\cdot\frac{I}{3}V)^{2}.)$ . (37)
Tbat is, tbe quantity $\frac{1}{t_{)}}$ ( $\mathrm{H}\cdot.\frac{\mathit{1}}{\gamma}V^{2}$ - (Tr $\frac{\mathit{1}}{3}V$)
$.$ ) presents the
effect of use of classical cominunication between $A_{1}$ and
A2.
$\mathrm{I}\mathrm{X}$ . TWO DIFFERENT STATES
In section $\mathrm{V}\mathrm{I}$ , we showed that if we can prepare tlle two
identical states simultaneously and we can perforin $\mathrm{B}\mathrm{C}_{J}^{1}11$
$\ln(\}_{C}^{c}1\mathrm{S}11\mathrm{r}\langle$ $\}1\mathrm{n}\mathrm{f}^{1}\mathrm{I}1\mathrm{t}$ on this joint system, the asymptotically op-
tintal test can be iealized. However it is a bit difficult to
prepcrre two identical states sil ultaneously. However, as
is discussed in this section, if we can prepare two quan-
tum $\mathrm{s}1l\dot{r}1\mathrm{t}<s_{\mathit{1}}\mathrm{s}$ independently, even if these are not identical,
this Bell ineasureuretit is $\mathrm{a}^{1}$syl1lptotically optilllal.
A. Formulation
Since the stat( on )$(_{\Lambda,B}^{(\partial^{2}}$ can be described as $\sigma_{1}\otimes\sigma_{2}$ ,
our hypotheses are given as
$H_{0}$ : $\mathrm{S}_{\leq\epsilon}^{2}=\mathrm{d}\mathrm{e}\mathrm{l}\{\sigma_{1}\otimes\sigma_{2}|+(1-\langle\phi_{\Lambda,B}^{0}|\sigma_{2}|\phi_{AB}^{\acute{0}}\rangle)(1-\langle\phi_{\Lambda,B}^{0}|\sigma_{1}|\phi_{\Lambda B}^{0},\rangle)\leq\epsilon\}$
versus
$H_{1}$ : $\mathrm{S}_{\leq\subset}^{2c}=\mathrm{d}\mathrm{e}\mathrm{r}\{\sigma_{1}\otimes\sigma_{2}|+(1-\langle\phi_{AB}^{0}|\sigma_{2}|\phi_{AB}^{0}\rangle)(1-\langle\phi_{A,B}^{0},|\sigma_{1}|\phi_{A,B}^{0},\rangle)>\epsilon\}$.
For any group action $G$ intzoduced in subsection III $\mathrm{B}$ ,
these hypotheses are invariant for $G\mathrm{x}G$-action de,filled
as
$(l)\mapsto(.q_{1}\otimes t/\mathit{2})\phi$ $\forall(.q\iota,|q_{2}()\in G\mathrm{x}G$.
When only two particles $\mathcal{H}_{\Lambda_{1\}}B_{1}}\otimes \mathcal{H}_{A_{2},B_{2}}$ arc
$\mathrm{p}\mathrm{r}\mathrm{e}\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{e}\sigma 1$ , similarly to subsection III $\mathrm{C}$ , we can
define the quantities $\beta_{\alpha,2,G\mathrm{x}G}^{C’}(\leq \epsilon||\sigma_{1}\otimes\sigma_{2})$ for
the $\mathrm{c}\cdot\iota$) $\mathrm{n}\mathrm{r}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ $C=$ $\emptyset,$ $S(A, B),$ $L(Aarrowarrow B),$ $L(A$ $arrow$
$B),$ $S(A_{1}, A_{2}, B_{1}, B_{2}),$ $L(A_{1}, A_{2}, B_{1}, B_{2}),$ $L(A_{1}$ , A2
$B_{1},$ $B_{2})$ , in $\mathrm{w}1_{1}\mathrm{i}\mathrm{c}\mathrm{h}$ , “2” lIlealls two particles, 1. $e$ .,
there is only one sample of $\sigma_{1}\otimes\sigma_{2}$ . When $\uparrow\iota$
samples $(\sigma_{1}\otimes\sigma_{2}. )^{\otimes n}$ arc pre.pared, we also dc-
fine the quantities $\beta_{\alpha,2n,C\mathrm{x}C}^{G}(\leq \epsilon||\sigma_{1}\otimes\sigma\underline{\ell\gamma})$ $\mathrm{f}\mathrm{t})\mathrm{r}$
the condition $C$ $=$ $\phi,$ $S(A, B),$ $L(A arrowarrow B),$ $L(A$ $arrow$
$B),$ $S$ ( $A_{1}$ , A2, $B_{1},$ $B_{2}$), $L$ ( $A_{1}$ , A2, $B_{1},$ $B_{2}$ ), $L(A_{1},$ $A_{\mathit{2}}l$
$B_{\mathrm{I}},$ $B_{2})$ .
B. One-sample setting
In this section, we tteat the case of one - sample and
$\epsilon=0$ case. In tl$1(^{1}$ first step, we focus on thc case of
$C=\emptyset$ . In this case, the relations
$\beta_{0,2,G\mathrm{x}G}^{\emptyset}(0||\sigma_{1}\otimes\sigma_{2})=\langle\phi_{A,B}^{0}\otimes\phi_{A,B}^{0}|\sigma_{1} (\ \sigma_{2}|\phi_{A,B}^{0}\otimes\phi_{A,\mathcal{B}}^{\{)}\rangle$
$=(1-p_{1})(1-p_{2})$
hold for $G=\emptyset,$ $U(1),$ $SU(d)\mathrm{x}U(1)\mathrm{J}7(d^{2}$ – 1 $)$ , whet $\mathrm{e}$
$p_{i}=1-\langle\phi_{A,B}^{0}|\sigma_{i}|\phi_{A,R}^{0}\rangle$ .
Next, we focus on the case of $C=L\langle Aarrow B),$ $L(Aarrowarrow$
$B),$ $S(A, B)$ . When we llse the test $2_{inv}^{2,Aarrow B}’$ , the second
erl0l is
$\beta(’I_{inv}^{12,\Lambdaarrow B}, \sigma_{1}\otimes\sigma_{2})=(1-p_{1})(1-p_{2})+\frac{p_{1}p_{2}}{d^{2}-1}$.
Moreover, the optirnal second error crur also be calculated
as
$\beta_{0,2,\mathrm{C}^{1}\mathrm{x}G(0||\sigma_{1}\otimes\sigma_{)})=}^{C},"(1-p_{1})(1-p_{\underline{9}})+\frac{I^{J}1p_{2}}{d^{1A}-1}$ $(3\mathrm{S})$
for $C=L(Aarrow B),$ $L(Aarrowarrow B),$ $S(A, B)$ when $\frac{\prime)\}p}{(\mathit{1}^{2}-}\frac{2}{1}\leq$
$(1-p_{1})p_{2},p_{1}(1-p_{2})$ . Hence, tlle test $I_{ir\iota\tau)}^{2,Aarrow B}1$ is the C-
UMP $G$-invaiiaiit, test. Using the PPT condition, Tsuda
at $a,l.[1]$ dezived this optimal test in the case of $\sigma_{1}=$
$\sigma_{2},$ $d=2$ .
Finaliy, we proceed to the case of $C=L(A_{1},$ $A_{2}arrow$
$B_{1},$ $B_{2}),$ $L(A_{1}, A_{2}‘, B_{1}, B_{2}),$ $S$ ( $A_{1}$ , A2, $B_{1},$ $B_{2}$ ) $.$ Wllell we
use the test $T_{in?}^{1A_{\rfloor}arrow B_{1}},\otimes T_{i_{7}\iota v}^{1,A_{2}arrow l3_{2}}$ , the second error is
$\beta(T_{i7b?}^{1_{)}A_{1}arrow l;_{1}},\otimes T_{\dot{\mathrm{z}}\acute{n}?}^{1A_{2}arrow \mathcal{B}_{2}},, \sigma_{1}\otimes\sigma_{2})$
$=(1- \frac{cl_{I^{J_{1}}}}{d+1})(1-\frac{dp_{\mathit{2}}}{d+1}.)$ .
the optimal second error is calculated as
$\beta_{0,2,G\mathrm{x}G((]||\sigma_{1}\otimes\sigma_{2})}^{C}=(1-\frac{dp_{1}}{d+1})(1-\frac{dp_{2}}{d+1})_{(_{\iota}3^{(}\mathrm{J})}$
,
for $G=SU(d),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}-1)$ . $\mathrm{T}\mathrm{h}\prime 1\mathrm{S}$ , the $\mathrm{t}\mathrm{t}^{\backslash }\mathrm{s}\mathrm{t}_{1}$
$T_{in7}^{1,A_{\mathrm{J}}arrow l\neq_{\mathrm{I}}},\otimes T_{i7l1J}^{1,A_{2}arrow B_{2}}$ is $\mathrm{t}1_{1}\mathrm{e}$ C-UMP $G$-invariant test.




In the small deviation asymptotic setting with $\dagger l$ sam-




for $G=U(1),$ $SU(d)\mathrm{x}U(1),$ $U(d^{2}- 1)$ .
Next, we considcr the case of $C=L(Aarrow B)$ .
$\mathrm{W}11\mathrm{C}^{\backslash },11$ we pcrfoun the test $\prime l_{i\acute{n}v}^{7}2Aarrow B$ $\mathrm{f}()\mathrm{r}$ all systems
$\mathcal{H}_{\Lambda_{1}}\otimes \mathcal{H}_{B_{1}},$
$\ldots,$
$\mathcal{H}_{\Lambda_{r\iota}}$ (& $?t_{B_{\uparrow\iota}}$ whose state is $\sigma_{1,n}’$ @ $\sigma_{2,\tau\iota}’$ ,
the number $k$ of detecting $\prime l_{inv}^{12,Aarrow B}$ abnost obeys the
Poisson distribution $e^{-(l_{1}’+t_{2}’)(\iota’+t’)^{k}}\infty_{k^{1}}.B$ . Tl is is because
$n(1-(1- \frac{t’,}{n})(1-t’\lrcorner n)+\frac{tt\underline{\acute{1}}\acute{A}1}{d^{2}-1})arrow t_{1}’+t_{2}‘’$ . $\mathrm{B}\cdot \mathrm{e}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{l}}\acute{\mathrm{A}}\mathrm{g}$ thle
hypothesis testing of th is Poissou distribution, we can
show that tlle $L(Aarrow B)U(d^{2}-1)\mathrm{x}U(\mathrm{f}\acute{\iota}^{2}-1)$ -invariant
test $\prime \mathit{1}_{c,\alpha}^{\urcorner}n,2\mathrm{d}\mathrm{e}\mathrm{f}=T_{(k}^{71}(T_{\mathrm{i}nv}^{2,\Lambdaarrow B}, 1\mathrm{n}\mathrm{a}\mathrm{x}_{\mathrm{P}[perp]+\mathrm{p}_{2}=\epsilon}p_{1}+p_{2}-\frac{d_{\mathrm{I}^{\mathrm{J}_{1}}\mathrm{P}2}^{2}}{(\mathit{4}^{2}-1})$
satisfies tbat
$\lim\beta(’\mathit{1}_{\delta/n,\alpha}^{1n,2}, \sigma_{1,n}’\otimes\sigma_{2,n}’)=\beta_{\mathrm{r}\mathrm{c}}(\leq \mathit{5}||t_{1}’+t_{2}’,)$ .
Hence, ( $.()\Pi \mathrm{l}\mathrm{b}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{g}$ (40), we obtain
$1 \mathrm{i}111\beta_{\alpha,2\tau\iota,G\mathrm{x}\mathrm{C}_{l}^{\gamma}}^{\mathrm{C}’}(\leq\frac{\delta}{r\iota}||\sigma_{1,n}’\otimes\sigma_{2,n}’)=\beta_{\alpha}(\leq \mathit{5}||t_{1}’+t_{\mathit{2}}^{J}l)$ .
for $C=\emptyset,$ $L(Aarrow B),$ $L(Aarrow Barrow)$ , $S(A, B),$ $G=SU(d)\mathrm{x}$
$U(1),$ $U(d^{2}- 1)$ . Thetefore, the test $T_{t_{\}}}^{n_{\acute{l}\mathrm{k}}2}$ is c-UM $\mathrm{P}$ G-
in varial$1${ test in the asynhptotic slllall deviation setting.
Moreover, if we use the test based oll the Bell nrea-
sureinent $\mathrm{i}\mathrm{I}1$ stead of tlle test $T_{7Ylv}^{\mathit{2},Aarrow \mathcal{B}}$ , the bound $\beta_{\alpha}(\leq$
$\delta||t_{1}’+t_{2}’)\{:\mathrm{a}\mathrm{n}\mathrm{b}‘/\backslash$ attained because a lemma sixnilar to
Lemma 5 holds.
X. THREE DIFFERENT STATES
Finally, we treat the case of three quantum states axe
prepared independently. Simiiarly to section $\mathrm{I}\mathrm{X}\mathrm{A}$ , we
put two hypotheses
$H_{0}$ : $s_{\leq\epsilon}^{3}.= \mathrm{c}\mathrm{l}\mathrm{o}\mathrm{f}\{i=\otimes^{3}\sigma_{l}\mathrm{L}|1-\sum_{i=1}^{d}.\langle\phi_{A_{\mathrm{i}},\mathrm{f}\mathit{3}_{t}}^{0}|\sigma_{i}|\phi_{A_{i},B)}^{0}\rangle\leq\epsilon\}$
versus
$H_{1}$ : $s_{\leq\overline{\epsilon}}^{3\mathrm{r}}=^{\mathrm{r}} \mathrm{d}\mathrm{e}\{i=\otimes^{3}\sigma_{i}1|1-\sum_{i=1}^{3}\langle\phi_{A_{?},B_{\mathrm{i}}}^{0}|\sigma_{t}|\phi_{A_{\mathrm{i}\prime}B_{7}}^{0}\rangle>\epsilon\}$ ,
where the given state is assumed to be
$\sigma_{1}\otimes\sigma_{2}\otimes\sigma_{3}$. $\cdot$ Similarly we define the quantities
$\beta_{lX,3,G\mathrm{x}G\mathrm{x}G(\leq}^{C}$ $\epsilon||\sigma_{1}\otimes\sigma_{2}\otimes\sigma_{3})$ for the condition
$C=\emptyset,$ $S(A, B),$ $L(Aarrowarrow B),$ $L(Aarrow B),$ $L(A_{1}$ , A2, $A_{3}arrow$
$B_{1},$ $B_{2},$ $B_{3}$. ) $,$ $L$ ( $A_{1}$ , A2, $A_{3}$ , $B_{\mathrm{I}},$ $B_{2},$ $B_{3}.$ ), $S(A_{1}$ , A2, $A_{3}.,$ $B_{1},$ $B_{2},$ $B$
under tlle sinrilat $G\mathrm{x}G\mathrm{x}$ G-invariance.
Similarly to subsection $\mathrm{I}\mathrm{X}\mathrm{B}$ , we focus on the case of
$C=L(Aarrow B),$ $L(Aarrowarrow B),$ $S(A, B)$ with one sample.
In tl is case, as is riten tion$\mathrm{l}\mathrm{e},\mathrm{c}\mathrm{l}$ , thle GHZ state $|GHZ\rangle$ $\mathrm{c}\mathrm{l}\mathrm{c}\mathrm{f}=$
$\frac{1}{\sqrt{d}}\sum_{i=0}^{d-1}|\mathrm{i}\rangle_{\Lambda_{1}}|\mathrm{i}\rangle_{\Lambda_{2}}|\mathrm{i}\rangle_{A_{3}}$ plays an important role. $\mathrm{S}\mathrm{i}\mathrm{n}(’(’$
the $SU(d)\mathrm{x}SU(d)\mathrm{x}SU(d)$ -action on $?t_{\Lambda_{1}}\otimes?\{A_{2}$ (& $\mathcal{H}_{\Lambda_{3}}$
is irreducible, the following is a POVM:
$\Lambda I_{cov}^{3}.(dg_{1}, dg_{2}, dg\backslash ?)$
$\mathrm{d}\mathrm{e}\zeta=d^{3}g1$ (& $g_{2}\otimes g_{3}|GHZ\rangle$ $\langle GHZ|(g_{1}\otimes \mathrm{y}2 @g_{3})^{\uparrow}$
$\iota/(dg_{1})\nu(dg_{2})\nu(dg_{3})$ .
The test $\prime l_{inv}^{13,\Lambdaarrow B}\mathrm{c}\mathrm{I}\mathrm{e}\mathrm{f}=?^{1}(l\iota I_{c\cdot ov}^{3})$ has the form
$\prime I_{inv}^{3,Aarrow B}$




$+P_{1}’.\otimes P_{7}..\otimes P_{3}^{\mathrm{f}}+P_{\acute{1}}^{\cdot}$ Sat $P_{2}^{C}.\otimes P_{3}$
$+\overline{(d+1)^{2}.(d-1)}$ ’
(41)
where $P_{i}=|\phi_{A,,B_{i}}^{0}\rangle\langle$$\phi_{A_{\mathrm{i}},B_{\lambda}}^{0}|,$ $P_{i}^{\mathrm{c}}=I-P_{\uparrow}$ . Thu$1\mathrm{S}$ , this test
is $U(d^{2}- 1)$ $\mathrm{x}U(d^{2}- 1)$ $\mathrm{x}U(d^{2}-1)$-invariant. Hence,
vhen we use the test $T_{in\uparrow}^{3,Aarrow l3},,$ $\mathrm{t}1_{1}\mathrm{e}$ second error is
$\beta(T_{\uparrow\eta 7J}^{3,Aarrow l?}, \sigma_{1}\otimes\sigma_{2}\otimes\sigma_{3})$
$=(1-p_{1})(1-p_{2})(1-p_{3})+ \frac{(d+2)p_{1}parrow)f^{y_{3}}}{(d+1)^{\mathit{2}}l(d-1)}$
.
$+ \cdot.\frac{t^{J_{1}}p_{2}(1-\mathit{1}^{J_{3}})+p_{1}(1-p_{arrow J})p_{3}+(1-I^{J_{1})p)}arrow I^{J}3}{(d+1)^{2}(d-1)}‘$.
$\mathrm{h}/\mathrm{I}\mathrm{t})\mathrm{r}(^{\tau},\zeta)(^{1},\mathrm{r}, 1,\mathrm{h}\mathrm{f}^{3}J\mathrm{t})1)\mathrm{t}\mathrm{i}\mathrm{m}\mathrm{a}\mathrm{l}$second erroi can be also $\mathrm{e}’ \mathrm{a}\mathrm{l}\mathrm{t}$ } $11\mathrm{l}\mathrm{a}\mathrm{t}\iota’\sigma 1$
as
$\beta_{0,3,G\mathrm{x}G\mathrm{x}G(0||\sigma_{1}\otimes\sigma_{2}\otimes\sigma_{3})}^{C}’$.
$=(1-p_{1})(1-p_{\mathit{2}}‘)(1-p_{3}$. $\rangle$ $+ \frac{(d+2)_{\mathit{1}^{J_{1}}}p_{2}p_{3}}{(d+1)^{2}(d-1)}$.
$+ \frac{p_{1}p_{2}(1-p\mathrm{s})+p[perp](1-p_{2})\int l_{3}+(1-q_{1}))p2l^{J_{3}}}{((l+1)^{2}(d-1)}$ (42)
for $C=L(Aarrow B),$ $L(Aarrowarrow B-),$ $S(A, B)$ when $p_{\mathrm{z}} \leq\frac{d-1}{d}$ .
Hellce, tlle test $T_{\mathrm{i}n\tau}^{3,Aarrow R}$, is the C-UMP $G$-invariant test.
On the otbex hand, the case of $C=L(A_{1},$ $A_{2},$ $A_{3}arrow$
$B_{1},$ $B_{2},$ $B_{3}),$ $L$ ( $A_{\mathrm{J}}$ , A2, $A_{31},$ $B_{1},$ $B_{2},$ $B_{3}‘$ ), $S(A_{1}$ , A2, $A_{\mathrm{t}}3,$ $B1,$ $B2,$ $B$
Simiiarly to (39), we can show the optimality of the test
$T_{jn\cdot v}^{1,Aarrow B}\otimes T_{i\acute{n}v}^{[perp] Aarrow B}\otimes T_{inlJ}^{1,\Lambdaarrow B}$ . Moreover, we can derive
the same result in the slnall deviation asymptotic $\mathrm{s}\mathrm{c},\mathrm{t}_{1}\mathrm{f}_{l}\mathrm{i}\mathrm{n}\mathrm{g}$
witb $7l$ sanxples,
$\mathrm{X}\mathrm{I}$. DESICN FOR TESTS
In tl is paper, we propose several tests. However, these
require a infinite-valued $1\mathrm{m}^{\tau},\mathrm{a}\mathrm{s}11\mathrm{r}(^{\mathrm{Y}}d\ln\epsilon\grave{l}11\mathrm{f}_{t}$ on Alice’s space,
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which is $\mathrm{d}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{i}(^{\tau},111\mathrm{t}$ to realize. In this section, we seek finite-
$\mathrm{v}\mathrm{a}\mathrm{l}\iota \mathrm{l}\mathrm{e}\mathrm{d}$ POVM Is on Alice’s space realizing tlle desired test
instead of $\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{e}\sim \mathrm{v}\mathrm{a}\mathrm{l}\mathrm{u}\mathrm{e}\mathrm{d}$ nieasurenients.
A. Design for the test $T_{tnv}^{1,\Lambdaarrow B}$
In or der $\mathrm{t}\mathrm{c}$) designl the test $\prime I_{lnv}^{1,\Lambdaarrow B}$ , we focus on
tlle collcept “$\mathrm{s}\mathrm{y}\mathrm{l}\mathrm{l}\iota \mathrm{m}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{i}c$ inform ationallv cornplete POVM
(SIC-POVM)”. A rank-one POVM1 $\{p_{i}|u_{i}\rangle\langle u_{i}|\}$ on $?\{A=$
$\mathbb{C}^{d}$ is $(^{\iota}\mathrm{a}11(_{/}^{1}\mathrm{d}$ a symmetric inforrnationally complete POVM
(SIC-POVM), if it satisfies the follow ing conditions:
$\#\{\mathrm{i}\}=d^{2}$ ,
$p_{i}= \frac{1}{(l}$
$| \langle?\mathit{4}_{\mathit{1}:}|u_{j}\rangle|^{2}=\frac{1}{d+1}$ for $\mathrm{i}\neq j$ (43)
CUZlently, an SIC-POVM analytically is con-
structed whcn the $\mathrm{d}\mathrm{i}_{1}\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{o}\mathrm{n}$ $d$ is $2_{7}3[23, 25]$ ,4[22,
$2^{r_{\lrcorner}},],\ulcorner v[2_{\mathit{0}}^{\tau}],6[24],7[26],$ $\mathrm{S}[23]$ , or 19[26]. AIso, its existence
is numerically verified up to $d=45[22]$ . Any SIC-POVM
$\mathrm{A}I_{si\mathrm{c}}=\{p_{i}|u_{i}\rangle \langle u_{i}|\}_{i}$ satisfies
$T(\mathrm{J}\prime I_{sic})=T_{i’\iota?’\}}^{1,Aarrow B}$ (44)
that is, the $1l\mathrm{t}_{/}^{\mathrm{r}}\mathrm{s}\mathrm{t}\prime l_{in\tau}^{\prime 1_{7}Arightarrow\hslash?}$, can be reaiized by an SIC-
POVM. $\mathrm{M}${ $)\mathrm{r}\iota\backslash \mathrm{t})\mathrm{v}(^{1}\mathrm{r}$ , if aPOVM $I\downarrow I=$ {A $f_{\dot{\mathrm{t}}}\}_{i}($} $\mathrm{n}7t_{\Lambda}$ satas-
fies




holds. This is because the rank of the operator $T_{inv}^{1,Aarrow B}$
(wllicll equal $d^{2}$ ) is less than tlte nrunber of the elerneuts
of POVM $\lambda/I_{i}$ . $\mathrm{H}(\backslash \mathrm{n}(j(^{1}$ , we obtain
$\mathrm{n}1\mathrm{i}\mathrm{u}\{\#\{i\}|’l^{1}(\{M_{i}\}_{i})=’ l_{inv}^{1,\Lambdaarrow B}\urcorner\}=d^{2}$
if there exists an SIC-POVM on $\mathbb{C}^{d}$ .
However, any SIC-POVM is not a randomized combi-
nation of ptojection valued rneasures as well as a Plo-
jection valued measure. Since projection valued uzea-
sures are more realizable tban other POVM , it is more
desired $\mathrm{t}\mathrm{e}$) $\sigma \mathrm{l}\mathrm{e}\mathrm{s}\mathrm{i}\mathrm{g}\mathrm{n}$ Alice’s POVM as a randonuzed combi-
nation of projection valued uteasures. For this purpose,
we focus on mutually unbiased bases. $d+1$ ortllollorlnal
bases $\{B_{1}, \ldots, B_{d+1} \}$ are called mutually unbiased bases
(MUB) if
$| \langle u|v\rangle|^{2}=\frac{1}{d},\forall u\in \mathcal{B}_{i}$ , $\forall v\in B_{j}$ , $\mathrm{i}\neq j$ .
The existen ce of MUB is shown when1 $d$ is a prinre[27] or
a prirne power[28]. $\mathrm{B}‘\lambda 11\mathfrak{k}\mathrm{l}\mathrm{y}\mathrm{o}\mathrm{P}\mathrm{a}\mathrm{d}\mathrm{h}\mathrm{y}\mathrm{a}\mathrm{y}$ et al. gave a mote
explicit form in these cases [29]. Any matu lally unbiased
bases $\{B_{1,\ldots d+1}, B \}$ rnake the POVM $\mathbb{J}f_{\mathcal{B}_{\rfloor}},$ $,t\mathit{3}_{k?}\mathrm{i}.e.$ ,
$I1’I_{B_{1}}$ , . , $\mathcal{B}_{d+1}=\{\frac{1}{d+1}|u_{i,j}\rangle$ $\langle u_{i,j}|\}_{\mathrm{i},j}$
$\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{e}\mathrm{s}\mathrm{t}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{d}\mathrm{e}\mathrm{s}\mathrm{s}.\mathrm{i}\mathrm{r}\mathrm{e}\mathrm{d}\mathrm{t}\mathrm{e}\mathrm{s}\mathrm{t}T_{lr\iota v}^{1,darrow \mathcal{B}}\mathrm{a}\mathrm{s}\mathrm{w}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}\mathcal{B}_{j}=\{u_{1,j\cdot 1}u_{d}\}.\mathrm{T}1_{1}\mathrm{i}\mathrm{s}$
POVM always $1$)$\mathrm{r}\mathrm{o}-$
$T(IVI_{B,)}. ,\mathcal{B}_{d+1})=T_{i\tau\iota\tau)}^{1,Aarrow \mathit{8}}$ . $(4_{\mathrm{J}}^{\ulcorner},)$
This construction of the test $T_{xn\tau}^{1,Aarrow l\mathit{3}}$, is optimal in the
following sense. Let$l\{\mathrm{A}I^{j}\}$ be the set of projection-valued
xneas $\mathrm{c}\mathrm{u}$ es. A randonzized coulbination of $\{\mathbb{J}f^{j}\},$ $\mathrm{i}.e.,$ $\Lambda f=$
$\sum_{j}p_{j}PI_{j}$ satisfies
$2^{\mathrm{t}}(M)=l_{\mathrm{i}nv}^{11,\Lambdaarrow B}’$ . (46)
Then,
$\#\{j\}\geq d+1$ , (47)
which iinplies the optim ality of the POVM consisting of
MUB. Hence,
$l \backslash \mathit{1}_{j}.PV\mathit{1}1\mathit{1}\mathrm{n}1\mathrm{i}11\{\#\{j\}|’\int^{1}(\sum p_{j}\mathrm{A}I_{J})=l_{inv}^{1,\Lambdaarrow B}’\urcorner\}=d+1$
if $d$ is a prime or a prime $\mathrm{p}()\mathrm{w}(^{1},\mathrm{I}^{\cdot}$ .
B. Design for $\prime l_{i’ 1U}^{1_{d}^{)},\Lambdarightarrow B}$
Next, we proceed to tlc construction of tbe test
$\mathit{2}_{\mathrm{i}nv}^{1-,Aarrow B}’$ . Let $f$ be an irreducible action of group $G$ acts
to $?\{A_{1}=\mathbb{C}^{d}$ . By tegatding $\mathcal{H}_{A_{2}}$ as the dual space of
$7\{A_{1}$ , tl le inatrix $f(g)$ canl be regarded as an elellle1lt of
$\mathcal{H}_{\Lambda_{1}}\otimes \mathcal{H}_{A_{2}}$ . Since the $\mathrm{i}\mathrm{l}\mathrm{l}\mathrm{e}c1\iota \mathrm{l}\mathrm{e}’ \mathrm{i}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}l\mathrm{y}$ of the action $f$ guar-
antees $\mathrm{t}_{\wedge}^{1}1\mathrm{a}\mathrm{t}$
$\frac{(t}{|G|}\sum_{q\in \mathrm{C}\tau}\{k|f(.q)|l\rangle\langle l’|f(q)|k’\rangle$
$= \{k.|(\frac{d}{|G|}\sum_{g\in G}f(.(j)|l\rangle\langle t’|f(.q))|k’\rangle$
$=\langle h,\cdot|\langle l|f’\rangle I|k’\rangle=\delta_{k,k\wedge^{J}}\delta_{l,l’}$ ,
we obtain
$\frac{d}{|G|}\sum_{g\in\Gamma_{\mathrm{J}}}|\{\sum_{k,l}a_{h,l}E_{k,l}|f(.q)\}|^{2}$






Hence, $\mathrm{A}I_{f}=\{\frac{d^{2}}{|\mathrm{G}|},|\frac{1}{\sqrt{(;}}f(.q)\rangle\langle\frac{[perp]}{\sqrt{d}}f(g)$$|\}_{g\in G}$ is a POVM.
Furthermore, we assumne that thle action $f\otimes\overline{f.}$ of $G$
to $\mathcal{H}_{\Lambda_{1}}\otimes \mathcal{H}_{\Lambda_{2}}$ has only two irxeducible cornponents, $\mathrm{i}.e.$ ,
the irreducible subspaces of $\mathcal{H}_{A_{1}}\otimes?t_{\Lambda_{2}}$ are only the $()\mathrm{n}\{^{\backslash }-$
dilllensiollal space $<\phi_{\Lambda_{1},A_{2}}^{0}>$ and its ortllogollal space
$<\phi_{A_{1\}}A_{\mathit{1}}}^{(\}}>^{1}$ . In this case, The test $\prime l^{7}(I/I_{f})$ satisfies
$T(\Lambda/f_{f})=T_{in\tau J}^{\Delta_{\}}Aarrow B}l$ . (48)
In particular, the action of Clifford group $()11\mathbb{C}^{\prime l}$ satisfies
tlis condition when $d$ is primne[2t)]
$\rangle$ . Hence, we can con-
struct a finite-valued POVM producing the test $\prime l_{inv}^{2,\Lambdaarrow B}\urcorner$ .
XII. CONCLUSION
In this $\mathrm{p}\mathrm{a}\mathrm{p}(^{1},1^{*}$, we treated the hypotheses testing prob-
lent when the llu ll lrypotl esis consists only of tlxe required
entartgled state or is its neighboor hood. In order to treat
the structrrre of entanglement, we consider three settings
concein iug $\mathrm{t}1_{1}\mathrm{e}$ tange of accessible rneasuientents as fol-
lows: Ml: All nxeasurernent is allowed. M2: A measure-
ment is fotbidden if it iequires the quantum correlation
between two distinct $\mathrm{p}‘ \mathrm{r}\backslash \mathrm{r}\mathrm{f}_{1}\mathrm{i}\mathrm{t}^{1},\mathrm{s}$. M3: A $111\mathrm{e}\mathrm{a}_{\iota}\mathrm{s}\mathrm{u}\iota\{^{\mathrm{Y}},111\mathrm{C}11\mathrm{t}$ is for-
bidden if it requires thle quantuut coi reiation between two
distinct parties, or that aanong locat sarnples. As a $\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{u}1\mathrm{f}_{\mathfrak{l}}$,
we foimd that there is ( $1\mathrm{i}\mathrm{f}\mathrm{f}(^{\mathrm{Y}}1\mathrm{C}^{\backslash },11\mathrm{c}\mathrm{e}$ between the accuracies
ofMl and M2 in the first order asymptotics. $r1’\mathrm{h}(^{1}$, proto-
col achieving tlle asymtotic bound bas been ptoposed in
the setting M2. In this setting, it is tequired to prepare
two identical sampies at the salnt time. However, it is
$\mathrm{r}1\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{i}(^{\iota}\iota 11\mathrm{t}$ to keep thcir coidentity. $\mathrm{I}\mathrm{n}1$ (’lelet to avoid this
difficuiity, $\backslash \mathrm{v}\mathrm{e}$ proved that even if tbey do not colli1lci\iota le,
this ptoposed piotocol works effectively. In particular,
this $1$) $\mathrm{r}()|,()(_{/}.1$ can be realized in the two-dim ensional sys-
tern if the four-valued Bell rneasurcment can $1$) $\zeta_{J}^{1}\mathrm{r}\mathrm{e}\mathrm{a}1\mathrm{i}\mathrm{z}\mathrm{t}^{3},\mathrm{r}1$ .
Moreover, concerning thle finite sarnples case, we derived
optilnal testin${ }$ in several examples.
In this paper, tle optimal test is constaucted based
$()11$ continuous valued POVM However, any reaiizable
POVM is finite valued.
Th$(^{1}u$ obtained protocol is essentially equivalent, willh the
following procedure based on the quantum teleportation.
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