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In this paper we study central polynomials for the matrix algebra M2nK ∗
with symplectic involution ∗. Their form is inspired by an apporach of Formanek
and Bergman for investigating matrix identities by means of commutative algebra.
We continue the investigations started earlier (1999, Bull. Austral. Math. Soc. 60,
467–477; 2000, Comm. Algebra 28, 4879–4887) by trying to give a complete form of
the survey for n = 2 3.  2002 Elsevier Science (USA)
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I. INTRODUCTION
The present paper is a continuation of [4, 5]. We investigate new classes
of cental polynomials for the matrix algebra M4K ∗ in variables skew-
symmetric with respect to the symplectic involution ∗, ﬁnd a central poly-
nomial for M6K ∗ of minimal degree, and describe a class of central
polynomials in skew-symmetric variables for M6K ∗.
The notion of ∗-polynomial identities and central polynomials for an
associative algebra R = R ∗ with involution ∗ over a ﬁeld K of char-
acteristic 0 is based on the ordinary case [7].
Let KX ∪X∗ be the free associative algebra with involution. An ele-
ment f x1 	 	 	  xm from KX ∪X∗ is a ∗-polynomial identity for R ∗
if f r1 	 	 	  rm = 0 for all r1 	 	 	  rm ∈ R. Since R ∗ = R+ ⊕ R−, where
R± = r ∈ R  r∗ = ±r, we replace KX ∪X∗ with KY ∪ Z, where Y
and Z are, respectively, sets of symmetric and skew-symmetric variables.
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A polynomial cz1 	 	 	  zk ∈ KZ is central in skew-symmetric variables
for R ∗ if it is non-zero in R− and cr1 	 	 	  rk rk+1 = 0 for any
r1 	 	 	  rk+1 ∈ R−.
We investigate central polynomials forM2nK ∗ in skew-symmetric vari-
ables of the following type considered in the ordinary case by Formanek [3]
and Bergman [1], in the case of weak polynomial identities for Lie alge-
bras by the author and Drensky in [2], in the case of ∗-identities in matrix
algebras by the author and Drensky in [6], and in some partial cases by the
author in [4, 5].
To a polynomial in commuting variables,
gt1 	 	 	  tn+1 =
∑
p1			pn+1k
αpt
p1
1 · · · t
pn+1
n+1 ∈ Kt1 	 	 	  tn+1(1)
we relate a polynomial vg from the free associative algebra Kx
y1 	 	 	  yn,
vg = vgx y1 	 	 	  yn =
∑
αpx
p1y1x
p2y2 · · ·xpnynxpn+1	(2)
Any polynomial f x y1 	 	 	  yn homogeneous and multilinear in y1 	 	 	 
yn is written as
f x y1 	 	 	  yn =
∑
vgix yi1 	 	 	  yin gi ∈ Kt1 	 	 	  tn+1	(3)
We are interested in central polynomials in skew-symmetric variables
of type (3) for the matrix algebra M2nK ∗ with symplectic involution ∗
deﬁned by
(
A B
C D
)∗
=
(
Dt −Bt
−Ct At
)

where ABCD are n× n matrices and t is the usual transpose.
Conditions on the existence of such central polynomials are given in [5].
Proposition 1 [5, Proposition 1]. Let the polynomial f x y1 	 	 	  yn of
type (3) be a central polynomial in skew-symmetric variables for M2nK ∗.
Then
∏
1≤p<q≤n+1
pq=1 n+1
t2p − t2q
divides the polynomials gi from (1) for all i = i1 	 	 	  in.
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II. THE CASE OF M4K ∗
According to Proposition 1 the least possible degree of a central poly-
nomial of the type considered is n2 + 2n − 2. This estimate is exact for
n = 2.
Proposition 2 [5, Proposition 2]. Let g0t1 t2 t3 = t21 − t22 t22 − t23 .
The polynomial f = f1+ f2, where f1 = vg0x y1 y2 and f2 = vg0x y2
y1, is a central polynomial in skew-symmetric variables for M4K ∗.
We continue investigating central polynomials of higher degrees. The
notation g0 will be kept in this section.
First we formulate a theorem needed afterward.
Theorem 1 [4, Theorem 1]. Let a polynomial f x y1 	 	 	  yn of type (3)
be a ∗-identity in skew-symmetric variables for M2nK ∗. Then∏
1≤p<q≤n+1
p q=1 n+1
t2p − t2qt1 − tn+1
divides the polynomials gi from (1) for all i = i1 	 	 	  in.
Theorem 2. The polynomial F = ∑σ ∈ Sym2−1σvgx yσ1 yσ2,
where g = t1 − 2t2 + t3g0 is central in skew-symmetric variables for M4×
K ∗ of degree 7.
Proof. Let f = f1 + f2 be the polynomial from Proposition 2. We
consider
T1 = f1y1 = y1 x + f2y1 = y1 x
= f1y1 = y1x − xf1 + f2x− f2y2 = y2x
T2 = f1y2 = y2 x + f2y2 = y2 x
= f1x− f1y1 = y1x + f2y2 = y2x − xf2	
The substitutions are correct as a and b are skew-symmetric; thus the
matrix a b is skew-symmetric, too.
The sum T1 + T2 = f1 + f2x − xf1 + f2 = f1 + f2 x is identically
zero as f is central.
We form
T2 − T1 = xf1 − 2f1y1 = y1x + f1x− xf2 − 2f2y2 = y2x + f2x	
This means that T2 − T1 = F . According to Theorem 1 the polynomial F
is not a ∗-identity in skew-symmetric variables.
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Theorem 3. (i) The polynomial
∑
σ ∈ Sym2 vgx yσ1 yσ2, where
g = t2t1 + t3g0, is central in skew-symmetric variables for M4K ∗ of
degree 8.
(ii) The polynomial
∑
σ∈Sym2−1σvgxyσ1yσ2, where g= t2×
t1−t3g0, is central or is a ∗-identity in skew-symmetric variables forM4K ∗
of degree 8.
Proof. Let f = f1 + f2 be the polynomial from Proposition 2. We form
A1 = f1y1 = xy1x + f2y1 = xy1x
= xf1y1 = y1x + f2y2 = y2xx
A2 = f1y2 = xy2x + f2y2 = xy2x
= f1y1 = y1xx+ xf2y2 = y2x	
These substitutions are correct as a and b are skew-symmetric; thus the
matrix aba is skew-symmetric, too.
Thus
A1 +A2 = xf1y1 = y1x + f1y1 = y1xx
+xf2y2 = y2x + f2y2 = y2xx
A1 −A2 = xf1y1 = y1x − f1y1 = y1xx
−xf2y2 = y2x − f2y2 = y2xx	
The sum A1 +A2 gives the ﬁrst polynomial stated in the theorem, and
according to Theorem 1 it is not a ∗-identity in skew-symmetric variables.
The polynomial A1 −A2 is the second polynomial stated in the theorem.
Based on these two theorems we look for central polynomials of higher
degrees.
Theorem 4. The two classes of polynomials
∑
σ ∈ Sym2 vgx yσ1,
yσ2, where g = t1− 2t2 + t32kg0 and
∑
σ ∈ Sym2−1σvgx yσ1 yσ2,
where g = t1 − 2t2 + t32k−1g0, are central in skew-symmetric variables for
M4K ∗ of degree 2k+ 6 and 2k+ 5, respectively.
Proof. Let F = f1 − f2 be the polynomial from Theorem 2. We form
S1 = f1y1 = y1 x − f2y1 = y1 x
= f1y1 = y1x − xf1 − f2x+ f2y2 = y2x
S2 = f1y2 = y2 x − f2y2 = y2 x
= f1x− f1y1 = y1x − f2y2 = y2x + xf2	
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Thus
S2 − S1 = xf1 − 2f1y1 = y1x + f1x+ xf2 − 2f2y2 = y2x + f2x
and this polynomial is equal to
∑
σ∈Sym2vt1−2t2+t32g0xyσ1yσ2.
The implication
∑
σ ∈ Sym2
vt1 − 2t2 + t32g0
→ ∑
σ ∈ Sym2
−1σvt1 − 2t2 + t33g0x yσ1 yσ2
follows the proof of Theorem 2.
Theorem 5. (i) The polynomials
∑
σ ∈ Sym2 vgx yσ1 yσ2, where
g = tk2 t1 + t3kg0, are central in skew-symmetric variables for M4K ∗ of
degree 2k+ 6.
(ii) The two classes of polynomials
∑
σ ∈ Sym2 vgx yσ1 yσ2,
where g = t2k2 t1 − t32kg0 and
∑
σ ∈ Sym2−1σvgx yσ1 yσ2, where
g = t2k−12 t1 − t32k−1g0, are central or are ∗-identities in skew-symmetric
variables for M4K ∗ of degree 4k+ 6 and 4k+ 4, respectively.
Proof. (i) It follows by induction from the proof of Theorem 3(i).
(ii) Let f = f1 − f2 be the polynomial from Theorem 3(ii). We form
B1 = f1y1 = xy1x − f2y1 = xy1x
= xf1y1 = y1x − f2y2 = y2xx
B2 = f1y2 = xy2x − f2y2 = xy2x
= f1y1 = y1xx− xf2y2 = y2x	
The polynomial B1 − B2 = xf1y1 = y1x − f1y1 = y1xx + xf2y2 =
y2x − f2y2 = y2xx =
∑
σ ∈ Sym2 vt22 t1 − t32g0 is the base for induction.
The implication
∑
σ ∈ Sym2
vg0x yσ1 yσ2
→ ∑
σ ∈ Sym2
−1σvt2t1 − t3g0x yσ1 yσ2
follows the proof of Theorem 3(ii).
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III. THE CASE OF M6K ∗
Proposition 1 shows that the minimal possible degree of a central poly-
nomial for M6K ∗ is 13. This is not the case, however. A description of
such polynomials is given by the following theorem:
Theorem 6. Let the polynomial f be central in skew-symmetric variables
for M6K ∗ of degree 13. Then it has the form
f = ∑
σ ∈ Sym3
vg0x yσ1 yσ2 yσ3 or
f = ∑
σ ∈ Sym3
−1σvg0x yσ1 yσ2 yσ3
where
g0t1 t2 t3 t4 =
∏
1≤p<q≤4
p q=1 4
t2p − t2q	
Proof. Because of the homogeneity of f and Proposition 1 f could be
written as f = ∑σ ∈ Sym3 ασvg0x yσ1 yσ2 yσ3 ασ ∈ K. We write
the identity f x = 0 as
α1f1 + α2f2 + α3f3 + α4f4 + α5f5 + α6f6 = 0
where fi = vg1x yi1 yi2 yi3 g1 = t1 − t4g0, and i = i1 i2 i3 =1 2 3 3 2 1 1 3 2 2 3 1 2 1 3, and 3 1 2, respectively.
The substitution y1 ↔ y2 leads to
α5f1 + α6f2 + α4f3 + α3f4 + α1f5 + α2f6 = 0	
The substitution y2 ↔ y3 gives
α3f1 + α4f2 + α1f3 + α2f4 + α6f5 + α5f6 = 0	
Substituting y1 ↔ y2, we get
α2f1 + α1f2 + α6f3 + α5f4 + α4f5 + α3f6 = 0	
These four identities lead to the system
α1
α5
= α2
α6
= α3
α4
= α4
α3
= α5
α1
= α6
α2
α1
α3
= α2
α4
= α3
α1
= α4
α2
= α5
α6
= α6
α5
α1
α2
= α2
α1
= α3
α6
= α4
α5
= α5
α4
= α6
α3
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This system has two groups of solutions,
α1 = α2 = α3 = α4 = α5 = α6
α1 = −α2 = −α3 = α4 = −α5 = α6	
This ends the proof of the theorem.
Before stating the next result concerning the minimal degree of the poly-
nomials under consideration, we formulate two theorems needed afterward:
Theorem 7 [4, Theorem 2]. Let
g0 =
∏
1≤p<q≤4
p q=14
t2p − t2qt1 − t4
and
Bx y1 y2 y3 =
∑
σ ∈ Sym3
vg0x yσ1 yσ2 yσ3	
The polynomial Bx y1 y2 y3 is a ∗-identity in skew-symmetric variables for
M6K ∗.
The notation g0 in Theorem 7 will be kept in this section.
Theorem 8 [4, Theorem 3]. The polynomial
B1x y1 y2 y3 = vg0x y1 y2 y3 + vg0x y3 y2 y1
is a ∗-identity in skew-symmetric variables for M6K ∗.
Now we are able to prove the following theorem:
Theorem 9. The degree of a central polynomial in skew-symmetric vari-
ables for M6K ∗ is greater than 14.
Proof. (i) Let deg f =13 and f =∑σ∈Sym3vg0xyσ1yσ2, yσ3,
where g0 is the polynomial from Theorem 6. In this case f y1 = 0 for
x¯ = 3e22 − e55 − 5e33 − e66 − e11 − e44 y¯1 = e12 − e54 − e23 − e65−
e16 + e34 + e42 + e51 + e43 + e61, y¯2 = e12 − e54 + e23 − e65 − e16 + e34 +
e42 + e51 − e43 + e61, y¯3 = e12 − e54 − e23 − e65 − 4e16 + e34 − 2e42 +
e51 + e43 + e61.
(ii) Let degf =13 and f =∑σ∈Sym3−1σvg0xyσ1yσ2, yσ3,
where g0 is the polynomial from Theorem 6. In this case f y1 = 0 for x¯ =
e11 − e44 + e22 − e55 − 5e33 − e66 + 3e21 − e45 + e32 − e56, y¯1 = e23 − e65,
y¯2 = e16 + e34 + e63, y¯3 = e12 − e54.
From the proof of Theorem 6 it could easily be seen that the central
polynomials of higher degrees are of the same types as those in Theorem 6.
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(iii) Let deg f = 14 and f = ∑σ∈Sym3 vg1x yσ1 yσ2 yσ3 for
the polynomial g1 = at1 + bt2 + ct3 + dt4g0, where g0 is the polynomial
from Theorem 6. In this case the identity f y1 = 0 for the substitution
from (ii) gives b + c = 0. If in f y1 we make the substitution from (i)
we come to the equations −3a+ b+ 13c − 3d = 0 and −11a+ 11b− c −
11d = 0. This means that b = c = 0 and a+ d = 0. According to Theorem 7
the polynomial f is identically zero.
(iv) Let deg f = 14 and f =∑σ∈Sym3−1σvg1x yσ1 yσ2, yσ3
for the polynomial g1 from (iii). In this case the identity f y1 = 0 for the
substitution from (ii) gives b = c and a = d. If in f y1 we make the
substitution from (i) we come to the equations 6a− 13b− c + 12d = 0 and
−6a− b+ 5c − 6d = 0. The four equations obtained in this case show that
a = b = c = d = 0.
We are looking forward.
Theorem 10. For M6K ∗ there are no central polynomials f =∑
σ∈Sym3 vgx yσ1 yσ2 yσ3, in skew-symmetric variables of degree 15.
Proof. We consider the polynomial f = ∑σ∈Sym3 vgx yσ1 yσ2,
yσ3, where g = at21 + bt22 + ct23 + dt24 + et1t2 + ft1t3 + kt1t4 + lt2t3 +
mt2t4 + nt3t4g0 and g0 is the polynomial from Theorem 6. Evaluating
f y1 for the substitution (ii) from Theorem 9, we get e+ f = m+ n and
b = c. Then we consider f y1 for the substitution (i) from Theorem 9.
Equating to zero the coefﬁcients of e23 and of e65, we get e− f = n−m,
i.e., e = n, f = m. Then in f y1 for the substitution from (i) from Theo-
rem 9 we equate to zero the coefﬁcient of e15. After that we consider the
coefﬁcient of e43 in f y = 0 for the substitution from (i) in Theorem 9
and y¯ = e12 − e54 − 2e23 − e65 + e16 + e34 − e42 + e51 + 3e43 + e61 (1).
Thus we get the system
−49a+ 14b− 49d + 38e+ 38f − 49k− 21l = 0
−49a− 14b− 49d − 38e− 38f − 49k+ 21l = 0
which gives k = −a+ d.
Having the above relations for the coefﬁcients, we calculate f y1 for the
substitution in (i) from Theorem 9 and consider the coefﬁcient of e16. Then
we evaluate f y for the above substitution (1) and consider the coefﬁcient
of e43. Thus we come to the system
14b+ 38e+ 38f − 21l = 0
14b+ 38e+ 38f − 75l = 0
meaning l = 0. The substitution from (i) in f y1 and the coefﬁcient of e65
give −14b+ 18e+ 18f = 0. Thus e+ f = 0 b = 0, and c = 0.
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The obtained relations for the coefﬁcients show that
at21 + bt22 + ct23 + dt24 + et1t2 + ft1t3 + kt1t4 + lt2t3 +mt2t4 + nt3t4
= at21 + dt24 + et1t2 − et1t3 − at1t4 − dt1t4 − et2t4 + et3t4	
This means that
g = ∏
1≤p<q≤4
p q=1 4
t2p − t2qat1 − dt4 + et2 − et3t1 − t4	
According to Theorem 7 the polynomial Bx y1 y2 y3 is a ∗-identity.
As the associative polynomial of type (3) related to at1 − dt4g0 is a con-
sequence of Bx y1 y2 y3 we have to consider only
g1 =
∏
1≤p<q≤4
p q=1 4
t2p − t2qt2 − t3t1 − t4 = t2 − t3g0	
Let f = ∑i fi be the polynomial corresponding to g0. The notations fi
are analogous to those at the beginning of the proof of Theorem 6. By F
we denote the polynomial related to g1. Thus
F = f1y1 = y1x + f2y3 = y3x + f3y1 = y1x
+f4y2 = y2x + f5y2 = y2x + f6y3 = y3x
−f1y2 = y2x − f2y2 = y2x − f3y3 = y3x
−f4y3 = y3x − f5y1 = y1x − f6y1 = y1x	
We consider the three identities f1 + f2 = 0 f3 + f4 = 0, and f5 + f6 = 0
following from Theorem 7.
In the ﬁrst one we make the substitution y2 = x y2 and get
A = −f1y2 = y2x + f1y1 = y1x − f2y2 = y2x + f2y3 = y3x = 0	
In the second identity the substitution y3 = x y3 gives
B = −f3y3 = y3x + f3y1 = y1x − f4y3 = y3x + f4y2 = y2x = 0	
At last in the third one we substitute y1 = x y1. Thus we obtain
C = −f5y1 = y1x + f5y2 = y2x − f6y1 = y1x + f6y3 = y3x = 0	
The above substitutions are correct as a b is skew-symmetric for a and
b being skew-symmetric too.
As F = A+ B + C the theorem is proved.
Now we ﬁnd the minimal degree of the central polynomials under con-
sideration.
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Theorem 11. The polynomial f = ∑σ ∈ Sym3−1σvgx yσ1 yσ2,
yσ3 for
g = ∏
1≤p<q≤4
p q=1 4
t2p − t2qt22 − t23 
is a central polynomial in skew-symmetric variables for M6K ∗ of degree 15.
Proof. We consider the polynomial
f = ∑
σ ∈ Sym3
−1σvg1x yσ1 yσ2 yσ3 where
g1 = at21 + bt22 + ct23 + dt24 + et1t2 + ft1t3 + kt1t4 + lt2t3 +mt2t4 + nt3t4g0
and g0 is the polynomial from Theorem 6. In f x and f y1 we make the
substitution (ii) from Theorem 9. Considering the coefﬁcient of e25 in f x
and of e26 in f y1 we get
−e+ f +m− n = 0 l = 0	
Taking into account these relations, the coefﬁcients of e43 and e63 in
f y1 lead to −a− 13b− 13c − d + k = 0. The last equation and the coef-
ﬁcient of e14 in f x for the substitution (i) from Theorem 9 give
b = −c a+ d = k	
For the same substitution in f y1 after some simpliﬁcations we get
m = n e+ n = 0 a+ d = 0	
The substitution (1) for f y from Theorem 10 gives n = l = 0, and,
ﬁnally,
c = −b d = −a e = f = k = l = m = n = 0	
According to Theorem 7 we have to consider only
g = ∏
1≤p<q≤4
p q=1 4
t2p − t2qt22 − t23 	
Now we prove that the polynomial
c0 = vgx yi1 yi2 yi3 − vgx yi3 yi2 yi1
is central in skew-symmetric variables for every permutation i1 i2 i3 of
1 2 3.
According to [6, Proposition 4] we may assume that the matrix x¯ is diag-
onal, i.e., x¯ = ∑3p=1 ρpepp − e3+p 3+p, where ρ1 ρ2 ρ3 are commuting
variables. Since c0 is multilinear in yi1 yi2 yi3 we may assume also that the
yi’s are skew-symmetric matrix units. The properties of the polynomial g
and those concerning the well-known staircase [7, Example 1.4.2] show that
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we have to consider the following cases:
1. y1 = eij − e3+j 3+i i = j y2 = ejj − e3+j 3+j y3 ∈ ek 3+j +
ej 3+k ejk − e3+k 3+j j = k ej 3+j.
2. y1 = eij − e3+j 3+i i = j y2 = ek 3+j + ej 3+k j = k y3 ∈ e3+k l +
e3+l k elk − e3+k 3+l ekk − e3+k 3+k l = k e3+k k.
3. y1 = eij − e3+j 3+i i = j y2 = ejk − e3+k 3+j j = k y3 ∈ ek 3+l +
el 3+k ekl − e3+l 3+k ekk − e3+k 3+k l = k ek 3+k.
4. y1 = eij − e3+j 3+i i = j y2 = ej 3+k+ ek 3+j j = k y3 ∈ e3+k l +
e3+l k elk − e3+k 3+l l = k ekk − e3+k 3+k e3+k k.
5. y1 = eij − e3+j 3+i i = j y2 = ej 3+j y3 ∈ e3+j k + e3+k j ekj −
e3+j 3+k j = k ejj − e3+j 3+j e3+j j.
6. y1 = eij − e3+j 3+i y2 = e3+i j + e3+j i i = j y3 ∈ ej 3+k +
ek 3+j ejk − e3+k 3+j j = k ejj − e3+j 3+j ej 3+j.
7. y1 = eij − e3+j 3+i i = j y2 = ei+3 i y3 ∈ ek 3+i + ei 3+k eik −
e3+k 3+i i = k eii − e3+i 3+i ei 3+i.
The considerations are typical in all cases, and we shall illustrate them
for two substitutions in Case 2:
I. Let y¯1 = eij − e3+j 3+i i = j, y¯2 = ek 3+j + ej 3+k j = k, y¯3 =
e3+k l + e3+l k l = k. Thus
c0x¯ y¯1 y¯2 y¯3 = vgx¯ eij ej 3+k e3+k l
+ vgx¯ e3+l k ek 3+j e3+j 3+i	
(a) Let l = i. Then
c0x¯ y¯1 y¯2 y¯3 = gρi ρj ρk ρieii + gρi ρk ρj ρie3+i 3+i
= ∏
1≤p<q≤3
ρ2p − ρ2q2eii + e3+i 3+i	
Summing on the cycling permutations of 1 2 3, we get
f x¯ y¯1 y¯2 y¯3 =
∏
1≤p<q≤3
ρ2p − ρ2q2
3∑
i=1
eii + e3+i 3+i
= ∏
1≤p<q≤3
ρ2p − ρ2q2e	
(b) Let l = j. Then
c0x¯ y¯1 y¯2 y¯3 = gρi ρj ρk ρjeij + gρj ρk ρj ρie3+j 3+i	
It follows from the properties of the polynomial g that c0 is identically
zero and so is f .
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II. Let y¯1 = eij − e3+j 3+i i = j, y¯2 = ek 3+j + ej 3+k j = k, y¯3 =
elk − e3+k 3+l l = k. Thus
c0x¯ y¯1 y¯2 y¯3 = −vgx¯ eij ej 3+k e3+k 3+l
+ vgx¯ elk ek 3+j e3+j 3+i	
For l = i we get
c0x¯ y¯1 y¯2 y¯3 = − gρi ρj ρk ρiei 3+i
+ gρi ρk ρj ρiei 3+i = 0	
For l = j we have
c0x¯ y¯1 y¯2 y¯3 = −gρi ρj ρk ρjei 3+j + gρj ρk ρj ρiej 3+i	
The properties of the polynomial g show that the coefﬁcients of the
matrix units in the last equality are identically zero.
This ends the proof of Theorem 11.
Remark. Proposition 1 shows that the central polynomial in skew-
symmetric variables of Theorem 11 is “inspired” by the ordinary central
polynomial of Formanek. According to [7, A.12] if
g00t1 	 	 	  tk =
k−1∏
2
t1 − titk − ti
∏
2≤i<j≤k−1
ti − tj2
then the polynomial
f x y1 	 	 	  yk−1 =
∑
τ
vg00x yτ1 	 	 	  yτk−1
is central for Mk−1 (here the summation is on the substitutions τ ∈
Symk− 1, obtained from the identical one by cycling). The polynomial g
in Theorem 11 is obtained from g00 for k = 4 by multiplication with the
sums of the terms in the factors of g00.
Theorem 12. The polynomials f = ∑σ∈Sym3−1σvgx yσ1 yσ2,
yσ3 for
g = ∏
1≤p<q≤4
p q=1 4
(
t2p − t2q
)(
t22 − t23
)t1t2 + t2t3+t3t4k
are central polynomials in skew-symmetric variables for M6K ∗ of degree
15+ 2k.
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Proof. First we prove the theorem for k = 1. Let
f = f123 − f213 − f132 + f312 − f321 + f231
= f1 − f2 − f3 + f4 − f5 + f6
be the central polynomial from the previous theorem.
We consider
A = f y1 = xy1x + f y2 = xy2x + f y3 = xy3x
= xf1y1 = y1x − f2y1 = xy1x − xf3y1 = y1x
+ f4y1 = xy1x − f5y1 = xy1x+ f6y1 = xy1x
+ f1y2 = xy2x − xf2y2 = y2x − f3y2 = xy2x
+ f4y2 = xy2x− f5y2 = xy2x + xf6y2 = y2x
+ f1y3 = xy3x− f2y3 = xy3x− f3y3 = xy3x
+xf4y3 = y3x − xf5y3 = y3x + f6y3 = xy3x	
These substitutions are correct, as aba is skew-symmetric for skew-
symmetric a and b.
It is easily seen that the associative polynomial corresponding to t2g is
F1 = f1y1 = y1x − f2y2 = y2x − f3y1 = y1x
+ f4y3 = y3x − f5y3 = y3x + f6y2 = y2x	
The associative polynomial related to t3g is
F2 = f1y2 = y2x − f2y1 = y1x − f3y3 = y3x
+ f4y1 = y1x − f5y2 = y2x + f6y3 = y3x	
The polynomial F3 corresponds to t2t3g:
F3 = f1y2 = xy2x − f2y1 = y1xy1 − f3y3 = xy3x
+ f4y1 = xy1x − f5y2 = xy2x + f6y3 = xy3x	
Thus
A = xf1y1 = y1x − f2y1 = xy1 − f3y1 = y1x
+ f4y3 = y3x − f5y3 = y3x + f6y2 = y2x
+ f1y3 = xy3 − f2y3 = xy3 − f3y2 = xy2
+ f4y2 = xy2 − f5y1 = xy1 + f6y1 = xy1x
+ f1y2 = xy2x − f2y1 = xy1x − f3y3 = xy3x
+ f4y1 = xy1x − f5y2 = xy2x + f6y3 = xy3x
= xF1 + F2x+ F3	
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As A y = 0 it means that xF1 + F2x + F3 is central, and this proves
the case k = 1, i.e., P1 is valid.
The implication Pn → Pn+ 1 follows the same pattern.
All calculations were made using the system for computer algebra
Mathematica.
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