In deep-submicron era, wire delay is becoming a bottleneck while pursuing even higher system clock speed. Several distributed register (DR) architectures have been proposed to cope with this problem by keeping most wires local. In this article, we propose a new resourceconstrained communication synthesis algorithm for optimizing both interisland connections (IICs) and latency targeting on distributed registerfile microarchitecture (DRFM). The experimental results show that up to 24.7% and 12.7% reduction on IIC and latency can be achieved respectively as compared to the previous work.
Introduction
As advancing into the deep-submicron (DSM) era, interconnect is becoming one of the most crucial issues for electronic circuit and system designs. The system performance, power, and area are all deeply affected by interconnects, especially for global ones [1] . It is reported that interconnects are responsible for over 50% of the overall dynamic power for a microprocessor in 130 nm technology [2] . Previous studies have also shown that interconnect is overwhelmingly dominating the total area and power in FPGA applications [3] .
There are several approaches proposed to deal with the critical issue arisen from long interconnects. Globallyasynchronous locally-synchronous (GALS) designs adopt handshaking protocols for communication over long interconnects [4] . In a synchronous latency-insensitive system (LIS), special pipelining elements, named relay stations, are inserted to break a long interconnect into shorter wire segments for sustaining high operating clock frequency [5] . Furthermore, several types of distributed register (DR) architectures, in which the whole system is divided into several logic clusters, are also broadly studied [6] - [13] . In general, all DR-based architectures try to keep most of interconnects local within a cluster and thus minimize the number of required inter-cluster interconnects for better area and performance result.
The distributed register-file microarchitecture (DRFM) is one of the DR-based architectures and is recently proposed in [6] , [7] , which takes full advantage of those platforms with a rich set of distributed embedded memory blocks. The overall DRFM architecture and the island architecture are shown in Fig. 1 . A DRFM instance is composed of multiple islands. Each island contains input routing logic, local register file, and functional units (FUs). The local register file is used to store computation results produced by internal FUs. It is also responsible for feeding data operands to internal FUs and external FUs located in other islands. While utilizing DRFM, one should be aware that how to map operations of a target system into islands can have a significant impact on the final outcome in terms of area and performance [6] , [7] . Hence, developing an intelligent synthesis algorithm targeting DRFM is important and needs extensive studies further. Given a scheduled data-flow graph (DFG) of a target system and number of available islands, synthesis for DRFM is considered as a resource-constrained resource binding problem in [6] , [7] . The notion of inter-island connection (IIC) is presented to better estimate the actual cost of global interconnects. It also demonstrates that the number of IICs after synthesis is highly correlated with the final area size and system performance. Hence the number of IICs can be regarded as an evaluating metric for quality of result (QoR) at early design phases.
In addition, an iterative two-step synthesis approach for IIC minimization is also proposed in [6] , [7] . Though the corresponding results show 50% area reduction along with 7.8% performance improvement, a better approach can still be anticipated because the given input DFG is already scheduled in the first place and is not allowed being altered throughout the entire synthesis process, which unavoidably prevents certain optimization opportunities. Meanwhile, [8] also tries to minimize the number of IICs by a two-stage scheme. Given a timing constraint, it first partitions operation nodes into islands based on their connectivity then perCopyright c 2011 The Institute of Electronics, Information and Communication Engineers forms scheduling. Then it employs data-forwarding through idle islands (i.e., bubbles) to resolve data access conflicts among data transfers, if any. That is, data transfers intentionally detour via idle islands before reaching their destinations to avoid access conflicts. However, unlike [6] , [7] , the problem dealt in [8] is classified as a timing-constrained resource binding problem instead of a resource-constrained one.
In this article, we propose a new resource-constrained resource binding algorithm for both IIC and performance optimization targeting DRFM. Given a resource constraint (i.e., number of available islands), the proposed algorithm applies an iterative binding-then-rescheduling process first, and then invokes an access conflict removal procedure. At each control step (cstep), operation nodes scheduled at the current cstep are appropriately assigned to islands first, and then rescheduling is applied to expand the solution space so that a better synthesis output can be produced. The rescheduling and rebinding process also tries to minimize data access conflicts due to limited read ports at the same time. Finally, an access conflict removal procedure is invoked to ensure that no data access conflicts are left at the end of the proposed algorithm. The experimental results confirm that our algorithm does produce better outcomes with 21.0-24.7% fewer IICs and about 12% fewer control steps on average than the prior art.
The rest of this article is organized as follows. Section 2 presents the motivations of this work. Section 3 details our proposed synthesis algorithm for DRFM. The experimental results and analyses are then given in Sect. 4. Finally, the concluding remarks are given in Sect. 5.
Motivations
Here we reveal two key observations. First, the solution space is quite limited in [6] , [7] since the given scheduled DFG is not allowed being altered, which is also mentioned in [8] . Given a scheduled DFG as shown in Fig. 2(a) , if there are two available islands (I A and I B ) and the given DFG cannot be altered, then the optimal synthesis (i.e., resource binding) result is presented in Fig. 2(b) . The (operation) nodes within the same shaded region are mapped into the same island. Apparently, the solution in Fig. 2 (b) needs two IICs. However, if rescheduling is allowed, a better solution can be obtained as shown in Fig. 2(c) , where only one IIC is demanded. Note that the total number of required control steps in the new solution remains unchanged, which means the IIC reduction does not come from a tradeoff with system performance.
Furthermore, the number of write port of a local register file is restricted to one but no restriction is put on the number of read ports in the original DRFM. However, it is not practical that the number of read ports is assumed unlimited since a register file with a large number of read ports is both slow and area-consuming. Assume that each local register file possesses only two read ports, then as shown in Fig. 3(a) , access conflicts on read port occur at cstep 4 be- cause there are three data transfers want to access the registers in island I A -the data transfer DT 3,4 , DT 2,7 and DT 1, 11 . Apparently, at least one of these three read accesses has to be postponed, which consequently increases the latency of the DFG from four to five. The approach in [6] , [7] deals with this problem by data-forwarding, which adds buffers into the input routing logic of every island. Namely, the requested data item is delivered to the destination island in advance and then stored in input buffers to avoid the read port congestion. In that approach, each data-forwarding consumes one read port and takes one cstep. However, incorporating read port restriction during scheduling and binding can minimize those read access conflicts without increasing hardware cost (i.e., input buffers). Another DFG, as shown in Fig. 3(b) , demonstrates that it is possible to keep the latency still four without introducing any data access conflicts if the read port restriction is properly deliberated.
Proposed Algorithm
The problem formulation of this work is as follows: Given a DFG and a resource constraint (the number of islands), obtain a scheduled and bound DFG with the minimized latency as well as minimize the number of required IICs.
The overall flow of the proposed method is shown in Fig. 4 . Given a DFG, list-scheduling is first performed to obtain an initial scheduling result and followed by the iterative cstep-by-cstep binding-then-rescheduling process. In each iteration, two operations, island assignment (binding) and IIC refinement (rescheduling and rebinding), are applied consecutively. At the kth iteration in cstep-by-cstep fashion, island assignment first binds the operations scheduled in the kth control step into the partially scheduled and bound DFG (from the first to the (k − 1)th control step); IIC refinement then reschedules and rebinds the DFG from the first to the kth control step entirely to potentially produce a more globally-optimized outcome. The way used for island assignment in this work is similar to the horizontal assignment adopted in [6] , [7] . Namely, island assignment is formulated as a minimum-weighted bipartite matching problem, where a weight on an edge represents the number of extra IICs induced by the corresponding matching. However, the aforementioned algorithm does not allow rescheduling and generally produces a locally optimized solution. Hence, an IIC refinement process is proposed to look for a better result from the expanded solution space via rescheduling. More details are described in Sect. 3.1. Meanwhile, the IIC refinement procedure is also capable of handling the read port restriction. The details are given in Sect. 3.2. After the iterative phase, an access conflict removal process is followed to eliminate all remaining access conflicts, if any. The procedure simply postpones any conflict accesses that cannot be removed in the previous iterative binding-then-rescheduling process. In the very end of the proposed flow, a scheduled and bound DFG with minimized IICs is derived.
IIC Refinement
In this article, a special node (in black) called bubble, is inserted to explicitly indicate that the corresponding island is idle at that specific cstep. As depicted in Fig. 5(a) , the two bubbles a and b suggest that I B is idle at cstep 2 and 4.
The proposed IIC refinement process improves the vertical refinement developed in [6] , [7] . Both of them are based on KL algorithm [14] , which is broadly used in partitioning-related problems. Within the process, nodes and bubbles are swapped for IIC minimization. A swap can be made between two nodes or between a node and a bubble. A swap is considered feasible only on two conditions: (i) nodes must be unlocked, and (ii) data dependency must be preserved after swapping. A feasible swap pair of For example, a partially scheduled and bound DFG is shown in Fig. 5(a) with an IIC number equal to four. Initially, the gains of all feasible swap pairs in FSPS are calculated. Then the swap pair (9, b) is selected to be swapped and node 9 is locked after the swap. The FSPS and the gains are therefore needed to be further updated accordingly. This process is not terminated until FSPS is empty. As a result, only the first three swaps, including (9, b) , (1, 5) and (2, a) , are actually desired. The resultant DFG at the end of this iteration is shown in Fig. 5(b) and it merely requires two IICs instead of four in Fig. 5(a) .
Coping with Read Port Restriction
As illustrated in Fig. 3 , considering the read port restriction during scheduling and binding can effectively minimize access conflicts without increasing hardware cost. Therefore, an augmented IIC refinement process is further presented in this subsection.
During IIC refinement, a secondary gain h u,v of the swap pair (u, v) is defined as the decreased number of access conflicts once the swap takes place. The number of access conflicts of an island at a specific cstep is calculated as the difference between the number of demanded register-file accesses and the number of read ports a register-file actually owns.
The restriction on read port size of a register-file is set to two in this work. As revisiting the case shown in Fig. 3(a) , the primary gain g 6,7 is zero and the secondary gain h 6,7 is one because there is one (no) conflict at cstep 4 in island I A before (after) node swapping. The second step of IIC refinement described in Sect. 3.1 is therefore modified as follows: find a swap pair with the largest primary gain from FSPS; if there are many pairs with the same largest primary gain, choose the one with the largest secondary gain. By means of exploiting the extra secondary gain for tie breaking during scheduling and binding, the read port restriction is well deliberated, and access conflicts can thus be minimized.
Experimental Results
The proposed method has been implemented in C++/Linux environment and all experiments were conducted on a workstation with an Intel Xeon 3.2 GHz CPU and 4 GB RAM. For fair and comprehensive comparisons, two different synthesis flows are created. Given an input DFG and a resource constraint, list scheduling is first performed to provide an initial scheduling result for both flows. Then, Flow1 implements the approach proposed in [6] , [7] , while Flow2 carries out the proposed approach. The access conflict removal procedure is then conducted as a post-processing for both flows.
The basic information of the test cases (DFGs), which are frequently used in high-level synthesis field, is given Table 1 The experimental results without the read port restriction.
Table 2
The experimental results with the read port restriction (= 2).
in the first three columns in Table 1 . Two configurations are deliberated in our experiments -synthesis is performed without (with) a resource constraint in Configuration 1 (2), respectively. In Configuration 1, the number of islands is set as the minimum number that still guarantees the synthesis outcome with the minimum latency obtained from ASAP scheduling; that is, there is in fact no resource constraint at all. However, the assumption about unlimited available hardware resource is impractical in the real world. Hence, in Configuration 2, for every test case, the number of available islands is reduced by half. Table 1 reports the experimental results without read port restriction, which means that only the primary gain is deliberated during node swapping. The results clearly demonstrate that the proposed algorithm does outperform the prior art. Table 1 also suggests that average IIC reduction in Configuration 2 is better than that in Configuration 1. It is because the number of available islands in Configuration 2 is roughly a half of that in Configuration 1, which also reduces the total number of required IICs in Configuration 2. Therefore, the effect of eliminating an IIC is more significant in Configuration 2 than in Configuration 1. Table 2 gives the results with the read port restriction, which is set to two for all test cases. The results indicate that Flow2 achieves on average 21.5% and 24.7% IIC reduction in Configuration 1 and 2 respectively as compared with Flow1, which is pretty much the same as the ones with-out the read port restriction. Furthermore, as stated before, the process for access conflict removal may increase the latency if there do exist non-removable access conflicts after binding-then-rescheduling. The first three columns for both configurations in Table 2 indicate the lower bound of latency obtained from Table 1 and two resultant latencies given by two different synthesis flows. The proposed Flow2 achieves the minimum latency for all test cases in both configurations while Flow1 increases the average latency by about 12%, which shows that the proposed method can handle the read port restriction better.
Note that the number of inter-island connections (IICs) is different from the number of inter-island transfers (IITs). Multiple IITs can share an IIC as long as they have the same source-destination island pair as well as different arrival times. In general, the number of IITs is commonly used for power estimation of on-chip communication, while the number of IICs is mostly used to estimate the cost of global interconnects. Nevertheless, during synthesis, it is not always possible to reduce both IICs and IITs at the same time; in other word, there is a tradeoff between area/performance (IIC) and power (IIT) optimization. In this article, the proposed synthesis algorithm merely focuses on IIC minimization.
Conclusion
The number of IICs has been reported to better model the global interconnect cost and then can be considered as a major QoR evaluation metric at early design stages in DRFM. In this article, we propose a resource-constrained synthesis algorithm for IIC minimization. The iterative bindingthen-rescheduling procedure is first utilized for island assignment. A better island binding result can be expected because the solution search space is significantly expanded through rescheduling. The proposed algorithm also incorporates the consideration of read port restriction into scheduling and binding procedures to minimize the potential access conflicts. A post-processing procedure is then conducted to eliminate all remaining access conflicts.
The experimental results indicate that the proposed algorithm reduces the number of IICs by 21.0-24.7% on average as compared to the prior art. While adopting the read port restriction, the proposed method also outperforms the previous work by about 12% in terms of average latency. As a result, the proposed algorithm should be regarded as a better alternative while performing architectural synthesis targeting DRFM.
