Abstract-An approach is presented for quickly obtaining the complex frequency response of a system from sampled step-response data. Digital signal processing techniques are used extensively. An analysis of errors resulting from sampling, quantization, first differencing and record length is included.
III. ERROR SOURCES In performing such tests, there are a number of tradeoffs and potential error sources that must be considered in order to obtain results of known and acceptable accuracy. Many of these result from the finite sampling rate, digitizing resolution and memory length of the waveform recorder, and include the following.
J) Aliasing and First-Differencing Errors, which Result from Insufficient Sampling: Equations have been depled, digitized, and stored, generally with a waveform recorder. In instances where the waveform recorder itself is being tested, the step is input directly to the recorder undertest.
3) The first-forward difference is taken of the data record, to obtain the discrete-time impulse response of the system. Since a step is richer in low-frequency information than in high, this operation is performed for "information leveling." Furthermore, it produces a durationlimited signal as is required in step 4), since it is presumed that the recorded step has settled to its final level by the end of the record. 4) A discrete Fourier transform is performed on the discrete-time impulse response data to obtain the desired complex frequency response.
These steps ate illustrated in Fig. 1 , together with the nominal equivalent time-and frequency-domain responses following each step, for a network consisting of a single-pole low-pass filter. Manuscript received June 23, 1986. This work was supported in part by Sandia National Laboratories.
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I. INTRODUCTION
F REQUENCY response is a measurement parameter of great importance in the characterization of a wide variety of circuits and systems. Assuming a system is linear, its frequency response, or more generally, its transfer function, can in principle be determined in a number of ways. These include direct measurements using swept sinusoidal waveforms, and indirect measurements in which steps, impulses, or white noise are used. Of these, the direct measurements are the most common, and perhaps capable of the highest accuracy. On the other hand, they are not as fast, nor as easily implemented in an automatic test equipment (ATE) environment as some of the indirect methods. Furthermore, they are not readily adapted to characterizing sampling systems having only digital outputs, such as transient waveform recorders and other data-acquisition systems.
In this paper, techniques are presented for obtaining accurate frequency response determinations from discrete (sampled) step response data. Steps were chosen for this work over other input signals because of the speed and accuracy attainable, and the relative simplicity with which well-behaved steps can now be generated [1] .
For real systems in which the bandwidth is not truly limited and the sampling interval is finite, the required transformation from the Z domain to the S domain is not unique [2] . Therefore errors in the determined frequency response are inevitable. Techniques for estimating and minimizing these errors are also described.
II. MEASUREMENT ApPROACH
The proposed method of frequency response determination involves four basic steps.
1) A suitable voltage step is input to the system under test.
2) The system's output (step response) signal is sam-U. S. Government work not protected by U. S. Copyright veloped for computing an upper bound on the residual errors versus frequency, as a function of sampling rate and the bandwidth of the sampling instrument or the unit under test. Equivalent time-sampling techniques can be used to minimize the aliasing and first-differencing errors without requiring an external antialiasing filter.
2) Quantization Noise:
This noise source is dependent on the quantizing resolution of the digitizing recorder. Furthermore, the noise spectrum is accentuated at the high frequencies, i.e., multiplied by jw, by the first differencing operation, and the effective noise level increases as the square root of record length. These processes have been studied, and digital filtering techniques are proposed to minimize their effects.
3) Accuracy Versus Frequency Resolution: Greater frequency resolution is obtained either by increasing the record length, which increases the effective noise; or by decreasing the sampling rate, which increases the aliasing and first-differencing errors.
These error sources are discussed in more detail in the following sections. Other error sources not discussed in this work include hardware limitations such as finite rise time for the step generator and frequency response errors of the waveform recorder. In addition, violations of the assumption that the network to be tested is linear and timeinvariant are not considered. (These assumptions are easily tested with repeat measurements using different step amplitudes. )
A. Aliasing and First Differencing Errors
Aliasing errors result when a wide-band signal is insufficiently sampled, Le., when the sampling rate is too low to uniquely capture the high-frequency components. As a result, for a sampling frequency of I.. only frequency components below the Nyquist limit fs 12 will be represented, and these will be corrupted by aliases of the components above this limit. The aliasing errors are defined by the relationship between the discrete and integral Fourier transforms of the signal, and are given by 00 ( 1) where Is is the sampling frequency [3] . Note that the discrete transform components X d ( I ) differ from the continuous transform components X ( I) by the aliases X ( I ± fs), X ( I ± 21s), · · · , where each alias is separated f~om the base frequency I by a multiple of the sampling frequency. It is evident from (1) that aliasing errors only occur when the signal has frequency components greater than or equal to the Nyquist frequency.
Applying the first difference operator to the step-response data creates additional errors which are again a function of the sampling rate. I~has been shown [4] that this operator produces a filtering function of the form
where dt is the sampling interval, i.e., llfs, and sine x = (sin x) Ix.
Dividing this by 27r jl, the transfer function of a true derivative, results in the transfer function error for the first-forward difference operator given by
Therefore the discrete frequency response computed from the discrete step response data will be in error by 00
where X( I) is the continuous frequency response. This expression is defined for discrete values ofI given by I = n I NIi t, where N is the number of discrete samples in the record, and n is an integer ranging from 1 to N 12.
To assure that aliasing errors are negligibly small, two choices are available. Either the sampling rate is setsufficiently high, or an antialiasing filter is used to band limit the signal to below the Nyquist limit. Unfortunately, the latter approach introduces other errors, since the response of the filter corrupts the response being measured. Furthermore, the use of an antialiasing filter will not reduce the first differencing errors.
To aid in selecting a suitable sampling frequency for step-response testing, error bounds are investigated for the conservative case in which the upper-frequency response of the system in question is dominated by a single pole.
This will generally be a worst case unless significant zeros occur in the transfer function beyond the region of interest. Typical plots of errors calculated from (4) are given in (6) for the phase errors. Note that the phase errors are essentially linear. The bounds for phase errors are considered worst-case for networks having a single-pole response, or
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"'" '"' poles which are widely separated; for other situations the stated bounds may not be sufficient. Furthermore, tighter bounds can be found for both magnitude and phase errors at the expense of more complexity for the expression. It should also be noted that the computed phase response will include a linear phase component resulting from an apparent time shift between the application of the input step and the beginning of the recorded response. While this can be minimized by appropriate triggering of the waveform recorder, it generally cannot be eliminated entirely. Fortunately, a simple time shift is of no concern in many applications and it is often desirable to remove the linear phase component of the phase response by appropriately rotating the phase-response curve to force the endpoints to coincide. This procedure permits the nonlinear phase response to be plotted with greater resolution. This method was used, for example, in Fig. 3(b) .
B. Quantization Noise
It is well known that signals digitized with finite resolution are corrupted with quantization noise. For signals having a uniform probability distribution with respect to the digitizing resolution q, the resulting noise will have an nns value of q / J12 [5] . When digitizing step response signals, however, the probability distribution can, in gen- given in terms of (J as [6] :
WAVEFORM RECORDER SPECTRUM where p, is the mean value and (J is the standard deviation. Furthermore, the mean or expectation of (a
From this, the noise spectrum which results after taking the first difference can be derived by multiplying (10) by (2), expressing!and d t in terms of spectral line numbers. Noting that the term ej'rrjJit in (2) only represents a phase shift; this gives
c. Frequency Resolution Versus Noise and Accuracy
Note that the noise amplitude increases with the square root of the number of samples but is independent of the absolute sampling rate. Therefore ,the noise is minimized by minimizing the record length which, however, also minimizes the frequency resolution obtainable. A reasonable trade-off is obtained by setting the noise nominally equal to the aliasing and first-differencing errors. Since the function sin tm / N deviates from the straight line 2n / N by a maximum of only 21 percent for 0 -s n -s N /2, nominal equality is obtained by equating (5) with the bound given in Fig. 4 , Le., twice the value obtained from (11), letting n = N /2. From this the following relationship is obtained:
where Nco is the equivalent line number of the cutoff frequency. Using this relationship, the resolution and accuracy obtainable with several combinations of N / Nco and M were calculated and are given in Table I. where M is the number of quantization levels corresponding to full-scale range of the digitizer and n is the spectral line number. Note that this noise process is a function of the number of data samples rather than absolute time intervals. Noise plots have been produced by simulating a pseudorandom fluctuation of the least-significant bit and carrying out signal processing steps 3) and 4) given in Section II. The plot given in Fig. 4(a) is for N = 4096 and M normalized to 1. The dashed line is a bound produced by multiplying (11) by 2.
D. Digital Filtering
In cases where the trade-offs are unacceptable, the effects of quantization noise can be substantially reduced by applying a nonlinear digital filter to the step-response data. An easily implemented filter which has been found eral, only be considered uniform over the relatively short interval representing the step transition period; elsewhere, the signal will be nearly constant between samples as it settles to its final value. In this region it is common for the least-significant bit of a waveform recorder to change state nearly randomly from sample to sample as it responds to internal noise superimposed on a signal whose value is near the code transition level. Therefore this behavior can be modeled as a Bernoulli process which produces wide-band noise having an rms value of q /2 instead of the lower value given above. The mean value of the magnitude of any spectral component of a Bernoulli process can be derived as follows.
Since the real a and imaginary b Fourier components are normally distributed with zero mean, the magnitude, i.e., (a 2 + b 2 ) 1/ 2, will follow a Rayleigh distribution [6] .
The mean value of a Rayleigh distribution is given in terms of the standard deviation of the underlying Gaussian processes, Le., the a's and b's, as to be effective in many situations is an expanding window moving average. The window is chosen to have a width of one sample (i.e., no averaging) before and during the step transition, after which it expands linearly with data points in the region where the waveform is changing only slowly. Fig. 4(b) shows the effects of such a filter when applied to the Bernoulli process whose spectrum is given in Fig. 4(a) . For this example, the window width was increased by two samples every 64 data points, starting with 1 for the first 64 points. Note, however, that nonlinear filters require judgement in applying them; if the window expansion is begun too soon, for example, useful spectral information will be lost. Use of this filter is most appropriate for testing low-pass networks such as amplifiers, attenuators or low-pass filters, and other instruments such as waveform recorders whose responses are dominated by such components.
IV. EQUIVALENT TIME SAMPLING As previously indicated, aliasing and first-differencing errors can be reduced by increasing the sampling rate. In practice, however, sampling rates are limited to those achievable by the available waveform recorder, and in some cases are inadequate. This is generally the cas-e, for example, when the frequency response of the waveform recorder itself is being measured, since a recorder's maximum sampling rate is usually no more than four times its bandwidth or cutoff frequency, and is sometimes much less. For these cases equivalent time sampling can be used to increase the effective sampling rate and minimize aliasing and first-differencing errors. For this, a repetitive input signal is required. Several methods of equivalent time sampling exist: 1) applying a known but variable delay between the input signal and an externally generated time base [7] ; 2) independently measuring the relative delay between the signal and the time-base sample commands [8] ; or 3) selecting the repetition rate of the input signal to produce a desired beat frequency with the recorder's sampling frequency [9] .
V. IMPLEMENTATION AND MEASUREMENT RESULTS
The methods discussed above have been used to measure the frequency response of a number of linear networks and waveform recorders, and to estimate the errors incurred in those determinations. For this work, a precision programmable step generator developed at the National Bureau of Standards (NBS) was used for the stimulus waveform [1] . The voltage step from this generator has a transition duration (rise time) of approximately 6 ns, and settles smoothly to 0.1 percent in 17 ns. (A faster settling version of this step generator is now available for future work [10] ). The waveform recorder used to sample, digitize, and store the step responses was a commercial 10-bit instrument. Typical frequency response determinations are given in Figs. 3 , 5, and 6 for the waveform VI. CONCLUSION (5). In order to achieve a desired frequency resolution of 1 kHz, it was necessary to use a very long (16 384 sample) record length for the measurements reported in Fig.  5(b) . Consequently, the digital filter discussed earlier was used to minimize the errors due to quantization noise. Note that the agreement between the two methods is essentially within the expected error bounds. The bounds are exceeded by less than 0.1 percent, which is well within the expected errors of the waveform recorder used to measure the step response. Fig. 6 gives the results of typical measurements of a bandpass filter and illustrates some additional practical limitations of the method. The actual step-response data from which the frequency response was calculated is given in Fig. 6(a) . In Fig. 6(b) , the computed magnitude spectrum is given, and in Fig. 6(c) , the raw phase data is given. This includes a large linear phase term due to the initial time delay before the response begins. Furthermore, at frequencies beyond 100 kHz, the phase plot begins to break up. This is due to a failure of the algorithm used to unfold the modulo arithmetic in which the raw phase data is coded, and is caused by the presence of noise superimposed on a very weak signal at those frequencies. In Fig. 6(d) , the solid line gives the phase plot after removing most of the linear phase term, and truncating the data at 100 kHz to avoid the noise problem. The x's represent independent measurements of the phase using manual sine-wave measurements, implemented with a commercial phase meter. Note that the agreement is excellent, except at the lowest frequencies where the attenuated signal is hardly greater than the resolution of the digitizer. For this plot, the linear phase term was adjusted to coincide with that of the manual measurement data, for purposes of comparison. In actual practice, the removal of this term is somewhat arbitrary as discussed in Section III.A.
The response of the waveform recorder itself is given in Fig. 3 . Equivalent time sampling was used for this test, with an equivalent sampling rate of about 800 MHz. Note that the response indicates peaking and erratic behavior beyond 100 MHz. This is quite likely an artifact resulting from nonlinear behavior of the test instrument at high slew rates, and the resulting error is much larger than the sources of error discussed earlier. recorder itself, an amplifier-attenuator network, and a bandpass filter. For the amplifier-attenuator network, independent measurements, plotted in Fig. 5(a) , were made of its frequency response using precision swept frequency techniques. The results from the step-response data are given in Fig. 5(b) , and in Fig. 5(c) the difference between the two determinations, Le., the results of Fig. 5(a) minus  5(b) , are plotted, along with the error limits predicted by With care in selecting the sampling rate and the appropriate choice of measurement equipment, accurate frequency-response determinations can be made from discrete step-response data. The principle advantages in using the step response is the speed with which the measurements can be made, the ease with which the phase response can be obtained, and the adaptability to an ATE environment. In terms of speed, the actual measurement data is obtained in real time, requiring only one period of the lowest frequency desired. In this period, the infor- mation required to compute the complex frequency response at thousands of frequencies is obtained. The primary speed limitation is therefore the time required to transfer and process the data in a host computer, which can be less than a second, even for 16 k point fast Fourier transforms (FFT's), using high-speed processors.
