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A CONSTRUCTION OF
A COMPLETE BOUNDED NULL CURVE IN C3
L. FERRER, F. MARTI´N, M. UMEHARA, AND K. YAMADA
Abstract. We construct a complete bounded immersed null holomorphic
curve in C3, which is a recovery of the previous paper of the last three authors
on this subject.
Introduction
The study of global properties of complete complex null-curves is interesting from
different points of view. Firstly, the real and imaginary part of such a curve are
complete minimal surfaces in R3. Secondly, there exists a close relationship between
null curves in C3 and constant mean curvatureH = 1 surfaces in hyperbolic 3-space.
An important problem in the global theory of complete null curves is the so called
Calabi-Yau problem, which deals with the existence of complete null-curves inside
a ball of C3. This problem was approached firstly in [5, Theorem A] using similar
ideas to those used by Nadirashvili in [7] to solve the Calabi-Yau conjecture in
R
3. Unfortunately, the paper [5] has a mistake, and the first examples of complete
bounded null curves in C3 where provided using other approximation, by Alarco´n
and Lo´pez [3]. Very recently, Alarco´n and Forstnericˇ have got the most general
results in this line (see [1, 2]).
The purpose of this paper is to show that similar ideas to those given in [5]
can be used to produce examples of complete bounded null holomorphic disks in
a ball of C3: In [5], Mart´ın, Umehara and Yamada tried to construct a bounded
holomorphic curve in SL(2,C) and used this example to get the desired bounded
disk in C3. However, in this paper, we construct the bounded null curves directly
in C3. In this aspect, our strategy is similar to that used by Alarco´n and Lo´pez
in [3]. Although, as we mentioned before, these examples have been generalized
in Alarco´n and Forstnericˇ [2] by using different (and powerful) methods, we think
that the arguments and techniques exhibited in this paper is different from [3, 1, 2],
and might be of use in the solution of other questions related to the Calabi-Yau
problem in different settings.
As applications of Theorem A in [5], the following objects were constructed;
(1) complete bounded minimal surfaces in the Euclidean 3-space R3 ([5, The-
orem A]),
(2) complete bounded holomorphic curves in C2 ([5, Corollary B]),
(3) weakly complete bounded maximal surfaces in the Lorentz-Minkowski 3-
space R31 ([5, Corollary D]),
(4) complete bounded null curves in SL(2,C) ([5, Theorem C]),
(5) complete bounded constant mean curvature one surfaces in the hyperbolic
3-space H3 ([5, Theorem C]).
We also constructed higher genus examples of the first three objects in [6]. All of
these applications in [5] and [6] are correct as a consequence.
Date: 2012/12/20.
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1. The Main Theorem and the Key Lemma
We denote by ( , ) (resp. 〈 , 〉) the C-bilinear inner product (resp. the Hermitian
inner product) of C3:
(1.1) (x,y) := x1y1 + x2y2 + x3y3, 〈x,y〉 := (x,y) ,
where x = (x1, x2, x3), y = (y1, y2, y3) ∈ C3, and y denotes the complex conjugate
of y. We identify an element of C3 with a column vector when the matrix product
is used. The Hermitian norm of C3 is denoted by |x| :=
√
〈x,x〉 for x ∈ C3. In
particular, it holds that
(1.2)
∣∣(x,y)∣∣ = ∣∣〈x,y〉∣∣ ≤ |x| |y| = |x| |y|.
Let M(3,C) (resp. M(3,R)) be the set of complex (resp. real) (3 × 3)-matrices.
Moreover, we will use the following notation for the set of complex (resp. special)
orthogonal matrices
Ø(3,C) := {A ∈M(3,C) ; AtA = id},(
resp. SO(3) := {A ∈ M(3,R) ; AtA = id, detA = 1}
)
,
where At means the transposed matrix of A. As usual, we denote U(3) := {A ∈
M(3,C) ; A∗A = id}, where A∗ is the conjugate transposed matrix of A. For each
A ∈ M(3,C), we define the matrix norm as
(1.3) ‖A‖ := sup
x∈C3\{0}
|Ax|
|x| .
If A ∈ M(3,C) is a non-singular matrix,
(1.4)
1
‖A−1‖ |x| ≤ |Ax| ≤ ‖A‖ |x|
holds. It is well-known that
(1.5) ‖A‖ =
√
max{µ1, µ2, µ3} (A ∈ M(3,C))
holds, where µj ∈ R (j = 1, 2, 3) are the eigenvalues of positive semi-definite Her-
mitian matrix A∗A.
A holomorphic map F : D → C3, defined on a domain D ⊂ C, is a null immersion
if and only if
(1.6) (ϕF , ϕF ) = 0 and |ϕF |2 = 〈ϕF , ϕF 〉 > 0, where ϕ = ϕF := dF
dz
,
where z is the canonical complex coordinate of C. In this case the pull-back of the
Hermitian metric of C3 by F is expressed as
(1.7) ds2F := 〈dF, dF 〉 = |ϕF |2 |dz|2,
which is called the induced metric of F . For a holomorphic null immersion F : D →
C3, the first equality of (1.6) implies that there exist a meromorphic function g and
a holomorphic function η such that
(1.8) ϕF =
1
2
(
1− g2, i(1 + g2), 2g)η (i = √−1) .
We call (g, η) the Weierstrass data of F . Using these data, the induced metric (1.7)
is expressed as
(1.9) ds2F =
1
2
(1 + |g|2)2 |η|2 |dz|2.
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Throughout this paper, we denote the open (resp. closed) disc on C centered at
0 with radius r by
(1.10) Dr := {z ∈ C ; |z| < r}, (resp. Dr := {z ∈ C ; |z| ≤ r}) (r > 0).
The goal of this paper is to prove the following
Theorem 1.1 (The Main Theorem). There exists a holomorphic null immersion
X : D1 → C3 such that the induced metric ds2X is complete, and the image X(D1)
is bounded in C3.
The main theorem can be proved by the following assertion in the same way as
[7, 4]:
Proposition 1.2. Let X : D1 → C3 be a holomorphic null immersion of the closed
disc D1 ⊂ C into C3. Suppose that there exists positive numbers ρ and r such that
(X-1) X(0) = 0,
(X-2) (D1, ds
2
X) contains the geodesic disc centered at 0 and of radius ρ,
(X-3) and |X | ≤ r holds on D1.
Then, for an arbitrary given positive numbers ε and s, there exists a holomorphic
null immersion Y : D1 → C3 satisfying
(Y-1) |ϕY − ϕX | < ε and |Y − X | < ε hold on D1−ε, where ϕX = dX/dz and
ϕY = dY/dz,
(Y-2) (D1, ds
2
Y ) contains the geodesic disc D centered at 0 with radius ρ+ s,
(Y-3) and on the boundary ∂D of the geodesic disc D in (Y-2), it holds that
|Y | ≤ √r2 + s2 + ε.
This proposition is a consequence of the following Key Lemma. (The proof of
Proposition 1.2 is given in Section 4.) To explain it, we define three constants
N = N(ρ, r, µ, ν, s, ε), C1 = C1(ρ, r, µ, ν, s, ε) and C2 = C2(ρ, r, µ, ν, s, ε)
depending on six positive constants ρ, r, µ, ν, s, ǫ. Here ρ and r have been already
given in (X-2) and (X-3), and we will fix µ, ν in the statement of Lemma 1.3. The
remaining two constants s, ǫ are arbitrary in the statement of Lemma 1.3, but will
coincide with the corresponding constants as in Proposition 1.2.
The constants C1 and C2 are set as
(1.11) C1 :=
ν
5
, C2 := 6(µ
2 + 2µ+ 2).
Next, we set
(1.12)
c1 := 6µ
2 + 12µ+ 8, c2 := 3µ+
2ε(ρ+ s)
C1
,
c3 :=
sα+ α
2
2 + 2rε+ 2ε
2
√
r2 + s2
(
α := c2 + 5ε+ (r + 2ε)
√
2C2
)
.
We then choose an integer N so that it satisfies the following four inequalities;
N ≥ max
{
36,
2ε
ν
, ε, (12µ)2,
[
25(3µ+ ε)
ν
(
2 +
6µ+ ε
3ν
)]4}
,(1.13)
N ≥ max
{
3
ε
,
(
2ε
C1
)4
,
(
1
ν
(
ε+
C1
2
))4/3
,
(
2(ρ+ s)
C1
)4}
,(1.14)
N ≥ max
{(
c3 + 2ε
ε
)4
,
(
1 + c2 + 6µ+ 3ε
ε
)4}
.(1.15)
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Lemma 1.3 (The Key Lemma). Assume a holomorphic null immersion X : D1 →
C3 and positive real numbers ρ and r satisfy (X-1)–(X-3). We set
(1.16) ν := min
D1
|ϕX | > 0, µ := max
{
1 + max
D1
|ϕX |, max
D1
|ϕ′X |
}
,
where ϕX := X
′ = dX/dz and ϕ′X := dϕX/dz. For an arbitrary positive number ε
and s, we take positive constant C1, C2 and positive integer N as in (1.11), (1.13)–
(1.15). Then there exist a sequence {Fj}j=0,...,2N of holomorphic null immersions
Fj : D1 → C3 and a sequence {vj}j=1,...,2N of unit vectors in C3 which satisfy the
following assertions, where the compact set ωj ⊂ C, an open neighborhood ̟j of ωj
and the “base point” ζj of ̟j are as in (A.8) and (A.9) in Appendix A, and
(1.17) ϕl =
dFl
dz
(l = 0, . . . , 2N)
(K-0) F0 = X.
(K-1) Fl(0) = 0 (l = 0, . . . , 2N).
(K-2) |ϕl − ϕl−1| ≤ ε2N2 holds on D1 \̟l for each l = 1, . . . , 2N .
(K-3) The inequality
|ϕl| ≥
{
C1N
9/4 on ωl,
C1N
−3/4 on ̟l
holds for each l = 1, . . . , 2N .
(K-4) | (vl,vl) | ≥ 1/N1/4 for each l = 1, . . . , 2N .
(K-5) |Fl−1(ζl)| < 1/
√
N , or∣∣∣∣〈 Fl−1(p)|Fl−1(p)| ,vl
〉∣∣∣∣ ≥ 1− C2√N (on ̟l)
holds for each l = 1, . . . , 2N .
(K-6) 〈Fl−1,vl〉 = 〈Fl,vl〉 holds on D1 for each l = 1, . . . , 2N .
In the proof of the Key Lemma 1.3, we use the notion of Gauss maps of holo-
morphic null immersions: Let F : D → C3 be a holomorphic null immersion. Then
both the real part ReF and the imaginary part ImF give conformal minimal im-
mersions into R3 with the same Gauss map. So we call the Gauss map G : D → S2
of both ReF and ImF the Gauss map of F , where S2 ⊂ R3 is the unit sphere.
Then G is expressed as
(1.18) G =
−i (ϕ× ϕ¯)
|ϕ|2 : D −→ S
2 ⊂ R3
(
ϕ =
dF
dz
)
,
because (1.6) implies that |ϕ × ϕ¯| = |ϕ|2, where “×” denotes the complexification
of the vector product of R3. Using the Weierstrass data (1.8), G is expressed as
(1.19) G =
(
2Re g
1 + |g|2 ,
2 Im g
1 + |g|2 ,
|g|2 − 1
1 + |g|2
)
.
That is, g = πS ◦G, where πS : S2 → C∪ {∞} is the stereographic projection from
the north pole.
2. Preliminary estimates
Let F0 = X : D1 → C3 be a holomorphic null immersion as in the assumption
of the Key Lemma 1.3. Here, we prepare some basic properties of {Fj}j=0,...,2N in
the conclusion of the Key Lemma 1.3.
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Lemma 2.1. If (K-1) and (K-2) in the Key Lemma 1.3 are satisfied for l ∈
{1, . . . , 2N} then
|Fl − Fl−1| ≤ ε
N2
on D1 \̟l.
Proof. Let p ∈ D1 \̟l. Then there exists a path γ in D1 \̟l joining 0 and p whose
Euclidean length is not greater than 1+ πN (see Lemma A.2 in Appendix A). Thus,
we have
|Fl(p)− Fl−1(p)| =
∣∣∣∣∫
γ
(
ϕl(z)− ϕl−1(z)
)
dz
∣∣∣∣ (by (K-1))
≤
∫
γ
∣∣ϕl(z)− ϕl−1(z)∣∣ |dz| ≤ LengthC(γ) ε2N2 (by (K-2))
≤
(
1 +
π
N
) ε
2N2
≤ 2 · ε
2N2
=
ε
N2
(by (1.13)),
where LengthC(γ) is the length of γ with respect to the metric |dz|2 on C. 
Lemma 2.2. Fix an integer j (1 ≤ j ≤ 2N). If F0, F1, . . .Fj−1 satisfy (K-0) and
(K-2) of the Key Lemma 1.3. Then
|ϕj−1| ≥ ν
2
and |ϕj−1| ≤ µ
(
on D1 \ (̟1 ∪ · · · ∪̟j−1)
)
,
hold, where µ and ν are constants defined in (1.16).
Proof. By (K-0), (K-2), (1.16) and (1.13),
|ϕj−1| ≥ |ϕ0| − |ϕ1 − ϕ0| − · · · − |ϕj−1 − ϕj−2|
≥ min
D1
|ϕ0| − (j − 1)ε
2N2
≥ ν − ε
N
≥ ν
2
holds on D1 \ (̟1 ∪ · · · ∪̟j−1). On the other hand, we have
|ϕj−1| ≤ |ϕ0|+ |ϕ1 − ϕ0|+ · · ·+ |ϕj−1 − ϕj−2|
≤ max
D1
|ϕ0|+ (j − 1)ε
2N2
≤ max
D1
|ϕ0|+ ε
N
≤ max
D1
|ϕ0|+ 1 ≤ µ. 
Lemma 2.3. Fix an integer j (1 ≤ j ≤ 2N). If F0, F1, . . .Fj−1 satisfy (K-0) and
(K-2) of the Key Lemma 1.3. Then for each q ∈ ̟j, it holds that
|Fj−1(q)− Fj−1(ζj)| ≤ 6µ
N
, |ϕj−1(q)− ϕj−1(ζj)| ≤ |6µ+ 2ε
N
,
where ζj is the “base point” of ̟j, see (A.9) in Appendix A.
Proof. By Lemma A.3 in Appendix A, there exists a path γ in ̟j joining ζj and q
such that LengthC(γ) ≤ 6/N . Since the image of γ lies on D1 \
(
̟1 ∪ · · · ∪̟j−1
)
,
Lemma 2.2 implies that we have
|Fj−1(q)− Fj−1(ζj)| ≤
∫
γ
|ϕj−1(z)| |dz| ≤ µ · LengthC(γ) ≤
6µ
N
.
On the other hand,
|ϕj−1(q)− ϕj−1(ζj)|
≤ |ϕj−1(q)− ϕj−2(q)|+ · · ·+ |ϕ1(q)− ϕ0(q)|+ |ϕ0(q)− ϕ0(ζj)|
+ |ϕj−1(ζj)− ϕj−2(ζj)|+ · · ·+ |ϕ1(ζj)− ϕ0(ζj)|
≤ 2(j − 1)ε
2N2
+ |ϕ0(q)− ϕ0(ζj)| ≤ 2ε
N
+
∣∣∣∣∫
γ
ϕ′0(z) dz
∣∣∣∣ (by (K-2))
≤ 2ε
N
+
∫
γ
|ϕ′0(z)||dz| ≤
2ε
N
+ µLengthC(γ) ≤
2ε
N
+
6µ
N
(by (1.16)). 
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We fix j (1 ≤ j ≤ 2N) and assume F0, F1, . . .Fj−1 are already constructed and
satisfy (K-0)–(K-6). From now on, we give a recipe of construction of Fj and vj as
an inductive procedure:
Lemma 2.4. There exists a unit vector u ∈ C3 (i.e. |u| = 1) such that
(1) δ2 := | (u,u) | ≥ 1/N1/4.
(2) If
(2.1) |Fj−1(ζj)| ≥ 1√
N
,
it holds that∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣ ≥ 1− c1√N (p ∈ ̟j),
where c1 is the constant as in (1.12).
Proof. When |Fj−1(ζj)| < 1/
√
N , the unit vector u = (0, 0, 1) satisfies the conclu-
sions. (Note that the conclusion (2) is empty in this case.)
Now, we assume (2.1), and set
(2.2) u0 :=
Fj−1(ζj)
|Fj−1(ζj)| .
By Lemma 2.3,
(2.3) |Fj−1(p)− Fj−1(ζj)| ≤ 6µ
N
holds for each p ∈ ̟j . Then, for p ∈ ̟j , it holds that
|Fj−1(p)| ≥ |Fj−1(ζj)| − |Fj−1(p)− Fj−1(ζj)| ≥ |Fj−1(ζj)| − 6µ
N
(by (2.3))
≥ |Fj−1(ζj)|
(
1− 6µ
N |Fj−1(ζj)|
)
≥ |Fj−1(ζj)|
(
1− 6µ
N 1√
N
)
(by (2.1))
= |Fj−1(ζj)|
(
1− 6µ√
N
)
≥ 1
2
|Fj−1(ζj)| (by (1.13)).
Thus, using (2.1) again, we have
(2.4) |Fj−1(p)| ≥ 1
2
|Fj−1(ζj)| ≥ 1
2
√
N
(p ∈ ̟j).
Then by the relationship of the arithmetic mean and the geometric mean, we have
(6µ)2
N2
≥ |Fj−1(p)− Fj−1(ζj)|2 (by (2.3))
= |Fj−1(p)|2 + |Fj−1(ζj)|2 − 2Re 〈Fj−1(p), Fj−1(ζj)〉
= |Fj−1(p)| |Fj−1(ζj)|
( |Fj−1(p)|
|Fj−1(ζj)| +
|Fj−1(ζj)|
|Fj−1(p)| − 2Re
〈
Fj−1(p)
|Fj−1(p)| ,
Fj−1(ζj)
|Fj−1(ζj)|
〉)
≥ 2|Fj−1(p)| |Fj−1(ζj)|
(
1− Re
〈
Fj−1(p)
|Fj−1(p)| ,
Fj−1(ζj)
|Fj−1(ζj)|
〉)
≥ 1
N
(
1− Re
〈
Fj−1(p)
|Fj−1(p)| ,
Fj−1(ζj)
|Fj−1(ζj)|
〉)
(by (2.4), (2.1))
≥ 1
N
(
1−
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| , Fj−1(ζj)|Fj−1(ζj)|
〉∣∣∣∣) .
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Hence, by (1.13), we have
(2.5)
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u0
〉∣∣∣∣ = ∣∣∣∣〈 Fj−1(p)|Fj−1(p)| , Fj−1(ζj)|Fj−1(ζj)|
〉∣∣∣∣
≥ 1− (6µ)
2
N
= 1− 6µ
2
√
N
6√
N
≥ 1− 6µ
2
√
N
.
Case A. We consider the case | (u0,u0) | ≥ 1/N1/4. In this case, we set u = u0.
Then the unit vector u satisfies (1) trivially. Moreover, (2.5) implies the assertion
(2) because c1 in (1.12) satisfies c1 ≥ 6µ2.
Case B. We next consider the case | (u0,u0) | < 1/N1/4. In this case, set
(2.6) u :=
u˜
|u˜| , where u˜ := u0 +
2
N1/4
u¯0.
To show (1) and (2), we set
(2.7) δ20 := | (u0,u0) |
(
<
1
N1/4
)
, (δ0 ≥ 0).
Since u0 is a unit vector, (2.6) yields
| (u˜, u˜) | =
∣∣∣∣(u0,u0) + 4√N (u¯0, u¯0) + 4N1/4 (u0, u¯0)
∣∣∣∣(2.8)
≥ 4
N1/4
| 〈u0,u0〉 | − | (u0,u0) | − 4√
N
| (u0,u0) |
≥ 4
N1/4
− δ20
(
1 +
4√
N
)
≥ 4
N1/4
− 5
3
δ20 ≥
7
3N1/4
(by (1.13),(2.7)).
On the other hand, using (2.7) and (1.13) again, we have
|u˜|2 = |u0|2 + 4√
N
|u¯0|2 + 4
N1/4
Re
(〈u0, u¯0〉)(2.9)
= 1 +
4√
N
+
4
N1/4
Re (u0,u0) ≤ 1 + 4√
N
+
4
N1/4
| (u0,u0) |
= 1 +
4√
N
+
4δ20
N1/4
≤ 1 + 4√
N
+
4√
N
≤ 1 + 8√
N
≤ 7
3
.
Then (1) holds because of (2.8) and (2.9).
Finally, we prove (2). Let p ∈ ̟j . Then we have
| (Fj−1(p),u0) | = | (Fj−1(p)− Fj−1(ζj),u0) + (Fj−1(ζj),u0) |
≤ | (Fj−1(p)− Fj−1(ζj),u0) |+ | (Fj−1(ζj),u0) |
≤ |Fj−1(p)− Fj−1(ζj)| |u0|+
∣∣(|Fj−1(ζj)|u0,u0)∣∣ (by (1.2), (2.2))
≤ 6µ
N
+ |Fj−1(ζj)| | (u0,u0) | (by (2.3))
≤ 6µ
N
+ δ20 |Fj−1(ζj)| ≤
6µ
N
+
|Fj−1(ζj)|
N1/4
(by (2.7))
= |Fj−1(ζj)|
(
1
N1/4
+
6µ
N |Fj−1(ζj)|
)
≤ |Fj−1(ζj)|
(
1
N1/4
+
6µ√
N
)
(by (2.1))
= |Fj−1(ζj)| 1
N1/4
(
1 +
6µ
N1/4
)
≤ |Fj−1(ζj)| 1
N1/4
(
1 +
6µ√
6
)
(by (1.13)).
Thus we have
(2.10) | (Fj−1(p),u0) | ≤ |Fj−1(ζj)|
N1/4
(1 + 3µ).
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On the other hand, since
(2.11)
1√
1 + x
≥ 1− x
2
(0 ≤ x ≤ 2),
we have∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣ = 1|u˜|
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u0
〉
+
2
N1/4
〈
Fj−1(p)
|Fj−1(p)| , u¯0
〉∣∣∣∣ (by (2.6))
≥ 1√
1 + 8√
N
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u0
〉
+
2
N1/4
〈
Fj−1(p)
|Fj−1(p)| , u¯0
〉∣∣∣∣ (by (2.9))
≥
(
1− 4√
N
)(∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u0
〉∣∣∣∣− 2N1/4
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| , u¯0
〉∣∣∣∣) (by (2.11))
≥
(
1− 4√
N
)[(
1− (6µ)
2
N
)
− 2
N1/4
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| , u¯0
〉∣∣∣∣] (by (2.5))
≥
(
1− 4√
N
)[(
1− (6µ)
2
N
)
− 2
N1/4
∣∣∣∣( Fj−1(p)|Fj−1(p)| ,u0
)∣∣∣∣]
≥
(
1− 4√
N
)[(
1− (6µ)
2
N
)
− 2|Fj−1(ζj)|√
N |Fj−1(p)|
(1 + 3µ)
]
(by (2.10))
≥
(
1− 4√
N
)[(
1− (6µ)
2
N
)
− 4√
N
(1 + 3µ)
]
(by (2.4))
≥
(
1− 4√
N
)(
1− 1√
N
(
(6µ)2√
N
+ 4(3µ+ 1)
))
≥
(
1− 4√
N
)(
1− 1√
N
(
6µ2 + 12µ+ 4
))
(by (1.13))
≥ 1− 1√
N
(6µ2 + 12µ+ 8) +
4
N
(
6µ2 + 12µ+ 4
)
≥ 1− 1√
N
(
6µ2 + 12µ+ 8
)
= 1− c1√
N
. (by (1.12))
Thus we have the conclusion. 
3. The proof of the Key Lemma 1.3
To continue the procedure of the iterational construction of Fj , we prepare the
following lemma:
Lemma 3.1. For a unit vector u ∈ C3, there exists P ∈ SO(3) and τ ∈ R such
that
(3.1) e−iτPu =
 0i sin θ
cos θ
 (i = √−1).
Here, θ is a real number such that
cos 2θ = cos2 θ − sin2 θ = | (u,u) |
(
0 ≤ θ ≤ π
4
)
.
Proof. Write u = x+ iy (x, y ∈ R3), and let τ ∈ R be
τ =

1
2
arctan
2 〈x,y〉
|x|2 − |y|2 (when |x| 6= |y|)
π
4
(when |x| = |y|).
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Then u˜ := e−iτu satisfies 〈Re u˜, Im u˜〉 = 0. Moreover, replacing τ with τ + π2 if
necessary, we may assume
(3.2) |Re u˜| ≥ | Im u˜|
without loss of generality. In particular, since |u˜| = 1, it holds that |Re u˜| > 0.
Hence there exists a matrix P1 ∈ SO(3) such that
P1(Re u˜) =
00
t
 (t > 0).
Since P1 is a real matrix, Im(P1u˜) is orthogonal to Re(P1u˜). Hence, we have
P1(u˜) =
iu1iu2
t
 (u1, u2, t ∈ R, t > 0, (u1)2 + (u2)2 + t2 = 1).
Moreover, t ≥
√
(u1)2 + (u2)2 holds because (3.2). Next, choose a real number s
such that (
cos s − sin s
sin s cos s
)(
u1
u2
)
=
(
0
u
)
u =
√
(u1)2 + (u2)2 ≥ 0,
and set
P :=
cos s − sin s 0sin s cos s 0
0 0 1
 · P1 ∈ SO(3).
Then
e−iτPu = P u˜ =
 0iu
t
 (u, t ∈ R, t ≥ u ≥ 0, u2 + t2 = 1).
Hence there exists θ ∈ [0, π4 ] such that u = sin θ, t = cos θ. In particular,
| (u,u) | = t2 − u2 = cos2 θ − sin2 θ = cos 2θ
holds and thus we have the conclusion. 
We set
(3.3) A :=
√cos 2θ 0 00 cos θ −i sin θ
0 i sin θ cos θ
 ,
where θ ∈ [0, π4 ]. Then A is non-singular if and only if θ 6= π4 . In this case,
(3.4) A ∈ δ ·Ø(3,C) (δ :=
√
cos 2θ),
and
(3.5) A−1 =
1
δ2
√cos 2θ 0 00 cos θ i sin θ
0 −i sin θ cos θ
 .
Lemma 3.2. Let θ ∈ [0, π4 ) be a real number. Then the matrix A in (3.3) satisfies
‖A‖ = cos θ + sin θ ≤
√
2, ‖A−1‖ = cos θ + sin θ
cos 2θ
≤
√
2
δ2
, (δ =
√
cos 2θ).
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Proof. Since the eigenvalues of the matrix
A∗A =
cos 2θ 0 00 1 −i sin 2θ
0 i sin 2θ 1

are (cos θ−sin θ)2, cos 2θ, and (cos θ+sin θ)2, (1.5) implies that ‖A‖ = cos θ+sin θ =√
2 sin
(
θ + π4
) ≤ √2. On the other hand, the eigenvalues of (A−1)∗A−1 are
(cos θ − sin θ)2
cos2 2θ
,
1
cos 2θ
, and
(cos θ + sin θ)2
cos2 2θ
.
Hence
‖A−1‖ = cos θ + sin θ
cos 2θ
≤
√
2
δ2
,
which is the conclusion. 
We return to the construction of Fj : Take u as in Lemma 2.4, and take P ∈
SO(3) and τ ∈ R as in Lemma 3.1. where θ ∈ [0, π4 ] is given by cos 2θ = | (u,u) |.
Observe that by (1) of Lemma 2.4 we have
(3.6) δ :=
√
cos 2θ ≥ 1
N1/4
and therefore θ ∈ [0, π4 ). We set
(3.7) F := eiτPFj−1, ϕ := ϕF =
dF
dz
= eiτPϕj−1.
Since P ∈ SO(3) ⊂ Ø(3,C), F is a holomorphic null immersion. On the other hand,
since P ∈ SO(3) ⊂ U(3), F is congruent to Fj−1 in C3. In particular,
(3.8) |ϕ| = |ϕj−1|, |ϕ(q) − ϕ(p)| = |ϕj−1(q)− ϕj−1(p)|
hold for p, q ∈ D1.
Taking into account (3.6), we consider the matrix
(3.9) A = (a(1),a(2),a(3)) :=
δ 0 00 cos θ −i sin θ
0 i sin θ cos θ
 ∈ δ ·Ø(3,C).
In particular, by (3.1), it holds that
(3.10) a(3) = e−iτPu = eiτP u¯.
By Lemma 3.2 and (3.6), it holds that
(3.11) ‖A‖ ≤
√
2, ‖A−1‖ ≤
√
2
δ2
≤
√
2N1/4.
Using the matrix A in (3.9), we set
(3.12)
E = (E(1), E(2), E(3))
t
:= A−1F = eiτA−1PFj−1,
ψ :=
dE
dz
= A−1ϕ = eiτA−1Pϕj−1.
Since A ∈ δ·Ø(3,C), E is a holomorphic null immersion although it is not necessarily
congruent to Fj−1. Moreover, by (3.12), (1.4), (3.11) and (3.8), we have
|ψ| = |A−1ϕ| ≥ 1‖A‖|ϕ| ≥
|ϕ|√
2
=
|ϕj−1|√
2
(3.13)
|ψ(q)− ψ(p)| = |A−1(ϕ(q)− ϕ(p))| ≤ ‖A−1‖ |ϕ(q)− ϕ(p)|(3.14)
≤
√
2N1/4 |ϕj−1(q)− ϕj−1(p)|.
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Lemma 3.3. Let G = GE : D1 → S2 be the Gauss map of E as in (3.12) (cf.
(1.18)). Then there exists a real matrix Q
(3.15) Q =
1 0 00 cosΘ − sinΘ
0 sinΘ cosΘ
 ∈ SO(3), |Θ| ≤ 4√
N
such that
(3.16) distS2
(
QG(p),±e3
) ≥ 1√
N
(e3 = (0, 0, 1))
holds for each point p ∈ ̟j, where distS2 is the canonical distance function of the
unit sphere S2. In particular, the matrix Q commutes with A−1 as in (3.9), that
is,
(3.17) AQ−1 = Q−1A,
and
(3.18) ‖Q−1 − id ‖ ≤ |Θ| ≤ 4√
N
holds.
Proof. By (3.9) and (3.15), (3.17) is trivial. Moreover, since
Q−1 − id =
0 0 00 cosΘ− 1 sinΘ
0 − sinΘ cosΘ− 1
 = −2 sin Θ
2
0 0 00 sin Θ2 − cos Θ2
0 cos Θ2 sin
Θ
2
 ,
the maximum eigenvalue of (Q−1 − id)∗(Q−1 − id) is (2 sin Θ2 )2. Hence by (1.5),
‖Q−1 − id ‖ = 2
∣∣∣∣sin Θ2
∣∣∣∣ ≤ |Θ|.
holds, and thus we have (3.18).
So it is sufficient to show (3.16) for suitable Q. The Euclidean distance between
G(p) and G(ζj) in R
3 can be estimated as
|G(p)−G(ζj)| =
∣∣∣∣∣ψ(p)× ψ(p)|ψ(p)|2 − ψ(ζj)× ψ(ζj)|ψ(ζj)|2
∣∣∣∣∣ (by (1.18))
=
1
|ψ(p)|2|ψ(ζj)|2
∣∣∣(ψ(p)× ψ(p)) |ψ(ζj)|2 − (ψ(ζj)× ψ(ζj)) |ψ(p)|2∣∣∣
=
1
|ψ(p)|2|ψ(ζj)|2
∣∣∣(ψ(p)× ψ(p)) |ψ(ζj)|2 − (ψ(p)× ψ(p)) |ψ(p)|2
+
(
ψ(p)× ψ(p)
)
|ψ(p)|2 −
(
ψ(ζj)× ψ(ζj)
)
|ψ(p)|2
∣∣∣
=
1
|ψ(p)|2|ψ(ζj)|2
∣∣∣(ψ(p)× ψ(p)) (|ψ(ζj)|2 − |ψ(p)|2)
+|ψ(p)|2
(
ψ(p)× ψ(p)− ψ(ζj)× ψ(ζj)
)∣∣∣
≤
|ψ(p)|2
(∣∣|ψ(ζj)|2 − |ψ(p)|2∣∣+ ∣∣∣ψ(p)× ψ(p)− ψ(ζj)× ψ(ζj)∣∣∣)
|ψ(p)|2|ψ(ζj)|2 (|ϕ× ϕ¯| = |ϕ|
2)
=
1
|ψ(ζj)|2
(∣∣|ψ(ζj)|2 − |ψ(p)|2∣∣+ ∣∣∣ψ(p)× ψ(p)− ψ(ζj)× ψ(ζj)∣∣∣)
≤ 1|ψ(ζj)|2
(∣∣|ψ(ζj)| − |ψ(p)|∣∣(|ψ(ζj)|+ |ψ(p)|)
12 L. FERRER, F. MARTI´N, M. UMEHARA, AND K. YAMADA
+
∣∣∣ψ(p)× ψ(p)− ψ(p)× ψ(ζj) + ψ(p)× ψ(ζj)− ψ(ζj)× ψ(ζj)∣∣∣)
≤ 1|ψ(ζj)|2
(∣∣ψ(ζj)− ψ(p)∣∣(|ψ(ζj)|+ |ψ(p)|)
+
∣∣∣∣ψ(p)× (ψ(p)− ψ(ζj))+ (ψ(p)− ψ(ζj))× ψ(ζj)∣∣∣∣)
≤ 2|ψ(ζj)|2
∣∣ψ(p)− ψ(ζj)∣∣(|ψ(p)− ψ(ζj)|+ 2|ψ(ζj)|)
≤ 2|ψ(ζj)|
∣∣ψ(p)− ψ(ζj)∣∣ (2 + |ψ(p)− ψ(ζj)||ψ(ζj)|
)
≤ 2
√
2
|ϕj−1(ζj)|
∣∣ψ(p)− ψ(ζj)∣∣
(
2 +
√
2|ψ(p)− ψ(ζj)|
|ϕj−1(ζj)|
)
(by (3.13))
≤ 4N
1/4
∣∣ϕj−1(p)− ϕj−1(ζj)∣∣
|ϕj−1(ζj)|
(
2 +
2N1/4|ϕj−1(p)− ϕj−1(ζj)|
|ϕj−1(ζj)|
)
(by (3.14))
≤ 8N
1/4 |ϕj−1(p)− ϕj−1(ζj)|
ν
(
2 +
4N1/4
ν
|ϕj−1(p)− ϕj−1(ζj)|
)
(Lemma 2.2)
≤ 8N
1/4
ν
6µ+ 2ε
N
(
2 +
4N1/4
ν
6µ+ 2ε
N
)
(Lemma 2.3)
≤ 1√
N
1
N1/4
(
16(3µ+ ε)
ν
(
2 +
4(6µ+ ε)
N3/4ν
))
≤ 1√
N
1
N1/4
(
16(3µ+ ε)
ν
(
2 +
4(6µ+ ε)√
6
3
ν
))
(by (1.13))
≤ 1√
N
1
N1/4
(
16(3µ+ ε)
ν
(
2 +
6µ+ ε
3ν
))
≤ 1
2
√
N
(by (1.13)).
Then we have
distS2
(
G(p), G(ζj)
)
= 2 arcsin
(
1
2
|G(p)−G(ζj)|
)
(3.19)
≤ π
2
|G(p)−G(ζj)| ≤ 2|G(p)−G(ζj)| ≤ 1√
N
.
Here we used the inequality arcsinx ≤ πx/2 (0 ≤ x ≤ 1). In particular, G(̟j) is
contained in the geodesic disc in S2 centered at G(ζj) with radius 1/
√
N .
Case 1: Assume both distS2
(
G(ζj), e3
) ≥ 2/√N and distS2(G(ζj),−e3) ≥ 2/√N
hold. Then for each p ∈ ̟j , (3.19) implies that
distS2
(
G(p), e3
) ≥ distS2(G(ζj), e3)− distS2(G(p), G(ζj))
≥ 2√
N
− distS2
(
G(p), G(ζj)
) ≥ 2√
N
− 1√
N
=
1√
N
.
Similarly distS2
(
G(p),−e3
) ≥ 1/√N holds. Then we have the conclusion (3.16)
for Q = id and Θ = 0.
Case 2: Assume
(3.20) distS2
(
G(ζj), e3
)
<
2√
N
.
In this case, take the matrix Q as in (3.15) with
(3.21) Θ :=
4√
N
.
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Then
distS2
(
QG(p), e3
)
≥ distS2
(
Qe3, e3
)− distS2(QG(p), QG(ζj))− distS2(QG(ζj), Qe3)
=
4√
N
− distS2
(
QG(p), QG(ζj)
)− distS2(QG(ζj), Qe3) (by (3.21))
=
4√
N
− distS2
(
G(p), G(ζj)
)− distS2(G(ζj), e3) (Q ∈ SO(3))
≥ 4√
N
− 1√
N
− distS2
(
G(ζj), e3
)
>
1√
N
(by (3.19), (3.20)).
On the other hand,
distS2
(
QG(p), e3
)
≤ distS2
(
QG(p), QG(ζj)
)
+ distS2
(
QG(ζj), Qe3
)
+ distS2
(
Qe3, e3
)
= distS2
(
QG(p), QG(ζj)
)
+ distS2
(
QG(ζj), Qe3
)
+
4√
N
(by (3.21))
= distS2
(
G(p), G(ζj)
)
+ distS2
(
G(ζj), e3
)
+
4√
N
(Q ∈ SO(3))
≤ 1√
N
+ distS2
(
G(ζj), e3
)
+
4√
N
(by (3.19))
<
1√
N
+
2√
N
+
4√
N
=
7√
N
(by (3.20))
and then,
distS2
(
QG(p),−e3
)
= π − distS2
(
QG(p), e3
) ≥ 3− 7
6
≥ 1√
N
because of (1.13). Thus, we have the conclusion (3.16).
Case 3: If distS2
(
G(ζj),−e3
)
< 2/
√
N holds, then we have the conclusion by the
same way as in the previous case. 
Using P ∈ SO(3), τ ∈ R in (3.1), A ∈ δ · Ø(3,C) in (3.9) and Q ∈ SO(3) in
(3.15), we define
(3.22) E˜ := QE = B−1Fj−1, ψ˜ :=
dE˜
dz
= Qψ,
where
(3.23) B =
(
b
(1), b(2), b(3)
)
:=
(
eiτQA−1P
)−1 ∈ (e−iτ δ) ·Ø(3,C).
Then E˜ is a holomorphic null immersion which is congruent to E in (3.12). Denote
by (g, η) the Weierstrass data (cf. (1.8)) of E˜:
(3.24) ψ˜ =
1
2
(
1− g2, i(1 + g2), 2g)η, |ψ˜|2 = 1
2
(
1 + |g|2)2|η|2.
Then we have
Lemma 3.4. The meromorphic function g as in (3.24) satisfies
1
2
√
N
≤ |g| ≤ 2
√
N and
|g|
1 + |g|2 ≥
2
√
N
1 + 4N
(on ̟j).
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Proof. The Gauss map G˜ of E˜ is obtained by
G˜ = QG =
1
1 + |g|2
 2Re g2 Im g
|g|2 − 1
.
Here, since G˜ = QG satisfies (3.16) on ̟j , it holds that
distS2(G˜, e3) = arccos
(
G˜ · e3
)
= arccos
( |g|2 − 1
|g|2 + 1
)
≥ 1√
N
,(3.25)
distS2(G˜,−e3) = arccos
(
G˜ · (−e3)
)
= arccos
(
1− |g|2
|g|2 + 1
)
≥ 1√
N
(3.26)
on ̟j , where “·” denotes the canonical inner product of R3. Since (3.25) implies
|g|2 − 1
|g|2 + 1 ≤ cos
1√
N
,
we have
|g|2 ≤
1 + cos 1√
N
1− cos 1√
N
= cot2
1
2
√
N
≤ (2
√
N)2.
Similarly, by (3.26), we have
|g|2 ≥ tan2 1
2
√
N
≥
(
1
2
√
N
)2
.
Thus, we have the first inequality of the conclusion. The second inequality is
obtained immediately by the first inequality. 
We set
(3.27) vj := b
(3),
where b(3) is the third column of the matrix B as in (3.23).
Lemma 3.5. The vector vj in (3.27) is a unit vector satisfying | (vj ,vj) | ≥
1/N1/4. Moreover, when (2.1) holds, that is, |Fj−1(ζj)| ≥ 1/
√
N , it holds that∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,vj
〉∣∣∣∣ ≥ 1− C2√N for p ∈ ̟j ,
where C2 is the constant in (1.11).
Proof. Let e3 = (0, 0, 1). Since the matrix A and Q
−1 commute (cf. (3.17)), the
third column of the matrix B is obtained as
b(3) = Be3 = e
−iτP−1AQ−1e3 = e−iτP−1Q−1Ae3 (by (3.23), (3.17))
= e−iτP−1Q−1a(3) = e−iτP−1Q−1(eiτP u¯) (by (3.9),(3.10))
= P−1Q−1P u¯.
Taking into account that P and Q are real matrices, (3.27) implies that vj =
P−1Q−1Pu. Then by Lemma 2.4, we have |vj | = 1, | (vj ,vj) | ≥ 1/N1/4, because
P , Q ∈ SO(3). Moreover, when |Fj−1(ζj)| ≥ 1/
√
N (i.e. (2.1) holds),∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,vj
〉∣∣∣∣ = ∣∣∣∣〈 Fj−1(p)|Fj−1(p)| , P−1Q−1Pu
〉∣∣∣∣
=
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u+ P−1(Q−1 − id)Pu
〉∣∣∣∣
≥
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣− ∣∣∣∣〈 Fj−1(p)|Fj−1(p)| , P−1(Q−1 − id)Pu
〉∣∣∣∣
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≥
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣− ∣∣∣∣ Fj−1(p)|Fj−1(p)|
∣∣∣∣ · ‖P−1(Q−1 − id)P‖ |u| (by (1.4))
=
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣− ‖P−1(Q−1 − id)P‖
=
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣− ‖Q−1 − id ‖ (P ∈ SO(3))
≥
∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣− |Θ| ≥ ∣∣∣∣〈 Fj−1(p)|Fj−1(p)| ,u
〉∣∣∣∣− 4√N (Lemma 3.3)
≥ 1− c1√
N
− 4√
N
= 1− C2√
N
. (Lemma 2.4, (1.11)).
Thus we have the conclusion. 
Now, we apply the “Lo´pez-Ros deformation” to the holomorphic null immersion
E˜. The following lemma is the straightforward conclusion of the classical Runge’s
theorem:
Lemma 3.6. There exists a holomorphic function h on C which does not vanish
on C and satisfies { |h− 1| ≤ ε1 (on D1 \̟j)
|h− T | ≤ 1 (on ωj) ,
where
(3.28) ε1 =
ε
ε+ 4
√
2µj−1N9/4
, µj−1 = max
D1
|ϕj−1|, T = 4N7/2 + 1.
Using the function h in Lemma 3.6 as a Lo´pez-Ros parameter, we produce new
Weierstrass data as follows:
(3.29) gˆ :=
g
h
, ηˆ := hη, ψˆ :=
1
2
(
1− gˆ2, i(1 + gˆ2), 2gˆ)ηˆ.
We denote
(3.30) Eˆ(z) :=
∫ z
0
ψˆ(z) dz, Fj := BEˆ,
where B is the matrix as in (3.23). By definition (3.29), gη = gˆηˆ holds. Thus, if
we write
ψ˜ = (ψ˜(1), ψ˜(2), ψ˜(3)) and ψˆ = (ψˆ(1), ψˆ(2), ψˆ(3)),
then
(3.31) ψ˜(3) = ψˆ(3)
holds.
Now, the construction procedure of Fj is accomplished. Thus, we obtain a se-
quence {Fj}j=0,1,...,2N of holomorphic null immersions and a sequence {vj}j=1,...,2N
of unit vectors.
In this subsection, we shall prove that {Fj} and {vj} satisfy the conclusions
(K-0)–(K-6) of the Key Lemma 1.3.
Lemma 3.7 ((K-6)). For each j = 1, . . . , 2N , 〈Fj ,vj〉 = 〈Fj−1,vj〉 holds.
Proof. By (3.31), we have
(3.32)
(
Eˆ, e3
)
=
∫ z
0
ψˆ(3)(w) dw =
∫ z
0
ψ˜(3)(w) dw =
(
E˜, e3
)
(e3 = (0, 0, 1)).
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Since B ∈ (e−iτδ) ·Ø(3,C),
(3.33) (Bx, By) = e−2iτδ2 (x,y)
holds. Then
〈Fj ,vj〉 = (Fj , v¯j)
=
(
BEˆ, v¯j
)
=
(
BEˆ, b(3)
)
=
(
BEˆ,Be3
)
(by (3.30),(3.27),(3.23))
= e−2iτδ2
(
Eˆ, e3
)
= e−2iτδ2
(
E˜, e3
)
= 〈Fj−1,vj〉 (by (3.33),(3.32)). 
The properties (K-4), (K-5) and (K-6) in the Key Lemma 1.3 for l = j hold by
Lemmas 3.5 and 3.7. The property (K-1) holds trivially because of (3.30). So we
shall prove that Fj satisfies (K-2), (K-3) of the Key Lemma 1.3.
Lemma 3.8. The holomorphic null immersion Fj as in (3.30) satisfies
|ϕj − ϕj−1| ≤ ε
2N2
on D1 \̟j ,(3.34)
|ϕj | ≥ C1
N3/4
on ̟j ,(3.35)
|ϕj | ≥ C1N9/4 on ωj.(3.36)
where C1 is given in (1.11).
Proof. By the definitions (3.12), (3.22) and (3.30), and noticing that Q−1 and A
commute (cf. (3.17)), we have
ϕj−1 = e−iτP−1AQ−1ψ˜ = e−iτP−1Q−1Aψ˜,
ϕj = e
−iτP−1AQ−1ψˆ = e−iτP−1Q−1Aψˆ.
Then
(3.37) |ϕj−1| = |Aψ˜|, |ϕj | = |Aψˆ|, |ψ˜| = |A−1Pϕj−1|, |ψˆ| = |A−1Pϕj |,
hold because P , Q ∈ SO(3). By (1.4) and (3.11),
(3.38)
|ϕj − ϕj−1| = |A(ψˆ − ψ˜)| ≤ ‖A‖ |ψˆ − ψ˜| ≤
√
2|ψˆ − ψ˜|
|ϕj − ϕj−1| = |A(ψˆ − ψ˜)| ≥ 1‖A−1‖ |ψˆ − ψ˜| ≥
1√
2N1/4
|ψˆ − ψ˜|
hold. Here, by (3.24), (3.29) and (3.31), we have
|ψˆ − ψ˜| =
∣∣∣∣12
(
(1 − gˆ2)ηˆ − (1− g2)η, i(1 + gˆ2)ηˆ − i(1 + g2)η
)∣∣∣∣
=
1
2
∣∣∣∣((1− g2h2
)
hη − (1− g2)η, i
(
1 +
g2
h2
)
hη − i(1 + g2)η
)∣∣∣∣
=
1
2
∣∣∣∣(h− 1)((1 + g2h
)
, i
(
1− g
2
h
))
η
∣∣∣∣
=
1
2
|h− 1| |η|
(∣∣∣∣1 + g2h
∣∣∣∣2 + ∣∣∣∣1− g2h
∣∣∣∣2
)1/2
≤ 1
2
|h− 1| |η|
(∣∣∣∣1 + g2h
∣∣∣∣+ ∣∣∣∣1− g2h
∣∣∣∣)
≤ |h− 1| |η|
(
1 +
|g|2
|h|
)
≤ |h− 1| |η|
(
1 +
|g|2
1− |h− 1|
)
≤ |h− 1| (1 + |g|
2)|η|
1− |h− 1| =
√
2|ψ˜| |h− 1|
1− |h− 1| .
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Since h is taken as in Lemma 3.6 and P ∈ SO(3), we have
|ψˆ − ψ˜| ≤
√
2|ψ˜| ε1
1− ε1 =
√
2|ψ˜| ε
4
√
2µj−1N9/4
(Lemma 3.6, (3.28))
= |A−1Pϕj−1| ε
4µj−1N9/4
≤ ‖A−1‖ |Pϕj−1| ε
4µj−1N9/4
(by (3.37),(1.4))
≤
√
2N1/4 |ϕj−1| ε
4µj−1N9/4
(by (3.11))
≤
√
2N1/4µj−1
ε
4µj−1N9/4
=
ε
2
√
2N2
(by (3.28))
holds on D1 \ ̟j. Thus, by (3.38) |ϕj − ϕj−1| ≤
√
2|ψˆ − ψ˜| ≤ ε/(2N2), which is
(3.34).
Next, on ̟j , it holds that
|ϕj | = |Aψˆ| ≥ 1‖A−1‖ |ψˆ| ≥
1√
2N1/4
|ψˆ| (by (3.37),(1.4),(3.11))
=
1√
2N1/4
1√
2
(1 + |gˆ|2)| |ηˆ| = 1
2N1/4
(1 + |gˆ|2) |ηˆ| (by (3.29), (1.9))
≥ 1
N1/4
|gˆηˆ| = 1
N1/4
|gη| (by (3.31))
=
√
2
N1/4
1√
2
(1 + |g|2)|η| |g|
1 + |g|2 =
√
2|ψ˜|
N1/4
|g|
1 + |g|2 (by (3.24))
=
√
2|A−1Pϕj−1|
N1/4
|g|
1 + |g|2 ≥
√
2|ϕj−1|
N1/4‖A‖
|g|
1 + |g|2 (by (3.37), (1.4), P ∈ SO(3))
≥ |ϕj−1|
N1/4
|g|
1 + |g|2 ≥
|ϕj−1|
N1/4
1
2
√
N
1 + 14N
(by (3.11), Lemma 3.4)
≥ ν
2N1/4
1
2
√
N
1 + 14N
=
ν
N3/4
1
4 + 1/N
≥ ν
5N3/4
=
C1
N3/4
(Lemma 2.2, (1.11)).
Thus, we have (3.35).
Finally, on ωj, we have
|ϕj | ≥ 1
2N1/4
(1 + |gˆ|2)|ηˆ|
by the same way as in the previous argument. Then
|ϕj | ≥ 1
2N1/4
(1 + |gˆ|2)|ηˆ| ≥ 1
2N1/4
|ηˆ|
=
1
2N1/4
|h| |η| =
√
2
2N1/4
1√
2
(1 + |g|2)|η| |h|
1 + |g|2 (by (3.29))
=
|h|√
2N1/4
|ψ˜| 1
1 + |g|2 =
|h|√
2N1/4
|A−1Pϕj−1| 1
1 + |g|2 (by (3.24), (3.37))
≥ |h|‖A‖√2N1/4 |Pϕj−1|
1
1 + |g|2 ≥
|h|
2N1/4
|Pϕj−1| 1
1 + |g|2 (by (1.4), (3.11))
≥ |h|
2N1/4
|ϕj−1| 1
1 + 4N
≥ |h|
2N1/4
ν
2
1
1 + 4N
(P ∈ SO(3), Lemmas 3.4, 2.2)
≥ |h|ν
4N1/4
1
5N
=
ν
20N5/4
|h| = ν
20N5/4
(T − |h− T |)
≥ ν
20N5/4
4N7/2 =
ν
5
N9/4 = C1N
9/4 (Lemma 3.6, (1.11)).
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Hence we have (3.36). 
Thus we have {Fj} and {vj} satisfying properties (K-0)–(K-6) in Lemma 1.3.
4. A proof of Proposition 1.2
In this section, we prove Proposition 1.2. We take the sequences {Fj} and {vj}
as in the Key Lemma 1.3, and set
(4.1) Y := F2N .
Recall that X = F0 by (K-0). Then we shall prove (Y-1)–(Y-3) in Proposition 1.2.
Lemma 4.1. It holds that
|ϕY − ϕX | ≤ ε
N
, and |Y −X | ≤ 2ε
N
on D1 \
(
̟1 ∪ · · · ∪̟2N
)
.
Proof. By (K-2) of the Key Lemma 1.3,
|ϕY − ϕX | = |ϕ2N − ϕ0| ≤ |ϕ2N − ϕ2N−1|+ · · ·+ |ϕ1 − ϕ0| ≤ 2N · ε
2N2
=
ε
N
holds on D1 \
(
̟1 ∪ · · · ∪̟2N
)
. On the other hand, by Lemma 2.1,
|Y −X | = |F2N − F0| ≤ |F2N − F2N−1|+ · · ·+ |F1 − F0| ≤ 2N · ε
N2
=
2ε
N
holds on D1 \
(
̟1 ∪ · · · ∪̟2N
)
. 
Corollary 4.2 (the conclusion (Y-1)). It holds that
|ϕY − ϕX | < ε and |Y −X | < ε on D1−ε.
Proof. Note that we take the labyrinth as in Appendix A. Here, by (1.14),
2
N
+
1
8N3
=
1
N
(
2 +
1
8N2
)
<
3
N
≤ ε
holds. Then by (2) of Lemma A.1 in Appendix A, we have that
(4.2) D1−ε ⊂ D1 \
(
̟1 ∪ · · · ∪̟2N
)
.
Thus, by Lemma 4.1 and (1.13), it holds on D1−ε that
|ϕY − ϕX | = |ϕ2N − ϕ0| ≤ ε
N
≤ ε, |Y −X | = |F2N − F0| ≤ 2ε
N
≤ ε 
Lemma 4.3. The function ϕY = ϕ2N satisfies
|ϕY | ≥

C1
2
N9/4 on ω1 ∪ · · · ∪ ω2N
C1
2N3/4
on D1.
Proof. On ωj ,
|ϕY | = |ϕ2N | ≥ |ϕj | − |ϕ2N − ϕ2N−1| − · · · − |ϕj+1 − ϕj |
≥ C1N9/4 − (2N − j + 1)ε
2N2
(by (K-3), (K-2))
≥ C1N9/4 − ε
N
= N9/4
(
C1 − ε
N3/4
)
≥ N9/4
(
C1 − ε
N1/4
)
≥ C1
2
N9/4 (by (1.14)).
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On the other hand, on ̟j , we have
|ϕY | = |ϕ2N | ≥ |ϕj | − |ϕ2N − ϕ2N−1| − · · · − |ϕj+1 − ϕj |
≥ C1
N3/4
− (2N − j + 1)ε
2N2
(by (K-3), (K-2))
≥ C1
N3/4
− ε
N
=
1
N3/4
(
C1 − ε
N1/4
)
≥ C1
2N3/4
(by (1.14)).
Finally, on D1 \ (̟1 ∪ · · · ∪̟2N ),
|ϕY | = |ϕ2N | ≥ |ϕ0| − |ϕ2N − ϕ2N−1| − · · · − |ϕ1 − ϕ0|
≥ |ϕ0| − 2N · ε
2N2
≥ ν − ε
N
((K-2), (1.16))
≥ ν − ε
N3/4
≥ C1
2N3/4
(by (1.14)).
Hence we have the conclusion. 
Corollary 4.4 (the conclusion (Y-2)). The disc (D1, ds
2
Y ) contains a geodesic disc
D centered at 0 with radius ρ+ s.
Proof. The induced metric ds2Y is expressed as
ds2Y = |ϕY |2 |dz|2.
Consider a Riemannian metric
ds2 :=
(
2N3/4
C1
)2
ds2Y = λ
2 |dz|2,
(
λ :=
2N3/4
C1
|ϕY |
)
.
Then by Lemma 4.3, ds2 satisfies the assumptions of Lemma A.4 in Appendix A.
Thus, we have
distds2(0, ∂D1) ≥ N,
where distds2 denotes the distance function with respect to ds
2. Then by (1.14),
we have
distds22N (0, ∂D1) ≥
C1
2N3/4
N =
C1N
1/4
2
≥ ρ+ s.
Hence we have the conclusion. 
By Corollary 4.4, one can take a geodesic disc D of (D1, ds2Y ) centered at the
origin with radius ρ+s. Fix p ∈ ∂D, and prove (Y-3) of the Key Lemma 1.3. First,
we assume p ∈ ̟j for some j ∈ {1, · · · , 2N} (otherwise, the proof of (Y-3) is rather
easy). Since p ∈ ∂D, there exists a ds2Y -geodesic γ joining 0 and p with length ρ+s.
Since ds2Y is a Riemannian metric of non-positive Gaussian curvature,
(4.3) an arbitrary subarc of γ is the shortest geodesic.
Hence the image of γ is contained in D.
Lemma 4.5. The Euclidean length of γ satisfies
LengthC(γ) ≤
2(ρ+ s)
C1
N3/4.
Proof. Since he ds2Y -arclength of γ is ρ+ s, Lemma 4.3 implies that
ρ+ s =
∫
γ
|ϕY | |dz| ≥
∫
γ
C1
2N3/4
|dz| = C1
2N3/4
LengthC(γ).
Hence we have the conclusion. 
Now, take points p¯, p˜ ∈ D on the arc γ such that
• p¯ ∈ ∂̟j and the subarc of γ joining p¯ and p is contained in ̟j , namely, p¯
is the final point where γ meets ∂̟j ,
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D1
∂D1
ωj
p¯
0
̟j
1 − 2
N
− 1
8N3
p˜
γ1
γ2
ζj γ
p
Figure 1. The curve γ and points p¯, p˜
• and the subarc of γ joining 0 and p˜ ∈ ∂D1− 2
N
− 1
8N3
contained in D1− 2
N
− 1
8N3
;
namely, p˜ is the first point where γ meets ∂D1− 2
N
− 1
8N3
.
See Figure 1.
Lemma 4.6. It holds that
|Fl(p¯)| ≤ r + 2ε
N
(l = 0, . . . , 2N),(4.4)
|Fj−1(p)| ≤ r + 2ε
N
,(4.5)
|F2N (p)− Fj(p)| ≤ 2ε
N
, |F2N (p¯)− Fj(p¯)| ≤ 2ε
N
,(4.6)
|F2N (p)− F2N (p¯)| ≤ s+ c2
N1/4
,(4.7)
where C1 and c2 are defined by (1.11) and (1.12), respectively.
Proof. Since p¯ 6∈ ̟1 ∪ · · · ∪ ̟2N , Lemma 2.1 and the assumption (X-3) of the
Proposition 1.2imply
|Fl(p¯)| ≤ |F0(p¯)|+ |F1(p¯)− F0(p¯)|+ · · ·+ |Fl(p¯)− Fl−1(p¯)|
≤ r + lε
N2
≤ r + 2ε
N
.
Hence we have (4.4). A similar reasoning proves (4.5) .
Since p 6∈ ̟j+1 ∪ · · · ∪̟2N , Lemma 2.1 implies
|F2N (p)− Fj(p)| ≤ |F2N (p)− F2N−1(p)|+ · · ·+ |Fj+1(p)− Fj(p)|
≤ (2N − j)ε
N2
<
2ε
N
.
Then the first inequality of (4.6) holds. Similarly, we have the second inequality of
(4.6).
Let γ1 be the subarc of the geodesic γ joining 0 and p˜, and let γ2 be the line
segment joining p˜ and ∂D1 which is contained in the line 0p˜, see Figure 1. Since
γ1 ∪ γ2 is a path joining 0 and ∂D1, the assumption (X-2) and (K-0) implies that
(4.8) Lengthds20(γ1 ∪ γ2) =
∫
γ1∪γ2
|ϕ0(z)| |dz| ≥ distds20(0, ∂D1) ≥ ρ,
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where Lengthds20(γ1∪γ2) is the length of the curve γ1∪γ2 with respect to the metric
ds20. On the other hand, by (1.16), we have
Lengthds20(γ2) =
∫
γ2
|ϕ0(z)| |dz| ≤ µ · LengthC(γ2)(4.9)
= µ
(
2
N
+
1
8N3
)
=
µ
N
(
2 +
1
8N2
)
≤ 3µ
N
.
Hence we have
(4.10)
∫
γ1
|ϕ0(z)| |dz| =
∫
γ1∪γ2
|ϕ0(z)| |dz| −
∫
γ2
|ϕ0(z)| |dz| ≥ ρ− 3µ
N
.
Since γ1 is contained in the subarc of γ joining 0 and p¯, we have
distds22N (0, p¯) ≥ distds22N (0, p˜) =
∫
γ1
|ϕ2N (z)| |dz| (by (4.3))
=
∫
γ1
(|ϕ2N (z)| − |ϕ0(z)|) |dz|+
∫
γ1
|ϕ0(z)| |dz|
≥ −
∫
γ1
|ϕ2N (z)− ϕ0(z)| |dz|+
∫
γ1
|ϕ0(z)| |dz|
≥ −
∫
γ1
|ϕ2N (z)− ϕ0(z)| |dz|+ ρ− 3µ
N
(by (4.10))
≥ −
∫
γ1
ε
N
|dz|+ ρ− 3µ
N
(Lemma 4.1)
≥ −LengthC(γ)
ε
N
+ ρ− 3µ
N
(γ1 ⊂ γ)
≥ −2ε(ρ+ s)
C1N1/4
+ ρ− 3µ
N
≥ −2ε(ρ+ s)
C1N1/4
+ ρ− 3µ
N1/4
(Lemma 4.5)
= ρ− 1
N1/4
(
3µ+
2ε(ρ+ s)
C1
)
= ρ− c2
N1/4
. (by (1.12))
Here, since p¯ lies on the geodesic γ joining 0 and p, (4.3) implies
|F2N (p)− F2N (p¯)| ≤ distds22N (p, p¯) = distds22N (0, p)− distds22N (0, p¯)
= ρ+ s− distds22N (0, p¯)
≤ ρ+ s−
(
ρ− c2
N1/4
)
= s+
c2
N1/4
.
Thus (4.7) is obtained. 
Case 1: p ∈ ̟j and |Fj−1(ζj)| > 1/
√
N .
Lemma 4.7. When p ∈ ̟j and |Fj−1(ζj)| > 1/
√
N ,
|Fj(p)| ≤
√
r2 + s2 +
c3
N1/4
holds.
Proof. Let vj ∈ C3 be the unit vector as in (K-4)–(K-6), and denote
(vj)
⊥ := (the orthogonal complement of vj with respect to 〈 , 〉).
Then (vj)
⊥ is a (complex) 2-dimensional subspace of C3. Denote by Πj the or-
thogonal projection
(4.11) Πj : C
3 ∋ x 7−→ x− 〈x,vj〉vj ∈ (vj)⊥
with respect to the Hermitian inner product 〈 , 〉. Then for any vector x ∈ C3,
(4.12) |x|2 = | 〈x,vj〉 |2 + |Πjx|2
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holds. Thus, we have
|ΠjFj(p)| ≤ |ΠjFj(p)−ΠjFj(p¯)|+ |ΠjFj(p¯)|
≤ ∣∣Πj(Fj(p)− Fj(p¯))∣∣+ |ΠjFj(p¯)|
≤ |Fj(p)− Fj(p¯)|+ |ΠjFj(p¯)| (by (4.12))
≤ |Fj(p)− Fj(p¯)|+
∣∣Πj(Fj(p¯)− Fj−1(p¯))∣∣ + |ΠjFj−1(p¯)|
≤ |Fj(p)− Fj(p¯)|+ |Fj(p¯)− Fj−1(p¯)|+ |ΠjFj−1(p¯)| (by (4.12))
≤ |F2N (p)− F2N (p¯)|+ |F2N (p)− Fj(p)|+ |F2N (p¯)− Fj(p¯)|
+ |Fj(p¯)− Fj−1(p¯)|+ |ΠjFj−1(p¯)|
≤
(
s+
c2
N1/4
)
+
2ε
N
+
2ε
N
+ |Fj(p¯)− Fj−1(p¯)|+ |ΠjFj−1(p¯)| (Lemma 4.6)
≤
(
s+
c2
N1/4
)
+
4ε
N
+
ε
N2
+ |ΠjFj−1(p¯)| (Lemma 2.1)
≤ s+ 1
N1/4
(
c2 +
4ε
N3/4
+
ε
N7/4
)
+ |ΠjFj−1(p¯)|
≤ s+ c2 + 5ε
N1/4
+ |ΠjFj−1(p¯)|.
Hence we have
(4.13) |ΠjFj(p)| ≤ s+ c2 + 5ε
N1/4
+ |ΠjFj−1(p¯)|.
Here, we assume Fj−1(p¯) 6= 0. Since p¯ ∈ ̟j , we have
|ΠjFj−1(p¯)| =
√
|Fj−1(p¯)|2 − | (Fj−1(p¯),vj) |2 (by (4.12))
= |Fj−1(p¯)|
√
1−
∣∣∣∣〈 Fj−1(p¯)|Fj−1(p¯)| ,vj
〉∣∣∣∣2
≤ |Fj−1(p¯)|
√
1−
(
1− C2√
N
)2
(by (K-5))
= |Fj−1(p¯)|
√
2C2√
N
− C
2
2
N
≤ |Fj−1(p¯)|
√
2C2√
N
= |Fj−1(p¯)|
√
2C2
N1/4
≤
(
r +
2ε
N
)
·
√
2C2
N1/4
(by (4.4) in Lemma 4.6)
≤ (r + 2ε)
√
2C2
N1/4
.
Then by (4.13), we have
(4.14) |ΠjFj(p)| ≤ s+ α
N1/4
(
α := c2 + 5ε+ (r + 2ε)
√
2C2
)
when Fj−1(p¯) 6= 0. Otherwise, namely when Fj−1(p¯) = 0, (4.14) holds trivially.
Thus,
|Fj(p)| =
√
| 〈Fj(p),vj〉 |2 + |ΠjFj(p)|2 (by (4.12))
=
√
| 〈Fj−1(p),vj〉 |2 + |ΠjFj(p)|2 (by (K-6))
≤
√
|Fj−1(p)|2 + |ΠjFj(p)|2
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≤
√(
r +
2ε
N
)2
+
(
s+
α
N1/4
)2
=
√
(r2 + s2) +
2
N1/4
β, ((4.5), (4.14)),
where
β := sα+
(
α2
2N1/4
+
2rε
N3/4
+
2ε2
N7/4
)
≤ sα+ α
2
2
+ 2rε+ 2ε2 = c3
√
r2 + s2
and c3 is the constant as in (1.12). Hence by the inequality
√
1 + x ≤ 1 + (x/2),
|Fj(p)| ≤
√
r2 + s2
√
1 +
2
N1/4
β
r2 + s2
≤
√
r2 + s2
(
1 +
1
N1/4
β
r2 + s2
)
≤
√
r2 + s2
(
1 +
1
N1/4
c3√
r2 + s2
)
≤
√
r2 + s2 +
c3
N1/4
holds, which is the conclusion. 
Corollary 4.8. Under the assumption of Lemma 4.7, we have
|Y (p)| = |F2N (p)| ≤
√
r2 + s2 + ε for p ∈ (∂D ∩̟j).
Proof.
|F2N (p)| ≤ |Fj(p)|+ |F2N (p)− Fj(p)| ≤ |Fj(p)|+ 2ε
N
(by (4.6) in Lemma 4.6)
≤
√
r2 + s2 +
c3
N1/4
+
2ε
N
(Lemma 4.7)
=
√
r2 + s2 +
1
N1/4
(
c3 +
2ε
N3/4
)
≤
√
r2 + s2 +
1
N1/4
(c3 + 2ε) ≤
√
r2 + s2 + ε (by (1.15)). 
Case 2: The case that p ∈ ̟j and |Fj−1(ζj)| ≤ 1/
√
N .
Lemma 4.9. When |Fj−1(ζj)| ≤ 1/
√
N and p ∈ (∂D ∩̟j),
|F2N (p)| ≤
√
r2 + s2 + ε
holds.
Proof. Since p¯ ∈ ∂̟j,
|F2N (p)| ≤ |F2N (p)− F2N (p¯)|+ |F2N (p¯)| ≤
(
s+
c2
N1/4
)
+ |F2N (p¯)| (by (4.7))
≤
(
s+
c2
N1/4
)
+ |F2N (p¯)− Fj(p¯)|+ |Fj(p¯)|
≤
(
s+
c2
N1/4
)
+
2ε
N
+ |Fj(p¯)| (by (4.6))
≤ s+ 1
N1/4
(
c2 +
2ε
N3/4
)
+ |Fj(p¯)− Fj−1(p¯)|+ |Fj−1(p¯)|
≤ s+ 1
N1/4
(
c2 +
2ε
N3/4
)
+
ε
N2
+ |Fj−1(p¯)| (Lemma 2.1)
≤ s+ 1
N1/4
(
c2 +
2ε
N3/4
+
ε
N7/4
)
|Fj−1(p¯)− Fj−1(ζj)|+ |Fj−1(ζj)|
≤ s+ 1
N1/4
(
c2 +
2ε
N3/4
+
ε
N7/4
+
6µ
N3/4
)
+ |Fj−1(ζj)| (Lemma 2.3)
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≤ s+ 1
N1/4
(
c2 +
2ε
N3/4
+
ε
N7/4
+
6µ
N3/4
+
1
N1/4
)
= s+
1 + c2 + 6µ+ 3ε
N1/4
≤ s+ ε ≤
√
r2 + s2 + ε (by (1.15)).
Thus we have the conclusion. 
Case 3: p ∈ D1 \ (̟1 ∪ · · · ∪̟2N ). The remaining case is that
(4.15) p ∈ ∂D ∩ (D1 \ (̟1 ∪ · · · ∪̟2N )).
Lemma 4.10. If p satisfies (4.15), then
|F2N (p)| ≤
√
r2 + s2 + ε
holds.
Proof. By the assumption (X-3), |X(p)| = |F0(p)| ≤ r holds. Then by Lemma 4.1
and (1.13), we have
|F2N (p)| ≤ |F0(p)|+ |F2N (p)− F0(p)| ≤ r + 2ε
N
≤ r + ε ≤
√
r2 + s2 + ε. 
Summing up, Corollary 4.8 and Lemmas 4.9 and 4.10 implies (Y-3) of the Propo-
sition 1.2.
Appendix A. Labyrinth
For the sake of completeness, we recall Nadirashvili’s labyrinth (for further details
we refer the reader to [7] or [4]).
For each number j = 0, 1, 2, . . . , 2N2, we set
(A.1) rj := 1− j
N3
(
r0 = 1, r1 = 1− 1
N3
, . . . , r2N2 = 1−
2
N
)
,
and take a sequence of domains
(A.2) Drj = {z ∈ C ; |z| < rj} (j = 0, . . . , 2N2).
Since {rj} is decreasing in j, it holds that
D1 = Dr0 ⊃ Dr1 ⊃ · · · ⊃ Dr2N2 = D1− 2N .
We denote the boundaries of Drj by
(A.3) Srj = ∂Drj = {z ∈ C ; |z| = rj}.
We set
A := D1 \ Dr2N2 = D1 \ D1− 2N(A.4)
and
A :=
N2−1⋃
j=0
(
Dr2j \ Dr2j+1
)
= (Dr0 \ Dr1) ∪ (Dr2 \ Dr3) ∪ · · · ∪ (Dr2N2−2 \ Dr2N2−1),
A˜ :=
N2−1⋃
j=0
(
Dr2j+1 \ Dr2j+2
)
= (Dr1 \ Dr2) ∪ (Dr3 \ Dr4) ∪ · · · ∪ (Dr2N2−1 \ Dr2N2 ).
Next, let
(A.5) L :=
N−1⋃
j=0
l 2jpi
N
 ∩ A, L˜ :=
N−1⋃
j=0
l (2j+1)pi
N
 ∩ A˜,
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Dr0 \ Dr1
S1 = Sr0
Sr1
Sr2
1
N3
Dr1 \ Dr2
Dr2 \ Dr3
A˜A
l0
L: blue lines
L˜: red lines
l pi
N
Ω
U
[
1
4N3
]
(H)
ω1
ω0 = ω2N
Figure 2. The labyrinth
D1
∂D1
ωj
0
̟j
ζj
1− 2
N
− 1
8N3
Figure 3. The base point ζj
where lt := {reit ; r ≥ 0}, and set
(A.6) H := L ∪ L˜ ∪ S
S = 2N2⋃
j=0
∂Drj =
2N2⋃
j=0
Srj
 .
We define
(A.7) Ω = A \ U
[
1
4N3
]
(H),
where U [ε](B) denotes the ε-neighborhood of the subset B ⊂ C (in the Euclidean
distance). Note that each connected component of Ω has the width 1/(2N3).
For each number j = 1, . . . , 2N , we set
(A.8)
ωj :=
(
l jpi
N
∩ A) ∪ (the connected components of Ω intersecting with l jpi
N
)
̟j := U
[
1
8N3
]
(ωj) =
(
the
1
8N3
-neighborhood of ωj
)
.
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Finally we denote by ζj the “base point” of ̟j:
(A.9) ζj :=
(
1− 2
N
− 1
8N3
)
eiπj/N ∈ ∂̟j (j = 1, . . . , 2N)
(Figure 3).
By definition, we have
Lemma A.1. (1) For each j = 1, . . . , 2N , both ωj and D1 \ ̟j are disjoint
compact subsets of C such that C \ (ωj ∪ (D1 \̟j)) is connected.
(2) It holds that
D1 \ D1− 2
N
− 1
8N3
⊃ ̟1 ∪ · · · ∪̟2N .
Lemma A.2. Let j ∈ {1, . . . , 2N}. Then for each p ∈ D1 \̟j, there exists a path
γ in D1 \̟j joining 0 and p whose length (with respect to the Euclidean metric of
C) is not greater than 1 + π/N .
Proof. By a rotation and a reflection on C = R2, we assume j = 2N and p = reiθ
(0 ≤ r ≤ 1, 0 ≤ θ ≤ π) without loss of generality.
If π/N < θ < π, the line segment γ joining 0 and p does not intersect with ̟2N .
Then γ is the desired path.
Otherwise, both the line segment γ1 joining 0 and p0 := re
iπ/N and the circular
arc γ2 joining p0 and p centered at 0 do not intersect with ̟2N . Then the path
γ := γ1 ∪ γ2 is the desired one. 
Lemma A.3. Let j ∈ {1, . . . , 2N}. Then for each p ∈ ̟j, there exists a path γ
in ̟j joining the base point ζj and p whose length (with respect to the Euclidean
metric of C) is not greater than 6/N .
Proof. We write p = reiθ ∈ ̟j , where
1− 2
N
− 1
8N3
≤ r ≤ 1, π(j − 1)
N
≤ θ ≤ π(j + 1)
N
.
Then the line segment γ1 joining ζj and p1 := re
iπj/N lies in ̟j , and its Euclidean
length does not exceed 2N +
1
8N3 . On the other hand, the length of the circular arc
γ2 centered at the origin joining p1 and p does not exceed π/N . Then the path
γ = γ1 ∪ γ2 joins ζj and p in ̟j , whose length does not exceed
2
N
+
1
8N3
+
π
N
=
1
N
(
2 +
1
8N2
+ π
)
≤ 1
N
(
2 +
1
8
+ π
)
≤ 6
N
.
Hence we have the conclusion. 
Lemma A.4. Assume N ≥ 4, and let Ω ⊂ D1 be the set as in (A.7). Note that
Ω ⊂ ω1 ∪ · · · ∪ ω2N .
Consider a Riemannian metric ds2 = λ2 |dz|2 on D1 such that{
λ ≥ 1 (on D1)
λ ≥ N3 (on Ω).
Then for an arbitrary path σ in D1 joining 0 and ∂D1, it holds that
∫
σ ds ≥ N .
Proof. For j = 0, . . . , N2 − 1, let γj be a subarc of σ joining ∂Dr2j and ∂Dr2j+2
contained in Dr2j \Dr2j+2 . It suffices to prove that Lengthds2(γj) ≥ 1N . In this case,
since the path σ contains at least N2 such paths, we have
Lengthds2(σ) =
∫
σ
ds ≥ N2 · 1
N
= N,
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In order to prove that Lengthds2(γj) ≥ 1N , we distinguish two cases. First we
assume that LengthC(γj) ≥ 1N . In this case by the assumption λ ≥ 1 we have
Lengthds2(γj) =
∫
γj
ds =
∫
γj
λ(z) |dz| ≥
∫
γj
|dz| ≥ 1
N
On the contrary, if LengthC(γj) <
1
N it is not difficult to see that γj must be
contained in a wedge of D1 of angle bounded by
π
N − 2N2 . Taking into account the
shape of the labyrinth, this implies that γj crosses a connected component of Ω
transversely, and therefore the Euclidean length of γj ∩Ω is greater than 1/(2N3).
Hence by the assumption,
Lengthds2(γj) =
∫
γj
ds ≥
∫
γj∩Ω
ds =
∫
γj∩Ω
λ |dz| ≥ N3 · 1
2N3
=
1
2
>
1
N
. 
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