Otimização de topologia e forma de estruturas elásticas utilizando o método level set by Pecanka, Sergio Alberto
SERGIO ALBERTO PECANKA
OTIMIZAC¸A˜O DE TOPOLOGIA E
FORMA DE ESTRUTURAS
ELA´STICAS UTILIZANDO O
ME´TODO LEVEL SET
FLORIANO´POLIS
2014
ii
UNIVERSIDADE FEDERAL DE SANTA CATARINA
PROGRAMA DE PO´S-GRADUAC¸A˜O
EM ENGENHARIA MECAˆNICA
OTIMIZAC¸A˜O DE TOPOLOGIA E FORMA DE
ESTRUTURAS ELA´STICAS UTILIZANDO OME´TODO
LEVEL SET
Dissertac¸a˜o submetida a`
Universidade Federal de Santa Catarina
como parte dos requisitos para a obtenc¸a˜o do grau de
Mestre em Engenharia Mecaˆnica
SERGIO ALBERTO PECANKA
Floriano´polis, Fevereiro de 2014
Catalogac¸a˜o na fonte elaborada pela Biblioteca da
Universidade Federal de Santa Catarina
Pecanka, Sergio Alberto
Otimizac~ao de topologia e forma de estruturas elasticas
utilizando o metodo Level Set / Sergio Alberto Pecanka;
orientador, Marcelo Krajnc Alves - Florianopolis, SC, 2013.
146 p.: il.
Dissertac~ao (mestrado) - Universidade Federal de Santa
Catarina, Centro Tecnologico. Programa de Pos-Graduac~ao em
Engenharia Meca^nica.
Inclui refere^ncias
1. Engenharia meca^nica. 2. Otimizac~ao estrutural.
3. Analise de sensibilidade. 4. Level Set. I. Alves,
Marcelo Krajnc. II. Universidade Federal de Santa Catarina.
Programa de Pos-Graduac~ao em Engenharia Meca^nica. III. Ttulo.
OTIMIZAC¸A˜O DE TOPOLOGIA E FORMA DE
ESTRUTURAS ELA´STICAS UTILIZANDO OME´TODO
LEVEL SET
SERGIO ALBERTO PECANKA
Esta Dissertac¸a˜o foi julgada adequada para obtenc¸a˜o do Tı´tulo de Mestre
em Engenharia Mecaˆnica, A´rea de concentrac¸a˜o Ana´lise e Projeto
Mecaˆnico, e aprovada em sua forma final pelo Programa de
Po´s-Graduac¸a˜o em Engenharia Mecaˆnica da Universidade Federal de
Santa Catarina.
Marcelo Krajnc Alves, Ph.D.
Orientador
Armando Albertazzi Gonc¸alves Jr., Dr.
Coordenador do Programa de Po´s-Graduac¸a˜o em Engenharia Mecaˆnica
Banca Examinadora:
Marcelo Krajnc Alves, Ph.D.
Presidente
Jose´ Carlos de Carvalho Pereira, Dr.
Ma´rcio Rodolfo Fernandes, Dr.
Lindaura Maria Steffens, Dra.
vi
“Tudo deveria se tornar o mais simples possı´vel, mas na˜o simplificado.”
Albert Einstein
vii
viii
AGRADECIMENTOS
Ao professor Marcelo Krajnc Alves, pela sua excelente orientac¸a˜o,
pacieˆncia e generosidade em compartilhar seus conhecimentos.
A` Coordenac¸a˜o de Aperfeic¸oamento de Pessoal de Nı´vel Superior -
CAPES, pela concessa˜o da bolsa de estudos durante dois anos.
Ao Programa de Po´s-graduac¸a˜o em Engenharia Mecaˆnica da Univer-
sidade Federal de Santa Catarina, pela oportunidade de estudos.
Aos professores Lindaura Maria Steffens, Ma´rcio Rodolfo Fernandes
e Jose´ Carlos de Carvalho Pereira, por terem gentilmente participado da banca
examinadora.
Aos professores Jose´ Luiz Rosas Pinho e Gustavo Adolfo Torres Fer-
nandes da Costa, pelas cartas de recomendac¸a˜o e pelo apoio que me deram
para iniciar o curso de mestrado.
Aos colegas Giovani Bresolin, He´lio Emmendoerfer Junior e Rau´l
Castello´n pelos conselhos dados.
ix
x
Resumo da Dissertac¸a˜o apresentada a` UFSC como parte dos requisitos
necessa´rios para a obtenc¸a˜o do grau de Mestre em Engenharia Mecaˆnica.
OTIMIZAC¸A˜O DE TOPOLOGIA E FORMA DE
ESTRUTURAS ELA´STICAS UTILIZANDO OME´TODO
LEVEL SET
Sergio Alberto Pecanka
Fevereiro / 2014
Orientador: Marcelo Krajnc Alves, Ph.D.
A´rea de Concentrac¸a˜o: Ana´lise e Projeto Mecaˆnico.
Palavras-chave: me´todo level set, otimizac¸a˜o de forma e topolo´gica,
otimizac¸a˜o estrutural, me´todo de Galerkin livre de elementos.
O objetivo deste estudo e´ propor um procedimento para a otimizac¸a˜o
topolo´gica e de forma de estruturas ela´sticas lineares utilizando o me´todo
level set. O problema de otimizac¸a˜o consiste na minimizac¸a˜o da compliance
(flexibilidade) da estrutura sujeita a restric¸o˜es volume´tricas. A estrutura
considerada esta´ sujeita a um estado plano de tenso˜es e restrita a pequenas
deformac¸o˜es e deslocamentos. O material considerado e´ ela´stico linear e
isotro´pico. O procedimento proposto utiliza o me´todo de Galerkin livre de
elementos (EFGM) na soluc¸a˜o da equac¸a˜o de estado e faz uso do me´todo
de Petrov-Galerkin na soluc¸a˜o da equac¸a˜o de Hamilton-Jacobi, responsa´vel
pela evoluc¸a˜o do level set, que e´ responsa´vel pela definic¸a˜o final da forma
e da topologia da estrutura. A func¸a˜o level set e´ enta˜o aproximada pelo
me´todo dos mı´nimos quadrados mo´veis (MLEM) que faz uso de func¸o˜es
de peso, tais como as splines qua´rticas, de modo a atingir um alto nı´vel
de precisa˜o e suavidade. A implementac¸a˜o do procedimento foi atrave´s do
desenvolvimento de um software em Fortran orientado a objeto contendo
todas as rotinas necessa´rias a` ana´lise e a` otimizac¸a˜o da topologia e forma das
estruturas contempladas. Para a validac¸a˜o do procedimento de otimizac¸a˜o
proposto e sua implementac¸a˜o, sa˜o analisados va´rios problemas tı´picos
encontrados na literatura e comparados os seus resultados.
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The objective of this study is to present a procedure for linear elastic
structures’ shape and topology optimization using the level set method.
The considered structure consists on minimization of structure compliance
subject to volume restrictions, it is subject to plane stress state and limited
to small displacements and deformations. The considered material is linear
elastic and isotropic. The proposed procedure uses the element free Galerkin
method (EEFGM) in the state equation solution and Petrov-Galerkin method
to solve the Hamilton-Jacobi equation which is responsible for the evolution
of level set. On the other hand, the evolution of level set is responsible for
the final structure shape and topology definition. Then the level set function
is approximate by using moving least square method (MLSM) with quartic
splines weight functions to achieve a high level of accuracy and smoothness.
The procedure implementation has been developed in Fortran object oriented
software containing all the necessary analysis and optimization routines to
analyze and optimize the shape and topology of the contemplated structures.
In order to validate the proposed optimization procedure and its implemen-
tation some typical problems found in the literature have been analysed and
their results have been compared.
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1 INTRODUC¸A˜O
1.1 Motivac¸a˜o e objetivo do trabalho
Atualmente, a necessidade de descrever cada vez melhor o comporta-
mento dos materiais vem se tornando essencial. Existem va´rios tipos e classes
de materiais, com comportamentos os mais variados possı´veis. Alguns pos-
suem comportamento previsı´vel; pore´m, existem outros com comportamentos
bem mais complexos.
O objetivo deste trabalho e´ propor um procedimento para a otimizac¸a˜o
de topologia e forma de estruturas ela´sticas lineares para minimizac¸a˜o da
compliance (flexibilidade) com restric¸a˜o de volume, utilizando a te´cnica
nume´rica conhecida como me´todo Level Set, capaz de simular e analisar
movimentos de curvas em diferentes cena´rios fı´sicos. Tal me´todo, formulado
por Osher e Sethian (OSHER; SETHIAN, 1988), apoia-se na ideia de representar
uma determinada curva (ou superfı´cie) como a curva de nı´vel zero (zero level
set) de uma func¸a˜o de maior dimensa˜o (denominada func¸a˜o Level Set).
O procedimento proposto utiliza o me´todo de Galerkin livre de ele-
mentos (EFGM) na soluc¸a˜o da equac¸a˜o de estado e faz uso do me´todo de
Petrov-Galerkin na soluc¸a˜o da equac¸a˜o diferencial do tipo Hamilton-Jacobi
que descreve a evoluc¸a˜o da func¸a˜o Level Set, que e´ responsa´vel pela definic¸a˜o
final da forma e da topologia da estrutura. A func¸a˜o level set e´ enta˜o aproxi-
mada pelo me´todo dos mı´nimos quadrados mo´veis (MLEM) que faz uso de
func¸o˜es de peso, tais como as splines qua´rticas, de modo a atingir um alto
nı´vel de precisa˜o e suavidade.
Por causa da efica´cia e versatilidade do me´todo Level Set, esta te´cnica
nume´rica vem sendo amplamente aplicada em diversas a´reas cientı´ficas, in-
cluindo mecaˆnica dos fluidos, processamento de imagens e visa˜o computacio-
nal, crescimento de cristais, geometria computacional e cieˆncia dos materiais.
1.2 Metodologia
A metodologia utilizada neste trabalho foi a seguinte:
 Estudo teo´rico da otimizac¸a˜o de forma para minimizac¸a˜o da compli-
ance e do me´todo Level Set;
 Desenvolvimento analı´tico das expresso˜es necessa´rias para o ca´lculo
da ana´lise de sensibilidade;
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 Implementac¸a˜o em software Fortran;
 Validac¸a˜o dos resultados, quando aplica´vel, com exemplos da litera-
tura.
1.3 Revisa˜o bibliogra´fica
Otimizac¸a˜o pode ser definida como o processo de encontrar as
condic¸o˜es que fornecem o valor ma´ximo (ou mı´nimo) de uma func¸a˜o (RAO,
2009). Te´cnicas de otimizac¸a˜o veˆm sendo desenvolvidas desde meados
dos anos quarenta, quando os comandos militares dos Estados Unidos e da
Inglaterra estavam preocupados em resolver problemas complexos tais como
construir comboios que pudessem evitar ou proteger uma carga de um ataque
inimigo, ou como minimizar a massa de uma aeronave, de modo a otimizar o
tempo de voo (ANDRe´ASSON; EVGRAFOV; PATRIKSSON, 2005).
A otimizac¸a˜o de forma de estruturas ela´sticas e´ um campo muito im-
portante e popular. O me´todo cla´ssico de sensibilidade de forma (variac¸a˜o de
contorno) tem sido muito estudado (CHENAIS, 1975), (MURAT; SIMON, 1976),
(PIRONNEAU, 1984) e (SIMON, 1980). E´ um me´todo muito geral que pode ser
usado em qualquer tipo de func¸a˜o objetivo e modelos estruturais, mas possui
duas desvantagens principais: o seu custo computacional (devido ao retraba-
lho na malha) e a sua tendeˆncia de falhar no mı´nimo local longe dos pontos
globais. O me´todo de homogenizac¸a˜o (e suas variac¸o˜es, tais como materi-
ais power-law ou me´todo SIMP - Solid Isotropic Material with Penalization)
(ALLAIRE; KOHN, 1993),(ALLAIRE et al., 1997), (BENDSOE, 1995) ), (ALLAIRE
et al., 1997) , e´ um me´todo adequado para essas desvantagens, mas ele e´ res-
trito principalmente a` elasticidade linear e a` func¸o˜es objetivos particulares
(compliance, eigenfrequency, ou compliant mechanism).
Todavia, recentemente, um outro me´todo surgiu em (BENDSOE; SIG-
MUND, 2003) baseado no me´todo level set, que foi criado por (OSHER;
SETHIAN, 1988) para rastrear a evoluc¸a˜o de interfaces. O me´todo level set e´
versa´til e computacionalmente muito eficiente. Ate´ agora, ele tem se mos-
trado uma ferramenta u´til em muitos campos de estudo, tais como movimento
pela curvatura principal, fluidomecaˆnica, processamento de imagem, etc.
Neste trabalho sera´ feita uma generalizac¸a˜o destes dois trabalhos, em
va´rios aspectos, propondo-se uma implementac¸a˜o sistema´tica de um me´todo
de otimizac¸a˜o estrutural baseado no me´todo level set onde a velocidade da
frente do contorno da forma e´ derivada da ana´lise de sensibilidade de forma,
atrave´s da investigac¸a˜o de uma func¸a˜o objetivo, definida pela compliance (fle-
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xibilidade), para projetos com cargas independentes e dependentes (cargas de
pressa˜o), em que a ana´lise nume´rica e´ usada quando se resolve as equac¸o˜es
de equilı´brio e o processo de atualizac¸a˜o da func¸a˜o level set sera´ realizada
usando me´todos de elementos finitos.
O foco sera´ em otimizac¸a˜o de forma e a abordagem do uso de “ma-
teriais substitutos” (ersatz materials) mais simples para preencher os vazios
atrave´s de fase material fraca. Esta e´ uma abordagem bem conhecida em
otimizac¸a˜o topolo´gica que pode ser rigorosamente justificada em alguns ca-
sos. Pode-se tambe´m considerar o caso de um modelo ela´stico na˜o linear.
Para todos os problemas desse tipo, deve-se calcular a derivada de forma
atrave´s do uso de um problema adjunto.
A derivada de forma e´ usada como a velocidade normal da fronteira
livre que e´ movida durante o processo de otimizac¸a˜o. A frente de propagac¸a˜o
e´ obtida com a soluc¸a˜o aproximada de uma equac¸a˜o Hamilton–Jacobi para a
func¸a˜o level set. Sera´ feita uma investigac¸a˜o da convergeˆncia nume´rica em
direc¸a˜o a` forma e tambe´m da forte dependeˆncia da forma o´tima com o projeto
inicial.
Sethian e Wiegmann (2000) esta˜o entre os primeiros pesquisadores
que estenderam o me´todo level set de Osher e Sethian para captura de con-
tornos livres de restric¸o˜es de uma estrutura em uma malha euleriana fixa,
onde a tensa˜o equivalente de Von Mises foi usada para melhorar a rigidez
estrutural. Osher e Santosa (2001) investigaram otimizac¸a˜o de duas fases de
uma membrana modelada com equac¸o˜es diferenciais parciais escalares. O
me´todo level set foi combinado com uma estrutura de ana´lise de sensibili-
dade, mas sem o contexto de elasticidade linear ou na˜o linear. Wang et al.
(2007) estabeleceram o vetor velocidade em termos da forma do contorno e
da variac¸a˜o da sensibilidade como uma ligac¸a˜o significativa entre o processo
geral de otimizac¸a˜o e o poderoso me´todo level set; foi mostrado que ao usar
o me´todo level set para otimizac¸a˜o topolo´gica estrutural, existe uma promis-
sora potencial flexibilidade no manejo de mudanc¸as topolo´gicas, fidelidade de
representac¸a˜o das restric¸o˜es e grau de automac¸a˜o. O me´todo level set tambe´m
e´ desenvolvido como um conjunto natural, para combinar as variac¸o˜es rigoro-
sas de forma com o processo convencional de otimizac¸a˜o. Allaire et al. (1997)
propuseram uma implementac¸a˜o similar do me´todo level set, onde a veloci-
dade frontal durante o processo de otimizac¸a˜o e´ obtida da estrita ana´lise de
sensibilidade resolvendo-se um problema adjunto, e a velocidade da frente de
propagac¸a˜o e´ obtida com a soluc¸a˜o de uma equac¸a˜o Hamilton–Jacobi. Ale´m
disso, mudanc¸as topolo´gicas dra´sticas durante o processo de otimizac¸a˜o sa˜o
permitidas.
4 1 Introduc¸a˜o
Diferentemente dos me´todos convencionais level set, Belytschko,
Xiao e Parimi (2003) desenvolveram um me´todo de regularizac¸a˜o de func¸a˜o
implı´cita, no qual uma func¸a˜o step Heaviside e´ regularizada de modo a
permitir a avaliac¸a˜o de sensibilidade. Entretanto, aproximac¸o˜es de baixa
ordem, tais como func¸o˜es de forma, de classe C0, somente podem garantir
que a func¸a˜o implı´cita pode ser contı´nua ao longo da malha, ao inve´s de suas
derivadas parciais. Por este motivo, a malha deve ser suficientemente fina e,
consequentemente, o custo computacional pode ser muito alto.
Recentemente, o me´todo level set foi estendido para um me´todo le-
vel set com abordagem em projetos de objetos heterogeˆneos usando mode-
los multifases (WANG; WANG, 2005), nos quais caracterı´sticas promissoras
tais como forte regularidade na formulac¸a˜o do problema, inerente capacidade
geome´trica e modelagem de materiais foram obtidas.
Na pra´tica, ao aplicar o me´todo level set em otimizac¸a˜o estrutural to-
polo´gica, deveria ser notado que a implementac¸a˜o de me´todos convencio-
nais discretos no me´todo level set requer uma escolha apropriada de upwind
schemes, velocidades de extensa˜o e algoritmos de reinicializac¸a˜o. Em geral,
equac¸o˜es diferenciais parciais raramente sa˜o fa´ceis de se implementar (MIT-
CHELL, 2004), embora alguns upwind schemes robustos e precisos tem sido
apresentados (OSHER; SETHIAN, 1988). Ale´m disso, na˜o existe mecanismo de
nucleac¸a˜o no me´todo level set convencional, se a equac¸a˜o Hamilton–Jacobi
for resolvida sob estrita estabilidade nume´rica (SETHIAN, 1999) e (BURGER;
HACKL; RING, 2004). De fato, novos vazios podem ser criados no interior
da regia˜o com material porque a equac¸a˜o Hamilton–Jacobi satisfaz o prin-
cipı´o de maximizac¸a˜o, e a reinicializac¸a˜o deve ser aplicada na func¸a˜o level
set para garantir sua regularidade (BURGER; HACKL; RING, 2004) e (ALLAIRE;
GOURNAY, 2004). Embora algumas tentativas foram feitas para incorporar
as derivadas topolo´gicas e derivadas de forma nos me´todos level set para re-
solver este problema, mostrou-se difı´cil alternar entre derivadas topolo´gicas
e derivadas de forma (ALLAIRE; GOURNAY, 2004) e (WANG; WEI, 2005), bem
como manipular func¸o˜es de superfı´cies (BURGER, 2004). Consequentemente,
as compensac¸o˜es nume´ricas do ca´lculo discreto teˆm limitado fortemente as
vantagens originais dos me´todos level set na otimizac¸a˜o de forma.
1.4 Principais vantagens do me´todo level set para otimizac¸a˜o de forma
Alguns aspectos e vantagens deste me´todo de representac¸a˜o de forma
desconhecida de um so´lido atrave´s da func¸a˜o level set sa˜o:
(1) Modelos level set sa˜o topologicamente flexı´veis. A func¸a˜o escalar
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e´ definida de modo a sempre ter uma topologia simples; a representac¸a˜o na˜o
depende de nenhum tipo de parametrizac¸a˜o explı´cita. A representac¸a˜o da
forma e´ ta˜o geral quanto permite a teoria fı´sica. Estes aspectos permitem que
modelos com contorno facilmente mudem sua estrutura topolo´gica enquanto
esta˜o sob processo de otimizac¸a˜o que podem formar vazios, se dividam em
mu´ltiplos contornos, ou que se fundam com outros contornos em uma u´nica
superfı´cie, em contraste com qualquer outro processo convencional de forma
com contorno (SETHIAN, 1999).
(2) Uma vez que o contorno geome´trico da forma e´ forc¸ado a ser a
level set zero na func¸a˜o level set, o deslocamento da level set na equac¸a˜o
Hamilton-Jacobi somente e´ permitido ao longo da direc¸a˜o normal da func¸a˜o
e level set, conduzido pela velocidade normal. Assim, a variac¸a˜o na forma
geome´trica somente acontece ao longo de sua direc¸a˜o normal. Da geometria
diferencial, sabe-se (SAPIRO, 2001) que para um vetor velocidade gene´rico,
sua componente tangencial na˜o influencia a geometria da deformac¸a˜o da
configurac¸a˜o do projeto; ela muda somente a parametrizac¸a˜o. Entretanto,
a equac¸a˜o level set na˜o muda a parametrizac¸a˜o da configurac¸a˜o so´lida, a
formulac¸a˜o level set e´ uma formulac¸a˜o livre de parametrizac¸a˜o.
(3) Na teoria cla´ssica de otimizac¸a˜o, existe um importante conceito
que e´ o de campo de velocidades de deformac¸a˜o de corpo (HAUG; CHOI; KOM-
KOV, 1986) e (SOKOLOWSKI; ZOLESIO, 1992). Baseado nas ide´ias de mecaˆnica
do contı´nuo, descobriu-se que configurac¸o˜es derivadas de uma pertubac¸a˜o
oriunda de um difeomorfismo de um so´lido existe somente na direc¸a˜o nor-
mal do contorno geome´trico. O princı´pio subjacente na otimizac¸a˜o de forma
cla´ssica e´ encontrar uma escolha adequada do campo de velocidades para
garantir uma sequeˆncia convergente para a soluc¸a˜o o´tima. O modelo level
set fornece um caminho natural para satisfazer esta exigeˆncia. E´ necessa´rio
forc¸ar a func¸a˜o velocidade na equac¸a˜o level set para garantir a reduc¸a˜o do
funcional objetivo tal que seja necessa´rio que a intensidade da velocidade
normal seja nula em toda parte do contorno da configurac¸a˜o de projeto ¶Wt
em uma soluc¸a˜o o´tima.
(4) Ale´m disso, um conjunto de te´cnicas nume´ricas tem sido desen-
volvido (OSHER; FEDKIW, 2003) e (SETHIAN, 1999) para fazer com que o pro-
blema de valor inicial da equac¸a˜o Hamilton-Jacobi seja computacionalmente
robusto e eficiente. De fato, no caso geral de uma estrutura so´lida tridimen-
sional, a complexidade computacional pode ser proporcional a` a´rea da su-
perfı´cie da estrutura ao inve´s de proporcional ao tamanho do seu volume.
As soluc¸o˜es da equac¸a˜o diferencial parcial level set podem ser precisamente
calculadas mesmo quando o contorno na˜o e´ suave e quando singularidades
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se desenvolvem nas derivadas cla´ssicas (SAPIRO, 2001) e (SETHIAN, 1999).
Esta propriedade robusta e´ determinada pela condic¸a˜o u´nica de entropia da
equac¸a˜o de convecc¸a˜o Hamilton-Jacobi. (OSHER; FEDKIW, 2003).
O pro´ximo capı´tulo trata da definic¸a˜o do problema estrutural, ne-
cessa´ria para a definic¸a˜o do problema estrutural.
2 DEFINIC¸A˜O DO PROBLEMA ESTRUTURAL
Neste capı´tulo, formula-se o problema estrutural, define-se o problema
de minimizac¸a˜o e formula-se o prı´ncipio de mı´nima energia potencial total,
que e´ obtida da formulac¸a˜o variacional do problema estrutural. A definic¸a˜o
do problema de minimizac¸a˜o sera´ usada no pro´ximo capı´tulo, que trata do
problema de minimizac¸a˜o da compliance (flexibilidade).
2.1 Formulac¸a˜o forte do problema estrutural
Considera-se neste trabalho estruturas lineares ela´sticas bidimensio-
nais sujeitas a um estado plano de tensa˜o. Seja W  Rd um conjunto aberto
limitado, ocupado por um material ela´stico isotro´pico que segue a lei de Ho-
oke D. Lembrando que, para qualquer tensor sime´trico e , D e´ definido como
s = De = 2 m¯ e+ l¯ tr (e)I (2.1)
em que m¯ e l¯ sa˜o as constantes de Lame´, do material. A fronteira de W e´
formada por treˆs partes disjuntas
¶W= G0[GN [GD (2.2)
com condic¸o˜es de contorno de Dirichlet em GD, e condic¸o˜es de contorno de
Neumann em G0 [GN . As partes fronteiric¸as G0, GD e GN podem variar no
processo de otimizac¸a˜o, embora seja possı´vel fixar algumas porc¸o˜es delas.
Aqui, por simplicidade, somente G0 podera´ variar, isto e´, somente G0 sera´
otimizada.
Denotando por~b a forc¸a de corpo por unidade de volume prescrito e
por~t as trac¸o˜es prescritas de superfı´cie, o campo de deslocamentos~u em W e´
a soluc¸a˜o do problema de elasticidade linearizado
div [s (~u)]+~b =0 em W (2.3)
~u=0 em GD
s (~u)~n= 0 em G0
e
s (~u)~n=~t em GN
7
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sendo s = De (~u) o tensor tensa˜o, em que
e (~u) =
1
2

Ñ~x~u+[Ñ~x~u]T

(2.4)
e´ a medida de deformac¸a˜o infinitesimal e D e´ o tensor de elasticidade ho-
mogeˆneo isotro´pico de quarta ordem.
2.2 Formulac¸a˜o fraca do problema estrutural
Para se obter a forma fraca associada ao problema, introduz-se o con-
junto de deslocamentos admissı´veis, V0, dado por
V0 =
n
~uj~u 2 H1 (W)d ,~u=~0 em GD
o
(2.5)
e o conjunto das variac¸o˜es admissı´veis, V ar0, dado por
Var0 =
n
~wj~w 2 H1 (W)d , ~w=~0 em GD
o
(2.6)
Por simplicidade, considera-se aqui a condic¸a˜o essencial ~u =~0, cuja
consequeˆncia e´ V0 = Var0. De agora em diante, esses dois subespac¸os sera˜o
denotados por V0, ou seja,
V0 = Var0H1 (W)d . (2.7)
Para se obter a forma fraca da equac¸a˜o de equilı´brio, considera-seZ
W
n
div [s (~u)]+~b
o
~wdW= 0, para todo ~w 2 V0 (2.8)
com
s (~u) = De (~u) .
Entretanto,
div
 
sT~w

= div(s) ~w+Ñ~x~w s (2.9)
s Ñ~x~w= s  12

Ñ~x~w+[Ñ~x~w]T

= s  e (~w)
e Z
W
div
 
sT~w

dW=
Z
GN[G0
sT~w ~ndG=
Z
GN[G0
~w s~ndG=
Z
GN
~t ~wdG
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por outro lado,Z
W
div(s (~u)) ~wdW=
Z
W
div
 
sT~w

dW 
Z
W
s  e (~w)dW (2.10)
=
Z
GN
~t ~wdG 
Z
W
s  e (~w)dW.
Introduzindo-se (2.10) em (2.8), tem-seZ
W
s (~u)  e (~w)dW=
Z
W
~b ~wdW+
Z
GN
~w ~tdG;para todo ~w 2 V0 (2.11)
com
s (~u) = De (~u) .
Agora, definindo a forma bilinear a(W;~u;~w), dada por
a(W;~u;~w) =
Z
W
s (~u)  e (~w)dW, (2.12)
e a forma linear l (W;~w), dada por
l (W;~w) =
Z
W
~b ~wdW+
Z
GN
~w ~tdG, (2.13)
pode-se formular a forma fraca como:
Determine~u 2 V0 que e´ soluc¸a˜o de
a(W;~u;~w) = l (W;~w) ;8~w 2 V0 (2.14)
sendo
a(W;~u;~w) =
Z
W
s (~u)  e (~w)dW
e
l (W;~w) =
Z
W
~b ~wdW+
Z
GN
~w ~tdG.
2.3 Deduc¸a˜o da formulac¸a˜o variacional do problema estrutural
Neste trabalho, por simplicidade sera´ considerado somente princı´pios
variacionais aplicados a materiais ela´sticos com carregamentos esta´ticos; as-
sim, os problemas sa˜o restritos a deslocamentos e deformac¸o˜es infinitesimais
e a resposta do material satisfaz a lei de Hooke generalizada, para elasticidade
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linear. Ale´m disso, sera´ assumido que o material e´ isotro´pico.
2.3.1 Lei de Hooke generalizada
As equac¸o˜es constitutivas para um material isotro´pico linear ela´stico
podem ser expressas, de acordo com a lei de Hooke, como
si j = Di jklekl
ou, em forma compacta, como
s = De . (2.15)
O tensor de quarta ordem D satisfaz as seguintes propriedades:
(i) D e´ sime´trico, isto e´,
DA B= A DB (2.16)
para quaisquer tensores sime´tricos de segunda ordem A e B, isto e´, A e
B2L, L denotando o conjunto das transformac¸o˜es lineares de V em V.
Em componentes:
Di jklAklBi j = AklDkli jBi j;8A e B2 L
ou seja,
Di jkl = Dkli j (2.17)
(ii) D e´ positiva definida, isto e´,
DA A0;8A2 L e DA A= 0, A= 0: (2.18)
No caso de materiais isotro´picos, o tensor elasticidade de quarta ordem
e´ dado por
D=2m¯I+ l¯ (I
I) (2.19)
em que m¯ e l¯ sa˜o as constantes de Lame´, I e´ o tensor identidade de segunda
ordem, e I e´ o tensor identidade de quarta ordem, restrito a` classe dos tensores
sime´tricos de segunda ordem. Em componentes,
Di jkl=2m¯Ii jkl + l¯ (I
 I)i jkl (2.20)
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sendo
Ii jkl =
1
2

dikd jl +dild jk
	
e
(I
 I)i jkl = di jdkl .
O tensor tensa˜o para um material isotro´pico linear ela´stico pode ser calculado
como
s = De =

2m¯I+ l¯ (I
 I)e = 2m¯Ie+ l¯ (I  e) I = 2m¯e+ l¯ tr (e) I. (2.21)
2.3.2 Definic¸a˜o da densidade de deformac¸a˜o ela´stica
Pode-se definir a densidade de deformac¸a˜o ela´stica por unidade de
volume, F, como
F(~u) =
1
2
s (~u)  e (~u)
isto e´,
F(e (~u)) =
1
2
De (~u)  e (~u) . (2.22)
Sejam e˜ = e
 !˜
u

e e = e (~u). Expandindo-se F(e˜) em se´rie de Taylor em
e , tem-se
F(e˜) =F(e)+
¶F
¶e

e
 (e˜  e)+ 1
2
¶ 2F
¶e2

e
(e˜  e)  (e˜  e) : (2.23)
Agora,
¶F
¶ei j
= Di jrsers = si j (2.24)
daı´
¶ 2F
¶ekl¶ei j
=
¶
¶ekl

Di jrsers
	
= Di jrs
¶ers
¶ekl
= Di jrsdrkdsl = Di jkl (2.25)
assim,
F(e˜) =F(e)+s  (e˜  e)+ 1
2
D(e˜  e)  (e˜  e) . (2.26)
Como D e´ positiva definida, tem-se
D(e˜  e)  (e˜  e) 0 (2.27)
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que resulta em
F(e˜)F(e)+s  (e˜  e) (2.28)
ou seja,
s 2 ¶F(e) .
isto e´, s pertence ao conjunto dos subgradientes do potencial convexo F(e)
em e0.
Entretanto, como
e (~u) =
1
2
 
Ñ~u+Ñ~uT

(2.29)
a densidade de deformac¸a˜o ela´stica pode ser expressa como uma func¸a˜o do
campo de deslocamento, isto e´,
F(~u) =
1
2
De (~u)  e (~u) (2.30)
assim,
F
 !˜
u

F(~u)+De (~u)  e
 !˜
u  ~u

(2.31)
sendo que a igualdade acontece no caso de
 !˜
u =~u.
2.3.3 Formulac¸a˜o do princı´pio de mı´nima energia potencial total
Considera-se um corpo ela´stico, ilustrado na figura 2.1, ocupando o
domı´nio W¯ = W[G, W um conjunto aberto com contorno G e sujeito a um
sistema de carregamentos prescritos definido por ~b correspondendo a uma
forc¸a prescrita de corpo, e~t correspondendo a uma trac¸a˜o de superfı´cie. O
contorno G e´ decomposto em G = GD [Gt , GD \Gt = ?. Aqui, GD e´ a parte
do contorno com condic¸o˜es essenciais prescritas, ~u=  !¯u D =~0, e Gt e´ a parte
do contorno com condic¸o˜es naturais prescritas, s~n=~t. Mais adiante se usara´
a decomposic¸a˜o de Gt como Gt = GN [G0, GN \G0 =?, onde
s~n=~t em GN e s~n= 0 em G0: (2.32)
Agora, de (2.14) pode-se formular o problema cla´ssico de elasticidade
linear como:
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Figura 2.1: Corpo sujeito a carregamentos prescritos
Determine~u 2V 0 tal queZ
W
s (~u)  e (~w)dW=
Z
W
~b ~wdW+
Z
GN
~t ~wdG; 8~w 2 V0 (2.33)
ou seja, Z
W
De (~u)  e (~w)dW=
Z
W
~b ~wdW+
Z
GN
~t ~wdG; 8~w 2 V0.
Observa-se, entretanto, que para qualquer
 !˜
u 2V 0 arbitra´rio, tem-se !˜
u  ~u

2 V0 (2.34)
Consequentemente, substituindo-se (2.34) em (2.33), resulta
R
WDe (~u)  e
 !˜
u  ~u

dW=
R
W
~b 
 !˜
u  ~u

dW
+
R
GN
~t 
 !˜
u  ~u

dG, 8 !˜u 2 V0
(2.35)
sendo
s (~u) = De (~u) .
Assim, das propriedades da densidade da deformac¸a˜o ela´stica (2.31),
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tem-se
F
 !˜
u

 F(~u) De (~u)  e
 !˜
u  ~u

, 8 !˜u 2 V0. (2.36)
consequentemente,Z
W
F
 !˜
u

dW 
Z
W
F(~u)dW
Z
W
De (~u)  e
 !˜
u  ~u

dW; 8 !˜u 2 V0.
(2.37)
Substituindo (2.35) em (2.37), tem-seR
WF
 !˜
u

dW  RWF(~u)dW RW~b  !˜u  ~udW
+
R
GN
~t 
 !˜
u  ~u

dG, 8 !˜u 2V 0
(2.38)
sendo
F(~u) =
1
2
De (~u)  e (~u) .
Agora, (2.38) implica em
R
WF
 !˜
u

dW  RW~b  !˜u dW  RGN~t  !˜u dG RWF(~u)dW
 RW~b ~udW  RGN~t ~udG, 8 !˜u 2 V0 (2.39)
em que
F(~u) =
1
2
De (~u)  e (~u) .
isto e´,
p
 !˜
u

 p (~u) ; 8 !˜u 2 V0 (2.40)
sendo
p (~u) =
Z
W
F(~u)dW 
Z
W
~b ~udW 
Z
GN
~t ~udG.
2.3.4 Formulac¸a˜o Variacional
O problema variacional pode ser formulado como:
~u 2V 0 e´ soluc¸a˜o do problema com restric¸a˜o, dado em (2.3 ou 2.14) se
~u= argminp
 !˜
u

; 8 !˜u 2 V0 (2.41)
sendo
p
 !˜
u

=
Z
W
F
 !˜
u

dW 
Z
W
~b  !˜u dW 
Z
GN
~t  !˜u dG.
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O resultado em (2.41) permite a seguinte interpretac¸a˜o: dentre todos os cam-
pos admissı´veis de deslocamentos
 !˜
u 2 V0, o que minimiza a Energia Poten-
cial Total p
 !˜
u

em V0 e´ a soluc¸a˜o do problema de condic¸a˜o de contorno,
dado em (2.3 ou 2.14). Observa-se que o conjunto V0,
V0 =
n
~uj~u2H1 (W)d ,~u=~0 em GD
o
, (2.42)
requer que~u=~0 em GD. Tal restric¸a˜o pode ser removida atrave´s da imposic¸a˜o
da condic¸a˜o
~u=~0 em GD (2.43)
como uma restric¸a˜o de igualdade, no problema de minimizac¸a˜o. Neste proce-
dimento, o problema de minimizac¸a˜o em (2.41) pode tambe´m ser formulado
como: ~u2V, V=
n
~uj ~u 2H1 (W)d
o
, e´ soluc¸a˜o do problema de valor de con-
torno, dado por (2.3 ou 2.14) se
~u= argminp
 !˜
u

(2.44)
sujeito a
~h
 !˜
u

 !˜u =~0 em GD
sendo
p
 !˜
u

=
1
2
Z
W
De
 !˜
u

 e
 !˜
u

dW 
Z
W
~b  !˜u dW 
Z
GN
~t  !˜u dG.
2.3.5 Definic¸a˜o do problema de minimizac¸a˜o
O problema de minimizac¸a˜o que corresponde ao problema de
condic¸a˜o de contorno, dado por (2.3 ou 2.14), pode ser expresso como:
Determine~u 2 V, V=
n
~vj~v 2H1 (W)d
o
, que e´ soluc¸a˜o de:
min
~w2V
p (~w) (2.45)
sujeito a
~h(~w) =~0 em GD
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sendo
p (~w) =
1
2
Z
W
De (~w)  e (~w)dW 
Z
W
~b ~wdW 
Z
GN
~t ~wdG
e
~h(~w) = ~w.
Para o problema de minimizac¸a˜o com restric¸a˜o (2.45), o lagrangeano
L˘ e´ definido como
L˘(~w;~mD) = pˇ (~w)+
Z
GD
~m ~h(~w)dG (2.46)
Aqui, por simplicidade, sera´ considerado que os espac¸os vetori-
ais sa˜o espac¸os de Hilbert. Neste caso, o problema de ponto de sela e´
definido como: encontre

~u;~lD

2 VH, com V=
n
~vj~v 2H1 (W)d
o
e
H=
n
~mDj~mD 2L2 (GD)d
o
, tal que
L˘(~u;~mD) L˘

~u;~lD

 L˘

~w;~lD

;para cada (~w;~mD) 2 VH. (2.47)
Supondo que

~u;~lD

e´ a soluc¸a˜o do problema de ponto de sela, enta˜o a
primeira inequac¸a˜o em (2.47) implica em
L˘(~u;~mD) L˘

~u;~lD

,8~mD em H. (2.48)
isto e´,
pˇ (~u)+
Z
GD
~mD ~h(~u)dG pˇ (~u)+
Z
GD
~lD ~h(~u)dG, 8~mD em H. (2.49)
ou seja, Z
GD

~lD ~mD

~h(~u)dG= 0;8~mD em H. (2.50)
Agora, tomando-se ~mD =~0 em (2.50), obtem-seZ
GD
~lD ~h(~u)dG= 0: (2.51)
que indica a ortogonalidade entre o multiplicador de Lagrange~lD e a func¸a˜o
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restric¸a˜o~h(~u) em L2 (GD)d . Ale´m disso, tomando-se ~mD =~lD + d~lD, d~lD
em H, obtem-se Z
GD
d~lD ~h(~u)dG= 0;8d~lD em H, (2.52)
resultando em
~h(~u) = 0 em GD (2.53)
com
~h(~u) 2H.
Isto indica que a soluc¸a˜o ~u do problema de ponto de sela satisfaz a restric¸a˜o
do problema original de minimizac¸a˜o (2.41), isto e´,
~u 2 V e~h(~u) = 0 em GD (2.54)
ou seja
~u 2 V0.
Segue-se, tambe´m, da segunda inequac¸a˜o no problema de ponto de
sela (2.47) que
L˘

~u;~lD

 L˘

~w;~lD

, para todo ~w 2 V (2.55)
isto e´,
pˇ (~u)+
Z
GD
~lD ~h(~u)dG pˇ (~w)+
Z
GD
~lD ~h(~w)dG,8~w 2 V (2.56)
ou
pˇ (~w)  pˇ (~u)+
Z
GD
~lD 

~h(~w) ~h(~u)

dG 0,8~w 2 V.
Seja o funcional pˇ () G-diferencia´vel em V, enta˜o
Dpˇ (~u) [~w] =
d
da
fpˇ (~u+a~w)g

a=0
. (2.57)
Seja~h(~u) G-diferencia´vel em H, enta˜o
D~h(~u) [~w] =
d
da
n
~h(~u+a~w)
o
a=0
. (2.58)
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Agora, fazendo ~w=~u+ad~u, com a 2 R em (2.56), obtem-se
pˇ (~u+ad~u)  pˇ (~u)+
Z
GD
~lD 

~h(~u+ad~u) ~h(~u)

dG 0,8d~u 2 V.
(2.59)
Dividindo-se (2.59) por a > 0 e tomando-se o limite com a ! 0, resulta
lim
a+!0

pˇ (~u+ad~u)  pˇ (~u)
a

+
Z
GD
~lD  lim
a+!0
 
~h(~u+ad~u) ~h(~u)
a
!
dG 0
(2.60)
ou seja,
Dpˇ (~u) [~w]+
Z
GD
~lD D~h(~u) [~w]dG 0
sendo
Dpˇ (~u) [~w] = lim
a+!0

pˇ (~u+ad~u)  pˇ (~u)
a

= lim
a!0

pˇ (~u+ad~u)  pˇ (~u)
a

e
D~h(~u) [~w] = lim
a+!0
(
~h(~u+ad~u) ~h(~u)
a
)
= lim
a!0
(
~h(~u+ad~u) ~h(~u)
a
)
.
Agora, dividindo-se (2.59) por a < 0, e tomando o limite para a! 0, obtem-
se
lim
a+!0

pˇ (~u+ad~u)  pˇ (~u)
a

+
Z
GD
~lD  lim
a+!0
 
~h(~u+ad~u) ~h(~u)
a
!
dG 0
(2.61)
isto e´,
Dpˇ (~u) [~w]+
Z
GD
~lD D~h(~u) [~w]dG 0.
Agora, de (2.60) e (2.61), tem-se
Dpˇ (~u) [~w]+
Z
GD
~lD D~h(~u) [~w]dG= 0;8w 2 V (2.62)
sendo
Dpˇ (~u) [~w] =
d
da
fpˇ (~u+a~w)g

a=0
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e
D~h(~u) [~w] =
d
da
n
~h(~u+a~w)
o
a=0
.
Ale´m disso, da segunda inequac¸a˜o e da condic¸a˜o de ortogonalidade
em (2.51), isto e´, Z
GD
~lD ~h(~u)dG= 0, (2.63)
tem-se
pˇ (~u) = pˇ (~u)+
Z
GD
~lD ~h(~u)dG (2.64)
= L˘

~u;~lD

 L˘

~w;~lD

, para todo ~w 2 V
ou seja,
pˇ (~u) L˘

~w;~lD

= pˇ (~w)+
Z
GD
~l ~h(~w)dA, para todo ~w 2 V. (2.65)
Entretanto, ao se fazer
~h(~w) = 0, em GD (2.66)
obtem-se Z
GD
~lD ~h(~w)dG= 0 (2.67)
isto e´,
pˇ (~u) L˘

~w;~lD

= pˇ (~w)+
Z
GD
~lD ~h(~w)dG= pˇ (~w) , (2.68)
para todo ~w 2 V0  V, ou seja,
pˇ (~u) pˇ (~w) , para todo ~w 2 V0  V. (2.69)
Entretanto, se o problema de ponto de sela (2.47) esta´ resolvido, sua soluc¸a˜o
~u se torna o minimizador de pˇ (~u) no conjunto limitado V0 (2.41),
V0 =
n
~vj~v2V ,~h(~v) =~0 em GD
o
(2.70)
em que, no caso particular deste estudo,
~h(~v) =~v.
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Ale´m disso,

~u;~lD

2 VH pode ser caracterizado por
(a)
R
GD
~lD ~h(~u)dG= 0
(b)
R
GD d
~lD ~h(~u)dG = 0,8d~lD em H, que implica em~h(~u) = 0 em
GD
(c) Dpˇ (~u) [~w]+
R
GD
~lD D~h(~u) [~w]dG= 0, 8~w 2 V.
As relac¸o˜es (a), (b) e (c) acima sa˜o chamadas condic¸o˜es de Kuhn-
Tucker para o problema de minimizac¸a˜o com restric¸a˜o em (2.45).
2.3.6 Determinac¸a˜o dos termos Dpˇ (~u) [~w] e D~h(~u) [~w]
Por definic¸a˜o, tem-se
D~h(~u) [~w] =
d
da
n
~h(~u+a~w)
o
a=0
(2.71)
em que
~h(~u) =~u
assim,
D~h(~u) [~w] = ~w. (2.72)
Ale´m disso,
Dpˇ (~u) [~w] =
d
da
fpˇ (~u+a~w)g

a=0
(2.73)
com
pˇ (~u) =
1
2
Z
W
De (~u)  e (~u)dW 
Z
W
~b ~udW 
Z
GN
~t ~udG
daı´
Dpˇ (~u) [~w] =
Z
W
De (~u)  e (~w)dW 
Z
W
~b ~wdW 
Z
GN
~t ~wdG. (2.74)
Substituindo-se (2.73) e (2.74) nas condic¸o˜es de Kuhn-Tucker para o pro-
blema de minimizac¸a˜o com restric¸a˜o em (2.45), tem-se que a soluc¸a˜o
~u;~lD

2 VH para o problema de ponto de sela satisfaz as seguintes
relac¸o˜es
(a)
R
GD
~lD ~udA= 0
(b)
R
GD d
~lD ~udA= 0, 8d~lD em H, que implica em~u= 0 em GD , e
(c)
R
WDe (~u)  e (~w)dW 
R
W
~b ~wdW  RGN~t ~wdG+ RGD~lD ~wdG= 0,
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8~w 2 V.
A forma fraca do problema pode ser formulada como:
Determine

~u;~lD

2 VH tal que
R
WDe (~u)  e (~w)dW 
R
W
~b ~wdW  RGN~t ~wdG+
+
R
GD

d~lD ~u+~lD ~w

dG= 0;8

~w;d~lD

2 VH. (2.75)
Este resultado sera´ usado no pro´ximo capı´tulo para a definic¸a˜o da
minimizac¸a˜o da compliance (equac¸a˜o 3.5).
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3 DEFINIC¸A˜O DO PROBLEMA DE OTIMIZAC¸A˜O
Neste capı´tulo formaliza-se a definic¸a˜o de otimizac¸a˜o do problema
que trata da minimizac¸a˜o da compliance (flexibilidade) com respeito ao con-
junto das formas admissı´veis, e tambe´m e´ feita a formulac¸a˜o do problema
Hamilton-Jacobi associado ao me´todo do level set.
3.1 O problema de otimizac¸a˜o
Neste trabalho, denotar-se-a´ a func¸a˜o objetivo como J

W;~u;~lD

que,
por simplicidade sera´ considerada como sendo dada pela compliance (flexi-
bilidade), definida por
J

W;~u;~lD

=
Z
W
~b~udW+
Z
GN
~t~udG. (3.1)
Como W varia durante o processo de otimizac¸a˜o,~b e~t devem ser co-
nhecidos para todas as configurac¸o˜es possı´veis de W. Assim, e´ introduzido
um domı´nio de trabalho D (um conjunto aberto limitado de Rd ) que contem
todas as formas admissı´veis W, isto e´,
W D; (3.2)
em que D e´ um conjunto aberto fixo e limitado de Rd .
Para se ter um significado matema´tico preciso em (2.3), escolhe-se
~b2L2 (D)d e~t2H1 (D)d e assume-se que GD 6=? (pois caso contra´rio, seria
necessa´rio impor uma condic¸a˜o de equilı´brio em~b e~t). Nesse caso, e´ sabido
que (2.3 ou 2.75) admite uma u´nica soluc¸a˜o em H1 (D)d .
Define-se um conjunto de formas admissı´veis que devem ser conjuntos
abertos contidos no domı´nio de trabalho D e no volume delimitado Vb,
Ãad = fW D tal que Vol (W)Vbg (3.3)
sendo
Vol (W) =
Z
W
1dW:
Observac¸a˜o 1: o conjuntoÃad como um conjunto que contem subcon-
juntos de Rn na˜o possui estrutura linear ou convexa; assim, na˜o faz sentido
falar em funcionais convexos neste contexto.
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Cabe observar que minimizar a compliance (flexibilidade) de um
corpo equivale a maximizar sua rigidez; isto significa que neste caso, formas
otimizadas tendem a usar o ma´ximo de material possı´vel. Entretanto, em
muitas aplicac¸o˜es pra´ticas pode-se imaginar que na˜o somente deve ser apli-
cado um crite´rio para a compliance ser minimizada como tambe´m um crite´rio
para a quantidade de material, especialmente se existem custos associados
com o material. Assim, faz sentido penalizar o volume da estrutura no pro-
blema de otimizac¸a˜o de forma, que e´ objeto deste estudo, com a introduc¸a˜o
de um paraˆmetro de controle na˜o negativo mv 2 R, mv  0 modificando a
func¸a˜o objetivo (3.1),
Jm

W;~u;~lD

=
Z
W
~b~u dW+
Z
GN
~t~u dG+mv
Z
W
1 dW. (3.4)
O modelo de problema de otimizac¸a˜o de forma que sera´ usado neste
trabalho e´ a minimizac¸a˜o de J

W;~u;~lD

com respeito ao conjunto de formas
admissı´veis, isto e´,
in fW2ÃadJm

W;~u;~lD

(3.5)
em que, para um dado W,

~u;~lD

2 VH e´ a soluc¸a˜o de
a(W;~u;~w)+
Z
GD

d~lD ~u+~lD ~w

dG= l (W;~w) ;8

~w;d~lD

2 VH
sendo
a(W;~u;~w) =
Z
W
De (~u)  e (~w)dW
e
l (W;~w) =
Z
W
~b ~wdW+
Z
GN
~t ~wdG.
E´ sabido, tambe´m, que o problema de minimizac¸a˜o (3.5) usualmente na˜o e´
bem posto no conjunto das formas admissı´veis definido por (3.5).1
Requer-se algumas restric¸o˜es de suavidade, ou de geometria, ou de
topologia para se obter a existeˆncia de formas o´timas. Por exemplo, uma
variac¸a˜o de (3.5) com restric¸a˜o de perı´metro produz um problema bem posto
1Para o matema´tico Jacques Hadamard, modelos matema´ticos sa˜o bem postos, se para todos
os dados admissı´veis: (i) existe uma soluc¸a˜o para o problema (existeˆncia), (ii) a soluc¸a˜o e´ u´nica
(unicidade) e (iii) a soluc¸a˜o depende continuamente dos dados (estabilidade). Se pelo menos
uma destas propriedades na˜o valer, o problema e´ dito mal posto.
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(AMBROSIO; BUTTAZZO, 1993). O perı´metro gp (W) de um conjunto abertoW e´
definido como a medida (d 1)  dimensional de Hausdorff do seu contorno
¶W, ou seja, gp (W) =H d 1 (¶W), que se reduz a gp (W) =
R
¶W 1 dG para
domı´nios suaves.
A partir destas informac¸o˜es, pode-se redefinir o conjunto de formas
admissı´veis como sendo conjuntos abertos contidos no domı´nio de projeto D
com volume limitado Vb e perı´metro limitado Pb, ou seja,
Ãad = fW D tal que Per (W) = Pg (3.6)
sendo
Per (W) =
Z
¶W
1dG
Desta forma, e´ deseja´vel obter uma soluc¸a˜o o´tima que na˜o somente
minimize a compliance e o volume do material, mas tambe´m satisfac¸a a
restric¸a˜o de perı´metro da forma o´tima. Assim faz sentido penalizar na˜o
apenas o volume da estrutura mas tambe´m o perı´metro neste problema de
otimizac¸a˜o atrave´s da introduc¸a˜o de um paraˆmetro na˜o negativo de controle
mp 2 R, mp  0, modificando a func¸a˜o objetivo (3.4), como se segue
Jm

W;~u;~lD

=
Z
W
~b~u dW+
Z
GN
~t~u dG+mv
Z
W
1dW+mp
Z
¶W
1 dG (3.7)
Assim, o problema de otimizac¸a˜o de forma pode ser formulado como:
minimize J

W;~u;~lD

com respeito ao conjunto das formas admissı´veis, isto
e´,
inf
W2Ãad
Jm

W;~u;~lD

(3.8)
em que, para um dado W,

~u;~lD

2 VH e´ a soluc¸a˜o de
a(W;~u;~w)+
Z
GD

d~lD ~u+~lD ~w

dG= l (W;~w) ;8

~w;d~lD

2 VH.
em que
a(W;~u;~w) =
Z
W
De (~u)  e (~w)dW e l (W;~w) =
Z
W
~b ~wdW+
Z
GN
~t ~wdG.
sendoÃad = fW D em que W possui um contorno de Lipschitzg
Observac¸a˜o 2: O problema com a formulac¸a˜o acima e´ que
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infWD Jm

W;~u;~lD

representa a minimizac¸a˜o de Jm

W;~u;~lD

com res-
peito a um conjunto de domı´nios abertos W  D. Observa-se que o domı´nio
da func¸a˜o Jm

W;~u;~lD

e´ definido por W 2Ãad , que na˜o e´ um espac¸o
vetorial. Para ser um espac¸o vetorial, ele deveria satisfazer as propriedades
de fechamento, que implica nas propriedades de adic¸a˜o e produto de ele-
mentos deÃad por um escalar. Assim, para se definir o problema acima de
otimizac¸a˜o de um modo que na˜o apenas a func¸a˜o objetivo mas tambe´m as
desigualdades de restric¸a˜o sejam definidas em um espac¸o vetorial, no qual os
elementos sa˜o func¸o˜es com alguma regularidade, deve-se introduzir a ideia
de level sets.
3.1.1 Formulac¸a˜o do problema level set
Como um level set ou um “isocontorno” da func¸a˜o de incorporac¸a˜o
(tambe´m chamada de func¸a˜o level set), a fronteira e´ implicitamente des-
crita sem a necessidade de uma representac¸a˜o explı´cita. Enquanto que a
configurac¸a˜o e a conectividade, isto e´, a topologia da fronteira podem ser
submetidas a mudanc¸as dra´sticas, a func¸a˜o level set permanece simples em
sua topologia.
Entretanto, com um ca´lculo eficiente e direto no espac¸o que define a
soluc¸a˜o, as fronteiras do projeto podem ser rastreadas ate´ um nı´vel requerido
de exatida˜o, produzindo uma estrutura o´tima tanto na forma como na topo-
logia. Os modelos level set sa˜o referidos como uma representac¸a˜o de uma
regia˜o e podem facilmente representar contornos complexos que podem for-
mar vazios, divididos em mu´ltiplos pedac¸os, ou se fundir com outros para
formar uma so´ pec¸a.
Baseado no conceito de propagac¸a˜o da interface level set, um algo-
ritmo de otimizac¸a˜o e´ obtido da sensibilidade de forma e das variac¸o˜es do
level set dos contornos incorporados.
Seja um conjunto limitadoDRd o domı´nio de trabalho no qual todas
as configurac¸o˜es admissı´veis W esta˜o incluı´das, isto e´, W  D. Parametriza-
se a fronteira de W atrave´s da func¸a˜o level set, seguindo a ideia de Osher e
Sethian (1988). Define-se esta func¸a˜o level set f em D como
f (~x) = 0()~x 2 ¶W\D (contorno)
f (~x)< 0()~x 2  DnW¯ (auseˆncia de material)
f (~x)> 0()~x 2W; (presenc¸a de material)
(3.9)
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em que a normal~n ao domı´nio gene´rico W e´ calculada como
~n=  Ñ~xf (~x)kÑ~xf (~x)k
. (3.10)
3.1.1.1 Problema de minimizac¸a˜o com restric¸a˜o de inequac¸a˜o
A formulac¸a˜o level set permite que se reformule o problema de
otimizac¸a˜o em (3.8) como se segue
inf
f2W
Jm

f ;~u;~lD

(3.11)
sendo
Jm

f ;~u;~lD

= J

f ;~u;~lD

+mvgv (f)+mpgp (f)
com
J

f ;~u;~lD

=
Z
D
~b~u h(f) dW+
Z
D
~t~u dGN (f)kÑ~xf (~x)kdW
gv (f) =
Z
D
h(f) dW
e
gp (f) =
Z
D
1 dG (f)kÑ~xf (~x)kdW
em que, para um dado f ,

~u;~lD

2 VH e´ soluc¸a˜o de
a(f ;~u;~w)+
Z
Gu

d~lD ~u+~lD ~w

dG= l (f ;~w) ;8

~w;d~lD

2 VH;
para
a(f ;~u;~w) =
Z
D
De (~u)  e (~w)h(f) dW
e
l (f ;~w) =
Z
D
~b ~w h(f)dW+
Z
Gt
~t ~w dG.
Aqui, W=ff jf 2 Hq (D) para um q suficientemente.grandeg, h(f)
e´ a func¸a˜o Heaviside, definida como
h(f (~x)) =

1, se f (~x) 0
0, se f (~x)< 0 (3.12)
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e dGN (f) e´ a func¸a˜o delta de Dirac definida em termos de distribuic¸o˜es como
d (f (~x)) =
d
df
fh(f (~x))g para~x 2 GN .
3.1.2 Ana´lise de sensibilidade
O problema de otimizac¸a˜o sem restric¸o˜es (3.11) pode ser reformulado
considerando-se que

~u;~lD

sejam independentes de f e adicionando-se a
equac¸a˜o de estado como uma restric¸a˜o de igualdade; assim, o problema de
otimizac¸a˜o de forma pode ser reformulado, na forma contı´nua, como
Dado (mv;mp) (0;0) ; determine

Wo;~uo;~lDo

tal que (3.13)
Jm

Wo;~uo;~lDo

= inf
n
Jm

W;~u;~lD
o
sujeita a restric¸a˜o de igualdade:
n
com relac¸a˜o a W e

~u;~lD

2 VH
o
,
a(W;~u;~w)+
Z
GD
n
~lD ~w+~u ~qD
o
dG= l (W;~w) ;8(~w;~qD) 2 VH
em que
Jm

W;~u;~lD

= J

W;~u;~lD

+mvgv (W)+mpgp (W)
com
J

W;~u;~lD

=
Z
W
~b~u dW+
Z
GN
~t~u dG
a(W;~u;~w) =
Z
W
De (~u)  e (~w)dW
l (W;~w) =
Z
W
~b ~wdW+
Z
GN
~t ~wdA
gv (W) =
Z
W
1dW
gp (W) =
Z
¶W
1dW
O funcional lagrangeano associado com o problema de otimizac¸a˜o
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(3.13) e´ dado por
L˜

W;~u;~lD;~pu;~pD

= Jm

W;~u;~lD

 
 
n
a(W;~u;~pu)+
R
GD
n
~lD ~pu+~u ~pD
o
dA  l (W;~pu)
o (3.14)
sendo
Jm

W;~u;~lD

= J

W;~u;~lD

+mv gv (W)+mp gp (W)
J (W;~u) =
Z
W
~b~u dW+
Z
GN
~t~u dG
gv (W) =
Z
W
1dW
e
gp (W) =
Z
¶W
1dW
Fazendo uso da metodologia proposta por (CEA, 1986), pode-se de-
duzir a equac¸a˜o de estado associado ao problema de otimizac¸a˜o em (3.14),
determinando a condic¸a˜o de estacionaridade de L˜()com relac¸a˜o a ~pu e ~pD.
Da estacionaridade de L˜() com relac¸a˜o a ~pu tem-se
DL˜() [d~pu] = 0= dda
n
L˜

W;~u;~lD;~pu;~pD+ad~pD
o
a=0
(3.15)
8d~pu 2 V.
que implica em
a(W;~u;d~pu)+
Z
GD
~lD d~pudG= l (W;d~pu)
Da estacionaridade de L˜() com relac¸a˜o a ~pD tem-se
DL˜() [d~pD] = 0= dda
n
L˜

W;~u;~lD;~pu;~pD+ad~pD
o
a=0
(3.16)
8d~pD 2 V.
que implica em
a(W;~u;d~pD)+
Z
GD
~lD d~pDdG= l (W;d~pD)
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Combinando os resultados acima, obtem-se: dado W,
determine

~u;~lD

2 VH soluc¸a˜o de (3.17)
a(W;~u;d~pu)+
Z
GD
n
~lD d~pu+~u d~pD
o
dG= l (W;d~pu) ,
8(d~pu;d~pD) 2 VH, sendo
a(W;~u;d~pu) =
Z
W
De (~u)  e (d~pu)dW
e
l (W;d~pu) =
Z
W
~bd~pudW+
Z
GN
~td~pudG.
Para a determinac¸a˜o da equac¸a˜o adjunta associada ao problema de
otimizac¸a˜o (3.13), determina-se a estacionaridade de L˜() com relac¸a˜o a ~u
e~lD.
Da estacionaridade de L˜() com relac¸a˜o a~u tem-se
DL˜() [d~u] = d
da
n
L˜

W;~u+ad~u;~lD;~pu;~pD
o
a=0
(3.18)
= 0= l (W;d~u) a(W;d~u;~pu) 
Z
GD
~pD d~udA
8d~u 2 V.
Da estacionaridade de L˜() com relac¸a˜o a~lD tem-se
DL˜()
h
d~lD
i
=
d
da
n
L˜

W;~u;~lD+a d~lD;~pu;~pD
o
a=0
= (3.19)
=
Z
GD
d~lD ~pudG= 0
8d~lD 2 V.
Combinando os resultados acima, obtem-se
dado W, determine (~pu;~pD) 2 VH soluc¸a˜o de (3.20)
a(W;~pu;d~u)+
Z
GD
n
~pD d~u+~pu d~lD
o
dG= l (W;d~u) ;
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8

d~u;d~lD

2 VH, sendo
a(W;~pu;d~u) =
Z
W
De (~pu)  e (d~u)dW
e
l (W;d~u) =
Z
W
~bd~udW+
Z
GN
~td~u dG.
Note que 
~u;~lD

= (~pu;~pD)
ou seja, dado W, a soluc¸a˜o de estado

~u;~lD

e a soluc¸a˜o adjunta
(~pu;~pD) sa˜o iguais, isto e´, o problema e´ autoadjunto.
Para se determinar a sensibilidade de L˜() com relac¸a˜o a uma mudanc¸a
de W, usando o mapeamento~yt = Tt (~x) =~x+ t~V (~x), tem-se
DL˜()
h
~V (~x)
i
=
d
dt
n
L˜t

Wt ;~ut ;~l tD;~ptu;~ptD
o
t=0
(3.21)
em que
L˜

Wt ;~ut ;~l tD;~ptu;~ptD

= Jm

Wt ;~ut ;~l tD

 
 
n
a(Wt ;~ut ;~ptu)+
R
GtD
n
~l tD ~ptu+~ut ~ptD
o
dGt   l (Wt ;~ptu)
o
sendo
J

Wt ;~ut ;~l tD

= J

Wt ;~ut ;~l tD

+mv gv (Wt)+mp gp (Wt)
J (Wt ;~ut) =
Z
Wt
~bt ~ut dWt +
Z
GtN
~tt ~ut dGt
gv (Wt) =
Z
Wt
1dWt
e
gp (Wt) =
Z
¶Wt
1 dGt :
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Daı´,
d
dt
n
L˜

Wt ;~ut ;~l tD;~ptu;~ptD
o
= ddt
n
Jm

Wt ;~ut ;~l tD
o
+ ddt fl (Wt ;~ut)g
  ddt fa(Wt ;~ut ;~ut)g  ddt
nR
GtD
n
~l tD ~ut +~ut ~l tD
o
dGt
o
(3.22)
em que
Jm

Wt ;~ut ;~l tD

= J

Wt ;~ut ;~l tD

+l kv gv (Wt)+l kp gp (Wt)
J (Wt ;~ut) =
Z
Wt
~bt ~ut dWt +
Z
GtN
~tt ~ut dGt
gv (Wt) =
Z
Wt
1dWt
e
gp (Wt) =
Z
¶Wt
1 dGt
Por simplicidade, cada um dos termos acima sera´ calculado separadamente,
como se segue:
A derivada do termo l (Wt ;~ut), dado por
(1) l (Wt ;~ut) =
Z
Wt
~bt ~wtdWt +
Z
GtN
~tt ~wtdGt . (3.23)
e´
d
dt
(1)
Z
GtN
~tt ~utdGt

=
Z
GtN
~tt (~yt)  ¶¶t f~ut (~yt)gdGt : (3.24)
A derivada do termo a(Wt ;~ut ;~ut), dado por
(2) a(Wt ;~ut ;~ut) =
Z
Wt
Det (~ut)  et (~ut)dWt . (3.25)
e´
d
dt f(2)g= 2
R
Wt Det (~ut)  et

¶~ut
¶t

dW
+
R
Gt0
fDet (~ut)  et (~ut)gvNt dGt .
(3.26)
com
vNt (~yt) =~vt (~yt) ~nt (~yt) .
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A derivada do termo dado por
(3)
Z
GtD
n
~l tD ~ut +~l tD ~ut
o
dGt . (3.27)
e´
d
dt
f(3)g= d
dt
Z
GtD

2~l tD ~ut

dGt

. (3.28)
A derivada do termo dado por
(4)
Z
GtD

2~l tD ~ut

dGt . (3.29)
e´
d
dt
nR
GtD

2~l tD ~ut

dGt
o
= 2
R
GtD
¶
¶t
n
~l tD
o
~ut+
+~l tD ¶¶t f~utgdGt .
(3.30)
A derivada do termo dado por
(5) Jm

Wt ;~ut ;~l tD

= (3.31)
= J

Wt ;~ut ;~l tD

+mv gv (Wt)+mp gp (Wt) .
e´
d
dt f(5)g= ddt
n
J

Wt ;~ut ;~l tD
o
+mv ddt fgv (Wt)g+
+mp ddt

gp (Wt)
	
.
(3.32)
A derivada do termo dado por
(6) gv (Wt) =
Z
Wt
1dWt (3.33)
e´
d
dt
fgv (Wt)g

t=0
=
Z
¶Wo
~V (~x) ~no (~x)dGo.
A derivada do termo dado por
(7) gp (Wt ;~ut) =
Z
¶Wt
1dGt (3.34)
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e´
d
dt

gp (Wt)
	
t=0
=
Z
¶Wo
Ho (~x)~V (~x) ~no (~x)dGo
com
Ho (~x) = div [~no (~x)] .
A derivada do termo dado por
(8) Jh

Wt ;~ut ;~l tD

= J (Wt ;~ut)+ 12hk
 hgv (Wt)i+2
+ 12hk


gp (Wt)
+2 (3.35)
e´
d
dt f(8)g= ddt fJ (Wt ;~ut)g+ 1hk hgv (Wt)i
+ d
dt fgv (Wt)g
+ 1hk


gp (Wt)
+ d
dt

gp (Wt)
	
.
(3.36)
Ale´m disso,
J (Wt ;~ut) =
R
Wt
~bt ~utdWt +
R
GtN
~tt ~utdGt
= l (Wt ;~ut).
(3.37)
Consequentemente,
d
dt
fJ (Wt ;~ut)g= ddt fl (Wt ;~ut)g . (3.38)
Juntando os resultados acima, tem-se que
d
dt f(8)g= ddt fl (Wt ;~ut)g+ 1hk hgv (Wt)i
+ d
dt fgv (Wt)g+
+ 1hk


gp (Wt)
+ d
dt

gp (Wt)
	
.
(3.39)
Agora, juntando todos os termos, obtem-se
d
dt
n
L˜

Wt ;~ut ;~l tD;~ptu;~ptD
o
= 2 ddt fl (Wt ;~ut)g  ddt fa(Wt ;~ut ;~ut)g
+mv ddt fgv (Wt)g+
+mp ddt

gp (Wt)
	
+
  ddt
nR
GtD

2~l tD ~ut

dGt
o
(3.40)
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sendo
d
dt
fl (Wt ;~ut)g=
Z
Wt
~bt  ¶¶t f~utgdWt+
Z
Gt0
n
~bt ~ut
o
vNtdGt+
Z
GtN
~tt ¶~ut¶t dGt
(3.41)
d
dt
fa(Wt ;~ut ;~ut)g= 2
Z
Wt
Det (~ut)et

¶~ut
¶t

dW +
Z
Gt0
fDet (~ut)  et (~ut)gvNtdGt
d
dt
fgv (Wt)g=
Z
Gt0
vNt dGt
d
dt

gp (Wt)
	
=
Z
Gt0
Ht (~yt)vNt dGt
d
dt
Z
GtD

2~l tD ~ut

dGt

= 2
Z
GtD

¶
¶t
n
~l tD
o
~ut +~l tD
¶
¶t
f~utg

dGt :
Substituindo (3.41) em (3.40), obtem-se
d
dt
n
L˜

Wt ;~ut ;~l tD;~ptu;~ptD
o
= 2
R
Wt
~bt  ¶~ut¶t dWt +2
R
Gt0
n
~bt ~ut
o
vNtdGt
+2
R
GtN
~tt  ¶~ut¶t dGt
 2RWt Det (~ut)  et  ¶~ut¶t dW  RGt0 fDet (~ut)  et (~ut)gvNtdGt
+mv
R
Gt0
vNtdGt
+mp
R
Gt0
Ht (~yt)vNt dGt
 2RGtD

~l tD:
¶~ut
¶t +~ut 
¶~l tD
¶t

dGt .
(3.42)
Entretanto, como

¶~ut
¶t ;
¶~l tD
¶t

2VH, para conjuntos suficientementes sua-
ves, tem-se que a seguinte forma fraca: dado Wt , o problema de estado pode
ser formulado como:
determine

~ut ;~l tD

2 VH soluc¸a˜o de (3.43)
a(Wt ;~ut ;~wt)+
Z
GtD
n
~l tD:~wt +~ut ~mtD
o
dGt = l (Wt ;~wt) ;8(~wt ;~mtD)2VH
sendo
a(Wt ;~ut ;~wt) =
Z
Wt
Det (~ut)  et (~wt)dWt
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e
l (Wt ;~wt) =
Z
Wt
~bt ~wt dWt +
Z
GtN
~tt ~wt dGt :
e´ tambe´m satisfeito para

¶~ut
¶t ;
¶~l tD
¶t

, (~wt ;~mD), ou seja,
a

Wt ;~ut ; ¶~ut¶t

+
R
GtD

~l tD:
¶~ut
¶t +~ut
¶~l tD
¶t

dGt
= lt

Wt ; ¶~ut¶t
 (3.44)
sendo
at

Wt ;~ut ;
¶~ut
¶t

=
Z
Wt
Det (~ut)  et

¶~ut
¶t

dWt
e
lt

Wt ;
¶~ut
¶t

=
Z
Wt
~bt  ¶~ut¶t dWt +
Z
GtN
~tt ¶~ut¶t dGt .
isto e´,
R
Wt Det (~ut)  et

¶~ut
¶t

dWt +
R
GtD

~l tD  ¶~ut¶t +~ut 
¶~l tD
¶t

dGt
=
R
Wt
~bt  ¶~ut¶t dWt +
R
GtN
~tt  ¶~ut¶t dGt .
(3.45)
Substituindo (3.45) em (3.42), pode-se reescreveˆ-la como
d
dt
n
L˜

Wt ;~ut ;~l tD;~ptu;~ptD
o
= 2
R
Wt
~bt  ¶~ut¶t dWt +2
R
Gt0
n
~bt ~ut
o
vNt dGt
+2
R
GtN
~tt  ¶~ut¶t dGt  2
R
Wt Det (~ut)  et

¶~ut
¶t

dW
 2RGtD

~ut  ¶
~l tD
¶t

dGt
 RGt0 fDet (~ut)  et (~ut)gvNt dGt
+mv
R
Gt0
vNt dGt
+mp
R
Gt0
Ht (~yt)vNt dGt ,
(3.46)
3.2 Abordagem euleriana em otimizac¸a˜o de forma 37
resultando
d
dt
n
L˜

Wt ;~ut ;~l tD;~ptu;~ptD
o
= 2
R
Gt0
n
~bt ~ut
o
vNt dGt
 RGt0 fDet (~ut)  et (~ut)gvNt dGt
+mv
R
Gt0
vNt dGt
+mp
R
Gt0
Ht (~yt)vNt dGt ,
(3.47)
consequentemente
DL˜

W;~u;~lD;~pu;~pD
h
~V (~x)
i
=
d
dt
n
L˜t

Wt ;~ut ;~l tD;~ptu;~ptD
o
t=0
(3.48)
implicando em
DL˜

W;~u;~lD;~pu;~pD
h
~V (~x)
i
= 2
R
G0
n
~b:~u
o
vN dG
 RG0 fDe (~u)  e (~u)gvN dG
+
R
G0 mv vN dG
+
R
G0 mp H (~x)vN dG.
(3.49)
3.2 Abordagem euleriana em otimizac¸a˜o de forma
3.2.1 Deduc¸a˜o da equac¸a˜o Hamilton–Jacobi
Seguindo o processo de otimizac¸a˜o, a configurac¸a˜o (forma) evolui de
acordo com um tempo fictı´cio que corresponde a um passo de descida. Como
se sabe, se as configurac¸o˜es evoluem no tempo, a evoluc¸a˜o da func¸a˜o level
set e´ governada por uma equac¸a˜o Hamilton–Jacobi. Para ser mais preciso,
assume-se que W seja a configurac¸a˜o inicial e considera-se o mapeamento
T :~x 2W D!~yt 2Wt  D
dado por
~yt = Tt (~x) T (~x;t) =~x+ t~V (~x) (3.50)
para alguma func¸a˜o conhecida ~V (~x) = vN (~x)~no (~x) definida em D.
Aqui, ~V (~x) e´ o vetor velocidade normal com componente vN (~x) e
sendo ~n(~x) o vetor unita´rio normal a ¶W, a ser determinado com a ana´lise
de sensibilidade.
Neste mapeamento proposto, Tt (~x), a formaW evolui no tempo t2R+
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com a velocidade normal ~V (~x), resultando em
Wt = Tt (W) . (3.51)
Aqui, define-se o conjunto aberto W como sendo relacionado com a func¸a˜o
level set inicial f (~x), como
W= f~x 2 Dj f (~x)> 0g . (3.52)
Do mapeamento em (3.50), tem-se, para cada t 2 R+,
~yt = Tt (~x) e~x= T 1t (~yt) : (3.53)
Assim,~yt e´ o sistema de coordenadas usado na descric¸a˜o dos campos defini-
dos em Wt (configurac¸a˜o pertubada/deformada) e~x e´ o sistema de coordena-
das usado na descric¸a˜o dos campos definidos em W. A abordagem euleriana
consiste em descrever o problema em termos de~yt .
Do mapeamento em (3.53) pode-se escrever a descric¸a˜o euleriana da
func¸a˜o level set como
ft (~yt) = f (~x)j~x=T 1t (~yt ) (3.54)
ou equivalentemente
ft (~yt (~x)) = f (~x)
para todo t 2 R+.
Consequentemente,
Wt = f~yt (~x) 2 Dj ft (~yt (~x))> 0g (3.55)
sendo
~yt (~x) = Tt (~x) :
Baseado na abordagem euleriana, e na definic¸a˜o do contorno de Wt ,
dado por
¶Wt = f~yt (~x) 2 Dj ft (~yt (~x)) = 0g (3.56)
em que
ft (~yt) f (~yt ;t) .
tem-se que
ft (~yt) = 0 para qualquer~yt 2 ¶Wt e todo t 2 R+ (3.57)
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ou
ft (~yt (~x)) = 0 para qualquer~x 2 ¶W e todo t 2 R+.
Diferenciando (3.57) em termos de t , tem-se
d
dt
fft (~yt)g= lim
dt!0

f (~yt+dt ;t+dt) f (~yt ;t)
dt

= (3.58)
= lim
dt!0

0 0
dt

= 0
isto e´,
¶ft (~yt)
¶t
+
¶ft (~yt)
¶~yt
d~yt
dt
= 0 (3.59)
ou
¶ft (~yt)
¶t
+


Ñ~ytft (~yt) ;~vt (~yt)

= 0
sendo
ft (~yt) f (~yt ;t)
e
~vt (~yt) = ~V (~x)

T 1t (~yt )
.
De forma equivalente, usando-se a expressa˜o ft (~yt (~x))= 0 para qualquer~x2¶W
e para todo t 2 R+, obtem-se
¶ft (~yt (~x))
¶t
+
¶ft (~yt)
¶~yt

~yt=Tt (~x)
d~yt (~x)
dt
= 0 (3.60)
ou
¶ft (~yt (~x))
¶t
+
D
Ñ~ytft (~yt)

~yt=Tt (~x)
;~V (~x)
E
= 0
isto e´,
¶ft (~yt (~x))
¶t
+
*
¶ft (~yt (~x))
¶~x

¶~yt
¶~x
 1
;~V (~x)
+
= 0
em que
ft (~yt (~x)) f (~yt (~x) ;t) .
Agora, supondo-se que~vt (~yt) seja da forma
~vt (~yt) = vNt (~yt)~nt (~yt) (3.61)
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ou
~vt (~yt (~x)) = vNt (~yt (~x))~nt (~yt (~x))
obtem-se
¶ft (~yt (~x))
¶t
  vNt (~yt (~x))


Ñ~ytft (~yt (~x)) ;~nt (~yt (~x))

= 0 (3.62)
Agora, como
~nt (~yt (~x)) = 
Ñ~ytft (~yt)Ñ~ytft (~yt)

~yt=Tt (~x)
(3.63)
obtem-se, tambe´m, que
¶ft (~yt (~x))
¶t
  vNt (~yt (~x))
Ñ~ytft (~yt (~x))= 0 (3.64)
onde, em t = 0, a condic¸a˜o inicial e´ dada por
ft (~yt (~x))jt=0 = f (~x)
que e´ calculada como sendo a func¸a˜o distaˆncia sinalizada, dada por
f (~x) =
8<: min~z2¶Wk~x ~zk , se~x 2 W¯ min
~z2¶W
k~x ~zk , se~x 2 DnW¯.
Esta equac¸a˜o Hamilton–Jacobi e´ va´lida em todo D, e na˜o somente no con-
torno ¶Wt , se a velocidade vNt e´ conhecida em toda parte (como sera´ o caso
a seguir).
3.2.2 Formulac¸a˜o do problema de Hamilton-Jacobi
O problema de Hamilton-Jacobi, associado ao me´todo do level set
pode ser resumido como:
Considera-se uma interface fechada mo´vel ¶W em Rd com codi-
mensa˜o 1. Seja Wt = Tt (W) a regia˜o (possivelmente multiconectada) que
¶Wt envolve. Associa-se a Wt uma func¸a˜o auxiliar f (~yt ;t), chamada
de func¸a˜o level set, que e´ Lipschitz contı´nua e que satisfaz as seguintes
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condic¸o˜es
f (~yt ;t) = 0()~yt 2 ¶Wt \D (contorno)
f (~yt ;t)> 0()~yt 2Wt (presenc¸a de material)
f (~yt ;t)< 0()~yt 2
 
DnW¯t

(auseˆncia de material)
(3.65)
O me´todo do level set consiste em mover a interface ¶W = fg usando a
soluc¸a˜o de uma equac¸a˜o do tipo Hamilton-Jacobi, dada por
¶f (~yt ;t)
¶t
  vN (~yt ;t)
Ñ~ytf (~yt ;t)= 0 (3.66)
sujeita a` condic¸a˜o inicial
ft (~yt (~x))jt=0 = f (~x) .
A func¸a˜o condic¸a˜o inicial f (~x) e´ definida como sendo a func¸a˜o distaˆncia
sinalizada a` interface, dada por (MOURAD; DOLBOW; GARIKIPATI, 2005)
f (~x) =
8<: min~z2¶Wk~x ~zk , se~x 2 W¯ min
~z2¶W
k~x ~zk , se~x 2 DnW¯. (3.67)
Uma das boas caracterı´sticas da formulac¸a˜o level set e´ que essas quan-
tidades geome´tricas possuem representac¸o˜es simples em termos de ft (~yt)
f (~yt ;t), ou seja,
~nt (~yt) =
Ñ~ytft (~yt)Ñ~ytft (~yt) (3.68)
Ht (~yt) = div [~nt (~yt)]
Per (Wt) j¶Wt j=
Z
D
d (ft (~yt))
Ñ~ytft (~yt)dW
e
Vol (Wt) jWt j=
Z
D
h(ft (~yt))dW
em que d (f) e´ a func¸a˜o delta de Dirac (1D), h(ft) e´ a func¸a˜o Heaviside
(1D), que vale 0 para ft (~yt) 0 e 1 em caso contra´rio, e Ht (~yt) e´ escolhida
de tal forma que a bola possua curvatura principal positiva igual a recı´proca
do seu raio. Em 2D, j¶Wt j e´ o comprimento de arco de ¶Wt e jWt j e´ a a´rea
de Wt , enquanto que em 3D, j¶Wt j e´ a a´rea da superfı´cie de ¶Wt e jWt j e´ o
volume de Wt .
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Assim, o me´todo level set consiste em estender a equac¸a˜o (3.66)
atrave´s do espac¸o e tomar o conjunto level set zero como a o contorno da
forma em todo o tempo posterior.
Cabe salientar duas questo˜es de importaˆncia pra´tica, que sa˜o:
 Primeiro, estender vNt (~yt) para a interface nem sempre e´ um processo
rotineiro.
 Segundo, para se ter precisa˜o nume´rica, a func¸a˜o level set deve perma-
necer bem comportada no sentido de que, exceto para pontos isolados,
0< c Ñ~ytft (~yt)C (3.69)
para algumas constantes c e C. De fato, para muitos problemas, e´ de-
seja´vel que ft (~yt) seja a func¸a˜o distaˆncia sinalizada que satisfac¸a a
condic¸a˜o Ñ~ytft (~yt)= 1. (3.70)
Observa-se que, se ft (~yt) e´ uma func¸a˜o distaˆncia sinalizada, enta˜o ela
automaticamente satisfaz
Ñ~ytft (~yt) = 1. Entretanto, isto somente
e´ verdade para t = 0, ou seja, kÑ~xf (~x)k = 1. Para um tempo dife-
rente t , ft (~yt) e´ obtida usando a soluc¸a˜o da equac¸a˜o associada do tipo
Hamilton–Jacobi. Assim, devido a` dissipac¸a˜o nume´rica, a propriedade
acima da func¸a˜o distaˆncia sinalizada pode ser perdida. Daı´ o porqueˆ
ser necessa´rio reinicializar a func¸a˜o Hamilton–Jacobi.
4 SOLUC¸A˜O DA EQUAC¸A˜O LEVEL SET
Neste capı´tulo sera´ descrita a soluc¸a˜o da equac¸a˜o level set com ele-
mentos finitos e a equac¸a˜o de reinicializac¸a˜o.
Devido ao fato de que tanto a equac¸a˜o level set quanto a equac¸a˜o de
reinicializac¸a˜o sa˜o dominadas por equac¸o˜es diferenciais parciais advectivas,
o me´todo padra˜o de elementos finitos de Galerkin pode produzir resulta-
dos oscilantes. Assim, usa-se SDFEM (Stream line Diffusion Finite Element
Method).
A vantagem deste me´todo e´ que a otimizac¸a˜o estrutural em domı´nios
irregulares de projeto pode ser facilmente executada.
O me´todo level set se tornou uma te´cnica emergente para formas estru-
turais e otimizac¸a˜o topolo´gica porque ele pode facilmente manejar mudanc¸as
topolo´gicas e decrever contornos suaves. ((ALLAIRE; JOUVE; TOADER, 2004),
(WANG; WANG; GUO, 2003)). Na maioria das aplicac¸o˜es, o me´todo level set e´
implementado com te´cnicas de diferenc¸as finitas, tais como esquema upwind
((OSHER; FEDKIW, 2003), (SETHIAN, 1999)). Esses me´todos upwind funcio-
nam bem em uma grade estruturada, mas aparecem dificuldades se o pro-
blema envolve geometrias e contornos complexos, em que na˜o e´ possı´vel
discretizac¸a˜o espacial com grade estruturada; entretanto, o me´todo de ele-
mentos finitos possui flexibilidade para tratar desses problemas, o que motiva
a implementac¸a˜o do me´todo level set com elementos finitos.
Normalmente, existem dois esta´gios no processo de otimizac¸a˜o estru-
tural baseado em level set: a ana´lise de tenso˜es e a evoluc¸a˜o do contorno. Em
aplicac¸o˜es industriais, o primeiro e´ geralmente abordado com o me´todo dos
elementos finitos.
A equac¸a˜o level set e´ uma equac¸a˜o hiperbo´lica de primeira or-
dem. Sabe-se que o me´todo padra˜o de elementos finitos de Galerkin pode
produzir instabilidade espacial quando equac¸o˜es puras de advecc¸a˜o ou
equac¸o˜es predominantemente advectivas sa˜o consideradas. Assim, te´cnicas
de estabilizac¸a˜o de elementos finitos devem ser usadas. Barth e Sethian
foram os primeiros que discretizaram a equac¸a˜o level set em malhas tri-
angulares desestruturadas usando te´cnicas de elementos finitos ((BARTH;
SETHIAN, 1998)) e o me´todo deles foi posteriormente empregado em ((GRA-
VOUIL; MOe¨S; BELYTSCHKO, 2002)). Ale´m disso, outras te´cnicas de elementos
finitos foram implementadas para os me´todos de level set, tais como Stream-
line upwind/Petrov-Galerkin (SUPG) ((GROSS; REICHELT; REUSKEN, 2006),
(TORNBERG; ENGQUIST, 2000), (WEBER; BLAKE; CIPOLLA, 2004)), me´todo dos
mı´nimos quadrados de Galerkin ((CHESSA; SMOLINSKI; BELYTSCHKO, 2002),
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(RAO; HUGHES; GARIKIPATI, 2000), (VALANCE et al., 2008)), Galerkin carac-
terı´stico ((LIN et al., 2005), (QUECEDO; PASTOR, 2001)), e Galerkin descontı´nuo
((MARCHANDISE; REMACLE; CHEVAUGEON, 2006)
4.1 Soluc¸a˜o com elementos finitos da equac¸a˜o Hamilton-Jacobi
4.1.1 Me´todo level set baseado em elementos finitos
No me´todo level set, o contorno e´ representado implicitamente atrave´s
de uma func¸a˜o level set f (~x;t), para cada dado t , que e´ uma func¸a˜o escalar
definida em um domı´nio fixo de projetoD que conte´m o domı´nio da estrutura.
Neste estudo, define-se o contorno como o conjunto level set zero, o interior
da estrutura como o domı´nio em que f (~x;t)> 0, e o exterior como o domı´nio
em que f (~x;t)< 0 conforme ilustrado na figura (4.1).
Figura 4.1: Conjunto level set (SHU et al., 2011)
O me´todo level set adiciona dinamismo ao contorno definido implici-
tamente e sua evoluc¸a˜o e´ governada pela equac¸a˜o Hamilton-Jacobi
¶ (~x;t)
¶t
  vN (~x;t)kÑ~xf (~x;t)k= 0 (4.1)
sujeita a` condic¸a˜o inicial
f (~x;0) = fo (~x) (4.2)
e a` condic¸a˜o essencial de contorno
f (~x;t) = 0 em (~x;t) 2 ¶Wt  [0;¥). (4.3)
em que vN (~x;t) e´ a velocidade normal no contorno e tambe´m e´ a importante
conexa˜o entre o me´todo level set e o problema de otimizac¸a˜o estrutural. Como
a velocidade e´ calculada usando o resultado da ana´lise de sensibilidade, pode-
se atualizar o contorno da estrutura resolvendo a equac¸a˜o (4.1).
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Para discretizar a equac¸a˜o (4.1) sera´ usado o me´todo SDFEM con-
forme descrito em (TORNBERG; ENGQUIST, 2000). A forma fraca da equac¸a˜o
(4.1) e´ obtida conforme se segue:
Aplica-se o me´todo de diferenc¸as finitas, dado pelo me´todo explı´cito
de primeira ordem de Euler, em que
f n+1 f n
4t = v
n
N kÑ~xf nk (4.4)
sendo
f n = f (~x;tn) (4.5)
e
f n+1 = f (~x;tn+1) .
Daı´, pode-se proceder da seguinte formaZ
D
 
f n+1 f nj+da~V Ñ~xjdW  (4.6)
 4 t
Z
D
vnN kÑ~xf nk

j+da~V Ñ~xj

dW= 0;
para cada j 2 V em que ~V = vnN ~nn, sendo~nn =  Ñ~xf
n
kÑ~xfnk , e da um paraˆmetro
de estabilizac¸a˜o, dado por
da =
1
2

1
4t2 +
J 1~V2 1 ; ~V = vnN
ou da = he2kvNk em que he e´ o tamanho do elemento.
Para simplificar a determinac¸a˜o da soluc¸a˜o da func¸a˜o level set com o
me´todo SDFEM pode-se aproximarZ
D
 
f n+1 f nj+da~V Ñ~xjdW' Z
D
 
f n+1 f n(j)dW (4.7)
resultando a seguinte forma fracaZ
D
 
f n+1 f njdW 4t Z
D
vnN kÑ~xf nk

j+d~V Ñ~xj

dW= 0 (4.8)
para cada j 2 V em que ~V = vnN ~nn, sendo~nn =  Ñ~xf
n
kÑ~xfnk e da um paraˆmetro
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de estabilizac¸a˜o, dado por
da =
1
2

1
4t2 +
J 1~V2 1 ;~V = vnN
ou da = he2kvNk sendo he o tamanho do elemento e

J 1

a matriz jacobiana
inversa para a transformac¸a˜o de coordenadas naturais para coordenadas glo-
bais, conforme mostrado na pro´xima sec¸a˜o.
Cabe observar que se fosse usado o me´todo padra˜o de elementos fi-
nitos de Galerkin, somente a func¸a˜o teste para o termo de advecc¸a˜o seria
modificada enquanto que o termo transiente continuaria o mesmo. Uma van-
tagem desse me´todo e´ que a matriz de coeficientes e´ sime´trica e constante;
assim, a matriz e´ facilmente decomposta, sendo necessa´rio que seja decom-
posta so´ uma vez. Ale´m disso, essa matriz e´ similar a` matriz de massa, usada
em computac¸a˜o dinaˆmica, de modo que pode ser substituı´da por uma matriz
diagonal. Assim, o sistema de equac¸o˜es (4.8) e´ desacoplado e resolveˆ-lo se
torna muito econoˆmico.
A discretizac¸a˜o temporal em (4.8) usa o me´todo de Euler progressivo,
que e´ condicionalmente esta´vel; entretanto, o tamanho do intervalo de tempo
4t deve satisfazer a condic¸a˜o
4t  g h
minvnNmax (4.9)
em que hmin e´ o tamanho do menor elemento, jvnN jmax e´ a velocidade ma´xima
nodal e g e´ um coeficiente entre 0 e 1. Neste estudo, usar-se-a´ g = 0;5 .
Para resolver este problema, faz-se uma partic¸a˜o de domı´nio com ele-
mentos finitos Tri3, We, conforme ilustrado na figura (4.2). Assim,
Figura 4.2: Elemento finito Tri3
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D
 
f n+1 f njdW=å
e
Z
We
 
f n+1 f njdW (4.10)
e Z
D
vnN kÑ~xf nk

j+da~V Ñ~xj

dW=
=å
e
Z
We
vnN kÑ~xf nk

j+da~V Ñ~xj

dW.
Para se determinar a contribuic¸a˜o de cada elemento finito nas integrais
acima, introduz-se a seguinte mudanc¸a de varia´vel
x= x(x ;h) = xeiNi(x ;h) (4.11)
y= y(x ;h) = yeiNi(x ;h)
em que Ni(x ;h) sa˜o as func¸o˜es elementos finitos cla´ssicas de interpolac¸a˜o.
No caso particular de elementos Tri3, tem-se
N1 (x ;h) = 1 x  h (4.12)
N2 (x ;h) = x
N3 (x ;h) = h
assim,
x(z ;h) = N1 (x ;h)xe1 +N2 (x ;h)xe2 +N3 (x ;h)xe3 (4.13)
e
y(z ;h) = N1 (x ;h)ye1 +N2 (x ;h)ye2 +N3 (x ;h)ye3 .
Ale´m disso, as func¸o˜es level set f n (x;y) e f n+1 (x;y), e a func¸a˜o teste
(variac¸a˜o level set) j (x;y) sa˜o aproximadas, dentro de cada elemento finito
We, como
f n(x(x ;h);y(x ;h)) = f neiNi(x ;h) (4.14)
f n+1(x(x ;h);y(x ;h)) = f n+1ei Ni(x ;h)
e
j(x(x ;h);y(x ;h)) = jeiNi(x ;h)
Denotando f~qnegT =

f ne1 ;f
n
e2 ;f
n
e3
	
, em que
 
f nei

representa o ei e´simo valor
nodal da func¸a˜o level set, pode-se expressar as func¸o˜es level set f n (x;y) e
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f n+1 (x;y), e o campo de variac¸a˜o level set j (x;y) como:
f n = ~N ~qne e f n+1 = ~N ~qn+1e (4.15)
e
j = ~N d~qe
com
~NT = fN1(x ;h);N2(x ;h);N3(x ;h)g
e
d~qTe =

dje1 ;dje2 ;dje3
	
.
As componentes dos vetores gradiente Ñ~xf n, Ñ~xf n+1 e Ñ~xj podem
ser expressadas em forma vetorial como
Ñ~xf n =
(
¶fn
¶x
¶fn
¶y
)
= [B]~qne = [[Bi] j i= 1; ::;3]~qne (4.16)
Ñ~xf n+1 =
(
¶fn+1
¶x
¶fn+1
¶y
)
= [B]~qn+1e = [[Bi] j i= 1; ::;3]~qn+1e
e
Ñ~xj =
(
¶fn
¶x
¶fn
¶y
)
= [B]d~qe = [[Bi] j i= 1; ::;3]d~qe
com
[Bi] =

Ni;x
Ni;y

(4.17)
ou seja,
[B] = [[B1] j [B2] j [B3]] (4.18)
=

N1;x
N1;y

j

N2;x
N2;y

j

N3;x
N3;y

4.2 Equac¸a˜o de reinicializac¸a˜o
Durante a sua evoluc¸a˜o, a func¸a˜o level set frequentemente se torna
muito achatada ou com declives muito ı´ngremes, o que pode gerar erros
nume´ricos na discretizac¸a˜o espacial. Para regularizar a func¸a˜o level set, ela
deve ser reinicializada periodicamente atrave´s da resoluc¸a˜o da equac¸a˜o de
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reinicializac¸a˜o
¶y (~x;t)
¶t
+~w(~x;t) Ñ~xy (~x;t) = sign(~x;t) (4.19)
com
~w(~x;t) = sign(~x;t)
Ñ~xy (~x;t)
kÑ~xy (~x;t)k
(4.20)
em que a func¸a˜o sinal e´ dada por
sign(~x;t) =
y (~x;0)q
y (~x;0)2+aa
. (4.21)
sendo y (~x;0) = f (~x;tn). O paraˆmetro aa deve ser positivo, por exemplo,
aa = 10 6.
4.2.1 Introduc¸a˜o do termo de difusa˜o
Uma vez que o me´todo simplificado de difusa˜o fornece um efeito in-
suficiente de difusa˜o pro´ximo ao contorno onde sign(~x; t¯) e´ pequeno, um
termo de difusa˜o relacionado a um e > 0, e´ introduzido, obtendo-se a se-
guinte equac¸a˜o de reinicializac¸a˜o
¶y (~x; t¯)
¶ t¯
+~w(~x; t¯) Ñ~xy (~x; t¯) div [e Ñ~xy (~x; t¯)] = sign(~x; t¯) . (4.22)
Como a condic¸a˜o de contorno essencial level set e´ dada por
f (~x;t) = 0 em (~x;t) 2 ¶D [0;¥)
impo˜e-se tambe´m a mesma condic¸a˜o de contorno essencial para o campo
y (~x; t¯), ou seja, assume-se que
y (~x; t¯) = 0 em (~x; t¯) 2 ¶D [0;¥). (4.23)
Ale´m disso, assume-se como condic¸a˜o inicial
y (~x;0) = f (~x;tn) . (4.24)
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4.2.2 Deduc¸a˜o da forma fraca
Para se determinar a forma fraca associada com a equac¸a˜o de
reinicializac¸a˜o em (4.22), aplica-se o me´todo de diferenc¸as finitas de Euler,
com respeito a` evoluc¸a˜o do tempo, denotando por
yk+1 = y (~x; t¯k+1) (4.25)
yk = y (~x; t¯k)
~wk = ~w(~x; t¯k)
e
Sk = sign(~x; t¯k)
obtem-se
yk+1 yk
4t¯ = div
h
e Ñ~xyk+1
i
+

Sk ~wk Ñ~xyk

sendo
¶y (~x; t¯)
¶ t¯

t¯k
=
y (~x; t¯k+1) y (~x; t¯k)
4t¯
~wk = Sk
Ñ~xy (~x; t¯k)
kÑ~xy (~x; t¯k)k
e
Sk = sign(~x; t¯k) =
y (~x;0)q
y (~x;0)2+aa
com
y (~x;0) = f (~x;tn) .
Asim, denotando
yk+1 yk+4t¯
nD
~wk;Ñ~xyk
E
 Sk
o
 4t¯ div
h
e Ñ~xyk+1
i
= 0
sendo
Sk = sign(~x; t¯k) =
y (~x;0)q
y (~x;0)2+aa
com
y (~x;0) = f (~x;tn) .
4.2 Equac¸a˜o de reinicializac¸a˜o 51
A discretizac¸a˜o, com respeito ao espac¸o, e´ obtida atrave´s da aplicac¸a˜o do
me´todo simplificado de difusa˜o de elementos finitos (SDFEM) ((TORNBERG;
ENGQUIST, 2000)). Daı´,R
D
 
yk+1 ykj+ d¯a~V Ñ~xjdW+
+4t¯ RD
~wk;Ñ~xyk Sk	j+ d¯a~V Ñ~xjdW
+4t¯ RDdive Ñ~xyk+1	j+ d¯a~V Ñ~xjdW= 0
(4.26)
para cada j 2 V em que ~V = vnN ~nn, sendo~nn =   Ñ~xf
n
kÑ~xfnk e d¯a e´ o paraˆmetro
de estabilizac¸a˜o, dado por
d¯a =
1
2

1
4t¯2 +
J 1~V2 1 ;~V = vnN
ou d¯a = he2kvNk em que he e´ o tamanho do elemento com S
k = sign(~x; t¯k) =
y(~x;0)p
y(~x;0)2+aa
e y (~x;0) = f (~x;tn).
Aqui, novamente, por simplificac¸a˜o, e´ feita a seguinte aproximac¸a˜oZ
D

yk+1 yk

j+ d¯a ~V Ñ~xj

dW'
Z
D

yk+1 yk

(j)dW (4.27)
eZ
D
n
div
h
e Ñ~xyk+1
io
j+ d¯a ~V Ñ~xj

dW'
Z
D
n
div
h
e Ñ~xyk+1
io
(j)dW
que resulta emR
D
 
yk+1 ykj dW+
+4t¯ RD
~wk;Ñ~xyk Sk	j+ d¯a~V Ñ~xjdW
+4t¯ RDdive Ñ~xyk+1	jdW= 0 (4.28)
para cada j 2 V, sendo ~V = vnN ~nn, ~nn =   Ñ~xf
n
kÑ~xfnk e d¯a e´ o paraˆmetro de
estabilizac¸a˜o, dado por
d¯a =
1
2

1
4t¯2 +
J 1~V2 1 ;~V = vnN
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ou d¯a = he2kvNk em que he e´ o tamanho do elemento.
Agora,
div
h
e Ñ~xyk+1

j
i
= j div
h
e Ñ~xyk+1
i
+ e Ñ~xyk+1 Ñ~xj (4.29)
Por isso
j div
h
e Ñ~xyk+1
i
= div
h
e Ñ~xyk+1

j
i
  e Ñ~xyk+1 Ñ~xj . (4.30)
Ale´m disso,Z
D
div
h
e Ñ~xyk+1

j
i
dW=
Z
¶D
ej
D
Ñ~xyk+1;~n
E
dG= 0
uma vez que j = 0 em ¶D. Consequentemente,
j div
h
e Ñ~xyk+1
i
= e Ñ~xyk+1 Ñ~xj . (4.31)
Assim, a forma fraca pode ser expressada comoZ
D

yk+1 yk

j dW+4t¯
Z
D
e
D
Ñ~xyk+1;Ñ~xj
E
dW= (4.32)
=4t¯
Z
D
n
Sk 
D
~wk;Ñ~xyk
Eo
j+ d¯a ~V Ñ~xj

dW
para cada j 2 V em que ~V = vnN ~nn, sendo~nn =  Ñ~xf
n
kÑ~xfnk com f
n = f (~x;tn)
e d¯a e´ o paraˆmetro de estabilizac¸a˜o, dado por
d¯a =
1
2

1
4t¯2 +
J 1~V2 1 ;~V = vnN
ou d¯a = he2kvNk em que he e´ o tamanho do elemento e S
k = sign(~x; t¯k) =
y(~x;0)p
y(~x;0)2+aa
com y (~x;0) = f (~x;tn).
Agora, fazendo a discretizac¸a˜o do domı´nio com elementos finitos, We,
obtem-se Z
D

yk+1 yk

j dW=å
e
Z
We

yk+1 yk

j dW (4.33)
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D
e
D
Ñ~xyk;Ñ~xj
E
dW=å
e
Z
We
e
D
Ñ~xyk+1;Ñ~xj
E
dW
e Z
D
n
Sk 
D
~wk;Ñ~xyk
Eo
j+ d¯a ~V Ñ~xj

dW=
=å
e
Z
We
n
Sk 
D
~wk;Ñ~xyk
Eo
j+ d¯a~V Ñ~xj

dW
Assumindo agora a mesma interpolac¸a˜o para yk+1, yk e j em cada
elemento finito, como feito para f n+1, tem-se
yk+1 = ~N ~pk+1e (4.34)
yk = ~N ~pke
j = ~N d~pe
Ñ~xj = [B]d~pe
Ñ~xyk = [B]~pke
e
Ñ~xyk+1 = [B]~pk+1e
daı´,Z
We

yk+1 yk

jdW=
Z
We
n
~N 

~pk+1e  ~pke
o
~N d~pe

dW (4.35)
Z
We
e
D
Ñ~xyk+1;Ñ~xj
E
dW=
Z
We
e
D
[B]~pk+1e ; [B]d~pe
E
dW
e Z
We
n
Sk 
D
~wk;Ñ~xyk
Eo
j+ d¯a ~V Ñ~xj

dW=
=
Z
We
n
Sk 
D
~wk;Ñ~xyk
EoD
~N;d~pe
E
+ d¯a
D
~V ; [B]d~pe
E
dW.
4.2.3 Montagem do problema global na˜o-linear
Seja ~V k+1 o vetor do conjunto de dados nodais level set no (k+1)-
e´simo intervalo de tempo, ou seja,
~V k+1 = [ne=1
n
~pk+1e
o
(4.36)
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e
~V k = [ne=1
n
~pke
o
e
d~V = [ne=1 fd~peg . (4.37)
Assim, pela montagem global das contribuic¸o˜es dos elementos, obtem-se
~FN = ˇ^
e
n
~FNe
o
(4.38)
~FV = ˇ^
e
n
~FVe
o
~FM = ˇ^
e
n
~FMe
o
[K] =
e^
[Ke]
e
[M] =
e^
[Me]
em que ˇ^
e
representa o operador vetorial de montagem,
e^
() a matriz opera-
dora, ~FK , ~FN e ~FV representam os vetores de forc¸as de corpo nodais globais e
[M] a matriz de rigidez tangente global consistente de “massa”, e [K] a matriz
global de “condutividade”.
Como resultado, o problema discreto pode ser formulado como: dado
~Un e vnN~V ,
[M]~V k+1 d~U+4t¯ [K]~V k+1 d~U = ~FM d~U+4t¯

~FN +~FV

d~U (4.39)
para cada d~U 2 RN , isto e´,
[[M]+4t¯ [K]]
n
~V k+1
o
= ~FM +4t¯
n
~FN +~FV
o
.
Consequentemente,
~V k+1 = [[M]+4t¯ [K]] 1
n
~FM +4t¯

~FN +~FV
o
(4.40)
sendo
[Me] =
Z
We

~N
~N

dW
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[Ke] =
Z
We
e [B]T [B]dW
e
~FM = ˇ^
e
n
~FMe
o
;~FN = ˇ^
e
n
~FNe
o
;~FV = ˇ^
e
n
~FVe
o
com
~FMe = [Ke]~p
k
e
~FNe =
Z
We
n
Sk 
D
~wk;Ñ~xyk
Eo
~N dW
~FVe =
Z
We
n
Sk 
D
~wk;Ñ~xyk
Eo
[B]T ~V

dW
e com
yk =
D
~N;~pke
E
(4.41)
Ñ~xyk = [B]T ~pke
Sk =
y0q
(y0)2+aa
=
f nq
(f n)2+aa
~V = vnN ~n
n
sendo
~nn =  Ñ~xf
n
kÑ~xf nk
e
~wk = Sk
Ñ~xyk
kÑ~xykk
em que
y0 = f n.
Nota-se que a func¸a˜o de teste para o termo de advecc¸a˜o e´ modificada
enquanto que o termo transiente permanece o mesmo como acontece no
me´todo de elementos finitos de Galerkin, que e´ o oposto do me´todo Stre-
amline Upwind Petrov-Galerkin (SUPG) ((BROOKS; HUGHES, 1980)), que
usa func¸a˜o modificada de teste para ambos os termos. Uma vantagem deste
me´todo e´ que a matriz de coeficientes e´ sime´trica e constante. Desta forma,
o sistema de equac¸o˜es (4.39) e´ desacoplado e resolveˆ-lo se torna muito
econoˆmico. Ale´m disso, uma vez que a discretizac¸a˜o temporal em (4.39) usa
o me´todo progressivo de Euler, ela e´ condicionalmente esta´vel.
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4.2.4 Tratamento do problema de perda de volume
O processo de reinicializac¸a˜o causa perda de volume devido a difuso˜es
nume´ricas; assim, uma condic¸a˜o de contorno de Dirichlet deveria ser intro-
duzida para corrigir o contorno, ou seja, evitar o movimento do contorno
durante o processo de reinicializac¸a˜o. Aqui, seguindo o me´todo apresentado
em (CHESSA; SMOLINSKI; BELYTSCHKO, 2002), deduz-se as restric¸o˜es para um
elemento triangular de 3 no´s que e´ interceptado pelo contorno conforme ilus-
trado na figura (4.3). As restric¸o˜es para outros tipos de elementos podem ser
deduzidas de forma ana´loga.
Figura 4.3: Elemento interceptado pelo contorno
Tipos diferentes de intersec¸a˜o, We \ ¶W sa˜o possı´veis. Cada
interceptac¸a˜o produz o aparecimento de alguma restric¸a˜o relacionada a
valores nodais da func¸a˜o level set.
4.2.4.1 Definic¸a˜o da restric¸a˜o
Para cada face que e´ interceptada por ¶We, e´ necessa´rio que seja satis-
feita a restric¸a˜o:
å
i
Ni (x ;h)yei = 0 (4.42)
em que (x ;h) sa˜o as coordenadas naturais da interceptac¸a˜o conforme ilus-
trado em (4.4).
Na realidade, as func¸o˜es de forma N1 (x ;h) e N2 (x ;h), por exem-
plo, interpolam a func¸a˜o level set na face [1], de modo que
N1 (x ;h)ye1 +N2 (x
;h)ye2 = 0 (4.43)
Portanto, a submatriz [G(K;)], correspondente a` k-e´sima linha, e´ dada neste
caso por
[G(K;)] = [0; ::;0;N1 (x ;h) ;0; ::;0;N2 (x ;h) ;0; ::;0] (4.44)
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Figura 4.4: Interpolac¸a˜o na face [1]
em que N1 (x ;h) esta´ na e1 e´sima posic¸a˜o e N2 (x ;h) esta´ na e2-e´sima
posic¸a˜o.
A matriz [G] e´ do tipo (MN), em que M e´ o nu´mero total de
restric¸o˜es e N e´ o nu´mero total de no´s da malha que na˜o esta˜o no contorno
¶W. Assim, N e´ dado pelo total de no´s da malha menos o nu´mero total de no´s
no contorno ¶W.
Adicionando a restric¸a˜o ao sistema original de equac¸o˜es, obtem-se a
forma final da equac¸a˜o discretizada de reinicializac¸a˜o:
1
4t¯

[M]+
1
a

GTG
n
~V k+1 ~V k
o
=
n
~FK +~FN +~FV
o
(4.45)
ou seja,
~V k+1 =~V k+4t¯

[M]+
1
a

GTG
 1n
~FK +~FN +~FV
o
em que a e´ um paraˆmetro de penalidade, dado por um a > 0 suficientemente
pequeno.
O procedimento acima pode ser decrito pelo seguinte algoritmo:
Primeiro, considere que ja´ foi calculado o total de interceptac¸o˜es feitas
pela curva level set y = 0. Denote tal nu´mero por M. Enta˜o as matrizes [G]
sa˜o do tipo (MN).
 Inicializac¸a˜o
(a) Determine o nu´mero total de interceptac¸o˜es M
(b) Aloque memo´ria para [G(M;N)] e fac¸a isso para zero [G(M;N)],
em que N e´ o nu´mero total de no´s de valores nodais livres da
func¸a˜o level set
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 Para cada elemento finito, fac¸a:
(a) Determine o nu´mero total de interceptac¸o˜es dos elementos
(b) Para cada dessas interceptac¸o˜es, determine a correspondente
contribuic¸a˜o de linha para a matriz [G]
(c) Calcule as contribuic¸o˜es dos elementos para [M] e ~FK ;~FN ;~FV
 Resolva o sistema de equac¸o˜es
(a) ~V k+1 = ~V k +4t¯ [M]+ 1a GTG 1n~FK +~FN +~FVo em que
que ambas [M] e

GTG

sa˜o constantes, isto e´, somente e´ ne-
cessa´rio um procedimento de triangularizac¸a˜o.
 Atualize
(a) Fac¸a ~V k (=~V k+1
(b) Verifique a convergeˆncia (aproximac¸a˜o para a soluc¸a˜o do estado
estaciona´rio)
4.2.4.2 Soluc¸a˜o de um sistema de equac¸o˜es lineares com restric¸o˜es
Considere um sistema de equac¸o˜es lineares sem restric¸o˜es, formulado
como: determine~x 2 Rn soluc¸a˜o de
[K]~x= ~R. (4.46)
Alternativamente, o sistema de equac¸o˜es pode ser formulado, como: deter-
mine~x 2 Rn que minimiza
F (~y) =
1
2
[K]~y ~y ~R ~y (4.47)
ou seja
~x= argminF (~y) ;8~y 2 Rn:
De fato, se~x e´ a soluc¸a˜o para o problema de minimizac¸a˜o, enta˜o~x satisfaz a
condic¸a˜o necessa´ria de otimalidade
dF (~y)
d~y

~y=~x
. (4.48)
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Agora,
dF (~y)
d~y
= [K]~y ~R (4.49)
que fornece, em~y=~x,
[K]~x= ~R. (4.50)
Considere agora a introduc¸a˜o de um conjunto de restric¸o˜es lineares para o
problema de minimizac¸a˜o descrito acima. Nesse caso, o problema pode ser
formulado como: determine~x 2 Rn que e´ soluc¸a˜o de
minfF (~y) ,~y 2 Rng (4.51)
sujeito a`s seguintes restric¸o˜es
h j (~y) = 0; para j = 1; :::;m
sendo
F (~y) =
1
2
[K]~y ~y ~R ~y
e
G j (~y) =
n
å
i=1
A jiyi:
O problema de minimizac¸a˜o com restric¸a˜o pode ser resolvido de forma apro-
ximada usando o me´todo de penalidade explı´cita. Nesse caso, a soluc¸a˜o e´
obtida fazendo
~x= lim
a!0
~xa (4.52)
em que~xa e´ a soluc¸a˜o de: dado a > 0, determine~xa 2 Rn que resolve
o seguinte problema de minimizac¸a˜o sem restric¸a˜o
minfFa (~y)g ,8~y 2 Rn (4.53)
sendo
Fa (~y) = F (~y)+
1
2a
D
~G(~y) ; ~G(~y)
E
e
F (~y) =
1
2
[K]~y ~y ~R ~y
em que
~G(~y) = [A]~y.
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Na pra´tica, toma-se o limite e considera-se uma soluc¸a˜o aproximada
do tipo
~x'~xa (4.54)
para um a positivo suficientemente pequeno. Entretanto, uma vez que ~xa
minimiza o problema de otimizac¸a˜o, ele satisfaz a condic¸a˜o o´tima necessa´ria:
dFa (~y)
d~y

~y=~x
. (4.55)
Agora,
dFa (~y)
d~y
=
d
d~y

1
2
[K]~y ~y ~R ~y

(4.56)
+
d
d~y

1
2a
h[A]~y; [A]~yi

= [K]~y ~R+ d
d~y

1
2a
D
[A]T [A]~y;~y
E
= [K]~y ~R+ 1
a
[A]T [A]~y
=

[K]+
1
a
[A]T [A]

~y ~R
que resulta, em~y=~x, 
[K]+
1
a
[A]T [A]

~x= ~R. (4.57)
4.3 Discretizac¸a˜o da equac¸a˜o de estado usando o me´todo de elementos
livres de Galerkin
O objetivo e´ aproximar a func¸a˜o level set usando o me´todo de elemen-
tos livres de Galerkin de modo a atingir um alto grau de precisa˜o e suavidade.
Uma das principais vantagens do me´todo de elementos livres de Ga-
lerkin e´ a simplicidade na construc¸a˜o das func¸o˜es de forma, base do processo
de discretizac¸a˜o das varia´veis de estado, atrave´s de uma divisa˜o do domı´nio
do problema em subdomı´nios.
As principais caracterı´sticas do me´todo de elementos livres de Galer-
kin sa˜o:
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 A construc¸a˜o das func¸o˜es base, utilizadas na construc¸a˜o do espac¸o de
aproximac¸a˜o, a partir do me´todo de mı´nimos quadrados mo´veis;
 Auseˆncia da conectividade nodal pre´-definida associada ao emprego de
elementos;
 A utilizac¸a˜o da formulac¸a˜o fraca de Galerkin na discretizac¸a˜o do sis-
tema de equac¸o˜es diferenciais.
Aqui, por simplicidade, o problema modelo sera´ considerado sujeito a
estado plano de tensa˜o. A formulac¸a˜o fraca do problema modelo (ou estado)
e´ dada por
(a)
R
DD (s)e (~u)  e (d~u)dW 
 RDn~b d~uoh(s)dW 
 RGt ~t d~u	dG+
+
R
Gu
n
~lD d~u
o
dG= 0,
(4.58)
8d~u 2K, e
(b)
Z
Gu
n
~u d~lD
o
dG= 0,
8d~lD em H, em que s= f˜ (~x;t), com os espac¸os vetoriais extendidos:
K=
n
~vj~v 2H1 (D)d
o
e
H=
n
~mDj~mD 2L2 (GD)d
o
(uma vez que GD e´ fixado, na˜o ocorrem mudanc¸as no contorno), com
D (s) = r (s)Do (4.59)
sendo Do uma matriz constante, e
r (s) = rsh(s)+ri (1 h(s))
com
rs = 1 e ri = 10 3.
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Aqui, sera´ usada a seguinte aproximac¸a˜o:
h(s) =
1
1+ e (
s
e )
ou hGFe (s) =
1
e
r
p
9
e (
ps
3e )
2
(4.60)
e
d˜GN (~x;t) = d (s)
Ñ~xf˜ (~x;t)
com
d (s) =
d
ds
fh(s)g em~x 2GN
e
s= f˜ (~x;t)
para algum e dado, por exemplo, e = 2h, onde h e´ o diaˆmetro me´dio do
elemento, isto e´, o tamanho aproximado da malha.
4.4 Discretizac¸a˜o espacial
Para deduzir as equac¸o˜es discretas relacionadas com a formulac¸a˜o
fraca do problema modelo (ou estado), aproximam-se o campo de desloca-
mentos~u e a func¸a˜o de teste d~u como
~u(~x) =
n
å
I=1
[FI (~x)]~uI (4.61)
e
d~u(~x) =
n
å
I=1
[FI (~x)]d~uI (4.62)
com
[FI (~x)] =

FI (~x) 0
0 FI (~x)

(4.63)
Observac¸a˜o: o uso da aproximac¸a˜o com mı´nimos quadrados mo´veis
(MLS) produz func¸o˜es de forma FI (~x) (veja apeˆndice C), que na˜o possuem
a propriedade da func¸a˜o delta de Kronecker, isto e´,
FI (~xJ) 6= dIJ (4.64)
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Esta caracterı´stica da func¸a˜o de forma com MLS resulta em
~u(~xI) =
n
å
I=1
[FI (~xI)]~uI 6=~uI (4.65)
que significa que a condic¸a˜o de contorno essencial na˜o pode ser exatamente
satisfeita com a aplicac¸a˜o de
~uI =~0 para o no´ I em GD  Gu. (4.66)
Significa tambe´m, que ~uI na˜o representa o deslocamento no no´ I, uma vez
que~uI 6=~u(~xI).
O espac¸o de aproximac¸a˜o Kh =spanfFI (~x) ; I = 1; :::;ngd , Kh esta´
contido em K. Em termos de componentes, tem-se
u(~x)
v(~x)

=
n
å
I=1
[FI (~x)]

uI
vI

(4.67)
sendo
[FI (~x)] =

FI (~x) 0
0 FI (~x)

.
Agora, denotando
~UgT = fu1;v1;u2;v2; :::;un;vng (4.68)
como sendo o vetor das contribuic¸o˜es nodais para as componentes do deslo-
camento, e
[Fg (~x)] =

[F1 (~x)]
 [F2 (~x)]      [Fn (~x)]  (4.69)
=

F1 (~x) 0
0 F1 (~x)
 F2 (~x) 00 F2 (~x)
     Fn (~x) 00 Fn (~x)

ou seja,
[FI (~x)] =

FI (~x) 0
0 FI (~x)

(4.70)
como sendo a matriz global que relaciona as componentes do deslocamento
com as contribuic¸o˜es nodais, pode-se reescrever (4.67) como
~uh (~x) = [Fg (~x)]~Ug. (4.71)
64 4 Soluc¸a˜o da equac¸a˜o Level Set
em que Fg e´ a matriz global das func¸o˜es de forma.
Analogamente, tem-se que
d~uh (~x) = [Fg (~x)]d~Ug (4.72)
sendo
d~UgT = fdu1;dv1;du2;dv2; :::;dun;dvng . (4.73)
Agora, no caso do estado plano de tensa˜o, tem-se
s (~u)  e (d~u) = [D (s)]e (~u)  e (d~u)
= sxx (~u)exx (d~u)+syy (~u)eyy (d~u)+sxy (~u)gxy (d~u)
(4.74)
sendo
gxy (d~u) = 2exy (d~u) .
Com a introduc¸a˜o dos vetores
~s (~u)T =

sxx (~u) ;syy (~u) ;sxy (~u)
	
(4.75)
e
~e (d~u)T =

exx (d~u) ;eyy (d~u) ;gxy (d~u)
	
pode-se reescrever (4.73) como
~s (~u) =

D¯PS (s)

~e (~u) (4.76)
e
s (~u)  e (d~u) = ~s (~u) ~e (d~u) .
No caso de problemas com estado plano de tensa˜o, para um material ela´stico
linear isotro´pico, tem-se 
D¯PS (s)

= r (s)DPSo (4.77)
sendo
DPSo =
E
1 n2
24 1 n 0n 1 0
0 0 1 n2
35
em que E e´ o mo´dulo de Young e n e´ o coeficiente de Poisson.
Por outro lado, para o caso de deformac¸a˜o infinitesimal, o vetor
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deformac¸a˜o~e (d~u) e´ dado por
~e (~u) =
8<: exx (~u)eyy (~u)gxy (~u)
9=; (4.78)
=
8><>:
¶u
¶x
¶v
¶y
¶u
¶y +
¶v
¶x
9>=>; .
Agora, de (4.66) e (4.77), tem-se que
~e (~u(~x)) = [Bg (~x)]~Ug (4.79)
sendo
[Bg (~x)] =

B1 (~x)
 B2 (~x)      Bn (~x) 
=
24 F1;x (~x) 00 F1;y (~x)
F1;x (~x) F1;y (~x)

F2;x (~x) 0
0 F2;y (~x)
F2;x (~x) F2;y (~x)
   

Fn;x (~x) 0
0 Fn;y (~x)
Fn;x (~x) Fn;y (~x)
35
ou seja, 
BI (~x)

=
24 FI;x (~x) 00 FI;y (~x)
FI;x (~x) FI;y (~x)
35 .
Sendo, [Bg (~x)] a matriz global que relaciona as componentes do desloca-
mento com as contribuic¸o˜es nodais e com as componentes de deslocamento
~Ug.
Por analogia, tem-se tambe´m que
~e (d~u) = [Bg (~x)]d~Ug (4.80)
em que
[Bg (~x)] =

B1 (~x)
 B2 (~x)      Bn (~x) 
com 
BI (~x)

=
24 FI;x (~x) 00 FI;y (~x)
FI;x (~x) FI;y (~x)
35 .
Para descrever completamente as equac¸o˜es discretas relacionadas com
a formulac¸a˜o fraca do problema modelo (ou estado), aproxima-se o campo
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de multiplicadores de Lagrange ~lD (~x) e o campo virtual (func¸a˜o de teste)
d~lD (~x) como
~lD (~x) =
ku
å
I=1
[NI (~x(s¯))]~lDI (4.81)
e
d~lD (~x) =
ku
å
I=1
[NI (~x(s¯))]d~lDI (4.82)
em que s¯ denota o paraˆmetro comprimento de arco e ku o nu´mero total de no´s
no contorno GD  Gu, sendo que aqui, como se esta´ interessado em proble-
mas 2D, o contorno sera´ uma curva em R2. Ale´m disso, como a partic¸a˜o do
domı´nio sera´ feita atrave´s de uma discretizac¸a˜o triangular linear, o contorno
sera´ aproximado por segmentos de reta. Como consequeˆncia, tanto ~lD (~x)
como d~lD (~x) sera˜o linearmente interpolados em cada segmento, usando-se
elementos finitos com func¸o˜es de base lineares 1D.
A interpolac¸a˜o acima tambe´m pode ser escrita como
l uD (~x(s¯))
l vD (~x(s¯))

=
ku
å
I=1
[NI (~x(s¯))]

l uDI
l vDI

(4.83)
sendo
[NI (~x(s¯))] =

NI (~x(s¯)) 0
0 NI (~x(s¯))

.
Analogamente, obtem-se
dl uD (~x(s¯))
dl vD (~x(s¯))

=
ku
å
I=1
[NI (~x(s¯))]

dl uDI
dl vDI

(4.84)
sendo
[NI (~x(s¯))] =

NI (~x(s¯)) 0
0 NI (~x(s¯))

.
Agora, denotando
~UlT =

l u1 ;l
v
1 ;l
u
2 ;l
v
2 ; :::;l
u
ku ;l
v
ku
	
(4.85)
como sendo o vetor das contribuic¸o˜es nodais a`s componentes dos multiplica-
dores de Lagrange e
[Ng (~x(s¯))] =

[N1 (~x(s¯))]
 [N2 (~x(s¯))]      [Nku (~x(s¯))]  (4.86)
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=

N1 (~x(s¯)) 0
0 N1 (~x(s¯))
 N2 (~x(s¯)) 00 N2 (~x(s¯))
     Nku (~x(s¯)) 00 Nku (~x(s¯))

como sendo a matriz global que relaciona as componentes dos multiplicado-
res de Lagrange com as componentes nodais, pode-se reescrever (4.82) como
~lD (~x(s¯)) = [Ng (~x(s¯))]~Ul . (4.87)
Analogamente, obtem-se tambe´m
d~lD (~x(s¯)) = [Ng (~x(s¯))]d~Ul . (4.88)
onde
d~UlT =

dl u1 ;dl
v
1 ;dl
u
2 ;dl
v
2 ; :::;dl
u
ku ;dl
v
ku
	
. (4.89)
4.4.1 Deduc¸a˜o das equac¸o˜es discretas associadas com o problema modelo
Substituindo (4.70), (4.71), (4.78), (4.79), (4.86) e (4.87), isto e´,
~u(~x) = [Fg (~x)]~Ug (4.90)
d~u(~x) = [Fg (~x)]d~Ug
~e (~u) = [Bg (~x)]~Ug
~e (d~u) = [Bg (~x)]d~Ug
d~lD (~x(s¯)) = [Ng (~x(s¯))]d~Ul
e
~lD (~x(s¯)) = [Ng (~x(s¯))]~Ul ;
em cada um dos termos da equac¸a˜o (a) de (4.58), ou seja,Z
D
D (s)e (~u)  e (d~u)dW (4.91)
Z
D
n
~b d~u
o
h(s)dWZ
Gt

~t d~u	dGZ
Gu
n
~lD d~u
o
dG
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com
s= f˜ (~x;t) ,
resulta:
 Termo (a) RD [D (s)]e (~u)  e (d~u)dW:
Neste caso, tem-seZ
D
[D (s)]e (~u)  e (d~u)dW= Kgu;un~Ugo nd~Ugo (4.92)
onde

Kgu;u

e´ a matriz global de rigidez, com

Kgu;u

=
Z
D
[Bg]T [D (s)] [Bg]dW
com
s= f˜ (~x;t) .
 Termo (b) RDn~b d~uoh(s)dW:
Neste caso, tem-se Z
D
n
~b d~u
o
h(s)dW= ~Fgb d~Ug
em que
~Fgb =
Z
D

[Fg (~x)]T~b

h(s)dW
com
s= f˜ (~x;t) .
 Termo (c) RGu n~lD d~uodG:
No processo de otimizac¸a˜o deste trabalho, sera´ mantido GD  Gu fixo,
e definido no contorno de D. Como resultado, torna-se conhecida a
posic¸a˜o de GD  Gu e assim pode-se calcular diretamente a integral de
linha. Logo, tem-seZ
GD
~lD d~u dG=
h
Kgl ;u
i
~Ul d~Ug (4.93)
sendo h
Kgl ;u
i
=
Z
GD
[Fg (~x(s¯))]T [Ng (~x(s¯))]dG.
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e h
Kgl ;u
i
=
Z
GD
[Fg (~x(s¯))]T [Ng (~x(s¯))]dG.
 Termo (d) RGt ~t d~u	dG:
Aqui, de modo ana´logo ao que foi feito para o termo (c), sera´ mantido
GN  Gt fixo, e definido no contorno de D. Como resultado, torna-se
conhecida a posic¸a˜o de GN  Gt e assim pode-se calcular diretamente a
integral de linha. Logo, tem-se queZ
GN
~t d~udG= ~Fgt d~Ug (4.94)
sendo
~Fgt =
Z
GN
[Fg (~x(s¯))]T~tdG.
Agora, substituindo (4.92), (4.93) e (4.94) em (4.58), isto e´,
(a)
R
DD (s)e (~u)  e (d~u)dW 
R
D
n
~b d~u
o
h(s)dW
 RGt ~t d~u	dG+ RGu n~lD d~uodG= 0 (4.95)
8d~u 2K, tem-se
Kgu;u
n
~Ug
o

n
d~Ug
o
 ~Fgb d~Ug ~Fgt d~Ug
+
h
Kgl ;u
i
~Ul d~Ug = 0, 8d~Ug
(4.96)
Substituindo (4.70) e (4.87), isto e´,
~u(~x(s¯)) = [Fg (~x(s¯))]~Ug (4.97)
e
d~lD (~x(s¯)) = [Ng (~x(s¯))]d~Ul ,
em cada um dos termos na equac¸a˜o (b) de (4.58), ou seja,Z
Gu
n
~u d~lD
o
dG= 0;8d~lD (4.98)
com
s= f˜ (~x;t) ,
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resulta:
 Termo (e) RGu n~u d~lDodG:
Aqui, de modo ana´logo ao que foi feito para o termo (c), sera´ mantido
GD  Gu fixo, e definido no contorno de D. Como resultado, torna-se
conhecida a posic¸a˜o de GD  Gu e assim, pode-se calcular diretamente
a integral de linha. Logo, tem-se queZ
GD
~u d~lDdG=
h
Kgu;l
i
~Ug d~Ul (4.99)
sendo h
Kgu;l
i
=
Z
GD
[Ng (~x(s¯))]T [Fg (~x(s¯))]dG. (4.100)
Agora, substituindo (4.99) em (4.97), tem-seh
Kgu;l
i
~Ug d~Ul = 0;8d~Ul . (4.101)
Combinando (4.95) e (4.100), obtem-se
Kgu;u
n
~Ug
o

n
d~Ug
o
 ~Fgb d~Ug ~Fgt d~Ug
+
h
Kgl ;u
i
~Ul d~Ug = 0, 8d~Ug
(4.102)
e h
Kgu;l
i
~Ug d~Ul = 0;8d~Ul
que pode ser reescrita como24 Kgu;u+ KhDu;u hKgl ;uih
Kgu;l
i
[0]
35 ~Ug
~Ul



d~Ug
d~Ul

=

~Fgb +~F
g
t
0

,
(4.103)
8

d~Ug
d~Ul

, daı´
24 Kgu;u+ KhDu;u hKgl ;uih
Kgu;l
i
[0]
35 ~Ug
~Ul

=

~Fgb +~F
g
t
0

. (4.104)
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sendo 
Kgu;u

=
Z
D
[Bg]T [D (s)] [Bg]dW (4.105)

KhDu;u

=
Z
GD
1
hD
[Fg (~x(s¯))]T [Fg (~x(s¯))]dGh
Kgl ;u
i
=
Z
GD
[Fg (~x(s¯))]T [Ng (~x(s¯))]dGh
Kgu;l
i
=
Z
GD
[Ng (~x(s¯))]T [Fg (~x(s¯))]dG
~Fgb =
Z
D

[Fg (~x)]T~b

h(s)dW (4.106)
e
~Fgt =
Z
GN
[Fg (~x(s¯))]T~tdG
4.4.2 Determinac¸a˜o das integrais de linha
Como a partic¸a˜o do domı´nio e´ feita com elementos lineares de
triaˆngulo, o contorno sera´ aproximado por um segmento de reta, unindo os
no´s que definem a face que aproxima o contorno. Sejam dois no´s definidos
por f(xi1 ;yi1) ;(xi2 ;yi2)g. Este segmento de reta pode ser parametrizado como
x(t) = N1 (t)xi1 +N2 (t)xi2 (4.107)
e
y(t) = N1 (t)yi1 +N2 (t)yi2
onde
N1 (t) =
1  t
2
e
N2 (t) =
1+ t
2
com
t 2 [ 1;1] :
Como resultado disso, o vetor de posic¸a˜o de um ponto gene´rico ~p(t), que
pertence ao segmento de reta entre os pontos f(xi1 ;yi1) ;(xi2 ;yi2)g, pode ser
expresso como
~r (t) = x(t)~ex+ y(t)~ey. (4.108)
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O comprimento de arco ds¯ associado ao vetor d~r e´ dado por
ds¯= kd~rk=
p
d~r d~r. (4.109)
Por outro lado, tem-se
d~r =

dx
dt
~ex+
dy
dt
~ey

dt (4.110)
que fornece
ds¯=
s
dx
dt
2
+

dy
dt
2
dt , (4.111)
em que as derivadas de x(t) e y(t) com respeito a t sa˜o dadas por
dx
dt
=
xi2   xi1
2
(4.112)
e
dy
dt
=
yi2   yi1
2
.
Consequentemente, o comprimento de arco e´ enta˜o determinado por
ds¯=
s
xi2   xi1
2
2
+

yi2   yi1
2
2
dt =
L
2
dt (4.113)
em que L denota o comprimento de arco do elemento de linha.
Assim, pode-se calcular a integral de linha como
~Fgt =
Z
GN
[Fg (~x(s¯))]T~tds¯ (4.114)
=
nleN
å
le=1
Z 1
 1

Fglt e (~x(t))
T~t L
2
dt
em que nleN denota o nu´mero total de segmentos de reta que formam o con-
torno GN .
O multiplicador de Lagrange~lD (~x(s¯)) = [Ng (~x(s¯))]~Ul , no segmento
de reta, sera´ dado por
l uD (~x(t)) = N1 (t)l uDoi1 +N2 (t)l
u
Doi2 (4.115)
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e
l vD (~x(t)) = N1 (t)l vDoi1 +N2 (t)l
v
Doi2
que pode ser escrito, quando restrito ao segmento de reta, como

l uD (~x(t))
l vD (~x(t))

=

N1 (t) 0 N2 (t) 0
0 N1 (t) 0 N2 (t)
8>><>>:
l uDoi1
l vDoi1
l uDoi2
l vDoi2
9>>=>>; (4.116)
=

Ngle (t)
n
~Ulle
o
sendo 
Ngle (t)

=

N1 (t) 0 N2 (t) 0
0 N1 (t) 0 N2 (t)

e
nn
~Ulle
oo
denota as componentes do multiplicador de Lagrange no seg-
mento de reta
ConsequentementeZ
GD
~u d~lDdG=
Z
GD
[Ng (~x(s¯))]T [Fg (~x(s¯))]dG (4.117)
=
nleD
å
le=1
Z 1
 1

Ngle (t)
T Fglt e (~x(t)) L2dt
onde nleD denota o nu´mero total de segmentos de reta que formam o contorno
GD.
Consequentemente, o problema discreto associado a` soluc¸a˜o da
equac¸a˜o de estado consiste em determinar
n
~Ug;~Ul
o
soluc¸a˜o de:24 Kgu;u hKgl ;uih
Kgu;l
i
[0]
35 ~Ug
~Ul

=

~Fg
0

(4.118)
em que 
Kgu;u

=
Z
D
[Bg]T [D (s)] [Bg]dW (4.119)h
Kgl ;u
i
=
Z
Gu
[Fg (~x(s¯))]T [Ng (~x(s¯))]dG
74 4 Soluc¸a˜o da equac¸a˜o Level Seth
Kgu;l
i
=
Z
Gu
[Ng (~x(s¯))]T [Fg (~x(s¯))]dG
e
~Fg = ~Fgb +~F
g
t
com
~Fgb =
Z
D

[Fg (~x)]T~b

h(s)dW
e
~Fgt =
Z
Gt
[Fg (~x(s¯))]T~t dG
5 RESULTADOS OBTIDOS NA IMPLEMENTAC¸A˜O NUME´RICA
Neste capı´tulo sa˜o apresentadas algumas aplicac¸o˜es com o obje-
tivo de avaliar o procedimento desenvolvido nos capı´tulos anteriores. A
implementac¸a˜o foi feita em uma estrutura baseada em Fortran orientado
a objeto, no qual alguns mo´dulos ja´ se encontravam desenvolvidos, e o
po´sprocessamento foi realizado com o uso do software GID 7.2. Para va-
lidar a formulac¸a˜o desenvolvida sera˜o utilizados exemplos encontrados na
literatura.
O algoritmo de otimizac¸a˜o pode ser esquematizado conforme mos-
trado na figura 5.1
Figura 5.1: Fluxograma do algoritmo de otimizac¸a˜o
Observac¸a˜o: crite´rio de convergeˆncia da otimizac¸a˜o: jVN j < tol,
crite´rio de decisa˜o se reinicializa ou na˜o: kÑfk < 10, em que jVN j e´ o
mo´dulo da velocidade normal e kÑfk e´ a norma do gradiente da func¸a˜o level
set.
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Cabe observar que o a topologia final depende fortemente da func¸a˜o
level set inical, uma vez que o esquema upwind na˜o permite a criac¸a˜o de va-
zios, de modo que a topologia inicial deve apresentar vazios. Neste trabalho,
usa-se vazios com geometria circular.
Em todos os exemplos utilizou-se estado plano de tenso˜es com
auseˆncia de forc¸as de corpo, mesmo material com mo´dulo de Young
E = 210;0 GPa e para as regio˜es sem material (vazios) utilizou-se
E = 10 3GPa e coeficiente de Poisson n = 0;30.
Exemplo 1: A placa retangular da figura 5.2 esta´ fixada nas laterais e
submetida a um carregamento vertical para baixo P= 9;0106 N/m no centro
da face superior; inicialmente ela possui 32 vazios com geometria circular,
cada um com raio de 0;1 m. Utilizou-se uma malha estruturada com 2850
no´s e 5476 elementos triangulares Tri3.
Figura 5.2: Exemplo 1 - Dimenso˜es
Topologia inicial:
Figura 5.3: Exemplo 1 - Topologia inicial
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Apo´s 340 iterac¸o˜es, obteve-se a seguinte topologia:
Figura 5.4: Exemplo 1 - Topologia final apo´s 340 iterac¸o˜es
A legenda (Step Function) indica a densidade relativa de material, va-
riando de zero a um, em que a auseˆncia de material (valor zero) esta´ represen-
tada pela cor azul, e a presenc¸a de material (valor 1) esta´ representada pela
cor vermelha. Os valores intermedia´rios apresentam va´rias cores, indicando a
presenc¸a fraca ou forte de material. Esta legenda sera´ utilizada nos exemplos
2 e 3.
Observa-se que a configurac¸a˜o otimizada esta´ em concordaˆncia com a
que se encontra apresentada em (BENDSOE; SIGMUND, 2003) (pa´gina 94, ı´tem
a). Para se obter essa topologia final utilizou-se multiplicador de Lagrange
de valor 2;0. A topologia final deste exemplo na˜o apresentou modificac¸o˜es
quando se alterou a quantidade e posic¸a˜o de vazios na topologia inicial.
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Exemplo 2: A placa da figura 5.5 esta´ submetida a um carregamento
vertical para baixo P= 10;0106 N/m e esta´ fixada no lado esquerdo inferior;
inicialmente ela possui 25 vazios com geometria circular, cada um com raio
de 0;5 m. Utilizou-se uma malha estruturada com 861 no´s e 1600 elementos
triangulares Tri3.
Figura 5.5: Exemplo 2 Dimenso˜es
Topologia inicial:
Figura 5.6: Exemplo 2 - Topologia inicial
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Apo´s 226 iterac¸o˜es, obteve-se a seguinte topologia:
Figura 5.7: Exemplo 2 - Topologia final apo´s 226 iterac¸o˜es
Observa-se que a configurac¸a˜o otimizada esta´ em concordaˆncia com a
que se encontra apresentada em (LUO et al., 2012) (pa´gina 383). Para se obter
essa topologia final utilizou-se multiplicador de Lagrange de valor 1;7. A
topologia final deste exemplo na˜o apresentou modificac¸o˜es quando se alterou
a quantidade e posic¸a˜o de vazios na topologia inicial.
Exemplo 3: A placa da figura 5.8 esta´ submetida a um carregamento
vertical para baixo P= 3;0 106 N/m e esta´ fixada nos cantos inferiores;
inicialmente ela possui 25 furos, cada um com diaˆmetro de 0;5 m. Utilizou-
se uma malha estruturada com 2556 no´s e 4900 elementos triangulares Tri3.
Figura 5.8: Exemplo 3 - Dimenso˜es
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Topologia inicial:
Figura 5.9: Exemplo 3 - Topologia inicial
Apo´s 318 iterac¸o˜es, obteve-se a seguinte topologia:
Figura 5.10: Exemplo 3 - Topologia final apo´s 318 iterac¸o˜es
Observa-se que a configurac¸a˜o otimizada esta´ em concordaˆncia com a
que se encontra apresentada em (Ju´NIOR, 2003) (pa´gina 18); considerando-se
que aqui foi usado elemento Tri3 e na tese de (Ju´NIOR, 2003) usou-se elemento
Tri6. Para se obter essa topologia final utilizou-se multiplicador de Lagrange
de valor 1;7. A topologia final deste exemplo na˜o apresentou modificac¸o˜es
quando se alterou a quantidade e posic¸a˜o de vazios na topologia inicial.
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6.1 Concluso˜es
O procedimento desenvolvido neste trabalho teve como objetivo
a otimizac¸a˜o topolo´gica e de forma de estruturas ela´sticas lineares utili-
zando o me´todo level set, sendo que o problema de otimizac¸a˜o consiste na
minimizac¸a˜o da flexibilidade (compliance) da estrutura sujeita a restric¸o˜es
volume´tricas. A estrutura considerada esta´ sujeita a um estado plano de
tenso˜es e restrita a pequenas deformac¸o˜es e deslocamentos. Observando os
leiautes obtidos depois de va´rios conjuntos de iterac¸o˜es, pode-se destacar que
o me´todo desenvolvido mostrou-se robusto e eficaz, produzindo topologias
otimizadas em concordaˆncia com exemplos cla´ssicos da literatura tais como
os de (BENDSOE; SIGMUND, 2003), (LUO et al., 2012) e o de (Ju´NIOR, 2003).
No me´todo de otimizac¸a˜o estrutural proposto, a equac¸a˜o level set foi
discretizada com respeito ao tempo, usando o me´todo Stream line Diffu-
sion Finite Element Method (SDFEM), sendo reinicializada periodicamente.
Desta forma, preservou-se a caracterı´stica da func¸a˜o distaˆncia sinalizada, re-
presentada pela equac¸a˜o 3.70, e simplificou-se a equac¸a˜o level set. O campo
de velocidades usado para resolver a equac¸a˜o level set provou realmente ser
uma direc¸a˜o de descida do funcional objetivo, permitindo construir um algo-
ritmo de otimizac¸a˜o.
Desenvolveu-se uma nova geometria baseada em um processo de
reinicializac¸a˜o que garantiu a caracterı´stica da func¸a˜o distaˆncia sinalizada
descrita no ı´tem anterior. O processo proposto de reinicializac¸a˜o forneceu
adereˆncia suficiente para a func¸a˜o distaˆncia sinalizada, ao mesmo tempo que
preservou perfeitamente os contornos da configurac¸a˜o.
O me´todo level set mostrou flexibilidade para manipular mudanc¸as
topolo´gicas do processo de evoluc¸a˜o da func¸a˜o level set, unindo e cancelando
os vazios definidos na topologia inicial.
A aplicac¸a˜o de malhas estruturadas mostrou-se mais efetiva, preser-
vando a geometria do contorno e evitando singularidades.
6.2 Sugesto˜es para trabalhos futuros
Como sugesta˜o para desenvolvimento de trabalhos futuros, pode-se
indicar a aplicac¸a˜o do me´todo que foi desenvolvido com a incorporac¸a˜o de
outros softwares comerciais e o uso de carregamentos dinaˆmicos no me´todo
desenvolvido neste trabalho.
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APEˆNDICE A – ANA´LISE DE SENSIBILIDADE EM PROJETO COM
FORMA CONTI´NUA
A direc¸a˜o do gradiente da func¸a˜o objetivo e´ dada pela ana´lise de sen-
sibilidade a` mudanc¸a de forma. Sendo assim, aqui se faz uma descric¸a˜o da
ana´lise de sensibilidade em projeto com forma contı´nua.
A.1 Derivada material
A.1.1 Mudanc¸a de domı´nio e velocidade de projeto
Considera-se um domı´nio W em uma, duas, ou treˆs dimenso˜es, como
mostrado esquematicamente na figura A.1. A geometria estrutural inicial W
muda para a nova geometria Wt com o uso do me´todo de parametrizac¸a˜o do
projeto.
Figura A.1: Pertubac¸a˜o de domı´nio induzido pelo mapeamento T
Aqui, um paraˆmetro escalar t denota o quanto a forma muda em uma
direc¸a˜o varia´vel do projeto, onde t = 0 representa a geometria inicial W.
Esta pertubac¸a˜o da forma pode ser considerada como um mapeamento ou
transformac¸a˜o de W em Wt , que e´ denotada por T , como mostrado na figura
A.1. O mapeamento T :~x!~yt ,~x 2W e´ dado por
~yt = T (~x;t) = Tt (~x) . (A.1)
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Assim,
~x= T 1t (~yt) (A.2)
e
Wt = Tt (W) . (A.3)
O processo de deformac¸a˜o deW paraWt atrave´s do mapeamento (A.1)
pode ser visto como um processo dinaˆmico de deformac¸a˜o do contı´nuo, com
t fazendo o papel de tempo (do projeto). No tempo inicial t = 0, o domı´nio
e´ W, e a trajeto´ria do ponto~yt = Tt (~x), comec¸ando em t = 0, pode agora ser
acompanhada. Considerando-se t como tempo, uma velocidade de projeto
pode ser definida como
~vt (~yt)~v(~yt ;t) (A.4)
= ~V (x;t)

~x=T 1t (~yt )
sendo
~V (x;t) =
d~xt
dt
=
dT (~x;t)
dt
=
¶T (~x;t)
¶t
, (A.5)
onde a u´ltima igualdade acontece porque o ponto inicial~x na˜o depende de t .
Essa velocidade pode tambe´m ser expressa em termos da posic¸a˜o da partı´cula
no tempo t . Essa velocidade pode tambe´m ser expressa em termos da posic¸a˜o
da partı´cula no tempo t . Se se assume que T 1t existe, isto e´, ~x = T 1t (~yt),
enta˜o a velocidade do projeto em~yt = Tt (~x), e´
~vt (~yt)~v(~yt ;t) = d~ytdt (A.6)
=
¶T (~x;t)
¶t

~x=T 1t (~yt )
=
¶~yt
¶t

~x=T 1t (~yt )
.
A trajeto´ria da partı´cula do projeto que era em~x quando t = 0 agora e´ definida
pelo problema de valor inicial
d~yt
dt
=~v(~yt ;t) (A.7)
em que
~yt=0 =~x.
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isto e´, Z tn+1
tn
d~yt
dt
dt =
Z tn+1
tn
~v(~yt ;t)dt (A.8)
~yt (tn+1) =~yt (tn)+
Z tn+1
tn
~v(~yt ;t)dt
Aplicando-se o me´todo explı´cito de Euler, obtem-se
~yt (tn+1) =~yt (tn)+~v(~yt (tn) ;tn)dt
com
~yt (0) =~x.
Assim, se T e´ dado, enta˜o a velocidade ~v(~yt ;t) do projeto pode ser cons-
truı´da. Reciprocamente, se o campo de velocidades ~v(~yt ;t) do projeto e´
dado, enta˜o o mapeamento T pode ser definido por
T (~x;t) =~yt (A.9)
onde~yt e´ a soluc¸a˜o do problema de valor inicial, dado em (A.7).
Se a transformac¸a˜o T (~x;t) e´ assumida como sendo suficientemente
regular na vizinhanc¸a de t = 0, enta˜o pode-se usar expansa˜o em se´rie de
Taylor em torno do ponto inicial T (~x;0) do mapeamento, como
T (~x;t) = T (~x;0)+
1
1!
¶T (~x;t)
¶t

t=0
t+
1
2!
¶ 2T (~x;t)
¶t2

t=0
t2 (A.10)
+ ::::+
1
n!
¶ nT (~x;t)
¶tn

t=0
tn+ ::::.
Para se desenvolver a sensibilidade de primeira ordem da forma, usa-
se os dois primeiros termos da expansa˜o da se´rie de Taylor T (~x;t). As-
sim, ignorando-se os demais termos de ordem superior, obtem-se a seguinte
relac¸a˜o de mapeamento linear
T (~x;t) = T (~x;0)+
¶T (~x;t)
¶t

t=0
t+O
 
t2

(A.11)
sendo
lim
t!0
O
 
t2

t
= 0.
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Daı´
T (~x;t) = T (~x;0)+~V (x;0)t+O
 
t2

(A.12)
que pode ser aproximada por
~yt = T (~x;t) =~x+ t~V (~x) (A.13)
sendo
~V (~x)~V (~x;0)
A variac¸a˜o do domı´nio induzido por este mapeamento linear e´ ilus-
trada na figura A.1.
Teorema A.1: Seja A  Rn um conjunto aberto e seja, para cada
t 2 R, Tt : A  Rn ! Rn de classe C1. Seja, ainda, ~x0 2 A e suponha que
JTt (~x0) 6= 0, onde
JTt (~x0) = det [DTt (~x0)] = det [Ñ~xTt (~x0)] (A.14)
e
[DTt (~x0)] =
¶~yt (~x0)
¶~x
= Ñ~xTt (~x0)
com
~yt = Tt (~x) :
Enta˜o existem uma vizinhanc¸a U de ~x0 em A e um conjunto aberto W de
Tt (~x0) tal que Tt (U) =W e Tt () possui uma inversa T 1t :W !U de classe
C1. Ale´m disso, para~yt 2W ,~x= T 1t (~yt), tem-se
DT 1t (~yt)

= [DTt (~x)]
 1 (A.15)
em que 
DT 1t (~yt)

i j =
¶ (~x)i
¶ (~yt) j
que pode ser escrito como
¶~x
¶~yt

~yt=Tt (~x)
=

¶~yt
¶~x
 1
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ou na forma de componentes como"
¶~x
¶~yt

~yt=Tt (~x)
#
i j
=

¶~yt
¶~x
 1
i j
.
O gradiente da transformac¸a˜o T (~x;t) com respeito a~x e´ dado por
Ñ~xTt (~x) I+ tÑ~x~V (~x)
que pode ser escrito como
Ñ~xTt (~x) F (~x;t) = I+ tH (~x) (A.16)
em que
H (~x) = Ñ~x~V (~x) :
Pode-se calcular a inversa F (~x;t) 1, dada por
F (~x;t) 1 =
¶~x
¶~yt

~yt=Tt (~x)
(A.17)
=
¶T 1t (~yt)
¶~yt

~yt=Tt (~x)
.
Observa-se que
~V (~x;t) =~vt (~yt (~x))
e
¶~V (~x;t)
¶~x
= F˙ (~x;t) (A.18)
Ale´m disso,
¶~vt (~yt (~x))
¶~x
= Lt (~yt (~x))F (~x;t) (A.19)
Igualando-se (A.18) com (A.19) resulta
F˙ (~x;t) = Lt (~yt (~x))F (~x;t) (A.20)
sendo
Lt (~yt (~x)) =
¶~vt (~yt)
¶~yt

~yt=Tt (~x)
.
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Consequentemente,
Lt (~yt (~x)) = F˙ (~x;t)F (~x;t) 1 (A.21)
Considera-se agora o determinante de F (~x;t), denotado por
j (~x;t) = det [F (~x;t)] ; (A.22)
que aparece como uma consequeˆncia da mudanc¸a de varia´veis ~y = T (~x;t),
no elemento de volume
dWt = j (~x;t)dW0 (A.23)
em que
j (~x;t) = det [F (~x;t)]
O objetivo agora e´ calcular d j(~x;t)dt .
Lema: Seja P um tensor de segunda ordem. Enta˜o, da ana´lise tenso-
rial, tem-se que
d
dt
fdet [P(t)]g= det [P(t)] tr

P˙(t)

[P(t)] 1

(A.24)
em que
P˙(t) =
d
dt
fP(t)g .
Para se poder usar o Lema acima, deve-se observar-se que
F (~x;t) = I+ tÑ~x~V (~x) (A.25)
F˙ (~x;t) = Ñ~x~V (~x)
e 
F˙ (~x;t)

[F (~x;t)] 1 = Lt (~yt (~x))
com
Lt (~yt (~x)) =
¶~vt (~yt)
¶~yt

~yt=Tt (~x)
.
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Consequentemente
d
dt
f j (~x;t)g= d
dt
fdetF (~x;t)g (A.26)
= det [F (~x;t)] tr

F˙ (~x;t)

[F (~x;t)] 1

= j (~x;t)div(~vt (~yt (~x)))
isto e´,
d
dt
f j (~x;t)g= j (~x;t)div(~vt (~yt (~x))) (A.27)
com
~vt (~yt (~x)) = ~vt (~yt)j~yt=Tt (~x) .
A.1.1.1 Formula da integral de Hadamard
A fo´rmula fundamental (algumas vezes chamada de ‘fo´rmula de Ha-
damard’) que permite calcular a maioria das derivadas e´ a seguinte:
Teorema A.2. Seja W0 um domı´nio de classe C1 em RN e V em
um espac¸o vetorial de classe C1. Seja f uma func¸a˜o no espac¸o de classe
C1
 
(0;2) ;C0 (Wt)
\C0  (0;2) ;C1 (Wt). Enta˜o o funcional definido por
J1 ( ft ;Wt) =
R
Wt f (t;~yt)dWt
sendo
~yt = Tt (~x) = T (~x;t) =~x+ t~V (~x)
com
~V (~x) =~V
 
T 1t (~yt)

=~vt (~yt)
(A.28)
e´ diferencia´vel e sua derivada e´ dada por:
d
dt
fJ1 ( ft ;Wt)g=
Z
Wt

¶ f (t;~yt)
¶t
+div [ f (t;~yt)~vt (~yt)]

dWt = (A.29)
=
Z
Wt
¶ f (t;~yt)
¶t
dWt +
Z
Wt
f (t;~yt)~vt (~yt) ~nt (~yt)dAt
De fato,
d
dt
R
Wt f (t;~yt)dWt =
d
dt
R
Wt f (t;~yt (~x)) jt (~x)dW0
onde
jt (~x) = j (~x;t) = det [Ñ~xTt (~x)]
(A.30)
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Entretanto,
d
dt
R
Wt f (t;~yt)dWt =
d
dt
R
W0 f (t;~yt (~x)) jt (~x)dW0 =
=
R
Wt
¶ ft (~yt )
¶t +


Ñ~yt ft (~yt) ;~vt (~yt)

+ ft (~yt)div [~vt (~yt)]dWt
(A.31)
Aqui, fez-se uso de
tr (Lt (~yt)) = tr
 
Ñ~yt~vt (~yt)

= div [~vt (~yt)] (A.32)
e notando-se que
div( ft~vt) = ft div(~vt)+Ñ~yt ft ~vt (A.33)
tem-se
d
dt
Z
Wt
f (t;~yt)dWt =
Z
Wt

¶ f (~yt ;t)
¶t
+div( ft~vt)

dWt =
=
Z
Wt
¶ f (~yt ;t)
¶t
dWt +
Z
¶Wt
ft~vt ~ntdAt (A.34)
isto e´,
d
dt
Z
Wt
f (t;~yt)dWt =
Z
Wt
¶ f (~yt ;t)
¶t
dWt +
Z
¶Wt
ft~vt ~ntdAt (A.35)
A fo´rmula acima pode, naturalmente, ser usada para calcular derivadas
de segunda ordem. A fo´rmula para funcionais definidos na fronteira e´ dada
pelo
Teorema A.3 Seja W0 um domı´nio de classe C2 em RN e V em
um espac¸o vetorial de classe C2. Seja f uma func¸a˜o no espac¸o de classe
C1
 
(0;2) ;C0 (Wt)
\C0  (0;2) ;C1 (Wt). Enta˜o o funcional definido por
J2 ( ft) =
Z
¶Wt
f (t;~yt)dAt (A.36)
e´ diferencia´vel e sua derivada e´ dada por
d
dt
fJ2 ( ft ;Wt)g=
Z
¶Wt
¶ f (t;~yt)
¶t
dAt (A.37)
+
Z
¶Wt

Ht (~yt) f (t;~yt)+
¶ f (t;~yt)
¶~nt

~vt (~yt) ~nt (~yt)dAt
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sendo
Ht (~yt) = div [~nt (~yt)] .
em que Ht (~yt) e´ a curvatura principal da fronteira no ponto~yt e
¶ f (t;~yt )
¶~nt =

Ñ~yt f ;~nt

e´ a derivada usual normal.
De fato,
DJ2 ( f ;W0)
h
~V
i
=
d
dt
Z
¶Wt
f (t;~yt)dAt

t=0
(A.38)
Para deduzir o teorema acima, primeiro deve-se deduzir a relac¸a˜o entre ele-
mentos de a´rea. Considere as relac¸o˜es
~ntdAt = jt
 
F 1t
T
~nodAo (A.39)
e
~nt ~nt = 1 (A.40)
consequentemente
~ntdAt ~ntdAt =~nt ~ntdA2t (A.41)
= j2t
 F 1t T~nodA2o
Extraindo a raiz quadrada de ambos os lados, tem-se
dAt = jt
 F 1t T~nodAo (A.42)
Assim,
~nt jt
F Tt ~nodAo = jt F Tt ~nodAo (A.43)
isto e´,
~nt =

F Tt

~noF Tt ~no (A.44)
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Entretanto
d
dt
Z
¶Wt
f (t;~yt)dAt =
d
dt
Z
¶Wo
n
f (~yt (~x) ;t) jt (~x)
[Ft (~x)] T~no (~x)odAo
=
Z
¶Wo
d
dt
f f (~yt (~x) ;t)g jt (~x)
[Ft (~x)] T~no (~x)dAo
+
Z
¶Wo
f (~yt (~x) ;t)
d
dt
f jt (~x)g
[Ft (~x)] T~no (~x)dAo
+
Z
¶Wo
f (~yt (~x) ;t) jt (~x)

d
dt
[Ft (~x)] T~no (~x)dAo
=
Z
¶Wt
d
dt
f ft (~yt)gdAt +
Z
¶Wt
ft (~yt)div(~vt (~yt))dAt
+
Z
¶Wo
f (~yt (~x) ;t) jt (~x)

d
dt
[Ft (~x)] T~no (~x)dAo
Mas
d
dt
[Ft (~x)] T~no (~x)2 = ddt
D 
F 1t
T
~no;
 
F 1t
T
~no
E
= 2
 
F 1t
T
~no;
d
dt
n 
F 1t
To
~no

(A.45)
Ale´m disso,
FTt F
 T
t = I (A.46)
Daı´,
dFTt
dt
F Tt +F
T
t
dF Tt
dt
= 0 (A.47)
ou seja,
dF Tt
dt
= F Tt
dFTt
dt
F Tt (A.48)
resultando
d
dt
[Ft (~x)] T~no (~x)2 = 2
* 
F 1t
T
~no;
d
dt
"
F Tt
dFTt
dt
F Tt
#
~no
+
(A.49)
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Mas
dFt
dt
= [Lt (~yt (~x))]Ft (A.50)
Assim,
dFTt
dt
= FTt [Lt (~yt (~x))]
T (A.51)
enta˜o
d
dt
[Ft (~x)] T~no (~x)2 = 2[Ft (~x)] T~no (~x) ddt
[Ft (~x)] T~no (~x)
consequentemente
d
dt
[Ft (~x)] T~no (~x)= 
[Lt (~yt (~x))]F Tt ~no;F Tt ~no[Ft (~x)] T~no (~x) (A.52)
= 


[Lt (~yt (~x))]

F Tt

~no;

F Tt

~no
[Ft (~x)] T~no (~x)2
[Ft (~x)] T~no (~x)
= h[Lt (~yt (~x))]~nt (~yt (~x)) ;~nt (~yt (~x))i
[Ft (~x)] T~no (~x)
entretanto
d
dt
R
¶Wt f (t;~yt)dAt =
R
¶Wt
d
dt
f ft (~yt)gdAt +
R
¶Wt ft (~yt)div(~vt (~yt))dAt
 RW0 ft (~yt (~x))hLt (~yt (~x))~nt (~yt (~x)) ;~nt (~yt (~x))i jt (~x)[Ft (~x)] T~no (~x)dAo
(A.53)
ou seja,
d
dt
Z
¶Wt
f (t;~yt)dAt =
Z
¶Wt
d
dt
f ft (~yt)gdAt +
Z
¶Wt
ft (~yt)div(~vt (~yt))dAt
(A.54)
 
Z
¶Wt
ft (~yt)hLt (~yt)~nt (~yt) ;~nt (~yt)idAt
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que pode ser escrita como
d
dt
Z
¶Wt
f (t;~yt)dAt =
Z
¶Wt
¶ ft (~yt)
¶t
dAt +
Z
¶Wt


Ñ~yt ft (~yt) ;~vt (~yt)

dAt
(A.55)
+
Z
¶Wt
f (~yt ;t)fdiv(~vt (~yt)) hLt (~yt)~nt (~yt) ;~nt (~yt)igdAt
Entretanto, ao assumir o campo de velocidade do tipo
~vt (~yt) = vtnt (~yt)~nt (~yt) (A.56)
obtem-se
div(~vt) h[Lt ]~nt ;~nti= div(vtn~nt) 


Ñ~yt (vtn~nt)

~nt ;~nt

(A.57)
mas
div(ft~ut) = grad [ft ] ~ut +ft div(~ut)
e
grad [ft~ut ] =~ut 
grad [ft ]+ft grad(~ut)
(A.58)
daı´
div(vtn~nt) = Ñ~yt vtn ~nt + vtn div(~nt)
e
Ñ~yt [vtn~nt ] =~nt 
Ñ~yt vtn + vtn

Ñ~yt~nt
 (A.59)
resultando
div(vtn) 


Ñ~yt~vt

~nt ;~nt

= div(vtn~nt) 


~nt 
Ñ~yt vtn + vtn

Ñ~yt~nt

~nt ;~nt

(A.60)
mas, por definic¸a˜o, tem-se que
f~ntgi f~ntgi = 1 (A.61)
Enta˜o
¶
¶ f~ytg j
(f~ntgi f~ntgi) = 0 (A.62)
ou seja,
f~ntgi
¶ f~ntgi
¶ f~ytg j
= 0 (A.63)
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que pode ser escrita na forma compacta como
Ñ~yt~nt
T
~nt = 0 (A.64)
Ale´m disso, 

~nt 
Ñ~yt vtn + vtn

Ñ~yt~nt

~nt ;~nt

=


Ñ~yt vtn ;~nt

tal que
div(vt) 


Ñ~yt vt

~nt ;~nt

= div [vtn~nt ] 


Ñ~yt vtn ;~nt

(A.65)
= vtn div [~nt ]
isto e´,
div(~vt) 


Ñ~yt vt

~nt ;~nt

= vtn div [~nt ] (A.66)
para um campo de velocidade do tipo
~vt = vtn~nt
Consequentemente
d
dt
Z
¶Wt
f (t;~yt)dAt =
Z
¶Wt
d
dt
f f (~yt ;t)gdAt+ (A.67)
+
Z
¶Wt
f (~yt ;t)vtn (~yt)div [~nt (~yt)]dAt
enta˜o, denotando
Ht (~yt) = div [~nt (~yt)] (A.68)
pode-se escrever
d
dt
Z
¶Wt
f (t;~yt)dAt =
Z
¶Wt
¶ f
¶t
(~yt ;t)dAt+ (A.69)
+
Z
¶Wt

¶ ft
¶~nt
+ f (~yt ;t)Ht (~yt)

vtn (~yt)dAt
A.1.2 Derivadas cla´ssicas
Considere W  Rd com contorno G = ¶W, domı´nio Wt = Tt (W) e a
func¸a˜o conhecida f (t;~yt) definida em uma vizinhanc¸a de [
t2[0;t]
Wt e de [0; t].
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Agora, denotando ft (~yt) = f (t;~yt) e
j1 (Wt) = J1 (Wt ; ft) =
Z
Wt
f (t;~yt)dWt
e
j2 (Wt) = J2 (Wt ; ft) =
Z
Gt
f (t;~yt)dGt .
Considere Wt , ft (~yt) e Tt (~x) como sendo suficientemente regular, obtem-se
d
dt
f j1 (Wt)g

t=0
= DJ1 (Wt ; ft) [V (~x)]
=
d
dt
Z
Wt
f (t;~yt)dWt

t=0
=
Z
W
¶ f (t;~yt)
¶t

t=0
dW+
Z
G
f (~x;0)~V (~x) ~n(~x)dG
=
Z
W
¶ f (0;~x)
¶t
dW+
Z
G
f (~x;0)~V (~x) ~n(~x)dG
e
d
dt
f j2 (Wt)g

t=0
= DJ2 (Wt ; ft) [V (~x)]
=
d
dt
Z
Gt
f (t;~yt)dGt

t=0
=
Z
G
¶ f (t;~yt)
¶t

t=0
dG+
Z
G

¶ f (~x;0)
¶n
+H (~x;0) f (~x;0)

~V (~x) ~n(~x)dG
=
Z
G
¶ f (0;~x)
¶t
dG+
Z
G

¶ f (~x;0)
¶n
+H (~x;0) f (~x;0)

~V (~x) ~n(~x)dG
Aqui, pode-se considerar dois casos particulares, que sa˜o:
o caso em que
fo (~x) = f (t;~yt)j~yt=Tt (~x)
= f (t;~yt)Tt (~x)
ou seja,
f (t;~yt) = fo (~x)j~x=T 1t (~yt )
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para cada t  0. Nesse caso, tem-se
d
dt

f˜ (t;~yt (~x))
	
= lim
dt!0
f˜ (t+dt;~yt+dt (~x))  f˜ (t;~yt (~x))
dt
= lim
dt!0
fo (~x)  fo (~x)
dt
= 0
assim, como f (t;~yt) e Tt (~x) sa˜o contı´nuas para cada t fixado,
d
dt
f f (t;~yt)g= lim
dt!0
f (t+dt;~yt+dt)  f (t;~yt)
dt
= 0
daı´
¶ f (t;~yt)
¶t
+
¶ f (t;~yt)
¶~yt
 d~yt
dt
= 0
no caso em que
¶ f (t;~yt)
¶t

t=0
= 0
tem-se
d
dt
f j1 (Wt)g

t=0
= DJ1 (Wt ; ft) [V (~x)]
=
d
dt
Z
Wt
f (t;~yt)dWt

t=0
=
Z
G
f (~x;0)~V (~x) ~n(~x)dG
e
d
dt
f j2 (Wt)g

t=0
= DJ2 (Wt ; ft) [V (~x)]
=
d
dt
Z
Gt
f (t;~yt)dGt

t=0
=
Z
G

¶ f (~x;0)
¶n
+H (~x;0) f (~x;0)

~V (~x) ~n(~x)dG
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APEˆNDICE B – TO´PICOS DE ANA´LISE FUNCIONAL
Este apeˆndice tem como objetivo apresentar um resumo dos principais
conceitos de ana´lise funcional que foram utilizados nesta dissertac¸a˜o.
B.1 Introduc¸a˜o aos operadores na˜o lineares
Sejam os espac¸os reaisU e V de Banach, cujas normas sa˜o denotadas
por kkU e kkV respectivamente, e seja P uma func¸a˜o com domı´nio em U
e contradomı´nio em V , e seja, ainda, P um operador de U em V tal que P :
U ! V . No caso especial em que V e´ igual a R, tal operador e´ denominado
funcional. (ODEN; DEMKOWICZ, 1996)
Um operador P :U !V e´ chamado de homogeˆneo se
P(au) = aP(u) para todo a 2 R e u 2U (B.1)
e aditivo se
P(u+ v) = P(u)+P(v) para todo u e v deU . (B.2)
O operador e´ linear se ele for simultaneamente homogeˆneo e aditivo,
caso contra´rio, P e´ na˜o linear.
O operador P :U !V e´ chamado de contı´nuo no ponto uo 2U se
(8e>0)(9d > 0, ku uokU < d !kP(u) P(uo)kV < e) . (B.3)
Equivalentemente, P e´ contı´nuo em uo 2 U se, para cada sequeˆncia
fung convergindo para uo emU , implicar que P(un) converge para P(uo) em
V , ou seja, P e´ contı´nuo se
kun uokU ! 0 implica que kP(un) P(uo)kV ! 0. (B.4)
Se (B.3) for verdadeira para pares de elementos (u,uo) em algum con-
junto SU , enta˜o P e´ uniformemente contı´nuo em S.
Um conjunto S  U e´ sequencialmente compacto se cada sequeˆncia
infinita de S contiver uma subsequeˆncia convergente. Tais conjuntos compac-
tos sa˜o necessariamente fechados, e os espac¸os me´tricos (S,d) associados a
eles sa˜o completos e totalmente limitados.
Se um operador P mapeia um conjunto limitado S U em um con-
junto compacto em V , enta˜o P e´ chamado de compacto em S, e se P for si-
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multaneamente contı´nuo e compacto em S, ele e´ chamado de completamente
contı´nuo em S.
B.1.1 Operadores na˜o lineares
Se P :U !V e´ na˜o linear, e
kP(u) P(v)kV M ku  vkU para cada u e v 2 SU (B.5)
diz-se que P satisfaz uma condic¸a˜o Lipschitz em S, com uma constante Lips-
chitz M, e quando tal condic¸a˜o e´ satisfeita, e´ fa´cil verificar que P e´ contı´nua
em S.
B.1.2 Operadores lineares
Um operador linear A :U !V e´ dito limitado se existe uma constante
positiva M <+¥ tal que
kA(u)kV M kukU , para todo u 2U . (B.6)
Daı´,
kA(u)kV
kukU
M, para todo u 2U . (B.7)
Se P e´ um operador linear deU emV ,U eV sendo espac¸os de Banach,
e se P e´ limitado, enta˜o ele e´ necessariamente contı´nuo. De fato, o conjunto
L(U;V ) de todos os operadores lineares de U em V tambe´m e´ um espac¸o
linear normado, e atribui-se a qualquer operador linear A 2 L(U;V ) a norma
kAkL(U;V ) = sup
u2U
kA(u)kV
kukU
, para kukU 6= 0. (B.8)
B.1.3 Funcionais - L(U;R)
Um exemplo de L(U;V ) de especial importaˆncia acontece no caso de
V = R, isto e´, L(U;R). O espac¸o dos funcionais lineares contı´nuos em U
ocorre no espac¸o dual deU , que e´ denotado porU 0 :
U 0 = L(U;R) ,U 0 dual deU . (B.9)
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Para descrever l 2U 0, frequentemente se usa a notac¸a˜o
l(u) = hl;ui 2 R (B.10)
em que h; i e´ usado para descrever uma paridade de dualidade em U 0U ;
ou seja, hl;ui e´ visto como um mapeamento bilinear deU 0U !R. De fato,
como l 2U 0 = L(U;R), tem-se que
l (u+av) = l (u)+al (v) (B.11)
= hl;ui+a hl;vi , 8u e v 2U e a 2 R.
Ale´m disso, como L(U;R) em um espac¸o linear, al1 + l2 2 L(U;R). Daı´,
dado u 2U
[al1+ l2] (u) = al1 (u)+ l2 (u) (B.12)
= a hl1;ui+ hl2;ui , 8l1 e l2 2U 0 e a 2 R.
Agora, como por definic¸a˜o
[a l1+ l2] (u) = hal1+ l2;ui (B.13)
igualando-se (B.12) com (B.13) , obtem-se
hal1+ l2;ui= a hl1;ui+ hl2;ui , 8l1 e l2 2U 0 e a 2 R. (B.14)
Como resultado de (B.11) e de (B.14) pode-se concluir que hl;ui de fato e´ um
mapeamento linear deU 0U ! R.
Observa-se que
l(u) = hl;ui  jhl;uij
e
klkL(U;R) = sup
u2U
jl(u)j
kukU
, para kukU 6= 0
assim
klkL(U;R) 
jl(u)j
kukU
isto e´,
l(u) = hl;ui  jhl;uij= jl(u)j  klkL(U;R) kukU .
Agora, no que tange aos pontos relativos a` topologia fraca deU 0, diz-
se que uma sequeˆncia fung 2U converge fracamente para um ponto uo 2U
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se
lim
n!0
hl;un uoi= 0, 8l 2U 0. (B.15)
Cabe aqui a observac¸a˜o de que sequeˆncias que falham em convergir forte-
mente, isto e´, que o limn!0 kun uokU = 0 na˜o existe, podem convergir fra-
camente. Entretanto, qualquer sequeˆncia fortemente convergente necessaria-
mente converge fracamente. De fato, como l 2 L(U;R), tem-se que
klkU 0 = sup
w2U
jl(w)j
kwkU
, para kwkU 6= 0 (B.16)
assim, klkU 0 e´ o menor limite superior de jl(w)jkwkU . Daı´,
jl(w)j
kwkU
 klkU 0 (B.17)
que fornece
jl(w)j  klkU 0 kwkU (B.18)
Agora, fazendo w= u un, obtem-se
jl(u un)j  klkU 0 ku unkU (B.19)
consequentemente
hl;u uni  klkU 0 ku unkU (B.20)
assim
lim
n!0
hl;u uni  klkU 0 limn!0ku unkU (B.21)
B.1.3.1 Funcionais fracamente contı´nuos
Um funcional l:U ! R e´ dito ser fracamente contı´nuo em um ponto
uo 2U se
lim
n!0
l (un) = l (uo) (B.22)
ou seja,
lim
n!0
hl;uni= hl;uoi (B.23)
para qualquer sequeˆncia fung fracamente convergente para uo.
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B.1.4 Continuidade dos operadores lineares
Um operador P:U !V e´ fortemente (fracamente) contı´nuo em uo 2U
se, para qualquer sequeˆncia fung convergindo fortemente (fracamente) para
uo implicar que a sequeˆncia P(un) converge fortemente (fracamente) para
P(uo).
Em outras palavras, se P:U ! V e´ fracamente contı´nua em uo 2 U ,
enta˜o
lim
n!0
hl;uni= hl;uoi , 8l 2U 0 (B.24)
implica que
lim
n!0
hg;P(un)i= hg;P(uo)i , 8g 2V 0, V 0 dual a V .
Ale´m disso, um conjunto SU e´ fracamente compacto emU se cada
sequeˆncia infinita fung de S contiver uma subsequeˆncia que converge fraca-
mente para um elemento uo 2U .
B.1.4.1 Teorema da representac¸a˜o de Riesz
Para cada funcional linear l 2U 0 em um espac¸o U de Hilbert existe
um u´nico elemento ul 2U tal que
l (v) = (ul ;v)U (B.25)
e
klkU 0 = kulkU
Aqui, (; )U denota o produto interno emU . Como a correspondeˆncia
estabelecida aqui e´ do tipo um-a-um, o espac¸o U 0 pode ser identificado com
U , isto e´, U 0 e´ isomorfo a U , e costuma-se escrever U =U 0. Atrave´s do uso
do Teorema da Representac¸a˜o de Riesz e desta corresponeˆncia, uma vez mais,
pode-se concluir que todos os espac¸os de Hilbert sa˜o reflexivos.
B.1.4.2 Espac¸os reflexivos de Banach
Seja o espac¸o dos funcionais lineares contı´nuos no espac¸o dual dele
mesmo. Este espac¸o tambe´m e´ linear; e e´ chamado de segundo espac¸o dual
de U e denotado por U 00. Em muitas situac¸o˜es importantes, U 00 pode ser
associado com o espac¸oU original, isto e´, (U 0)0 =U . Nesse caso, refere-se a
U como um espac¸o reflexivo de Banach.
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B.1.4.3 Espac¸os de Lebesgue - Lp (W)
Seja o espac¸o de Lebesgue
Lp (W) =

uj
Z
W
jujp dW<+¥

(B.26)
com a norma
kukLp(W) =
Z
W
jujp dW
 1
p
, 1< p<+¥.
Aqui, W e´ um domı´nio aberto limitado em Rn, u : Rn ! R e´ uma
func¸a˜o definida em W cujas poteˆncias p sa˜o Lebesgue integra´veis em W, e
dW e´ a medida de Lebesgue.
Sabe-se que Lp (W), 1 < p < +¥, e´ um espac¸o reflexivo de Banach.
De fato, se u(~x) 2 Lp (W),~x 2 W Rn, a paridade de dualidade em Lp (W) e´
representada pela integral
l (u) = hvl ;ui=
Z
W
vl (~x)u(~x)dW, para vl (~x) 2 (Lp (W))0 (B.27)
B.1.4.4 Desigualdade de Holder
Da desigualdade de Holder, tem-se queZ
W
v(~x)u(~x)dW ku(~x)kLp(W) kv(~x)kLq(W) (B.28)
com
1
p
+
1
q
= 1
assim, (B.28) sugere que
(Lp (W))0 = Lq (W) , 1< p<+¥.
Nota-se que L1 (W) na˜o e´ reflexiva,
ku(~x)kL1(W) =
Z
W
jujdW. (B.29)
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De fato, (L1 (W))0 = L¥ (W), onde
L¥ (W) = esssup
W
ju(~x)j . (B.30)
B.1.4.5 Topologia fraca
Diz-se que uma sequeˆncia de funcionais lineares flng 2U 0 converge
fracamente para lo 2U 0 se
lim
n!¥hln;ui= hlo;ui para todo u 2U . (B.31)
Distribuic¸o˜es Considera-se que F(R) e´ um espac¸o das func¸o˜es de
teste na reta real, ou seja, f (x) 2F(R) se:
1.f (x) 2 C¥o (W), o espac¸o linear das func¸o˜es infinitamente dife-
rencia´veis em R com suporte compacto em R. O suporte de f (x) e´ o
fecho do conjunto K  R, K = fxj f (x) 6= 0g.
2.Um sequeˆncia ffn (x)g 2 F(R) converge para fo (x) 2 F(R) se e so-
mente se a intersec¸a˜o dos suportes de cada fn (x) e´ na˜o vazia e
lim
n!¥
drfn (x)dxr   drfo (x)dxr
= 0, para todo r  0. (B.32)
Observa-se que F(R) e´ um espac¸o linear topolo´gico localmente con-
vexo, com uma topologia gerada por uma famı´lia de seminormas,
jf jm;K = sup
KR
jDmf j (B.33)
e que na˜o e´ mensura´vel.
B.1.5 Espac¸o de distribuic¸a˜o
Uma distribuic¸a˜o e´ um funcional linear contı´nuo em F(R). Em outras
palavras, o espac¸o das distribuic¸o˜es e´ o dual de F(R). Assim, por exemplo, a
distribuic¸a˜o de Dirac,
hd ;fi= f (0) , para todo f 2F(R) (B.34)
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e a func¸a˜o degrau Heaviside
hH;fi=
Z +¥
0
f (x)dx, para todo f 2F(R). (B.35)
De fato, qualquer func¸a˜o localmente integra´vel f pode ”gerar”uma
distribuic¸a˜o via integral Z +¥
0
f (x)f (x)dx. (B.36)
Mas distribuic¸o˜es como a de delta de Dirac na˜o podem ser geradas por ne-
nhuma func¸a˜o localmente integra´vel; assim, essas func¸o˜es sa˜o conhecidas
como distribuic¸o˜es singulares ou func¸o˜es generalizadas.
B.1.5.1 Derivada das distribuic¸o˜es
A derivada de qualquer distribuic¸a˜o q 2 (F(R))0 e´ a distribuic¸a˜o p tal
que
hp;fi= 

q;
df
dx

, para todo f 2F(R). (B.37)
Distribuic¸o˜es possuem derivadas para todas as ordem, e a k e´sima
derivada de q 2 (F(R))0 e´ a distribuic¸a˜o p dada por
hp;fi= ( 1)k

q;
dkf
dxk

, para todo f 2F(R). (B.38)
Simbolicamente, costuma-se escrever p = Dkq, e referir-se a p como a
k e´sima derivada generalizada de q.
B.1.6 Diferenciac¸a˜o de operadores
Seja U e V espac¸os lineares normados e P um operador de U em V .
Seja t um nu´mero real pertencente a algum intervalo aberto I= ( a ;a)R.
Seja S um subconjunto aberto de U e u um elemento arbitra´rio de S. Enta˜o,
se h e´ um elemento na˜o nulo fixado deU , sempre se pode escolher a tal que
u(x)+ th (x) 2 S. Nestas condic¸o˜es, a diferencial de Gaˆteaux do operador
P : SU !V em u(x) 2 S na direc¸a˜o de h (x) 2U e´ definida como o limite
dP(u;h) = lim
t!0
P(u+ th) P(u)
t
. (B.39)
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Esta relac¸a˜o tambe´m pode ser escrita como
P(u+ th) = P(u)+ tdP(u;h)+w (u;th)
onde
lim
t!0
kw (u;th)kV
t
= 0.
B.1.6.1 Diferencial fraco de Gaˆteaux
Diz-se que P : S  U ! V tem um diferencial fraco de Gaˆteaux
dwP(u;h) em u na direc¸a˜o h se o seguinte limite existir:
l (dwP(u;h)) = lim
t!0
l

P(u+ th) P(u)
t

, para todo l 2U 0 e h 2U .
(B.40)
O diferencial fraco de Gaˆteaux possui algumas propriedades peculia-
res. Ele pode na˜o existir para algumas escolhas de h mas pode existir para
outras. Ele e´ homogeˆneo em h mas na˜o e´ aditivo. Ele existe em um ponto
u 2 SU para toda escolha de h 2U se e so´ se
P(u+ th) P(u) = h(u;h)+ r(u;h) (B.41)
onde h(u;h) e´ homogeˆneo em h e limt!0 r(u;h) = 0, e se esta representac¸a˜o
existir, h(u;h) = dP(u;h). Enquanto que dP(u;h) possui ”continuidade
direcional”, ou seja, limt!0 kP(u+ th) P(u)kV = 0 para um h fixo, ele
na˜o e´ necessariamente contı´nuo em u.
Quando dP(u;h) e´ linear e contı´nuo em h , ele define para cada u um
operador linear limitado emU denotado por P˙(u). Refere-se a esse operador
como a derivada de Gaˆteaux de P em u, e P˙(u) = dP(u;h).
B.1.6.2 Teorema 1
Seponha que o diferencial de Gaˆteaux dP(u;h) de um operador P :
U ! V exista em alguma vizinhanc¸a B(uo) de um ponto uo 2U , e suponha
que dP(uo;h) seja contı´nuo em h = 0. Enta˜o dP(uo;h) e´ linear em h se ele
for contı´nuo em u para u= uo.
A menos que se imponha condic¸o˜es mais restritas nos diferenciais de
Gaˆteaux, tem-se a impressa˜o que eles na˜o oferecem uma ferramenta muito
u´til para o estudo dos operadores na˜o lineares. Em primeiro lugar, parece que
o diferencial de Gaˆteaux na˜o conduz a uma aproximac¸a˜o local dos operadores
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na˜o lineares por operadores lineares, uma vez que eles na˜o sa˜o sempre line-
ares em h , em segundo lugar, parece que uma conceituac¸a˜o mais satisfato´ria
do diferencial de Gaˆteaux seria aquela em que func¸o˜es diferencia´veis sempre
sa˜o contı´nuas. Essas duas impresso˜es sa˜o superadas atrave´s da introduc¸a˜o
ligeiramente mais forte de diferenciac¸a˜o.
B.1.6.3 Diferenciac¸a˜o de Fre´chet
SejamU e V dois espac¸os lineares normados e seja L(U;V ) o espac¸o
dos operadores lineares limitados de U em V . Seja S um conjunto aberto de
U . Um operador P : S!V e´ dito ser Fre´chet diferencia´vel em u 2 S se existir
um operador contı´nuo DP(u) :U !V tal que
P(u+h) = P(u)+DP(u) [h ]+w (u;h) (B.42)
onde
lim
khkU!0
kw (u;h)kV
khkU
= 0.
A relac¸a˜o acima tambe´m pode ser escrita como
lim
khkU!0
kP(u+h) P(u) DP(u) [h ]kV
khkU
= lim
khkU!0
kw (u;h)kV
khkU
= 0
O elemento DP(u) [h ] e´ chamado de diferencial (forte) de Fre´chet em
u na direc¸a˜o h e o operador linear DP(u) e´ chamado de derivada (forte) de
Fre´chet de P em u. Pode-se usar a notac¸a˜o P0(u) = DP(u).
De forma ana´loga, P : S U !V possui diferencial fraco de Fre´chet
dwP(u;h) em u 2U na direc¸a˜o h se , para todo l 2U 0,
l (P(u+h) P(u)) = l (dwP(u;h))+ l (w (u;h)) (B.43)
onde
lim
khkU!0
kl (w (u;h))kV
khkU
= 0.
Nota-se que, pela definic¸a˜o, o diferencial de Fre´chet e´ simultanea-
mente linear e contı´nuo em h .
Teorema 2 (diferencial de Fre´chet) Seja P : S  U ! V Fre´chet dife-
rencia´vel em um conjunto aberto S. Enta˜o vale o seguinte:
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1.P e´ contı´nua em S;
2.O diferencial de Gaˆteaux de P existe em todo S e coincide com o dife-
rencial de Fre´chet, isto.e´,
dP(u;h) = dP(u;h). (B.44)
Demonstrac¸a˜o:
(1) como P e´ Fre´chet diferencia´vel enta˜o existe um operador contı´nuo
DP(u) :U !V tal que
P(u+ th) = P(u)+DP(u) [h ]+w (u;h)
onde
lim
h!0
kw (u;h)kV
khkV
= 0.
Assim, para e > 0, 9d > 0 tal que
0< kh 0k< d !
kw (u;h)kVkhkV  0
< e
ou seja,
kw (u;h)kV < e khkV .
Daı´,
kP(u+h) P(u)kV = kDP(u) [h ]+w (u;h)kV
 kDP(u)kL(U;V ) khkV + e khkV
= (M+ e)khkV
onde M = khkV . Observa-se que, como DP(u) : U ! V e´ uma
transformac¸a˜o linear contı´nua, ela e´ limitada e sua norma e´ dada pelo
menor limite superior.
(2) Para um h arbitra´rio, faz-se ah e obtem-se
lim
a!0
kP(u+ah) P(u) DP(u) [ah ]kV = lima!0kw (u;ah)kV
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dividindo-se ambas as expresso˜es por kahkV = ja jkhkV obtem-se
1
khkV
lim
a!0
P(u+ah) P(u)DP(u) [ah ]a

V
= lim
a!0
kw (u;ah)kV
kahkV
= 0
daı´
lim
a!0
P(u+ah) P(u)a  DP(u) [h ]

V
= 0
que significa que
lim
a!0
P(u+ah) P(u)
a
= dP(u;h)
= DP(u) [h ]
ou seja,
dP(u;h) = DP(u) [h ] .
Nota-se que a parte (2) mostra que toda func¸a˜o diferencia´vel de
Fre´chet e´ func¸a˜o Gaˆteaux diferencia´vel. O contra´rio na˜o e´ verdadeiro.
Entretanto, o pro´ximo teorema fornece condic¸o˜es suficientes para a di-
ferenciabilidade de Gaˆteaux de modo a implicar na diferenciabilidade de
Fre´chet.
Teorema 3 Se a derivada de Gaˆteaux de um operador P :U!V existir em
uma vizinhanc¸a aberta B(uo) de um ponto uo 2U , e se ela for contı´nua em uo,
enta˜o o diferencial de Fre´chet existe e ele e´ igual ao diferencial de Gaˆteaux
de P.
APEˆNDICE C – ME´TODO DOS MI´NIMOS QUADRADOS MO´VEIS
O me´todo dos mı´nimos quadrados mo´veis e´ um dos me´todos sem ma-
lha usado em conjunto com outro me´todo com malha, como por exemplo
me´todo dos elementos finitos. O me´todo dos mı´nimos quadrados mo´veis con-
siste na combinac¸a˜o da construc¸a˜o de func¸o˜es de base e umme´todo nume´rico,
que no caso deste trabalho, e´ o me´todo de Galerkin livre de elementos.
C.1 Interpolante dos mı´nimos quadrados mo´veis
E´ uma aproximac¸a˜o dos mı´nimos quadrados mo´veis em que se permite
que a func¸a˜o peso se mova baseada no ponto em que a construc¸a˜o e´ feita.
C.1.1 Construc¸a˜o de um conjunto de dados
Dado o conjunto de dados f(~x1;u1) ;(~x2;u2) ; :::;(~xI ;uI) ; :::;(~xn;un)g,
a aproximac¸a˜o dos mı´nimos quadrados mo´veis (MLS) uh(~x) de uma func¸a˜o
u(~x) e´ definida no domı´nio W, por:
uh(~x) =
m
å
j=1
p j (~x)aj = h~p(~x) ;~ai (C.1)
em que
~a =~a (~x)
ou seja,~a depende impliciamente de~x.
Observac¸o˜es:
p j (~x) ; j = 1; :::;m define um conjunto de func¸o˜es linearmente inde-
pendentes, denotadas como func¸o˜es base implı´citas
aj ; j= 1; :::;m sa˜o as quantidades desconhecidas que dependem impli-
citamente de~x e que sa˜o determinadas pelo algoritmo de construc¸a˜o do
conjunto de dados.
Aqui ~p(~x)T = fp1 (~x) ; p2 (~x) ; :::; pm (~x)g representa um armazena-
mento por linhas.
Um conjunto possı´vel de func¸o˜es independentes e´ aquele formado por
monoˆmios em coordenadas espaciais~xT = fx;yg 2 R2, no caso 2D. Assim,
p1 (~x) = 1 (C.2)
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p1 (~x) = x
p3 (~x) = y
Consequentemente, uma base linear em 2D e´ dada por: ~p(~x)T = f1; x; yg,
m= 3. Uma base quadra´tica em 2D e´: ~p(~x)T =

1; x; y; x2; xy; y2
	
, m= 6.
Ao contra´rio das cla´ssicas aproximac¸o˜es de quadrados mı´nimos, os
coeficientes aj dependem implicitamente de~x. Para se determinar o conjunto
de coeficientes em aj (~x), forc¸a-se um dado crite´rio, que e´ definido como: em
qualquer ponto ~x, ~a e´ calculado atrave´s da minimizac¸a˜o da norma discreta
do peso L2 dada por:
Determine em cada~x, o coeficiente~a tal que
~a = arg inffJ (~a)g ;8~a 2 Rd
sendo
J (~a) =
n
å
I=1
j (~x ~xI) [h~p(~xI) ;~ai uI ]2
em que n e´ o nu´mero de pontos na vizinhanc¸a de ~x para cada func¸a˜o peso
j (~x ~xI) 6= 0, e uI e´ o valor do dado em ~x =~xI . Uma func¸a˜o peso gene´rica
esta´ ilustrada na figura (C.1).
Figura C.1: Func¸a˜o peso gene´rica
As func¸o˜es peso usualmente usadas sa˜o tais que: j (~x ~xI) 2
Cq0 (BrI (~xI)), ou seja, j (~x ~xI) e´ definida na bola BrI (~xI) de raio rI e cen-
trada em ~xI . Isto significa que j (~x ~xI) e´ de classe q e zero no contorno
¶BrI (~xI).
Essa vizinhanc¸a de ~xI e´ chamada de domı´nio de influeˆncia de ~xI , ou
cı´rculo de influeˆncia em 2D. (suporte da func¸a˜o peso), conforme ilustrado na
C.1 Interpolante dos mı´nimos quadrados mo´veis 119
figura (C.2).
Figura C.2: Suporte da func¸a˜o peso
Note que o ponto dado  !¯x pertence ao suporte f~x2;~x5g. Assim, em  !¯x ,
J (~a) = j
 !¯
x  ~x2

[h~p(~x2) ;~ai u2]2 (C.3)
+j
 !¯
x  ~x5

[h~p(~x5) ;~ai u5]2 .
C.1.1.1 Determinac¸a˜o de~a (~x)
A medida de erro J (~a) pode ser expressa como:
J (~a) =
n
å
I=1
j (~x ~xI)
"
m
å
k=1
pk (~xI)ak uI
#2
. (C.4)
Agora, da condic¸a˜o necessa´ria de otimalidade para~a ser ummı´nimo de J (~a),
deve-se ter:
¶J (~a)
¶a j

~a
= 2
n
å
I=1
j (~x ~xI)
"
m
å
k=1
pk (~xI)ak (~x) uI
#
p j (~xI) = 0, (C.5)
para j = 1; :::;m, ou seja,
n
å
I=1
m
å
k=1
j (~x ~xI) pk (~xI) p j (~xI) ak uI
n
å
I=1
j (~x ~xI) p j (~xI) = 0, (C.6)
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para j = 1; :::;m. Define-se
[A(~x)] =
n
å
I=1
j (~x ~xI) [~p(~xI)
~p(~xI)] (C.7)
eh
~B(~x)
i
=

j (~x ~x1)~p(~x1) j (~x ~x2)~p(~x2) ::: j (~x ~xn)~p(~xn)

(C.8)
=

~B1 (~x) ~B2 (~x) ::: ~Bn (~x)

ou
~BI (~x) = j (~x ~xI)~p(~xI) (C.9)
portanto, pode-se escrever a relac¸a˜o linear como:
[A(~x)]~a=
h
~B(~x)
i
~u (C.10)
em que
~uT = fu1;u2; ::;uI ; ::;ung
[A(~x)]~a=
n
å
I=1
uI ~BI (~x) . (C.11)
Como resultado, finalmente se obtem:
~a = [A(~x)] 1
(
n
å
I=1
uI ~BI (~x)
)
(C.12)
ou, equivalentemente,
~a =
n
å
I=1
uI

[A(~x)] 1~BI (~x)

. (C.13a)
Substituindo (C.13a) em (C.1), obtem-se uma expressa˜o para func¸a˜o
aproximac¸a˜o uh (~x), conforme se segue:
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uh (~x) = h~p(~x) ;~ai (C.14)
=
n
å
I=1
uI
D
~p(~x) ; [A(~x)] 1~BI (~x)
E
=
n
å
I=1
uI FI (~x)
em que
FI (~x) =
D
~p(~x) ; [A(~x)] 1~BI (~x)
E
. (C.15)
A func¸a˜o FI (~x) e´ a func¸a˜o global de forma definida na partı´cula~xI .
Note que a derivac¸a˜o da func¸a˜o global de forma requer a determinac¸a˜o
da matriz [A(~x)] e de sua inversa. No caso particular de problemas 2D, em
que ~p(~x)T = f1; x; yg, tem-se m= 3 e [A(~x)]mm. Portanto,
[A(~x)] =
n
å
I=1
j (~x ~xI) [~p(~xI)
~p(~xI)] (C.16)
em que
~p(~xI)
T = f1; xI ; yIg (C.17)
daı´,
[~p(~xI)
~p(~xI)] =
24 1 xI yIxI x2I xI yI
yI xI yI y2I
35 . (C.18)
Da definic¸a˜o de [A(~x)] pode-se verificar que ela e´ igual a` sua sime´trica.
Para se calcular uma expressa˜o analı´tica para a inversa de [A(~x)], pode-se
aplicar o seguinte teorema:
[A(~x)] 1 =
1
det [A(~x)]
[co f [A(~x)]]T . (C.19)
Consequentemente, para uma matriz sime´trica gene´rica da forma
[A] =
24 a b cb d e
c e f
35 (C.20)
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tem-se que
det [A] = (ad f +2bec)   c2d+ e2a+b2 f  (C.21)
e
[A] 1 =
1
det [A]
24 d f   e2  b f + ec be  cda f   c2  ae+ cb
sym ad b2
35 . (C.22)
C.1.2 Gradiente das func¸o˜es de interpolac¸a˜o
O objetivo aqui e´ determinar as derivadas parciais de FI (~x) com res-
peito a`s coordenadas xi, em que identifica-se: x1 = x e x2 = y. Assim,
¶FI (~x)
¶x j
=

¶~p(~x)
¶x j
; [A(~x)] 1I ~B(~x)

(C.23)
+

~p(~x) ;

¶
¶x j
[A(~x)] 1

~BI (~x)

+

~p(~x) ; [A(~x)] 1
¶
¶x j
n
~BI (~x)
o
Agora,
[A(~x)] [A(~x)] 1 = [I] (C.24)
daı´, 
¶
¶x j
[A(~x)]

[A(~x)] 1+[A(~x)]

¶
¶x j
[A(~x)] 1

= [0] (C.25)
ou seja,
[A(~x)]

¶
¶x j
[A(~x)] 1

= 

¶
¶x j
[A(~x)]

[A(~x)] 1 (C.26)
isto e´, 
¶
¶x j
[A(~x)] 1

=  [A(~x)] 1

¶
¶x j
[A(~x)]

[A(~x)] 1 . (C.27)
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Substituindo (C.27) em (C.23), obtem-se
¶FI (~x)
¶x j
=

¶~p(~x)
¶x j
; [A(~x)] 1I ~B(~x)

(C.28)
 

~p(~x) ;

[A(~x)] 1

¶
¶x j
[A(~x)]

[A(~x)] 1

~BI (~x)

+

~p(~x) ; [A(~x)] 1
¶
¶x j
n
~BI (~x)
o
.
Agora, falta calcular ¶~p(~x)¶x j ,
¶
¶x j
n
~BI (~x)
o
e ¶¶x j [A(~x)].
Determinac¸a˜o de ¶~p(~x)¶x j
¶~p(~x)
¶x1
=
8<: 010
9=; e ¶~p(~x)¶x2 =
8<: 001
9=; (C.29)
Determinac¸a˜o de ¶¶x j
n
~BI (~x)
o
. Como
~BI (~x) = j (~x ~xI)~p(~xI) (C.30)
tem-se
¶
¶x j
n
~BI (~x)
o
=
¶j (~x ~xI)
¶x j
~p(~xI) (C.31)
Determinac¸a˜o de ¶¶x j [A(~x)]. Como
[A(~x)] =
n
å
I=1
j (~x ~xI) [~p(~xI)
~p(~xI)] (C.32)
tem-se
¶
¶x j
[A(~x)] =
n
å
I=1
¶j (~x ~xI)
¶x j
[~p(~xI)
~p(~xI)] . (C.33)
Consequentemente, falta calcular ¶j(~x ~xI)¶x j .
Determinac¸a˜o de ¶j(~x ~xI)¶x j , que desempenham um importante papel na
124 Apeˆndice C – Me´todo dos mı´nimos quadrados mo´veis
perfomance deste me´todo. Elas devem ser construı´das de forma tal que:
(i) Sejam positivas
(ii) Gerem uma u´nica soluc¸a˜o~a(~x)
(iii) Sejam grandes para ~xI pro´ximo de ~x e relativamente pequenas a`
medida estejam mais distante de ~xI , ou seja, elas deveriam decrescer
em magnitude conforme a distaˆncia de~x a~xI aumenta. Entretanto, usa-
se func¸o˜es peso que dependem somente da distaˆncia entre dois pontos,
conforme se segue:
j (~x ~xI) = j (dI) (C.34)
em que
dI = k~x ~xIk . (C.35)
Mais especificamente, considera-se as func¸o˜es peso da forma:
j (dI (~x)) = j
 
d¯I (~x)

(C.36)
sendo
d¯I (~x) =
dI
dImax
 k~x ~xIk
s  rImax
em que dImax  s  rImax e´ um tamanho dado do suporte de j (dI (~x)) em
~xI .
A derivada ¶j¶x j e´ dada por
¶j
¶x j
=
¶j
 
d¯I

¶ d¯I
¶ d¯I
¶x j
(C.37)
em que
¶ d¯I
¶x j
= 1dI
(~x ~xI) j
dImax
= 1dI
h(~x ~xI);~e ji
dImax
.
