A unitary invariant for hyponormal operators  by Martin, Mircea & Putinar, Mihai
JOURNAL OF FUNCTIONAL ANALYSIS 13, 291-323 (1987) 
A Unitary invariant for Hyponormal Operators 
MIRCEA MARTIN AND MIHAI PUTINAR 
Department qf Mathematics, Increst, 
B-dul P&ii 220,79622 Bucharest. Romania 
Communicated by the Editors 
Received April 26. 1985; revised May 5, 1986 
Several complete unitary invariants for a pure hyponormal operator are 
described and related to already known invariants. Among them an operator 
valued distribution supported by the spectrum has a distinguished position. The 
inverse problems and the relations between these invariants are also discussed. 
Parts of this paper were motivated by the recent work of K. Clancey. 1’ 1987 
Academic Press. Inc. 
This paper establishes a two-dimensional singular integral representation 
for an arbitrary hyponormal operator. The significant term in that model 
involves an operator valued distribution supported by the spectrum, which 
turns out to be a complete unitary invariant for the pure part of the 
operator. The technical tool in that representation is a family of contrac- 
tions, indexed over the complex plane, which arises naturally from the 
hyponormality assumption. Other invariants, for instance, the principal 
function, are then recuperated from that distribution. 
Let SF be a complex, separable Hilbert space and let -ri”(&‘) denote the 
algebra of all linear bounded operators on #. We recall that Tin U(X) is 
said to be a hyponormal operator if 
TT* < T*T, or equivalently II T*h II d II Th II 1 hE.Z. 
The hyponormal operator T is said to be completely non-normal or pure if 
there is no reducing subspace for Ton which its restriction would be a nor- 
mal operator. The introductory texts [3,24] offer to the reader the basic 
principles and a comprehensive bibliography for the theory of hyponormal 
operators. 
Let D = [T*, T] denote the self-commutator of a hyponormal operator 
T in F(X). It is a non-negative semi-definite operator which satislies the 
relations 
D= [(T-R)*, (T-E,)]<(T-A)* (T-A) 
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for every complex number A in @. Consequently, for any z in @ there is a 
unique contraction C(z) in F(s) such that 
(i) (T-z)* c(z)=D”2 and C*(z)1 Ker( T- z)* = 0; 
see, for instance, [9]. This family of contractions was introduced by 
Radjabalipour [20] in connection with Putnam’s global resolvents 
phenomenon [19], and then it appeared persistently in Clancey’s 
work [4-61. The present paper is also centered around this family. 
Since the IP(%)-valued function C defined on @ by the conditions (i) is 
locally integrable with respect to the planar Lebesque measure, its complex 
derivative aC= aC/az in the sense of distributions satisfies on @ the 
identity 
Let us introduce Z!.” = (Ran D”“)), the closure of the range of the operator 
D”‘. Since ZF is the actual domain of all operators C(z), it follows that 
every vector x in 3 provides the globally defined eigendistribution aC. x of 
T*. These &?-valued distributions span the pure part of the space J? with 
respect to the orthogonal decomposition of the operator T in pure and 
normal part, as follows from the following: 
THEOREM A. Let T be a hyponormal operator on the Hilbert space 2”. 
The linear span of the vectors C(z) x, with z in @ and x in 3, is dense in S 
if and only if the operator T is pure. 
This result was proved in the case rank D = 1 by Clancey [4]. 
Let us assume that T is a pure hyponormal operator. Then, because of 
Theorem A, the general scheme of producing functional representations for 
the hyponormal operator T described in [lS] applies to the above 
generating family of eigendistributions. Thus the separate completion of the 
space g(C)@ 3 in the norm associated to the distribution kernel 
a,,.a=C*(w) C(z) is unitarily equivalent with the space Z. In that 
identification the operator T becomes 
(ii) 
while T* is represented by the multiplication operator with Z. As usual we 
denote by 9 the space of smooth, compactly supported functions, and by 
“*” the convolution product of distributions; see the preliminaries below 
for more details. 
Let us note the close analogy between formula (ii) and Xia’s one-dimen- 
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sional singular integral model [22], in which a similar expression appears 
for the real (or imaginary) part of the operator T, with the Hilbert trans- 
form instead of the Cauchy transform above. A dual representation to (ii) 
was established recently in the case rank D = 1 in [23, 161; see also [ 183. 
The positive definite kernels like C*(w) C(z), which are related to a 
hyponormal operator by a singular integral representation as above, are 
characterized in the sequel by a first order linear partial differential 
equation, together with a boundedness condition. As a consequence of that 
computation we prove the following: 
THEOREM B. The distribution r= - D”‘K in Q’(c) @ Y(fl”) is a com- 
plete unitary invariant for a pure hyponormal operator T in Y(Z). 
In this way it follows that the unitary equivalence class of a pure 
hyponormal operator T is decided on the space X = (Ran D”‘)-, a fact 
already known by the determining function method of Carey and Pincus 
[2]. However, the relationship between their mosaic and the distribution 
f = -D”’ K’ remains to be discussed elsewhere. 
A recent result of Clancey [S] states, under the assumption that the 
operator D’/’ is trace class, that the principal function of the operator T 
coincides, in our notations, with -Trace (D’!*K). The principal function 
represents, up to now, the finest and best understood unitary invariant for 
that class of operators; see [ 11, 12, 151. 
We prove that on the essential resolvent set of a pure hyponormal 
operator T, the complete unitary invariant r coincides with a smooth, 
finite-dimensional projection valued function that is not necessarely self- 
adjoint. Moreover, the identity 
rank T(Z)= -ind(T-z), z E p,,,(T) 
holds true. Thus, Clancey’s result mentioned above Iits well in this picture. 
This behaviour of the invariant f on the essential resolvent set is also 
closely related to the theory of Cowen and Douglas. 
All of the statements below have proofs that are elementary, and, as a 
matter of fact, are independent of proofs given in other references. 
The content is as follows. In Section 1 we discuss a few facts concerning 
the function and distribution spaces which are used in the sequel. 
In Section 2 we present the basic properties of the contractive operator 
function associated to a hyponormal operator, including the proof of 
Theorem A. 
Section 3 is devoted to introducing of the operator valued distribution r 
and to proving Theorem B. In particular we emphasize the behaviour of 
the restriction of f on the essential resolvent set of the operator. 
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Section 4 contains the construction of a two-dimensional functional 
model for any pure hyponormal operator by using the distribution IY 
Section 5 concludes with a discussion concerning positive definite kernels 
and hyponormality. 
I. PRELIMINARIES 
The purpose of this section is to recall the notations and a few facts con- 
cerning the function and distribution spaces which are used in this paper. A 
complete reference for that subject is Schwartz’ paper [21]. 
1.1. Let &? be a separable, complex Hilbert space and let Y( 2”) be the 
algebra of linear bounded operators on Z. The trace-class ideal g,(X) of 
.9(X) coincides with the predual of the Banach space Y(X) via the 
bilinear duality pairing 
(r, S) +-+ Trace (KS), TELqX). SE%,(X). 
As usual we denote by z and 5 the complex coordinates on the complex 
plane @, and by 8 = a/d;, a= a/& the corresponding vector fields. 
Let Q be an open subset of C and let &(Q, 2) = a(Q) 6 J? denote the 
Frechet space of smooth, X-valued functions on Q. The 99 space of 
smooth, compactly supported functions on Q is denoted, as usual, by 
9(52,2?) or 9(Q) 6 X. 
The topological dual of 9(Q, 9) is the space 9’(52, ~9) of s-valued 
distributions on 0. Since the space of scalar distributions 3’(Q) is nuclear, 
the topological isomorphism 9’(Q, 2) = 9’(Q) 6 ~9 holds for every com- 
plete topological tensor product. Let 
( ‘) ); 9’(Q, If) x qn, X) + @ 
denote the unique sesquilinear continuous map, which acts on simple ten- 
sor products by the formula 
(u 0 A, cp 0 k) = u(@)(k k), where u E g’(Q), cp E 9(Q), h, k E X. 
Let us note that, in view of the natural embedding ECU’, the 
equality 
(cpt cp> = ja II dz)l12 44) 
holds true for every cp in 9(sZ, ;X), where P stands for the Lebesque 
measure on @. The completion of the space 9(52, X) with respect to the 
norm II P II L = (cp, cp) is the Hilbert space L’(Q, %). 
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1.2. Similarly one denotes by L”(Q) gE P(X) the Banach space of 
Y(X)-valued, measurable and essentially bounded functions on Q. We 
refer the reader to the monograph [lo] for the integration theory of vector 
valued functions. 
We denote by &,, the complete injective tensor product. Similarly @n 
stands for the complete projective tensor product; see [21]. 
For the convenience of the reader we sometimes denote by Y(X), or 
ZG the respective spaces endowed with the weak-star topology (with 
respect to the predual space, g,(X), respectively A?). 
The Banach space L”(G) &1,Y(X) is identified with the dual of 
L’(Q) @,.%‘r(X’), so that L”(Q) @,, U(X)), with the pointwise mul- 
tiplication, is a von Neumann algebra. 
1.3. The operator valued distribution space is denoted by 
9’(Q) 63 9(A?),. It is the topological dual of the 99 space 
9(Q) 6 %‘,(A?), or equivalently, the set of linear continuous operators 
from 9(Q) into Y(X). 
We point out the natural embedding of L:,,(sZ, 5?(Z)) into 
9’(Q) 6 T(2P). 
We simply denote by M. cp = m(u, cp) the unique continuous bilinear map 
m: (9’(Q) 6 dp(Jiqo) x (CT(Q) @I SF) -+ W(Q) 6 J-g, 
which extends the application 
where u E 9’(Q), p E b(Q), TE .9(X) and h E 2. 
Let US point out that the evaluations U. cp, with an arbitrary cp as above, 
determine completely the distribution U. 
1.4. The 8 derivative in the sense of distributions gives rise to a con- 
tinuous operator 
where E stands for a Banach space (E = A? or E = A?(X) in this paper). 
The fundamental solution of the differential operator 8 is the function 
-n-l /z in dp,‘JC), that is, a( l/z) = -n6. Therefore the convolution 
identity 
aF* (-r’/z)=F (1.1) 
holds true whenever 
FE L:,,(C) @* E, supp(8F) compact and lim I[ F(z)11 = 0. 
I:1 - 2z 
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Note that supp(8F) is compact, so F is a smooth functon in the 
neighbourhood of infinity. We refer to (1.1) as the (generalized) 
Cauchy-Pompeiu formula and to the convolution operator with -X ‘1: 
as the Cauchy transform. 
The Cauchy transform U= u * (--71 ‘/z) of a compactly supported E- 
valued distribution v is the unique solution in 9’(C) 6 E of the equation 
au = u, vanishing at infinity. 
Similar statements for the operator 8 are obtained by complex con- 
jugation. 
We mention also the relation 
(8F) cp = a(Fcp) - F&p, (1.2) 
which will be used in the sequel for F in L”(C) @ 9(X’) and cp in 
9(C) 6 2”. If in addition supp(8F) is compact, then 
(aF)p*(-n ‘/;)=F~+(Facp)*(~~‘/z), (1.3) 
so that the right-hand term contains only pointwise multiplications 
between operator and vector valued functions. 
1.5. The identity (1.2) follows by an approximation based on a 
regularization argument. 
Finally let us recall the notations concerning the regularization of dis- 
tributions, Let p be a non-negative element of 9(C) such that 
I p(-) &(=) = 1, 
and let pc be the function p,,(z) = L: ‘p(z/~), e>O. As usual we denote by 
U, = u * pt the regularizations of a distribution u in 9’(C) 6 E such that all 
u,: are smooth E-valued functions on @ and lim,: l0 u,: = u in the (weak) 
topology of the space 9’(C) 6 E. 
2. THE CONTRACTIVE OPERATOR FUNCTION 
In this section we give the basic properties of the contractive operator 
function associated to a hyponormal operator and we prove Theorem A. 
2.1. Let us begin with a few conventions and notations. Throughout 
this section let T denote a hyponormal operator on the separable, complex 
Hilbert space Z’, and let D = [T*, T] denote its self-commutator. For any 
complex number A, Tj, and T,* stand for the expressions T- 1, and 
(T-n)*, respectively. 
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Since 0”*01/* < TT Tj. for every A in Cc, from a well-known result of 
Douglas [9] there is a unique contraction C(A) in Y(X) such that 
T,* C(l) = D”2, C*(l)1 Ker TT = 0. 
It is straightforward to check that the function C is an element of the 
von Neumann algebra L”(c) 6,, g(X) and, moreover, it is an 
antianalytic function on the resolvent set p(T) of T. Consequently the dis- 
tribution X in g’(C) @ 3?(Y) is supported by the spectrum o(T) of the 
operator T. 
In fact we have the formula 
C(A) = so-lim Tj. 
I 
3c tm ‘E,(d) D”*, 
cl0 t 
(2.1) 
where E, stands for the spectral measure of the self-adjoint operator T: Tj.. 
2.2. We also denote by T, and T,* the corresponding operator valued 
functions belonging to the space a(c) & T(X). 
Because of the natural, continuous, bilinear multiplication map 
&(a=) 6 6p(~) x 9’(C) 6 -r;a(J?), -+ W(C) @ ~(#),, (2.2) 
the product T,*u, with u in g’(c) 6 3(X’), makes good sense. By taking 
the derivative in the relation of the definition of C, we get 
T,* X=0 
in g’(C) @ Y(X)). However, in the sequel we need a slightly stronger 
result. 
LEMMA. For any functions rp in 9( C ) 6 ST and f in L2(@, S), we have 
f’: < T:aC,cpxf )2x = 0. (2.3) 
Proof: We use the notations introduced at the end of Section 1. Recall 
that C, = C * p,:. 
Since 
T,*C(w)=D”‘-(Z-G)C(w) 
we get 
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Rut s apc(z - W) &(w) = 0 and, by setting [ = (z - w)/E, we obtain 
Thus, for a given function cp in 9(C) & 2, the set 
is bounded in L’(@, X’), hence its closure is weakly compact. As lim, ,0 
T,* X’, = 0 in 9?‘(C) 6 Y(X), it follows that 
in the weak topology of the Hilbert space I,‘(@, Y?), and the proof is com- 
plete. 
2.3. Let i, be a complex number. From the inequality Tj, T,* d T’ T; it 
follows that there is a unique contraction K()“) which satisfies 
TT = K(2) Tj., K(i)lKer T,*=O. (2.4) 
As in the case of the function C, the function K is also an element of the 
von Neumann algebra L’(c) G1, L(S). A link between the functions C 
and K appears in the next easy identity [6]: 
I- P(i) - C(i) C*(E.)- K*(2) K(i) = 0, j.EC, 
where P(E.) denotes the orthogonal projection onto Ker T*. 
As a consequence of (2.5) we have 
T,. = C(2) Oil2 + K*(L) T,* 
so that, in view of Lemma 2.2, we have the following: 
(2.5) 
(2.6) 
LEMMA. The identity 
T,(aC). cp = !‘L2 CD’12aC,(p (2.7) 
holds in the weak topology of the space 9’(c) 6 X for any function cp in 
9(C) 63 2@. 
2.4. Next we restate and prove our first main result. 
THEOREM A. The hyponormal operator T in P’(S) is pure if and only zf 
X=span{C(z)x:zEQxERanD”2} 
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Proof: It suffices to prove that the space 
&!=span{C(z)x:zEC,xERanD1’2} 
reduces T. Indeed, the operators C(n), Jt in @, take values, by their 
definition, only in the pure part of the space X’. 
Let us remark that 
lim zC(z) = -D1j2, 
121 - 3c 
hence Ran D’j2 c JH. Because Ran C(n) = Ran C(i) D112 for every J. in C, it 
follows that 
The space J? is obviously invariant for T*. 
By Lemma 2.3 we have in the space 9’(C) 6 Y? the formula 
for every h in SF. Therefore, after a Cauchy transform we get 
for any /! in @. 
This shows that the space Jz’ is invariant for the operator T, and the 
proof is complete. 
2.5. We end this section with a technical result. Its meaning will become 
clear in Section 5. 
PROPOSITION. Let 2 be a complex number. For any function cp in 
9(c) 6 2, the relation 
(z - 2) a(c*(n) C) cp = D”2dC. cp - f: c*(A) CD’Qac,. cp (2.8) 
holds true in the weak topology of W(C) 6 A!. 
Proof. At the operator valued distribution level we have 
(z-A)a(C*(i) C)= C*(A)(T,- T,)X.‘=D”‘K-C*(A) T&Y. 
The proof is completed by substituting the relation (2.7) in this equation. 
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3. COMPLETE UNITARY INVARIANTS 
As indicated earlier, our main goal is to construct an appropriate com- 
plete unitary invariant for a pure hyponormal operator T by using the 
associated contractive function C. In fact we exhibit in this section two 
kinds of invariants, both of them defined on the closed subspace 
X= (Ran[T*, T]). 
Although these invariants exist in a general context, it is worthwile to 
remark that, in two relevant situations they naturally arise by a 
geometrical approach. 
In the first part of this section (paragraphs 3.1, 3.2) we discuss these 
illustrative cases, while the proofs of the main results are independently 
presented in the last part of this section. So paragraphs 3.1 and 3.2 may be 
omitted at first reading. 
3.1. First, let us assume that the self-commutator D = [T*, T] of the 
pure hyponormal operator T is of finite rank. 
A well-known result of Clancey and Wadhwa [6] asserts that the restric- 
tion of the contractive operator function C on the resolvent set p(T) of T is 
a complete unitary invariant for T. 
By the “rigidity theorem” of Cowen and Douglas [7] it follows that T is 
determined up to unitary equivalence by the hermitian anti-holomorphic 
vector bundle defined over p(T) by the correspondence 
p(T)sj.+Ran C(E,). (3.1) 
Moreover, the results of Cowen and Douglas prompt one to compute the 
curvature operator of this vector bundle. By a direct computation one 
finds, as a more or less expected conclusion, that the T(X)-valued real- 
analytic function 0 defined by 
0 : p(T) -+ Y(.F), O(i) = C*(i) C(i) (3.2) 
is a complete unitary invariant for T. 
For example, the unitary orbit of a pure hyponormai operator T having 
the self-commutator D of one-dimensional range, is determined by a scalar 
function. More precisely, if one denotes D = h @ h, with h in X’, then the 
complex valued real-analytic function 9 defined by 
9: p(T) -+ 63, 9(A) = 11 C(i) h 11 (3.3) 
is a complete unitary invariant of T; see [4, 61. 
3.2. Our next example is based on a different assumption. Let p,,,(T) 
denote the essential resolvent set of T. Since T is a pure hyponormal 
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operator, for any ;I in p,,,(T) the operator T: T, is invertible, hence we find 
the formula (see, for instance, [ 1 ] ) 
C(A) = Tj,( T;* T;.) - ’ D”‘. (3.4) 
Thus the function C is smooth on p,,,(T). 
We suppose further on that 
span { C( 3.) x : J. E p,,,( T), x E X } = 2. (3.5) 
Let Q denote the union of all bounded connected components of p,,,(T), so 
that Q is a subset of the spectrum a(T) of T. A simple Cauchy transform 
argument gives that (3.5) is equivalent with 
span{X(o)x:oEQ,xE%}=P. (3.6) 
The results proved in Section 2 show that for any w  in 52 we have 
span{X(o)x:xEX}=Ker Tz (3.7) 
and the eigenspaces Ker Tz characterise the unitary orbit of T. 
More precisely, from the already mentioned work of Cowen and Dougles 
[7] it follows that the generalized hermitian anti-holomorphic vector 
bundle rT defined over !I2 by the correspondence 
SZsm+Ker Tz=RanX(o)cX (3.8) 
is a complete unitary invariant for T. 
Let v be a vector in Ker T,*,, for a fixed point o in Q. Since T,, is injec- 
tive, the vector u is uniquely determined by its image T<,,u. But we have 
T,, = C(w) D”‘+ K*(o) T; (3.9) 
and consequently Tcou = C(w) D”‘v, so that the vector v is uniquely deter- 
mined by its image D’J20 in X. 
Now, let r denote the Y(X)-valued function on 1;2 defined by 
r: Q 4 5?(2-), I-(o) = - D”*X(w). (3.10) 
From the last remarks, we obtain that the vector bundle lT defined by 
(3.8) is equivalent with the hermitian anti-holomorphic vector bundle ylT 
defined over Q by the assignement 
Q~~-+RanZJo)c.!Z. (3.11) 
We may conclude by asserting that if T satisfies the condition (3.5) then 
the function I- is a complete unitary invariant for T. 
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It is relevant to point out two important properties of the invariant f. 
First, we note that the function f is projection valued. Indeed, from (3.7) 
and (3.9) we find the equation 
T,,,dC(o) = C(0) D’%C(o). 
By differentiating it, we obtain 
-at(w) + T,,,a*c(o) = dC(w) D”*dC(o) + C(W) Dli2 a’qo). 
From r$aC(w) = 0 we also have r,T,a’C(o) = 0, and by again using (3.9) 
we get 
T,,,a*c(w) = C(w) D”‘d’C(U). 
Thus 
-dC(w) = K(u) D'%?(w) 
and consequently 
f(w) = l-(w)“, UEQ. (3.12) 
Second, in connection with our earlier comments about the vector 
bundles 5 T and 9 r, we point out the equality 
rank T(w) = dim Ker Tz, 
which implies 
Trace T(W) = -ind( T- co). (3.13) 
Let us remark that both properties (3.12) and (3.13) do not depend on 
the assumption (3.5). This assumption reflects only the fact that f is a com- 
plete unitary invariant for T. 
Moreover, let us mention cursorily another important consequence of 
the condition (3.5). For details the reader is advised to consult [7] or 
[ 131. As we already noted, the condition (3.5) implies that the hermitian 
anti-holomorphic vector bundle q T defined by (3.11) characterizes the 
unitary orbit of T. The equivalence class of the vector bundle qT can be 
described in terms of a finite number of derivatives of its canonical cur- 
vature operator. But a direct computation shows that the derivatives of the 
canonical curvature operator can be expressed by using appropriate 
derivatives of the function IY 
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It turns out that two pure hyponormal operators T and T’ which possess 
the same essential resolvent set and which satisfy the assumption 
span u Ker Tz =span u Ker T,*, = 2 (3.14) 
(0 t R (0 t R 
are unitarily equivalent if and only if for any point o in Sz there exists a 
unitary operator 
UC,,: (Ran[T*, T])- + (Ran[T’*, T’l) 
so that 
u,,apPr(0) u,*, = avqw) (3.15) 
for all 0 dp, q d dim Ker T,l;l = dim Ker T:,,*. 
3.3. The remaining part of this section is devoted to establishing the 
existence, in the general case, of the invariants introduced above under 
additional assumptions. 
We use the same notations as in Section 2. 
PROPOSITION. The germ at infinity of the Y(?-E+)-valuedfunction 0 = C*C 
is a complete unitary invariant for a pure operator T. 
Proof: Let T and T’ be two pure hyponormal operators on H and let 
D, C, and D’, C’ denote the self-commutators and the corresponding con- 
tractive operator functions of T and T’. 
Let X = (Ran D)- and X’ = (Ran D’) -- and let us suppose that 
U: X -+X’ is a unitary operator so that 
UC*(z) C(z) u* = c’*(z) C’(z) (3.16) 
for z in a neighbourhood of infinity. By identifying the power expansions, 
from (3.16) it follows easily that 
(,,D’I2T”T*“D’/2U* = DJ1/2~llT,*mD~~/2 
for all non-negative integers n and m. 
On the other hand, we have the following bracket relation: 
(3.17) 
p-1 y-1 
[TW, TY] = c c T*‘T”[T*, T] T4-‘--.,T*P--r. (3.18) 
r=O s=o 
By using an obvious induction argument, from (3.17) and (3.18) we 
obtain 
(3.19) 
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Since T and T’ are pure, we have 
span ( TqT*“‘D’i2x : q, m > 0, x E X} = %’ 
and 
span { TqT*mD’1i2~’ : q, m 2 0, X’ E X“ ) = I?. 
Now we can define the unitary operator V on S by setting 
j,‘( TyT*“D1/zx) = 7”“7-‘*“D’1!2~x. (3.20) 
By (3.19), Eqs. (3.20) really define a unitary operator and, moreover, 
VT= 7°K Thus T and T’ are unitarily equivalent. 
3.4. Our next task is to prove the second main result of the paper. 
THEOREM B. The S?(X)-valued compactly supported distribution I-= 
- D’128C is a complete unitary invariant for a pure hyponormal operator T. 
Proof. Let T and T’ be two pure hyponormal operators on &‘. We 
define D, C, X, and D’, C’, X ‘^, as in the proof of Proposition 3.3. 
Let r= - D’l’aC and r’ = - D”‘*aC’ and let us suppose that U: X -+ X’ 
is a unitary operator so that 
uru* = r. (3.21) 
By applying the Cauchy transform, one finds 
UD”2C(z) U* = D”“C’(z). (3.22) 
But by Lemma 2.3 we know that 
T(ac).cp=Zac.cp+~~cD'/2ac,.cp 
for any function cp in G@(C) 6 X. Then it follows that 
Now, by an induction argument, from (3.22) and the last equations we 
obtain 
UD”2T”C(z) U* = D”‘*T’“C’(z). (3.23) 
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But for any z in a neighbourhood of infinity we can write the power 
expansion 
C*@) = D”IT=-’ = -D”’ c T”/f+ ’ (3.24) 
II 2 0 
and a similar expression for C’*(Z). 
By (3.24) we find 
UC*(z) C(z) u* = c’*(z) C’(z) (3.25) 
for large values of 1~1, thus T and T’ are unitariiy equivalent by 
Proposition 3.3. 
4. A FUNCTIONAL MODEL 
Daoxing Xia was the first to remark that every pure hyponormal 
operator can be realized on a direct integral over the real line as a com- 
bination between multiplication operators with bounded measurable 
functions and the Hilbert transform, and since then his paper [22] has 
been a basic reference of the theory. That approach was intensively and 
successfully used in the study of this class of operators; cf. [2, 15, 241. 
On the other hand, most of the concrete hyponormal and especially sub- 
normal operators act naturally on function spaces defined on a domain of 
the complex plane. However, only the past few years have shed some light 
on the two-dimensional representation problem for arbitrary hyponormal 
operators (with rank-one self-commutator); cf. [4, 16, 18, 231. 
In a previous paper [ 181 a general framework was developed for 
producing two-dimensional functional models for arbitrary hyponormal 
operators by starting with a generating subspace of eigendistributions of 
the adjoint operator. Theorem A above provides a canonical and, in a 
generic sense, minimal subspace of such eigendistributions. This section is 
devoted to its corresponding two-dimensional singular integral model. 
4.1. We recall a few of the notations introduced in the preceding sec- 
tions. Let T be a hyponormal operator on the Hilbert space 2, and let 
D = [T*, T] stand for its self-commutator. C is the associated contractive 
operator function, with the initial space %‘= (Ran D)- and r= - D'/2iW. 
4.2. By virtue of Theorem A above, the closed linear span in the space 
WF~(J’?) of the elements aC. x, with x in 3, is a generating subspace G of 
eigendistributions, for the pure part of the operator T, in the terminology 
580/73/2-6 
312 MARTIN AND PUTINAR 
and with the notations of [lS]. Consequently, the compresion KF of the 
distribution kernel K, to this space is 
KF( w, z) = a,,.a,C*(w) C(z). 
The remaining part of this section is devoted to restating in a more 
precise form Theorem 4.6 in [ 181, in the case of this generating subspace. 
For the sake of completeness we avoid the references to that paper. 
4.3. In addition let us assume that T is a pure hyponormal operator. 
Let 43 be the separate completion of the space 9(C) 0 % with respect o 
the seminorm 
It is plain to check that the operator U: 4$ + 2 defined by 
U(cp) = J WI &Gz) &(=)3 cpEGiyC)@.l%^ (4.2) 
is an isometry. Moreover U is onto because of Theorem A and the 
assumption on complete non-normality (compare with the proof of 
Corollary 5.2 from [IS]). It is also straightforward to verify that the mul- 
tiplication operators with z and ? on 9(C)@?%” induce two well-defined 
bounded linear operators on sj, which will be denoted by the same sym- 
bols, respectively. 
The main result is the following: 
4.4. THEOREM. Let T be a pure hyponormal operator on the Hilbert space 
X, and let U: $3 -+ 2 be the corresponding unitary operator, defined on the 
function space sj. 
The identities 
(a) U*T*U(cp) = Zcp, 
(b) U*TU((p) = zq - ~‘(f-. cp) * l/Z, 
(c) U*[T*, T] U(q) = x-’ j D”*C(z) @(z) dp(z) 
hold true.for every function cp in 9(c)@%. 
Proof: Throughout this section let cp denote an arbitrary element of 
WOK 
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(a) By Stokes’ theorem we have successively 
T*U(cp) = 1 T*c(z) h(z) 44z) 
313 
= J D”%+) 4(z) + J C(z) (YW)(z) &cl(z) 
= U(Zfp). 
(b) In order to prove the identity (b) we recall the relation (2.7), 
which combined with the observation (1.2) from the preliminaries yields 
Tut(P) = J TC(z) he) &(z) 
= s C(z) ~(v)(z) &(z) - (TX. cp)(Q) 
= U(v) + ;: 1 C(z) T,(z) cp(z) h(z) 
= U(zcp)-n-‘U(h$ (T,cp) * l/Z) 
= U(zcp-n-‘(r.cp) * l/Z). 
Because U(q) = 0 whenever supp(cp) is disjoint of a(T), we put by 
definition 
U($) = UW), $E&a=)@T (4.3) 
for any function x in 9(C) with x = 1 in a neighbourhood of a(T). This is 
the meaning of the expression U(r,cp * l/Y), while the last equality is a con- 
vention of notation. 
(c) Before computing the self-commutator of the operator U*TU, let 
us remark that the identity (b) can be reformulated in the following non- 
distributional form: 
Therefore we get 
U*[T*,T]U(cp)=[U*T*U,U*TU]((p) 
z71-1 
I D"'C(i) &4i) &(i) 
and the proof is complete. 
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4.5. We remark finally that the range of the operator U*[ T*, T] U 
consists of classes of constant functions like x 0 x, with x in X. Moreover, 
a short computation which will appear in the next section shows that 
r/(x @ x) = 7rD”*x, x E x. 
5. POSITIVE DEFINITE KERNELS AND HYPONORMALITY 
The functional model of a pure hyponormal operator Tin Y(Y?)), which 
was described in the preceding section, relies on two operator valued 
objects, namely on the kernel 
K(w, z) = c*(w) C(z) E L”(C) g,, PyX) 
and on the unitary invariant distribution 
I-= -D”*dCE9’(@) 6 Y(X). 
They were related by the equation (2.8). The purpose of the first part of 
this section is to characterize those positive definite kernels 
KE~‘~(C~) 6,. L?(X) which produce pure hyponormal operators, at the 
level of an associated first order Sobolev space with respect to the operator 
a, as in Theorem 4.4. 
Roughly speaking, the kernel I- K turns out to be, in a weak sense, a 
generalized analytic function (in the terminology of Vekua) off the diagonal 
of the space C2, subject to a uniform boundedness condition. The equation 
of definition for K is precisely (2.8), with the distribution r as a given 
datum. This equation was studied for the first time by Clancey [4], in the 
scalar case (of hyponormal operators with rank-one self-commutator). 
We should mention that the kernel associated in a similar way to a nor- 
mal operator is, off the diagonal of C2, an analytic function in the first 
variable and anti-analytic in the second variable; cf. [IS]. 
The last part of this section describes the procedure of recuperating the 
operator T, and implicitly the Hilbert space z@, from the kernel 
C*(u) C(Z), with / ~‘1, 1~1 & 0. It turns out that the central object in this 
contruction is also a positive definite kernel, which depends on a pair of 
discrete variables. It is characterized by a linear equation together with a 
boundedness condition. 
5.1. THEOREM. Let 2 he a separable Hilbert space and let K: C2 + 
2’(!Z.“) be a measurable, positive definite function with the following 
properties: 
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(a) There is a constant A4 such that 
IIK(~,Z)ll~M(l+IM’Z/)~’ (5.1) 
for every pair (w, z) E C2. 
(b) There is a compactly supported distribution f in 9’(C) 6 U(!I) 
such that for every function cp in 9(c) 6 J, the relation 
(WI- 4 cue, 43 CP(Z) = 0) CP(Z) - fj~ ~(4 4 u4 CP(Z) (5.2) 
holds true in the weak topology of 9’(C’) 6 Y. 
Then there exist a Hilbert space 2, a pure hyponormal operator T in 
U(&‘) and a canonical isometric embedding of the space (Ran 0”‘) into J 
such that 
and 
K( ~1, z ) = c*(w) C(z) almost ever~,rt*here in C’ (5.3 
I- = -D’ ‘c?C. (5.4 
Proof: We divide the proof of the theorem into many steps. 
(i) The Kolmogorov ,factorization qj’ the kernel K. 
By a general well-known result due to Kolmogorov (see, for instance, 
[ 141 for a proof in the scalar case) there exist a Hilbert space A and linear 
bounded operators 
so that 
K(w, z) = C:(w) C’,(z), (w, 2) E c’. (5.5) 
Moreover, the minimal space A! with this property, which is generated by 
the vectors C,(z) x, ZE@, XE?.?“, is unique up to a unitary isomorphism. 
Then the properties of the kernel K are transmitted to the function C,. 
Namely, one gets from (5.1) the estimate 
/IC,(z)l12<~(1 + Iz12)r’, ZEC, (5.6) 
and, since K is measurable and the space A’ is minimal, it turns out that C, 
is also an operator valued measurable function. 
Equation (5.2) implies that C, is an anti-analytic function off the support 
of the distribution r. Indeed, a Fourier transform argument, or an 
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evaluation of a,K(w, z) in an appropriate Sobolev space, shows that the 
distribution d,Ko,V, 2). q(z) cannot be supported by the diagonal, for every 
cp in g(C) 6 %. 
Because of (5.6), the funciton C, has a power series expansion at infinity 
of the form 
C,(z)= -RI?+ 1 R,/Yfl 
for large values of I,- I. 
Let us write Equation (5.2) for / M’ ( $0: 
(w-z) c:(w) K,(z) q(3) = l-(z) q?(z) - c:(w) fi: C,(Z) f,(z) p(z). 
By identifying the first term of the two analytic series in ~11, with coefficients 
in the space g’(C) G x’, one gets 
I- = - R”?C 1. 
We put F= -R*C,, so that FEL’(~Z) 6, Y(X) and 
(5.8) 
By (5.5) we have 
I-=?F. (5.9) 
lim ,=,, ,,,, _ x M‘?K(M., z) = lim ZF(r) = R*R. (5.10) 
I=( + I 
Finally let us denote by A the square root (R*R)“” in Y(A’). 
(ii) The fkctional space associated to K. 
Let sj denote the separate completion of the space G@(C) 6 .% in the 
following seminorm 
Since the kernel K is antianalytic in z off the support of the distribution I-, 
we obtain I( ‘p 11 B = 0 whenever the supports supp(cp) and supp(f) are 
disjoint. Consequently, the multiplication operator with Z is bounded in the 
above seminorm. We denote by S* its extension to Sg, and we write 
formally 
s*ql = zcp. 
Throughout this section unless otherwise stated, cp and $ denote 
elements of the space g(C) &I !Z. 
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We assert that the adjoint S of S* in U(B) acts by the formula 
Scp=zq-n-‘(l-y)* l/Z. (5.11) 
Indeed, at the level of distributions, (5.11) is equivalent with 
a(S~)=zacp+cp+r~cp=zaCD+cp+~~f~cp, 
so that 
(W $&=j (KC w, z) a(sv)(z), W(w)> 44z) 44w) 
+ 5 (K(w, z) cp(z), W(w)> 40) 44~) 
+ f’; j (K(w, z) r,:(z) dz),. G(w)> 44~) 44~). 
Here we implicitly use the convention together with the existence of the 
limit 
K(w,z)Ep=f~ K(w,z)F,(z)cp(z), 
which is asserted in the statement. 
From Eq. (5.2) we obtain 
because J all/(w) &(w) = 0. 
In fact (5.9) leads to a functional expression for the operator S, namely 
Thus the range of the operator [S*, S] consists of classes in the space $ 
of identically constant functions in a neighbourhood of supp(r). Let x0x 
be the representative of such a function, with x in g(C), x = 1 on supp(r), 
and x in %. The relations (5.5) and (5.7) imply 
I K(w,z)dx(z)dp(z)=d:(w)R. (5.12) 
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Consequently we have 
so that 
In conclusion we have proved that the operator S on 9 is hyponormal. 
We shall prove that this is the expected operator. It remains to compare its 
kernel C*(w) C(z) with K(M), z). 
(iii) The isometric embedding of sj into .,&. 
The definition of the scalar product on the space $7 shows that the 
operator 
extends up to an isometry V: 45 -+ .A’. Let us denote 
T= WV*, 
such that T is a hyponormal operator on the Hilbert space A’. Moreover, 
T as well as its adjoint T* vanish on the orthogonal complement of the 
space 
span 
is 
C,(z) &p(z) dp(z): cp E 9(c) 6 X . 
The formulae given in part (ii) of the proof imply 
T*jC,dqdp= C,%$dp s 
and 
[T*,T] jC,&ydp=RR* jC,&pdp=A’jC,&pdp. 
Hence a( r; C,) = 0 in the sense of distributions, and [T*, T] “2 = A. By 
using (5.5) one gets 
T;C,(z)=R, ZEC. (5.13) 
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Let R* = U(RR*)‘12 = UA be the polar decomposition of the operator 
R*. The partial isometry U identities the space (Ran A)- with a subspace 
of x. 
On the other hand, there is the contractive operator function C in 
L”(c) 6,, T((Ran A)-) attached to the hyponormal operator T, so that 
T;* C(z) = A. Therefore we obtain from (5.13) the identity 
T,*(C,(z) - C(z) U*) = 0, ZEC. (5.14) 
(iv) The comparison of the two kernels. 
Let A? = AP @ A?,, be the orthogonal decomposition of the Hilbert space 
AZ into pure and normal parts, with respect to the hyponormal operator T. 
The function C takes values only in the pure subspace A$,. 
Let us define the operator valued function C’: C -+ Y(!X, A’) as follows: 
C’(z) = C,(Z) 
if Ker TT A Ker T; = (0) 
C(z) u* otherwise. 
Since the Hilbert space B is separable, the condition 
Ker T,* n Ker T, # (0) 
holds only for a countable set of points z in @ (on these subspaces the 
operator T is normal). Therefore the function C’ is still measurable, and, 
moreover, its class in L”(C) 6,, .2(X, A) coincides with that of C,. 
Then we infer from (5.14) that 
C’(z) - C(z) u* E Y(X, Jiqj), ZEC. 
But A$ c Qj, and consequently, the space V!Fj is generated by the vectors 
of the form j (C’ - CU*) &p & and j CU*a(p dp, so that we conclude that 
Ap = v$j. 
In other words, the hyponormal operator S, as well as the restriction of 
T to the subspace V!& is pure. 
Equation (5.2), together with the Kolmogorov factorization (5.5) 
implies the relation 
which holds at the level of distributions. On the other hand we have a 
similar expression for the function CU*, namely 
rza cu*(p = !‘,:: cu*uD’~2ac, u*cp. (5.16) 
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Because the invariant r is completely determined by the values of the 
operator function O(z)= C*(z) C(z) for Iz( $0 (see 5.2 below), we infer 
from (5.14) that 
I-= - UD’12d CU”. 
Then by comparing (5.15) with (5.16) one gets 
T,@C’- CU*) cp =O, cpELa(C) @ x. 
Thus, by respecting the inductive proof of Theorem B we obtain 
AT’(C’-cu*)=o 
for every non-negative integer n. 
Finally, by virtue of relation (5.13), we get the identities 
AT’T*“‘(C’ - Cu*) = 0, n,m>,O, 
which prove, together with the observation that the operator T is pure on 
the space V!& that C’ = CU*, and the proof of Theorem 5.1 is complete. 
5.2. Our next result gives a constructive way of recuperating the space 
.@ and the pure hyponormal operator T from the values of the function 
O(z) = C*(z) C(z), for ) z 1 $0. This is the precise meaning of the assertion 
that the function 0 determines completely the invariant r (see the last part 
of the proof of Theorem 5.1). 
In order to state the result, let (Z+)’ denote the semigroup of all pairs of 
non-negative integers, with the generators I = (1, 0), K = (0, 1) and the zero 
element 0 = (0, 0). 
PROPOSITION. Let % he a separable, complex Hilbert space, and let 
Iv: (z+)Zx (Z+y+ 2yfit”) 
be a positive definite function with the following properties: 
(a) There is a constant M such that 
for any finite subset {x1} of X‘. 
(b) There is a,function G: (Z+)2 --$9(X) such that 
P -1 
N(cr + z, p) - N(cr, fi + K) = 1 N(cc, rz) G(P - (r + 1) I) (5.18) 
r=O 
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and 
N(e, a) = N(~K, mc) = G(U) (5.19) 
for any CL = (m, n) and fl= (p, q) in (Z + )‘. 
Then there exist a Hilbert space 2, a pure hyponormal operator T in 
U(X) and a canonical isometric embedding of the space (Ran D112)- into 
A?, so that 
N(a,B)=D1!2T'T*"TPT*YD1i', a = (m, n), P = (P, 4). (5.20) 
Remark. Before beginning the proof of Proposition 5.2, we have to 
remark that, via the equations (5.20) the arguments involved in the proof 
of Proposition 3.3 lead easily to a connection between the positive definite 
kernel N with the properties (5.17) (5.18) (5.19) and the function 0. 
Proof. By the previously mentioned result of Kolmogorov, there exist a 
Hilbert space Y?“, unique up to a unitary isomorphism, and linear bounded 
operators 
R(r): .‘x -+ sf, aE(.z+)” 
so that 
NM, 6) = R*(a) R(B), a, bE(Z+.)7 (5.21) 
and 
~=span(R(P).u:BE(~‘)‘,.YE~t^). (5.22) 
By condition (5.17), we can define a linear bounded operator T on A?, as 
follows: 
TR@) x = R(j? + I) x, pE(z+)2,xE.x. (5.23) 
From (5.18) (5.21) and (5.22) we derive, by a direct computation 
p-1 
T*R(p)x=R(p+~)x+ c R(rt)G(P-(r+l)l), B=(P,q),xEx. 
t-=0 
(5.24) 
From (5.23) (5.24) and (5.19) it follows that 
CT*, T] R(B) x = R(8) G(p) x = R(B) N(8, j) x = R(8) R*(O) R(p) x 
for every /I in (Z + )’ and x in 3. 
Thus D = [T*, T] = R(B) R*(O), hence T is a hyponormal operator. It is 
pure because of the condition (5.22) and Eqs. (5.23) (5.24). 
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Let U be the partial isometry which appears in the polar decomposition 
R*(8) = UD’12. 
The operator U identifies the space (Ran D’j’)- with a subspace of 3’. 
Let us denote 
fi(,, /j) = D’i2T)IT*mTQ-*qD’12, ~=(m,n),B=(P>q) 
and 
&) = DIdT”T*“‘D1/2, x=(m,n). 
We have to prove that 
N(4 P) = UN% B) u*, ct, p E (Z + )Z. (5.25) 
A simple bracket identity shows that I?’ is uniquely determined by G, and, 
moreover that m and G are related by the equations (5.18), (5.19). Since N 
is also uniquely determined by G, it turns out that (5.25) will be a con- 
sequence of the next relation: 
G(a) = U&c) U*, c( E (Z + )‘. (5.26) 
In order to prove it, we remark that we have from (5.24) 
T*“‘R(B) = R(mk-), mEi?+. 
Therefore, for any cx = (m, n) we obtain 
(j&y) lJ* = UD’f2T”T’“‘D’f2U* 
= R*(O) T”T*“‘R(B) 
= R*(w) R(mrc) 
= N(m, mK) = G(a), Q.E.D. 
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