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ON AN EXTREMIZATION PROBLEM
CONCERNING FOURIER COEFFICIENTS
MICHAEL CHRIST
Abstract. Among subsets of Euclidean space with prescribed measure, for which sets is
the Lq norm of the Fourier transform of the indicator function maximized? Various partial
results concerning this question are established, including the existence of maximizers
and the identification of maximizers as ellipsoids for exponents sufficiently close to even
integers.
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1. Introduction
1.1. An extremization problem. Consider the Fourier transform
f̂(ξ) =
∫
Rd
e−2πix·ξf(x) dx
of a function f : Rd → C. Let q ∈ (2,∞) and let p = q′ = q/(q−1) ∈ (1, 2) be the exponent
conjugate to q. The sharp Hausdorff-Young inequality of Beckner [2] states that
(1.1) ‖f̂‖q ≤ C
d
q‖f‖q′
for all f ∈ Lq
′
(Rd), where Cq = p
1/2pq−1/2q. The constant Cdq is optimal. Lieb [16]
has shown that f maximizes the ratio ‖f̂‖q/‖f‖q′ if and only if f is a Gaussian function
c exp(−Q(x, x) + v · x), where Q is a positive definite real quadratic form, v ∈ Cd, and
c ∈ C.
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In this paper we pose a variant extremization problem by introducing a constraint.
Denote by 1E the indicator function of a set E. Which sets E ⊂ R
d, if any, maximize
the ratio ‖1̂E‖q/‖1E‖q′? That the supremum of this ratio is strictly less than C
d
q is a
consequence of [12].
By a subset of Rd or of Sd−1 we will always mean a Lebesgue measurable subset. Two
Lebesgue measurable sets are considered to be equivalent if their symmetric difference is a
Lebesgue null set. The ratio ‖1̂E‖q/‖1E‖q′ respects this equivalence relation. Throughout
the discussion, we do not distinguish sets from equivalence classes of sets under this relation.
The exponents q = 2 and q = ∞ are exceptional, in that all sets of given measure yield
a common value for the ratio. For q = 2 this is Plancherel’s Theorem, while for q = 1 there
is the relation ‖1̂E‖∞ = 1̂E(0) = |E|.
Exponents q ∈ {4, 6, 8, . . .} are known to be exceptional in other respects. For instance,
the optimal constant in the Hausdorff-Young inequality was found first by Babenko [1]
for these exponents. More directly relevant to our topic is the link between the Fourier
transform and convolution, whereby the Fourier transform can be eliminated from the
discussion for q ∈ {4, 6, 8, . . . } via the identity
(1.2) ‖1̂E‖
q
q = ‖1E ∗ 1E ∗ · · · ∗ 1E‖
2
2,
where ∗ denotes convolution of functions and there are q/2 factors 1E in the convolution.
No similar elimination of the Fourier transform is available for any other exponent in (2,∞).
The Riesz-Sobolev inequality implies that among all sets E of specified measure, the
quantity ‖1E ∗ 1E ∗ · · · ∗ 1E‖
2
2 is maximized by balls, and hence, by the affine invariance
discussed below, by arbitrary ellipsoids. Therefore ellipsoids are among the maximizers
‖1̂E‖q/|E|
1/q′ for these particular exponents. This reduction leads to a complete answer to
our question for these same exponents, through work of Burchard [6], who has shown that
‖1E ∗ 1E ∗ · · · ∗ 1E‖
2
2 is maximized, among all sets E of specified Lebesgue measure, only
by ellipsoids.
It is natural to ask: Might ellipsoids be extremizers for other exponents, perhaps for
all exponents in (2,∞)? There are grounds for caution. Indeed, for typical exponents
the mapping f 7→ ‖f̂‖q lacks at least two important monotonicity properties that hold for
q ∈ {4, 6, 8, . . . }. Let q ≥ 2, and for the sake of simplicity of the statements consider only
functions in L1 ∩ L2. Then:
(i) The inequality ‖f̂‖q ≤ ‖ |̂f | ‖q holds for all functions f , if and only if q ∈ {2, 4, 6, . . . }.
The failure of this inequality for q = 3 was shown by Hardy and Littlewood, and subse-
quently was proved by Boas [4] for all other exponents not in {2, 4, 6, . . . }. Green and Ruzsa
[15], and independently Mockenhaupt and Schlag [18], have established more quantitative
results in this direction.
(ii) Let f ≥ 0, let p = q′, and let u(t, x)p satisfy the heat equation ∂tu
p = ∆xu
p with
u(0, ·) = f . Then ‖u(t, ·)‖p ≡ ‖f‖p for all t ≥ 0. For q ∈ {2, 4, 6, . . .}, the norm ‖û(t, ·)‖q is
a nondecreasing function of t under this flow for arbitrary initial data f . Babenko’s inequal-
ity is a simple corollary of this monotonicity. Bennett, Bez, and Carbery [3] have shown
that for every exponent q /∈ {2, 4, 6, . . .} there exist initial data for which this monotonicity
fails.
In this paper we explore this extremization problem. We show that for many exponents,
ellipsoids are indeed (global) maximizers, and moreover are the only maximizers. We estab-
lish various related results. However, all of our global results rely in part on perturbative
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considerations. We do not bring to light any general principle which would explain such a
result for arbitrary exponents, and the question remains open in general.
If ellipsoids are indeed extremizers, then the optimal constant in the inequality satisfies
Aqq,d = |B|
−(q−1)
∫
Rd
|1̂B|
q where B is the unit ball in Rd. This author is not aware of an
expression for the right-hand side in more elementary terms for general dimensions and
exponents. It is the identity of the extremizing sets, rather than an elementary expression
for the values of these constants, that is of interest.
This paper is one of a series in which inverse theorems of additive combinatorics are
applied to affine-invariant inequalities. All of our global results rely on a compactness
theorem, whose proof relies in turn on such an inverse theorem.
The author is grateful to Dominique Maldague for a critical reading of the manuscript
and for useful advice on the exposition.
2. Results
2.1. Some notation. Two Lebesgue measurable sets are considered to be equivalent if
the Lebesgue measure of their symmetric difference vanishes. Likewise, two functions are
equivalent if they agree almost everywhere. By equality of sets or functions we will always
mean equivalence in this sense. Thus two Lebesgue measurable functions are said to be
disjointly supported if their product vanishes almost everywhere.
For E ⊂ Rd, we denote by E⋆ the closed ball in Rd that is centered at 0 and satisfies
|E⋆| = |E|. 〈x〉 = (1+ |x|2)1/2 for x ∈ Rd. Denote by B the unit ball B = {x ∈ Rd : |x| ≤ 1}
in Rd, and by ωd = |B| its Lebesgue measure. Q
d denotes the unit cube
Qd =
{
x = (x1, . . . , xd) ∈ R
d : 0 ≤ xj ≤ 1 for every 1 ≤ j ≤ d
}
.
|E| denotes the Lebesgue measure of a set E. A △ B denotes the symmetric difference
(A \B) ∪ (B \A) of two sets.
Reflections of functions are denoted by
(2.1) g˜(x) = g(−x)
for any function g : Rd → C. We write 〈f, g〉 =
∫
Rd
f g; in the analysis below, often both
functions are real-valued. q′ = qq−1 denotes the exponent conjugate to q, throughout the
paper.
Definition 2.1. For d ≥ 1 and q ∈ (2,∞),
(2.2) Φq(E) = |E|
−1/q′‖1̂E‖q
and
(2.3) Aq,d = sup
E
Φq(E).
Division by |E|1/q
′
normalizes Φq, making Φq(E˜) = Φq(E) whenever E˜ is a dilate of E.
The supremum defining Aq,d is taken over all Lebesgue measurable sets E ⊂ R
d with
positive, finite Lebesgue measures. The classical Hausdorff-Young inequality guarantees
that Aq,d ≤ 1 < ∞; the sharp Hausdorff-Young inequality of Beckner guarantees that
Aq,d ≤ C
d
q = (p
1/2p/q1/2q)d < 1; the compactness theorem of [12] for the Hausdorff-Young
inequality ensures strict inequality Aq,d < C
d
q .
Aff(d) denotes the group of all affine automorphisms of Rd. The functional Φq is affine-
invariant in the sense that
(2.4) Φq(T (E)) = Φq(E) for all T ∈ Aff(d)
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for all Lebesgue measurable sets E ⊂ Rd with |E| ∈ R+. Consequently
(2.5) Aq,d = |B|
−1/q′ sup
|E|=B
‖1̂E‖q,
and ‖1̂E‖q = ‖1̂B‖q for any ellipsoid E satisfying |E| = |B|.
Throughout the paper, ̺ denotes a strictly positive quantity which depends on the di-
mension d and on the exponent q, and which can be taken to be independent of q so long
as q is restricted to a compact subset of the indicated domain.
Let E denote the set of all ellipsoids E ⊂ Rd. For any Lebesgue measurable subset
E ⊂ Rd with |E| ∈ (0,∞) define
(2.6) dist(E,E) = inf
E∈E
|E ∆E|
|E|
where the infimum is taken over all ellipsoids satisfying |E| = |E|. Again, the normalizing
factor makes dist(E,E) invariant under the action of Aff(d). We emphasize that this notion
of distance is not closely related to the Minkowski distance between compact sets.
The elementary proof of the following lemma is omitted.
Lemma 2.1. Let d ≥ 1. For any Lebesgue measurable set E ⊂ Rd, dist(E,E) = 0 if and
only if there exists an ellipsoid E satisfying |E∆ E| = 0.
The following two functions occur naturally in analysis of 1̂E for sets E having small
symmetric difference with the unit ball B.
Definition 2.2. For q ∈ (2,∞) and d ≥ 1, functions Kq and Lq with domain R
d are defined
by
(2.7)
{
K̂q = 1̂B |1̂B|
q−2
L̂q = |1̂B|
q−2.
For any d ≥ 1 and q ∈ (2,∞), Kq and Lq are both locally integrable, real-valued, radially
symmetric functions. This is justified below.
Define
(2.8) qd = 4− 2(d + 1)
−1.
This exponent satisfies 3 ≤ qd < 4 for all dimensions d. A restriction q > qd arises in parts
of our analysis. It might perhaps be relaxed at some points, but certain aspects of the local
analysis do break down in an essential way for all q ∈ (2, 3) when d = 1.
2.2. Existence and precompactness. The following precompactness statement, valid
for arbitrary exponents q ∈ (2,∞), is a foundational result. Aq,d continues to denote the
supremum over all sets E of ‖1̂E‖q / |E|
1/q′ .
Theorem 2.2. Let d ≥ 1 and q ∈ (2,∞). Let (Eν) be a sequence of Lebesgue measurable
subsets of Rd with |Eν | ∈ R
+. Suppose that limν→∞Φq(Eν) = Aq,d. There exist a sequence
νk of indices tending to infinity, a Lebesgue measurable set E ⊂ R
d satisfying 0 < |E| <∞,
and a sequence (Tk) of affine automorphisms of R
d such that the sets E♯k = Tk(Eνk) satisfy
(2.9) lim
j→∞
|E♯j ∆E| = 0.
The existence of maximizers is a direct consequence.
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Corollary 2.3. For any d ≥ 1 and any q ∈ (2,∞), there exists a Lebesgue measurable set
E ⊂ Rd with |E| ∈ R+ such that Φq(E) = Aq,d.
An additive combinatorial inverse theorem of Fre˘ıman is central to the proof of Theo-
rem 2.2. Its presence is somewhat obscured by the organization of the proof; the central
Lemmas 12.6 and 12.7 of the present paper are direct consequences of Proposition 6.4 of
[12], whose proof in turn relies on the inverse theorem.
2.3. First variation: a necessary condition. We say that ellipsoids are local maximizers
of Φq if there exists η > 0 such that Φq(B) ≥ Φq(E) for all Lebesgue measurable sets E ⊂ R
d
satisfying dist(E,E) < η.
Proposition 2.4. Let d ≥ 1 and q ∈ (2,∞). If ellipsoids are local maximizers of the
functional Φq then
(2.10) ess inf |x|≤1Kq(x) ≥ ess sup|x|≥1Kq(x).
Here ess inf and ess sup are the essential infimum and supremum, respectively, in the
usual measure-theoretic sense.
For d = 1 there is a partial converse; see Proposition 2.8 below. For d > 1 a second
variation comes into play, and the analysis is more intricate.
We are not in possession of any formula for Kq, for general exponents, which would
make it possible to determine whether (2.10) holds. Various partial results concerning its
validity are established below and in the companion paper [14]. Condition (2.10) holds
for all sufficiently large q; it holds for all exponents sufficiently close to {4, 6, 8, . . . }; in
dimension d = 1 it holds for all exponents sufficiently close to 2 and also for q = 3 [14];
numerical evidence [14] suggests that it holds for all q ∈ (2,∞) for d = 1; we are not aware
of any case in which it fails.
The condition (2.10) would hold if the restriction of the radially symmetric function
Kq to rays emanating from 0 were strictly decreasing. This monotonicity holds for q ∈
{4, 6, 8, . . . }, but numerical calculations [14] indicate that it is false for general exponents,
and in particular, for q = 3 when d = 1.
2.4. A form of stability. The next result asserts that if ellipsoids maximize the functional
Φq in a strong sense for some exponent q, then they also maximize Φr for all exponents r
sufficiently close to q. This principle will be used to analyze exponents close to {4, 6, 8, . . . }.
Recall that for E ⊂ Rd, E⋆ ⊂ Rd denotes the closed ball centered at the origin satisfying
|E⋆| = |E|.
Proposition 2.5. Let d ≥ 1 and q > qd. Suppose that there exist c, δ > 0 such that
‖1̂E‖
q
q ≤ ‖1̂E⋆‖
q
q − cdist(E,E)
2|E|q−1
for all Lebesgue measurable sets E ⊂ Rd satisfying |E| ∈ (0,∞) and dist(E,E) ≤ δ. Then
for any exponent sufficiently close to q, the same inequality holds for some constants c, δ >
0.
Scaling considerations dictate the exponent q − 1 attached to |E| in a straightforward
manner. More worthy of note is the exponent 2 attached to dist(E,E).
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2.5. Exponents close to even integers.
Theorem 2.6. Let d ≥ 1. For each even integer m ∈ {4, 6, 8, . . . } there exists δ(m) > 0
such that the following three conclusions hold for all exponents satisfying |q −m| ≤ δ(m).
Firstly, ellipsoids are extremizers of Φq, that is,
(2.11) Aq,d = Φq(B).
Secondly, ellipsoids are the only extremizers; for any Lebesgue measurable set E ⊂ Rd with
0 < |E| < ∞, Φq(E) = Aq,d if and only if E is an ellipsoid. Thirdly, there exists cq,d > 0
such that for every set E ⊂ Rd with positive, finite Lebesgue measure,
(2.12) Φq(E) ≤ Aq,d − cq,d dist(E,E)
2.
2.6. Large exponents. Ellipsoids are local maximizers of Φq, in a strong sense, for all
sufficiently large q.
Theorem 2.7. Let d ≥ 1. There exists Q < ∞ such that for every exponent q ∈ [Q,∞),
there exist c, η > 0 such that
(2.13) Φq(E) ≤ Φq(B)− cdist(E,E)
2
for every set E ⊂ Rd satisfying 0 ≤ dist(E,E) < η.
2.7. Dimension one. Our partial results are most comprehensive for dimension d = 1.
Proposition 2.8. Let d = 1. If q > 3 and if Kq satisfies
(2.14) min
|x|≤1−δ
Kq(x) > max
|x|≥1+δ
Kq(x) for all δ > 0
then intervals are local maximizers of Φq, in the strong sense that there exists cq > 0 such
that
(2.15) Φ(E) ≤ Φ(B)− cq|dist(E,E)|
2
whenever dist(E,E) is sufficiently small.
This result will be extended to q = 3, by an argument relying in part on numerical
calculations, in [14].
The restriction to large exponents in Theorem 2.7 is superfluous for d = 1:
Theorem 2.9. Let d = 1. For every m ∈ {4, 6, 8, . . . } there exists δ(m) > 0 such that for
all exponents satisfying |q −m| ≤ δ(m), the following hold. Firstly,
(2.16) Aq,1 = Φq(B) = 2
−1/q′π−1
( ∫ ∞
−∞
|ξ−1 sin(2πξ)|q dξ
)1/q
.
Secondly, there exists cq > 0 such that for every such set E,
(2.17) Φq(E) ≤ Aq,1 − cq dist(E,E)
2.
In particular, for any Lebesgue measurable set E ⊂ Rd with 0 < |E| <∞, Φq(E) = Aq,1 if
and only if E is an interval.
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2.8. The special case q = 4 and d = 2. More detailed calculations are possible for
(q, d) = (4, 2). Recall that Am,d = Φm(B) for all dimensions d and all m ∈ {4, 6, 8, . . . },
and in particular for m = 4, a direct consequence of the Riesz-Sobolev inequality.
The next two results concern the cases q = 4, and q ≈ 4, respectively, in dimension d = 2.
Theorem 2.10. Let d = 2. There exist c, C ∈ (0,∞) such that for any Lebesgue measurable
subset E ⊂ R2 with |E| ∈ R+,
(2.18) ‖1̂E‖
4
L4(R2) ≤ A
4
4,2|E|
3 − cdist(E,E)2|E|3.
If dist(E,E) is sufficiently small then
(2.19) ‖1̂E‖
4
L4(R2) ≤ A
4
4,2|E|
3 − γ4,2 dist(E,E)
2|E|3 + C dist(E,E)2+̺|E|3
where γ4,2 =
8
5π
−1 and ̺ > 0.
Theorem 2.11. Let d = 2. For all exponents sufficiently close to 4,
(2.20) Aq,2 = Φq(B).
For all Lebesgue measurable sets E ⊂ R2 with 0 < |E| <∞, Φq(E) = Aq,2 if and only if E
is an ellipsoid. Moreover,
(2.21) Φq(E) ≤ Aq,2 − c0 dist(E,E)
2
where c0 is an absolute constant. Finally, if dist(E,E) is sufficiently small and if q is
sufficiently close to 4 then
(2.22) ‖1̂E‖
q
Lq(R2)
≤ Aqq,2|E|
q−1 − γq,2 dist(E,E)
2|E|q−1 + C dist(E,E)2+̺|E|q−1
where γq,2 →
8
5π
−1 as q → 4, and ̺ > 0.
The proofs of Theorems 2.10 and 2.11 rely on an explicit calculation of the eigenvalues
of a certain rotation-invariant operator on the unit sphere S1 ⊂ R2. Each exponent and
dimension give rise in the same way to an operator of this type, on Sd−1, depending on
both parameters. We are not able to carry out the corresponding calculations in general,
but nonetheless have established the required inequalities for the corresponding eigenvalues
by other means to prove Theorem 2.6. Theorem 2.7 is based on an asymptotic analysis of
these eigenvalues as q →∞.
2.9. Some variants. (i) For q ∈ (1, 2), the relation between norms in the Hausdorff-Young
inequality is reversed: ‖f̂‖q ≥ c
d
q‖f‖q′ . This reversed inequality is equivalent, by duality,
to the Hausdorff-Young inequality in the regime q ≥ 2. We assert that all of the above
theorems have reversed versions for exponents q in the range (1, 2). However, these reversed
versions are equivalent by duality not to the theorems stated above, but to their analogues
concerning the functional
(2.23) Φ♯q(f) =
‖f̂‖Lq,∞
‖f‖q′
,
where Lq,∞ is the usual weak Lq space with the norm
(2.24) ‖g‖Lq,∞ = sup
E
|E|−1/q
′ ∣∣ ∫
E
g
∣∣.
This norm is equivalent, though not identical, to other norms commonly used for Lq,∞ [19];
duality considerations impose the particular norm (2.24) on us.
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These analogues follow from the methods developed here. Certain steps are carried out
in this paper as parts of the proofs of the main theorems, but these analogues are not fully
proved here.
(ii) Another quite natural variant is obtained by replacing indicator functions of sets by
bounded multiples, as follows.
Definition 2.3. Let f : Rd → C and E ⊂ Rd be a Lebesgue measurable function and a
Lebesgue measurable set, respectively. Then f ≺ E if f = 0 almost everywhere on Rd \E,
and |f | ≤ 1 almost everywhere on E.
Definition 2.4. For d ≥ 1 and q ∈ (2,∞),
Ψq(E) = sup
f≺E
‖f̂‖q
|E|1/q′
(2.25)
Bq,d = sup
E
Ψq(E)(2.26)
where the supremum is taken over all Lebesgue measurable sets E ⊂ Rd with positive, finite
Lebesgue measures.
A direct consequence of their definitions is that Aq,d ≤ Bq,d. Adapted from the periodic
setting to R, the example of Hardy and Littlewood demonstrates that Ψ3(E) is strictly
greater than Φ3(E) for some sets E. According to the results of subsequent authors, the
same holds for all exponents q ∈ (2,∞) \ {4, 6, 8, . . . }.
In work in progress [17], D. Maldague is developing results for the functionals Ψq parallel
to those for Φq. For many exponents, Aq,d = Bq,d, and all extremizers take the form e
ix·ξ1E
where E is an ellipsoid and ξ ∈ Rd is arbitrary.
(iii) For q = 2, all sets are extremizers. Because the derivative with respect to q of
‖1̂E‖
q
q, evaluated at q = 2, is Ψ(E) = 2
∫
|1̂E |
2 ln |1̂E |, it is natural to pose the same
questions concerning Ψ as for
∫
|1̂E |
q. These questions are not addressed in this paper.
3. Preliminaries
3.1. Continuous dependence of Aq,d on q. Part of our analysis is perturbative with
respect to the exponent q. It will be important that Aq,d and ‖1̂Eq‖ depend continuously
on q.
Lemma 3.1. Let d ≥ 1 and r ∈ (2,∞). As E varies over all subsets of Rd satisfying
|E| = 1, the functions q 7→ ‖1̂E‖q form an equicontinuous family of functions of q on any
compact subset of (2,∞).
Proof. For all y ∈ (0, 1] and all θ ∈ (0, 1],
yθ ≤ y + ln(1/y)(1 − θ)
because equality holds for θ = 1, and the derivative of yθ with respect to θ has absolute
value ln(1/y)yθ ≤ ln(1/y). If θ ∈ [12 , 1] then also y
θ ≤ y1/2 ≤ y + y1/2, so
yθ ≤ y +min
(
ln(1/y)(1 − θ), y1/2
)
≤ y + (1− θ)1/2
(
ln(1/y)y1/2
)1/2
≤ y + C(1− θ)1/2.
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Let r ∈ (2,∞) be given and assume |E| = 1. Consider any q ∈ [r, 2r] and set θ = r/q ∈
[12 , 1]. Then since ‖1̂E‖s ≤ 1 for all s ∈ [2,∞],
‖1̂E‖q ≤ ‖1̂E‖
θ
r‖1̂E‖
1−θ
∞ ≤ ‖1̂E‖
θ
r ≤ ‖1̂E‖r + C(1− θ)
1/2 ≤ ‖1̂E‖r + Cr|q − r|
1/2.
This same inequality holds for q ∈ (2, r) sufficiently close to r. Indeed, define θ by q−1 =
θr−1 + (1− θ)2−1. Provided that q is sufficiently close to r to ensure that θ ≥ 12 ,
‖1̂E‖q ≤ ‖1̂E‖
θ
r‖1̂E‖
1−θ
2 = ‖1̂E‖
θ
r|E|
(1−θ)/2
= ‖1̂E‖
θ
r ≤ ‖1̂E‖r + C|1− θ|
1/2 ≤ ‖1̂E‖r + Cr|q − r|
1/2.
The constant Cr is uniformly bounded for r in any compact subinterval of (2,∞), so
these upper bounds can be reversed to yield lower bounds. We have shown that∣∣‖1̂E‖q − ‖1̂E‖r∣∣ = O(|q − r|1/2)
uniformly for all sets satisfying |E| = 1, so long as q, r vary over some compact subset of
(2,∞). 
This equicontinuity has the following immediate consequence.
Corollary 3.2. For each dimension d ≥ 1, the mapping (2,∞) ∋ q 7→ Aq,d ∈ R
+ is
continuous.
The following variant will make possible a perturbation analysis with respect to the
exponent q.
Corollary 3.3. Let d ≥ 1 and q0 ∈ (2,∞). Let S be a collection of Lebesgue measurable
subsets E ⊂ Rd, satisfying |E| ∈ R+. Let η > 0, and suppose that Φq0(E) ≤ Aq0,d − η for
all E ∈ S. Then there exists δ > 0 such that
(3.1) Φq(E) ≤ Aq,d −
1
2η
for all E ∈ S and all exponents q satisfying |q − q0| < δ.
Proof. Because Φq is invariant under dilations, it suffices to prove this under the hypothesis
that |E| = 1 for all E ∈ S. Then the conclusion follows from the preceding corollary and
lemma. 
If q0 is an exponent for which one knows that Φq0 attains its maximum value on ellipsoids
and on no other sets, then for any τ > 0, one can apply this corollary with S equal to
the collection of all sets satisfying dist(E,E) ≥ τ to conclude that only sets satisfying
dist(E,E) ≤ τ are candidates to be extremizers of Φq for q close to q0.
3.2. Taylor expansion with respect to E. Let d ≥ 1 and q ∈ (2,∞). Let Kq, Lq be the
functions defined in (2.7), whose Fourier transforms are essentially powers of |1̂B|.
Much of our analysis will involve comparison of 1̂E with 1̂B for sets E ⊂ R
d that are close
to B. Two senses of closeness arise naturally in this analysis; first, the measure |E∆B| of
their symmetric difference may be small, and second, E∆B may be contained in a small
neighborhood of the boundary of B. To facilitate the comparison we use the function
(3.2) f = 1E − 1B.
This notation f will be employed throughout the discussion. Recall the notations g˜(x) =
g(−x) and 〈f, g〉 =
∫
Rd
fg. Convolution in Rd will be denoted by ∗.
Recall that qd = 4− 2(d+ 1)
−1, and that 3 ≤ qd < 4.
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Lemma 3.4. Let d ≥ 1 and q ∈ (3,∞). There exist ̺ > 0 and C < ∞ with the following
property. Let E ⊂ Rd and set f = 1E − 1B. If |E∆B| is sufficiently small then
(3.3) ‖1̂E‖
q
q = ‖1̂B‖
q
q + q〈Kq, f〉
+ 14q
2〈f ∗ Lq, f〉+
1
4q(q − 2)〈f ∗ Lq, f˜〉+O(|E∆B|
2+̺).
So long as q belongs to any compact subset of (qd,∞), the exponent ̺ and the constant
implicit in the notation O(·) in the term O(|E∆B|2+̺) may be taken to be independent of
q.
Because we are dealing with a constrained optimization problem, it will not the case that
the first perturbation term q〈Kq, f〉 vanishes when B is an extremizer. Nor is this term
strictly of second order in |E∆B|. It has a mixture of first order and second order aspects,
and on the whole is rather negative. On the other hand, the formally quadratic term 14q
2〈f ∗
Lq, f〉+
1
4q(q − 2)〈f ∗Lq, f˜〉 on the right-hand side of (3.3) will be nonnegative, to leading
order. Thus in order to determine whether B is a local maximizer, we must determine
whether the favorable term q〈Kq, f〉 is sufficiently negative to outweigh the unfavorable
terms involving Lq.
Proof of Lemma 3.4. Let q ∈ (3,∞). For any t ∈ C,
|1 + t|q = 1 + qRe(t) + 12q(q − 1)Re(t)
2 + 12q Im(t)
2 +O(|t|3 + |t|q).
Indeed, if |t| ≤ 12 this holds by the binomial theorem. If |t| ≥
1
2 then
|1 + t|q = O(|t|q) = 1 + qRe(t) + 12q(q − 1)Re(t)
2 + 12q Im(t)
2 +O(|t|q).
For q ≥ 2 and |t| ≥ 12 , the quantities 1, |t|, |t|
2 are all O(|t|q).
Since 1̂B is real-valued,
(3.4)
|1̂B + f̂ |
q = |1̂B|
q + qRe(f̂)1̂B|1̂B|
q−2
+ 12q(q − 1)(Re(f̂))
2|1̂B|
q−2 + 12q(Im(f̂))
2|1̂B|
q−2
+O(|f̂ |3|1̂B|
q−3) +O(|f̂ |q).
Since f , Kq, and Lq are real-valued, integrating the pointwise inequality (3.4) over R
d
and invoking Plancherel’s theorem gives
‖1̂E‖
q
q = ‖1̂B‖
q
q + q〈Kq, f〉
+ 12q(q − 1)
∫
(Re f̂)2|1̂B|
q−2 + 12q
∫
(Im f̂)2|1̂B|
q−2
+O(‖f‖3q′‖1B‖
q−3
q′ ) +O(‖f‖
q
q′).
Now ‖f‖q′ = |E∆B|
1/q′ . For q > 3, both 3/q′ = 3(q − 1)/q = 3 − 3q−1 and q/q′ = q − 1
are strictly greater than 2. Therefore
‖1̂E‖
q
q = ‖1̂B‖
q
q + q〈Kq, f〉+
1
2q(q − 1)
∫
(Re f̂)2|1̂B|
q−2
+ 12q
∫
(Im f̂)2|1̂B|
q−2 +O(|E∆B|2+̺)
where ̺ = ̺(q) > 0.
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Since f is real-valued,
̂˜
f is the complex conjugate of f̂ and therefore
1
2q(q − 1)(Re f̂)
2 + 12q(Im f̂)
2 = 18q(q − 1)(f̂ + f̂)
2 − 18q(f̂ − f̂)
2
= 18q(q − 2)f̂
2 + 18q(q − 2)(f̂)
2 + 14q
2f̂ f̂
= 18q(q − 2)f̂ ·
̂˜
f + 18q(q − 2)
̂˜
f · f̂ + 14q
2f̂ · f̂ .
Using this identity together with Plancherel’s Theorem gives
1
2q(q− 1)
∫
(Re f̂)2|1̂B|
q−2+ 12q
∫
(Im f̂)2|1̂B|
q−2 = 14q
2〈f ∗Lq, f〉+
1
4q(q− 2)〈f ∗Lq, f˜〉
since Lq is real-valued and even. Likewise,
Re
( ∫
f̂ 1̂B |1̂B|
q−2
)
= Re
( ∫
f̂ K̂q
)
= Re〈f,Kq〉 = 〈f, Kq〉
since f,Kq are real-valued. 
A variant of Lemma 3.4 holds for q = 3, and follows from the same proof.
Lemma 3.5. Let q = 3. For each d ≥ 1 there exists C < ∞ with the following property.
Let E ⊂ Rd. If |E∆B| is sufficiently small then
(3.5) ‖1̂E‖
3
3 = ‖1̂B‖
3
3 + 3〈K3, f〉+
9
4〈f ∗ L3, f〉+
3
4〈f ∗ L3, f˜〉+O(|E∆B|
2)
where f = 1E − 1B.
The distinction between the two lemmas is that the remainder term becomes merely
O(|E∆B|2) for q = 3, rather than O(|E∆B|2+̺). This lemma will be exploited in [14].
For q ∈ (2, 3) the situation changes. For simplicity we consider only the case d = 1.
Lemma 3.6. Let d = 1 and q ∈ (2, 3). For any set E ⊂ R1 satisfying |E| = |B| and
|E∆B| ≪ 1,
(3.6) ‖1̂E‖
q
q = ‖1̂B‖
q
q + q〈Kq, f〉+O(|E∆B|
q−1).
What is different in this regime is that the leading term q〈Kq, f〉 can have the same order
of magnitude as occurs when E is a translate of B.
Proof. Consider any dimension d. As in the proof of Lemma 3.4,
‖1̂E‖
q
q ≤ ‖1̂B‖
q
q + q〈Kq, f〉+O
( ∫
|1̂B(ξ)|
q−2|f̂(ξ)|2 dξ
)
+O
(
‖f̂‖qq)
= ‖1̂B‖
q
q + q〈Kq, f〉+O
(
‖1̂B‖
q−2
q ‖f̂‖
2
q) +O
(
‖f̂‖qq)
= ‖1̂B‖
q
q + q〈Kq, f〉+O
(
|E∆B|2(q−1)/q) +O
(
|E∆B|q−1).
= ‖1̂B‖
q
q + q〈Kq, f〉+O
(
|E∆B|1+̺)
where 1 + ̺ = 2(q − 1)q−1 ∈ (1, q − 1) since q > 2.
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To do better for d = 1, use the majorization 1̂B(ξ) = O(|ξ|
−(d+1)/2) and specialize to
d = 1 to obtain∫
|1̂B(ξ)|
q−2|f̂(ξ)|2 dξ ≤ C
∫
|ξ|−(q−2)|f̂(ξ)|2 dξ
= C
∫∫
f(x)f(y)|x− y|q−3 dx dy
≤ C
∫∫
1E∆B(x)1E∆B(y) |x− y|
q−3 dx dy
≤ C|E∆B|q−1.

3.3. A necessary condition. Here we prove Proposition 2.4. Recall thatKq is real-valued
and even, and is continuous for all q > 3− 2d+1 . In particular, for d = 1 it is continuous for
all q > 2. Lq is continuous for all q > 4−
2
d+1 = qd.
Because K̂q(ξ) = O(〈ξ〉
−(q−1)(d+1)/2), K̂q ∈ L
s for all s > 2d(d + 1)−1(q − 1)−1. If
2d(d + 1)−1(q − 1)−1 < 1 it follows that K̂q ∈ L
1 and hence Kq is a continuous function.
For any q > 2, 2d(d + 1)−1(q − 1)−1 ≤ 2d(d + 1)−1 < 2 and therefore K̂q ∈ L
s for some
s < 2. By the Hausdorff-Young inequality, Kq ∈ L
s′ . In particular, Kq is well-defined as a
locally integrable function.
Proof of Proposition 2.4. Let x′, x′′ ∈ Rd be any Lebesgue points of Kq that satisfy |x
′| > 1
and |x′′| < 1. Let B′, B′′ be the balls of measures δ with centers x′, x′′ respectively. Consider
any δ > 0 that is sufficiently small to ensure that these balls are contained in Rd \ B and
B, respectively. Let E = (B \B′′) ∪B′. Then |E| = |B| and f = 1B′ − 1B′′ .
Apply Lemma 3.6. The leading term is
〈Kq, f〉 =
(
Kq(x
′)−Kq(x
′′)
)
δ + ox′,x′′(δ).
Therefore
‖1̂E‖
q
q = ‖1̂B‖
q
q + q
(
Kq(x
′)−Kq(x
′′)
)
δ + ox′,x′′(δ).
By letting δ → 0 while x′, x′′ remain fixed we conclude that if Kq(x
′)−Kq(x
′′) > 0 then B
is not a local maximizer. 
3.4. The kernels Kq, Lq. 1̂B is a radially symmetric real-valued real analytic function
which satisfies
(3.7) |1̂B(ξ)|+ |∇1̂B(ξ)| ≤ Cd(1 + |ξ|)
−(d+1)/2.
The following lemmas are direct consequences of these properties. Recall that qd = 4 −
2(d + 1)−1 < 4.
Lemma 3.7. Let d ≥ 1 and q ∈ (qd,∞). The functions Kq, Lq are real-valued, radially
symmetric, bounded, and Ho¨lder continuous of some positive order. Moreover, Kq(x) → 0
as |x| → ∞ and likewise for Lq(x). The function Kq is continuously differentiable, and
x · ∇Kq is likewise real-valued, radially symmetric, and Ho¨lder continuous of some positive
order. These conclusions hold uniformly for q in any compact subset of (qd,∞).
The Ho¨lder continuity of Lq is a direct consequence of the fact that (1 + |ξ|)
ρ|L̂q| ∈ L
1
for some ρ > 0, which holds by virtue of (3.7) since (qd − 2)(d + 1)/2 = d and q > qd.
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Lemma 3.8. For each d ≥ 1, Kq, Lq, and x · ∇xKq depend continuously on q ∈ (qd,∞).
This holds in the sense that for each compact subset Λ ⊂ (qd,∞), the mappings q 7→ Kq
and q 7→ Lq are continuous from Λ to the space of continuous functions on R
d that tend to
zero at infinity. Moreover, there exists ρ > 0 such that this mapping from Λ to the space of
bounded Ho¨lder continuous functions of order ρ on any bounded subset of Rd is continuous.
The two conclusions also hold for q 7→ x · ∇Kq.
Lemma 3.9. Let d ≥ 1 and q ∈ (qd,∞). Let E ⊂ R
d be a Lebesgue measurable set with
finite measure, and let f = 1E − 1B. Then
(3.8) 〈f ∗ Lq, f〉 = O(|E∆B|
2) and 〈f ∗ Lq, f˜〉 = O(|E∆B|
2).
This is an immediate consequence of the boundedness of Lq together with the relation
|f | = 1E∆B. 
Lemma 3.10. For each d ≥ 1 and each even integer m ≥ 4 there exists η = η(d,m) > 0
such that whenever |q −m| < η, there exists c > 0 such that whenever |y| ≤ 1 ≤ |x| ≤ 2,
(3.9) Kq(y) ≥ Kq(x) + c
∣∣ |x| − |y| ∣∣.
Proof. Recall that 4 > qd, so exponents satisfying the hypothesis satisfy q > qd provided
that η is chosen to be sufficiently small.
The conclusion holds when q is an even integer m ≥ 4. Indeed, Km is the convolution
product of m − 1 factors of 1B. This is a nonnegative radially symmetric function, which
is supported in the closed ball of radius m− 1 centered at 0, and is strictly positive in the
corresponding open ball. The convolution product of two factors of 1B is a radial function
f2 whose support equals the ball of radius 2 centered at 0. For |y| = 1, the function
[0, 2] ∋ t 7→ f2(ty) is nonincreasing, with strictly negative derivative for all t ∈ (0, 2).
By induction on the number of factors in such a convolution product we conclude that
t 7→ Km(ty) has strictly negative derivative for all t ∈ (0,m − 1), a stronger result than
(3.9).
For q close to some even integerm, (3.9) for q follows from (3.9) form, because x·∇xKq(x)
depends continuously on q. 
4. Localization of perturbation near the boundary
The next lemma asserts that if |E∆B| is small, then in the expansion (3.3) of ‖1̂E‖
q
q
about ‖1̂B‖
q
q, the first-order perturbation term q〈Kq,1E − 1B〉 is rather negative unless
most of the symmetric difference E∆B lies close to the boundary of B. To facilitate the
discussion, for E ⊂ Rd and η ∈ (0, 1] define
(4.1) Eη = {x ∈ E∆B :
∣∣ |x| − 1 ∣∣ ≥ η}.
This notation is employed at several points of the analysis below. The reader should be-
ware that although Eη is always constructed from E as in (4.1), Aη, Bη are not constructed
from A,B respectively in exactly this same way in the proof of Lemma 4.1.
Lemma 4.1. Let d ≥ 1. Let q ∈ (qd,∞). Suppose that q > qd and that Kq satisfies both
(2.14) and (3.9). Then there exist c, C, ̺ ∈ R+ with the following property. Let η ∈ (0, 1]
and let E ⊂ Rd be a Lebesgue measurable set satisfying |E| = |B|. Then
(4.2) ‖1̂E‖
q
q ≤ ‖1̂E\Eη‖
q
q − cη|Eη |+ C|E∆B| · |Eη|+ C|E∆B|
2+̺.
If q is sufficiently large then this holds with ̺ = 1.
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The key point is that the negative term −cη|Eη | is proportional to the first power of
|Eη |, albeit with a factor that tends to zero with η.
Proof. Continue to express E = (B ∪ A) \ B where B ⊂ B and A ⊂ Rd \ B satisfy |A| =
|B| = 12 |E∆B|. Set Aη = A ∩ Eη and (although this is inconsistent with the general
notation (4.1)) Bη = B ∩ Eη. Consider first the case in which |Bη| ≥ |Aη|. Choose a
measurable subset A′η satisfying Aη ⊂ A
′
η ⊂ A that satisfies |A
′
η | = |Bη|. Such a set exists
since |A| = |B| ≥ |Bη|.
Set f = 1E − 1B = 1A − 1B , fη = 1A′η − 1Bη , and
(4.3) f † = f − fη = 1A\A′η − 1B\Bη .
Because Lq is bounded and |fη| = 1A′η∪Bη satisfies
‖fη‖L1 ≤ |A
′
η|+ |Bη| = 2|Bη | ≤ 2|Eη |,
one has
〈Lq ∗ f, f〉 = 〈Lq ∗ f
†, f †〉+O(|E∆B| · |Eη |).
Likewise 〈Lq ∗ f, f˜〉 = 〈Lq ∗ f
†, f˜ †〉+O(|E∆B| · |Eη |).
By the hypothesis (3.9),
Kq(x) ≥ Kq(y) + cη whenever |x| ≤ 1− η and |y| ≤ 1 + η.
Consequently
〈Kq, fη〉 ≤ −cη‖fη‖1 = −cη|Bη| − cη|A
′
η | ≤ −cη|Eη |
and in total,
(4.4) 〈Kq, f〉 ≤ −2cη|Eη |+ 〈Kq, f
†〉.
Therefore by Lemma 3.4,
‖1̂E‖
q
q = ‖1̂B‖
q
q + q〈Kq, f〉+
1
4q
2〈Lq ∗ f, f〉+
1
4q(q − 2)〈Lq ∗ f, f˜〉
+O(|E∆B|2+̺)
≤ ‖1̂B‖
q
q − cη|Eη |+ q〈Kq, f
†〉+ 14q
2〈Lq ∗ f
†, f †〉+ 14q(q − 2)〈Lq ∗ f
†, f˜ †〉
+O(|E∆B| · |Eη |) +O(|E∆B|
2+̺)
= ‖1̂E\Eη‖
q
q − cη|Eη |+O(|E∆B| · |Eη|) +O(|E∆B|
2+̺)
since Lemma 3.4 also gives
‖1̂E\Eη‖
q
q = q〈Kq, f
†〉+ 14q
2〈Lq ∗ f
†, f †〉+ 14q(q − 2)〈Lq ∗ f
†, f˜ †〉+O(|(E \ Eη)∆B|)
2+̺
and (E \ Eη)∆B ⊂ E∆B. This completes the analysis of the case in which |Bη| ≥ |Aη|.
The same reasoning can be applied in the alternative situation when |Aη| ≥ |Bη|, by
replacing Bη by a superset B
′
η satisfying Bη ⊂ B
′
η ⊂ B and |B
′
η| = |Aη|. 
A natural choice of the parameter η in the preceding lemma leads to a bound which will
be combined with a more detailed analysis of ‖1̂E\Eη‖
q
q below.
Corollary 4.2. Under the hypotheses of Lemma 4.1, if λ is a sufficiently large constant
depending only on d, q then for any set E ⊂ Rd that satisfies |E| = |B| and λ|E∆B| ≤ 1,
if η = λ|E∆B| then
(4.5) ‖1̂E‖
q
q ≤ ‖1̂E\Eη‖
q
q − cλ|Eη | · |E∆B|+ Cλ|E∆B|
2+̺
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where c, ̺ ∈ R+ depend only on d, q while Cλ depends only on d, q, λ. If q is sufficiently
large then the conclusion holds with ̺ = 1.
These statements hold uniformly for all q in any fixed compact subset of (qd,∞).
5. Connection with a spectral problem on Sd−1
Let d ≥ 1. Let E ⊂ Rd be a Lebesgue measurable set with |E| = |B|. For any set whose
symmetric difference E∆B is contained in a small neighborhood of the unit sphere, we
next show how ‖1̂E‖
q
q can be expressed in terms of associated functions on the unit sphere
and rotation-invariant quadratic forms involving these functions, modulo a small error.
Let σ denote surface measure on the unit sphere Sd−1 ⊂ Rd. Continue to express
E = (B ∪A) \B where B ⊂ B and A ⊂ Rd \ B. Let Kq, Lq be as defined above.
Definition 5.1.
(5.1) γq,d = −x · ∇Kq(x)
∣∣
|x|=1
.
Definition 5.2. Let E ⊂ Rd be a bounded Lebesgue measurable set. The functions
a, b, F : Sd−1 → [0,∞) are defined by
a(α) =
∫ ∞
0
1A(rα)r
d−1 dr(5.2)
b(α) =
∫ ∞
0
1B(rα)r
d−1 dr(5.3)
F (α) = b(α) − a(α)(5.4)
for α ∈ Sd−1.
These satisfy∫
Sd−1
a dσ = |A|,
∫
Sd−1
b dσ = |B|,
∫
Sd−1
F dσ = 0.
Consequently
(5.5)
∫
Sd−1
(a2 + b2) dσ ≥ σ(Sd−1)−1
(
|A|2 + |B|2) =
|E∆B|2
2σ(Sd−1)
by Cauchy-Schwarz since |A| = |B| = 12 |E∆B|. Moreover,
(5.6)
∫
Sd−1
F 2 dσ ≤
∫
Sd−1
(a2 + b2) dσ
since F 2 = (a2 + b2 − 2ab) ≤ a2 + b2.
Lemma 5.1. Let d ≥ 1. For each compact subset Λ ⊂ (qd,∞) there exists ̺ > 0 such that
the following holds for all q ∈ Λ. Let λ ∈ [1,∞). Suppose that λ|E∆B| ≤ 1 and that the
set E satisfies
(5.7) E∆B ⊂ {x :
∣∣ 1− |x| ∣∣ ≤ λ|E∆B|}.
Then
(5.8) 〈Lq ∗ f, f〉 =
∫∫
Sd−1×Sd−1
F (α)F (β)Lq(α− β) dσ(α) dσ(β) +Oλ(|E∆B|
2+̺).
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Likewise
(5.9) 〈Lq ∗ f, f˜〉 =
∫∫
Sd−1×Sd−1
F (α)F (−β)Lq(α− β) dσ(α) dσ(β) +Oλ(|E∆B|
2+̺).
Finally,
(5.10) 〈Kq, f〉 ≤ −
1
2γq,d
∫
Sd−1
(a2 + b2) dσ +Oλ(|E∆B|
2+̺).
The constants implicit in the expressions Oλ(|E∆B|
2+̺) depend only on λ,Λ, d.
The conclusion (5.10) is an inequality, rather than an identity, even up to the remainder
O(|E∆B|2+̺). It is important to note the form of (5.10), in which the right-hand side
is quadratic in a, b, even though the left-hand side is formally linear in f . Indeed, the
left-hand side is roughly of second order in |E∆B| when the set E∆B satisfies (5.7), but
is roughly of first order when E∆B lies a fixed distance from this boundary. Corollary 4.2
addresses the contribution of the latter situation, while Lemma 5.1 deals with the former.
Proof.
〈Lq ∗ f, f〉 =
∫∫
Sd−1×Sd−1
∫ ∞
0
∫ ∞
0
f(rα)f(ρβ)Lq(rα− ρβ)r
d−1 dr ρd−1 dρ dσ(α) dσ(β)
=
∫∫
Sd−1×Sd−1
∫ ∞
0
∫ ∞
0
f(rα)f(ρβ)Lq(α− β) dσ(α) dσ(β)r
d−1 dr ρd−1 dρ
+Oλ(|E∆B|
2+̺)
since Lq is Ho¨lder continuous and the hypothesis (5.7) ensures that |r − 1| + |ρ − 1| =
Oλ(|E∆B|) whenever f(rα)f(ρβ) 6= 0. Each factor of f accounts for one factor Oλ(|E∆B|),
and the Ho¨lder continuity of Lq together with the support restriction result in another factor
Oλ(|E∆B|
̺).
By performing the integrals with respect to r, ρ and invoking the definition of F , one
obtains
〈Lq ∗ f, f〉 =
∫∫
Sd−1×Sd−1
F (α)F (β)Lq(α− β) dσ(α) dσ(β) +Oλ(|E∆B|
2+̺).
The same reasoning applies to 〈Lq ∗ f, f˜〉.
To prove (5.10), define K∗1 (s) = Kq(x) where |x| = s. Since ∇Kq is Ho¨lder continuous,
K∗1 (r) = K
∗
1 (1) − γq,d(r − 1) +Oλ(|r − 1|
1+̺)
where ̺ > 0. Consequently
〈Kq, f〉 =
∫
Sd−1
∫
R+
K∗1 (r)f(rα) r
d−1 dr dσ(α)
= K∗1 (1)
∫
Sd−1
F (α) dσ(α) − γq,d
∫
Sd−1
∫
R+
f(rα) (r − 1)rd−1 dr dσ(α)
+Oλ(|E∆B|
1+̺‖f‖1)
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since E∆B ⊂ {x :
∣∣ |x| − 1 ∣∣ ≤ λ|E∆B|}. Since ∫Sd−1 F (α) dσ(α) = ∫Rd f(x) dx = 0 and
‖f‖1 = |E∆B|,
〈Kq, f〉 = −γq,d
∫
Sd−1
∫
R+
f(rα) rd−1(r − 1) dr dσ(α) +Oλ(|E∆B|
2+̺)
= −γq,d
∫
Sd−1
∫
R+
(1A − 1B)(rα) r
d−1(r − 1) dr dσ(α) +Oλ(|E∆B|
2+̺).
Consider the contribution of 1A to the last integral. The set A ⊂ R
d is by hypothesis
contained in {x : 1 ≤ |x| ≤ λ|E∆B|}, so the factor r − 1 is nonnegative whenever a(α) =∫
R+
1A(rα)r
d−1 dr is nonzero. Define a˜(α) by the relation∫ 1+a˜(α)
1
rd−1 dr = a(α).
Then
a˜(α) = a(α) +O(a(α)2) = a(α) +Oλ(|E∆B|
2)
since the hypotheses A ⊂ {x : |x| ≤ 1 + λ|E∆B|} and λ|E∆B| ≤ 1 imply that
a(α) ≤
∫ 1+λ|E∆B|
1
rd−1 dr = Oλ(|E∆B|).
Fix α momentarily. Among all sets A ⊂ Rd \ B that satisfy
∫∞
1 1A(rα)r
d−1 dr ≡ a(α),
plainly the integral
∫∞
1 1A(rα)r
d−1(r − 1) dr is minimized when {r : rα ∈ A} is equal to
the interval [1, 1 + a˜(α)]. Therefore∫
Sd−1
∫
R+
1A(rα) r
d−1(r − 1) dr dσ(α) ≥
∫
Sd−1
∫ 1+a˜(α)
1
rd−1(r − 1) dr dσ(α)
=
∫
Sd−1
(
(d+ 1)−1rd+1 − d−1rd
)∣∣1+a˜(α)
1
dσ(α)
=
∫
Sd−1
(
1
2 a˜(α)
2 +Oλ(a˜(α))
3
)
dσ(α)
=
∫
Sd−1
1
2a(α)
2 dσ(α) +Oλ(|E∆B|
3).
The same analysis applies to
∫
Sd−1
∫
R+
1B(rα) r
d−1(1− r) dr with appropriate reversals of
signs and inequalities, establishing (5.10). 
Definition 5.3. The quadratic form Qq,d acts on a pair of real-valued functions ϕ,ψ ∈
L2(Sd−1) by
Qq,d(ϕ,ψ) =
∫∫
Sd−1×Sd−1
ϕ(α)ψ(β)Lq(α− β) dσ(α) dσ(β).(5.11)
This form is invariant with respect to the diagonal action of the rotation group O(d) on
(ϕ,ψ), hence is potentially amenable to analysis in terms of spherical harmonic decompo-
sition.
We have shown
Lemma 5.2. Let d ≥ 1, and let Λ ⊂ (qd,∞) be a compact set. There exists ̺ > 0 such that
for any sufficiently large λ ∈ R+, any q ∈ Λ, and any measurable set E ⊂ Rd satisfying
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|E| = |B| and λ|E∆B| ≤ 1, if E∆B ⊂ {x :
∣∣ |x| − 1 ∣∣ ≤ λ|E∆B|} then f = 1E − 1B
satisfies
(5.12)
q〈K1, f〉+
1
4q
2〈K2 ∗ f, f〉+
1
4q(q − 2)〈K2 ∗ f, f˜〉
≤ −12qγq,d
∫
Sd−1
(a2 + b2) dσ + 14q
2Qq,d(F,F ) +
1
4q(q − 2)Qq,d(F, F˜ )
+Oλ(|E∆B|
2+̺)
where F is as defined in (5.4).
The notation Oλ indicates an implicit constant that depends only on d, λ,Λ.
The same analysis establishes a converse inequality, under an extra hypothesis, which will
be exploited below. We say that two measurable functions that are finite almost everywhere
have disjoint supports if their product vanishes almost everywhere. Let F, a, b be associated
to E as in Definition 5.2.
Lemma 5.3. Let d ≥ 1 and q ∈ (qd,∞). There exists ̺ > 0 such that the following
holds for any sufficiently large λ ∈ R+. Let E ⊂ Rd be Lebesgue measurable and satisfy
|E| = |B|, λ|E∆B| ≤ 1, and E∆B ⊂ {x :
∣∣ |x| − 1 ∣∣ ≤ λ|E∆B|}. Suppose that the
functions a, b ∈ L2(Sd−1) associated to E have disjoint supports. Then
(5.13) ‖1̂E‖
q
q ≥ ‖1̂B‖
q
q −
1
2qγq,d
∫
Sd−1
F 2 dσ
+ 14q
2Qq,d(F,F ) +
1
4q(q − 2)Qq,d(F, F˜ )−Oλ(|E∆B|
2+̺).
6. Eigenvalue analysis for even integer exponents
Throughout §6 it is assumed that q ≥ 4 is an even integer, and for A ⊂ Rd, Â is
used as shorthand for 1̂A. The analysis here closely follows the corresponding step for the
Riesz-Sobolev inequality in [13].
For n ∈ {0, 1, 2, . . . } let πn be the orthogonal projection from L
2(Sd−1, σ) onto the
subspace of spherical harmonics of degree n. By construction, π0(F ) = 0.
Lemma 6.1. Let d ≥ 2, and let q ≥ 4 be an even integer. There exists cq,d > 0 such that
(6.1) 14q
2Qq,d(F,F ) +
1
4q(q − 2)Qq,d(F, F˜ ) ≤
(
1
2qγq,d − cq,d
)
‖F‖2L2(Sd−1)
for all F ∈ L2(Sd−1) satisfying πn(F ) = 0 for all n ≤ 2.
Since Lq is a radial function, Qq,d(G,G
′) = 0 for any two spherical harmonics G,G′
of different degrees. If G is a spherical harmonic of degree n, then so is its reflection
G˜(x) = G(−x). Therefore if πn(G) = 0 for all n ≤ 2 then the left-hand side of (6.1) is
equal to
(6.2)
∞∑
n=3
(
1
4q
2Qq,d(πnF, πnF ) +
1
4q(q − 2)Qq,d(πnF, πnF˜ )
)
.
Since ‖F‖22 =
∑
n ‖πnF‖
2
2, it suffices to prove Lemma 6.1 for spherical harmonics of degree
n, for arbitrary n ≥ 3, with 0 < cq,d uniform in n.
Uniformity with respect to n follows automatically from any n–dependent bound. Qq,d(G,G
′)
equals the inner product of G′ with the result of applying a compact selfadjoint operator
to G, so for spherical harmonics G of degree n,
(6.3) 14q
2Qq,d(G,G) +
1
4q(q − 2)Qq,d(G, G˜) ≤ εn‖G‖
2
L2(Sd−1)
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where limn→∞ εn = 0 for each fixed d, q. So it suffices to prove that for each n ≥ 3, (6.1)
holds with some positive constant. Moreover, from the finite-dimensionality of the space
of spherical harmonics of degree n it follows easily that (6.1) holds for degree n if for each
nonzero spherical harmonic G of degree n
(6.4) 14q
2Qq,d(G,G) +
1
4q(q − 2)Qq,d(G, G˜)−
1
2qγq,d‖G‖
2
L2(Sd−1) < 0.
Our proof strategy is not to calculate γq,d and Qq,d(G,G),Qq,d(G, G˜) explicitly as func-
tions of n, q, d for G ∈ πn(L
2(Sd−1)). Instead, following [13], we will proceed indirectly, as-
sociating to an arbitraryG a one-parameter family of sets E(s) ⊂ Rd satisfying |E(s)| ≡ |B|,
in such a way that (6.4) is equivalent to a certain asymptotic inequality for ‖Ê(s)‖qq −‖B̂‖
q
q
as s→ 0. For q an even integer, this difference will be interpreted as a difference involving
multiple convolutions. We will establish the desired asymptotic inequality directly, without
any explicit eigenvalue calculations.
Let G be a spherical harmonic of degree n. Define ϕ : Sd−1 × (−12 ,
1
2) → R
+ as follows.
Let θ ∈ Sd−1 be arbitrary. If sG(θ) ≥ 0 then ϕ(θ, s) ≥ 0, and
∫ 1+ϕ(θ,s)
1 t
d−1 dt = sG(θ). If
sG(θ) ≤ 0 then ϕ(θ, s) ≤ 0, and
∫ 1
1+ϕ(θ,s) t
d−1 dt = −sG(θ). Equivalently, for either possible
sign, (1 + ϕ(θ, s))d − 1 = dsG(θ). Thus
(6.5) ϕ(θ, s) = sG(θ) +O(s2),
and (θ, s) 7→ ϕ(θ, s) is a C∞ function specified by (6.5).
For s ∈ R with |s| small define sets E(s) ⊂ Rd by
(6.6) E(s) = {tθ : θ ∈ Sd−1 and 0 ≤ t ≤ 1 + ϕ(θ, s)}.
Since
∫
Sd−1 Gdσ = 0, |E(s)| = |B| for all s in a neighborhood of 0. The function Fs
associated to E(s) satisfies Fs ≡ sG. Consequently
(6.7) ‖Ê(s)‖qq = ‖B̂‖
q
q+
(
− 12qγq,d‖G‖
2
L2 +
1
4q
2Qq,d(G,G)+
1
4q(q−2)Qq,d(G, G˜)
)
s2+o(s2)
as s→ 0, where the o(s2) remainder term depends also on G, d, q.
Lemma 6.2. Let d ≥ 2. Let q ≥ 4 be an even integer. For each nonzero spherical harmonic
G ∈ L2(Sd−1) of any degree n ≥ 3 there exists c > 0 such that
(6.8) ‖Ê(s)‖qq ≤ ‖B̂‖
q
q − cs
2 + o(s2)
as s→ 0.
Combining (6.8) and (6.7) with Lemma 5.3 and the above reductions establishes Lemma 6.1.
We next prove Lemma 6.2. The Steiner symmetrization S† of a Lebesgue measurable set
S ⊂ Rd is defined as follows. Identify Rd with Rd−1 × R1 in the usual way. For x′ ∈ Rd−1
define Sx′ = {t ∈ R : (x
′, t) ∈ S}. Then S† is defined to be
S† = {(x′, t) ∈ Rd−1 × R : |t| < 12 |Sx′ |}.
Denote by E(s)† the Steiner symmetrization of E(s). For any rotation O ∈ O(d) set
E†O = O((O
−1(E))†).
Since |E(s)| = |E(s)†O| = |B|, we have
(6.9) ‖
̂
E(s)†O‖
q
q ≤ ‖B̂‖
q
q
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for every even integer q ≥ 2, by the Riesz-Sobolev inequality and the identity
‖1̂A‖
q
q = ‖1A ∗ · · · ∗ 1A‖
2
2
where there are q2 factors in the convolution product. Therefore in order to prove Lemma 6.2,
it suffices to prove that for any n ≥ 3 and any nonzero spherical harmonic G ∈ L2(Sd−1)
of degree n, there exist O ∈ O(d) and c > 0 such that
(6.10) ‖Ê(s)O‖
q
q ≤ ‖
̂
E(s)†O‖
q
q − cs
2 + o(s2) as s→ 0.
Here c is permitted to depend on G,O, q, d.
Regard Rd as Rd−1 × R1. For x′ ∈ Rd−1 define
I(x′, s) = {t ∈ R : (x′, t) ∈ E(s)}.
There exist a neighborhood V of the origin in Rd−1 and η > 0 such that for each x′ ∈ V
and each s ∈ [−η, η], I(x′, s) ⊂ R1 is an interval. Let c(x′, s) be the center of the interval
I(x′, s).
Decompose G as G = Ge +Go by expanding G(x
′, xd) as a linear combination of mono-
mials in x = (x′, xd) and defining Ge(x
′, xd) to be the contribution of all monomials having
even degrees with respect to xd, and Go(x
′, xd) to be the contribution of all monomials
having odd degrees. Define P : Rd−1 → R to be the polynomial of degree ≤ n− 1 defined
by
(6.11) P (x′) = x−1d Go(x
′, xd) with xd = (1− |x
′|2)1/2.
It is shown in [13] that
(6.12) c(x′, s) = sP (x′) +O(s2),
for x′ ∈ Rd−1 in a small neighborhood of 0 and for |s| small.
Define Σ to be the set of all x′ ∈ (Rd−1)q satisfying x′1 + · · · + x
′
m = x
′
m+1 + · · · + x
′
q,
where m = q/2. Define µ to be the natural (q − 1) · (d− 1)–dimensional Lebesgue measure
on Σ. Define P ♯(G) : (Rd−1)q → R by
(6.13) P ♯(G)(x′) =
m∑
i=1
P (x′i)−
q∑
j=m+1
P (x′j).
Choose any norm ‖ · ‖ on the vector space of all polynomials P : Σ→ R of degrees ≤ n− 1.
Lemma 6.3. For any integer n ≥ 1 and any real-valued spherical harmonic G ∈ L2(Sd−1)
of degree n there exists c > 0 such that
(6.14) ‖Ê(s)‖qq ≤ ‖Ê(s)
†‖qq − cs
2‖P ♯(G)‖2 + o(s2) as s→ 0.
Proof. Write
(6.15) ‖Ê(s)‖qq = 〈1E(s) ∗ 1E(s) ∗ · · · ∗ 1E(s), 1E(s) ∗ 1E(s) ∗ · · · ∗ 1E(s)〉
with m factors in each convolution product. Thus
(6.16) ‖Ê(s)‖qq =
∫
Σ
〈1I(x′
1
,s) ∗ · · · ∗ 1I(x′m,s), 1I(x′m+1,s) ∗ · · · ∗ 1I(x′q ,s)〉 dµ(x
′)
where these convolutions are of functions defined on R1, each convolution product has m
factors, and the inner product in the integrand is that of L2(R1).
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There is a corresponding expression for ‖Ê(s)†‖qq, in which each I(x′j , s) is replaced by
the interval I⋆(x′j , s) of the same length centered at 0 ∈ R
1. Moreover
(6.17) 〈1I(x′
1
,s) ∗ · · · ∗ 1I(x′m,s), 1I(x′m+1,s) ∗ · · · ∗ 1I(x′q ,s)〉
≤ 〈1I⋆(x′
1
,s) ∗ · · · ∗ 1I⋆(x′m,s), 1I⋆(x′m+1,s) ∗ · · · ∗ 1I⋆(x′q ,s)〉
for every x′ ∈ Σ, by the one-dimensional Riesz-Sobolev inequality.
If V is a sufficiently small neighborhood of 0 ∈ Rd−1 then for all x′ ∈ Σ ∩ V q,
(6.18) 〈1I(x′
1
,s) ∗ · · · ∗ 1I(x′m,s), 1I(x′m+1,s) ∗ · · · ∗ 1I(x′q ,s)〉
≤ 〈1I⋆(x′
1
,s) ∗ · · · ∗ 1I⋆(x′m,s), 1I⋆(x′m+1,s) ∗ · · · ∗ 1I⋆(x′q ,s)〉
− c
∣∣∣ m∑
i=1
c(x′i, s)−
q∑
j=m+1
c(x′j , s)
∣∣∣2.
Here c is a universal positive constant. The final term can be expanded as
(6.19)
∣∣∣ m∑
i=1
c(x′i, s)−
q∑
j=m+1
c(x′j , s)
∣∣∣2 = s2∣∣∣ m∑
i=1
P (x′i)−
q∑
j=m+1
P (x′j)
∣∣∣2 +O(|s|3)
= s2P ♯(G)(x′)2 +O(|s|3),
completing the proof of Lemma 6.3. 
If P ♯(G) does not vanish identically then we conclude that there exists cG > 0 such that
‖Ê(s)‖qq ≤ ‖Ê(s)†‖
q
q−cGs
2 whenever |s| is sufficiently small, as desired. This reasoning can
be applied to any rotation of E. Thus in order to prove Lemma 6.2, it suffices to establish
the following algebraic fact.
Lemma 6.4. Let d ≥ 2, and let q ∈ {4, 6, 8, . . . }. For any n ≥ 3 and any spherical
harmonic G ∈ L2(Sd−1) of degree n that does not vanish identically, there exists O ∈ O(d)
such that P ♯(O(G)) does not vanish identically.
It follows immediately that for each n, d, infGmaxO∈O(d) ‖P
♯(O(G))‖ is strictly positive,
where G ranges over all spherical harmonics of degree n satisfying ‖G‖L2(Sd−1) = 1.
Proof of Lemma 6.4. It is elementary that for any even integer q ≥ 4, P ♯ can vanish identi-
cally in a nonempty open subset of Σ only if P is an affine function of x′ ∈ Rd−1. Therefore
it suffices to show that for any spherical harmonic G of degree strictly greater than 2 which
does not vanish identically, there exists O ∈ O(d) such that the polynomial PO associated
to G ◦ O via (6.11) fails to be affine. This is proved in [13]. 
7. Balancing
The following discussion can also be found in [13], in a slightly more complicated context.
Recall that Aff(d) denotes the group of all affine automorphisms of Rd. For any φ ∈ Aff(d)
and measurable set E ⊂ Rd, Φq(φ(E)) = Φq(E) for all q ∈ [2,∞). Therefore in analyzing
‖1̂E‖q for measurable sets E that have small symmetric difference with B, rather than
writing 1E = 1B + 1E∆B and expanding ‖1̂E‖q about 1B, we wish to exploit an expansion
based on a representation 1E = 1E + 1E∆ E for an optimally chosen element E of the orbit
of B under Aff(d). Equivalently, we seek to replace E by φ(E) for some φ ∈ Aff(d), chosen
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so that φ(E) is best approximated by B. In this section we specify which approximation is
to be considered to be best — see Lemma 7.1 — and prove that φ exists.
Definition 7.1. A bounded Lebesgue measurable set E ⊂ Rd satisfying |E| = |B| is
balanced if the function F ∈ L2(Sd−1) associated to E via Definition 5.2 satisfies
(7.1) πn(F ) = 0 for every n ∈ {0, 1, 2}.
Here, as above, πn denotes the orthogonal projection of L
2(Sd−1) onto its subspace of
spherical harmonics of degree n. For n = 0, this equation is the redundant assertion that∫
(1E − 1B) = 0, a restatement of the hypothesis |E| = |B|. An equivalent formulation is
that
∫
Sd−1 F (y)P (y) dσ(y) = 0 for every polynomial P : R
d → R of degree less than or
equal to 2.
Denote by Md the vector space of all d × d square matrices with real entries, and by
Md ⊕ R
d the set of all ordered pairs (S, v) where S ∈ Md and v ∈ R
d, with the natural
vector space structure. Identify elements of Md with linear endomorphisms of R
d in the
usual way. Fix any norm ‖ · ‖Md on Md.
Elements φ ∈ Aff(d) take the form φ(x) = T (x) + v where (T, v) ∈ Md ⊕R
d is uniquely
determined by φ, and T : Rd → Rd is an invertible linear transformation. Define ‖φ‖Aff(d) =
‖T‖Md + ‖v‖Rd . We abuse notation by writing det(φ) for the determinant of the unique
T ∈ Md thus associated to φ, and likewise trace (φ) = trace (T ).
In this section we prove:
Lemma 7.1. Let d ≥ 1. There exists c > 0 with the following property. For every
λ ≥ 1 and every Lebesgue measurable set E ⊂ Rd satisfying |E| = |B|, λ|E∆B| ≤ c,
and E∆B ⊂ {x :
∣∣ |x| − 1 ∣∣ ≤ λ|E∆B|}, there exists a measure-preserving transformation
φ ∈ Aff(d) such that
φ(E) is balanced,
‖φ− I‖Aff(d) = Oλ(|E∆B|),
φ(E)∆B ⊂ {x :
∣∣ 1− |x| ∣∣ ≤ Cλ|E∆B|}.
The constant Cλ depends on λ, d but not on E. It is the case of large λ that is of
interest. A point worthy of notice is that the inequality in the final conclusion takes
the form | 1 − |x| | ≤ Cλ|E∆B|, whereas the variant | 1 − |x| | ≤ Cλ|φ(E)∆B| will be
required as a hypothesis in the subsequent analysis. Because the functional Φq is affine-
invariant, at the outset we may replace E by ψ where ψ ∈ Aff(d) is measure-preserving
and |ψ(E)∆B| ≤ 2 infE∈E |E∆ E|, taking the infinum over all ellipsoids satisfying |E| =
|E|. For this modified set E, if φ ∈ Aff(d) satisfies the conclusions of Lemma 7.1 then
|φ(E)∆B| ≥ infE |E∆ E| ≥
1
2 |E∆B| and therefore
| 1 − |x| | ≤ Cλ|E∆B| ≤ | 1− |x| | ≤ 2Cλ|φ(E)∆B|.
To prepare for the proof of Lemma 7.1, denote by W2 the real vector space of all polyno-
mials P : Rd → R that are finite linear combinations of homogeneous harmonic polynomials
of degrees ≤ 2. Denote by V2 the real vector space of all restrictions to S
d−1 of real-valued
polynomials of degrees ≤ 2. The natural linear mapping from W2 to V2 induced by restric-
tion from Rd to Sd−1 is a bijection.
Regard V2 as a real inner product space, with the L
2(Sd−1, σ) inner product. Denote by
Π the orthogonal projection of L2(Sd−1) onto its subspace V2. Define T :Md → V2 by
(7.2) T (S)(α) = Π(α · S(α)),
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that is, the right-hand side equals the restriction to Sd−1 of the quadratic polynomial
Rd ∋ x 7→ x · S(x).
Lemma 7.2. T :Md → V2 is surjective.
Proof. The range of T is the collection of all functions Sd−1 ∋ α 7→ S(α) ·α, as the function
S varies over all affine mappings from Rd to Rd. Because S 7→ T (S) is linear, this range is
a subspace of V2.
Firstly, the constant function α 7→ 1 equals T (S) when S(x) ≡ x, since S(α)·α = α·α ≡ 1
for α ∈ Sd−1. Secondly, a linear monomial α = (α1, . . . , αd) 7→ αk is expressed by choosing
S(x) ≡ ek, the k–th unit coordinate vector. Thirdly, to express a monomial α 7→ αjαk
in the form S(α) · α, define S(x) = (S1(x), . . . , Sd(x)) by Si(x) ≡ 0 for all i 6= j, and
Sj(x) = xk. Then αjαk = S(α) · α. Functions of these three types span V2, so T is indeed
surjective. 
Proof of Lemma 7.1. If c ≤ 12 then E contains the ball of radius
1
2 centered at 0, so if
φ ∈ Aff(d) is sufficiently close to the identity then φ(E) contains the ball of radius 14
centered at 0.
Let k ∈ {0, 1, 2}. Let P : Rd → R be a homogeneous harmonic polynomial of degree k.
Set g(x) be a smooth function that agrees with |x|−kP (x) in {x :
∣∣ |x| − 1 ∣∣ ≤ 34}.
For φ ∈ Aff(d) let fφ(E) = 1φ(E) − 1B and Fφ(E) be the functions associated to φ(E) in
the same way that f = 1E − 1B and F are associated to E. Then∫
Sd−1
Fφ(E)(y)P (y) dσ(y) =
∫
Sd−1
∫ ∞
0
(1φ(E) − 1B)(ry) r
d−1 dr P (y)dσ(y)
=
∫
Rd
(1φ(E) − 1B)(x)|x|
−kP (x) dx
=
∫
Rd
(1E ◦ φ
−1 − 1B) g
=
∫
Rd
(f ◦ φ−1) g +
∫
Rd
(1B ◦ φ
−1 − 1B) g.(7.3)
The second to last equation holds because both B and φ(E) contain the ball of radius 14
centered at 0, and g(x) ≡ |x|−kP (x) for all x in the complement of this ball. All of these
quantities depend linearly on P .
We seek the desired φ ∈ Aff(d) in the form
φ = I + S,
where ‖S‖Aff(d) is small and I is the identity matrix; that is, φ(x) = x + S(x) where S is
an affine mapping. The second term on the right-hand side of (7.3) is independent of E.
Moreover, ∫
Rd
(1B ◦ φ
−1) g = |det(φ)|
∫
B
g ◦ φ
= (1 + trace (S))
∫
B
g ◦ φ+OP (‖S‖
2
Aff(d))
= (1 + trace (S))
∫
B
g(x+ S(x)) dx +OP (‖S‖
2
Aff(d)).
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Here and below, OP (‖S‖
2
Aff(d)) denotes a quantity which depends linearly on P , whose norm
or absolute value, as appropriate, is bounded above by a constant multiple of the norm of
P times the Aff(d) norm squared of S.
Invoking the Taylor expansion of g about x gives∫
Rd
(1B ◦ φ
−1) g = (1 + trace (S))
∫
B
g +
∫
B
∇g · S +OP (‖S‖
2
Aff(d))
=
∫
B
g +
∫
B
(
g trace (S) +∇g · S
)
+OP (‖S‖
2
Aff(d))
=
∫
B
g +
∫
B
div(gS) +OP (‖S‖
2
Aff(d))
=
∫
B
g +
∫
Sd−1
g(α)S(α) · α dσ(α) +OP (‖S‖
2
Aff(d))
=
∫
B
g +
∫
Sd−1
P (α)S(α) · α dσ(α) +OP (‖S‖
2
Aff(d)).
The second to last equality is justified by the divergence theorem, and the last by the
identity g ≡ P on Sd−1. Thus∫
Rd
(1B ◦ φ
−1 − 1B) g =
∫
Sd−1
P (α)S(α) · α dσ(α) +OP (‖S‖
2
Aff(d)).
Since
∫
Rd
(f ◦ φ−1) g =
∫
Rd
(f ◦ φ−1)P (x)|x|−k, by returning to (7.3) we find that the
equation
∫
Sd−1 Fφ(E)P dσ = 0 for a still unknown S ∈ Aff(d) takes the form
(7.4)
∫
Sd−1
P (α)S(α) · αdσ(α) = −
∫
Rd
(f ◦ φ−1)P (x)|x|−k dx+OP (‖S‖
2
Aff(d)).
All three terms in this equation depend linearly on P , so we may regard this as an equation
in V ∗2 , or equivalently as an equation in V2 since this is a Hilbert space.
Write this equation as
(7.5) T (S) = Nf (S) +R(S)
where T is defined above, Nf (S) is the mapping P 7→ −
∫
Rd
(f ◦ φ−1)P (x)|x|−k dx, and R
represents the term OP (‖S‖
2
Aff(d)). Both Nf and R are twice continuously differentiable.
Moreover,
(7.6) ‖Nf (S)‖V ∗
2
≤ C|E∆B|
simply because |f | ≤ 1|E∆B| and f is supported where
1
2 ≤ |x| ≤
3
2 . Since T :Md → V2 is
surjective, the Implicit Function Theorem guarantees that the equation T (S) = Nf (S) +
R(S), for an unknown S ∈ Md, admits a solution satisfying ‖S‖Md ≤ CN |E∆B|. 
Lemma 7.3. Let E ⊂ Rd be balanced with respect to B. Then
(7.7)
∫∫
Sd−1×Sd−1
F (α)F (β)|α − β|2k dσ(α) dσ(β) = 0 for k ∈ {0, 1, 2}.
Proof. Expand |α − β|2k as a linear combination of monomials in (α, β), and expand the
double integral accordingly. Each monomial gives rise to a double integral that factors as
a product of two single integrals of the form∫
Sd−1
FP dσ ·
∫
Sd−1
FQdσ
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where P,Q are polynomials, the sum of whose degrees equals 4. Therefore at least one
of P,Q must have degree less than or equal to 2. The corresponding integral vanishes,
by the balancing hypothesis, which asserts that the function F associated to E satisfies∫
Sd−1 FP dσ = 0 for all polynomials P of degrees less than or equal to 2. 
8. Stability with respect to perturbation of exponents
Let d ≥ 1. Let B ⊂ Rd be the closed ball centered at 0 satisfying |B| = 1. Let r0 = r0(d)
be its radius.
Definition 8.1. For each d ≥ 1, Gd denotes the set of all exponents q ∈ (qd,∞) with the
following properties.
(i) There exists c > 0 such that for all sets E ⊂ Rd satisfying |E| = 1,
(8.1) ‖1̂E‖q ≤ ‖1̂E⋆‖q − c inf
E
|E∆ E|2
where the infinum is taken over all ellipsoids E satisfying |E| = |E| = 1.
(ii) x · ∇Kq(x)||x|=r0 < 0.
(iii) For each η ∈ (0, r0),
min
|x|≤r0−η
Kq(x) > max
|x|≥r0+η
Kq(x).
The goal of this section is to establish the following stability result.
Proposition 8.1. For each d ≥ 1, Gd is an open subset of R
+.
We have already shown that Gd contains each even integer q ≥ 4. Therefore Theorem 2.6
is an immediate consequence of Proposition 8.1.
Proof of Proposition 8.1. Let q¯ ∈ Gd. Let B ⊂ R
d be the closed ball centered at 0 with
Lebesgue measure equal to 1; equivalently, B has radius equal to r0.
According to Lemmas 3.7 and 3.8, properties (ii) and (iii) continue to hold for all expo-
nents q sufficiently close to q¯. Thus it remains only to treat property (i).
Let δ0 > 0. By condition (i) of the definition of Gd, there exists c0 > 0 such that
‖1̂E‖q¯ ≤ ‖1̂B‖q¯ − c0 for all Lebesgue measurable sets E ⊂ R
d satisfying |E| = 1 and
inf |E|=1 |E∆ E| ≥ δ0. The functions q 7→ ‖1̂E‖q are continuous in a neighborhood of q¯,
uniformly over all such sets E. Therefore there exists η > 0 such that ‖1̂E‖q ≤ ‖1̂B‖q−
1
2c0
whenever |E| = 1, inf |E|=1 |E∆ E| ≥ δ0, and |q − q¯| ≤ η. Thus it suffices to prove that if
q¯ ∈ Gd then there exist δ0, η, c > 0 such that the desired inequality (8.1) holds for all sets
satisfying |E| = 1 and inf |E|=1 |E∆ E| ≤ δ0, for all exponents satisfying |q − q¯| ≤ η.
Next, let q be close to q¯, let |E| = 1, and assume that δ = infE |E∆ E| satisfies δ ≤ δ0.
By making an affine change of variables we may reduce matters to the case in which
|E∆B| ≤ 2δ. Let λ be a large constant. Construct a set E† with the properties indicated
in §4. In particular, |E†| = 1, E†∆B ⊂ E∆B, and
{x ∈ E∆B :
∣∣ |x| − r0 ∣∣ > λδ} ⊂ E∆E†.
Then
‖1̂E‖q ≤ ‖1̂E†‖q + c〈Kq, f〉+O(δ
2+ρ
where c, ρ > 0 and f = 1E − 1E†. The assumptions (ii) and (iii) of the definition of Gd
remain uniformly valid for all exponents q sufficiently close to q¯. As in the above analysis
of the case in which q was an even integer, it follows that
‖1̂E‖q ≤ ‖1̂E†‖q − cλδ|E∆E
†|+O(δ2+ρ).
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The same analysis shows that
‖1̂E†‖q ≤ ‖1̂B‖q +O(δ
2)
uniformly in λ. If λ is chosen to be sufficiently large then combining these two inequalities
gives
‖1̂E‖q ≤ ‖1̂B‖q − cδ
2
unless |E∆E†| ≤ 110 |E∆B|, and gives
‖1̂E‖q ≤ ‖1̂E†‖q +O(δ
2+ρ)
otherwise. In this latter case, infE |E
†∆ E| ≥ cδ. Therefore we have reduced matters to
establishing the inequality (8.1) under the supplementary assumption that
E∆B ⊂ {x :
∣∣ |x| − r0 ∣∣ ≤ λδ}
where δ = infE |E∆ E| satisfies δ ≤ δ0 and λ is a finite constant independent of δ. A simple
consequence of these assumptions is that |E∆B| ≤ Cδ.
By Lemma 7.1, it suffices to analyze only the case in which E is balanced, which we now
assume. Then
‖1̂E‖
q
q = ‖1̂B‖
q
q + q〈Kq, f〉+
1
4q
2〈f ∗ Lq, f〉+
1
4q(q − 2)〈f ∗ Lq, f˜〉+O(|E∆B|
2+ρ).
Each term in this expansion is suitably close to the corresponding term for q¯. Indeed,
〈f ∗ Lq, f〉 = 〈f ∗ Lq¯, f〉+O(‖Lq¯ − Lq‖∞‖f‖
2
1) = 〈f ∗ Lq¯, f〉+ oq−q¯(1) · |E∆B|
2)
where oq−q¯(1) indicates a quantity that is majorized by a quantity that tends to zero as
|q − q¯| → 0, uniformly in E under the indicated assumptions on E, provided that δ0 is
sufficiently small. Likewise,
〈f ∗ Lq, f˜〉 = 〈f ∗ Lq¯, f˜〉+ oq−q¯(1) · |E∆B|
2).
In the same way,
〈Kq, f〉 =
∫
(Kq(x)− aq)f(x) dx
=
∫
(Kq¯(x)− aq¯)f(x) dx+O(δ‖∇Kq −∇Kq¯‖L∞‖f‖1)
= oq−q¯(|E∆B|
2).
Adding together these bounds gives
‖1̂E‖q − ‖1̂B‖q ≤ ‖1̂E‖q¯ − ‖1̂B‖q¯ + oq−q¯(1)δ
2
≤ −cδ2 + oq−q¯(1)δ
2,
completing the proof. 
9. Large exponents
In this section we examine asymptotic behavior as q → ∞ while the dimension d re-
mains fixed, proving Theorem 2.7. We will prove that if q is sufficiently large and δ is
sufficiently small, if E ⊂ Rd satisfies |E| = |B|, and if dist(E,E) ≤ δ then ‖1̂E‖
q
q ≤
‖1̂B‖
q
q − c(q, d)|dist(E,E)|2 with c(q, d) of order of magnitude ω
q
dq
−(d+2)/2 as q →∞.
The notation O(ψ(q))) indicates a quantity whose absolute value is bounded above by
Cψ(q) where C may depend on d and on other parameters but is independent of q provided
only that q is sufficiently large.
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9.1. The functions Kq and Lq for large q. Lq is by definition the inverse Fourier trans-
form of |1̂B|
q−2. The function |1̂B| has maximum value ωd = |B|, and achieves this value
only at the origin. In studying Lq for large q, it is natural to examine the normalized func-
tion ω2−qd Lq; likewise ω
1−q
d Kq. Recall thatKq is real-valued, and thatKq, Lq are three times
continuously differentiable globally bounded functions for all sufficiently large q, which tend
to zero as |x| → ∞.
Lemma 9.1. Let d ≥ 1. The following hold for all sufficiently large q < ∞. Firstly,
Lq(x) is a three times continuously differentiable bounded function, which tends to zero as
|x| → ∞. Secondly, there exist κj = κj(q, d) such that as functions of x in any compact
subset of Rd,
(9.1) Lq(x) = κ0 + κ1|x|
2 + κ2|x|
4 +O(ωqdq
−(d+6)/2).
This holds in the C3 norm as a function of x on any fixed compact subset of Rd.
The proof gives explicit asymptotic values for κj , and expansions modulo lower order
terms, but the contributions of these three leading terms in the expansion for Lq will
vanish in the analysis below, so that only the order of magnitude of the remainder term
will subsequently be relevant.
Proof. Express
(9.2) 1̂B(ξ) =
∫
|x|≤1
e−2πix·ξ dx = ωd−1
∫ 1
−1
e−2πis|ξ|(1− s2)(d−1)/2 ds.
In particular, 1̂B(0) = ωd. It is immediate that
(9.3) ∇(1̂B)(0) = 0 and |1̂B(ξ)| < ωd for all ξ 6= 0.
Expanding the exponential factor e−2πis|ξ| in the last integral in Maclaurin series, terms
of odd degree with respect to s contribute zero. Therefore for ξ in any bounded set,
1̂B(ξ) = ωd−1
∫ 1
−1
(
1 + 12(−2πi|ξ|s)
2 +O(|ξ|4)
)
(1− s2)(d−1)/2 ds
= ωd − 2π
2ωd−1|ξ|
2
∫ 1
−1
s2(1− s2)(d−1)/2 ds+O(|ξ|4)
= ωd(1− πρd|ξ|
2) +O(|ξ|4)
where ρd is defined by
(9.4) ρd = 2πωd−1ω
−1
d
∫ 1
−1
s2(1− s2)(d−1)/2 ds.
Provided that |ξ| is sufficiently small, this can be rewritten as
(9.5) ω−1d 1̂B(ξ) = exp
(
− πρd|ξ|
2 +O(|ξ|4)
)
.
Therefore for |ξ| in some neighborhood of 0 that depends only on d,
(9.6) ω2−qd |1̂B(ξ)|
q−2 = e−πρd(q−2)|ξ|
2+O(q|ξ|4).
Moreover for ξ in any fixed bounded region,
(9.7)
∣∣ω−1d 1̂B(ξ)∣∣ ≤ e−c|ξ|2
where c > 0 depends only on the dimension d, while |1̂B(ξ)| = O(|ξ|
−(d+1)/2) as |ξ| → ∞.
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Therefore for arbitrary k ≥ 0,∫
|ξ|≥q−1/4
|ξ|k · |ω−1d 1̂B(ξ)|
q−2 dξ = O(q−N ) for all N
as q →∞ while k remains fixed. Therefore uniformly for all x ∈ Rd, for any N <∞,
ω2−qd Lq(x) =
∫
Rd
e2πix·ξω2−qd |1̂B(ξ)|
q−2 dξ
=
∫
Rd
e2πix·ξh(ξ) dξ(9.8)
where h = hq,d is a radially symmetric function that satisfies
(9.9)
∫
Rd
|ξ|k h(ξ) dξ = O(q−(d+k)/2)
for any nonnegative real number k.
If k is a nonnegative integer then by virtue of the radial symmetry of h,
(9.10)
∫
|ξ|≤q−1/4
(x · ξ)kh(ξ) dξ = ck,q|x|
k
where ck,q = 0 for all odd k and ck,q = Ok(q
−(d+2+k)/2). Expand
e2πix·ξ =
5∑
k=0
(2πix · ξ)k/k! +O(|x · ξ|6)
and invoke (9.10) to obtain∫
|ξ|≤q−1/4
e2πix·ξh(ξ) dξ = c0(q) + c1(q)|x|
2 + c2(q)|x|
4 +O(q−(d+6)/2)
where cj(q) are independent of x while the remainder term O(q
−(d+6)/2) satisfies this upper
bound uniformly for all x in an arbitrary compact set. 
Recall the notation γq,d = −x · ∇Kq(x)
∣∣
|x|=1
.
Lemma 9.2. Let d ≥ 1. There exists a real number κ > 0 that depends only on the
dimension d such that as q →∞,
(9.11) γq,d = κq
−(d+2)/2ωqd +O(q
−(d+4)/2ωqd).
For any bounded set S ⊂ Rd there exists r <∞ such that for all q ≥ r and all x, y ∈ S,
(9.12) Kq(x) > Kq(y) whenever |x| < 1 < |y|.
Proof. Let S ⊂ Rd be a bounded set, and consider any point x ∈ S. In the expression
(9.13) x · ∇Kq(x) =
∫
e2πix·ξ(2πix · ξ)1̂B(ξ)|1̂B(ξ)|
q−2 dξ,
expand e2πix·ξ =
∑2
k=0(2πix · ξ)
k/k! + O(|x · ξ|3) and argue as in the proof of Lemma 9.1
to obtain
x · ∇Kq(x) = −4π
2
∫
(x · ξ)21̂B(ξ)|1̂B(ξ)|
q−2 dξ +O(|x|4q−(d+4)/2)
= −4π2|x|2
∫
|ξ|21̂B(ξ)|1̂B(ξ)|
q−2 dξ +O(|x|4q−(d+4)/2).
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Comparing with the proof of Lemma 9.1, there is one extra factor of 1̂B in the integral here.
This makes no essential difference in the inequalities.
The last line is obtained by expanding (x · ξ)2 =
∑
j,k xjxkξjξk and noting that for any
j 6= k, ∫
Rd
ξjξk1̂B(ξ)|1̂B(ξ)|
q−2 dξ = 0
since 1̂B is radial. By using (9.6) one obtains
(9.14)
∫
Rd
|ξ|21̂B(ξ)|1̂B(ξ)|
q−2 dξ = κωqdq
−(d+2)/2 +O(ωqdq
−(d+4)/2)
where κ = κ(d) > 0. 
We require some global control over Kq.
Lemma 9.3. Let d ≥ 1. For all sufficiently large exponents q <∞, Kq satisfies
min
|x|≤1−δ
Kq(x) > max
|x|≥1+δ
Kq(x) for all δ > 0(9.15)
K(x)−K(y) ≥ cq
∣∣ |x| − |y| ∣∣ whenever |x| ≤ 1 ≤ |y| ≤ 2(9.16)
where cq > 0.
These are the hypotheses (2.14) and (3.9) of Lemma 4.1.
Proof. It suffices to establish the first conclusion, for the second follows from the first
together with Lemma 9.2.
As in the proof of Lemma 9.1, ω1−qd Kq(x) is the inverse Fourier transform of the function
e−πρd(q−1)|ξ|
2+O(q|ξ|4)1|ξ|≤q−1/4 plus O(q
−N ) for all N . The main term equals
(q − 1)−d/2
∫
|ξ|≤q1/4
e−πρd|ξ|
2+O(q−1|ξ|4)e2πiy·ξ dξ
plusO(q−N ) for allN , where y = (q−1)−1/2x. Now the two functions e−πρd|ξ|
2+O(q−1|ξ|4)1|ξ|≤q1/4
and e−πρd|ξ|
2
differ by O(q−1) in L1 norm. Therefore uniformly for all x ∈ Rd and all suffi-
ciently large q,
ω1−qd Kq(x) = (q − 1)
−d/2
∫
e−πρd|ξ|
2
e2πiy·ξ dξ +O(q−(d+2)/2)
where y = (q − 1)−1/2x. The leading term is a positive Gaussian function of y, and has
order of magnitude q−d/2 for y in any compact set. (9.15) follows from the monotonicity of
Gaussians together with these asymptotics. 
9.2. The coronal case. By the coronal case, we mean that in which E is close to the unit
ball in the strong sense that E∆B ⊂ {x :
∣∣ |x| − 1 ∣∣ ≤ λ|E∆B|} for a suitable constant λ,
which is at our disposal and is to depend only on the dimension d and on the exponent q.
Lemma 9.4. Let d ≥ 1 and let q be sufficiently large. There exists λ0 = λ0(q, d) <∞ with
the following property. Let λ ≥ λ0. Suppose that E ⊂ R
d satisfies |E| = |B|, |E∆B| ≤
2|E| · dist(E,E), λ|E∆B| ≤ 1, and
(9.17) E ⊂ {x :
∣∣|x| − 1∣∣ ≤ λ|E∆B|}.
Then
(9.18) ‖1̂E‖
q
q ≤ ‖1̂B‖
q
q − cdist(E,E)
2 +Oλ(dist(E,E)
2+̺)
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where c, ̺ are positive constants that depend on d, q but are independent of λ.
Proof. If λ0 is sufficiently small then by Lemma 7.1, there exists a measure-preserving
affine automorphism φ ∈ Aff(d) such that φ(E) is balanced with respect to B, and φ(E) ⊂
{x : |x| ≤ 1 + Oλ(1) dist(E,E)}. By its definition, dist(E,E) = dist(φ(E),E) satisfies
dist(E,E) ≤ |E| · |φ(E)∆B|. Therefore φ(E) ⊂ {x : |x| ≤ 1 + Oλ(1)|φ(E)∆B|}. Replace
E by φ(E) for the remainder of this proof, recalling that ‖1̂φ(E)‖q = ‖1̂E‖q.
Let f = 1E−1B and let a, b, F be the functions associated to E, f as in Definition 5.2. We
seek upper bounds for |〈Lq ∗ f, f〉| and |〈Lq ∗ f, f˜〉|, and a negative upper bound for 〈Kq, f〉
for all sufficiently large exponents q, strong enough to guarantee that in magnitude, 〈Kq, f〉
dominates the other two terms. Lemma 9.3 guarantees that the hypotheses of Lemma 4.1
are satisfied for all sufficiently large q. According to the latter lemma,
〈Kq, f〉 ≤ −
1
2γ(q, d)
∫
(a2 + b2) dσ +Oλ(|E∆B|
2+̺)
≤ −cq−(d+2)/2ωqd
∫
(a2 + b2) dσ +O
(
ωqdq
−(d+4)/2‖F‖2L2
)
+Oλ(|E∆B|
2+̺)
where c > 0 is independent of q so long as q is sufficiently large. Since ‖F‖2L2 =
∫
(a −
b)2 dσ ≤
∫
(a2 + b2) dσ (recall that a, b are nonnegative by their definitions), by replacing c
by c/2 we obtain
〈Kq, f〉 ≤ −cq
−(d+2)/2ωqd
∫
(a2 + b2) dσ +Oλ(|E∆B|
2+̺).
We have shown in Lemma 5.1 that
〈Lq ∗ f, f〉 =
∫∫
Sd−1×Sd−1
F (α)F (β)Lq(α− β) dσ(α) dσ(β) +Oλ(|E∆B|
2+̺).
According to Lemma 9.1, Lq(α−β) = κ0+κ1|α−β|
2+κ2|α−β|
4+O(ωqdq
−(d+6)/2) where
κk depend on q, d but are independent of α, β. The contributions of κk|α − β|
2k to the
double integral vanish for k = 0, 1, 2, by Lemma 7.3. Therefore
(9.19) 〈Lq ∗ f, f〉 = O
(
ωqdq
−(d+6)/2‖F‖2L2
)
.
By the same reasoning, 〈Lq ∗ f, f˜〉 = O
(
ωqdq
−(d+6)/2‖F‖2L2
)
.
Recall that F = a− b. In all, we have shown that
q〈Kq, f〉+
1
4q
2〈Lq ∗ f, f〉+
1
4q(q − 2)〈Lq ∗ f, f˜〉
≤ −cq · q−(d+2)/2ωqd
∫
(a2 + b2) dσ +O(q2q−(d+6)/2ωqd‖F‖
2
L2) +Oλ(|E∆B|
2+̺)
= −c · q−d/2ωqd
∫
(a2 + b2) dσ +O(q−(d+2)/2ωqd‖F‖
2
L2) +Oλ(|E∆B|
2+̺)
≤ −c′ · q−d/2ωqd
∫
(a2 + b2) dσ +Oλ(|E∆B|
2+̺)
where c′, ̺ > 0 for all sufficiently large exponents q. The crucial point is that for large q,
the factor ωqdq
−d/2 in the leading term dominates the factor ωqdq
−(d+2)/2 in the remainder
term O(q−(d+2)/2ωqd‖F‖
2
L2).
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Since ‖F‖L2 = O(|E∆B|) and
∫
(a2 + b2) dσ ≥ 12σ(S
d−1)−1|E∆B|2, this yields
‖1̂E‖
q
q ≤ ‖1̂B‖
q
q − cω
q
dq
−d/2|E∆B|2 +Oλ(|E∆B|
2+̺)
≤ ‖1̂B‖
q
q − cω
q
dq
−d/2 dist(E,E)2 +Oλ(dist(E,E)
2+̺)
since |E∆B| ≥ |E| · dist(E,E). 
9.3. Reduction to the coronal case. The next step is to show how the case of sets sat-
isfying the weaker condition |E∆B| ≪ |E| can be reduced to the coronal case, completing
the proof of Theorem 2.7. Recall the notation Eη introduced in (4.1) and employed in
Corollary 4.2; Eη = {x ∈ E :
∣∣ |x| − 1 ∣∣ > η}.
Proof of Theorem 2.7. Let λ be a large constant to be chosen below. Suppose that |E| =
|B|, and that B is a quasi-optimal approximation to E among all ellipses of measure |E| in
the sense that
|E∆B| ≤ 2 inf
|E|=|E|
|E∆ E| = 2|E| · dist(E,E)≪ 1.
Express E as E = (B∪A) \B where A ⊂ B, B ∩B = ∅, and |A| = |B|. Set η = λ|E∆B|
and consider Eη, Aη, Bη . Define sets B
† ⊂ B \Bη and A
† ⊂ A\Aη as follows. If |Bη| ≥ |Aη |
choose a measurable set A′η ⊂ Aη satisfying |A
′
η| = |Bη| and define B
† = B \ Bη and
A† = A \ A′η. If |Aη| ≥ |Bη| choose a measurable set B
′
η ⊂ Bη satisfying |B
′
η| = |Aη |, and
define B† = B \B′η and A
† = A \ Aη. Define
E† = (B ∪A†) \B†(9.20)
f † = 1A† − 1B†(9.21)
and fη = f − f
† = 1A\A† − 1B\B† . Then |E
†| = |B| and
(9.22) |E∆B| = |E∆E†|+ |E†∆B|.
Let f˜ †(x) = f †(−x).
By Corollary 4.2, for all sufficiently large q,
(9.23) ‖1̂E‖
q
q ≤ ‖1̂E†‖
q
q − cλ|E∆B| · |E∆E
†|+Oλ(|E∆B|
2+̺).
Since |E†| = |E|,
inf
|E|=|E†|
|E†∆ E| = inf
|E|=|E|
|E†∆ E| ≤ |E†∆B| ≤ |E∆B|.
Moreover, a simplification of the analysis above establishes the simple bound
(9.24) ‖1̂E†‖
q
q ≤ ‖1̂B‖
q
q +O(|E
†∆B|2)
since 〈Kq, f
†〉 is nonpositive for q sufficiently large. Together these give
‖1̂E‖
q
q ≤ ‖1̂B‖
q
q − cλ|E∆B| · |E∆E
†|+O(|E∆B|2).
From this we deduce the desired conclusion ‖1̂E‖
q
q ≤ ‖1̂B‖
q
q − c|E∆B|2 unless
(9.25) |E∆E†| ≤ Cλ−1|E∆B|.
Here the constant C depends only on q, d.
For the remainder of the proof we may assume that (9.25) holds. If λ is sufficiently large,
then (9.25) together with the relation |E∆B| = |E∆E†|+ |E†∆B| imply that
|E†∆B| ≥ 12 |E∆B|.
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This condition ensures that
(9.26) E†∆B ⊂ E∆B ⊂ {x :
∣∣ |x| − 1 ∣∣ ≤ λ|E∆B|} ⊂ {x : ∣∣ |x| − 1 ∣∣ ≤ 2λ|E†∆B|.}
Moreover, for any ellipsoid E satisfying |E| = |E†| = |E|,
|E†∆ E| ≥ |E∆ E| − |E∆E†| ≥ 12 |E∆B| − |E∆E
†| ≥ (12 − Cλ
−1)|E∆B| ≥ 14 |E∆B|
provided that λ is sufficiently large. Thus dist(E†,E) ≥ 14 dist(E,E).
By invoking first (9.23), then Lemma 9.4, we obtain
‖1̂E‖
q
q ≤ ‖1̂E†‖
q
q − cλ|E∆B| · |E∆E
†|+Oλ(|E∆B|
2+̺)
≤ ‖1̂B‖
q
q − ζ dist(E
†,E)2 +Oλ(dist(E
†,E)2+̺)
− cλ|E∆B| · |E∆E†|+Oλ(|E∆B|
2+̺)
≤ ‖1̂B‖
q
q −
1
4ζ dist(E,E)
2 +Oλ(dist(E,E)
2+̺)
where ζ = ζ(d, q) is a positive constant. 
10. q = 4 analysis for dimension d = 2
Here we prove Theorem 2.10. Let d = 2 and q = 4. Define
K = K4 = 1B ∗ 1B ∗ 1B(10.1)
L = L4 = 1B ∗ 1B.(10.2)
These are radially symmetric functions on R2. The same reasoning as employed above for
the case of large exponents q reduces Theorem 2.10 to the following special case.
Proposition 10.1. Let E ⊂ R2 be a Lebesgue measurable set satisfying |E| = |B|. Suppose
that E is balanced and lies close to B in the sense (5.7). Then
(10.3) ‖1̂E‖
4
L4 ≤ ‖1̂B‖
4
L4 −
8
5π |E∆B|
2 +O(|E∆B|2+̺)
where ̺ > 0.
As in the analysis of the case of large exponents q developed above, the proof of Propo-
sition 10.1 reduces to the estimation of
(10.4) − 12qγ4,2
∫
S1
(a2 + b2) dσ + 14q
2Q(F,F ) + 14q(q − 2)Q(F, F˜ )
= −2γ4,2
∫
S1
(a2 + b2) dσ + 4Q(F,F ) + 2Q(F, F˜ )
where Q is the quadratic form defined in (5.11) and γ4,2 = −x · ∇K
∣∣
|x|=1
.
10.1. Fourier series analysis. Identify S1 with [0, 2π] via S1 ∋ α = (cos(θ), sin(θ)). The
quadratic form Q = Q4,2 defined in (5.11) becomes
(10.5) Q(F,G) =
∫∫
S1×S1
F (α)G(β)L(α − β) dσ(α) dσ(β) = 〈F ∗ L, G〉
where ∗ denotes convolution on S1 and
(10.6) L(θ) = L(x) where |x| =
√
2− 2 cos(θ)).
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We utilize the Fourier transform, mapping L2(S1) to ℓ2(Z), normalized by
ĥ(n) = (2π)−1
∫ 2π
0
h(θ)e−inθ dθ.
Thus
∫ 2π
0 g h = 2π
∑∞
n=−∞ ĥ(n)ĝ(n), and ĝ ∗ h = 2π ĝ ĥ. Thus
(10.7) Q(F,G) = 2π
∑
n∈Z
F̂ ∗ L(n) Ĝ(n) = 4π2
∑
n∈Z
F̂ (n) Ĝ(n) L̂(n).
For any function F ∈ L2(S1),
(10.8) 4Q(F,F ) + 2Q(F, F˜ ) = 4π2
∑
n
(4 + 2(−1)n)L̂(n)|F̂ (n)|2.
Indeed, specializing to G = F in (10.7) gives Q(F,F ) = 4π2
∑
n∈Z |F̂ (n)|
2 L̂(n). The re-
flection F˜ (θ) = F (−θ) of any real-valued function F ∈ L2(S1) has Fourier coefficientŝ˜F (n) = e−inπF̂ (n) = (−1)nF̂ (n) for all n. Setting G = F˜ instead gives Q(F, F˜ ) =
4π2
∑
n(−1)
n|F̂ (n)|2L̂(n).
The next two lemmas will be proved in §10.2.
Lemma 10.2. For any nonzero n ∈ Z,
(10.9) L̂(n) =
{
2n−2π−1 if n is odd
2(n2 − 1)−1π−1 if n is even.
Lemma 10.3. γ4,2 = 4.
By Lemma 10.2, the numbers (4 + 2(−1)n)L̂(n) are real and positive, and satisfy
(10.10) (4 + 2(−1)n)L̂(n)
{
= 4π−1 for n ∈ {±1,±2}
≤ 45π
−1 < 4π−1 for |n| ≥ 3.
Lemma 10.4. Let d = 2. Suppose that E ⊂ R2 is well approximated by B in the sense
(5.7), and that E is balanced. Then
(10.11) 4〈K, f〉 + 4〈L ∗ f, f〉+ 2〈L ∗ f, f˜〉 ≤ −85 |E∆B|
2 +O(|E∆B|2+̺).
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Proof. The hypothesis that E is balanced is equivalent to F̂ (n) = 0 for all n ∈ {0, ±1, ±2}.
Therefore using the relation F = a− b,
4〈K, f〉 + 4〈L ∗ f, f〉+ 2〈L ∗ f, f˜〉
= 4 · (−12γ4,2)
∫
S1
(a2 + b2)(α) dσ(α) + 4π2
∑
n∈Z
|F̂ (n)|2(4 + 2(−1)n)L̂(n) +O(|E∆B|)2+̺
= −8
∫
S1
(a2 + b2)(α) dσ(α) + 4π2
∑
|n|≥3
|F̂ (n)|2(4 + 2(−1)n)L̂(n) +O(|E∆B|)2+̺
≤ −8
∫
S1
(a2 + b2)(α) dσ(α) + 4π2 sup
|n|≥3
(
(4 + 2(−1)n)L̂(n)
)
·
∑
|n|≥3
|F̂ (n)|2 +O(|E∆B|)2+̺
= −8
∫
S1
(a2 + b2)(α) dσ(α) + 4π2 · 45π
−1
∑
n∈Z
|F̂ (n)|2 +O(|E∆B|)2+̺
= −8
∫
S1
(a2 + b2)(α) dσ(α) + 85
∫
S1
(a− b)2 dσ(α) +O(|E∆B|)2+̺
≤ −8
∫
S1
(a2 + b2)(α) dσ(α) + 85
∫
S1
(a2 + b2) dσ(α) +O(|E∆B|)2+̺
= −325
∫
S1
(a2 + b2)(α) dσ(α) +O(|E∆B|)2+̺
= −85π
−1|E∆B|2 +O(|E∆B|2+̺
for a certain constant ̺ > 0. We have used the trivial inequality (a− b)2 = a2+ b2− 2ab ≤
a2 + b2, which holds since a, b are by their definitions nonnegative real-valued functions.
The final line is obtained from (5.5):∫
S1
(a2 + b2) dσ ≥ 12σ(S
1)−1|E∆B|2 = (4π)−1|E∆B|2.

One may observe that if |E| = |B| but E is not assumed to be balanced, then sup|n|≥3(4+
2(−1)n)L̂(n) must be replaced in this calculation by supn 6=0(4 + 2(−1)
n)L̂(n). With this
change, the terms involving
∫
S1(a
2 + b2) dσ in the above calculation cancel exactly, and
consequently no useful conclusion is reached.
10.2. Two calculations.
Proof of Lemma 10.3. For d = 2,
(1B ∗ 1B)(x) = 4
∫ 1
|x|/2
(1− s2)1/2 ds
so
∂
∂x1
(1B ∗ 1B)(x1, x2) = −4(1− |x|
2/4)1/2 · 12
x1
|x|
= −2x1|x|
−1(1− |x|2/4)1/2
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for |x| < 2, and this function vanishes for |x| > 2. Therefore
∂
∂x1
(1B ∗ 1B ∗ 1B)(1, 0) =
( ∂
∂x1
(1B ∗ 1B) ∗ 1B
)
(1, 0)
= −2
∫
|y−(1,0)|≤1
y1|y|
−1(1− |y|2/4)1/2 dy.
In polar coordinates y = (r cos(θ), r sin(θ)), the domain of integration is
{y : (y1 − 1)
2 + y22 ≤ 1} = {(r, θ) : 0 ≤ r ≤ 2 cos(θ) and |θ| ≤ π/2}
and the integral becomes
−2
∫ π/2
−π/2
∫ 2 cos(θ)
0
cos(θ)(1− 14r
2)1/2 r dr dθ = 2
∫ π/2
−π/2
cos(θ) · 43(1−
1
4r
2)3/2
∣∣2 cos(θ)
0
dθ
= 83
∫ π/2
−π/2
cos(θ)
(
(1− cos2(θ))3/2 − 1
)
dθ = 83
∫ π/2
−π/2
cos(θ)
(
| sin(θ)|3 − 1
)
dθ
= 163
∫ π/2
0
cos(θ)
(
sin3(θ)− 1
)
dθ = 163
(
1
4 sin
4(θ)− sin(θ)
)∣∣π/2
0
= 163 · (
1
4 − 1) = −4.

Proof of Lemma 10.2. The Fourier coefficients of L are
(10.12) L̂(n) = (2π)−1
∫ 2π
0
L∗
(√
2− 2 cos(θ)
)
) e−inθ dθ
= (2π)−1
∫ 2π
0
L∗
(√
2− 2 cos(θ)
)
) cos(nθ) dθ
since the 2π–periodic function θ 7→ L∗(
√
2− 2 cos(θ)) is even. Assume that n 6= 0. Inte-
grate by parts to obtain
2πL̂(n) = −n−1
∫ π
−π
sin(nθ)
d
dθ
(
L∗(
√
2− 2 cos(θ)
)
dθ
= −n−1
∫ π
−π
sin(nθ)
( d
dθ
L∗
)
(
√
2− 2 cos(θ)) · sin(θ) · (2− 2 cos(θ))−1/2 dθ
= −n−1
∫ π
−π
sin(nθ)
(
− ω1
(
1− 14(2− 2 cos(θ))
2/2
)1/2)
· sin(θ) · (2− 2 cos(θ))−1/2 dθ
= n−1
∫ π
−π
sin(nθ) (1 + cos(θ))1/2 · sin(θ) · (1− cos(θ))−1/2 dθ
= n−1
∫ π
−π
sin(nθ) (1 + cos(θ)) · sin(θ) · (1− cos2(θ))−1/2 dθ
= 2n−1
∫ π
0
sin(nθ) (1 + cos(θ)) · sin(θ) · (1− cos2(θ))−1/2 dθ
= 2n−1
∫ π
0
sin(nθ) (1 + cos(θ)) dθ.
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The integral is an odd function of n and splits naturally as a sum of two terms. For the
first of these,
(10.13)
∫ π
0
sin(nθ) dθ =
{
0 if n is even
2n−1 if n is odd.
The second, for n > 0, is∫ π
0
sin(nθ) cos(θ) dθ = (4i)−1
∫ π
0
(
einθ − e−inθ
)(
eiθ + e−iθ
)
dθ
=
{
0 if n is odd
2n(n2 − 1)−1 if n is even.

11. On dimension d = 1
Now Sd−1 = S0 = {±1}, and σ(S0) = 2. If E is balanced then F = b − a on S0 is
orthogonal in L2(S0) to x and to constant functions. Thus if E is balanced then
(11.1) F ≡ 0.
Equivalently, b ≡ a.
The exponent qd = 4 −
2
d+1 equals 3 for d = 1, so the range (qd,∞) in which results for
general dimensions were established specializes to (3,∞).
Together with results shown for general dimensions above, for balanced sets E ⊂ R1 this
establishes the following simplified comparison of ‖1̂E‖
q
q to ‖1̂B‖
q
q, in which no quadratic
terms in f = 1E − 1B appear.
Lemma 11.1. Let d = 1. For each q ∈ (3,∞) there exists ̺ > 0 such that for any bounded,
balanced set E ⊂ R1 that satisfies |E| = |B|,
(11.2) ‖1̂E‖
q
q = ‖1̂B‖
q
q + q〈Kq,1E − 1B〉+O(|E∆B|
2+̺).
Another simplification is the availability of a simple expression for 1̂B. Since
(11.3) 1̂B(ξ) =
∫ 1
−1
e−2πixξ dx = (−2πi)−1ξ−1
(
e−2πiξ − e2πiξ
)
=
sin(2πξ)
πξ
,
one has
Kq(x) = π
−(q−1)
∫ ∞
−∞
e2πixξ
sin(2πξ)
ξ
∣∣ξ−1 sin(2πξ)∣∣q−2 dξ
= π−(q−1)
∫ ∞
−∞
cos(2πxξ)ξ−1 sin(2πξ)
∣∣ξ−1 sin(2πξ)∣∣q−2 dξ
and
γ1,q = −
dKq
dx
∣∣∣
x=1
= 2π2−q
∫ ∞
−∞
|ξ|2−q | sin(2πξ)|q dξ > 0
for all q ∈ (2,∞). Moreover, if q ≥ 4 is an even integer then Kq, the convolution product of
q − 1 factors of 1B, is an even function that is strictly decreasing on the interval [0, q − 1],
and vanishes identically for |x| > q − 1. In particular, (2.14) holds for any even integer
q ≥ 4.
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Since F ≡ 0, 〈Lq ∗ f, f〉 = O(|E∆B|)
2+̺ and likewise 〈Lq ∗ f, f˜〉 = O(|E∆B|)
2+̺ where
̺ > 0. Therefore for any q ∈ {4, 6, 8, . . . },
‖1E‖
q
q = ‖1B‖
q
q −
1
2qγ1,q
∫
S0
(a2 + b2)(α) dσ(α) +O(|E∆B|)2+̺
≤ ‖1B‖
q
q −
1
8qγ1,q|E∆B|
2 +O(|E∆B|)2+̺.
Theorem 2.9 follows from Lemma 11.1 by results and reasoning shown in earlier sections. 
Proposition 2.8 is a consequence of Lemma 11.1 and these formulas. 
12. Precompactness of extremizing sequences
We turn to the proof of the compactness principle, Theorem 2.2. The method used is
that of [12].
12.1. Notation. By a measurable partition of a Lebesgue measurable set E we mean a
pair of Lebesgue measurable subsets A,B ⊂ E satisfying A ∪ B = E and A ∩ B = ∅ up
to Lebesgue null sets. We say that two Lebesgue measurable functions g, h are disjointly
supported if their product vanishes almost everywhere.
‖y‖R/Z will denote the distance from y ∈ R to Z. For d > 1, if x = (x1, . . . , xd),
‖x‖Rd/Zd = max1≤j≤d ‖xj‖R/Z. There is a triangle inequality ‖x + y‖Rd/Zd ≤ ‖x‖Rd/Zd +
‖y‖Rd/Zd .
Oδ(1) denotes a quantity whose absolute value is less than or equal to a finite constant
that depends only on δ and on the dimension d, or sometimes on the exponent q under
discussion, as well. Similarly, oδ(1) denotes a quantity that tends to zero as δ → 0, at a
rate that may depend on d or on both d and q. All bounds are implicitly asserted to be
uniform for q in any compact subset of (2,∞).
Gl(d) denotes the group of all invertible linear transformations T : Rd → Rd. Aff(d)
denotes the group of all affine automorphisms of Rd, that is, all maps x 7→ T (x) = T (x)+v
where v ∈ Rd and T ∈ Gl(d). det(T ) denotes the determinant of T , and |J(T )| denotes the
Jacobian determinant of T , which is equal to |det(T )|.
|S| denotes the Lebesgue measure of a subset S of a Euclidean space of arbitrary dimen-
sion. Most frequently S will be a subset of Rd, but other spaces, such as Rd
2
and Rd(d−1),
will also arise. #(S) denotes the cardinality of a finite set S, and equals∞ if S is an infinite
set.
Qd denotes the unit cube in Rd, the set of all x = (x1, . . . , xd) satisfying 0 ≤ xj ≤ 1 for
every 1 ≤ j ≤ d. T is the quotient group T = R/Z.
Definition 12.1. A discrete multiprogression P in Rd of rank r is a function
P :
r∏
i=1
{0, 1, . . . , Ni − 1} → R
d
of the form
P(n1, . . . , nr) =
{
a+
r∑
i=1
nivi : 0 ≤ ni < Ni
}
,
for some a ∈ Rd, some vj ∈ R
d, and some positive integers N1, . . . , Nr. The size of P is
σ(P) =
∏r
i=1Ni. The multiprogression P is said to be proper if this mapping is injective.
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A continuum multiprogression P in Rd of rank r is a function
P :
r∏
i=1
{0, 1, . . . , Ni − 1} ×Q
d → Rd
of the form
(n1, . . . , nd; y) 7→ a+
∑
i
nivi + sy
where a, vi ∈ R
d and s ∈ R+. The size of P is defined to be
σ(P ) = sd
∏
i
Ni.
P is said to be proper if this mapping is injective.
We will loosely identify a multiprogression with its range, and will thus refer to multi-
progressions as if they were sets rather than functions. If P is proper then the Lebesgue
measure of its range equals its size. A more invariant definition would replace Qd by
an arbitrary convex set of positive and finite Lebesgue measure. The above definition is
equivalent for our purposes, according to a theorem of John, and is more convenient.
12.2. Generalities concerning norm inequalities.
Lemma 12.1. For each d ≥ 1 and q ∈ (2,∞) there exist δ0, c, C
′ ∈ R+ with the following
property. Let E ⊂ Rd be a Lebesgue measurable set satisfying 0 < |E| <∞. Let δ ∈ (0, δ0].
Suppose that ‖1̂E‖q ≥ (1 − δ)Aq,d|E|
1/q′ . For any measurable subset A ⊂ E satisfying
|A| ≥ C ′δ|E|,
(12.1) ‖1̂A‖q ≥ cδ
1/qAq,d|A|
1/q′ .
Proof. Let p = q′. We may assume without loss of generality that |E| = 1, by the scaling
symmetry of the inequality. Set B = E \ A.
There exists C <∞ such that for arbitrary functions G,H ∈ Lq,
(12.2) ‖G+H‖qq ≤ ‖G‖
q
q +C‖G‖
q−1
q ‖H‖q + C‖H‖
q
q.
Consequently
‖1̂A + 1̂B‖
q
q ≤ ‖1̂B‖
q
q +C‖1̂B‖
q−1
q ‖1̂A‖q + C‖1̂A‖
q
q
≤ Aqq,d|B|
q/p +CAq−1q,d |B|
(q−1)/p‖1̂A‖q +C‖1̂A‖
q
q.
Set y = |A|1/p ∈ (0, 1] and x =
‖1̂A‖q
Aq,d·|A|1/p
∈ [0, 1]. Then |B|1/p = (1 − yp)1/p ≤ 1− cpy
p
for a certain constant cp > 0.
Since |E| = 1, the hypothesis ‖1̂E‖q ≥ (1−δ)Aq,d|E|
1/p can be rewritten as ‖1̂A+1̂B‖q ≥
(1− δ)Aq,d. Together with the upper bound derived above, this gives
(1− δ)q ≤ (1− yp)q/p + C(1− yp)(q−1)/pxy + Cxqyq
≤ 1− cpy
p + Cxy
since (1− yp) ≤ 1 and xqyq ≤ xy. Therefore x ≥ cyp−1 − Cδy−1 ≥ cδ(p−1)/p provided that
|A| ≥ C ′δ for a sufficiently large constant C ′. Inserting the definition of x, this inequality
becomes
‖1̂A‖q ≥ cδ
(p−1)/pAq,d|A|
1/p = cδ1/qAq,d|A|
1/q′ .

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We also require the corresponding statement concerning the dual inequality. This is the
inequality
(12.3) ‖f̂‖Lq,∞ ≤ Aq,d‖f‖Lq′
where Aq,d is the same constant as above. Recall that we use for the Lorentz space L
q,∞
the norm
‖g‖Lq,∞ = ‖g‖q,∞ = sup
E
∣∣ ∫
E
g
∣∣ · |E|−1/q′ ,
with the supremum taken over all Lebesgue measurable sets satisfying 0 < |E| <∞. Since
Lq is embedded continuously in Lq,∞, the Fourier transform is bounded from Lq
′
to Lq,∞
for each q ∈ (2,∞). The norm that we have chosen for Lq,∞ is the one naturally associated
with the duality between Lq,∞ and the Lorentz space Lq,1 [19], so that the optimal constant
in the inequality ‖f̂‖Lq,∞(Rd) ≤ C‖f‖Lq′(Rd) is C = Aq,d.
Lemma 12.2. For each d ≥ 1 and q ∈ (2,∞) there exist δ0, c, C
′ ∈ R+ with the following
property. Let f = g + h where f, g, h ∈ Lq
′
(Rd) and g, h are disjointly supported. Let
δ ∈ (0, δ0]. Suppose that ‖f̂‖q,∞ ≥ (1− δ)Aq,d‖f‖q′ . If ‖h‖q′ ≥ C
′δ‖f‖q′ then
(12.4) ‖ĥ‖q,∞ ≥ cδ
q′/qAq,d‖h‖q′ .
Proof. We may assume without loss of generality that ‖f‖q′ = 1. Set p = q
′. Let A,B be
disjoint measurable sets such that g = 1Ag and h = 1Bh almost everywhere. By definition
of the Lq,∞ norm, there exists a Lebesgue measurable set E ⊂ Rd with 0 < |E| < ∞
satisfying |
∫
E f̂ | ≥ (1− 2δ)Aq,d|E|
1/p. Then
|
∫
E
ĥ| ≥ |
∫
E
f̂ | − |
∫
E
ĝ|
≥ (1− 2δ)Aq,d|E|
1/p −Aq,d|E|
1/p‖g‖p
= Aq,d|E|
1/p
(
(1− 2δ)− (1− ‖h‖pp)
1/p
)
= Aq,d|E|
1/p
(
p−1‖h‖pp − 2δ +O(‖h‖
2p
p )
)
.
If ‖h‖pp ≥ 4pδ, and if δ is sufficiently small, we conclude that
(12.5) |
∫
E
ĥ| ≥ cAq,d|E|
1/p‖h‖pp ≥ cAq,d|E|
1/pδp/q‖h‖p.
Since ‖ĥ‖q,∞ ≥ |E|
−1/p|
∫
E ĥ| by definition of this norm, this completes the proof. 
Lemma 12.3. For each d ≥ 1 and q ∈ (2,∞) there exist δ0, C
′ ∈ R+ with the following
property. Let E ⊂ Rd be a Lebesgue measurable set satisfying 0 < |E| <∞. Let δ ∈ (0, δ0].
Suppose that ‖1̂E‖q ≥ (1 − δ)Aq,d|E|
1/q′ . Suppose that E = A ∪ B where A ∩ B = ∅, and
A,B are Lebesgue measurable. If min(|A|, |B|) ≥ C ′δ|E| then
(12.6) ‖1̂A1̂B‖q/2 ≥ δA
2
q,d|E|
2/q′ .
Proof. Set p = q′.
‖1̂E‖
2
q = ‖1̂A + 1̂B‖
2
q
= ‖
∣∣1̂A + 1̂B∣∣2‖q/2
≤ ‖1̂A‖
2
q + ‖1̂B‖
2
q + 2‖1̂A1̂B‖q/2
≤ A2q,d|A|
2/p +A2q,d|B|
2/p + 2‖1̂A1̂B‖q/2.
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Now setting ρ = 2p−1 − 1 > 0,
|A|2/p + |B|2/p ≤ max(|A|, |B|)ρ(|A| + |B|)
= max(|A|, |B|)ρ|E|
= max(|A|/|E|, |B|/|E|)ρ |E|2/p
≤ (1− C ′δ)ρ|E|2/p
≤ (1− C ′cδ)|E|2/p.
Therefore
‖1̂A1̂B‖q/2 ≥
1
2A
2
q,d
(
(1− δ)2 − (1− C ′cδ)
)
|E|2/p.
If C ′ is sufficiently large then (1− δ)2 − (1−C ′cδ) ≥ 2δ for all sufficiently small δ > 0. 
Lemma 12.4. For each d ≥ 1 and q ∈ (2,∞) there exist δ0, c, C0 ∈ R
+ with the following
property. Let f = g + h where f, g, h ∈ Lq
′
(Rd) and g, h are disjointly supported. Let
δ ∈ (0, δ0]. Suppose that ‖f̂‖q,∞ ≥ (1 − δ)Aq,d‖f‖q′. If min(‖g‖q′ , ‖h‖q′ ) ≥ C0δ
1/q′‖f‖q′
then
(12.7) ‖ |ĝ ĥ|1/2‖q,∞ ≥ cδ
3/2Aq,d‖f‖q′ .
Proof. Choose some Lebesgue measurable set E ⊂ Rd with 0 < |E| <∞ satisfying |
∫
E f̂ | ≥
(1− 2δ)Aq,d‖f‖q′ |E|
1/q′ . Define
Eg = {ξ ∈ E : |ĝ(ξ)| ≥ δ
−1|ĥ(ξ)|},
Eh = {ξ ∈ E : |ĥ(ξ)| ≥ δ
−1|ĝ(ξ)|},
E0 = E \ (Eg ∪ Eh).
Then
|
∫
E
f̂ | ≤ (1 + δ)Aq,d|
∫
Eg
ĝ|+ (1 + δ)Aq,d|
∫
Eh
ĥ|+ δ−1/2
∫
E0
|ĝĥ|1/2
≤ (1 + δ)Aq,d|Eg|
1/q′‖g‖q′ + (1 + δ)Aq,d|Eh|
1/q′‖h‖q′ + δ
−1/2
∫
E
|ĝĥ|1/2
so that∫
E
|ĝĥ|1/2 ≥ δ1/2Aq,d
(
(1− 2δ)‖f‖q′ |E|
1/q′ − (1 + δ)|Eg |
1/q′‖g‖q′ − (1 + δ)|Eh|
1/q′‖h‖q′
)
.
By Ho¨lder’s inequality,
|Eg|
1/q′‖g‖q′ + |Eh|
1/q′‖h‖q′ ≤ (|Eg|+ |Eh|)
1/q′
(
‖g‖qq′ + ‖h‖
q
q′
)1/q
≤ |E|1/q
′
‖f‖
q′/q
q′ max
(
‖g‖q′ , ‖h‖q′
)(q−q′)/q
≤ |E|1/q
′
‖f‖q(1− C
′δ)
where C ′ = cCq
′
0 , since
max
(
‖g‖q′ , ‖h‖q′
)q′
= ‖f‖q
′
q′ −min(‖g‖
q′
q′ , ‖h‖
q′
q′) ≤ ‖f‖
q′
q′ − C
q′
0 δ‖f‖
q′
q′
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by the hypothesis that min(‖g‖q
′
q′ , ‖h‖
q′
q′) ≥ C
q′
0 δ‖f‖
q′
q′ . Therefore∫
E
|ĝĥ|1/2 ≥ δ1/2Aq,d‖f‖q′ |E|
1/q′
(
(1− 2δ) − (1 + δ)(1 − C ′δ)
)
≥ δ1/2Aq,d‖f‖q′ |E|
1/q′(C ′δ − 2δ − δ)
≥ δ3/2Aq,d‖f‖q′ |E|
1/q′
provided that C0 is sufficiently large to ensure that C
′ ≥ 4. 
12.3. Compatibility of multiprogressions. The next result is Lemma 5.5 of [12], to
which we refer for a proof.
Lemma 12.5. Let d ≥ 1 and let Λ ⊂ (2,∞) be compact. Let λ > 0 and R < ∞. There
exists C < ∞, depending only on R, d,Λ, λ, with the following property for all q ∈ Λ. Let
P,Q ⊂ Rd be nonempty proper continuum multiprogressions of ranks ≤ R. Let ϕ,ψ be
functions supported on P,Q respectively that satisfy ‖ϕ‖∞|P |
1/q′ ≤ 1 and ‖ψ‖∞|Q|
1/q′ ≤ 1.
If
(12.8) ‖ |ϕ̂ ψ̂|1/2‖q ≥ λ
then
(12.9) |P +Q| ≤ Cmin(|P |, |Q|).
If ‖ |ϕ̂ ψ̂|1/2‖q,∞ ≥ λ then the hypothesis of Lemma 12.5 is satisfied, since a constant
multiple of the Lq norm majorizes the Lq,∞ norm. Both situations arise below in the
analysis.
12.4. Quasi-extremizers.
Lemma 12.6. Let d ≥ 1, let Λ ⊂ (2,∞) be compact, and let η ∈ (0, 1]. There exist
Cη, cη ∈ R
+ with the following property for all q ∈ Λ. Suppose that E ⊂ Rd is a Lebesgue
measurable set with |E| ∈ R+ satisfying ‖1̂E‖q ≥ η|E|
1/q′ . Then there exists a proper
continuum multiprogression P satisfying
|P ∩ E| ≥ cη|E|,
|P | ≤ Cη|E|,
rank(P ) ≤ Cη.
Lemma 12.7. Let d ≥ 1, let Λ ⊂ (2,∞) be compact, and let η ∈ (0, 1]. There exist
Cη, cη ∈ R
+ with the following property for all q ∈ Λ. Suppose that 0 6= f ∈ Lq
′
(Rd)
satisfies ‖f̂‖q,∞ ≥ η‖f‖q′ . Then there exist a proper continuum multiprogression P and a
disjointly supported Lebesgue measurable decomposition f = g + h such that
g is supported on P ,
‖g‖q′ ≥ cη‖f‖q′ ,
‖g‖∞|P |
1/q′ ≤ Cη‖f‖q′ ,
rank(P ) ≤ Cη.
Proofs of Lemmas. These two lemmas are simple consequences of Proposition 6.4 of [12], in
which a function f ∈ Lq
′
is assumed to satisfy ‖f̂‖q ≥ η‖f‖q′ , and the conclusions are the
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same as those of Lemma 12.7. Lemma 12.7 follows directly from that result; its hypotheses
are stronger than required since ‖f̂‖q,∞ ≤ Cq‖f̂‖q.
Lemma 12.6 is obtained by specializing Proposition 6.4 of [12] to the case f = 1E . In the
resulting disjointly supported decomposition f = g + h, the summands g, h are necessarily
indicator functions of disjoint sets. Thus the conclusions of the Proposition are those of
Lemma 12.6. 
12.5. Structure of near-extremizers.
Lemma 12.8 (Multiprogression structure of near-extremizers). Let d ≥ 1, and let Λ ⊂
(2,∞) be compact. For any ε > 0 there exist δ > 0 and Cε <∞ with the following property
for all q ∈ Λ. Let E ⊂ Rd be a Lebesgue measurable set with |E| ∈ R+ that satisfies
‖1̂E‖q ≥ (1−δ)Aq,d|E|
1/q′ . There exist a measurable partition E = A∪B and a continuum
multiprogression P satisfying
|B| ≤ ε|A|
A ⊂ P
|P | ≤ Cε|E|
rank(P ) ≤ Cε.
Lemma 12.9 (Multiprogression structure of near-extremizers). Let d ≥ 1, and let Λ ⊂
(2,∞) be compact. For any ε > 0 there exist δ > 0 and Cε < ∞ with the following
property for all q ∈ Λ. Let 0 6= f ∈ Lq
′
(Rd) satisfy ‖f̂‖q,∞ ≥ (1 − δ)Aq,d‖f‖q′ . There
exist a disjointly supported Lebesgue measurable decomposition f = g + h and a continuum
multiprogression P satisfying
‖h‖q′ < ε‖f‖q′
‖g‖∞|P |
1/q′ ≤ Cε‖f‖q′
g is supported on P
rank(P ) ≤ Cε.
Proofs. These two lemmas are analogues of Lemma 7.3 of [12]. They are consequences of
the lemmas of the preceding three subsections, by the same reasoning used in [12] to deduce
that Lemma 7.3 from corresponding ingredients. Therefore the details are omitted. 
12.6. Discrete and hybrid groups. In §12.7 we will gain information about near-extremizers
by lifting sets and operators from Rd to Zd × Rd. In the present subsection we establish
basic facts about near-extremizers of the corresponding Fourier transform inequality in this
product setting.
We use the same notation ·̂ to denote the Fourier transform for each of the groups
G = Zκ × Rd, mapping functions on G to functions on the dual group Ĝ = Tκ × Rd by
f̂(θ, ξ) =
∫
Rd
∑
n∈Zκ
e−2πix·ξe−2πin·θf(n, x) dx
where T = R/Z. Integration on Zκ × Rd will always be with respect to the product of
Lebesgue measure with counting measure; likewise integration on Tκ × Rd is with respect
to the natural Lebesgue measure.
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Lemma 12.10. Let d, κ ≥ 1, and q ∈ (2,∞). The optimal constant A(q, d, κ) in the
inequality
(12.10) ‖1̂E‖q ≤ A(q, d, κ)|E|
1/q′
for Zκ × Rd satisfies
(12.11) A(q, d, κ) = Aq,d.
The optimal constant A′(q, d, κ) in the inequality
(12.12) ‖f̂‖q,∞ ≤ A
′(q, d, κ)‖f‖q′
for Zκ × Rd is likewise equal to Aq,d.
The proof requires some additional notation. Let q ∈ [2,∞], and let p ∈ [1, 2] be the
conjugate exponent. The product Fourier transform can be expressed as a composition
F ◦ F˜ of commuting operators, with
Fg(θ, ξ) =
∑
n∈Zκ
g(n, ξ)e−2πin·θ(12.13)
F˜f(n, ξ) =
∫
Rd
f(n, x)e−2πix·ξ dx.(12.14)
Here f, g : Zκ × Rd → C. Thus F is a partial Fourier transform in the first variable, while
F˜ is a partial Fourier transform in the second.
There are corresponding partial Fourier transforms which act in the reverse order; one
maps a function of (n, x) to a function of (θ, x) while another maps a function of (θ, x) to
a function of (θ, ξ). We will always work in Zκ×Rd or Tκ×Rd, with the coordinate for Zκ
or Tκ regarded as the first coordinate and that for Rd as the second coordinate. We will
denote these corresponding partial Fourier transforms by F (partial Fourier transform with
respect to the first variable) and F˜ (partial Fourier transform with respect to the second
variable) respectively, despite the ambiguity in notation. These operators commute in the
sense that
(12.15) F ◦ F˜ = F˜ ◦ F ,
although the operators on the left-hand side of this equation are not exactly identical to
the corresponding ones on the right with the same symbols. It will be clear from context
which operators are meant in the discussion below if one bears in mind that F acts with
respect to the first coordinate, and F˜ with respect to the second.
The norms for LpnL
q
ξ(Z
κ
n × R
d
ξ) and L
q
ξL
p
n(Zκn × R
d
ξ) for a function g : Z
κ × Rd → C are
defined respectively by
‖g‖LpnLqξ =
(∑
n
( ∫
|g(n, ξ)|q dξ
)p/q)1/q
‖g‖LqξL
p
n
=
( ∫
ξ
(∑
n
|g(n, ξ)|p
)q/p
dξ
)1/p
.
There are corresponding norms for LsθL
t
x(T
κ
θ × R
d
x) and for L
t
xL
s
θ(T
κ
θ × R
d
x).
Since q ≥ p, LpxL
q
θ(T
κ
θ × R
d
x) is contained in L
q
θL
p
x(Tκθ × R
d
x). Moreover, this inclusion is
a contraction;
‖g‖LqθL
p
x(Tκθ×R
d
x)
≤ ‖g‖LpxLqθ(Rdx×Tκθ )
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by Minkowski’s integral inequality. Furthermore, F˜ is a contraction from LqξL
p
n(Zκn × R
d
ξ)
to LqξL
q
θ(T
κ
θ × R
d
ξ).
For n ∈ Zκ define En ⊂ R
d by
(12.16) En = {x ∈ R
d : (n, x) ∈ E}.
For each n ∈ Zκ, ‖F˜1En‖Lq(Rd) ≤ Aq,d|En|
1/p. Therefore
‖F˜1E‖LpnLqξ ≤ Aq,d
( ∑
n∈Zκ
|En|
p/p
)1/p
= |E|1/p.
Proof of Lemma 12.10. First consider the optimal constant A(q, d, κ). One has for any
measurable E ⊂ Rd with finite Lebesgue measure
‖1̂E‖Lq(Tκ×Rd) = ‖FF˜1E‖LqξL
q
θ
≤ ‖F˜1E‖LqξL
p
n
≤ ‖F˜1E‖LpnLqξ ≤ Aq,d|E|
1/p.
Thus A(q, d, κ) ≤ Aq,d. Consideration of product sets E = A×{0} immediately yields the
reverse inequality.
Although these partial Fourier transforms commute in the sense (12.15), this reasoning
breaks down if they are applied in reversed order, because the partial Fourier transform of
1E with respect to the Z
κ coordinate, a function of (θ, x) ∈ Tκ × Rd, is no longer a scalar
multiple of the indicator function of a subset of Rd for fixed values of θ. For the same
reason, in the analysis of A′(q, d, κ) these will have to be composed in the reverse order.
Next consider A′(q, d, κ). For any f ∈ Lp(Zκ × Rd) and any Lebesgue measurable set
E ⊂ Tκ × Rd with |E| ∈ R+, writing Eθ = {ξ ∈ R
d : (θ, ξ) ∈ E},∣∣ ∫
E
f̂
∣∣ = ∣∣∣ ∫∫ F˜F(f)(θ, ξ)1E(θ, ξ) dξ dθ∣∣∣
≤
∫
‖F˜F(f)(θ, ·)‖Lq,∞θ |Eθ|
1/p dθ
≤
∫
Aq,d‖F(f)(θ, ·)‖Lpx |Eθ|
1/p dθ,
since Aq,d is the optimal constant in the dual inequality ‖ĥ‖Lq,∞(Rd) ≤ C‖h‖Lp(Rd). There-
fore ∣∣ ∫
E
f̂
∣∣ ≤ Aq,d|E|1/p( ∫ ‖F(f)(θ, ·)‖qLpx dθ)1/q
= Aq,d|E|
1/p‖F(f)‖LqθL
p
x
≤ Aq,d|E|
1/p‖F(f)‖LpxLqθ
≤ Aq,d|E|
1/p‖f‖LpxLpn
= Aq,d|E|
1/p‖f‖Lp .
Thus A′(q, d, κ) ≤ Aq,d. Once again, the reverse inequality follows by consideration of
functions f(n, x) that are supported on a single value of n. 
For a function f : Zκ × Rd → C and m ∈ Zκ define fm : R
d → C by
(12.17) fm(x) = f(m,x).
Continue to write Em = {x ∈ R
d : (m,x) ∈ E} for E ⊂ Zκ × Rd.
The main results of this subsection are the two parallel Propositions 12.11 and 12.12.
They will be proved at the end of this subsection after discussion of requisite lemmas.
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Proposition 12.11. Let d, κ ≥ 1 and q ∈ (2,∞). Let δ > 0 be small. Let E ⊂ Zκ ×Rd be
a Lebesgue measurable set with |E| ∈ R+. If ‖1̂E‖q ≥ (1 − δ)Aq,d|E|
1/q′ then there exists
m ∈ Zκ such that
(12.18) |Em| ≥ (1− oδ(1))|E|.
In fact the proof will give |Em| ≥ (1 − Cδ
ρ)|E| for some constants C, ρ ∈ R+, but the
oδ(1) bound suffices in the sequel.
The proof will use the representation ·̂ = F ◦ F˜ together with specific properties of the
factor F , but the only properties of F˜ used are that it is linear, acts with respect to the Rd
variable alone, and satisfies a restricted type (p, q) inequality with optimal constant Aq,d.
Proposition 12.12. Let d, κ ≥ 1 and q ∈ (2,∞). Let δ > 0 be small. Let 0 6= f ∈
Lq
′
(Zκ × Rd). If ‖f̂‖q,∞ ≥ (1− δ)Aq,d‖f‖q′ then there exists m ∈ Z
κ such that
(12.19) ‖fm‖Lq′ (Rd) ≥ (1− oδ(1))‖f‖Lq′ (Zκ×Rd).
The following lemma will be used in the proof of Proposition 12.11. It is a direct conse-
quence of the chain of inequalities in the analysis of A′(q, d, κ) in the proof of Lemma 12.10,
so requires no further proof.
Lemma 12.13. Let d, κ ≥ 1 and q ∈ (2,∞). Set p = q′. Let δ > 0 be small. Let
E ⊂ Zκ × Rd be a Lebesgue measurable set with |E| ∈ R+. If ‖1̂E‖q ≥ (1 − δ)Aq,d|E|
1/p
then all of the following hold:
‖FF˜1E‖LqξL
q
θ
≥ (1− δ)‖F˜ (1E)‖LqξL
p
n
(12.20)
‖F˜(1E)‖LqξL
p
n
≥ (1− δ)‖F˜ (1E)‖LpnLqξ
(12.21)
‖F˜(1E)‖LpnLqξ ≥ (1− δ)Aq,d|E|
1/p.(12.22)
To simplify notation, we continue to write p = q′ below.
Lemma 12.14. Let E ⊂ Zκ × Rd satisfy ‖1̂E‖q ≥ (1 − δ)Aq,d|E|
1/p where p = q′. There
exists a disjointly supported decomposition
F˜1E(n, ξ) = g(n, ξ) + h(n, ξ)
where
‖h‖LqξL
p
n
≤ oδ(1)|E|
1/p
and for each ξ ∈ Rd there exists n(ξ) ∈ Zκ such that
g(n, ξ) = 0 for all n 6= n(ξ).
The conclusion is weaker than the one we seek eventually to establish in Proposi-
tion 12.12, in that n(ξ) is permitted here to depend on ξ.
Proof of Lemma 12.14. Let η = δ1/2. For ξ ∈ Rd, define ϕξ : Z
κ → C by
ϕξ(n) = F˜1E(n, ξ).
This is well-defined for almost every ξ.
Define
(12.23) G =
{
ξ ∈ Rd : ‖ϕξ‖Lp(Zκ) 6= 0 and ‖ϕ̂ξ‖Lq(Tκ) ≥ (1− η)‖ϕξ‖Lp(Zκ)
}
.
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The Fourier transform here is that for the group Zκ. With this definition,
‖FF˜(1E)‖
q
LqξL
q
θ
=
∫
Rd\G
‖ϕ̂ξ‖
q
Lq(Tκ) dξ +
∫
G
‖ϕ̂ξ‖
q
Lq(Tκ) dξ
≤
∫
Rd\G
(1− η)−1‖ϕξ‖
q
p dξ +
∫
G
‖ϕξ‖
q
p dξ
≤
∫
Rd
‖ϕξ‖
q
p dξ − cη
∫
Rd\G
‖ϕξ‖
q
p dξ.
Therefore by (12.20),
(12.24) (1− δ)q
∫
Rd
‖ϕξ‖
q
p dξ = (1− δ)
q‖F˜(1E)‖
q
LqξL
p
n
≤ ‖FF˜(1E)‖
q
LqξL
q
θ
≤
∫
Rd
‖ϕξ‖
q
p dξ − cη
∫
Rd\G
‖ϕξ‖
q
p dξ.
Consequently
(12.25)
∫
Rd\G
‖ϕξ‖
q
p dξ ≤ Cη
−1δ
∫
Rd
‖ϕξ‖
q
p dξ ≤ Cδ
1/2‖F˜(1E)‖
q
LqξL
p
n
by the choice η = δ1/2.
According to [7], if ξ ∈ G, that is, if ‖ϕ̂ξ‖Lq(Tκ) ≥ (1 − η), then there exists n(ξ) ∈ Z
κ
such that
‖ϕξ‖Lp(Zκ\{n(ξ)}) ≤ oη(1)‖ϕξ‖Lp(Zκ).
In this case define
g(n, ξ) =
{
ϕξ(n) = F˜1E(n, ξ) for the single point n = n(ξ),
0 for all other n ∈ Zκ.
For ξ ∈ G define h(n, ξ) = F˜1E(n, ξ) for all n 6= n(ξ).
On the other hand, for ξ /∈ G define h(n, ξ) = ϕξ(n) = F˜1E(n, ξ) for all n ∈ Z
κ, and
g(n, ξ) ≡ 0. Thus
F˜1E(n, ξ) = g(n, ξ) + h(n, ξ)
for almost all (n, ξ) ∈ Zκ × Rd, and this is a disjointly supported decomposition of F˜1E .
The function g satisfies the stated conclusion of the lemma by its definition. On the
other hand, the summand h has small LqξL
p
n norm. Indeed,∫
ξ∈G
( ∑
n∈Zκ
|h(n, ξ)|p
)q/p
dξ ≤
∫
ξ∈G
oη(1)
( ∑
n∈Zκ
|ϕξ(n)|
p
)q/p
dξ
= oη(1)‖F˜1E‖
q
LqξL
p
n
while ∫
ξ /∈G
( ∑
n∈Zκ
|h(n, ξ)|p
)q/p
dξ =
∫
ξ /∈G
‖ϕξ‖
q
Lpn
dξ ≤ Cδ1/2‖F˜(1E)‖
q
LqξL
p
n
by (12.25). 
The conclusion of Lemma 12.14, with 1E(n, ξ) supported at a single ξ–dependent point
n(ξ) for nearly all ξ, is manifestly weaker than the type of conclusion asserted by Propo-
sition 12.11, that 1E(n, ξ) is supported at a single value of n, independent of ξ, up to a
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small norm remainder. The balance of the proof of Proposition 12.11 is a simple argument
to bridge this gap.
Proof of Proposition 12.11. Let p = q′. Let E ⊂ Zκ×Rd satisfy ‖1̂E‖q ≥ (1− δ)Aq,d|E|
1/p.
Decompose F˜(1E)(n, ξ) = g(n, ξ) + h(n, ξ) as in Lemma 12.14.
The upper bound ‖h‖LqξL
p
n
≤ oδ(1)|E|
1/p and the lower bounds (12.21), (12.22) together
imply
(12.26) ‖g‖LqξL
p
n
≥ (1− oδ(1))‖g‖LpnLqξ .
Now because n 7→ g(n, ξ) is supported on a set of cardinality at most one for each ξ,
(12.27) ‖g‖q
LqξL
p
n
=
∫
(
∑
n
|g(n, ξ)|p)q/p dξ =
∫
|g(n(ξ), ξ)|q dξ = ‖g‖q
LqξL
q
n
= ‖g‖q
LqnL
q
ξ
,
so
(12.28) ‖g‖LqnLqξ ≥ (1− oδ(1))‖g‖L
p
nL
q
ξ
.
Furthermore
(12.29) ‖g‖q
LqnL
q
ξ
≤ sup
m∈Zκ
‖g(m, ·)‖q−p
Lqξ
‖g‖p
LpnL
q
ξ
.
Since q > p, (12.28) and (12.29) together give
(12.30) sup
m∈Zκ
‖g(m, ·)‖Lqξ ≥ (1− oδ(1))‖g‖L
p
nL
q
ξ
≥ (1− oδ(1))Aq,d|E|
1/p.
Because F˜(1E) = g + h and g, h have disjoint supports, ‖F˜(1E)(m, ·)‖Lqξ ≥ ‖g(m, ·)‖L
q
ξ
for
any m and therefore there exists m satisfying
(12.31) ‖F˜(1E)(m, ·)‖Lqξ
≥ (1− oδ(1))Aq,d|E|
1/p.
On the other hand, by definition of Aq,d as the optimal constant in the inequality,
(12.32) ‖F˜(1E)(m, ·)‖Lqξ
≤ Aq,d|Em|
1/p.
Together with the lower bound (12.31) for |Em|, this implies that
(12.33) |Em| ≥ (1− oδ(1))|E|,
concluding the proof of Proposition 12.11. 
Proposition 12.12 is proved by combining the reasoning in the proof of Proposition 12.11
with the proof of the second conclusion of Lemma 12.10. 
12.7. Lifting to Zd × Rd. Let Qd = [−
1
2 ,
1
2)
d be the unit cube of sidelength 1 centered at
0 ∈ Rd. Identify Rd with Zd +Qd via the map Z
d × Qd ∋ (n, y) 7→ n + y ∈ R
d. Likewise
identify Td = Rd/Zd with Qd = [−
1
2 ,
1
2)
d in the natural way. Express any ξ ∈ Rd as
ξ = n(ξ) + α(ξ) with n(ξ) ∈ Zd and α(ξ) ∈ Qd.
Definition 12.2. To any function f : Rd → C associate the function f † : Zd × Rd → C
defined by
(12.34) f †(n, x) =
{
f(n+ x) if x ∈ Qd
0 if x /∈ Qd.
We will also require a dual construction. View Rd as Rdξ , the Fourier dual of R
d
x.
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Definition 12.3. To any set A ⊂ Rd we associate A‡ ⊂ Td × Rd, defined by
(12.35) A‡ = {(θ, ξ) ∈ Td × Rd : θ + n(ξ) ∈ A}.
Thus |A‡| = |A|.
Lemma 12.15. Let d ≥ 1 and q ∈ (2,∞). Let δ, η > 0 be small. Let E ⊂ Rd be a Lebesgue
measurable set with |E| ∈ R+. Suppose that
(12.36) distance (x,Zd) ≤ η for all x ∈ E
and that
(12.37) ‖1̂E‖Lq(Rd) ≥ (1− δ)Aq,d|E|
1/q′ .
Then
(12.38) ‖1̂E†‖Lq(Td×Rd) ≥ (1− δ − oη(1))Aq,d|E
†|1/q
′
.
The notation ·̂ is used for the Fourier transform for any of the groups Rd, Zκ, and Zκ×Rd.
Proof. Corollary 9.2 of [12] asserts a result for general functions f : Zd → C, whose spe-
cialization to indicator functions of sets is Lemma 12.15. 
Lemma 12.16. Let d ≥ 1 and q ∈ (2,∞). Let δ, η > 0 be small. Let 0 6= f ∈ Lq
′
(Rd).
Suppose that
(12.39) f(x) 6= 0⇒ distance (x,Zd) ≤ η
and that
(12.40) ‖f̂‖q,∞ ≥ (1− δ)Aq,d‖f‖q′ .
Then
(12.41) ‖f̂ †‖q,∞ ≥ (1− δ − oη(1))Aq,d‖f
†‖q′ .
In the statement of the lemma and in its proof, f̂ and f̂ † denote the Fourier transform
of f for the group Rd, and the Fourier transform of f † for the group Zd ×Rd, respectively.
Proof. Let p = q′. ChooseE ⊂ Rd with |E| ∈ R+ satisfying |
∫
E f̂ | ≥ (1−2δ)Aq,d‖f‖p|E|
1/p.
Represent elements of Rd as ξ = n(ξ)+α(ξ) where n(ξ) ∈ Zd and α(ξ) ∈ Qd. It is shown
in the proof of Lemma 9.1 of [12] that
(12.42) ‖f̂ †(θ, ξ)− f̂(n(ξ) + θ)‖Lq(Td×Rd) ≤ oη(1)‖f‖p.
The quantity oη(1) depends also on q, d but not on f .
Identify Td with Qd in the natural way, by associating to each element of Qd ⊂ R
d its
equivalence class in Rd/Zd = Td. Then
|
∫
E‡
f̂ †| =
∣∣ ∫
Rd
∫
Td
1E‡(θ, ξ)f̂
†(θ, ξ) dθ dξ
∣∣
=
∣∣ ∫
Rd
∫
Qd
1E‡(θ, ξ)f̂(n(ξ) + θ) dθ dξ
∣∣+ oη(1)‖f‖p|E‡|1/p
=
∣∣ ∫
Rd
∫
Qd
1E(n(ξ) + θ)f̂(n(ξ) + θ) dθ dξ
∣∣+ oη(1)‖f‖p|E‡|1/p.
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Now writing ξ = n(ξ) + α with α ∈ Qd gives∫
Rd
∫
Qd
1E(n(ξ) + θ)f̂(n(ξ) + θ) dθ dξ =
∑
n∈Zd
∫
Qd
( ∫
Qd
1E(n+ θ)f̂(n+ θ) dθ
)
dα
=
∑
n∈Zd
∫
Qd
1E(n+ θ)f̂(n+ θ) dθ
=
∫
Rd
1E(ξ)f̂(ξ) dξ
since |Qd| = 1. Thus
|
∫
E‡
f̂ †| =
∣∣ ∫
E
f̂
∣∣+ oη(1)‖f‖p|E|1/p ≥ (1− 2δ)Aq,d‖f‖p|E|1/p + oη(1)‖f‖p|E|1/p,
which is equal to (1− 2δ)Aq,d‖f
†‖p|E
‡|1/p + oη(1)‖f
†‖p|E
‡|1/p. 
12.8. Spatial localization.
Proposition 12.17. Let d ≥ 1 and q ∈ (2,∞). For every ε > 0 there exists δ > 0
with the following property. Let E ⊂ Rd be a Lebesgue measurable set with |E| ∈ R+. If
‖1̂E‖q ≥ (1− δ)Aq,d|E|
1/q′ then there exists an ellipsoid E ⊂ Rd such that
|E \ E| ≤ ε|E|(12.43)
|E| ≤ Cε|E|.(12.44)
Proposition 12.18. Let d ≥ 1 and q ∈ (2,∞). For every ε > 0 there exists δ > 0 with the
following property. Let 0 6= f ∈ Lq
′
(Rd) satisfy ‖f̂‖q,∞ ≥ (1− δ)Aq,d‖f‖q′ . There exist an
ellipsoid E ⊂ Rd and a decomposition f = ϕ+ ψ such that
‖ψ‖q′ < ε‖f‖q′(12.45)
ϕ ≡ 0 on Rd \ E(12.46)
‖ϕ‖∞|E|
1/q′ ≤ Cε‖f‖q′ .(12.47)
Proof of Proposition 12.17. Continue to write p = q′. Let δ be small, and assume that
‖1̂E‖q ≥ (1− δ)Aq,d|E|
1/p. By Lemma 12.8 there exists a continuum multiprogression P of
rank Oδ(1) such that |P | ≤ Oδ(1)|E| and |E \ P | ≤ oδ(1)|E|. By replacing E by its dilate
|P |−1/dE we may assume that |P | = 1.
Lemma 5.2 of [12] states that for any r < ∞ and any continuum multiprogression P of
rank at most r and Lebesgue measure equal to 1 there exists an invertible affine automor-
phism T of Rd such that distance (x,Zd) = oδ(1) for every x ∈ P , and |T (P )| is bounded
below by a positive quantity that depends only on d, q, δ, r; the same lower bound holds for
|T (E ∩ P )|. Choose such an affine automorphism T .
Change notation, denoting the set T (E) again by E and T (P ) by P . Affine transfor-
mations of ellipsoids are ellipsoids, so it suffices to establish the stated conclusions for the
new set E. No upper bound on the Jacobian determinant of T is possible, so we obtain no
upper bound for |T (E)|.
The ratio ‖1̂A‖q/|A|
1/p is invariant under affine transformations of A. Consequently
the modified set E still satisfies ‖1̂E‖q ≥ (1 − δ)Aq,d|E|
1/p. Since |E \ P | ≤ oδ(1)|E|,
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‖1̂E\P ‖q ≤ oδ(1)|E|
1/p. Therefore
‖1̂E∩P ‖q ≥ ‖1̂E‖q − ‖1̂E\P ‖q
≥ (1− δ(1))Aq,d|E|
1/p − oδ(1)|E|
1/p
≥ (1− oδ(1))Aq,d|P ∩ E|
1/p.
Consider the lifted set (E ∩P )† ⊂ Zd×Rd introduced in Definition 12.2, that is, the set
of all (n, x) such that n+ x ∈ E ∩ P and x ∈ Qd. By Lemma 12.15,
‖ ̂1(E∩P )†‖q ≥ (1− oδ(1))|(E ∩ P )
†|1/p,
where ·̂ denotes the Fourier transform for Zd × Rd.
By Proposition 12.11 there exists m ∈ Zd such that
(12.48)
∣∣(E ∩ P )† \ ({m} × Rd)∣∣ ≤ oδ(1)|(E ∩ P )†|.
In terms of the given set E, this means that
∣∣(E ∩ P ) \ (m+Qd)∣∣ ≤ oδ(1)|E| and hence
(12.49)
∣∣E \ (m+Qd)∣∣ ≤ ∣∣(E ∩ P ) \ (m+Qd)∣∣+ |E \ P | ≤ oδ(1)|E|.
The cubem+Qd is contained in a ball of comparable measure, which is equivalent by affine
invariance to the stated conclusion. 
The proof of Proposition 12.18 is nearly identical to that of Proposition 12.17; the nec-
essary preliminary results are established above. Therefore the details are omitted. 
12.9. Frequency localization.
Proposition 12.19. Let d ≥ 1 and q ∈ (2,∞). For every ε > 0 there exists δ > 0 with
the following property. Let E ⊂ Rd be a Lebesgue measurable set with |E| ∈ R+ satisfying
‖1̂E‖q ≥ (1−δ)Aq,d|E|
1/q′ . Then there exist an ellipsoid E ′ ⊂ Rd and a disjointly supported
decomposition 1̂E = Φ+Ψ such that
‖Ψ‖q < ε|E|
1/q′(12.50)
Φ ≡ 0 on Rd \ E ′(12.51)
‖Φ‖∞|E
′|1/q ≤ Cε|E|
1/q′ .(12.52)
Proof. Set p = q′. Set f = 1̂E · |1̂E |
q−2. Then |f | ≡ |1̂E |
q−1, so |f |p = |1̂E |
p(q−1) = |1̂E |
q,
f ∈ Lp. This function f satisfies
(12.53) ‖f̂‖q,∞ ≥ (1− δ)
qAq,d‖f‖p.
Indeed,
(12.54) ‖f‖p = ‖1̂E‖
q−1
q ≤ A
q−1
q,d |E|
(q−1)/p.
Moreover, denoting by g∨ the inverse Fourier transform of a function g,
(12.55) ‖1̂E‖
q
q = 〈1̂E , f〉 = 〈1E , f
∨〉 ≤ |E|1/p‖f∨‖q,∞ = |E|
1/p‖f̂‖q,∞;
the relation |〈1E , f
∨〉| ≤ |E|1/p‖f∨‖q,∞ is a tautology because of the definition chosen for
the Lq,∞ norm. Consequently
(12.56) ‖f̂‖q,∞ ≥ |E|
−1/p‖Ê‖qq ≥ (1− δ)
qAqq,d|E|
(q−1)/p ≥ (1− δ)qAq,d‖f‖p,
using (12.54) to obtain the final inequality.
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Apply Proposition 12.18 to f to obtain an ellipsoid E ′ and a disjointly supported de-
composition f = ϕ + ψ with the properties listed in that Proposition. Define Φ,Ψ by the
relations
Φ = ϕ|ϕ|(2−q)/(q−1) and Ψ = ψ|ψ|(2−q)/(q−1)
to conclude the proof. 
Although the dual inequality ‖f̂‖q,∞ ≤ Aq,d‖f‖q′ is not our main object of study, the
various results developed above concerning it are required in this proof.
We have now associated two ellipsoids to any near-extremizing set E. The set E itself
is nearly contained in E , while 1̂E is nearly supported in E
′. It is clear that by the uncer-
tainty principle, broadly construed, the product |E| · |E˜ | is bounded below by some positive
constant, provided that ε is sufficiently small in Propositions 12.17 and 12.19. See [12]. We
need to show next that |E| · |E˜ | is bounded above.
Definition 12.4. The polar set E∗ of an ellipsoid E ⊂ Rd centered at 0 is
E∗ = {y : |〈x, y〉| ≤ 1 for every x ∈ E}
where 〈·, ·〉 denotes the Euclidean inner product.
Definition 12.5. Let Θ : R+ → R+ be a continuous function satisfying limt→∞Θ(t) = 0.
Let r ∈ [1,∞) be an exponent. Let η > 0. We say that a function 0 6= f ∈ Lr(Rd) is
η–normalized with respect Θ, r if for all R ∈ [1,∞),∫
|x|≥R
|f |r dx ≤
(
Θ(R) + η
)
‖f‖rr(12.57) ∫
|f(x)|≥R
|f |r dx ≤
(
Θ(R) + η
)
‖f‖rr.(12.58)
Inequality (12.57) prevents the mass represented by |f |r from being too diffuse, while
inequality (12.58) prevents excessive concentration.
For any ellipsoid E ⊂ Rd there exists TE ∈ Aff(d) satisfying TE(B) = E . If T, T
′ are any
two such transformations then T ′ = T ◦ S for some element S of the orthogonal group.
Definition 12.6. Let E ⊂ Rd be any ellipsoid. A function 0 6= f ∈ Lr(Rd) is said to be η–
normalized with respect Θ, r, E if f ◦TE is η–normalized with respect to Θ, r. A measurable
set E is η–normalized with respect to Θ, r, E if |E| ∈ R+ and the function 1E has this
property.
Although TE is not uniquely defined, all choices lead to identical definitions because of
the rotation-invariance of Definition 12.5.
The result shown thus far can be reformulated in these terms:
Lemma 12.20. Let d ≥ 1 and q ∈ (2,∞). There exists a continuous function Θ : R+ →
R+ satisfying limt→∞Θ(t) = 0 with the following property. For every sufficiently small
δ > 0 and any Lebesgue measurable set E ⊂ Rd with |E| ∈ R+ that satisfies ‖1̂E‖q ≥
(1 − δ)Aq,d|E|
1/p, there exist ellipsoids E , E ′ ⊂ Rd such that E is oδ(1)–normalized with
respect to Θ, q′, E and 1̂E is oδ(1)–normalized with respect to Θ, q, E
′.
The quantities denoted by oδ(1) depend only on δ, d, q and on a choice of auxiliary
function Θ, but not on E, and tend to zero as δ → 0 while d, q,Θ remain fixed.
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12.10. Compatibility of approximating ellipsoids. The next step is to show that the
ellipsoids E , E ′ are dual to one another, up to bounded factors and independent translations.
For s ∈ R+ and E ⊂ Rd, we consider the dilated set sE = {sy : y ∈ E}.
Lemma 12.21. Let d ≥ 1 and q ∈ (2,∞). Let ρ > 0. Let Θ : R+ → R+ be a continuous
function satisfying limt→∞Θ(t) = 0. There exist η > 0 and C < ∞ with the following
property. Let E , E ′ ⊂ Rd be ellipsoids centered at 0 ∈ Rd, and let u, v ∈ Rd. Let E ⊂ Rd
be a Lebesgue measurable set, and suppose that ‖1̂E‖q ≥ ρ|E|
1/q′ . Suppose moreover that
E is η–normalized with respect to Θ, q′, E + u, and that 1̂E is η–normalized with respect to
Θ, q, E ′ + v. Then
(12.59) E ⊂ CE ′∗ and E ′ ⊂ CE∗.
Proof. A more general result, with 1E replaced by an arbitrary function in L
q′(Rd), is
Lemma 11.2 of [12]. 
12.11. Precompactness.
Lemma 12.22. Let d ≥ 1 and q ∈ (2,∞). Let p = q′. There exists a continuous function
Θ : R+ → R+ satisfying limt→∞Θ(t) = 0 with the following property. For any sufficiently
small δ > 0 and any Lebesgue measurable set E ⊂ Rd with |E| ∈ R+ that satisfies ‖1̂E‖q ≥
(1 − δ)Aq,d|E|
1/q′ there exists T ∈ Aff(d) such that T (E) is oδ(1)–normalized with respect
to Θ, q′,B, and 1̂T (E) is oδ(1)–normalized with respect to Θ, q,B.
The corresponding step in [12] is immediate from the analogue of Lemma 12.21 by
the affine– and modulation–invariance of the ratio ‖f̂‖q/‖f‖p, but here no modulation-
invariance is available.
Proof. Let the ellipsoids E , E ′ and auxiliary function Θ satisfy the conclusions of Lem-
mas 12.20 and 12.21. Since the ratio ‖f̂‖q/‖f‖p is invariant under precomposition of f
with affine automorphisms of Rd, we may assume without loss of generality that E = B.
Then by Lemma 12.21, we may take E ′ to also be a ball, with |E ′| ≍ 1. If δ is sufficiently
small then |E \ C0B| ≪ |E| for a certain constant C0 that depends only on d, q.
There exists a constant ρ0 > 0 which depends only on d, q such that |1̂E(ξ)| ≥ ρ0
whenever |ξ| ≤ ρ0. Indeed, split E = E
′ ∪ E′′ where E′ = E ∩ sB where s ∈ R+ is
chosen sufficiently large to ensure that |E′′| ≤ 14 |E| =
1
4 . Such a parameter s may be
taken to be independent of E so long as δ is sufficiently small since E is normalized.
Then |1̂E′(0)| = |E
′| ≥ 34 , 1̂E′ is Lipschitz continuous with Lipschitz constant O(s), and
‖1̂E′′‖∞ ≤ |E
′′| ≤ 14 .
It is given that the function 1̂E is normalized with respect to E
′. The center of E ′ must lie
within a bounded distance of the origin, or the lower bound |1̂E(ξ)| ≥
1
2 for all |ξ| ≤ Cs
−1
would contradict the first normalization inequality (12.57). Therefore E ′ can be replaced
by a ball centered at the origin, whose radius is bounded above and below by positive
constants that depend only on q, d. With respect to this modified E ′, 1̂E is still normalized,
with respect to a modified function Θ˜ which still satisfies limt→∞ Θ˜(t) = 0, and depends
only on the function Θ given by Lemmas 12.20 and 12.21, not on E, δ. 
Proposition 12.23. Let d ≥ 1 and q ∈ (2,∞). Let (Eν) be a sequence of Lebesgue
measurable subsets of Rd with |Eν | ∈ R
+. Suppose that limν→∞ |Eν |
−1/q′‖1̂Eν‖q = Aq,d.
Then there exists a sequence of elements Tν ∈ Aff(d) such that |Tν(Eν)| = 1 for all ν and
the sequence of indicator functions (1Tν(Eν)) is precompact in L
q′(Rd).
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If a sequence fν of indicator functions of sets converges in L
q′ norm, then the limiting
function is necessarily the indicator function of a set, so the conclusion is the type of
convergence desired. Nonetheless, we will directly prove convergence in a stronger norm.
Proof. According to Lemma 12.22, there exist a positive continuous auxiliary function Θ
that satisfies limt→∞Θ(t) = 0, and a sequence of affine automorphisms (Tν) of R
d satisfying
the conclusions of that lemma. By composing Tν with a dilation of R
d we may arrange
that |Tν(Eν)| = 1 for all ν. The other conclusions of Lemma 12.22 are unaffected. Thus
both Eν and 1̂Eν satisfy uniform upper bounds with respect to Θ of the type formulated
in Definition 12.5, with parameters η = ην that satisfy limν→∞ ην = 0.
Write Eν in place of Tν(Eν) to simplify notation. Since the ratio ‖1̂E‖q/|E|
1/p is invariant
under replacement of E by any affine image of E, we still have an extremizing sequence;
‖1̂Eν‖q/|Eν |
1/p → Aq,d as ν →∞.
As in the proof of Lemma 12.2 of [12], it follows immediately1 that the sequence of
functions 1̂Eν is precompact in L
q(Rd). Therefore there exists a subsequence, which we
continue to denote by (Eν), such that (Êν) converges to some limit g ∈ L
q in Lq norm.
We claim that this subsequence (1Eν ) converges in L
p, or equivalently, |Eµ∆Eν | → 0
as µ, ν → ∞. This is proved as was done for the corresponding situation in [12]. Define
fν = 1Eν . Then ‖f̂ν‖q → Aq,d. Therefore the function g = limν→∞ f̂ν satisfies ‖g‖q = Aq,d.
Define
hµ,ν =
1
2(fν + fµ) = 1Eµ∩Eν +
1
21Eµ∆Eν .
Then ĥµ,ν =
1
2 f̂ν +
1
2 f̂µ → g in L
q norm as µ, ν → ∞. Therefore ‖ĥµ,ν‖q → Aq,d,
so lim infµ,ν→∞ ‖hµ,ν‖p,1 ≥ 1 since Aq,d is the optimal constant in the inequality. Since
‖hµ,ν‖p ≤ 1, limµ,ν→∞ ‖
1
2fµ +
1
2fν‖p = 1.
The exponent p lies in (1, 2). fν lies in the unit ball of L
p for all ν. From the uniform strict
convexity of this unit ball it follows that limµ,ν→∞ ‖fµ − fν‖p = 0. That is, |Eµ∆Eν | → 0
as µ, ν →∞. 
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