Linear discriminant analysis for a two-class case is studied in the presence of misallocation in training samples. A general approach to modeling of misallocation is formulated, and the mean vectors and covariance matrices of the mixtu re distributions are derived. The asymptotic distribution of the discriminant boundary is obtained and the asymptotic first two moments of the two types of error rate given. Certain numerical results for the error rates are presented by considering the random and two non-random misallocation models. It is shown that when the allocation procedure for training samples is objectively formulated, the effect of misallocation on the error rates of 
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where Bo = lo 9( n l/n 2) -( 1 / 2 )(^ -Xi)-S *1 ( + ) I = S*-1 11*2 -11).
(1.
2)
The classification procedure is to regard the observed value, X coming from C1 or C2 according as the discriminant value, 1Q) c 0 or > 0, respectively.
Then the error rates for the procedure are g-,ien by
and its average error rate is given by
where m1 and w2 are the probabilities associated with C1 and C2.
Assuming that training samples are randomly misallocated, Lachenbruch (1966) and McLachlan (1972) studied R 1 and R2 for their expected values and variances.
However, a random misallocation model is unrealistic, particularly if the observation X is itself used in determining the allocation. Lachenbruch (1974) suggested a nin-random allocation model with two variations to it. His criterion for allocation was based on the distances of an observation from the For the discriminant function in (1.1), we give the asymptotic distribution of the discriminant boundary and obtain the asymptotic mean and variance of each of the error rates, R1, R2, and R (Section 3). We take the same approach that was used by Efron 975) and extend his normal discrimination results to the case of misallocated training samples. The present study can also be viewed as an extension of Sayre (1980) who gives the asymptotic distribution of R assuming correct allocation for the training samples; although we here do not explicity give the distribution. McLachlan (1972) has given the asymptotic means and variances of the error rates for random misallocation, but his derivation is limited to Only one of the two misallocation rates being non-zero. Lachenbruch (1966 Lachenbruch ( , 1974 investigated the means and variances of R1 and R2
for his models using simulations. Michalek and Tripathi (1980) discussed the problem for random misallocation, but they studied the discrimination between The ransom misallocation model (Lachenbruch 1966 , McLachlan 1972 , Michalek and Tripathi 1980 corresponds to the iniform case given by, and to be called model (a): where ki is determined from (2.2). It easily follows that
In practice, the misallocation rates ai will be subject to sampling variation. Hence, these rates are being considered as random variables.
In Appendix A, we derive the mean vec'^rs and the covariance matrices of the mixture distributions of C; and C2, and in •section 3, we give the discriminant analysis for arbitrary functions gl and 92 as defined earlier.
For numerical computations presented in sections 4 and 5, we consider the special cases, models (a), (b) and (c), and compare the performances of the discriminant rule associated with the discriminant function in (1.1) for these models.
DISCRIMINANT BOUNDARY AND ERROR RATES
When the parameters are ::mown, the discriminant rule is: classify X into C1 if a(X) < 0 and into C2, otherwise, where a(X) -@o + g' X (3.1) Ro ' log(*1/*2) -(1121 " 11 11 )/2 ( 1 + C) 0 1 -( 112 1 -1111)/(1 + E)
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Bj0 , f =2,...,P and *i, * 2 , IA 11 , v21 and 4 as defined in Appendix A.
As discussed by Efron (1975) , the "Optimum" boundary, X(X)=O, is the (p-1)-dimensional plane orthogonal to x1 -axis and intersecting it at T = -00/81. Refer to Efron(1975) for a pictorial description of the two-discriminant boundaries and other related details.
The error rates can now be written in terms of these distances:
for the "optimum" boundary, and R1-4(-d),
R2'e(-d2) (3.6) J. the sample-based boundary, where • stands for the standard normal cdf.
Let + denote the density function of standard normal. Then, ignoring higher than second order differential terms, we have (Efron, 1975 )
with d0j -(Bj -Bj) denoting the error in the estimate Bj, j -0,1,2,...,p, given in (1.2). We denote dj (1) 
the asymptotic means of R1 and R2, ignoring second and higher order terms, are given by
For the asymptotic second order moments, ignoring third and higher order terms, we have the variances and covariances of R 1 and R2 as follows: 0, .1, .2, .3 9 .4 and a2 = 0
This was done for all three misallocation models discussed in section 2.
We specified u =.5 in model (b), equation (2.4), so that there is a fiftyfifty chance of misallocation for an observation that falls beyond a threshold point. Based on these computations, we obtained T, aT2, OW and the means and variances of the error rates given in equations (3.12), (3.13) and
(3.14). Table 1 lists the values of T, a T 2 and a.2 . From these numerical results, we find that a T 2 increases as a l increases from 0 to .4, except there is a slight decrease when a =2, xl =.7 and model (c) for misallocation.
The results for a.2 are mixed; it is constant in the case of misa Vocation mooel (a) and it decreases as al increases for models (b) and (c), provided 6=2.
When a=4, it first decreases and then increases.
The values of Q T 2 i,nd a.2 are considerably higher for model (a) than for other two models. This is an expected result because the boundary is subject to higher var4atility under random mixing in training samples. Next, the rate of increase in a T 2 as a function of a l is higher for a=4 than for &=2. Again, this is expected since a higher rate of misallocation in training samples will lead to a larger change in the variance of a mixture distribution when C1 and C2 are more sPaarated and, hence, causing a large 2 increase in aT. 
SMALL SAMPLE RESULTS
Because of complex algebric expressions involved in the evaluation of 1t^, we conducted a Monte Carlo sampling experiment to check the accuracy of asymptotic results as well as to study the error rates when the training sample size is small. Normal random numbers were generated using the technique of Box and Muller (1958) . The simulation study was limited to p=2, o =2, 4, and n = 20. 50, 100. The numbers of training samples from Cl and C2 were taken to be proportional to their a-priori probabilities. Though there were many other cases, we have chosen to give here the results for the case of *1=.69, a1 =.087, a2 =.226 (this is equivalent to vi=.7, al=.1 and a2=.2 in terms of mixed classes), 0=2. Table 3 presents the means and standard deviations of R 1 and R 2 for n=20, 50, 100 obtained from the sampling experiment as well as from the theoretical results given in (3.12) and (3.13).
Besides misallocation models (a), (b), and (c), we also consider the case of no misallocation in training samples, i.e., 01=a2=0. This is listed as model (o) in Table 3 . Based on these and other results, we find a good agreement between the sampling and asymptotic results. When n=100, the two sets of values of 0a the exclusion of c*=log n1/n2 from the discriminant function as given in (1.1), we obtained the means and standard deviations of R1 and R2 for each rule. The results are presented in Table 4 for tree case of *1-.69, a1-.081, 12=.226 and n=100. Results are also given for the case of *1=.69, 11=0012-0.
Since simulation and asymptotic results are almost same when n=100, either of two sets of results can be considered. We have listed in Table 4 For j = 2, 3, ••-, p, we have » n l u ij uij+z^l -g l (z)]f l (z)dz +fv2jlzg2(z)f2(z)dz.
-w
Making substitutions from (A-1) and simplifying it, we get
Similarly, * t 2u2j = ,r 2 u 2j -R 1 a1 (u 2j -11 1j ) -Yj (tr 2 a2m2 -Alalml)a. and their asympotic covariance zero, where E 11 ' e lk l' Determination of V. and V.. would require the misallocation model to be specified. We skip the a 8a specifics and sketch the main steps involved in obtaining these matrices.
Define the random variable y by 0, Sample observation A is correctly allocated y = 1, Sample observation X is misallocated If XEC i , then it can be Caen from (2.2) 
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Noting that these variables are independent for C 1 and C 2 , all elements of V. are n i e eta ed n (B-5). Next, Vww may be derived by the use of 6-method.
Denote 11 n 11(j). Then dS n (*)de and d9 (d,%)^ n de (de ), (,y). ( l + ^) 2 (1 + ^)2
x el x-e1 ei el 1 1
x 1 N2 -W e -w el A2 A2
2 Al 2 lF2
1 + E) 2 (1 + g)2
x(u21uil) e i X N 2 *1 -uil ) el 2L_ = & 2 (1 -2a 2 -al + a 2) + 2 &t(. W * + (1a 2 ) 1 )/,* * + t 2 (A* 2 _ A 2 )/ 2 *i^ 2 2 a te-= 6 2 (1ga l + aia 2 ) + 2 at(a2'r* + ( 1ai) * 2 )/^1 W 2 2 + t 2 (A22 -,rig) /W*2, *2.
