Abstract. Multirhythmicity, the coexistence of multiple stable oscillatory states in a dynamic system, is explored in two models of a bursting nerve cell. We demonstrate geometrically why multirhythmicity exists in some classes of bursting neurons. It is shown that in the multirhythmic regime, spike addition during the active phase of bursting causes alternating concentric regions of contraction and expansion in the reduced vector field of the slow variables. This produces multiple concentric isolated annuluses in phase space and, therefore, multirhythmicity. Additionally, it is shown that under certain parameter limits, the coexistence of an arbitrary number of stable solutions can be achieved. The significance of these theoretical findings is discussed in terms of biological and artificial memory storage devices.
Introduction
Bursting is a dynamic state characterized by alternating periods of activity and quiescence. Many dynamical systems demonstrate bursting behaviour. For instance, nerve cells can exhibit autonomous or induced bursting by firing discrete groups of action potentials in time. Autonomous bursting neurons are found in a variety of neural systems, from the mammalian cortex [1] and brainstem [2, 3, 4] to identified invertebrate neurons such as R15 in Aplysia [5] .
Multirhythmicity in a dynamical system is defined as the coexistence of two or more isolated limit cycle attractors under a fixed parameter set. This is distinguished from multistability which describes the coexistence of multiple attractors that can be equilibria. Multirhythmicity has been shown to occur in vertebrate motor neurons [6] , invertebrate interneurons [7, 8] , and in small networks of coupled invertebrate neurons [8, 9] . Additionally, multirhythmicity has been demonstrated in models of intracellular calcium oscillations [10] and coupled genetic oscillators [11] .
Biological multistability in any form is intriguing because multistable systems can act as switches in response to an external input. The feasibility of dynamic multistability as an information storage and processing mechanism in neural systems has been actively discussed in terms of neural recurrent loops and delayed feedback mechanisms [12, 13] . Multirhythmic bursting is the coexistence of two or more stable bursting solutions in a dynamical system. Theoretical studies have shown such behaviour in a number of neuron models [14, 15] as well as in a model two-cell inhibitory (half-centre oscillator) network [16] . If biological neurons are capable of multirhythmic bursting, it is possible these dynamics are employed as a short-term memory. In the context of the systems studied by Butera and Canavier [14, 15, 17] we discuss how multirhythmic bursting arises in geometric terms, the characteristics of a bursting neuron that lead to multirhythmicity, and how many coexisting limit cycles can be achieved in multirhythmic bursting.
Canonical Model
Dynamical bursting models are a system of ordinary differential equations of the form,
where 0 ≤ is a small parameter. (1) and (2) are singularly perturbed (SP) differential equations. Thus, using geometric singular perturbation methods [18, 19] , the dynamics of bursting models can be explored by decomposing the full system into fast-and slow-subsystems: (1) and (2), respectively. Here, the slow-subsystem can act independently [20] , be affected synaptically, or interact locally with the spiking fastsubsystem [5, 14, 15, 16, 17] to produce alternating periods of spiking and silence in time. To examine the dynamical mechanism implicit to a certain bursting behaviour, y is treated as bifurcation parameters of the fast-subsystem. This is formally correct in the singular system for = 0, but is reasonable when there is large time separation between fast and slow dynamics.
Using this technique, all autonomously bursting single neuron models displaying multirhythmic bursting in the literature [14, 15, 17] are topologically classified as the circle/circle type [21] ; that is their fast-subsystem is driven back and forth across a saddle node on invariant circle (SNIC) bifurcation to produce alternating spiking and silent states. These models can be reduced to a canonical form while preserving the bifurcation feature that allows bursting [22] . This system is composed of three coupled ordinary differential equations,
where I is a constant current, α and β are small positive constants. The system is reset after a voltage spike by
and d 2 are discrete shifts in variables that account for the effects of a spike. Thus, the slow-subsystem defined by (4) and (5), is a damped linear oscillator defining a stable focus when β < 4α or node when β ≥ 4α. Under the parameter sets used here, the slow-subsystem is a focus. (3) is a fast-subsystem that is a quadratic integrate and fire neuron. (3), (4) and (5) are a SP system for small α and β. When u 1 is used as a bifurcation parameter of the singular system, (3), a saddle node bifurcation occurs when u 1 = u sn = −I and v → ∞ like tan(t). In the full system, when u 1 < u sn trajectories slowly asymptote on the equilibrium point of the slow focus. When u 1 > u sn , smooth flow follows the slow focus, but is interrupted intermittently by discrete spiking events when v goes to v c and (u 1 , u 2 ) are discretely modified. The existence of a bursting solution ( figure 1(a) ) is reliant on the interaction between spiking events and flow of the slow focus ( figure 1(b) ).
A general aspect of SP systems of the form (1, 2) is that if M = {(x, y)|f (x, y) = 0} is a stable equilibrium manifold of the fast subsystem on which D x f is non-singular, trajectories on M follow the reduced field,
where h(y) is a function satisfying f (h(y), y) = 0 for y that support M [23] . In this context, consider a m+2 dimensional circle/circle bursting system of the form (1, 2) (e.g. (3, 4, 5) ) where φ t in R m+2 is a flow of the full system. On M , h(y) is dependent on y and static parameters. With = 0, φ t (x, y) = φ t (h(y), y) since times scales of the singular and slow-subsystem have infinite separation. Hence, if local cross section Σ ⊂ R m+2 of dimension m + 1 is everywhere transverse to φ t , the condition φ τ (h(y 0 ), y 0 ) = (h(y 0 ), y 0 ) on Σ shows a closed orbit, where τ is the time taken for an orbit starting at Σ to return. This condition reduces to φ τ (y 0 ) = y 0 and fixed points of a one dimensional map generated from intersections of a one-dimensional section on M show closed orbits in R m+2 . (6) and (7)). Parameters used here are Figure 1 indicates that discrete spiking events on a circle/circle bursting solution have a contraction-balancing action in phase space; they periodically force the stable focus, returning it to its initial condition after a single period, transforming the focal trajectory into a limit cycle. When trajectories containing different numbers of spiking events return to themselves after a full revolution, multiple coexisting limit cycles are formed and multirhythmic bursting is achieved. The dynamical mechanism for this, nonmonotonicity in the contraction of the slow-subsystem, is now examined. Consider multirhythmic bursting in the canonical model shown in figure 2 . Let M c represent the equilibrium manifold of (3) parameterized by u 1 . A set of one dimensional maps, {H, G} : u 2 → u 2 is formed by periodic intersections of the line Σ c = {u 2 ∈ R | u 1 = u sn }, where Σ c ⊂ M c , that are increasing and decreasing in u 1 , respectively. Σ c divides silent and spiking regions of state space since it is the line of saddle-nodes. The periodic composition of these maps,
Bursting as a Balance in Phase Space
is a return map for the system. Using G and H, metrics,
can be compared to describe contraction of flow in the resting, spiking, and combined regions of state space, respectively. For initial points u * 2 ∈ Σ c that C τ (u *
2 ) = 0, the contraction of the resting portion of the trajectory is balanced by the net expansion of the spiking portion. Hence, u * 2 are fixed points of the one dimensional map and show closed orbits in the full system. Since C τ (p) ≡ ∆p τ i for p ∈ Σ, it can be used to investigate the stability of multirhythmic bursting as a one-dimensional system. The stability of a fixed point of C τ , p * , is given by the linearized system DC τ (p * ). p * is locally asymptotically stable if −2 < DC τ (p * ) < 0. When there are multiple p * i , some initial p 0 is guaranteed to converge to the closest equilibrium point (by Euclidean distance along
As a practical aside, the placement of Σ c entails an error resulting from the assumption that fast and slow time scales are infinitely separated. In order to find the value of u 1 that truly separates spiking and resting states, we carried out numerous numerical simulations in the region of state space where contraction was balanced to determine the lowest value of u 1 that supported spiking.
Contraction and expansion of (3, 4, 5) are clarified by examining the averaged slow-subsystem. This uses a near-identity change of variables to account for the average effect of spiking resulting from the stable limit cycle of the singular system when u 1 > u sn . Let ϕ(t, u) be the limit cycle of the fast-subsystem defining T -periodic spiking. u = g(ϕ(t, u), u) is the periodically forced slow-subsystem. By the Pontryagin-Rodygin theory [24] , the averaged slow-subsystem for u 1 > u sn is defined as,
where z = u + O( ). So, for the canonical model, the averaged slow-subsystem is the switched system,
where,
Now opposing contraction dynamics are explicit between terms on the RHS of (7).
Choosing an arbitrary closed curve C(t) of area A(t) in vector field F (x) where x ∈ R 2 , A = C ∇ · F dA by the divergence theorem. Therefore, for (6) and the linear terms of (7),Ȧ = −β and A(t) = A(0) exp (−βt). Hence, areas shrink exponentially fast under the flow of the focus and the potentially expansive second terms of (6, 7) scale as √ z 1 − u sn . Therefore, trajectories far from the equilibrium point of (6, 7) are dominated by dissipation and spiral inward for all finite d 1 and d 2 . When the root scaling of T (z 1 ) dominates exponential dissipation about the equilibrium point, it is a repeller. In this case, a balance between contraction of the slow focus and expansion about the equilibrium point due to spiking allow the formation of a limit cycle by arguments analogous to the the Poincaré-Bendixson Theorem for continuous systems [25] .
Non-monotonicity of C τ is a necessary condition for multirhythmic bursting in circle/circle models because it indicates fluctuations in contraction about the equilibrium point of the slow focus. These fluctuations are a result of near quantal spike addition in the active phase of bursting. Consider a closed orbit of the canonical model γ projected into the plane (u 1 , u 2 ) containing N spiking events. Dynamics on trajectories originating on the plane inside γ are dominated by expansive spiking and they spiral outward. Dynamics on trajectories originating outside γ are dominated by contraction of the focus and flow spirals inward. However, when initial condition (u 1 (0), u 2 (0)) lies some critical distance outside γ, the arc length of the resulting trajectory past u sn is long enough such that it contains N + 1 spikes and its dynamics may become net expansive, causing it to spiral outward. If this occurs, this trajectory forms the inner boundary of the trapping region of a second stable closed orbit. Since in (6, 7) quantal spiking is averaged over time, divisions between expansive and contractive annuluses about the equilibrium point are lost in the averaged system ( figure 2(b) ).
C τ is non-monotonic in the canonical model so moving toward some parameter sets causes its local minima and maxima to cross zero, indicating the creation or annihilation of a stable/unstable orbit pair via a saddle of closed orbits (SCO). Because the averaged system has monotonic C τ , it cannot generate SCOs and therefore cannot support multiple coexisting limit cycles. In the (3, 4,5), unstable periodic orbits are merely conceptual since spike addition occurs in a strictly quantal fashion. For a continuous system, unstable limit cycles are formed by trajectories originating from precise initial conditions producing an attenuated action potential capable of balancing contraction.
Conditions for Multirhythmicity
The damping ratio of the slow subsystem is ζ = β/2 √ αβ. As damping is reduced in the slow subsystem by β → 0 and α → ∞, local regions of the reduced field of the canonical model become more uniform. This effectively reduces the averaged slope of C τ (u 2 ) pushing more of its extrema across zero causing SCOs to occur ( figure 3(a) ). Additionally, in circle/circle bursting systems, the firing rate past the SNIC scales as √ b − b sn where b is the bifurcation parameter and b sn is its value at the saddle node bifurcation (e.g (8) for the canonical model). Since |u 1 /u 2 | increases as α → ∞ and β → 0, flow increases into u 1 following these parameter limits. This allows spike addition to occur more readily in a compact portion of state space and causes the flow to move toward a conservative family of closed orbits, both of which increase multirhythmic behaviour( figure 3(b) ).
An interesting consequence of the mechanism underlying multirhythmic bursting in the canonical model is that as α → ∞ and β → 0 and when d 1 and d 2 are sizable, arbitrarily many stable bursting solutions can coexist (figure 4).
Continuous System
Next we sought to test these ideas on a continuous system that does not have the discontinuous spiking mechanism of an integrate and fire model. We adapted the following conductance based model of a circle/circle bursting neuron from the I Na +I K +I NaS +I M model in [22] . This model makes no attempt to describe any specific biological system but a class of neurons that exhibit circle/cirlce bursting. State equations are,v
where v is voltage and w, p and q are gating variables. (9, 10) compose a fast-subsystem that is capable of producing voltage spikes, and (11, 12) are the slow-subsystem that allows bursting. Voltage spikes are created via the interaction of several ionic currents, Boltzmann functions are used to control voltage dependent activation of these currents. Each activation function is of the form,
where a x is the half activation voltage and b x is a slope factor. Parameter values for the model are as follows: C = 1 µF/cm 2 , g Na = 20 ms/cm 2 , g K = 10 ms/cm 2 , g L = 8 ms/cm 2 , g M = 0.3 ms/cm 2 , E Na = 60 mV, E K = −90 mV, E L = −80 mV, a m = −20 mV, b m = 15 mV, a w = −25 mV, b w = 5 mV, a s = −40 mV, and b s = 5 mV. It is important to note that when v > a s , (8, 9) approximate (4, 5) . Hence the continuous model has essentially the same slow-subsystem as the discrete model.
One notable difference between the discrete model and this continuous system is the absence of a super-critical Andronov-Hopf bifurcation (HB) in (3) . In the discrete model, periodic spiking past the saddle node bifurcation in (3) was maintained with reset rules. The fast-subsystem did not undergo a true SNIC bifurcation but a saddle-node bifurcation where periodic spiking was enforced artificially. In the continuous system, bifurcations of the fast-subsystem occur under slow variable p. Figure 5 is a bifurcation diagram of the fast-subsystem using p as a bifurcation parameter.
Because there is no HB in the discrete system, extreme movement in slow variable u 1 was permissible without the destruction of tonic spiking at any u 1 > u sn . In the continuous system, normal circle/circle bursting solutions are bounded in p to avoid crossing the HB and annihilating voltage oscillations -a phenomenon termed depolarization block by electrophysiologists.
Minimizing d 1 /d 2 while allowing d 1 and d 2 large enough to dominate spiking near the equilibrium point of the slow-subsystem means that the flow in will be faster in q than in p during a spike. Thus, the system's region of expansive/contractive balance is forced into low values of p. Because trajectories in the continuous system do not take long excursions into p, the formation of limit cycles relies less on the root scaling in firing rate after the SNIC. In spite of this, as α → ∞, β → 0, and d 1 /d 2 → ∞ the number of coexisting bursting solutions in the continuous model increases in much the same way as the discrete system (figure 6). Upon examining figure 6(a) and recalling that silent portions of global limit cycles are regarded as evolving along the two-dimensional fast equilibrium manifold, M F , the necessary unstable periodic orbits dividing stable ones can be clearly seen in return map P F . It has a step like appearance: a steep (unstable) crossing in between each shallow (stable) crossing.
Numerical studies were carried out on the continuous model in order to verify parameter trends leading to multirhythmic bursting. The intersection of Σ F and stability of the coexisting limit cycles was determined for various combinations of α and figure 6 β. Indeed, the parameter limits suggested previously led to increased multirhythmic bursting in the continuous model. Figure 7(a,b) show incomplete bifurcation diagrams under single parameter trends and figure 7(c) shows the number of coexisting stable orbits for combinations of α and β. The formation and destruction of each cycle occurs via a saddle of closed orbits.
Disscussion
Since the time scales associated with short term memory, for example the multirhythmic motor memory suggested in [6] , are far smaller than those associated with synaptic plasticity, it is possible that neural systems employ of some activity dependent multistability as a memory. Most proposed mechanisms of dynamic multistability in neural systems rely on some delayed feedback mechanism in a small neural circuit as the driving force in the creation of multiple coexisting attractors [12, 13] . Here we have shown that a sufficiently underdamped slow subsystem in a circle/circle bursting neuron is enough to assure multirhythmic behaviour.
This article does not advocate that the extraordinary level of multistability exemplified by figures 4 and 7 is a common feature of bursting neurons in biology. It simply describes the exact conditions under which a modest version of this behaviour may occur. Identifying bursting neurons with a slowly decaying oscillatory transient in the absence of spiking is to identify the cardinal ingredient for multirhythmic circle/circle bursting. Searching for this hallmark may reveal multirhythmicity in neural circuits beyond the abdominal ganglion of Aplysia and the alpha motor neuron of cat. Even if biological circle/circle bursters do not have loose enough slow oscillations to support multirhythmicity, the ruins of SCOs near the existing stable solution will cause a fading multirhythmicity in response to external input; circle/circle bursting systems systems appear intrinsically suited for short term information storage. Additionally, the ideas presented here suggest the usefulness and improvement of bio-inspired memory storage devices like the one investigated in [17] .
