Introduction
The Recursive Least Squares (RLS) algorithm has found wide application in adaptive filtering problems [1, 2, 3] . In particular, the algorithm offers very fast convergence and tracking capability. The convergence is also independent of the signal statistics, i. e. eigenvalue spread of the input signal. This has lead to the application of the RLS algorithm to many adaptive filtering problems. However, finite wordlength effects on the digital implementation of this algorithm have not been thoroughly analyzed until recently. In [4] the error propagation of the prewindowed growing memory A = 1) and the the exponential sliding window ( . < 1 ) RLS algorithm for time varying systems was analyzed. In the paper, the propagation of a single error in the continuous use of the various algorithms was studied. It was shown that the effects of a single error decays exponentially for the conventional RLS algorithm, where the base of the decay is equal to the forgetting factor K. As pointed out in [4] , however, little work has appeared in the literature concerning finite wordlength effects on the performance of adaptive RLS algorithms. In particular, finite precision arithmetic produces perturbations on the estimation of the system impulse response at each iteration. Furthermore, it is of interest to analyze the effects of each operation on the performance of various algorithms. As will be shown sn this paper, certain finite precision errors tend to destabilize the algorithm while some only cause a bias in the estimates. On the other hand, some operations do not effect steady state performance at all. For these reasons, the analysis of the effects of all errors introduced at each iteration is of interest. Recently a fixed point and floating point error analysis of the Least Mean Squares (LMS) algorithm was presented in ]s]. In [6] a fixed point roundoff error analysis of the prewindowed growing memory RLS algorithm was presented. In that paper, a closed form solution to the excess mean square error due to fixed point arithmetic is derived. It was found that the mean square prediction error diverged linearly with the number of iterations prior to the freezing of adaptation (due to the Kslmsn gain vector approaching sero).
Recursive Least Squares (RLS) Algorithm: Infinite Precision
In this paper, the Recursive Least Squares (RLS) is used to solve the system identification troblem. The system is described by its impulse response w1 i=O,...,N-l which is convolved with the input to produce the output signal as follows:
Here we assume that the impulse response y has insignificant terms beyond N samples. The impulse response is corrupted by additive white noise v(n). 1he notation x(n) signifies the vector of the last N samples while (n) is a vector representing the N values of the impulse response:
The RLS algorithm produces the weight vector which is an estimate at time n of the true impulse response w . The RLS algorithm operates on x(n) sod d(n) to obtain an estimate of M(n) based on the previous estimate ss follows:
is the prediction error and
is the prediction of d(n) based on N previous samples of (n). The Kaiman gain can be shown [1] 
The derivation leading to (2.3) with the Kalmsn gain given by (2.6 ) is based on minimizing the accumulated sum of the square of the residual errors up to time n with respect to the weight vector w (n) and writing w(n) recursively. For the prewindowed growing memory RLS algorithm K =14 However for time varying systems in which the impulse response w may change, K <1 is chosen. In this case the algorithm is referred to as the exponential sliding window RLS algorithm. For K < 1 old samples lose their significance in the estimation of w(n).
The issue 5addressed in this paper concerns this convergence of w(n) toward when the RLS algorithm described in equations (2.3-2.5) do not have infinite precision arithmetic but are performed on real machines using floating point arithmetic. 
Floating Point RLS Algorithm
We now incorporate the errors introduced by the floating point implementation of the RLS algorithm into the algorithm. Consider the calculation of the prediction of the desired signal through the inner product (2.5). Let p(n) denote the error introduced by floating point Operations in the calculation of the inner product. Then,
For the above equation d (n) is the prediction of the desired signal using the floating point RLS algorithm and w'(n) is the floating point weight vector. The primes denote the floating point variables as opposed to the infinite precision variables of (2.1-2.6).
It can be shown that the random variable p(n) is white and zero mean [4] . Its variance, (j = E[p2(n)J is related to the floating point noise sources in the computation of the inner product and the statistics of x(n) and the floating point weights. Next consider the floating point error introduced in the computation of the prediction error (2.4). We have,
where the relative error 6(n) is a zero mean white random sequence.
Once the prediction error is computed, the weight vector is updated by the recursive equation (2.3). Assuming that the floating point quantized Kalman gain vector elements are available at each step, the recursive update equation for each weight vector element including floating point noise sources is
where (n) and c51(n) are the floating point noise sources due to multiplication and addition respectively.
If we subtract from both sides of the above equation, we can write the recursion for the floating point weight error vector after some algebra as follows,
where the following definitions hold,
If we write the recursion (3.4) for 9 '(n) in terms of the initial condition 9 '(0), then we obtain O'(n) = (n) + ilt(n) (3.10) Where we define the weight excess error vector as
Weight Error Vector Norm and Mean Square Prediction Error
We can express the floating point prediction error (3.2) in terms of the weight error vector, e(n) = ( xT(n)d'(n)+(n)) [1+ a(n)I (3.14) Define the Mean Square Prediction Error:
cr(n) Trace[RR9J(1+y) + I1T (3.16) where, R = E{x(n)T(n)} (3.17) and, RE = Effl'(n)9T(n)} we can write (3.16) as follows, cr(n) = oE{IIfl'(n)!I2}(1 + cii) + cr (3.21) From (3.21) it is clear that the mean square prediction error is related to the expected value of the norm of the weight error vector 9 (n). From (3.19) the expected value of this norm is related to the covariance matrix of the weight error vector In the next section we present a summary of expressions for this covarience matrix.
Summary of Results
As was pointed out in section 3, the floating point weight error vec- (3.4) tor can be expressed as the sum of two vectors,
The covariarece of the weight error vector is thus, R9(n) = R(n) + R41(n) (4.2) In the following paragraphs we present expressions for R(n) and for the stationary and time varying RLS algorithms. Using equations (3.19) and (3.21) the mean square prediction error and the expected value of the weight error vector norm can be computed by substituting for R0. It is observed that the divergence terms are due to floating point errors in the calculations of the weight vector update (3.3), i.e., a(n). Also, the steady state solution is independent of the floating point error introduced in the calculation of the weight vector correction term , i.e., K(n)e (n) in (3.3). Hence, no steady state degradation results if low precision is used in the calculation of these terms.
If adaptation stops after T iterations then the following expression holds for R(n) provided n is large but small compared to In other words, the error due to the additive noise and inner product calculation of the prediction of the desired signal are averaged out by the algorithm. They will not cause a bias in w (n) as it converges to w . However, they will contribute a noise term with variance to the prediction error as shown in (3.21) . Notice that the steady state RLS solution is independent of the initial condition. However, with floating point errors the steady state result depends on the initial condition.
Exponentially Windowed RLS Algorithm (it > 1
In the case of the exponential sliding window RLS algorithm the following results are obtained. An examination of the results reveals a tradeoff in the choice of the forgetting factor it. In order to reduce the contribution of the additive noise ,and vector inner product floating point noise in the calcu- (4.3) lation of d'(n) to the estimation of w, we must choose it close to one. On the other hand in order to track a time varying system it must be smaller than one. Furthermore, as it becomes close to one (4.4) ii in (4.9) may become positive. This in turn leads to exponential divergence or an amplification of the estimation error due to the floating point addition in the weight error vector update as predicted in (4.6) and (4.7).
If we choose it such that i<O, then the steady state weight error vector covariance matrix becomes, (4.11) (4.12)
The above expression clearly shows that increasing it ( A-1 ), in order to reduce the mean square error due to additive noise amplifies the floating point error due to the addition in the weight vector update recursion ( o ). Decreasing it for tracking time varying systems improves stability ( in the case of the conventional RLS algorithm ) and reduces the floating point error due to this operation but causes an increase in the bias due to additive noise. where Ba is the number of bits used to represent the mantissa of the weights. Since, i
Termination of adaptati?n results after the weights approach the true weights ( w(n)w1 ) and the major component of the prediction error is the noise source vi(n) consistin of additive noise and 
Extension to the Least Mean Squares Algorithm
In the LMS algorithm the prediction of the desired signal and the prediction error are computed as in the RLS algorithm, (3.3) and (3.4) . However, the weight update recursion is computed by replacing the Kalman gain (3.8) with the simpler expression 7x(n), = si(n-1) + -yx(n)e(n) 2 For stability, -Y must satisfy -y < max where 3.
is the maximum eigenvalue of the autocorrelation matrix Rx = t(n)xT(n)}. Comparing (6.1) to (3.3) we observe that the development leading to the results of the RLS algorithm can be carried out by replacing K(n) with -y (n) for the LMS algorithm. Note that the floating point errors, ce(n), is(n), 8(n), p(n) now apply to the LMS algorithm. Proceeding as in the IlLS algorithm we can derive the following corresponding expressions for the IlLS algorithm.
Trace (RJ = [a,IIw*II2 + y2aNaJ -- From this expression it is clear that a tradeoff exists in the choice of the loop gain 7. In order to reduce the bias due to additive noise and the inner product calculation of the desired signal prediction 7 must be reduced. On the other hand, this amplifies the floating point roundoff error due to the floating point weight vector update calculation. This observation is similar to the tradeoff in the choice of the forgetting factor in the time varying IlLS algorithm. In both algorithms the precision used in the calculation of the weight vector correction term has no effect on the steady state performance. This result can be used to simplify the hardware realization of the algorithm.
In the absence of floating point errors and additive noise, a-O and a-O. Then (6.10) reduces to, E 9(n) 12} = ) I2e2YffO Tl1us the LMS algorithm will converge to the true impulse response y independent of the initial conditions. The rate of convergence is proportional to the ioop gain 7. The expression for the mean square prediction error can be obtained Examining (6.5) we note that in the absence of floating point errors, limv°-O must hold for the algorithm to converge. Assum- (5 5) log y to be small (this is the case in many applications of the LMS algorithm) we can write (6.3) as
For stability a' --1 -2-yu + zr,,2 (6.6) 2-pc,52 << 1 (6.7)
U; 7Na + where we have neglected the term a.
