State Estimation in Lithium-ion Batteries Using Pulse Perturbation and Feedforward Neural Networks by Li, Alan Gen
State Estimation in Lithium-ion
Batteries Using Pulse Perturbation
and Feedforward Neural Networks
Alan Gen Li
Submitted in partial fulfillment of the
requirements for the degree of
Master of Science
under the Department of Electrical Engineering







Predicting battery stored charge, available capacity, and peak power quickly and accu-
rately is important for understanding pack performance and stability. It is proposed that a
feedforward neural network (FNN) can estimate this information using cell voltage response
to an injected current. Voltage response varies with the internal chemistry, represented by
charge, capacity, and impedance. These characteristics are quantified here using state of
charge (SoC), state of energy (SoE), and state of power (SoP). Cell response data is col-
lected for various states at constant temperature, resulting in 234 unique voltage responses
for training and evaluating the FNN. Training is performed using 3 distinct variations on the
data: (1) the full voltage response, (2) individual portions of the response, such as charging
or relaxation periods, and (3) fractions of the charge and discharge periods ranging from
one-half to a single open-circuit voltage measurement. Using the full response, the aver-
age mean absolute error (MAE) is 0.0057 for SoE estimation. The average MAE is below
0.0080 for SoC and SoP estimation. The results for pulse portions show that Charge-rest
or Discharge-rest responses perform almost as well as the full pulse. This may inform fu-
ture pulse design for further optimization. The results for pulse fractions show that error
increases as the amount of input data decreases, which validates the hypothesis that pulse
perturbation yields high performance in FNN. The technique can be expanded to other tem-
peratures, with potential for estimation of other states, and even degradation mechanisms.
Estimation requires 3 minutes of voltage and current data, with no charging history needed
and low computational complexity. The proposed method is thus suitable for development
of advanced battery management systems in electric vehicles.
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Chapter 1
Introduction and Literature Review
1.1 Introduction
Energy storage systems (ESS) are crucial for reducing carbon emissions and fighting
climate change [1–3]. Electrochemical ESS are popular options, of which batteries and hy-
drogen fuel cells are competing technologies [4]. Both are used to power electric vehicles
(EVs), which are a clean alternative to internal combustion engine vehicles. Increasing the
share of EVs on the road is recognized as an important step to decarbonizing transport [5].
While there is ongoing research into the benefits of batteries versus fuel cells in certain appli-
cations, lithium-ion batteries (LIBs) have taken the clear lead for EVs [6]. LIBs are already
used in most EVs for their high round-trip efficiency, high energy density, and relatively
low cost of recharging [5, 7, 8]. For this reason, LIBs are the subject of continued research
for further cost reduction, which can be achieved by improvements in capacity and energy
density.
The battery management system (BMS) is a primary consideration in LIB systems. The
BMS monitors and controls battery cells to increase usable capacity and power output, and
ensure safety [9–12]. Generally, the BMS measures voltages, currents, and temperature to
produce estimates on LIB states and safeguard the pack from overheating. It also performs
cell balancing. Cell balancing circuits consist of passive or active components that act on
1
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Figure 1.1: Flowchart of BMS functions
the cells within a pack to equalize SoC across the cells. As the pack is charged or discharged,
stronger cells will have higher SoC than weak cells. Passive balancing aims to discharge
stronger cells using components such as resistors or capacitors. Active balancing aims to
redistribute charge from strong cells to weak cells. This prevents weaker cells from causing
entire strings to fail and can reduce pack degradation [13–15]. Active cell balancing, like other
functions of the BMS, depends on accurate state estimation. For EV applications especially,
state estimation must also be cost-effective and fast, which can improve performance and
stability [16–23]. A summary of BMS operation is shown in Figure 1.1.
LIB states are important metrics for LIB systems. State of charge (SoC) quantifies
normalized remaining charge. SoC defines the amount of available energy in the cell and
affects peak power output. State of health (SoH) quantifies LIB degradation, which occurs
as cells are charged, discharged, or stored. Degradation decreases the maximum charge
capacity and increases internal resistance, also lowering the peak power. In this report, SoH
is treated as two quantities: state of energy (SoE), representing maximum charge capacity,
and state of power (SoP), representing peak power output. SoC, SoE, and SoP are not
directly measurable, so accurate estimation is important for reducing risk of failure and
understanding the economic value of battery cells [24].
State estimation methods are broadly divided into two categories: conventional and
data-driven. Conventional methods compute or measure parameters for electrochemical or
regression models using laboratory data [23, 25–54]. Conventional approaches often have a
trade-off between accuracy and computational speed, but are relatively cheap [16]. They
2
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rely on high-fidelity battery models, which lose accuracy as the battery ages, thus providing
potentially false information. Estimator parameters may require hand-tuning, which can be
time consuming and inaccurate. Conventional methods also may not be applicable for cells
of different chemistries. In contrast to conventional state estimation methods, data-driven
state estimation may offer greater accuracy, speed, and generality [16, 21, 55–73].
This report explores a feedforward neural network (FNN) method for estimating states
using cell voltage response to a current pulse perturbation. FNN are a promising data-driven
method for state estimation. Battery states are complex quantities governed by many inter-
nal and external factors, and it is known from electrochemical impedance spectroscopy (EIS)
techniques [74–76] and fundamental battery chemistry that the voltage response of a cell to
a stimulus current varies with battery states. This makes voltage responses good candidates
for FNN estimation. For training the FNN, a large dataset of voltage responses under various
conditions is obtained. It is shown that FNN estimation with pulse perturbation allows for
accurate, fast, and robust estimation compared to other methods.
Key theoretical concepts in this report are discussed in the following subsections. Sub-
section 1.1.1 defines the battery states and Subsection 1.1.2 describes LIB voltage response
to a perturbation. The chapter continues to Sections 1.2 and 1.3 for the literature review.
Conventional state estimation methods are reviewed in Section 1.2, and data-driven state
estimation methods are reviewed in Section 1.3. The chapter is concluded with an outline
of the report in Section 1.4.
1.1.1 Definitions of battery states
This subsection defines the battery states in this report. Per unit [pu] values are used
when describing cell states (0.01 as opposed to 1%, for example).
SoC quantifies the remaining charge q in the cell relative to the maximum charge capacity





Chapter 1 Introduction and Literature Review
Often known as the ‘fuel gauge’ of a battery, SoC yields information on the amount of charge
a cell can provide before depletion. For this is reason it is particularly important to estimate
SoC quickly and accurately. Cells typically have minimum levels of SoC, defined by the
depth of discharge (DoD), that reduce the usable amount of charge.
SoH is composed of two metrics: SoE, or normalized maximum capacity, and SoP. Both
metrics are important for gauging LIB health. As a cell ages, both SoE and SoP decrease.
This is due to degradation mechanisms such as solid electrolyte interphase (SEI) formation,
lithium plating, and changes in the active material and electrode structure [77–80]. These
mechanisms result in a loss of lithium inventory and active material in the LIB anode and
cathode, which cause capacity fade (reduced SoE) or power fade (reduced SoP).
Real-time knowledge of SoH can be used to improve SoC estimation and BMS operation.
It also determines the remaining useful life (RUL) of the battery pack. If accurate and fast
SoH estimation can yield information on degradation mechanisms, the BMS could actively
adjust operations to increase RUL or performance [77]. This would allow for new control
methods. Thus SoH estimation should also as fast and accurate as possible.




where Qm0 is the maximum capacity of the unaged cell. Since SoE is affected only by
degradation, SoE can be used to quantify the age of the cell. It is also known as capacity
fade.
SoP, also known as power fade, quantifies the peak power output of the cell. It is affected
by both degradation and SoC. It is often defined with ECM parameters [44–46, 81]. First-
order parameters are considered here (Figure 1.2), where VOC is the open-circuit voltage
(OCV) of the cell, which is a function of SoC, R0 is series resistance, and R1 and C1 form
the first-order RC pair. The parameters can be used to calculate peak discharge current Ipk.
4
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Figure 1.2: First-order ECM




where Ipk0 is the peak discharge current of the unaged cell at maximum SoC.
1.1.2 Cell perturbation
It is well known from EIS that the LIB output voltage magnitude and frequency response
varies with cell states and operation [33]. In EIS, sinusoidal stimuli are applied to the battery
cell at a wide range of frequencies, typically from millihertz to kilohertz. The stimulus is
potentiostatic if it is an applied voltage, and galvanostatic if an applied current. The response
is then measured, and the ratio between the magnitude and phase of the stimuli and response
then yields the complex impedance. A Nyquist diagram of the complex impedance is often
used to deduce cell parameters, which can then be used in equivalent circuit models for
degradation modelling [16, 82, 83]. Such models may be complex, which would hinder real-
time implementation.
Pulsed-current perturbation takes advantage of the underlying principles behind EIS, but
focuses on the voltage-time response. Rather than stimulate the cell at specific frequencies,
as in EIS, the cell is stimulated at a spectrum frequencies simultaneously in the form of
a current pulse. The response is then used in a FNN to predict LIB states. Figure 1.3
shows a comparison between conventional methods and the perturbation method. Conven-
5
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(a) Conventional (b) Proposed perturbation method
Figure 1.3: Comparison of state estimation methods
tional estimators depend on the predictions of the other estimators. In contrast, FNN can
independently make predictions without knowledge of the other states.
In [61], data from pulse perturbation is used in a recurrent neural network to predict
SoH metrics. The perturbation uses several high-frequency components to simulate a drive
cycle. This may not be easy to replicate due to the random variation of most drive cycles,
and may not be the optimal pulse shape. It is partially the aim of this report to address
these issues.
1.2 Conventional state estimation methods
Conventional methods rely on battery models to faithfully reconstruct SoC or SoH based
on the model parameters. Not only do these models face challenges in parametrization, but
they are often used for estimating individual states for specific battery chemistries and thus
lack generality [66, 70]. Still, conventional methods remain popular because they can achieve
high accuracy, albeit with high computational intensity [28].
1.2.1 State of Charge
The simplest form of SoC estimation uses a look-up table to link cell OCV to SoC based
on a laboratory-determined characteristic curve. Because of the overvoltages created by
6
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polarization mechanisms within the LIB, a single SoC corresponds to a range of voltages,
a phenomenon known as hysteresis. Thus a long rest period is required for the cell OCV
to accurately correspond with the laboratory-determined characteristic curve, making the
look-up table unusable for practical applications. Some studies have attempted to improve
the basic OCV method by modelling the rest period. In [25], data collected from at least 10
minutes of cell resting is used to predict the OCV after a very long time. They demonstrate
an improvement over the basic OCV method, but the time and accuracy of their proposed
model are not suitable for EV applications. Contemporary methods may also use the look-
up table as an input to a more advanced filtering method. It is important to consider the
temperature dependency of OCV, which is shown in [26] to have a major influence on the
estimation accuracy.
Coulomb-counting is another simple method of SoC estimation. In coulomb-counting,
SoC is calculated using





where SoC0 is an initial value of SoC, η is the Coulombic efficiency and I is the current
into the cell. Thus this method assumes that the initial SoC is known, and that Coulombic
efficiency remains constant. This is not usually true because Coulombic efficiency varies with
operating conditions, sensors may introduce systemic error, and thus the initial value may
not be known accurately. Over time, if the SoC is not re-initialized, error accumulates and
the coulomb-counting method becomes unusable.
Non-linear Kalman filters (KF) are a popular technique for SoC estimation that can
yield fast and accurate results [27–30]. KF are derived from sequential probability analysis,
and treat the true SoC as a ‘hidden’ state affected by process or sensor noise. The aim is
to remove noise from the system to obtain an optimal estimate. To apply the algorithm,
the system is discretized into a state-space representation. Using a first-order ECM, the
7
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state-space representation is given by
xk+1 = Axk + Bik + w (1.5)



















where k is the time step, V1 is the voltage of the RC pair, ∆t is sampling period, w is the
process noise, v is the measurement noise, Vo,k is a non-linear function of the input and output
states. KF use several update functions to adjust the system states, covariance, and output.
Various non-linear KF have been proposed. Extended KF linearize the output equation at
each time step using a Taylor-series expansion, but the resultant algorithm may diverge.
Unscented KF also linearize at each time step, but use ‘sigma point’ vectors to replace the
mean and covariance between states. In [84] the unscented KF is applied to estimate SoC
with very high accuracy. It is uncertain whether how accuracy is affected by cell degradation.
Curbature KF, a more recent development explored in [28, 29], are similar to unscented KF
but use multi-dimensional weighted integrals to formulate the update function. KF may be
able to achieve high performance, such as root-mean square error (RMSE) below 0.01, but
can be complex and require long computation times, especially when more accurate battery
models are used [30].
Particle filters (PF) are based on sequential Monte Carlo methods. The aim is to use
random samples, or ‘particles’, to approximate the posterior density distribution of the
system states [31, 32]. In [31], a combination of KF and PF are used to estimate battery
parameters. The KF are used to provide to provide preliminary predictions, and the PF is
used to make a final correction to the SoC estimation. Increasing the particle number can
yield high accuracy but at the expense of significantly higher computation time.
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1.2.2 State of Energy
SoE is the most common definition of SoH, though the internal resistance of the cell,
which may be represented as (R0 + R1), is also used. SoE can be obtained using coulomb-
counting. The battery is fully charged, then discharged at a very low C-rate to 0 SoC.
This can be very accurate, but requires several hours and thus cannot be used for real-time
estimation [23].
Cell OCV is known to be affected by SoC, SoE, and temperature, and can thus be used to
estimate SoH [33, 34]. In [33], the OCV of LIB cells during constant-current (CC) charging
is modelled with respect to SoE. A numerical method is then used to identify the SoE based
on the charging curves. The maximum reported error is 0.03, but the charging curves for
various SoE all last for more than 1 hour. In [34], an OCV model of cell is developed using a
first-order ECM and a superposition of Gaussian functions. The model parameters are then
identified using recursive least-squares and a curve-fitting algorithm. The SoE is obtained
as a function of the model parameters. The mean error is 0.03. Again, the entire OCV-
SoC curve is required as the model input, making this approach unsuitable for real-time
applications.
Incremental capacity (IC) analysis considers the change in SoC with voltage using the
differential dSoC
dVOC
. Characteristic IC curves have up to five peaks, and can be linked to
degradation and SoE [35, 36]. In [35], IC analysis is extended to CC charging curves to
shorten estimation time. It is shown that the change in voltage and SoC around the peak
displays a linear relationship with SoE. The proposed model estimates SoE with maximum
RMSE of 0.0249, with charging curves lasting 45 minutes. Though this is an improvement
over traditional IC analysis, it is still too long for real-time estimation. In [36], an even
faster IC-based approach is presented. The differential dSoC
dVOC
is calculated for 10 intervals of
SoC ranging from 0 to 1. Data within each interval is modelled with respect to SoE. Mean
absolute error (MAE) is 0.0108 with estimation time of 6 minutes. While this approach
9
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may be promising, it is dependent on accurate SoC estimation and exhibits higher error at
different SoC intervals.
Cell frequency response is also used to estimate SoE [37, 38]. In [37], key features of the
EIS Nyquist plot are used to identify ECM parameters for a range of SoC and SoH. A belief
function is then used to map ohmic resistance to SoE based on measured data. The proposed
method can estimate SoE online with maximum error of 0.0373 for cells used to generate
the training dataset. The model shows poor generality, however, because error increases
to 0.0866 for cells outside of the training set. In [38], SoE is examined using galvanostatic
non-linear frequency response analysis (NFRA). NFRA is similar to EIS, but considers the
amplitudes of the voltage harmonics in addition to the voltage fundamental. The authors
link SoE to the ratio between the second and third harmonics and the fundamental. The
method may yield accurate results, but configuring the method to allow real-time estimation
may be challenging.
Electrochemical models can accurately model chemical processes within LIB, but are
often too computationally expensive to be used in real-time. To address this, simplified
models are developed [39, 40]. In [39], a single-particle model (SPM) is used. The SPM
is a reduced-order model described by ordinary differential equations. This simplifies the
computational intensity of the pseduo-2D (P2D) model, which consists of many coupled non-
linear partial differential equations (PDEs). The authors link SoE and resistance primarily
to growth of the SEI layer due to the initial formation and cracking. The RMSE is shown
to be 0.0103. The model does not capture other degradation mechanisms, however, such
as lithium plating. Internal cell parameters are assumed. In [40], a genetic algorithm is
proposed for parameter identification of a simplified P2D model. Finite analysis is used to
reduce the PDE dimensions and obtain ordinary differential equations (ODE) which can be
solved analytically or numerically. Maximum estimation error is 0.03. It is evident that
the electrochemical models in [39] and [40] present a challenging parameter identification
problem that may not be widely applicable for all battery chemistries.
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PF are also used in SoH estimation [41–43]. SoH is defined using ohmic resistance in [41].
Genetic resampling is shown to improve the PF optimization process for online estimation,
but there is high relative variance in the results. In [42], SoE and internal impedance are fused
into one SoH metric. The SoH parameters are identified using an unscented PF algorithm to
yield maximum percent error of 5%, but the input data requires a full discharge and charge
cycle, meaning it cannot be used in real-time applications. A similar approach is presented
in [43], who use a PF to estimate a fused SoE and resistance SoH metric, which is then used
to estimate the RUL with high accuracy. A full discharge-charge cycle is required, which
again restricts the approach from real-time applications.
1.2.3 State of Power
Unlike SoC and SoE, SoP is not as widely researched [17, 85]. The simplest method uses
characteristic mapping, in which the SoP is defined in terms of the other states, such as SoC,
SoE, and temperature. It does not consider operating history or actual operating conditions,
and may require a large database to increase accuracy. More reliable estimation methods
are largely based on ECM parameter identification. The hybrid-pulse power characterization





where Vmin is the cutoff voltage. HPPC thus ignores polarization effects captured by the ECM
RC pair and does not consider the change in voltage with SoC [44]. More advanced ECM
definitions consider SoC and polarization voltage [45], or the variation of ECM parameters
with SoC or SoE [46].
Other approaches involve multiple techniques, such as PF or KF, to estimate SoC, which
is then used to predict SoP. In [47], a set of power, current, SoC, and voltage constraints
are used to obtain an objective function which is minimized to predict SoP. The maximum
11
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percent error for SoP is 6%. In [48], SoP is obtained from SoC using a look-up table. The
table is generated from a fuzzy model of the polarization voltage varying with SoC and
current. The proposed method is shown to have lower RMSE than the HPPC method, but
it is uncertain whether the PF approach can be used for fast estimation. In [49], ECM
methods are extended to a series of cells using ratio vectors of the cell parameters.
1.2.4 Joint estimation
Joint estimation is the subject of several studies, and has the potential to streamline BMS
operations by eliminating interdependence between states. It may also increase accuracy.
Approaches for joint estimation are largely based on the techniques described above.
In [50], the probability density function of OCV is used for parameter identification in a
second-order ECM and SoE estimation. Using SoE, OCV, and temperature, the SoC is then
estimated with maximum error of 0.015. At least 20 minutes of data is required, however,
making this method impractical, for SoC estimation especially. In [51], the ratio between
OCV decay over the discharge interval and discharge time is shown to be correlated with
SoC and SoE. The method has low estimation time but very high error at low SoC. In [52],
an electrochemical SPM is used to estimate SoC, SoE, and internal resistance. Like the
SPM discussed above, model parameters are assumed to follow a look-up table, which lowers
accuracy as the cells experience different conditions.
Kalman filters are applicable to joint estimation as well. In [53], SoC is estimated online
using an extended KF, while SoE is estimated offline due to higher computational complex-
ity. In [54], SoC is estimated at higher frequency than SoE using adaptive extended KF.
Maximum error is 0.0316. An unscented KF is used in to estimate SoC and SoP.
12
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1.3 Data-driven state estimation methods
Data-driven techniques treat the battery cell as a black-box system. No battery models
are used. Rather, statistical techniques or machine learning are used to analyze data from cell
processes. Typically data-driven techniques involve offline training before implementation in
real applications. Whilst training and data collection may be time-consuming tasks, online
estimation using data-driven methods is typically very fast, and has the potential for high
accuracy [17, 20].
Neural networks (NN) and support vector machines (SVM) are popular statistical learn-
ing methods for multi-dimensional modelling [86]. Because of their ubiquity, NN and SVM
fundamental concepts are discussed in more detail here. Other data-driven methods include
fuzzy logic, grey relational analysis, Gaussian process regression, genetic algorithms, and
particle-swarm optimization.
NN are derived from the processes between neurons in the human brain. They are widely
used for classification and regression problems. Since NN are a key subject in this report,
further discussion is in Chapter 3.
SVM are derived from classification algorithms, first proposed in [87] and extended to
regression in [88]. SVM regression uses the concepts of an ‘epsilon tube’ defined by ε, slack
variables ξi and ξ̂i, and kernel function K() to generate a regression line at a test point x
















βi = 0, βi + C ≥ 0, βi − C ≤ 0, (1.10)
for all i = {1...N}, where C is the regularization parameter, yi is the observed output, N is
13
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total number of data points, and
βi = C(ξ̂i − ξi), β̂i = C(ξ̂i + ξi), ξiξ̂i = 0 (1.11)




βiK(xi, x) + b (1.12)
where b is the bias. In classification problems, SVM finds the classification boundary. The
parameter ε controls the margin with which the boundary line separates the data, and the
slack variables allow data to be within the margin, or be misclassified. The regularization
parameter C controls how strict these constraints are. Small values of C, or soft-margin
SVM, allow large margins and greater misclassification in the training set, which increases
generalization. High values of C, or hard-margin SVM, enforce the constraints more strictly,
but can lead to overfitting. Regression problems use the same concepts as classification, but
the boundary function is the desired output, and not the classifications. Kernels are used
for feature expansion to define the basis function of regression. The radial basis function, or
Gaussian kernel, is commonly used and given by




where σ2 is the variance of the curve.
1.3.1 State of Charge
NN were applied to SoC estimation in [55] and [56]. In [55], a set of drive cycles at various
temperatures with known SoC are used for training and testing the the NN. To estimate SoC
at a certain time, the voltage, temperature, average current, and average voltage are input
to the FNN. The averages are calculated using the previous 50 to 400 time steps relative to
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the present time step. MAE is 0.011 for 25◦C, and 0.0217 for -20◦C. While the approach
may be promising, due to the inherently high variation of drive cycles it may be difficult to
obtain sufficient training data to lower MAE below 0.01 for different conditions and usage
patterns. In [56], a FNN is used to identify battery voltage using current, a polarization
metric, temperature, and SoC measured using Coulomb-counting. The FNN output is then
passed to an extended KF, which makes a final SoC prediction. Maximum error is 0.02.
Their proposed method shows lower variation in temperature than direct estimation of SoC
using a NN. It is uncertain, however, whether voltage, current, temperature, and polarization
observations at a single time step are sufficient for NN training.
SVM for SoC estimation are used in [57] [58]. In [57], a SVM is used to estimate the
battery voltage from SoC and current. The model is trained in real-time with a small number
of initial values. The SVM model output is then fed to an adaptive unscented KF for SoC
estimation. Absolute error is less than 2%, with computation time of several milliseconds. In
[58], SVM regression is performed using several inputs measured during a drive cycle, such
as current, temperature, heat dissipation, and power. The SVM is trained and tested using
several sets of drive cycle data. While very high accuracy is achieved for certain datasets,
accuracy is highly variable. This suggests insufficient training data or overfitting.
Fuzzy logic is used in [59, 60] for SoC estimation. Unlike Boolean logic, which has true or
false, fuzzy logic can have any number of states between true and false. ‘Crisp’ outputs are
obtained from the fuzzy states. In [59], fuzzy logic is applied to optimize the gain of a sliding
mode observer, which is used to estimate SoC and polarization voltages in a second-order
ECM. The MAE is 0.0082 for estimation at 25◦C, but increases at other temperatures and
usage conditions. Convergence time is also very long, at up to 1 hour. In [60], fuzzy logic is
used to estimate pack SoC from cell voltages. Pack SoC is defined as the average SoC in a
string of cells. The maximum error is 1%. While this may be useful for a pack, it does not
yield information on the SoC variation amongst the cells.
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1.3.2 State of Energy
NN have demonstrated high performance for SoE estimation [61, 62, 89]. In [61], a re-
current NN is used to estimate SoE and internal resistance using prior SoH values, SoC,
current, and temperature as observed over a drive cycle. The RMSE for SoE is 0.02. Esti-
mation accuracy is likely affected by measurement errors on the inputs, and SoC and SoE
estimation remain interlinked. In [62], first-order ECM parameters and SoC are input to a
NN to estimate SoE. The maximum error is 0.05. As before, the NN output is sensitive to
measurement error on the input variables, which may reduce accuracy.
SVM are applied to SoE estimation in [63] and [64]. In [63], the voltage curves from
15 minutes of charging are used to train the SVM. SoE estimation error is below 3%. The
15 minute input interval can be anywhere along the curves. Still, this approach may be
too slow for real-time estimation and restrictive in defining acceptable input data. In [64],
voltage curves from charging are also used to train a SVM. Rather than an interval of time,
however, a voltage interval is used. The curves from specific ranges of voltage are input to
the SVM to yield maximum error of 0.0088. As before, the charging curve data lasts up to
20 minutes, and cannot be used for real-time estimation.
Grey system theory was first proposed in [90] and later extended to grey relational anal-
ysis (GRA) [91]. GRA uses reference sequences to assess a new input sequence. From this
comparison, a grey relational coefficient (GRC) can be generated between each reference and
input. This coefficient represents similarity between sequences. In [65], the GRC is calcu-
lated between training and testing sets of IC curves, as described in 1.2.2. This coefficient is
then linked to SoE. Maximum error is 0.04. As noted above, IC curves depend on accurate
SoC estimation and cannot be used in real-time estimation.
Gaussian process regression (GPR) is a Bayesian method for modelling complex data.
The data function is assumed to follow a Gaussian process. Like SVM regression, GPR is
non-parametric, and kernels are used to define the basis functions. GPR kernels represent
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the covariance between each input observation, and are used for each prediction. This may
be computationally expensive for large datasets. GPR with Gaussian kernels typically result
in very smooth regression lines. GPR is used in [66] to perform long-term forecasting of SoE
up to 200 days. The model is trained using the temperature, current, voltage, and SoE of
varying load profiles. The model output is the change in SoE over a time step, rather than
the actual SoE. Maximum error is 5%. This approach thus considers the usage history of
the battery, which may be useful for assessing degradation. It is unlikely, however, that this
model can be used in real time, due to the computational complexity of each iteration.
GPR and GRA are used in [67] to estimate SoE from features extracted from charging
curves. Feature correlation with SoE is first quantified using GRA, then the 4 highest-
correlated features are chosen for GPR. Estimation error is below 0.06. Not only do charging
curves last up to 2 hours, but the model is likely to have high computational complexity.
1.3.3 State of Power
As noted above, methods for SoP estimation are scarce in literature compared SoC and
SoE estimation. Data-driven methods are especially rare, largely because ECM-based esti-
mation is the dominant approach. Since ECM parameter identification is highly researched,
there is there appears to be less need to focus on SoP.
Data-driven methods to estimate SoP are used in [68] and [69]. In [68], a genetic al-
gorithm is used to calculate SoP. First described in [92], genetic algorithms search for the
optimal solution using principles inspired by natural selection. The genetic algorithm treats
SoP estimation as an optimization problem subject to several constraints defined by current,
SoC, OCV, and resistance. Convergence is achieved in less than 2 seconds, with performance
shown to be more stable than conventional methods. The prediction is sensitive to measure-
ment error in SoC and SoE, however. In [69], fuzzy logic is applied to SoP estimation for a
battery pack using variations in SoE and SoC. A rough estimate of cell SoP is first obtained
with model predictive control, then adjusted with fuzzy logic to produce a holistic pack SoP
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estimate. This may be useful for basic BMS operations, but more advanced BMS would
require cell-based estimation for real-time optimization.
1.3.4 Joint estimation
NN are used for joint estimation in [71] and [72]. In [71], a time-delay NN is used to
estimate SoC and SoE. Time-delay NN are similar to FNN, but intervals of data are fed
sequentially to the input layer. Within the hidden layers, each node output is linked to a
certain time step. The final outputs are thus composed of several time steps of data. The
time-delay NN in [71] uses voltage, current, and temperature to predict SoC and SoE at
very high accuracy. The model is only validated with charging curves, so it is uncertain how
effectively it can estimate states in real time. In [72], a recurrent NN is used to estimate SoC
and SoE from first-order ECM parameters, voltage, and current. An adaptive extended KF
is used estimate the parameters. Maximum percent error is 6%. This approach may strike
a balance between computational complexity and speed, but error is too high.
A SVM is used in [70] to obtain the battery state space parameters, SoE, and a rough
estimate of SoC. An unscented KF is then used to refine the SoC estimate. SoE is estimated
with error of 0.02, and SoC with error of 0.004. Whilst the joint estimator may yield good
results for SoC, error for SoE is one order of magnitude higher.
Particle swarm optimization (PSO), first described in [93] and [94], is used to estimate
SoC and SoE in [73]. PSO was inspired by social behavior amongst living creatures such as
birds or fish, whose movements as a group are hypothesized to be a result of interactions
between individual group members and their neighbors. The PSO algorithm treats candidate
solutions as particles with position, velocity, and inertia that move in the multi-dimensional
data input space subject to individual optima and global optimum constraints. In [73], PSO
is used to identify cell parameters and estimate SoE. SoC is estimated with a proportional-
integral observer. SoE is estimated with maximum error of 0.02, within 12 min. SoC is




This report consists of 5 chapters. The introduction and literature review presented
above are Chapter 1. Chapters 2-5 present the main work.
Chapter 2 details the data collection and data processing. Chapter 3 describes the design
of the FNN. Chapter 4 presents and discusses results of the FNN for estimation of various
states. The report is summarized and future work is described in Chapter 5.
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Chapter 2
Data Collection and Processing
2.1 Data Collection
Data was collected using 3 lithium nickel cobalt aluminum (NCA) oxide cells (Samsung
INR18650-30Q). NCA cells have desirable performance, but require additional safety consid-
erations [95]. Cells are cycled simultaneously and under the same conditions to reduce the
effects of individuality. Cell characteristics are summarized in Table 2.1.
Cells were cycled using the Neware BTS4000 series 5V6A cycler, held at 25◦C and stan-
dard pressure. Cell voltage and cycler current are monitored at 10 Hz. Measurements are
uploaded to a database for processing. Photographs of the experimental setup are shown in
Figure 2.1.
Charge and discharge pulses are applied for 13 ages per cell and 6 SoC per age. The SoC
Table 2.1: Cell characteristics
Characteristic Value
Cell chemistry NCA
Nominal capacity [mAh] 3000
Cut-off voltage [V] 2.5
Cut-off current [mA] 150
Max charge voltage [V] 4.2
Peak charging current [A] 4
Peak discharge current [A] 15
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(a) Cells inside chamber
(b) Test chambers, left, and cyclers, right
Figure 2.1: Experimental setup
Figure 2.2: Testing procedure
range from 0.05 to 0.8 because safety functions of the battery cycler impose voltage limits
that distort the pulse at higher levels of SoC. This yields 234 unique responses for training
and testing the FNN.
Cycling procedure is illustrated in Figure 2.2. For each age, a capacity check was per-
formed with a 0.1 C-rate CC discharge from full, lasting approximately 12 hours. Cells
were then recharged using CC and constant voltage (CV) procedures, also lasting around 12
hours. From full charge, 0.3 Ah are discharged, then the cell is rested. After resting, pulses
were applied at various SoC levels, until a 2.5V cut-off voltage was reached. Different SoC
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(a) Cycling cell voltage (b) Cycler current
Figure 2.3: Cycling voltage and current
levels are achieved with a 0.3 Ah discharge, followed by a 1 hour rest period between each
pulse. Aging was performed with 50 charge/discharge cycles at 1 C-rate, until the cell fails
an ‘end-of-life’ test defined by the SoE. Voltage and current during the cycling protocols are
shown in Figure 2.3.
The battery cycler assigns step numbers (step IDs) and cycle numbers to each action
in the cycling protocol. Step IDs are limited by the number of unique actions within the
protocol, and are used to identify the capacity check and pulse train periods. Cycle numbers
accumulate throughout the entire test, and thus can be used to track aging. Both step IDs
and cycle numbers are used for data extraction.
2.2 Pulse parameters and training data
A charge and discharge pulse is applied to obtain the voltage-time response of the cells,
shown in Figure 2.4. Pulse amplitude is 1 C-rate, approximately 3A. There is a 30-second
rest between charging and discharging. Each pulse is applied to the cell after a 1 hour rest
period. Positive cycler current indicates cell charging.
This pulse shape represents the simplest possible configuration. It is used to establish a
baseline for performance, and allow for further optimization of pulse shape. It also allows
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Figure 2.4: Current pulse from cycler
for examination of individual portions. Pulse portions are defined by the names and ap-
proximate time ranges listed in Table 2.2. To extract portions from the full pulse, step IDs
are used. Charge and discharge portions are isolated from each other, allowing their effects
on prediction accuracy to be observed individually. The rest periods between pulses en-
sure that voltage responses are isolated from the effects of prior usage. Composite portions,
Charge-rest and Discharge-rest, are also considered.
Table 2.2: Pulse portion definitions
Portion name Time range [s]
Charge [0, 60)
Rest 1 [60, 90)
Discharge [90, 150)
Rest 2 [150, 180]
Charge-rest [0, 90)
Discharge-rest [90, 180]
Full pulse [0, 180]



















, are used to further examine how prediction accuracy varies with pulse length.
The fraction 1256 corresponds to a single data point, or 0.2s, which represents an OCV
measurement. This can inform development of an optimal pulse length.
Voltage responses to the pulse are used to create training data. The 234 unique voltage
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responses are displayed in Figure 2.5, color-coded by SoC. The portions of the voltage re-
sponse are shown in Figure 2.6. The FNN requires its training data to have zero-mean, so
the mean voltage curve of the entire data set is subtracted from each response before being
input to the FNN for training. During testing, the same mean curve is subtracted from the
test responses.

























Figure 2.5: Voltage responses color-coded by SoC
2.3 Data processing
The battery states as defined in section 1.1 are obtained by processing the voltage and
current data. This yields the target data used in the FNN.
Cell maximum capacity Qm is obtained from trapezoidal integration of the current-time









where Qm(a) is the maximum charge capacity of the cell at age a, k is the step number of
the capacity check period, A is the maximum step number of the capacity check, Ik is the
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(b) Rest 1 portion



















































(d) Rest 2 portion



















































Figure 2.6: Portions of voltage responses color-coded by SoC
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current, and ∆tk is the time step, equal to 0.1 s.
Remaining charge capacity q is obtained similarly, but integration is performed from the









where Kf (a) is the step number of the beginning of the pulse train, and Kp(a) is the step
number of the beginning of pulse p. The values for Qm(a) and qp(a) are then used to obtain
the target values for SoC and SoE, as defined in Subsection 1.1.1. The variation of SoE with
age number for the 3 cells is shown in Figure 2.7.














Figure 2.7: Cell SoE for three test cells
Series resistance R0, RC-pair resistance R1 and capacitance C1 are calculated from the
voltage responses using the linear regression methods adapted from [96]. Open-circuit voltage
VOC is the voltage observed before the pulses are applied.
The ECM parameters are obtained from the Discharge and Rest 2 portions of the voltage






where I is the discharge current, approximately 3A. Whilst the real-world process corre-
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sponding to R0 would occur almost instantaneously, to increase modelling accuracy ∆V is
calculated over the first second.
During Rest 2, the voltage across the RC-pair V1 is given by
V1 = VOC − Vo(t) = Ae−
t
τ (2.4)
where Vo(t) is the cell voltage at the terminal, and A is some constant. To obtain − 1τ , linear
regression is performed using the logarithm of the equation, given by




The least-squares solution is obtained with the Moore-Penrose inverse, given by





 , X =
1 t... ...
 , y =
ln(VOC − Vo)...
 (2.7)
To decouple R1 and C1, the Discharge portion is used. During discharge,






















It is noted that ECM parameters have different values during charge and discharge, but only
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the discharge values are considered here.
There are several methods used to calculate current Ipk. To increase the fidelity of
SoP measurement, Ipk is calculated instead with the model-based dynamic multi-parameter















where Vmin is 2.5 V, as shown in Table 2.1, η is coulomb efficiency, assumed constant at 99%,
∆t is the time horizon, set to 60s, and ∂VOC
∂SoC
is the derivative of the VOC vs SoC curve. Peak
current depends on both the maximum available capacity and the SoC. With the 60s time
horizon, SoP thus represents the LIB cell’s peak power capabilities over the next minute.
Values for ∂VOC
∂SoC
are obtained using a look-up table function created from the observed values
of VOC(SoC).
Evolution of SoP and ECM parameters (R0, R1, C1, VOC , and ∂VOC∂SoC ) with SoC and
SoE is shown in Figures 2.8 and 2.9. To achieve uniformity in display, ECM parameters
are normalized such that they range from 0 to 1. Resistances R0 and R1 are normalized
by dividing by the maximum recorded value, representing the highest acceptable resistance
before failure. Capacitance C1 and voltage VOC are normalized similarly, but the maximum
value instead corresponds to the ‘fresh cell’. Data smoothing of VOC(SoC) and ∂VOC∂SoC is
performed with the Savitzky-Golay filter, often used when differentiating noisy data [97].
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(a) Normalized resistance R0



















(b) Normalized resistance R1






















(c) Normalized capacitance C1









































(e) Smoothed VOC and ∂VOC∂SoC curves


















(f) State of Power SoP
Figure 2.8: SoP and ECM parameter evolution with SoC
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(a) Normalized resistance R0




















(b) Normalized resistance R1























(c) Normalized capacitance C1



















(d) State of Power SoP





NN were inspired by connections between neurons in the human brain, and NN as we
know them today began to take shape in the 1960s after research into a cat’s visual cortex [98].
Both FNN and recurrent NN (RNN) have demonstrated high performance in classification
and regression problems.
NN are formed from several ‘hidden layers’ of interconnected nodes. In FNN, exemplified
in Figure 3.1, node connections are only allowed to travel from input to output. In RNN,
connections can be made in any direction, and loops between nodes can be formed. RNN
Figure 3.1: Diagram of general FNN structure
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are often used for sequential data, which is useful for time-dependent predictions. Since the
proposed pulse perturbation method does not require prior knowledge or vary over time, a
FNN is used for state estimation.
For a FNN to learn the optimal weights between nodes, the model must be trained.
Model training is supervised, meaning that each training input has a corresponding target
output. After training, the FNN model is a network of matrices that accepts an input of
the specified length and makes a prediction. This can be performed quickly, making FNN
an attractive alternative for mapping voltage responses to the corresponding state. Since
network weights have no relation to real-world parameters, FNN are considered black-box
systems.
Model training is performed offline and measured in epochs (training cycles). Training
data and target outputs are used. Within each epoch, there is one forward and backward
pass. Nodes within the input and hidden layers are linked by network weights, and generate







where hn,i is the node i in layer n, N is the number of layers (the input layer is not counted),
φ() is the activation function, wn,i,j is the network weight between node i in layer n and
some node j in layer n− 1, and bn,i is the bias of node i in layer n. Calculations are ‘passed
forward’ through the layers and modified by the weights until the output node. For a single-
output FNN, the prediction is represented by hN . This prediction is ‘passed backward’ to
be compared with the target value of the training data. The weights are then readjusted




The Keras module of Tensorflow software [99], was used to implement the FNN. Keras is
a high-level application programming interface (API) based on Tensorflow that uses layers
and models to build neural networks. A simple sequential Keras model is used in this report,
meaning that the layers are linearly stacked.
FNN training is configured to minimize the mean squared error (MSE), but MAE is used
here for comparison with other studies. Due to random variation of error, 20 trials were
performed for each combination of state and input data. MAE varies for each trial because
the training and testing data are randomly split 80/20, meaning that 80% of the entire
dataset is randomly chosen for training, while 20% of the set is withheld for testing. This
means that the training and testing subsets are different for each trial. The training subset
is further split 80/20 for validation, meaning that FNN performance is evaluated after each
training epoch using 20% of the training subset. Performance variation is also caused by the
dropout layer, discussed below. Since the available dataset is relatively small, there may be
more variation in MAE among each trial.
There are no universally-accepted rules for choosing FNN hyperparameters. For this
reason a discussion on the chosen values is presented here. A summary of the chosen values
is listed in Table 3.1. The same hyperparameters were used for estimation of each state,
except the number of nodes per hidden layer. The effect of node number on estimation
accuracy is explored in the following chapter.
Network structure is formed from an input layer and 2 hidden layers. To choose the node
number, a sweep of nodes per hidden layer, from 16 to 256, is performed. Using two hidden
layers is a reasonable choice that may reduce the total number of nodes required [100]. The
optimal number of nodes is related to the complexity of the underlying data function, and
thus may vary for the different states. No algorithms are used to optimize network structure,
which is beyond the scope of this report.
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Table 3.1: Shared hyperparameters amongst FNN models
Hyperparameter Value
Hidden layers 2







Dropout layers are sandwiched between the hidden layers. Dropouts are used to prevent
convergence to local minima in the optimization process. Nodes are randomly ‘dropped out’
from the network within each epoch at the dropout rate. Larger dropout rates, together
with low network weight constraints and higher learning rate may prevent overfitting [101].
Since overfitting was not observed within the training period, the dropout rate was set to
a low value of 1%, network weight constraint was set high to 100, and learning rate was
unchanged from default at 0.001.
Batch size refers to the number of samples evaluated by the model before network weights
are updated. It shown in [102, 103] that small batch sizes can improve accuracy and con-
vergence stability. Since the available number of samples is only 234, a batch size of 32 is
adequate.
The activation function determines the node output. Non-linear functions allow FNNs
to model complex data, but linearity aids in model optimization [104]. For this reason the
rectified linear unit (relu) activation function is used, given simply by
φrelu(x) = max(0, x) (3.2)
Network weight optimization is performed most commonly with gradient descent algo-
rithms. RMSprop is one such method that uses an adaptive learning rate approach. Weights
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are updated using the rule




where η is the learning rate, gt are the gradients at step t, ε is a small value used to prevent
division by 0, and E[g2] is the running average of the squared gradients, given by
E[g2]t = 0.9E[g2]t−1 + 0.1g2t (3.4)
Training was performed using 32000 epochs for all states and input data using a TI-
TAN Xp NVIDIA graphical processing unit. Each training and evaluation cycle requires
approximately 20 seconds, subject to variation with batch size and node number.
Evolution of the FNN training objective function with training epochs is shown in Figure
3.2 for the various states and different pulse portions. The curves show the average training
MAE from all 20 trials. It can be seen in Figure 3.2b that validation error begins diverging
from training error at around 15000 epochs. This suggests that the model error may not im-
prove with additional training, and even increase. Since model training is a time-consuming
task, excessive training should be avoided. For the other states and portions, validation error
does not diverge from training error, but beyond 25000 epochs, error no longer decreases.
This may suggest that larger sets of input data require additional training epochs to reach
the best performance. Further verification is needed to determine the optimal number of
training epochs.
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(b) State of energy SoE, Full pulse

























(c) State of power SoP, Charge-rest portion




Results and discussion are presented for the full pulse in Section 4.1, and pulse portions
and fractions in Section 4.2.
4.1 Full pulse
The MAE achieved by the trained FNN for varying nodes are shown in Figure 4.1. Sample
plots of the FNN predictions are shown in Figure 4.2. Node number should be reduced to
minimize the amount of memory required when uploaded for use on a microcontroller and
to minimize computation time. Thus the optimum node number must balance network size
with error.
Figure 4.1: Box plot of MAE against nodes per hidden layer for state estimations
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(c) State of power SoP
Figure 4.2: Samples of FNN predictions for different states
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For SoE, MAE decreases until 32 nodes. After this, MAE increases and the error ranges
increase. Thu 32 was chosen as node number for SoE. For SoC, there is a clear decrease in
MAE until 128 nodes, and visible increase in MAE afterwards. Thus 128 was chosen as node
number for SoC. For SoP, MAE follows a similar trend to SoE, though the increase in MAE
after 32 nodes is clearer. Thus 32 was chosen as node number for SoP estimation. Above
the chosen values, the MAE is seen to be have a wider range, which suggests that overfitting
may be occurring.
Prediction results using the chosen node numbers are presented together in Figure 4.3.
It can be seen that the FNN predicts SoE and SoC with better accuracy than SoP, achieving
average MAE of 0.0057 for SoE estimation, 0.0072 for SoC estimation, and 0.0069 for SoP
estimation.
Figure 4.3: Box plot of MAE results for full pulse using chosen nodes
Variation in error ranges may be due to the ‘one-size fits all’ approach for choosing
hyperparameters, except node number. Error may be reduced by assigning a unique set of
hyperparameters for estimating each state. There is also uncertainty on the target data.
Coulomb efficiency and OCV, for example, are approximated from the cycling data, thus
affecting the target values of SoC and SoP. ECM parameter identification may also show
processing error. Thus FNN estimation error may not necessarily reflect FNN accuracy, but
rather data uncertainty.
39
Chapter 4 Results and Discussion
Table 4.1 compares accuracy and estimation time of selected studies with the results
achieved here. Parameters are defined using the conventions in this article. Mean error
range refers to the minimum and maximum reported mean values, if more than one value is
reported. Error metrics include MAE and RMSE. Prediction time is defined as the minimum
time needed to collect input data for the estimator and generate a prediction, as reported in
the study.
It is evident from Table 4.1 that the method proposed in this article is competitive against
a wide range of other methods, especially for SoE estimation. FNN with pulse perturbation
also strikes a balance between accuracy and speed, in addition to having high generality.







FNN with pulse perturba-
tion [q.v.]
SoE, SoC, SoP [0.0057, 0.0072]
MAE
3 min
Recurrent NN with pulse
perturbation [61]
































4.2 Pulse portions and fractions
The MAE achieved by the FNN for portions of the full pulse are shown Figure 4.4. It
can be seen that Charge, Rest 1, Discharge, and Rest 2 have the highest error. Charge-rest
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Figure 4.4: Box plots of MAE results for pulse portions
and Discharge-rest perform slightly worse than the full pulse, but no significant drop in
performance is observed. For SoE, Charge and Rest 1 perform better than Discharge and
Rest 2. For SoC, the rest periods perform better than the charging periods. For SoP, the
individual portions yield much higher error than the composite portions or the full pulse.
Results for pulse portions suggest that a full pulse is not needed to obtain good results.
Charge-rest, for example, has comparable performance to the full pulse, but is one-half the
length. This is valuable information for future pulse design because a reduced pulse length
is easier to implement. Results also indicate that different portions contain different state
information. Rest periods, for example, appear to contain more SoC information than Charge
or Discharge. A new perturbation could take advantage of this by reducing the length of the
charge or discharge period, and increasing the length of the rest period.
Composite portions yield better performance than individual portions, which validates
the hypothesis that the FNN pulse-perturbation method can yield accurate state estimation.
Results for estimation using fractions of the Charge and Discharge portions are presented
in figures 4.5 and 4.6. Full pulse results are displayed for reference. In both figures, MAE
decreases exponentially from 0.2s to approximately 0.9s. After 0.9s, MAE does not decrease,
and even increases. Full pulse results still have the lowest MAE. The trend for SoC shows
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Figure 4.5: Box plots of MAE results for fractions of charge pulse
Figure 4.6: Box plots of MAE results for fractions of discharge pulse
much less reduction in error from 0.2s to 60s, especially for the Discharge portion (Figure
4.6).
The pulse fraction results confirm that using pulse perturbation is superior to using a
single OC voltage measurement. The results also suggest that pulse length can and should be
reduced to approximately 2s. This implies that the transient response of the pulse contains
more relevant information than the steady-state response. After 2s, any additional voltage
response appears to add noise to the FNN input signal. The full pulse may have lower MAE,
but this is likely because of the rest portions. Further investigation is necessary to observe
the effect of a full pulse with shortened Charge and Discharge portions.
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Conclusion and Future Work
LIB state estimation using machine learning was shown to yield fast and accurate results.
Using data from a battery cycler, the FNN model uses the voltage response to a short current
pulse to predict the cell states for various SoE, SoC, and SoP under constant temperature.
A similar approach is used for analyzing portions of the full pulse, in addition to fractions
of the Charge and Discharge portions of the pulse. It is shown that pulse perturbation is a
promising technique with opportunities for further optimization.
The following sections present areas for future work. Verification of the results in the
real world with respect to BMS for EVs is discussed in Section 5.1. The report is concluded
in Section 5.2 with discussion of further research and outlook of the proposed method.
5.1 Real-world verification
High estimation speed and accuracy make the FNN suitable for EV applications. For real-
world validation, the performance of BMS using a conventional state estimation technique
and the performance of BMS using pulse perturbation and FNN must be compared. Metrics
for measuring performance include prediction accuracy and time. For real-world verification,
the technique can be implemented using the balancing circuit, or other features on the EV.
Scheduling of pulse injection will be necessary based on the application.
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Chapter 5 Conclusion and Future Work
An active balancing circuit could inject pulses during the load profile to avoid interfering
with operation. This would require the pulse to be much lower amplitude, and perhaps
shorter length. To examine this hypothesis, new pulses must be designed with different
‘base’ states. The pulse explored in this report assumes the cell is perturbed from rest, but
future research must consider the effects of perturbing a cell being discharged at various
C-rates.
Alternatively, if the pulse length is reduced sufficiently, the high-level BMS controller
could inject the pulse at short breaks in the drive cycle – when the vehicle is stopped,
for example. Pulse shape can be optimized to further improve performance. Unipolar-
perturbation, such as a pure discharge-rest pulse, could decrease estimation time even further.
It could also facilitate real-time implementation because it is difficult to obtain a charge-rest
characteristic while the EV is at rest.
5.2 Outlook
There several directions for further research. The currently available dataset was obtained
using no prior usage. A new cycling protocol can be designed to investigate the effect of
prior usage on estimation accuracy. This would involve subjecting the cells to various types
of driving cycles before the pulse train. Cells can also be cycled at various temperatures to
ensure the proposed method is valid for different conditions.
The proposed technique can also be expanded to accommodate multiple cells within a
pack. Just as a single cell’s voltage response yields information on its states, the response of a
series of cells may yield information on the states of the entire series. With further research,
perhaps inspired by transmission line theory, it may be possible to deduce the specific states
of a single cell from the response of the series.
The pulse perturbation and FNN estimation method is widely applicable to other battery
characteristics. Individual ECM parameters, for example, could be estimated instead of SoP
44
5.2 Outlook
for comparison with the direct SoP prediction. Further study could optimize the FNN
for estimation of a variety of parameters, such as degradation mechanisms, or polarization
mechanisms.
Degradation mechanisms, such as SEI growth or active material loss, are likely to leave
distinct ‘signatures’ in response to a perturbation. These characteristics may be difficult to
identify using conventional methods, but relatively straightforward for FNN. To validate this
hypothesis, new protocols for cell cycling must be designed to incite observable and distinct
degradation in the cells. This may involve cycling at extreme temperatures or C-rates. The
FNN can then be trained for performing classification of the mechanisms or regression of
mechanism metrics.
There are many promising uses of pulse perturbation and FNN. Voltage responses from
LIBs encode a significant amount of information about the internal cell parameters that
FNN excel at extracting. Exploring the full potential of FNN and pulse perturbation could
allow for cheaper and more reliable cell diagnostics in future battery applications.
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