Abstract Previous publications have shown that the absorption coefficient of silicon in the near infrared depends on the carrier concentration of the material considered. Consequently, determination of the absorption coefficient enables the carrier concentration to be deduced. Unfortunately the absorption is generally small for the doping levels used in integrated circuits, and therefore normal absorption methods require thick samples for accurate measurements.
Introduction
Most previous measurements of infrared emission from silicon devices have been made to determine the thermal distribution within them. To ensure a surface of constant emissivity, various coatings and paints are often used (Peterman and Workman 1967 ). Local hot spots can then be identified. These may be caused by defects in the bond between the chip and header, current hogging or secondary breakdown (Hamiter 1967 , Schafft and French 1966 , Agatsuma 1966 .
At shorter wavelengths, light emission and carrier recombination emission (1-1.2 pm) have been used to study microplasmas in reverse-biased junctions and current crowding in large-area transistors (Sunshine 1971 (Sunshine , 1974 .
Although the presence of free carriers affects the infrared absorption properties of silicon, for the doped layers normally occurring in silicon devices the absorption is only a few per cent. Absorption techniques are therefore mainly used to detect non-uniformities in the silicon crystal and to determine carrier densities in relatively heavily doped diffusions (Tong 1973) .
The presence of free carriers in silicon not only affects the absorption coefficient but also modifies the reflectivity, the refractive index and the Brewster angle reflectivity (Gardner et aZl966, Keenan and Schumann 1971) . All of these have been used for carrier concentration determination, but are normally useful only for high concentrations. The measurement of the plasma edge in the reflectivity-wavelength plot is a common method for the determination of surface carrier concentrations above 1025 m-3 but is difficult for concentrations below this.
The commonest method for measuring carrier concentrations is the four-point probe method, but this suffers from very poor spatial resolution and also damages the material. Other less destructive probe techniques exist (Severin and Bulle 1975) but they are complex and have limitations. For example, it is difficult to measure a small n-region on an n-type substrate.
The technique described here permits the estimation of carrier concentration by measuring the infrared radiation emitted when the silicon is heated slightly (typically to about 1OO'C). It has the following advantages: (i) It is non-contacting and non-destructive.
(ii) Moderately low carrier concentrations can be determined at present (for example, carriers m-3 average in a 2 pm layer on a 200 pm thick substrate), with significant improvement expected using a modified system. (iii) A high spatial resolution of about 20 pm can be obtained. This could be decreased to about 6 pm with a suitable detector and other modifications. (iv) Determination of diffused layers underlying metallization is also possible. With slight modifications, the technique can be extended to include : (Smith and White 1977) .
Emission of infrared radiation -theoretical considerations
To calculate the amount of radiation emitted from the free carriers into the optics of the detecting system, it is necessary to know first how much radiation is being radiated inside the silicon and secondly the fraction of this that will emerge from the surface in a suitable direction.
Radiant flux in the silicon interior
It can be shown from thermodynamic arguments that if a sample of material absorbs a fraction f of blackbody radiation of a certain wavelength passing through it, then the radiation it emits will be the same fraction f of blackbody radiation emitted at the same temperature and wavelength (Houghton and Smith 1966) . The density of blackbody radiation is well known, and measurements of the absorption coefficients for various carrier concentrations have been made (Schumann et all971, Spitzer and Fan 1957, Hara and Nishi 1966) . Some details of these results are given in appendix 2, together with some theoretical predictions. To a reasonable approximation, it is found that for the wavelengths of interest here (1-1 1.5 pm) the absorption is proportional to the carrier concentration and the wavelength squared.
There is also some lattice absorption which is independent of carrier concentration (Collins and Fan 1954 ). This sets a lower limit to the carrier concentrations that can be detected by the emission method, but it is usually small compared with the emission from doping concentrations typically found in bipolar devices.
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From a knowledge of the blackbody radiation law and using experimental absorption coefficient data, one can calculate the density of radiation emitted by any given distribution of carrier concentrations within the silicon.
Radiant flux emerging
The fraction of this quantity which emerges is low because of the high refractive index of silicon (3.42 for normal-resistivity material), which results in a high internal reflection coefficient. The intensity of emitted radiation from an extended source, by similarity with low-emissivity glasses (Gardon 1956 ), can be shown to be where ah( T ) is the absorption coefficient and Eh( T, p) is the spectral power emitted per unit wavelength interval from unit area per unit solid angle at an angle p to the normal from the surface : Een( 7) is the corresponding hemispherical blackbody function, y is the internal angle of incidence, Tthe temperature and L the chip thickness.
The average reflectivity Rh(P) of the two polarization directions remains constant at about 30% for all the angles of interest (in this case with a numerical aperture of 0.5 up to 30"). The angular emissivity, as described above, typically deviates by only 2-3% for values of , 8 up to 60°, from the values predicted by Lambert's cosine law. For most practical cases, a Lambertian emitter can therefore be assumed with little error.
One other aspect which can affect the emitted signal from chips is surface irregularities or discontinuities. The radiation flux inside the silicon parallel to the surface of the chip will be nearly that of a black body. Usually, for devices processed normally on polished material, scattering of this radiation occurred only at the edges of the chips. In a few cases (three devices out of about 100 investigated) anomalous emission was detected near heavily doped n+ regions and is attributed to dislocated areas causing scattering. The presence of dislocated areas has been confirmed by etching.
Plasma resonance -effects on infrared emission
The expression for the emission from an extended source, detailed in equation (l), depends directly on the absorption coefficient and the surface reflectivity. At low carrier concentrations (below 5 x loz4 m-3) the reflectivity of silicon is constant at about 30% over the wavelength range of interest (1-11.5 pm). The emission then depends directly on the absorption coefficient and hence on carrier concentration.
At higher concentrations modifications to the reflectivity occur and a more detailed consideration of the mechanism involved is required to resolve the resulting ambiguity in carrier concentration determination.
Simple non-degenerate (classical) theory leads to the following relationship (Moss et a1 1973) between the refractive index n, the extinction coefficient k and the angular frequency w of the radiation:
where T is the collision time, N is the carrier concentration, m* their effective mass and no the long-wavelength refractive index due to other processes.
For low carrier concentrations, the reflectivity and refractive index are constant. If one uses the relationship T = pn*/q, equation (3) can be simplified to give (assuming uym*/q$l) (4) where ah(T) is the absorption coefficient and CO and EO are respectively the speed of light and permittivity in vacuo.
Consideration of equations (2) and (3), neglecting the damping term represented by 7, leads to the conclusion that with increasing carrier density the refractive index will decrease and in due course reach unity. A further increase in concentration would bring the index down to zero. The reflectivity R can be approximated by
Hence, when n= 1, R=O and when n= 0, R= 1. Thus for a particular wavelength and carrier concentration the reflectivity would be zero, and at a somewhat larger concentration will reach 100%. This produces the so called plasma edge in the reflection spectrum. For practical cases, this effect is smeared out somewhat because of the presence of damping factors which limit the extreme values of reflectivity (Touloukian 1970) . For the wavelengths of interest, the carrier concentrations which produce this are of the order of 1025 m-3. At the concentration where the reflectivity decreases, an increase in emission will occur but will drop at higher concentrations due to the increased reflectivity. At higher concentrations, therefore, an ambiguity exists which can only be resolved with the aid of additional reflectivity data (g4.2).
A similar technique employing infrared transmission has been utilized by Tong (1973) to determine the sheet resistance and junction depth of a diffusion. However, when the absorption is low it is extremely difficult to obtain accurate correlation between the transmission of a sample and its carrier concentration, since small percentage changes in the transmitted beam are measured. Emissivity techniques, on the other hand, are easier and more sensitive.
4 Measurement technique 4.1 Principles of emission technique 4.1.1 Temperature uniformity For a sample to have a net emission of radiation, it is necessary that it be at a higher temperature than its surroundings. Since measurements of variations in emissivity are required, the temperature must also be uniform (85.3). As the samples usually have small absorption coefficients, they appear transparent and hot bodies behind the specimen may also be imaged, resulting in spurious results. A uniform, low-temperature background is therefore also required.
Spectral distribution of emitted flux
The resulting thermal emission from a diffusion will have a spectral distribution depending on its temperature and concentration. Clearly, the higher the temperature the greater is the emission, but at high temperatures (about 473 K) the carrier concentration, carrier mobility and absorption coefficient may alter drastically, so a compromise is required; a sample temperature of 373 K has been found to yield suitable results.
The spectral distribution of emitted flux from typical bipolar diffusions at 373 K is shown in figure 1 . Most of the emission is centred around IO ym. The requirements for a detector with a high cut-off wavelength (thus receiving most of the emitted flux) must, however, be traded off with the requirement for high spatial resolution. The choice of detector cut-off wave-
Infrared obsercation of silicon carrier densities
Spectral distribution of emitted photon flux from length may also be influenced by substrate or oxide emission (96.5). 4.1.3 Carrier concentration sensitivity limit The sensitivity of the emissivity measurement system is limited by the emission from the silicon substrate. This gives strong emission in the 9 pm region, so a detector operating at wavelengths up to 8 pm would have advantages in this respect. Alternatively, a higher cut-off wavelength detector may be used with a silicon filter which selectively filters out substrate emission, leaving that due only to free carriers.
Reflectivity measurements
In principle, the ambiguity in emitted flux detailed in 93 due to plasma effects can be resolved simply by illuminating the diffusion with infrared radiation and measuring the amount reflected. A number of alternative techniques are presented below, with their limitations.
The principal reflecting surfaces are the two faces of the chip. The underside of the chip will have a reflectivity of about 30% corresponding to that of high-resistivity silicon, and the reflectivity of the front surface will depend on the surface concentration of the diffusion. Reflection only takes place at an abrupt boundary, i.e. if the change in refractive index occurs within a distance which is small compared with one wavelength. Since the refractive index changes gradually from the diffusion surface to the bulk, very little of the radiation emitted towards the lower surface of the chip will be reflected at this boundary. (A more comprehensive treatment of reflection at surfaces of slowly varying refractive index is given by Sat0 et a1 (1966)) As a consequence, if the front surface is highly reflecting more radiation is emitted from the back than from the front. Emission measurements from both the front and the back of a slice thus enable the carrier concentration ambiguity to be resolved.
Alternatively, perhaps the simplest reflection measurement can be made by utilizing a normally troublesome occurrence often found in emissivity systems (Deardorff 1976) . When the sample is at room temperature, multiple reflections between the sample and detector may result, causing zeroing problems. When the chip is perpendicular to the optical axis of the system, the photocell sees an image of itself reflected back from the surface of the chip. The photocell, at 77 K, emits negligible radiation so the radiation entering the photocell depends on the reflectivity of the diffused region viewed. Consideration of the radiation interchange, assuming that the chip is in a blackbody enclosure, yields the following expression :
Net emission signal entering detector from chip at room
x Room-temperature blackbody emission (6) where Echopper represents emission when the chopper blade occludes the chip. The signal measured by the photocell will depend on the characteristics of the chopping system employed to modulate the radiation, but equation (6) can still be used to obtain the signal difference between two adjacent, differently doped regions. The reflection signal depends critically on the angle of the chip, and if the chip is tilted sufficiently the signal can be made to disappear completely. For ease of comparison between different chips, the reflection signal is best normalized with respect to the substrate reflection signal, which can be assumed to remain constant from chip to chip. This latter technique of making a broadband reflectivity measurement is essentially very easy to perform and is reasonably accurate at low carrier concentrations (e.g. 5 x 1025 m-3), when the dip in reflectivity is dominant. At higher concentrations, however, the signal obtained will depend critically on the extreme reflectivity values and hence the damping terms as outlined in 93. The results might therefore be expected to be less accurate at these levels.
Finally, since the reflection at high concentrations depends on the wavelength, by using a spectral filter and known curves of reflection against wavelength for a particular carrier concentration (Touloukian 1970) , one should be able to calculate both the surface reflection and the absorption coefficient. This approach, however, involves extensive calibration curves and excessive computational time, and its main use would best be restricted to confirmation of results obtained by different means.
Emissivity measurement system 5.1 Optical system
The main elements of the system are shown in figure 2 . Radiation from the test chip is chopped mechanically and focused by a reflecting objective on to a photoconductive detector (cut-off wavelength 11 *5 pmj. A silicon beam splitter arrangement installed in front of the photodetector enables the chip to be simultaneously viewed. After amplification by a low-noise preamplifier, the signal is processed by a phase-sensitive detection system to yield a DC voltage which is directly proportional to the radiation emitted from the region viewed (about 14 pm square). This signal gives an indication of the number of carriers in that element of the sample.
Experimental procedure
The test chip is heated (typically to 373 Kj by passing current through the substrate via four aluminium connecting wires. The 1.5 mm square chips are mounted above a 3 mm wide hole in a TO5 header. The chip is attached by the four thin wires from the bonding pads to the posts in a spider arrangement (figure 3). It is positioned immediately above the hole so that the objective has a clear view through the transparent chip of a uniform background beyond.
An alternative technique for viewing a large number of chips (about 20) on a small slice without the need for bonding has also been developed. The slice is positioned on a thermal insulating substrate with a hole in it just smaller than the slice. The slice is held in contact with the thermal insulation by two thin metal probes pressed against the surface, which also provide contact for electrical heating.
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Thermal modelling
A computer model of the thermal behaviour of the sample has shown that with the former arrangement the temperature distribution over all the chip is constant to within i: 0.65 K for a chip temperature of 353 K (appendix 1). Such a fluctuation would generally result in less than 1.5 % change in the emitted flux. The corresponding variation in the estimated carrier concentration is linear up to about 300 K and is well within the experimental accuracy of the system.
Sample preparation
The chip first studied is shown in figure 4 . The layout and fabrication were carried out by the microelectronics group at Southampton University. Large-geometry diffusions were chosen for initial investigation. At either end of the 200 pm thick chips are two n+ diffusions. These permit electrical connections to be made to the n-substrate. The variation with temperature of the substrate resistance is employed to determine the sample's temperature. Contained between the substrate connections are standard bipolar diffusions normally employed in transistor fabrication. The carrier concentrations of the different diffused layers were measured by a standard etch-profile technique performed on a separate test slice, processed at the same time as the samples. The slices were fabricated using a standard bipolar process, employing an emitter diffusion for the n+ region and base diffusion for the p-region. After processing, the oxide was generally removed from both surfaces.
Experimental results
Microradiometric studies were made on a number of chips to verify the temperature uniformity across the sample in the previous arrangement. Use of temperature-sensitive paints and coatings (Peterman and Workman 1967) confirmed that the temperature was uniform over the majority of the device to within at least 2°C.
Emission and reflection measurements
Emission and reflection measurements performed on bipolar diffusions are shown in figure 5. A processed slice was divided up into thirteen different portions. Each one was etched with silicon etch, resulting in a sequence of samples with varying diffusion thicknesses. Test slices processed with overall diffusions at the same time as the samples were also simultaneously etched and the sheet resistance measured after each etch with a four-point probe. The expected emissivities were calculated using these measurements and experimental absorption data, with the assumption that the absorption coefficient follows the general form given in appendix 2. These theoretical results were adjusted to allow for substrate emission and the spectral response of the detector. Most diffusions have their highest concentrations near the surface of the material, the concentration decreasing as an erfc or Gaussian distribution towards the bulk of the silicon. The emissivity model used for calculation of the theoretical signal levels consists of a surface reflecting layer which does not emit, together with a 'box' distribution of carriers underneath. Figure 5 shows that successive removal of silicon by etching has resulted in a decrease in the reflectivity of the n+ regions as the surface carrier concentration is reduced. This results in an increase in emission. With further etching, the reflectivity passes through a minimum and asymptotically approaches the reflectivity of the substrate. As predicted, emission carrier concentration calculations are more accurate at the lower doping levels ($4.2) where plasma resonance effects are not dominant. This appears to be especially so for the broadband reflectivity measurements mentioned in $4.2 (figure 6). In conclusion, these results have demonstrated that reasonably accurate correlation between infrared emission and carrier concentration can be obtained from existing published data of absorption coefficients and plasma resonance reflectivity. Calibration of the system is required, covering a wide range of carrier concentrations and dopants, for higher accuracy. Figure 8 shows two different emission and reflection measurements made on chips from two separately processed slices. The emission signals of both 8(a) and 8(6) (curves A exhibit highest emission in the n+ region, where the carrier concentration is greatest. Use of an InSb filter which cuts out emission below a wavelength of about 7.2 pm emphasizes the effects of plasma resonance reflectivity (curve B). The average reflectivity over the range 7.2-11.5 pm is such that it results in a decrease in n-emission. The n+ region which is diffused directly into the n-substrate (and not into an underlying p-area) exhibits no such drop in emission and clearly has a different doping distribution. This capability of measuring n+ into ndiffusions is of considerable importance, as electrical probing methods are difficult under such circumstances. Reflection measurements (beneath the emission curves) confirm the difference in n+ reflectivity.
Spatial resolution measurements
A marked difference between the spatial resolutions of the reflection and emission topographs is also shown by these figures. The loss in resolution of the emission measurements over those of reflection was found to be due to multiple reflections inside the device, between the upper and lower surfaces of the 200 pm thick chip. Various attempts to reduce this, principally by lowering the reflectance of the back of the chip, are detailed in figure 9 . The worst case is obtained at the edge of a diffusion which has a very high surface carrier concentration and hence high reflectivity. The emitted radiation is then trapped between the two reflecting faces of the chip.
Theoretical predictions for two different diffusion surface reflectivities (RD) based on a simple multiple-reflection model are also shown in figure 9(6). Anti-reflective coatings of ZnS deposited on the back of the chip have met with the best improvement in resolution.
Automation of measurements
Automating the emissivity spatial variation measurement overcomes the tedious manual topograph technique. Figures  10 and 11 display pseudo-three-dimensional profiles of the emissivity variation across small areas of a chip. Figure 10 Metallization Figure 10 Emission topograph showing high substrate emission due to diffusions on the back of the chip, shows the emission distribution near a metallized n+ substrate connection. Two points are of particular interest. The first is the high substrate emission. Normally processed slices have dopants diffused into the back of them as well as into the selectively masked-off areas on the front of the slice. If these diffused areas on the back are not etched off, they will also emit radiation, thus complicating carrier concentration analysis. The emission topograph of figure 10 was made on one which was not etched: hence the high substrate emission.
The second point is the reduction in emission from the n+ and metallized areas. This results respectively from (i) the high n-surface concentration causing a high reflectivity, and (ii) the low emissivity of aluminium in the infrared. Figure 11 shows the effect of an oxide fault resulting in 
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contamination of the underlying silicon during processing. High emission from an nf-diffused region is visible to the left of the topograph.
Emission variation with temperature
Equation (4) indicates that the absorption coefficient depends inversely on the carrier mobility p. Since the other factors in the expression vary little with temperature, a decrease of mobility with increasing temperature leads to an increase in absorption.
At carrier concentration levels of around 10*4-1025 m-3, the absorption coefficient is almost invariant with temperature since the mobility varies by only a few per cent over the temperature range 273-423 K (Wolf 1969) . At much lower or higher concentrations, lattice or ionized impurity scattering, respectively, becomes dominant and the mobility is then no longer constant with temperature.
A detailed calculation taking into account the spectral response of the photocell but excluding plasma resonance effects shows that a constant absorption coefficient would yield an approximately T4 emissivity relationship. Experimental verification of this prediction is detailed in figure 12 . The departure from the T4 relationship for high nf diffusions is caused principally by the reduction in the effective spectral range resulting from plasma resonance effects.
Oxide emission
The oxide grown during normal processing was left on a number of slices to evaluate the effect of oxide on emission. Conventional absorption measurements have given values for the absorption coefficient for pure Si02 of 1.5-4.6 x 105 m-1 in the spectral range 4-8 pm (Hoffmann et a1 1975) . In the neighbourhood of 9 pm, the absorption coefficient can be very large as a result of the resonant stretching of the siliconoxygen bonds.
The emission from oxide layers may therefore interfere with carrier concentration determination. Figure 13 shows how the additional oxide emission measured experimentally varies as a function of oxide thickness on undoped (20-50 mR m) n-type silicon substrate. The closeness of the two curves for the two different wavelength bands indicates that the majority of the emission is confined to the wavelength band above 7.2 pm, as expected. Since the oxide emission peaks at around 9 pm, by employing suitable filters to reject or accept this emission, one can determine the carrier concentration in the underlying silicon or the oxide thickness respectively. Extrapolation of the results has been used to estimate the thickness of two oxide areas which were too thin to measure by ordinary visible light interference techniques (figure 13).
Limitations of infrared emission technique 7.1 Fundamen tal theoretical limitations
The sensitivity of the system is limited at high concentrations by the sample emission approaching that of a black body.
Further increases in carrier concentration will then go unnoticed. For lower carrier concentrations, the limit is dependent on the thickness of the silicon substrate. If silicon filters are employed, the sensitivity is improved and is then determined by the accuracy of matching the filter to the substrate emission.
Practical limitations
The spatial resolution of the system at present is limited to about 20 pm, but this is still a big improvement on conventional probing techniques. By introducing more sensitive and lower cut-off wavelength detectors, it should be possible to reduce this to about 6-7 pm. More sensitive low-noise detectors would also reduce the necessarily long topograph scan time of 5-10 min to more acceptable levels.
Conclusion and future possibilities
The application of infrared emission measurements to the study of integrated circuits has been briefly reviewed and some results have been given. A number of possible applications of this technique have been found.
(1) The non-destructive measurement of carrier concentration directly on integrated circuits to a very high resolution. n+ in n-diffusions presents no additional problems and can easily be measured.
(2) Oxide thickness and composition can also be investigated by this method since the absorption depends on its thickness and any impurities present. Work is also in progress on the detection of pulsed injected carriers in operating silicon devices. Variations in depletion thickness in n+-p diodes (Smith and White 1977) and charge distributions in MOS structures are also detectable using such methods.
A further extension of this technique is proposed for the measurement of crystal defects. A laser probe would inject carriers into a sample with defects. These defects could be detected by directly viewing the number of injected carriers present, their density depending on the local recombination time,
Appendix 1 Sample thermal modelling
The temperature distribution for the sample arrangement detailed in the text was determined employing an equivalent thermal model for the specimen. By choosing the appropriate boundary conditions for the model and with the use of an iterative program dealing with a large number of nodal equations describing the thermal states inside the chip, oile can obtain the temperature distribution. A summary of the different assumptions employed in the program is detailed below. (i) Heat loss from the chip obeys Newton's law of cooling and is identical for all surfaces. Heat loss is due mainly to convection and not to radiation or conduction (because of the low emissivity and very thin bonding wires (25 pm diameter)). The heat loss coefficient was measured experimentally and verified to be temperature invariant over a chip temperature range of 313-413 K.
(ii) A worst-case two-dimensional model is utilized where :
(a) All the heat lost by each of the two leads through conduction is confined to one surface node 10 pm x 10 pm.
(b) All the heat generated in the chip is confined to one node at the surface of the same dimensions. (iii) The leads are infinitely long and lose heat from the sides by convection at the same rate as the chip. (If the leads are longer than 2.6 mm, this approximation should hold.) There is no Joule heating inside the leads.
Appendix 2 Classical absorption theory predictions
Equations (2) and (3) can be more accurately expressed in the form where (. . .) represents the energy average of the enclosed quantity and T is the relaxation time; q is the charge on an electron and EO the permittivity of free space. A solution of these equations is based on the technique outlined by Schumann (Schumann et a1 1967) . With the assumption of nondegenerate statistics and ionized impurity scattering, i.e. 7KE3I2, these energy averages can be found using a computer iteration technique. In an extension of this method, the absorption coefficient can be obtained by solution of the simultaneous equations (A.l) and (A.2) for an arbitrary scattering mechanism 7~E -p .
The constant of proportionality can be determined by manipulation of the above equations using experimental data for the resistivity variation with impurity concentration. Computer-generated results together with exoerimental values for the absorption coefficient are shown in figure 14 . Predictions for small positive values of p ( p < 2), although not shown, generally lie within at least 10% of their respective -p results. For high impurity concentrations, classical statistics are probably not the best. However, the correlation between experimental and calculated values is still reasonably good for concentrations higher than lOZ4 m-3, as it is for the low carrier densities. The exact scattering mechanism at these high concentrations also seemed to be less important than at the lower ones. Similar correlations between the results are obtained for both n-and p-type materials, the Schumann et al(l971); 1 Spitzer and Fan (1957) ; + Vavilov (1960) . p-type generally having a higher absorption coefficient than the n-type.
From these absorption coefficient values, the emitted spectral distribution from a diffusion can be calculated from equation (1). The results for typical n+ and p-diffusions are shown in figure 1. The number of photons received by the detector will be represented by the total area under the graphs, up to the detector cut-off wavelength (in this case 11.5 pm).
