ABSTRACT Tumor segmentation is the foundation of breast ultrasound image analysis. However, intensity inhomogeneity occurred in ultrasound images results in the ambiguous segmentation. In order to tackle the challenge, this paper proposed label-distribution learning embedded active contour model for the breast tumor segmentation. Considering that reasonable exploitation of label ambiguity may help to improve performance, a deep pixel-wise label distribution learning model is first proposed to learn an ambiguous label map. The learned map is independent on the intensity variation, which is robust to the intensity inhomogeneity. After that, a novel label distribution learning embedded active contour model is proposed. The new energy function is developed by introducing the new label distribution fitting energy into the active contour model framework. The proposed new fitting energy can enforce the label of pixels to be similar to the learned distribution map, which improves the robustness to the intensity inhomogeneity. To demonstrate the effectiveness of the proposed method, we conduct the experiment on the breast ultrasound images database which consists of 135 benign cases and 51 malignant cases. Our experimental results demonstrated that the proposed method outperforms the state of the art.
I. INTRODUCTION
Breast cancer is one of the most lethal cancer [1] - [3] . Ultrasound imaging is a commonly used tool for helping with diagnosis of breast cancer. In order to avoid the subjective diagnosis, computer-aided diagnosis (CAD) system is developed for automatic breast tumor analysis with ultrasound images.
Tumor segmentation is the foundation of breast ultrasound image analysis. The existing breast ultrasound image segmentation methods can be divided into four categories: region growing-based methods, statistical learning model-based methods, graph model-based methods and active contour
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model-based methods. Compared with other methods, active contour model-based methods are more robust to noise and can combine with prior knowledge naturally [4] .
However, the challenge raised due to the intensity inhomogeneity occurred in the ultrasound images. The intensity inhomogeneity may cause the overlap between the ranges of the intensities in the tumor and other tissues [5] . The intensity distribution of the images in our dataset is also given in Fig. 1 . As shown in this figure, we can observe that large intensity overlap between tumor and other tissues occurs in the breast ultrasound image. Moreover, there has been large intensity variation within the tumor regions. We can infer that the intensity inhomogeneity may cause large inter-class similarity and intra-class variation, resulting in ambiguous segmentation. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Intensity distribution of tumor and background in our breast ultrasound image data set.
In order to address the serious intensity inhomogeneity problem, this paper proposed a novel label distributionlearning embedded active contour model for breast ultrasound image segmentation. Considering that reasonable exploitation of label ambiguity may help improve performance [6] , the label distribution learning framework is introduced in this paper. In order to obtain the ambiguous label information for each pixel, deep pixel-wise label distribution learning model is proposed to learn the effective ambiguous label map. The learned map is independent on intensity values, which is robust to the ambiguous intensity distribution. After that, a novel label distribution-learning embedded active contour model is proposed. In order to incorporate with the learned ambiguous label map, the new energy function is developed by introducing a new label distribution fitting energy into the level set framework. The proposed new fitting energy can guarantee that the final segmentation result will be similar with the learned ambiguous label map, which can improve the robustness to intensity inhomogeneity. The experiments were conducted on the breast ultrasound images database which consists of 135 benign cases and 51 malignant cases. Our experimental results demonstrated that the proposed method outperforms the-state-of-art.
We summarized the contribution of this paper: (1) Inspired that reasonable exploitation of label ambiguity may help improve performance [6] , we firstly introduced the ambiguous label information to address the intensity inhomogeneity problem. In order to obtain the ambiguous label on pixellevel, a deep pixel-wise label distribution learning model is proposed. (2) We develop a novel label distribution learning embedded active contour model for breast ultrasound image segmentation. The new energy function is developed by introducing a new label distribution fitting energy into the level set framework. The proposed new fitting energy can enforce the label distribution of pixels to be similar with the learned distribution map which is robust to intensity inhomogeneity.
II. RELATED WORK
The existing breast ultrasound image segmentation method can be categorized into four major classes: region growing based methods, statistical learning-based methods, graph-based methods and active contour methods.
1. Region growing-based methods. Inspired by road segmentation algorithm, Lee et al. introduced the similar idea in region growing framework for automated ROI segmentation of breast ultrasound images [7] . Kozegar et al. developed a new adaptive region growing algorithm for rough estimation of the mass boundary and used a novel geometric edge-based deformable model for finer segmentation [8] . Shan et al. [9] proposed a seed point selection method based on textural features and spatial features. Based on the selected seed, a region growing rule based on neutrosophic logic is developed. Poonguzhali et al. has developed the textural features which contain co-occurrence features and run length features to select seed from the abnormal region. And then, the gradient magnitude based region growing rule was adopted [10] . Seed selection and growing rule are the main parts of the region growing method. However, it may be difficult for accurate seed selection and effective region growing rule development because of the ambiguous intensity distribution.
2. Statistical learning model-based methods. The tumor segmentation can be regarded as pixel-level binary classification task. Traditional classifiers such as SVM [11] - [13] , adaboost [14] and K-means [15] , [16] are used to learn the statistical characteristics of tumor regions. Daoud et al. [17] proposed an accurate and automatic algorithm to segment breast ultrasound images by combining image boundary and region information. An SVM classifier is employed to estimate the tumor likelihood of each superpixel based on five texture features. Gangeh et al. [12] proposed a semiautomated tumor localization approach for ROI estimation. Support vector machine (SVM) is used to classify keypoints as tumor or non-tumor. Rodrigues et al. [13] proposed a fully automated two-stage breast mass segmentation approach. In the initial stage, ultrasound images are segmented using support vector machine or discriminant analysis pixel classification with a multiresolution pixel descriptor. Takemura et al. proposed a novel cost-sensitive AdaBoost model which introduced the Markov random field (MRF) priors for breast tumor segmentation. The proposed method can improve the segmentation performance by avoiding irregular shape, isolated points and holes [14] . Sadek et al. [16] used normalized cuts approach to segment ultrasound images into regions of interest where they can possibly finds the lesion, and then K-means classifier is applied to decide finally the location of the lesion. Samundeeswari et al. [15] incorporated the traditional K-Means algorithm with Ant Colony Optimization and Regularization parameter to segment the lesion portion with maximum boundary preservation.
3. Graph-based models [17] - [21] .In this framework, nodes of graph are constructed via pixels while edges between nodes represents the relationship between pixels. The segmentation result can be obtained by dividing the graph into several parts. Liu et al. [17] present a novel algorithm for breast ultrasound image segmentation which is based on hybrid of level set and graph cuts. The initial contour is achieved by graph cut. Lee et al. [18] introduce a graph-based image segmentation method for detecting breast tumors in 97858 VOLUME 7, 2019 ultrasound images. The proposed segmentation algorithm was based on the minimum spanning trees in a graph generated from an image. In [19] , the graph was constructed by improved neighborhood models. In addition, a new pairwise region comparison predicate was developed to determine the mergence of any two of adjacent subregions, which was proven insensitive to noises. Luo et al. [20] proposed a new segmentation scheme which combined both region-and edge-based information based on the robust graph-based (RGB) segmentation method and the particle swarm optimization (PSO) algorithm. Zhang et al. [21] proposes a multiobjectively-optimized robust graph-based segmentation method (MOORGB) to further improve the performance of RGB.
4. Active contour models. In this framework, the segmentation process can be viewed as the evolution of active contour. Lotfollahi et al. developed region-scalable active contour model to segment breast ultrasound images using a new feature derived from neutrosophic theory [22] . Rodtook et al. proposed a novel initialization method designed for active contours and the level set method [23] . Guo et al. proposed a new BUS image segmentation algorithm based on neutrosophic similarity score (NSS) and level set algorithm. At first, NSS is calculated to measure the belonging degree to the true tumor region. After that, the level set is used to segment the tumor based on the NSS image [24] . Gao et al. proposed an improved edge-based active contour model in a variational level set formulation is proposed for semi-automatically capturing ultrasonic breast tumor boundaries [25] . The phase information was used to obtain an improved edge map, which can be used to calculate the gradient vector flow (GVF). Combining the edge stopping term and the improved GVF in the level set framework, the proposed method can robustly cope with noise, and it can extract the low contrast and/or concave boundaries well. Li et al. [26] proposed a regionbased level set method which introduces the assumption of bias field and local intensity clustering property. Xi et al. proposed a level set model which introduced the learned prior knowledge [4] . However, the existing method can not achieve satisfactory segmentation performance due to the ambiguous segmentation of breast ultrasound images.
III. PROPOSED METHOD A. PIXEL-WISE LABEL DISTRIBUTION LEARNING 1) LABEL DISTRIBUTION LEARNING
In our task, tumor segmentation can be regarded as the pixelwise label task. However, intensity inhomogeneity of the breast ultrasound images may result in ambiguous classification of pixels.
Label distribution learning (LDL) aims to learn the description degrees of all the labels for each instance. LDL allows direct modeling of different importance of each label to the instance, and thus can better match the ambiguous label nature of many real applications [6] , [27] . Inspired by this, we introduce the label distribution learning in our segmentation framework. Convolutional Neural Network(CNN) has been a powerful model for feature learning [28] - [30] . In the existing CNN framework, the label distribution for each instance can be predicted by minimizing the softmax loss. However, most existing methods are focused on image-level prediction task. In order to obtain the ambiguous information of pixels, we have exploited a deep Pixel-wise Label Distribution Learning (PLDL) network to learn an effective label distribution map for each pixel.
2) PLDL-NETWORK FCN (Fully Convolutional Network), proposed by Long J et al., is an effective CNN that can segment medical image. Considering that FCN [31] can learn the class information for each pixel, the PLDL-network was constructed based on FCN framework to learn the ambiguous label map.
In this paper, PLDL-network was used to generate the ambiguous label map. Network architecture of PLDL-network was shown in Fig. 2 . The network consists of convolutional layer, max pooling layer, deconvolutional layer and so on. Convolutional layer was used to learn the discriminative features from the input image. Max pooling layer aims to select the robust features and reduce the size of feature maps. After feature extraction, the ambiguous label map can be learned by using 1×1 convolution. However, the size of the learned map is only 1/256 of the size of original input, which is smaller than the original image. In order to obtain the ambiguous label map with the same size of original image, deconvolution is performed to expand the receptive field of the features, which can enlarge the size of the feature maps. Considering that more details of the object can be learned in the bottom layers, 1×1 convolution is operated on the output of previous convolution layers to combine the multi-scale information, which can capture more details of the tumors. Finally, a softmax loss layer is employed to obtain the ambiguous label map.
The final ambiguous label map can also be obtained by combining several ambiguous label maps at different scales, which is more effective.
The ambiguous label maps of two image examples have been shown in Fig. 3 . We capture the local region (red bounding box) in the tumor. These regions belong to the tumor. As shown in the figure, for the original image, large intensity variation occurred in these regions. On the contrast, intensity variation is smooth in corresponding ambiguous label map. We can infer that the learned ambiguous label map is independent on the intensity variation, which is robust to the intensity inhomogeneity.
B. LABEL-DISTRIBUTION-LEARNING-EMBEDDED ACTIVE CONTOUR MODEL
In this section, a novel label distribution learning embedded active contour model was proposed. In order to incorporate ambiguous label map with active contour model, the new energy function which introduced the label distribution fitting term was constructed, shown in Eq. (1):
In above equation, the proposed energy function mainly consists of three terms: the first term ψ is intensity fitting term. It's used to guarantee that the obtained contour is similar with the tumor boundary according to the intensity distribution of image. The second term δ is the label distribution fitting term. It aims to guarantee that the segmentation result is similar with the learned label distribution, which makes the model more robust to the intensity inhomogeneity. The third term C is the regularization term [26] .
Li et al. [26] proposed a novel active contour model which introduced the bias fied and local intensity clustering property to improve the segmentation performance of MRI image and ultrasound image. Therefore, we use the same idea in our framework. The intensity fitting term can be rewritten as Eq. (2) with introduced bias field assumption [26] :
In the above equation, I is observed image, B denotes the bias field and J is the true image.
The local intensity clustering property is introduced based on the bias field assumption [26] : Given a point p, for any point q in a circular neighborhood with a radius r centered at point p, defined by O p {q : |q − p| ≤ r}, the bias field values between neighborhood point are similar, which means B(p) ≈ B(q). In addition, another assumption is that the true image approximately takes distinct constant values v 1 , . . . , v U in disjoint regions 1 , . . . , U . Therefore, the Eq. (2) can be rewritten as following:
2 dq dp (3) where truncated function K (p − q) is defined as:
Compared with traditional active contour model, a novel label distribution fitting term is introduced to make the segmentation model more robust to large intensity variation. The energy is constructed as Eq. (4)
In above equation, P (q) is obtained via the learned label distribution of pixel q. In our implementation, P (q) is the probability that the pixel q belongs to tumor according to the learned label distribution. The proposed label distribution fitting term can guarantee that the segmentation result is similar with the obtained label distribution. The learned label distribution is independent on the intensity, which is robust to the intensity inhomogeneity. Therefore, this term can be used to address the problem of intensity inhomogeneity. The energy function can be rewritten as Eq. (5):
2 dq dp
Considering that level set is more effective for representation of complex topology of contour, we represent the energy function in the level set formulation as following:
In above equations, ∅ denote the level set function which is used to divide the image into two disjoint regions: 1 = {∅ (q) > 0 and 2 = {∅ (q) < 0}, i.e., tumor and background. The membership functions are developed to represent these regions: [16] , where H is the Heaviside function. The third term C (∅) aims to smooth the curve by penalizing its arc length [28] . In order to improve the computation efficiency of level set, we introduce a distance regularization term A ∅ [26] which can eliminate the need of the costly re-initialization procedure. By minimizing the energy in Eq. (10), the image can be segmented by figuring out the values of level set function ∅. The energy minimization is achieved by an iterative process [26] .
In each iteration, we minimize the energy with respect to each of its variables ∅, B and v, given the other two variables which are updated in previous iteration [26] .
IV. EXPERIMENT A. DATA DESCRIPTION
We conducted experiments on our breast ultrasound images dataset [32] .The dataset is constructed with the help of Qianfoshan Hospital of Shandong Province. It consists of 186 images which are collected from 135 benign cases and 51 malignant cases. In addition, the images are generated by the following four devices: ALOKA α 10, AplioXG, GE LOGIQ E7 and SIEMENS Sequoia 512. For each image, the lesion was delineated by radiologists.
B. PARAMETERS SETTING
In our experiment, the values of learning rate, momentum and weight decay are setting to 10 −10 , 0.9 and 0.0005 respectively. In the training process, in order to obtain an effective model, we use data augmentation to enlarge training data size. By adding Gaussian noise, rotating the image, 1860 training images are generated finally. In addition, four metrics are used for performance evaluation: accuracy (ACC), true positive rate (TP),false positive rate (FP) and Jaccard coefficients (JACCARD):
where A m is the tumor area given by manual segmentation, A l is the tumor area given by our segmentation model.
C. EFFECTIVENESS OF LABEL DISTRIBUTION
In this paper, we incorporate the label distribution learned with level set formulation. Therefore, we compare level set [5] with the proposed method to demonstrate the effectiveness of learned label distribution in this experiment. We denote the proposed method and level set method as LDL-LS and LS respectively. The segmentation results have been listed in the following figures. In addition, visualization results for ambiguous label map of several image examples are also shown in Fig. 4 . From Fig. 4 , for the original image, we can see that intensity variation occurred in the tumor. On the contrary, the probability value of the responding pixels is similar in the learned ambiguous label map. Therefore, we can infer that the generated ambiguous label map is independent on the intensity. As shown in the figures, it is observed that the segmentation performance is boosting because the learned ambiguous label map is introduced into the level set. The reason is that label distribution learning model based on FCN can deal with ambiguous intensity effectively and learned the ambiguous label map which is robust to the intensity inhomogeneity. Therefore, the level set with incorporation of learned label distribution is more robust to the intensity inhomogeneity and outperforms level set method.
To validate this conclusion, we also quantitate experiment results which is performed on malignant and benign tumor with different methods, as shown in Fig. 5 and Fig. 6 .
D. COMPARISON WITH OTHER METHODS
In order to demonstrate the effectiveness of LDL-LS, we compare it with other segmentation methods [4] , [9] , [33] , [34] . In this experiment. The region growing-based method [9] is denoted as RG, the other two statistical learningmodel [33] , [34] with different feature are denoted as MLF1 [33] and MLF2 [34] . The level set model with prior is represented by PKL-LS [4] . Fig. 9 give several segmentation examples and Fig 7 list the segmentation results of different methods.
As shown in Fig. 9 and Fig. 7 , we can see that the proposed method outperforms other methods. The statistical learning model-based method can detect the tumors. However, these methods also segment the background as tumor incorrectly due to intensity inhomogeneity. Therefore, these methods achieve higher TP and higher FP. PKL-LS combine prior learning with level set, which outperforms traditional methods. However, when serious intensity inhomogeneity exist, it's difficult to learn effective prior, resulting in performance degradation. Compared with other methods, LDL-LS introducing label distribution learning which has the ability to deal with ambiguous intensity. Therefore, the generated ambiguous label map is robust to intensity inhomogeneity, which boost the performance.
E. ROBUSTNESS OF PROPOSED METHOD
In this experiment, we demonstrate the robustness of our method on the images captured from different devices. The experimental results are shown in the following 2 figures.
As shown in Fig. 10 , LDL-LS obtains the best performance on ACC,JACCARD and TP for the images captured from all devices. PKL-LS can achieve lower FP than LDL-LS for images captured from SIEMENS Sequoia 512. However, LDL-LS outperforms than PKL-LS for the images captured from other three devices.
As shown in Fig. 11 , LDL-LS outperforms other methods on overall performance, especially on two important metrics of JACCARD and TP, LDL-LS boosts about 5 percentages. In this experiment, we can infer that the proposed method can achieve robust performance for different devices because the learned ambiguous label map is robust to the intensity inhomogeneity.
V. CONCLUSION
This paper proposed a novel label distribution learning embedded active contour model for breast tumor segmentation. Considering that label distribution learning have the ability to deal with the ambiguous case effectively [27] , we introduce label distribution learning framework in our segmentation model. Deep pixel-wise label distribution learning model is developed to learn the effective ambiguous label map. The learned map is independent on the intensity variations, which is robust to intensity inhomogeneity. After that, a novel segmentation model is proposed by incorporating the learned label distribution with active contour model. The new energy is proposed by introducing the label distribution fitting energy which guarantees that the segmentation result be similar with the learned label distribution. Therefore, the proposed segmentation model is robust to intensity inhomogeneity problem, further improving performance.
In future work, we will focus on optimizing the architecture of deep pixel-wise label learning distribution model, which aims to improve the efficiency of the segmentation model. 
