Earlier work has presented algorithms to factor and compute GCDs of symbolic Laurent polynomials, that is multivariate polynomials whose exponents are themselves integer-valued polynomials. This article extends the notion of univariate polynomial decomposition to symbolic polynomials and presents an algorithm to compute these decompositions. For example, the symbolic polynomial
Introduction
It often arises that the general form of a polynomial is known, but the particular values for the exponents are unknown. For example, we may know a polynomial is of the form 3X n 2 +1 − X 2n + 2, where n is an integer-valued parameter. We call this a "symbolic polynomial"-a notion we define more precisely later-and ask what computations we can perform on such values.
Computer algebra systems are very good at performing arithmetic in particular algebraic domains, such as polynomials with coefficients from a particular ring or matrices of a given size with elements from a known ring. They do not do very well in other settings, however, when certain quantities are not known in advance. For example, when the coefficient ring, the dimension of a matrix or the degree of a polynomial is not known. In this case, a person can perform arithmetic by hand where a computer algebra system will abandon knowledge of algebraic algorithms and fall back on general term-rewriting techniques. It is a significant gap in the field of symbolic mathematical computation that algorithms for polynomials or matrices with symbolic degrees or sizes remain largely unexplored.
In the current work, we show how the notion of polynomial decomposition may be extended to symbolic polynomials and how such decompositions may be computed.
In earlier work we have observed that there is an important gap between the current worlds of computer algebra and symbolic computation [23] . We have shown that under certain conditions symbolic polynomials form a unique factorization domain and have given algorithms to compute their factorizations and GCDs [23, 25] . We have explored the question of how t make these algorithms more efficient when the exponents of the symbolic polynomials are themselves sparse [12, 13, 24] . In related work, we have examined how to perform arithmetic on matrices with blocks of symbolic size [21] . We are interested in results that are valid for all values of the symbolic parameters, e.g. for all values of n. This notion of symbolic polynomial is related to exponential polynomials [3, 5, 6, 19, 20] and to parametric families of polynomials [16, 27, 28] . This paper is organized as follows: Section 2 gives the preliminaries necessary to phrase our problem precisely. Section 3 then states the decomposition problem. Sections 4 and 5 provide the necessary theory on which symbolic polynomial decomposition depends. Section 4 gives theorems about the existence and uniqueness of symbolic polynomial composition and Section 5 shows that complete decompositions exist, the form they must take and how different decompositions must be related. Section 6 presents our algorithm for finding symbolic polynomial decompositions and Section 7 concludes the paper.
Preliminaries
Our model of symbolic polynomials is one where exponents are expressed as integer-valued functions of parameters. We model the exponents using integer-valued polynomials. It would be possible to model exponents using a larger class of functions, but integer-valued polynomials have been sufficient for our purposes.
In this section, present the notion of integer-valued polynomials and define symbolic polynomials in terms of them. We also present some basic facts that are used later in the article.
Integer-Valued Polynomials
Definition 1 (Integer-valued polynomial). For an integral domain D with quotient field K, the (univariate) integervalued polynomials over D, denoted Int(D), are defined as
For example, 1 2 n 2 − 1 2 n ∈ Int(Z) because if n ∈ Z, either n or n − 1 is even. Integer-valued polynomials have been studied for many years, with classic papers dating back 90 years [14, 17] . We make the obvious generalization to multivariate polynomials.
Definition 2 (Multivariate integer-valued polynomial). For an integral domain D with quotient field K, the (multivariate) integer-valued polynomials over D in variables
For consistency we will use the notation Int [X] (D) for univariate integer-valued polynomials. If a polynomial is integer-valued, then there may be a non-trivial common divisor of all its integer evaluations.
When D is totally ordered, the largest fixed divisor is called the fixed divisor.
When written in the binomial basis, integer-valued polynomials have the following useful property:
, then when f is written using basis elements n1 i1 · · · np ip its coefficients are integers.
The following result tells how to compute the largest fixed divisor of a multivariate integer-valued polynomial.
, then the fixed divisor of f may be computed as the gcd of the coefficients of f when written in the binomial basis.
Symbolic Polynomials
Definition 4 (Symbolic polynomial). The ring of symbolic polynomials in X 1 , ..., X v with exponents in n 1 , ..., n p over the coefficient ring R is the ring consisting of finite sums of the form
where c i ∈ R and e ij ∈ Int [n1,n2,...,np] (Z). Multiplication is defined by
We denote this ring R[n 1 , ..., n p ; X 1 , ..., X v ]. 
We note that
Definition 5 (Base variables, Exponent variables). In the ring of symbolic polynomials R[n 1 , ..., n p ; X 1 , ..., X v ], we call X 1 , ..., X v the base variables and n 1 , ..., n p the exponent variables.
In a ring of symbolic polynomials, the sets of base and exponent variables need not be disjoint. Indeed, when considering differentiation of symbolic polynomials it is useful to have the exponent variables to be a subset of the base variables.
It is possible to define symbolic polynomials somewhat more generally, with integer-valued polynomials also as exponents on the coefficients in R, as discussed elsewhere [23, 25] . We call these extended symbolic polynomials, but do not consider them in this article.
Evaluation Homomorphisms
We may evaluate any of the n i at integer values. Such a map evaluates R[n 1 , ..., n p ; X 1 , ..., X v ] → R[n 1 , ..., n i−1 , n i+1 , ..., n p ; X 1 , ..., X v ](Z) as a ring homomorphism. A set of evaluation maps for {n i1 , ..., n i k } with distinct i 1 , ..., i k is associative and commutative. We may therefore apply a set of evaluations at once, without regard to the order in which the variables are evaluated.
All exponent variables may be evaluated to give
That is, φ evaluates symbolic polynomials to Laurent polynomials. It would be possible to construct a model for symbolic polynomials that under evaluation had no negative variable exponents. That would, however, require keeping track of cumbersome domain restrictions on the exponent variables.
Algebraic Structure
By definition, symbolic polynomials have a ring structure and algorithms to add and multiply them can be obtained straightforwardly from the definition. Symbolic polynomials also have a useful multiplicative structure. In previous articles [23, 25] we have shown how to compute GCDs and factorizations of symbolic polynomials. These algorithms fall into two families: extension methods, based on the algebraic independence of variables to different monomial powers (e.g. x, x n , x n 2 ,...), and homomorphism methods, based on the evaluation and interpolation of exponent polynomials.
Both these methods become costly if multivariate exponent polynomials are treated as dense [12, 13] . This was a problem in particular for extension methods because the first algorithms converted exponent polynomials to a binomial basis to handle fixed divisors, thus making exponent polynomials dense. A transformation for efficient sparse exponents eliminates this problem [24] .
The Problem Polynomial Decomposition
If a univariate polynomial is regarded as a function of its variable, then we may ask whether the polynomial is the composition of two polynomial functions of lower degree. This can be useful in simplifying expressions, solving polynomial equations exactly or determining the dimension of a system. Polynomial decomposition has been studied for quite some time, with early work by Ritt and others [1, 2, 10, 18] . Algorithms for polynomial decomposition have been proposed and refined for use in computer algebra systems.
The univariate polynomial decomposition problem may be stated as:
. Determine whether there exist two polynomials g, h ∈ R[X] of degrees greater than 1 such that f (X) = g(h(X)) and, if so, find them.
If g and h are further decomposed, then we may find f = g 1 • · · · • g k . Ritt showed that (over a field of characteristic zero) this full decomposition is unique up to the equivalences
is the Chebyshev polynomial cos(n arccos X).
Generalizations of this problem include decomposition of multivariate polynomials [4, 22] , rational functions [30] , algebraic functions [11] and Laurent polynomials [15, 29] . The relationship between polynomial composition and polynomial systems has also been studied [7, 8, 9] . Here we generalize the problem to the decomposition of symbolic polynomials.
Symbolic Polynomial Decomposition
Unlike polynomial rings, symbolic polynomial rings are not closed under functional composition. For example, if g(X) = X n and h(X) = X + 1 then g(h(X)) = n i=0 n i X i cannot be expressed in finite terms of group ring operations. We therefore make the following definition.
Definition 6 (Univariate composition of symbolic polynomials). Let g, h ∈ R[n 1 , ..., n p ; X]. A composition of g and h is a finite sum
For brevity, we make the use the following definition.
We may now state the problems we wish to solve. First we have the basic question.
Determine whether there exist two non-trivial symbolic polynomials g, h ∈ P such that f (X) = g(h(X)) and, if so, find such a pair.
More generally, we have:
. Determine whether there exist T non-trivial indecomposable symbolic polynomials g 1 , . . . , g T ∈ P such that f = g 1 • · · · • g T and, if so, find such a decomposition.
Can there be more than one such decomposition? We ask:
This article answers these questions.
Composition Theorems
We now present theorems on the uniqueness and existence of symbolic polynomial compositions. We first show uniqueness.
Theorem 3 (Composition uniqueness)
. If a composition of two symbolic polynomials exists, then it is unique.
Proof. Let g, h ∈ R[n 1 , ..., n p ; X]. Suppose there are two compositions p and q of g and h. Then, under any evaluation map φ for n 1 , ..., n p , we must have φp = φq. Since the exponents of p are all distinct polynomials in Q[n 1 , ..., n p ], and likewise for the exponents of q, we may find an infinite number of evaluations which keep all exponents of p distinct and all exponents of q distinct. As there are only a finite number of ways to put the terms of p into correspondence with the terms of q, this means there is at least one correspondence of terms for which the exponents agree on an unbounded number of distinct evaluations for each variable n i . Since the exponents are polynomials of fixed degree this implies there is a correspondence equating the terms of p and terms of q, and hence p = q.
We denote this unique composition, if it exists, as g • h or g(h(X)).
We now restrict our attention to the case where the coefficient ring is the field of complex numbers. This allows the case where roots of unity are required and avoids technicalities arising when the characteristic of the coefficient field divides the degree of g. This so-called "wild" case is less important with symbolic polynomials because degrees are not always fixed values.
Theorem 4 (Composition existence). Let
, with g i = 0, h i = 0, and with the p i all distinct and the q i all distinct. The functional composition g(h(X)) exists in P if and only if at least one of the following conditions hold:
Condition 2. h is a monomial with coefficient h 1 a d th root of unity, where d is a fixed divisor of all p i ,
Proof.
If any of the conditions hold, then g(h(X)) ∈ P (⇒)

If Condition 1 holds, then
g(h(X)) = R i=1 g i (h 1 X q1 ) pi = R i=1 g i h pi 1 X q1+pi Since p i ∈ Z, we have h pi 1 ∈ C and g(h(X)) ∈ C[n 1 , ..., n p ; X]. If Condition 2 holds, then there is a d ∈ Z such that h d 1 = 1 and p i = dp i for some p i ∈ Int [n1,...,np] (Z). We then have g(h(X)) = R i=1 g i (h 1 X q1 ) pi = R i=1 g i h d 1 p i X q1+pi = R i=1 g i X q1+pi ∈ C[n 1 , ..., n p ; X].
If Condition 3 holds, then
Because each p i ∈ N 0 , this is a finite sum with coefficients in C and powers of X in
If g(h(X)) ∈ P, then one of the conditions must hold (⇐)
We consider three disjoint and exhaustive cases:
• Case A, where h is a monomial,
• Case B, where h is not a monomial and asymptotically all p i ≥ 0,
• Case C, where h is not a monomial and asymptotically some p i < 0.
Case A: h is a monomial
We have
If all p i ∈ Z, then h pi 1 ∈ C and Condition 1 is satisfied. Otherwise there exists at least one i 0 for which p i0 ∈ Z. Then p i0 is a polynomial in n 1 , ..., n p that takes on some number of distinct integer values, m 1 , m 2 , .... We must have h
Case B: h not a monomial and asymptotically all p i ≥ 0
We assume that g(h(X)) ∈ P with some exponent p i ∈ N 0 and show this leads to a contradiction and therefore that Condition 3 must hold.
We consider two sub-cases depending on whether q 1 is asymptotically positive or negative. In both cases, choose one of the variables n i and call it n. Evaluate the other n i at integer points that do not make p i constant if it contains n. We show the contradiction with these univariate exponents.
Case
Since p 1 > p 2 ≥ 0, we may write binomial expansions of the terms h(X) p1 and h(X) p2 .
where one or more of η, L 1 , L 2 and L * may be zero. If R = 1 then the g 2 term and L * are zero and the argument specializes.
Expanding the quadratic terms (h 2 X q2 + η) 2 , we have
+ L * where
We adopt the conventions deg 0 = −∞, p 3 = −∞ if R = 2, and q 3 = −∞ if S = 2. The argument can be made more precise by dividing into cases where various terms are zero, thereby avoiding degrees of −∞. We then have
with equality whenever the quantities are non-zero.
Examining the degrees of each term of our expansion, we observe that the terms with A 1 and A 2 are distinct from each other and from all the rest involving A i , L 1 and L * .
We have
In the last inequality we have used the fact that p i ≥ p i+1 +1 and q 1 > 0. Likewise, we observe that the terms with B 1 and B 2 are distinct from each other and from all the rest involving B i , L 2 and L * .
The terms involving A i and B i are related by the inequalities
The possible situations are:
+ lower order terms.
In all situations p 1 appears in a coefficient so it must be constant. Since the p i are integer-valued polynomials, and since p i ≥ 0, we now have that all p i are non-negative integers, contradicting our hypothesis that at least one of them was non-constant. Therefore Condition 3 must be satisfied.
Case B.2:
Note that q 1 = 0 ≥ q 2 + 1 so q 2 < 0 and q 2 > 0. Relabeling the q i to reverse their order gives g • h satisfying the conditions of Case B.1. Therefore Condition 3 must be satisfied.
Case C: h not a monomial and asymptotically ∃p i < 0 Again, label the p i and q i so that asymptotically p 1 > p 2 > · · · > p R and q 1 > q 2 > · · · > q S . In this case not all of the p i will be asymptotically non-negative. Let i 0 be the smallest i such that as n → ∞ we have p i < 0. There then exists a value N C such that for all n > N C we have p i ≥ 0 for i < i 0 and p i < 0 for i ≥ i 0 . We may write g(h(X)) = A + B, where
For n > N C , the exponent polynomials p i are non-negative in A and the −p i are non-negative in B. We may put the sum B over a common denominator.
For each n > N C , we have A ∈ Z[X] and B ∈ Z(X) with numerator degree strictly less than denominator degree. Since h(X) is not a monomial and since the powers in the denominator of B are non-zero, the denominator of B will have poles other than at 0 and infinity. Therefore, for B to be a Laurent polynomial its numerator must be identically zero. To examine this case, let
Then the numerator of B is
Note that allp i > 0 for n > N C . We have already shown that forg(h(X)) to exist in P under these conditions we must haveg(X) ∈ Z[X]. Therefore for to haveg(h(X)) = 0 we must haveg(X) = 0. That is, we must have g i = 0 for i ≥ i 0 , contradicts the conditions regarding g. Therefore there can be no compositions in P in Case C.
Decomposition Theorems
A symbolic polynomial may be a composition in more than one way. We address the question of how such decompositions are related. We begin by introducing the notion of a complete decomposition.
Definition 8 (Decomposition, decomposition factor, complete and partial decomposition). If
. . , g t ∈ P = R[n 1 , ..., n p ; X], and no g i is trivial unless T = 1, then the list (g 1 , . . . , g t ) is a decomposition of f . Each of the g i is a decomposition factor of f . If no g i = h 1 • h 2 for non-trivial h 1 , h 2 ∈ P, then (g 1 , ..., g T ) is a complete decomposition and otherwise it is a partial decomposition.
We may write the list (g 1 , . .., g T ) as g 1 • · · · • g T when no confusion will arise.
Theorem 5 (Decomposition shape).
Let f ∈ P = C[n 1 , ..., n p ; X]. Then any decomposition of f is of the form
ei ∈ P is a monomial whose coefficients must be certain roots of unity, either S ∈ P or S = • H where ∈ C[X, X −1 ] and H = αX ν ∈ P is a monomial with no conditions on its coefficient.
Proof. By Theorem 4, f may be a composition in one of only three ways. The decomposition factors may themselves be decomposed only in the same ways, etc. Induction on the number of composition operators and associativity of functional composition gives the result.
Theorem 6 (Complete decomposition existence).
For every f ∈ P = C[n 1 , ..., n p ; X] there is a number N such that every decomposition of f has at most N decomposition factors.
Proof. If f is trivial or is not the composition of two nontrivial symbolic polynomials, then f = g 1 is a complete decomposition and N = 1. If f is non-trivial and f = h 1 • h 2 for non-trivial h 1 , h 2 ∈ P, it may be possible to decompose h 1 or h 2 further non-trivially and then to decompose the decomposition factors non-trivially, and so on. We show this process must terminate.
Choose an asymptotic ordering of terms, ≺, and let deg p and ldeg p be the exponents of the leading and trailing terms of p with respect to that order. Let deg f = ae 1 × · · · × e Q be the complete factorization of deg f in Q[n 1 , ..., n p ] with e i =ẽ i /d i , whereẽ i ∈ Z[n 1 , ..., n p ] is primitive and d i is the fixed divisor ofẽ i . Then e i is integervalued with fixed divisor 1 and a ∈ Z because deg f is integer-valued. Let the factorization of a into integer primes be a = u × a 1 × · · · × a W , with u = ±1. This means there can be at most Q + W decomposition factors with deg other than ±1. A similar bound exists for ldeg .
It remains to show that there cannot be an unbounded number of composition factors with both deg and ldeg equal to ±1. We have stipulated that none of the decomposition factors may be trivial, so if deg h ik = 1 then ldeg h ik ≤ −1, and if deg h ik = −1 then ldeg h ik ≤ −2. We can have a bounded number of decomposition factors not of the form c 1 X + c 0 + c −1 X −1 with c 1 , c −1 = 0 and by Theorem 5 we can have at most one of these.
We now turn turn to the question of how distinct compositions can be related. From Theorem 5 we see that we will need to consider distinct decompositions of polynomials, of symbolic monomials and of a polynomial with a Laurent polynomial or indecomposable symbolic polynomial.
It has been well understood since the early work by Ritt how distinct polynomial decompositions are related: any complete decomposition of a polynomial in C[X] may be obtained from any other by use of the identities
where p(X) ∈ C[X] and T n , T m Chebyshev polynomials.
Decompositions involving a polynomial left decomposition factor and a Laurent polynomial left decomposition factor have been characterized by Zieve.
Then, perhaps after switching (g 1 , g 2 ) and (h 1 , h 2 ), we have
, some H ∈ C(X), and some linear µ 1 , µ 2 ∈ C[X], where (G 1 , G 2 ) satisfy one of (1) (X n , X r p(X) n ) where 0 ≤ r < n and gcd(r, n) = 1;
is the corresponding pair below:
(2) ((X − 1/X)p(X + 1/X), X + 1/X);
Here p(n) ∈ C[X] and D n is the Dickson polynomial defined by D n (x + 1/x) = x n + 1/x n , related to the Chebychev polynomials via D n (x) = 2T n (x/2). Cases 1 and 3 correspond to the polynomial setting and the others are new for Laurent polynomials.
We are now in a position to make a statement about the relationship between complete decompositions of symbolic polynomials.
Theorem 8 (Complete decomposition equivalence).
Let f ∈ P = C[n 1 , ..., n p ; X] be a non-trivial symbolic polynomial. If f has two complete decompositions, they must be of the form
with N, M ≥ 0, p i , q i ∈ C[X] and U i , V i ∈ P monomials and one of the following conditions must hold: Condition 1. S, R ∈ C[X] and either decomposition may be obtained from the other by successive application of the identities
between decomposition factors left of S or R and of the identity
between decomposition factors right of S or R;
, H ∈ C(X), and either decomposition may be obtained from the other by successive application of the identities (1) and
between decomposition factors to the left of H or the identity (2) to the right of H; Condition 3. S, R ∈ P\C[X, X −1 ] and either decomposition may be obtained from the other by successive application of the identities (1) to the left of S or R or the identity (2) to the right of S or R.
Here n, m ∈ N, s, t ∈ Z, a, b, ζ ∈ C, p(X) ∈ C[X] and ζ dnm = 1.
Proof. That the complete decompositions must be of the form specified is guaranteed by Theorem 5.
For both decompositions we can extract the greatest degree monomial right composition factor with respect to a particular asymptotic term order. As this decomposition must exist for all particular evaluations of the exponent variables, this left composition factor will be unique for any particular asymptotic order. The decomposition of symbolic monomials is straightforwardly related to the factorization of the exponents. As in the proof of Theorem 6, we can split the exponent of the maximal right monomial composition factor into the product of a polynomial part with no fixed divisor and an integer. Both of these can be factored separately and each permutation of these factors gives a distinct decomposition. Conditions 1 and 2 are then provided by Theorem 7.
We now consider the situation where
−1 ] with no right monomial composition factor. The only nontrivial decompositions h i can have all give a left decomposition factor in C[X]. We may therefore associate this with g i and restrict our attention to the case whereh i ∈ P are not monomials and have no further non-trivial decomposition. Now, under any evaluation of the exponent variables in h i , Theorem 7 must apply. In each of cases (1)- (5), however, the minimum and maximum degrees of G 1 and G 2 are determined by g 1 , g 2 ∈ C[X] and these determine the degrees of termsH 1 and H 2 (in the notation of Theorem 7). Therefore, under each evaluation the decomposition factors H 1 and H 2 are the same so all the symbolic exponents must lie in H, which is the same for both decompositions. As we have excluded the case where H is a monomial, we must have
so H is a polynomial under any evaluation and is therefore a symbolic polynomial.
Computing Decompositions
To find a decomposition f = g•h we consider two cases: h being a monomial (Conditions 1 and 2) and g being an ordinary polynomial (Condition 3).
When h is a monomial
If h = h 1 x q1 is a symbolic monomial, then q 1 will be a common factor of the exponents of x in f . The co-factors of q 1 in the exponents of x in f will give the exponents p i of g.
When g is an ordinary polynomial
If g ∈ R[X] then we may substitute X n1 , X n 2 1 , X n2 , X n1n2 , etc with new variables to obtain a multivariate Laurent polynomial. We may then perform a uni-multivariate Laurent polynomial decomposition, as described in [26] .
In order to ensure that the coefficients of the exponent polynomials are integers, we first make the substitution X → X L where L is the smallest integer such that Lp 1 , ..., Lp r ∈ Z[n 1 , ..., n p ]. Then, with all integer coefficients in the exponents, we able to transform X P to a product of new variables raised to integer powers. For example, if p = 2 we can introduce the new variables X ij = X 01 . This choice of L does not make explicit all fixed divisors of the exponent polynomials. If no decomposition is obtained with this L, then try again with L = d! p , where d is the maximum degree of any n i in any exponent in f . This will be sufficient to detect any fixed divisor of exponent polynomials [24] .
Algorithm 1 (Symbolic polynomial decomposition).
INPUT: f = T i=1 f i X ei ∈ P = C[n 1 , ..., n p ; X]
OUTPUT: If there exists a decomposition f = g • h, g, h ∈ P not of the form c 1 X + c 0 ∈ C[X], then output true, g and h. Otherwise output false.
Step 1. Handle the case of monomial h. Let q := primitive part of gcd(e 1 , ..., e T ), k := gcd(max fixed divisor e 1 , . . . , max fixed divisor e T ).
If kq = 1, let g = T i=1 f i X ei/(kq) and h = X kq . Return (true, g, h)
Step 2. Remove fractional coefficients that occur in f .
Let L be smallest integer such that Le 1 , ..., Le T ∈ Z[n 1 , ..., n p ]. Construct f = ρf ∈ P, using the substitution ρ : X → X L .
Step 3. Convert to multivariate problem. Construct f = γf ∈ C[X 0...0 , ..., X d...d ], using the correspondence γ : X n1 i 1 ···np ip → X i1...ip .
Step 4. Determine possible degrees. Let D be the total degree of f . The possible degrees of the decomposition factors are the integers that divide D.
Step 5. Try uni-multivariate decompositions. For each integer divisor r of D, from largest to smallest until a decomposition is found or there are no more divisors, try a uni-multivariate Laurent polynomial decomposition f = g •h where g has degree r. If no decomposition is found, try again with L = d! p . If no decomposition if found, return false.
Step 6. Compute h. Invert the substitutions to obtain h = ρ −1 γ −1 h .
Step 7. Return (true, g, h).
Figure 1. Symbolic Polynomial Decomposition
Symbolic Polynomial Decomposition Algorithm
We can now give our algorithm for symbolic polynomial decomposition. This is shown in Figure 1 . This algorithm may be applied repeatedly to obtain a complete decomposition. It may be possible to further decompose g and h.
If g ∈ C[X], the standard polynomial decomposition algorithms may be applied. If h = X a×b , then h may be decomposed as X a • X b . Note the lower first value for L is for efficiency only.
Conclusions
We have extended the notion of functional decomposition of polynomials to the domain of symbolic polynomials and have shown that if such a decomposition exists either the inner decomposition factor must be a monomial or the outer decomposition factor must be an ordinary polynomial. We have also shown that maximal decompositions exist and how they are related. Finally, we have presented an algorithm to compute these decompositions based on unimultivariate Laurent decomposition.
Some interesting problems remain open to future investigation: One is to decompose symbolic polynomials over fields of finite characteristic. Another is to compute the functional decomposition of extended symbolic polynomials, where elements of the coefficient ring may have symbolic exponents.
