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SOLITON DYNAMICS OF NLS WITH SINGULAR POTENTIALS
CLAUDIO BONANNO, MARCO GHIMENTI, AND MARCO SQUASSINA
Abstract. We investigate the validity of a soliton dynamics behavior in the semi-relativistic limit for the
nonlinear Schro¨dinger equation in RN , N ≥ 3, in presence of a singular external potential.
1. Introduction and main result
For ε ∈ (0, 1], N ≥ 3 and 0 < p < 2/N , we consider the nonlinear Schro¨dinger equation
(1.1) ıε∂tuε +
ε2
2
∆uε − V (x)uε + |uε|2puε = 0, t > 0, x ∈ RN
in presence of a real external potential V . This equation typically appears for the propagation of light in
nonlinear optical materials which exhibit some kind of inhomogeneities, see [21] and the references therein
for more details. For a smooth potential V , the problem of orbital stability of standing wave solutions
to (1.1) has been extensively studied, see e.g. [5, 9, 10]. Beside some studies of (1.1) in the framework of
geometric optics and via suitable perturbation methods [5], several contributions appeared on the rigorous
derivation of the soliton dynamics behavior in the semi-relativistic limit ε → 0 for (1.1) with bump-like
initial data. Essentially, two rather different approaches are currently available in the literature. On one
hand, the seminal paper by Bronski and Jerrard [8], refined by [15], adopted a technique which includes a
combination of quantum and classical conservation laws with the modulational stability property of ground
states due to Weinstein [22, 23], see [6, 7, 15] and the references therein. On the other hand a different and
more geometrical approach was developed in a series of papers [3, 11–14]. Subsequently, based on the first
approach, further developments were achieved for a class of weakly coupled Schro¨dinger systems [17,18] as
well as for equations with an external electromagnetic field [19,20]. In all of these manuscripts, the external
potential V is always assumed to be a smooth function on RN with bounded derivatives up to order three.
For rough and time-dependent potentials see [1, 2].
In this paper, we shall derive a soliton dynamics behavior for (1.1) in presence of a smooth but singular
potential. To our knowledge previous results on this case consider only the one dimensional case, see
e.g. [14] and [4]. We shall assume that V satisfies the following conditions:
(V1) V ∈ C∞(RN \ {0} ,R) is such that
V (x) ∼ |x|−β , |∇V (x)| . |x|−(β+1), ∣∣∇|∇V |(x)∣∣ . |x|−(β+2), as |x| → 0,
where 0 < β < 1;
(V2) V (x) ≥ V0 = infRN V > 0 for all x ∈ RN \ {0} and |∇V (x)|
2√
V (x)−V0
∈ LN (RN \B(0, 1));
(V3) for each δ > 0 it holds φ(δ) < +∞, where φ : (0,∞)→ (0,∞) is defined by
(1.2) φ(δ) :=
3∑
|α|=0
‖DαV ‖L∞(Bδ), Bδ := RN \B(0, δ).
Hence V is bounded away from zero and has only one singularity located, with no loss of generality, at the
origin and is elsewhere smooth and uniformly bounded together with the higher order derivatives up to the
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order three. Next, we introduce the initial conditions to be assigned to equation (1.1). Let H denote the
energy space, that is H1(RN ) endowed with the standard norm
‖u‖2H :=
∫
RN
(|∇u|2 + |u|2).
We also introduce the H1ε -norm defined on H as
(1.3) ‖u‖2H1ε :=
1
εN−2
∫
RN
|∇u|2 + 1
εN
∫
RN
|u|2, u ∈ H.
Let R be the positive radial solution to
(1.4) − 1
2
∆R(x) +R(x) = R(x)2p+1, x ∈ RN .
It is well known that R is unique (up to translations) [16] and exponentially decaying, satisfying
(1.5) lim
|x|→+∞
R(x) |x|N−12 e|x| = const.
Moreover let (x0, ξ0) ∈ RN × RN with x0 6= 0. It is readily seen that there exists δ = δ(x0, ξ0) > 0 such
that the solution (x(t), ξ(t)) to the Newtonian system
(1.6)


x˙ = ξ,
ξ˙ = −∇V (x),
x(0) = x0,
ξ(0) = ξ0.
is global in time and satisfies
(1.7) inf
t
|x(t)| > δ , sup
t
|ξ(t)| <
√
|ξ0|2 + 2V (x0).
This easily follows by the Hamiltonian function for (1.6), given by
(1.8) H(x, ξ) = 1
2
|ξ|2 + V (x), x, ξ ∈ RN .
Let vε(x) be a function satisfying:
(C1) vε(x) ∈ H and is radially symmetric with respect to x0;
(C2) there exist γ > 0 and (x0, ξ0) ∈ RN × RN with x0 6= 0 such that∥∥∥vε(x)−R(x− x0
ε
)
eı
ξ0·x
ε
∥∥∥2
H1ε
< γ;
(C3) for δ = δ(x0, ξ0) > 0 as defined in (1.7), there exists ρ ∈ (0, |x0| − δ) such that
supp vε(x) ⊂ B(x0, ρ);
(C4) 1
εN
‖vε(x)‖2L2 = ‖R‖2L2 =: m.
We are then reduced to study the initial value problem
(1.9)


ıε∂tuε +
ε2
2 ∆uε − V (x)uε + |uε|2puε = 0,
uε ∈ H,
uε(0, x) = vε(x),
where V satisfies (V1)-(V3) and the initial datum vε satisfies (C1)-(C4). Under the above assumptions,
(1.9) admits a global strong solution, that is a function
uε ∈ C0(R, H) ∩ C1(R, H−1),
such that uε(0, x) = vε(x) and, for all C
∞
0 (R
N ,C) and t > 0
ℜ
∫
RN
ıε∂tuε(t, x)ϕ¯(t, x)− ε
2
2
∇uε(t, x) · ∇ϕ¯(t, x)− V (x)uε(t, x)ϕ¯(t, x) + |uε(t, x)|2puε(t, x)ϕ¯(t, x) = 0.
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Furthermore, there holds uε(t) ∈ H2(RN ) and ∂tuε(t) ∈ L2(RN ), for all t > 0. Since under our assumptions
V ∈ Lm(RN ) + L∞(RN ) for m ≥ 2 with m > N/2, this holds true in light of [9, see Theorem 4.3.1 and
Remark 4.3.2 for local well-posedness and conservation laws as well as Theorem 5.2.1 and Remark 5.2.9 for
the regularity H2(RN )] jointly with the a priori estimate for all t > 0 obtained in Lemma 2.3.
To our knowledge, the following result is the first attempt to describe the soliton dynamics in presence of
a singular potential in several dimensions. Under the previous assumptions it holds
Theorem 1.1. Assume that, for a small ε > 0, we have
(1.10) γ ≤ ε4 17+β1−β , |ξ0| ≤ ε
17+β
1−β ,
∫
B(x0,ρ)
(V (x)− V0)|vε(x)|2 ≤ εN+2
17+β
1−β .
Then there exists a map θε : R
+ → [0, 2π) such that
(1.11) uε(x, t) = R
(x− x(t)
ε
)
e
ı
ε
[x·ξ(t)+θε(t)] + ωε(x, t),
locally uniformly in time and ‖ωε(·, t)‖H1ε ≤ Γε, for some positive constant Γ.
Roughly speaking, in order to preserve the shape of the initial profile and to describe the dynamics,
one has to start with a bump-like initial data located sufficiently far from the singularity and with a
small enough initial velocity. Precisely, for the model potential V (x) = |x|−β one should assume that
|x0| ≥ 2/ε2(17+β)/(β−β2) in order to fulfill the last inequality of assumption (1.10).
The result is proved by arguments in the spirit of [8]. On the other hand, the presence of the singular
potential requires a very careful analysis and new subtle estimates have to be established. In particular,
we refer the reader to Propositions 3.6 and 3.7.
Finally, in Appendix A we shall provide the estimates related with the soliton dynamics when the singular
potential is truncated around the singularity. We believe that this can be useful, especially for numerical
purposes.
Throughout the manuscript we shall always give the explicit dependence of the constants involved in the
estimates. The constants will often depend on the initial conditions (x0, ξ0, vε) but in a uniform manner
with respect to ε. That is, let ε0 be such that Theorem 1.1 holds for ε < ε0. Then the different constants
const(x0, ξ0, vε) in the following can be bounded by const(x0, ξ0, vε0).
2. Some preparatory results
Using the variational structure of (1.1), it is readily checked that the solution uε satisfies
(2.1)
d
dt
1
εN
|uε(t, x)|2 = −∇ · pε(t, x), t > 0, x ∈ RN ,
(2.2)
d
dt
∫
RN
pε(t, x) = −
∫
RN
1
εN
|uε(t, x)|2∇V (x), t > 0,
where
pε(t, x) :=
1
εN−1
ℑ(u¯ε(t, x)∇uε(t, x)), (t, x) ∈ R× RN ,
where ℑ(z) denotes the imaginary part of the complex number z.
Both side terms are finite by assumptions on uε and (V1) since |∇V | ∈ LN/2(RN ). Notice that, equation
(2.1) implies the conservation of mass, for every ε > 0,
m :=
1
εN
∫
RN
|uε(t, x)|2 = 1
εN
∫
RN
|vε(x)|2,
and equation (2.2) gives the evolution law for the momentum
Pε(uε, t) :=
∫
RN
pε(t, x).
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For a global strong solution to (1.9) the energy defined as follows, is conserved
(2.3) Eε(uε, t) :=
1
2 εN−2
∫
RN
|∇uε(t, x)|2 − 1
(p+ 1)εN
∫
RN
|uε(t, x)|2p+2 + 1
εN
∫
RN
V (x)|uε(t, x)|2.
We recall that the function R is a point of minimum for the energy
(2.4) E (v) :=
1
2
∫
RN
|∇v(x)|2 − 1
p+ 1
∫
RN
|v(x)|2p+2,
constrained to the manifold of functions in H1(RN ) with fixed L2-norm equal to
√
m. Let us denote
Eε(v) :=
1
2εN−2
∫
RN
|∇v(x)|2 − 1
(p+ 1)εN
∫
RN
|v(x)|2p+2.
Then, we have the following
Lemma 2.1. Assume that vε satisfies assumptions (C1)-(C4). Then there exist γ0 > 0 and a positive
constant merely depending on R and ξ0 such that
(2.5)
∣∣∣Eε(vε)− Eε(R(x− x0
ε
)
eı
ξ0·x
ε
)∣∣∣ ≤ const(R, ξ0)√γ,
for every γ ∈ (0, γ0) and any ε > 0 small.
Proof. We shall use the elementary inequality
(2.6) ∀ζ > 0 ∃Cζ > 0 :
∣∣|a+ b|r − |b|r∣∣ ≤ ζ|b|r + Cζ |a|r,
for all a, b ∈ C and r ∈ (1,∞), where Cζ blows up as ζ1−r as ζ goes to zero. Indeed, we first write∣∣∣ 1
εN−2
∫
RN
|∇vε(x)|2 − 1
εN−2
∫
RN
∣∣∣∇[R(x− x0
ε
)
eı
ξ0·x
ε
]∣∣∣2∣∣∣
≤ ζ
εN−2
∫
RN
∣∣∣∇[R(x− x0
ε
)
eı
ξ0·x
ε
]∣∣∣2 + Cζ∥∥∥vε(x) −R(x− x0
ε
)
eı
ξ0·x
ε
∥∥∥2
H1ε
≤ ζ
( ∫
RN
|∇R|2 +m|ξ0|2
)
+ Cζ γ = O(
√
γ),
after choosing ζ =
√
γ and using the asymptotics Cζ ∼ γ−1/2 for small γ. The constant in O(√γ) depends
only on R and ξ0. Concerning the second term in the energy Eε, we get∣∣∣ 1
εN
∫
RN
|vε(x)|2p+2 − 1
εN
∫
RN
∣∣∣R(x− x0
ε
)
eı
ξ0·x
ε
∣∣2p+2∣∣∣
≤ ζ
εN
∫
RN
∣∣∣R(x− x0
ε
)∣∣∣2p+2 + Cζ
εN
∫
RN
∣∣∣vε(x) −R(x− x0
ε
)
eı
ξ0·x
ε
∣∣∣2p+2
By the Gagliardo-Nirenberg inequality
(2.7) ‖v‖Lq ≤ const(q) ‖v‖1−
N
2 +
N
q
L2 ‖∇v‖
N
2 −
N
q
L2 , 2 ≤ q ≤ 2∗,
choosing q = 2p+ 2, in light of (C2) we obtain∣∣∣ 1
εN
∫
RN
|vε(x)|2p+2 − 1
εN
∫
RN
∣∣∣R(x− x0
ε
)
eı
ξ0·x
ε
∣∣∣2p+2∣∣∣ ≤ ζ‖R‖2p+2L2p+2 + Cζconst(2p+ 2) γp+1 = O(γ),
choosing ζ = γ and using Cζ ∼ γ1−p as γ → 0. Here the constant in O(γ) depends only on R and p. 
Lemma 2.2. Assume that vε satisfy assumptions (C1)-(C4). Then there exists a positive constant only
depending on R, x0 and ξ0 such that
(2.8)
∣∣∣ 1
εN
∫
RN
V (x)|vε(x)|2 −mV (x0)
∣∣∣ ≤ const(R, x0, ξ0) (γ + ε2)φ(δ),
for all γ > 0 and ε > 0, where φ is defined in (1.2) and δ = δ(x0, ξ0) is defined in (1.7).
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Proof. We write
1
εN
∫
RN
V (x)|vε(x)|2 = 1
εN
∫
B(x0,ρ)
V (x)|vε(x)|2 =
∫
B(0, ρ
ε
)
V (x0 + εy)|vε(x0 + εy)|2
=
∫
B(0, ρ
ε
)
V (x0)|vε(x0 + εy)|2 +
∫
B(0, ρ
ε
)
ε(∇V (x0) · y)|vε(x0 + εy)|2
+
∫
B(0, ρ
ε
)
ε2(∇2V (x0 + εωε(y)y)y · y)|vε(x0 + εy)|2
≤ mV (x0) +O(ε2 φ(δ))
∫
B(0, ρ
ε
)
|y|2|vε(x0 + εy)|2,
for some ωε(y) ∈ (0, 1), where we have used the radial symmetry of vε(x), the definition of φ(δ) in (1.2)
and assumptions (V3) and (C4). Moreover, we also have∫
B(0, ρ
ε
)
|y|2|vε(x0 + εy)|2 ≤ 2
∫
B(0, ρ
ε
)
|y|2|vε(x0 + εy)−R(y)e ıε ξ0·(x0+εy)|2 + 2
∫
B(0, ρ
ε
)
|y|2|R(y)|2
≤ 2ρ
2
ε2
∥∥∥vε(x) −R(x− x0
ε
)
eı
ξ0·x
ε
∥∥∥2
H1ε
+ 2
∫
RN
|y|2|R(y)|2,
where the last integral is finite by virtue of (1.5). 
We now state the following uniform bound for the H1ε -norm of solutions.
Lemma 2.3. Let uε(t, x) be a global strong solution of problem (1.9). Then
M(x0, ξ0, vε) := sup
t∈R
‖uε(t, x)‖H1ε < +∞.
Proof. By choosing q = 2p+ 2 in (2.7), by virtue of the conservation of mass, we obtain
‖uε(t, ·)‖2p+2L2p+2 ≤ const(p) ‖uε(t, ·)‖
2(1−N2 +
N
2p+2 )(p+1)
L2 ‖∇uε(t, ·)‖
2(N2 −
N
2p+2 )(p+1)
L2
= const(p)m1+p(1−
N
2 )
(
εN
)1+p(1−N2 ) ( 1
εN−2
‖∇uε(t, ·)‖2L2
) pN
2
(εN−2)
pN
2
= const(p)m1+p(1−
N
2 ) εN
( 1
εN−2
‖∇uε(t, ·)‖2L2
) pN
2
, t > 0
In turn, since p < 2N , Young’s inequality yields
1
(p+ 1)εN
∫
RN
|uε(t, x)|2p+2 ≤ 1
4εN−2
∫
RN
|∇uε(t, x)|2 + const(p), t > 0.
Therefore, by the conservation of energy, we can write
Eε(uε, 0) = Eε(uε, t) ≥ 1
4εN−2
∫
RN
|∇uε(t, x)|2 + V0
εN
∫
RN
|uε(t, x)|2 − const(p),
and the thesis follows by V0 > 0. 
Remark 2.4. By virtue of Lemmas 2.1 and 2.2, the initial energy Eε(uε, 0) remains uniformly bounded
with respect to ε > 0. In turn, we have supε>0M(x0, ξ0, vε) < +∞.
Introducing now the radial notation
(2.9) uε(t, x) = |uε(t, x)|eiSε(t,x), x ∈ RN , t > 0,
we write
(2.10) pε(t, x) =
1
εN−1
|uε(t, x)|2∇Sε(t, x), x ∈ RN , t > 0,
for the momentum density, and the total energy Eε can be split into the sum
Eε(uε, t) = Jε(uε, t) +Kε(uε, t), t > 0,
6 C. BONANNO, M. GHIMENTI, AND M. SQUASSINA
where Jε is the internal energy and it is defined as
(2.11) Jε(uε, t) :=
1
2 εN−2
∫
RN
∣∣∇|uε(t, x)|∣∣2 − 1
(p+ 1) εN
∫
RN
|uε(t, x)|2p+2, t > 0,
and Kε is the kinetic energy and it is defined as
(2.12) Kε(uε, t) :=
1
2 εN−2
∫
RN
|uε(t, x)|2|∇Sε(t, x)|2 + 1
εN
∫
RN
V (x)|uε(t, x)|2, t > 0.
Then, we have the following
Proposition 2.5. Let uε be a global strong solution of problem (1.9) with energy Eε as in formula (2.3).
Then there exist γ0 > 0 and a constant depending only on R, x0 and ξ0 such that, for all t > 0,
(2.13)
∣∣Eε(uε, t)− E (R)−mH(x(t), ξ(t))∣∣ ≤ const(R, x0, ξ0) (√γ + ε2)φ(δ),
for all ε > 0 and γ ∈ (0, γ0), being φ defined in (1.2), δ = δ(x0, ξ0) defined in (1.7), H the Hamiltonian
function (1.8) and (x(t), ξ(t)) the solution to the Newtonian system (1.6). Furthermore,
(2.14) 0 ≤ Kε(uε, t) ≤ 1
2
m|ξ0|2 + 1
εN
∫
RN
V (x)|vε(x)|2 + const(R, ξ0)√γ,
for every t > 0 and for any γ ∈ (0, γ0).
Proof. By the conservation of the energy Eε for solutions of (1.9), we can write
Eε(uε, t) = Eε(uε, 0) = Eε(vε) +
1
εN
∫
RN
V (x)|vε(x)|2, t > 0.
Taking into account
Eε
(
R
(x− x0
ε
)
eı
ξ0·x
ε
)
= E (R) +
1
2
m|ξ0|2,
and that H(x(t), ξ(t)) = H(x0, ξ0) for all t > 0 by the conservation of the Hamiltonian for (1.6), inequality
(2.13) follows from Lemma 2.1 and Lemma 2.2. To prove (2.14), observe that since ‖uε(t, ε ·)‖2L2 = m for
all t > 0 and R is a point of constrained minimum for E on the L2 sphere or radius
√
m, we get
E (R) ≤ E (|uε(t, ε, ·)|) = Jε(uε, t), t > 0.
Hence, we get
0 ≤ Kε(uε, t) = Eε(uε, t)− Jε(uε, t) ≤ Eε(uε, 0)− E (R)
= Eε(vε(x)) +
1
εN
∫
V (x)|vε(x)|2 − E (R)− 1
2
m|ξ0|2 + 1
2
m|ξ0|2
≤ 1
2
m|ξ0|2 + 1
εN
∫
V (x)|vε(x)|2 + const(R, ξ0, p)√γ, t > 0,
by virtue of Lemma 2.1. 
3. Intermediate proofs
As in [8, 15], we introduce the auxiliary function
(3.1) Ψε(t, x) := uε(t, x(t) + εx) e
− ı
ε
ξ(t)·(x(t)+εx), x ∈ RN , t > 0,
which satisfies ‖Ψε(t, ·)‖2L2 = m for all t > 0. First of all we notice that
(3.2) ‖Ψε(0, ·)−R‖2H1 ≤ (3 + 2|ξ0|2) γ,
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which follows from simple computations. For the gradient term∫
RN
∣∣∇Ψε(0, x)−∇R(x)∣∣2
=
∫
RN
∣∣(ε∇uε(0, εx+ x0)− ıuε(0, εx+ x0)ξ0)e− ıε ξ0·(x0+εx) −∇R(x)∣∣2
=
1
εN
∫
RN
∣∣∣(ε∇vε(y)− ıvε(y)ξ0)e− ıε ξ0·y − ε∇[R(y − x0
ε
)]∣∣∣2
=
1
εN
∫
RN
∣∣∣ε∇vε(y)− ıvε(y)ξ0 − ε∇(R(y − x0
ε
)
e
ı
ε
ξ0·y
)
+ ıR
(y − x0
ε
)
ξ0e
ı
ε
ξ0·y
∣∣∣2
≤ 2
εN
∫
RN
[
ε2
∣∣∣∇vε(y)−∇(R(y − x0
ε
)
e
ı
ε
ξ0·y
)∣∣∣2 + |ξ0|2 ∣∣∣vε(y)−R(y − x0
ε
)
e
ı
ε
ξ0·y
∣∣∣2]
< 2(1 + |ξ0|2)γ,
where in the last inequality we have used (C2). For the L2 term again∫
RN
∣∣Ψε(0, x)−R(x)∣∣2 = 1
εN
∫
RN
∣∣vε(y)−R(y − x0
ε
)
e
ı
ε
ξ0·y
∣∣2 < γ,
by virtue of (C2). By definition, it is natural to compute the energy E defined in (2.4) for Ψε. We can use
(2.6) as in the proof of Lemma 2.1 to obtain
(3.3) 0 ≤ E (Ψε(0, x))− E (R) = O(√γ),
where O(·) depends only on R, x0, ξ0, and we used the fact that R is the point of minimum for E on the
manifold of functions with L2 norm equal to
√
m. Moreover, we have the following
Lemma 3.1. There exist γ0 > 0 and a positive constant depending only on R, x0 and ξ0 such that
0 ≤ E (Ψε(t, x)) − E (R) ≤ m|ξ(t)|2 − ξ(t) ·
∫
RN
pε(t, x) +mV (x(t))
− 1
εN
∫
RN
V (x)|uε(t, x)|2 + const(R, x0, ξ0) (√γ + ε2)φ(δ), t > 0,
for every ε > 0 and γ ∈ (0, γ0).
Proof. The left inequality follows from the properties ofR and ‖Ψε(t, ·)‖2L2 = m, for every t > 0. Concerning
the estimate from above, we use (2.9)-(2.10) to write
E (Ψε(t, x)) =
1
2
∫
RN
|∇Ψε(t, x)|2 − 1
p+ 1
∫
RN
|Ψε(t, x)|2p+2
=
1
2
∫
RN
∣∣∇|uε(t, x(t) + εx)|∣∣2 + 1
2
∫
RN
|uε(t, x(t) + εx)|2
∣∣ξ(t)−∇ (Sε(t, x(t) + εx)) ∣∣2
− 1
p+ 1
∫
RN
|uε(t, x(t) + εx)|2p+2
= Jε(uε, t) +Kε(uε, t)− 1
εN
∫
RN
V (x) |uε(t, x)|2
+
1
2
m |ξ(t)|2 −
∫
RN
pε(t, x) · ξ(t), t > 0,
where we have used the expressions (2.11)-(2.12) for the internal and kinetic energy of uε. Hence, we get
E (Ψε(t, x))− E (R) = Eε(uε, t)− E (R)−mH(x(t), ξ(t))
+m|ξ(t)|2 − ξ(t) ·
∫
RN
pε(t, x) +mV (x(t)) − 1
εN
∫
RN
V (x)|uε(t, x)|2, t > 0.
The assertion then follows from inequality (2.13) in Proposition 2.5. 
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Let us now introduce, for any t > 0, the terms
(3.4) ηε1(t) := mξ(t)−
∫
RN
pε(t, x), η
ε
2(t) := mV (x(t)) −
1
εN
∫
RN
V (x) |uε(t, x)|2.
From Lemma 3.1 we have
(3.5) 0 ≤ E (Ψε(t, x))− E (R) ≤ |ξ(t)||ηε1(t)|+ |ηε2(t)|+ const(R, x0, ξ0, δ)(
√
γ + ε2),
for every ε > 0 and γ ∈ (0, γ0). If we write, as in the proof of Lemma 3.1,
E (Ψε(t, x)) = E (|Ψε(t, x)|) + 1
2εN
∫
RN
|uε(t, x)|2|ξ(t)− ε∇Sε(t, x)|2,
from (3.3) and Lemma 3.1 we obtain
1
εN
∫
RN
|vε(x)|2|ξ0 − ε∇Sε(0, x)|2 = O(√γ),(3.6)
1
εN
∫
RN
|uε(t, x)|2|ξ(t)− ε∇Sε(t, x)|2 ≤ |ξ(t)||ηε1(t)|+ |ηε2(t)|+O(
√
γ + ε2), t > 0,(3.7)
since E (|Ψε(t, x)|)− E (R) ≥ 0, for all t ≥ 0.
Let us now recall the well-known quantitative property which follows from M. Weinstein modulational
stability theory [22, 23].
Proposition 3.2. There exist two positive constants C and A such that
inf
ξ∈RN
θ∈[0,2π)
‖Ψ− eıθR(· − ξ)‖2H1 ≤ C(E (Ψ)− E (R)),
for every Ψ ∈ H1(RN ) such that ‖Ψ‖L2 = ‖R‖L2 and E (Ψ)− E (R) < A.
Let us now fix a time T > 0, ε0 > 0 as in (3.15) and γ0 > 0 as in Lemma 3.1. Let us set
(3.8) T ε,γ := sup {t ∈ [0, T ] : |ξ(s)| |ηε1(s)|+ |ηε2(s)| ≤ µ, for all s ∈ (0, t)} ,
where µ > 0 is such that
µ+ const(R, x0, ξ0, δ)(
√
γ + ε2) < A, for all ε < ε0 and γ < γ0,
where const(R, x0, ξ0, δ) is as in (3.5) and A is as in Proposition 3.2, so that E (Ψε(t, x)) − E (R) < A by
virtue of (3.5) for all t ∈ [0, T ε,γ). Then, in turn, Proposition 3.2 yields functions ̟ε : [0, T ε,γ) → [0, 2π)
and wε : [0, T ε,γ)→ RN such that
(3.9)
∥∥Ψε(t, x)− eı̟ε(t)R(x+ wε(t))∥∥2
H1
≤ C(|ξ(t)| |ηε1(t)|+ |ηε2(t)|+ const(R, x0, ξ0, δ)(
√
γ + ε2)),
for all t ∈ [0, T ε,γ). Then, we get the following
Lemma 3.3. There exist families of functions θε : [0, T ε,γ)→ [0, 2π) and xε : [0, T ε,γ)→ RN such that
∥∥uε(t, x) − e ıε (ξ(t)·x+θε(t))R(x− xε(t)
ε
)∥∥2
H1ε
≤ C(|ξ(t)| |ηε1(t)|+ |ηε2(t)|+ const(R, x0, ξ0) (
√
γ + ε2))
for all t ∈ [0, T ε,γ).
Proof. In light of inequality (3.9), defining the functions θε : [0, T ε,γ)→ [0, 2π) and xε : [0, T ε,γ)→ RN by
setting θε(t) := ε̟ε(t) and xε(t) := x(t) − εwε(t) for every [0, T ε,γ) respectively, the assertion follows by
the definition of Ψε. 
We now consider the behavior of the difference |xε(t)− x(t)|. This can be done as in [15], since the proofs
do not depend on the properties of the potential V . Let χ denote the cuff-off function which is defined
in [15, p.179]. Then we can get
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Lemma 3.4. For every t ∈ [0, T ε,γ) we have
(3.10) ε|wε(t)| = |xε(t)− x(t)| ≤ const(R, x0, ξ0, δ)(|ηε1(t)|+ |ηε2(t)|+ |ηε3(t)|+
√
γ + ε2),
where ηε3(t) is defined as η
ε
3(t) :=
1
εN
∫
RN
xχ(x)|uε(t, x)|2 −mx(t) and it satisfies
(3.11) ηε3(0) ≤ const(R, x0, ξ0, δ)ε2,
∣∣∣ d
dt
ηε3(t)
∣∣∣ ≤ const(R, x0, ξ0, δ)(|ηε1(t)|+ |ηε2(t)|+ |ηε3(t)|+√γ + ε2).
Proof. The proof of (3.10) follows by just mimicking step by step the proof of [15, Lemma 3.5], which is
based on the arguments of [15, Lemma 3.4] in view of our inequalities (3.5)-(3.9). Notice also that in this
proof one needs to choose the time T properly, but depending only on x0, ξ0, ε0, γ0 and A. This is analogous
to [15, Lemma 3.4]. Instead, concerning properties (3.11) it is sufficient to argue as in [15, Lemma 3.6]. 
We now redefine the time T ε,γ by also imposing wε to be bounded. Namely
(3.12) T ε,γ := sup {t ∈ [0, T ] : |ξ(s)| |ηε1(s)|+ |ηε2(s)| ≤ µ, and |wε(s)| ≤ 1, for all s ∈ (0, t)}
The last ingredients for the proof of the main result are estimates for the behavior of the quantities ηε1 and
ηε2 defined in (3.4) in the interval [0, T
ε,γ). It follows that these quantities have time derivatives bounded
by
(3.13) |ηε(t)| := |ηε1(t)|+ |ηε2(t)|+ |ηε3(t)|
up to an error depending on the kinetic energy Kε(uε, t) and on terms of the order
√
γ + ε2.
Lemma 3.5. There exists positive constants only depending on R, x0 and ξ0 such that
|ηε1(0)| ≤ const(R, x0, ξ0)γ
1
4 , |ηε2(0)| ≤ const(R, x0, ξ0)(γ + ε2).
Proof. Let us recall the radial notation (2.10) for the momentum density. Then, we write
|ηε1(0)| =
∣∣∣mξ0 −
∫
RN
pε(0, x)
∣∣∣ = ∣∣∣ 1
εN−1
∫
RN
R2
(x− x0
ε
)ξ0
ε
− 1
εN−1
∫
RN
|vε(x)|2∇Sε(0, x)
∣∣∣
=
∣∣∣ 1
εN−1
∫
RN
ξ0
ε
(
R2
(x− x0
ε
)
− |vε(x)|2
)
+
1
εN
∫
RN
|vε(x)|2
(
ξ0 − ε∇Sε(0, x)
)∣∣∣
≤ |ξ0| 1
εN
∫
RN
∣∣∣R2(x− x0
ε
)
− |vε(x)|2
∣∣∣
+
( 1
εN
∫
RN
|vε(x)|2
) 1
2
( 1
εN
∫
RN
|vε(x)|2
∣∣ξ0 − ε∇Sε(0, x)∣∣2) 12
≤ 2|ξ0|√mγ + const(R, x0, ξ0)
√
mγ
1
4 ≤ const(R, x0, ξ0) γ 14 ,
where in the last line we have used the inequality for all a, b ∈ C∫ ∣∣|a|2 − |b|2∣∣ ≤ (∫ (|a|+ |b|)2) 12( ∫ |a− b|2) 12 ,
condition (C2) on vε(x) and the estimate (3.6). The term η
ε
2(0) is estimated in Lemma 2.2. 
Let us now consider the increase rate in time. We can state the following
Proposition 3.6. For every t ∈ [0, T ε,γ), we have
∣∣∣ d
dt
ηε1(t)
∣∣∣ ≤ const(V,R, x0, ξ0, vε)(|ηε(t)|+√γ + ε2 + T (Kε(uε, t)−mV0) 14
ε
1
2+3
2+β
1−β
)
,
for every ε small enough.
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Proof. Let θε be the family of functions introduced in Lemma 3.3. Then, using (1.6) and (2.2), we have∣∣∣ d
dt
ηε1(t)
∣∣∣ = ∣∣∣m∇V (x(t)) − 1
εN
∫
RN
∇V (x) |uε(t, x)|2
∣∣∣
=
∣∣∣ 1
εN
∫
RN
|uε(t, x)|2
[∇V (x(t)) −∇V (x)]∣∣∣ ≤
≤
∣∣∣ 1
εN
∫
RN
(
|uε(t, x)| −R
(x− xε(t)
ε
))2[∇V (x(t)) −∇V (x)]∣∣∣+
+
∣∣∣ 1
εN
∫
RN
R2
(x− xε(t)
ε
)[∇V (x(t)) −∇V (x)]∣∣∣+
+
∣∣∣ 2
εN
∫
RN
(
|uε(t, x)| −R
(x− xε(t)
ε
))
R
(x− xε(t)
ε
) [∇V (x(t)) −∇V (x)]∣∣∣ =
=: I1 + I2 + I3
where we used the elementary identity |a|2 = (|a| − |b|)2 + |b|2 + 2(|a| − |b|)|b|.
Let us estimate these terms, beginning with I1.
I1 =
∣∣∣ 1
εN
∫
RN
(
|uε(t, x)| −R
(x− xε(t)
ε
))2[∇V (x(t)) −∇V (x)]∣∣∣ ≤
≤ 1
εN
∫
RN
∣∣∣uε(t, x)−R(x− xε(t)
ε
)
e
ı
ε
(ξ(t)·x+θε(t))
∣∣∣2∣∣∇V (x(t)) −∇V (x)∣∣
Let δ˜ = δ(x0, ξ0)/2 so that supp vε ∩ B(0, δ˜) = ∅ by assumption (C3), and introduce a cut-off function
ψδ˜ ∈ C∞0 (RN ) such that
(3.14) ψδ˜(x) =
{
1, |x| ≤ δ˜2 ,
0, |x| ≥ δ˜, |∇ψδ˜(x)| ≤
4
δ˜
, for
δ˜
2
≤ |x| ≤ δ˜.
Then we can write
I1 ≤ 2
εN
∫
RN
∣∣∣uε(t, x)−R(x− xε(t)
ε
)
e
ı
ε
(ξ(t)·x+θε(t))
∣∣∣2|∇V (x(t)) −∇V (x)|ψδ˜(x)
+
2
εN
∫
RN
∣∣∣uε(t, x)−R(x− xε(t)
ε
)
e
ı
ε
(ξ(t)·x+θε(t))
∣∣∣2 |∇V (x(t)) −∇V (x)|(1 − ψδ˜(x))
≤ 2
εN
∫
B(0,δ˜)
∣∣∣uε(t, x)−R(x− xε(t)
ε
)
e
ı
ε
(ξ(t)·x+θε(t))
∣∣∣2(|∇V (x(t))| + |∇V (x)|)ψδ˜(x)
+
4φ(δ˜/2)
εN
∫
RN\B(0,δ˜/2)
∣∣∣uε(t, x)−R(x− xε(t)
ε
)
e
ı
ε
(ξ(t)·x+θε(t))
∣∣∣2,
where φ is defined in (1.2). By Lemma 3.3, inequality |a− b|2 ≤ 2|a|2+2|b|2 and inft≥0 |x(t)| ≥ δ, we write
I1 ≤ 4
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x) +
4
εN
∫
B(0,δ˜)
∣∣∣R(x− xε(t)
ε
)∣∣∣2 |∇V (x)|
+
2
εN
(φ(δ) + 2φ(δ˜/2))
∫
RN
∣∣∣uε(t, x)−R(x− xε(t)
ε
)
e
ı
ε
(ξ(t)·x+θε(t))
∣∣∣2
≤ 4
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x) +
4
εN
∫
B(0,δ˜)
∣∣∣R(x− xε(t)
ε
)∣∣∣2 |∇V (x)|
+ 6max{φ(δ), φ(δ˜/2)}C(|ξ(t)| |ηε1(t)|+ |ηε2(t)|+ const(R, x0, ξ0)(
√
γ + ε2))
≤ 4
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x) + 4 ‖∇V ‖L1
1
εN
‖R2‖
L∞(RN\B(0,
|xε(t)|−δ˜
ε
))
+ 6φ(δ/4) C(|ξ(t)| |ηε1(t)|+ |ηε2(t)|+ const(R, x0, ξ0)(
√
γ + ε2),
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and by (1.5) it holds for ε small enough
‖R2‖
L∞(RN\B(0,
|xε(t)|−δ˜
ε
))
≤ const ε
N−1 e−
δ
2ε
δN−1
,
where, since xε(t) = x(t) − εwε(t), |wε(t)| ≤ 1 for t ∈ [0, T ε,γ) as defined in (3.12) and |x(t)| ≥ δ, for ε
small
|xε(t)| − δ˜
ε
≥ |x(t)| − ε− δ˜
ε
≥ δ − δ˜ − ε
ε
≥ δ
4ε
.
Hence we choose ε0 > 0 such that, for ε < ε0
(3.15)
1
εN
εN−1e−
δ
2ε
δN−1
< ε2.
We obtain then
(3.16) I1 ≤ 4
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x) + const(V,R, x0, ξ0) C(|ξ(t)| |ηε1(t)|+ |ηε2(t)|+
√
γ + ε2).
We conclude the proof by showing that, for every t ∈ [0, T ε,γ), there holds
(3.17)
1
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x) ≤ const(V, x0, ξ0, vε)
(
ε2 + T
(Kε(uε, t)−mV0) 14
ε
1
2+3
2+β
1−β
)
.
Let us introduce another cut-off at the origin, that is a function ϕε ∈ C∞0 (RN \ {0}), satisfying
(3.18) ϕε(x) =


0, |x| ≤ r′′ε ,
1, r′ε ≤ |x| ≤ 2δ˜,
0, |x| ≥ 3δ˜,
|∇ϕε(x)| ≤ 2
r′ε − r′′ε
, for r′′ε ≤ |x| ≤ r′ε,
with r′ε and r
′′
ε to be chosen later, see formulas (3.24). By assumption (V1) and inequality (2.7) with the
choice q = 2∗, we apply Ho¨lder inequality to obtain
1
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x)(1 − ϕε(x)) ≤
1
εN
∫
B(0,r′ε)
|uε(t, x)|2 |∇V (x)|
≤ const(N) 1
εN
‖∇uε(t, ·)‖2L2
(∫ r′ε
0
1
r
N
2 (β+1)
rN−1 dr
) 2
N
≤ const(N, β)M(x0, ξ0, vε) (r
′
ε)
1−β
ε2
,
where M(x0, ξ0, vε) is defined in Lemma 2.3. We can then write
(3.19)
1
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x) ≤
1
εN
∫
B(0,δ˜)
|uε(t, x)|2 |∇V (x)|ψδ˜(x)ϕε(x) + const
(r′ε)
1−β
ε2
,
where the constant in the last term only depends on the initial conditions of (1.9). Moreover, by definition
of δ˜ and by virtue of identity (2.1), we have∫
B(0,δ˜)
|uε(0, x)|2 |∇V (x)|ψδ˜(x)ϕε(x) = 0
Since ψδ˜(x)ϕε(x) ∈ C∞0 (B(0, δ˜) \ {0}), there holds
d
dt
(∫
B(0,δ˜)
|uε(t, x)|2
εN
|∇V (x)|ψδ˜(x)ϕε(x)
)
=
∫
B(0,δ˜)
pε(t, x) · ∇
(|∇V (x)|ψδ˜(x)ϕε(x)) ,
and to give an estimate for this last term we use the radial notation (2.10) for the momentum density and
split the integral in three terms, where the properties of the cut-off functions ψδ˜, see (3.14), and ϕε, see
(3.18), are used to determine the domain of integration. We obtain
(3.20)
∣∣∣ ∫
B(0,δ˜)
pε(t, x) · ∇
(|∇V (x)|ψδ˜(x)ϕε(x)) ∣∣∣ ≤ J1 + J2 + J3,
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where we have set
J1 :=
1
εN
∫
B(0,δ˜)\B(0,r′′ε )
|uε(t, x)|2ε |∇Sε(t, x)| |∇|∇V (x)||,
J2 :=
1
εN
∫
B(0,δ˜)\B(0,δ˜/2)
|uε(t, x)|2ε |∇Sε(t, x)| |∇V (x)| |∇ψδ˜(x)|,
J3 :=
1
εN
∫
B(0,r′ε)\B(0,r
′′
ε )
|uε(t, x)|2ε |∇Sε(t, x)| |∇V (x)| |∇ϕε(x)|.
The estimates for the Jis are similar. We use Ho¨lder inequality, assumptions (V1)-(V3) and the estimate
(2.14) for the kinetic energy Kε(uε, t) defined in (2.12). We obtain
εNJ1 ≤ ‖uε(t, ·)‖
1
2
L2∗
( ∫
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2
( ∫
|uε(t, x)|2 (V (x) − V0)
) 1
4
( ∫ ∣∣∇|∇V (x)|∣∣2N
(V (x) − V0)N2
) 1
2N
,
where all the integrals are computed on the set B(0, δ˜) \B(0, r′′ε ). Moreover we have
‖uε(t, ·)‖
1
2
L2∗
≤ const(N)‖∇uε(t, ·)‖
1
2
L2 ≤ const(N, x0, ξ0, vε) ε
N−2
4 ,
by the Gagliardo-Nirenberg inequality (2.7) and Lemma 2.3,( ∫
B(0,δ˜)\B(0,r′′ε )
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2 ≤
( ∫
RN
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2 ≤ (2εNKε(uε, t)) 12 ,
by definition of Kε(uε, t) and the non-negativity of V ,
( ∫
B(0,δ˜)\B(0,r′′ε )
|uε(t, x)|2 (V (x) − V0)
) 1
4 ≤
(∫
RN
|uε(t, x)|2 (V (x) − V0)
) 1
4
≤ (εN (Kε(uε, t)−mV0)) 14 ,
by definition of Kε(uε, t) and the conservation of mass,
(∫
B(0,δ˜)\B(0,r′′ε )
|∇|∇V (x)||2N
(V (x) − V0)N2
) 1
2N ≤ const(N)
( ∫ δ˜
r′′ε
r−(β+2)2N
r−β
N
2
rN−1dr
) 1
2N
=
const(δ, β,N)
(r′′ε )
3
4 (2+β)
,
by assumptions on the behavior of V around the origin. Hence, putting the above facts together, we get
(3.21) J1 ≤ const(V, x0, ξ0, vε)(Kε(uε, t)) 12 (Kε(uε, t)−mV0)
1
4
(r′′ε )
3
4 (2+β) ε
1
2
.
For the term J2, we write
εN J2 ≤ 4
δ˜
(∫
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2
(∫
|uε(t, x)|2 (V (x) − V0)
) 1
2
∥∥∥ |∇V (x)|√
V (x)− V0
∥∥∥
L∞(B(0,δ˜)\B(0,δ˜/2))
where all the integrals are computed on B(0, δ˜) \ B(0, δ˜/2). For the first two integrals we proceed just as
above. Concerning the third term, on account of conditions (V1) and (V3), we have
∥∥∥ |∇V (x)|√
V (x) − V0
∥∥∥
L∞(B(0,δ˜)\B(0,δ˜/2))
≤ φ(δ˜/2)
δ˜
β
2
.
Hence, in turn, we can conclude
(3.22) J2 ≤ const(V, x0, ξ0, vε)(Kε(uε, t)) 12 (Kε(uε, t)−mV0) 12 .
Finally, concerning the term J3, we write
εNJ3 ≤
2‖uε(t, ·)‖
1
2
L2∗
r′ε − r′′ε
(∫
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2
(∫
|uε(t, x)|2(V (x) − V0)
) 1
4
(∫ |∇V (x)|2N
(V (x) − V0)N2
) 1
2N
,
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where all the integrals are computed on the set B(0, r′ε) \ B(0, r′′ε ). For the first three terms above we
proceed as for J1. Concerning the last term, we write(∫
B(0,r′ε)\B(0,r
′′
ε )
|∇V (x)|2N
(V (x) − V0)N2
) 1
2N ≤ const(N)
( ∫ r′ε
r′′ε
r−(β+1)2N
r−β
N
2
rN−1 dr
) 1
2N
= const(δ, β,N)
((
r′′ε
)−N(1+ 32β) − (r′ε)−N(1+ 32β)) 12N .
Hence we finally get
(3.23) J3 ≤ const(V, x0, ξ0, vε)(Kε(uε, t)) 12 (Kε(uε, t)−mV0) 14
(
(r′′ε )
−N(1+ 32β) − (r′ε)−N(1+
3
2β)
) 1
2N
ε
1
2 (r′ε − r′′ε )
The proof of the inequality (3.17) is finished by choosing
(3.24) r′ε = ε
4
1−β , r′′ε =
1
2
r′ε
taking (2.14) into account and using (3.19) and (3.20) together with (3.21), (3.22) and (3.23). This concludes
the proof of the estimate of I1.
Concerning the second term I2, at first, take δ˜ as above. Choosing ε sufficiently small, as in (3.15), and
in reasoning in a similar way, we have
2
εN
∫
B(0,δ˜)
R2
(
x− xε(t)
ε
)
|∇V (x(t)) −∇V (x)| ≤ const(V,R) ε2.
So, we consider V˜ ∈ C2(RN ,R) such that V˜ (x) = V (x) on RN rB(0, δ˜) and we get
I2 ≤
∣∣∣∣ 2εN
∫
RN
R2
(
x− xε(t)
ε
)
[∇V˜ (x(t)) −∇V˜ (x)]
∣∣∣∣ + const(V,R)ε2.
It holds ∣∣∣∣
∫
RN
R2
(
x− xε(t)
ε
)
[∇V˜ (x(t)) −∇V˜ (x)]
∣∣∣∣ ≤∣∣∣∣
∫
RN
R2
(
x− xε(t)
ε
)
[∇V˜ (xε(t))−∇V˜ (x)]
∣∣∣∣+
∣∣∣∣
∫
RN
R2
(
x− xε(t)
ε
)
[∇V˜ (x(t)) −∇V˜ (xε(t))]
∣∣∣∣
And, in light of Lemma 3.4, it holds∣∣∣∣ 2εN
∫
RN
R2
(
x− xε(t)
ε
)
[∇V˜ (x(t)) −∇V˜ (xε(t))]
∣∣∣∣ ≤ const(R, x0, ξ0, δ, V )(|ηε(t)| +√γ + ε2).
So we have that
I2 ≤
∣∣∣∣ 2εN
∫
RN
R2
(
x− xε(t)
ε
)
[∇V˜ (xε(t))−∇V˜ (x)]dx
∣∣∣∣ + const(R, x0, ξ0, δ, V )(|ηε(t)|+√γ + ε2).
Let us first write
2
εN
∫
RN
R2
(
x− xε(t)
ε
)
[∇V˜ (xε(t))−∇V˜ (x)]dx = 2
∫
RN
R2 (y) [∇V˜ (xε(t))−∇V˜ (xε(t) + εy)]dy.
By virtue of [15, Lemma 3.3] we conclude
I2 ≤ const(R, x0, ξ0, δ, V )(|ηε(t)|+√γ + ε2).
For I3 we write
I3 ≤ 2
(∫
RN
1
εN
∣∣∣uε(t, x) −R(x− xε(t)
ε
)∣∣∣2)
1
2
(∫
RN
1
εN
∣∣∇V (x(t)) −∇V (x)∣∣2R2(x− xε(t)
ε
)) 12
≤
≤ const(R, x0, ξ0)
(|ηε1(t)|+ |ηε2(t)|+√γ + ε2)
arguing as in the previous estimates.
This concludes the proof. 
14 C. BONANNO, M. GHIMENTI, AND M. SQUASSINA
For ε small, let us set
(3.25) ρ′ε = ε
4
2−β , ρ′′ε =
1
2
ρ′ε,
introduce a cut-off function
(3.26) χε(x) =
{
0 |x| ≤ ρ′′ε ,
1 |x| ≥ ρ′ε,
|∇χε(x)| ≤ 2
ρ′ε − ρ′′ε
for ρ′′ε ≤ |x| ≤ ρ′ε,
and, finally, define
η˜ε2(t) := mV (x(t)) −
1
εN
∫
RN
|uε(t, x)|2 V (x)χε(x), t ∈ [0, T ε,γ).
Then, we have the following
Proposition 3.7. For every t ∈ [0, T ε,γ) we have |ηε2(t)| ≤ |η˜ε2(t)|+ const(x0, ξ0, vε)ε2, with
|η˜ε2(0)| ≤ const(R, x0, ξ0, vε) (γ + ε2)
and∣∣∣ d
dt
η˜ε2(t)
∣∣∣ ≤ const(V,R, x0, ξ0, vε)[|ηε(t)|+√γ + ε2 + (Kε(uε, t)−mV0) 14 ( 1
ε1+2
2+3β
2−β
+
T
ε
1
2+3
2+β
1−β
)]
.
Proof. We first estimate the behavior of ηε2 near the origin. We can write
ηε2(t) = mV (x(t)) −
1
εN
∫
RN
|uε(t, x)|2V (x)χε(x) − 1
εN
∫
RN
|uε(t, x)|2 V (x) (1 − χε(x))
Moreover by Ho¨lder inequality, inequality (2.7), Lemma 2.3 and assumption (V1),∣∣∣ 1
εN
∫
RN
|uε(t, x)|2V (x) (1 − χε(x))
∣∣∣ ≤ 1
εN
∫
B(0,ρ′ε)
|uε(t, x)|2 V (x)
≤ 1
εN
‖uε‖2L2∗
(∫
B(0,ρ′ε)
V (x)
N
2
) 2
N ≤ const(x0, ξ0, vε) (ρ
′
ε)
2−β
ε2
.
Whence, there holds
|ηε2(t)| ≤ |η˜ε2(t)| + const(x0, ξ0, vε)
(ρ′ε)
2−β
ε2
= |η˜ε2(t)|+ const(x0, ξ0, vε) ε2.
by (3.25). Using also Lemma 3.5 the estimate for |η˜ε2(0)| follows.
Using formulas (1.6) and (2.1) and the radial notation (2.10) for the momentum density, we have∣∣∣ d
dt
η˜ε2(t)
∣∣∣ = ∣∣∣m∇V (x(t)) · ξ(t) + ∫
RN
(∇ · pε(t, x))V (x)χε(x)
∣∣∣
≤
∣∣∣ 1
εN
∫
RN
|uε(t, x)|2 (∇V (x(t)) · ξ(t))χε(x)− 1
εN
∫
RN
|uε(t, x)|2(ε∇Sε(t, x) · ∇V (x))χε(x)
∣∣∣
+
∣∣∣ 1
εN
∫
RN
|uε(t, x)|2 (∇V (x(t)) · ξ(t)) (1 − χε(x))
∣∣∣
+
∣∣∣ 1
εN
∫
RN
|uε(t, x)|2(ε∇Sε(t, x) · ∇χε(x))V (x)
∣∣∣ =: I1 + I2 + I3.
Let us estimate these terms, beginning with I1. By adding and subtracting |uε(t, x)|2∇V (x) · ξ(t), we write
I1 ≤
∣∣∣ 1
εN
∫
RN
|uε(t, x)|2
[∇V (x(t)) −∇V (x)] · ξ(t)χε(x)∣∣∣
+
∣∣∣ 1
εN
∫
RN
|uε(t, x)|2∇V (x) ·
[
ξ(t)− ε∇Sε(t, x)
]
χε(x)
∣∣∣
≤ const(V,R, x0, ξ0, vε)
(
|ηε(t)|+√γ + ε2 + T (Kε(uε, t)−mV0)
1
4
ε
1
2+3
2+β
1−β
)
+
+
∣∣∣ 1
εN
∫
RN
|uε(t, x)|2∇V (x) ·
[
ξ(t)− ε∇Sε(t, x)
]
χε(x)
∣∣∣,
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where we have used the estimate of Proposition 3.6 for the derivative of ηε1. Moreover∣∣∣ 1
εN
∫
RN
|uε(t, x)|2∇V (x) ·
[
ξ(t)− ε∇Sε(t, x)
]
χε(x)
∣∣∣
≤ 1
2εN
∫
RN
|uε(t, x)|2
∣∣ξ(t)− ε∇Sε(t, x)∣∣2 + 1
2εN
∫
RN
|uε(t, x)|2 |∇V (x)|2χε(x)
≤ 1
2
|ξ(t)||ηε1(t)|+
1
2
|ηε2(t)|+ const(R, x0, ξ0)(
√
γ + ε2) +
1
2εN
∫
RN
|uε(t, x)|2 |∇V (x)|2χε(x),
by virtue of inequality (3.7). Finally, by Ho¨lder inequality and the definition of χε in (3.26), we get∫
RN
|uε(t, x)|2 |∇V (x)|2χε(x) ≤ ‖uε(t, ·)‖L2∗
( ∫
RN
|uε(t, x)|2(V (x)−V0)
) 1
2
(∫
RN
|∇V (x)|2N
(V (x)− V0)N2
χNε (x)
) 1
N
,
and we can use the estimates
‖uε(t, ·)‖L2∗ ≤ const(N)‖∇uε(t·)‖L2 ≤ const(N, x0, ξ0, vε) ε
N−2
2 ,
via inequality (2.7) and Lemma 2.3,( ∫
RN
|uε(t, x)|2 (V (x) − V0)
) 1
2 ≤ (εN (Kε(uε, t)−mV0)) 12 ,
by definition of Kε(uε, t) and the conservation of mass,( ∫
RN
|∇V (x)|2N
(V (x) − V0)N2
χNε (x)
) 1
N ≤ const(V,N)
( ∫ 1
ρ′′ε
r−(β+1)2N
r−β
N
2
rN−1 dr
) 1
N
= const(V, δ, β) (ρ′′ε )
−(1+ 32β),
by assumptions (V1) and (V2). Hence, we obtain
(3.27) I1 ≤ const(R, V, x0, ξ0)
[
|ηε1(t)|+ |ηε2(t)|+
√
γ+ ε2 + T
(Kε(uε, t)−mV0) 14
ε
1
2+3
2+β
1−β
+
(Kε(uε, t)−mV0) 12
ε(ρ′′ε )
(1+ 32β)
]
.
We now turn to the estimate for I2. By assumption (V3), (1.7) and the definition of χε, we write
I2 ≤ φ(δ)|ξ(t)| 1
εN
∫
B(0,ρ′ε)
|uε(t, x)|2,
and by Ho¨lder inequality, (2.7) and Lemma 2.3, we obtain
(3.28) I2 ≤ const(R, V, x0, ξ0) |ξ(t)| ε−N ‖uε‖2L2∗ (ρ′ε)2 ≤ const(R, V, x0, ξ0, vε) |ξ(t)|
(ρ′ε)
2
ε2
We now estimate I3. We apply again Ho¨lder inequality and the properties of χε to get
εN I3 ≤
2 ‖uε‖
1
2
L2∗
ρ′ε − ρ′′ε
( ∫
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2
( ∫
|uε(t, x)|2 (V (x) − V0)
) 1
4
( ∫ V (x)2N
(V (x)− V0)N2
) 1
2N
,
where all integrals are computed on B(0, ρ′ε) \B(0, ρ′′ε ). Hence, we have
‖uε(t, ·)‖
1
2
L2∗
≤ const(N) ‖∇uε(t, ·)‖
1
2
L2 ≤ const(N, x0, ξ0, vε) ε
N−2
4
by inequality (2.7) and Lemma 2.3,( ∫
B(0,ρ′ε)\B(0,ρ
′′
ε )
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2 ≤
(∫
RN
|uε(t, x)|2 ε2|∇Sε(t, x)|2
) 1
2 ≤ (εN Kε(uε, t)) 12
by definition of Kε(uε, t) and by the non-negativity of V ,(∫
B(0,ρ′ε)\B(0,ρ
′′
ε )
|uε(t, x)|2 (V (x)− V0)
) 1
4 ≤
(∫
RN
|uε(t, x)|2 (V (x)− V0)
) 1
4 ≤ (εN (Kε(uε, t)−mV0)) 14 ,
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by definition of Kε(uε, t) and the conservation of mass,( ∫
B(0,ρ′ε)\B(0,ρ
′′
ε )
V (x)2N
(V (x) − V0)N2
) 1
N ≤ const(V,N)
(∫ ρ′ε
ρ′′ε
r−β
3
2N rN−1 dr
) 1
N
= const(δ, β,N)
∣∣ (ρ′′ε )N(1− 32β) − (ρ′ε)N(1− 32β) ∣∣ 1N ,
by the assumptions (V1). Hence
(3.29) I3 ≤ const(R, V, x0, ξ0) (Kε(uε, t)) 12 (Kε(uε, t)−mV0) 14
∣∣ (ρ′′ε )N(1− 32β) − (ρ′ε)N(1− 32β) ∣∣ 1N
ε
1
2 (ρ′ε − ρ′′ε )
.
Taking into account (3.25) the assertion finally follows from inequalities (3.27), (3.28) and (3.29). 
4. Proof of the main result completed
Taking into account conditions (1.10) and inequality (2.14), we can find a const(R, ξ0) such that
Kε(uε, t)−mV0 ≤ 1
2
m|ξ0|2 + 1
εN
∫
RN
(V (x)− V0)|vε(x)|2 + const(R, ξ0)√γ ≤ ε2
17+β
1−β .
Then, by Propositions 3.6-3.7, for all t ∈ [0, T ε,γ) we have |ηε2(t)| ≤ const(x0, ξ0, vε)
(|η˜ε2(t)|+ ε2) and∣∣∣ d
dt
ηε1(t)
∣∣∣ ≤ const(V,R, x0, ξ0, vε)(|ηε1(t)|+ |η˜ε2(t)|+ |ηε3(t)|+ ε2),∣∣∣ d
dt
η˜ε2(t)
∣∣∣ ≤ const(V,R, x0, ξ0, vε)(|ηε1(t)|+ |η˜ε2(t)|+ |ηε3(t)|+ ε2).
Furthermore, by virtue of Lemma 3.4, for every t ∈ [0, T ε,γ) we have∣∣∣ d
dt
ηε3(t)
∣∣∣ ≤ const(R, x0, ξ0, δ)(|ηε1(t)| + |ηε2(t)|+ |ηε3(t)|+√γ + ε2)
≤ const(R, x0, ξ0, δ)(|ηε1(t)| + |η˜ε2(t)|+ |ηε3(t)|+
√
γ + ε2).
It is readily verified that all the constants in the various estimates contained in the previous sections can be
bounded from above by quantities which are independent upon ε. In turn, taking into account Lemma 3.5
and Proposition 3.7, there exists a positive constant C such that
|ηε1(t)|+ |η˜ε2(t)|+ |ηε3(t)| ≤ Cε2 + C
∫ t
0
(|ηε1(τ)| + |η˜ε2(τ)| + |ηε3(τ)|)dτ, for all t ∈ [0, T ε,γ).
Then, Gronwall lemma yields |ηε1(t)|+ |η˜ε2(t)|+ |ηε3(t)| ≤ Cε2 for all t ∈ [0, T ε,γ) and in turn also |ηε1(t)|+
|ηε2(t)| + |ηε3(t)| ≤ Cε2 for all t ∈ [0, T ε,γ). Also from Lemma 3.4, it holds ε|wε(t)| ≤ Cε2. In particular
in (3.12) one can take T ε,γ = T for ε small enough. Then, from Lemma 3.3 there exist functions θε :
[0, T ε,γ)→ [0, 2π) such that
∥∥uε(t, x)− e ıε (ξ(t)·x+θε(t))R(x− xε(t)
ε
)∥∥2
H1ε
≤ Cε2, for all t ∈ [0, T ]
which together with
∥∥R(x− xε(t)
ε
)
−R
(x− x(t)
ε
)∥∥2
H1
≤ |wε|2 ‖∇R‖2H1 ≤ Cε2
concludes the proof of Theorem 1.1.
Appendix A. Semi-singular potentials
Let ε, δ ∈ (0, 1], N ≥ 1 and 0 < p < 2/N . In this section, we shall consider the nonlinear Schro¨dinger
equation for a family of smooth nearly singular external potentials Vδ : R
N → R,
(A.1) ı∂tu+
ε2
2
∆u− Vδ(x)u + |u|2pu = 0, t ∈ R, x ∈ RN ,
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where ı is the imaginary unit and u : R×RN → C is a complex-valued function. we want to investigate the
soliton dynamics behavior as ε→ 0 of the solutions to (A.1) which start from a rescaled bump-like initial
data of the form
(A.2) u(x, 0) = R
(x− x0
ε
)
e
ı
ε
ξ0·x, x0, ξ0 ∈ RN ,
Consider, for each δ ∈ (0, 1], the Newtonian system
(A.3)


x˙ = ξ,
ξ˙ = −∇Vδ(x),
x(0) = x0, ξ(0) = ξ0.
Under suitable assumptions on the potential Vδ, for each δ ∈ (0, 1], system (A.3) admits a unique global
solution t 7→ (xδ(t), ξδ(t)) and its associated Hamiltonian energy Hδ(t) = 12 |ξδ(t)|2 + Vδ(xδ(t)), t ≥ 0,
remains constant through the motion.
Let (Vδ)δ∈(0,1] be a family of functions Vδ ∈ C3(RN ,R+) such that ‖DαVδ‖L∞ < ∞ for every 0 ≤ |α| ≤ 3
and all δ ∈ (0, 1]. We define the function φ : (0, 1]→ (0,∞) by setting
φ(δ) :=
∑
0≤|α|≤3
‖DαVδ‖L∞ ,
for all δ ∈ (0, 1]. We shall assume that there exists a set V ⊂ R+ × R+ such that (0, 0) ∈ V¯ and
(A.4) sup
(ε,δ)∈V
ε,δ∈(0,1]
ε2φ(δ) < +∞, lim sup
(ε,δ)∈V
ε→0+
δ→0+
ε2φ(δ) = 0.
Without loss of generality, we may assume that φ(δ) ≥ 1, for all δ ∈ (0, 1].
The main result of the Appendix, possibly useful for numerical purposes, is the following
Theorem A.1. Let T > 0 and let uε,δ be the unique solution to problem (A.1)-(A.2). Assume (A.4) and
that for the initial position x0 ∈ RN it holds
sup
δ∈(0,1]
Vδ(x0) < +∞.
Then there exist C > 0, and ε0, δ0 > 0 sufficiently small that
uε,δ(t, x) = R
( · − xδ(t)
ε
)
e
ı
ε
(ξδ(t)·x+ϑ
ε,δ(t)) + Eε,δ(x, t), ‖Eε,δ(t, ·)‖H1ε ≤ Cεφ2(δ),
uniformly on [0, T ] for all (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0, being xδ(t) the solution to
system (A.3) and ϑε,δ a suitable shift term. In particular, provided that
lim sup
(ε,δ)∈V
ε→0+
δ→0+
εφ2(δ) = 0,
a soliton dynamic behavior occurs.
The theorem will be proved using essentially the arguments developed in [8,15] and explicitly highlighting
the dependence of the conclusions from the parameter δ ruling the degree of singularity of the potential.
A.1. Preparatory results. It is known that the solution uε,δ to (A.1)-(A.2) exists for all times t with
uε,δ(t) ∈ H2(RN ) and has conserved quantities, the mass
(A.5)
1
εN
∫
RN
|uε,δ(t, x)|2 = ‖R‖2L2 := m
independently of ε, δ ∈ (0, 1], and the energy
Eε,δ(t) =
1
2εN−2
∫
RN
|∇uε,δ(t)|2 + 1
εN
∫
RN
Vδ(x)|uε,δ(t)|2 − 1
εN(p+ 1)
∫
RN
|uε,δ(t)|2p+2 = Eε,δ(0).
In the spirit of [15, Lemma 3.3] it holds
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Lemma A.2. There exists a positive constant C such that∣∣∣∣
∫
RN
Vδ(x0 + εx)R
2(x)−mVδ(x0)
∣∣∣∣ ≤ Cε2φ(δ), ∀x0 ∈ RN , ∀ε ∈ (0, 1], ∀δ ∈ (0, 1].
Lemma A.3. Let uε,δ be the unique solution to (A.1)-(A.2). Assume that for the initial position x0 ∈ RN
(A.6) sup
δ∈(0,1]
Vδ(x0) < +∞.
There exists a positive constant C such that
sup
t≥0
‖∇uε,δ(t)‖2L2 ≤ CεN−2 + CεNφ(δ), ∀ε ∈ (0, 1], ∀δ ∈ (0, 1].
In particular, in light of (A.4), there holds
(A.7) sup
(ε,δ)∈V
sup
t≥0
ε2−N‖∇uε,δ(t)‖2L2 < +∞.
Proof. Taking into account that Vδ(x) ≥ 0 for all x ∈ RN and δ > 0, by the conservation of energy and
using Lemma A.2 and assumption (A.6), it follows that
1
2εN−2
∫
RN
|∇uε,δ(t)|2 − 1
εN (p+ 1)
∫
RN
|uε,δ(t)|2p+2 ≤ Eε,δ(0)
=
1
2
∫
RN
|∇R|2 +
∫
RN
Vδ(x0 + εx)R
2(x)− 1
p+ 1
∫
RN
R2p+2(x)
≤ 1
2
∫
RN
|∇R|2 +mVδ(x0) + Cε2φ(δ) − 1
p+ 1
∫
RN
R2p+2(x) ≤ C + Cε2φ(δ),
yielding in turn
‖∇uε,δ(t)‖2L2 ≤ CεN−2 + CεNφ(δ) +
C
ε2
‖uε,δ(t)‖2p+22p+2,
for all t ∈ [0,∞) and for any ε ∈ (0, 1] and δ ∈ (0, 1]. Set θ = Np/(2p + 2). By the conservation of
mass (A.5) it holds ‖uε,δ(t)‖L2 = CεN/2 for all t ∈ [0,∞) and for any ε, δ ∈ (0, 1]. Then, by virtue of the
Gagliardo-Nirenberg inequality, it follows ‖uε,δ(t)‖2p+2 ≤ Cε(1−θ)N/2‖∇uε,δ(t)‖θL2 for all t ∈ [0,∞) and
any ε, δ ∈ (0, 1]. By the definition of θ and Young’s inequality we reach
C
ε2
‖uε,δ(t)‖2p+22p+2 ≤ CεN−2 +
1
2
‖∇uε,δ(t)‖2L2 ,
for all t ≥ 0, which immediately concludes the proof. 
The solution uε,δ enjoys the following energy splitting.
Lemma A.4. Let uε,δ be the unique solution to (A.1)-(A.2). There exists a positive constant C such that
Eε,δ(u
ε,δ(t)) = E (R) +mHδ(t) + Cε
2φ(δ),
for all t ∈ [0,∞) and for any ε ∈ (0, 1] and δ ∈ (0, 1].
Proof. It is sufficient to observe that, by the conservation of energies Eε,δ and Hδ and taking into account
Lemma A.2, we obtain
Eε,δ(u
ε,δ(t)) =
1
2
m|ξ0|2 +mVδ(x0) + E (R) + Cε2φ(δ) = mHδ(t) + E (R) + Cε2φ(δ),
for all t ∈ [0,∞) and for any ε ∈ (0, 1] and δ ∈ (0, 1]. 
Following [15], let us now consider the auxiliary function
(A.8) Ψε,δ(t, x) := e
− ı
ε
(εx+xδ(t))·ξδ(t)uε,δ(εx+ xδ(t)).
It is readily seen that ‖Ψε,δ(t)‖2L2 = ‖R‖2L2 for every t ≥ 0 and
(A.9) E (Ψε,δ(t)) = Eε,δ(u
ε,δ(t))− 1
εN
∫
RN
Vδ(x)|uε,δ|2 + 1
2
m|ξδ(t)|2 − ξδ(t) ·
∫
RN
pε,δ(t, x),
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where pε,δ : R× RN → RN is the momentum defined by
pε,δ(t, x) :=
1
εN−1
ℑ(u¯ε,δ(t, x)∇uε,δ(t, x)), t ∈ R, x ∈ RN .
Lemma A.5. There exists a positive constant C such that∣∣∣∣
∫
RN
pε,δ(t, x)
∣∣∣∣ ≤ C + Cε√φ(δ), ∀t ∈ [0,∞), ∀ε ∈ (0, 1], ∀δ ∈ (0, 1].
In particular, in light of (A.4), there holds
(A.10) sup
(ε,δ)∈V
sup
t≥0
∣∣∣∣
∫
RN
pε,δ(t, x)
∣∣∣∣ < +∞.
Proof. Taking into account (A.5), by Ho¨lder inequality we get∣∣∣∣
∫
RN
pε,δ(t, x)
∣∣∣∣ ≤
∫
RN
|uε,δ(t, x)|
εN/2
|∇uε,δ(t, x)|
εN/2−1
≤ Cε 2−N2 ‖∇uε,δ(t)‖L2 ≤ C + Cε
√
φ(δ).
for all t ∈ [0,∞) and for any ε ∈ (0, 1] and δ ∈ (0, 1]. Then, Lemma A.3 yields the assertion. 
Lemma A.6. Assume that (A.6) holds. Then, there holds
sup
δ∈(0,1]
sup
t≥0
|ξδ(t)| < +∞.
Proof. Since the energy functional Hδ(t) =
1
2 |ξδ(t)|2 + Vδ(xδ(t)) associated with (A.3) remains constant,
for any t ≥ 0, taking into account that Vδ ≥ 0, there holds
|ξδ(t)|2 = 2Hδ(t)− 2Vδ(xδ(t)) ≤ 2Hδ(t) = 2Hδ(0) = |ξ0|2 + Vδ(x0) ≤ C,
where the last bound is due to (A.6). This proves the assertion. 
Lemma A.7. Assume that (A.6) holds. Then
sup
δ∈(0,1]
sup
t∈[0,φ(δ)−1]
|xδ(t)| < +∞.
Proof. In light of Lemma A.6 and since φ(δ) ≥ 1 there holds
|xδ(t)| ≤ |x0|+
∫ t
0
|ξδ(s)|ds ≤ C + Ct ≤ C + C
φ(δ)
≤ C,
for all δ ∈ (0, 1] and t ∈ [0, φ(δ)−1], yielding the assertion. 
We now recall [15, Lemma 3.2] the following
Lemma A.8. There exist C0 > 1 and K0 > 0 with |ξ2 − ξ1| ≤ C0‖δξ2 − δξ1‖C2∗ if ‖δξ2 − δξ1‖C2∗ ≤ K0.
On account of (A.9) and Lemma A.4, for the family Ψε,δ we have the following energy splitting
E(Ψε,δ(t))− E (R) = ξδ(t) ·
(
mξδ(t)−
∫
RN
pε,δ(t, x)
)
+mVδ(xδ(t)) − 1
εN
∫
RN
Vδ(x)|uε,δ(t, x)|2 + Cε2φ(δ),
for all t ∈ [0,∞) and for any ε ∈ (0, 1] and δ ∈ (0, 1]. We shall now set
ηε,δ1 (t) := mξδ(t)−
∫
RN
pε,δ(t, x), η
ε,δ
2 (t) := mVδ(xδ(t))−
1
εN
∫
RN
Vδ(x)|uε,δ(t, x)|2,
Furthermore, if C0,K0 are the constants in Lemma A.8, let us set
M := sup
δ∈(0,1]
sup
t∈[0,φ(δ)−1]
C0|xδ(t)|+ C0K0.
In light of Lemma A.7, M > 0 is finite. Of course |xδ(t)| ≤M , for every δ ∈ (0, 1] and t ∈ [0, φ(δ)−1]. We
denote by χ a cut-off function such that χ = 1 on |x| ≤M and χ = 0 on |x| ≥ 2M . Finally, also set
ηε,δ3 (t) := mxδ(t)−
1
εN
∫
RN
xχ(x)|uε,δ(t, x)|2,
for every t ≥ 0. Taking into account Lemma A.6, we finally achieve the following
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Lemma A.9. Let uε,δ be the unique solution to problem (A.1)-(A.2) and let Ψε,δ the function defined in
formula (A.8). Furthermore, let us set ηε,δ(t) = |ηε,δ1 (t)| + |ηε,δ2 (t)|+ |ηε,δ3 (t)|. Then there exists a positive
constant C such that 0 ≤ E(Ψε,δ(t)) − E (R) ≤ Cηε,δ(t) + Cε2φ(δ), for every t ≥ 0.
Lemma A.10. The functions ηε,δi : [0,∞)→ R, i = 1, 2, 3 are continuous and
ηε,δ1 (0) = 0, |ηε,δ2 (0)| ≤ Cε2φ(δ), |ηε,δ3 (0)| ≤ Cε2,
for some C > 0 and for any ε ∈ (0, 1] and δ ∈ (0, 1].
Proof. We easily get ηε,δ1 (0) = mξ0 −
∫
RN
pε,δ(0, x) = mξ0 − ξ0
∫
RN
R2(x) = 0. Moreover, we have
|ηε,δ2 (0)| =
∣∣∣mVδ(x0)−
∫
RN
Vδ(x0+εx)R
2
∣∣∣ ≤ Cε2φ(δ), |ηε,δ3 (0)| = ∣∣∣mx0−
∫
RN
(x0+εx)χ(x0+εx)R
2
∣∣∣ ≤ Cε2,
in light of Lemma A.2. 
Let us introduce the time
(A.11) T ε,δ := sup{t ∈ [0, φ(δ)−1] : ηε,δ(s) ≤ µ, for all s ∈ (0, t)},
where, recalling (A.4), µ > 0 is a sufficiently small positive constant such that
(A.12)


Cηε,δ(t) + Cε2φ(δ) ≤ A,
for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that
0 < ε ≤ ε0 and 0 < δ ≤ δ0, where ε0, δ0 are small enough.
being A > 0 the constant which appears in the statement of Proposition 3.2 and C > 0 is the constant
which appears in the statement of Lemma A.9.
In this framework, by virtue of Proposition 3.2, we find families of functions θε,δ : [0, T ε,δ) → [0, 2π) and
ξε,δ : [0, T ε,δ)→ RN such that∥∥∥Ψε,δ(t)− eıθε,δR(· − ξε,δ)∥∥∥2
H1
≤ Cηε,δ(t) + Cε2φ(δ),
for all t ∈ [0, T ε,δ). Then, we get the following
Lemma A.11. There exist families of functions θε,δ : [0, T ε,δ)→ [0, 2π) and ξε,δ : [0, T ε,δ)→ RN with∥∥∥∥uε,δ(t)− e ıε (ξδ(t)·x+ϑε,δ(t))R
( · − xδ(t)
ε
+ ξε,δ
)∥∥∥∥
2
H1ε
≤ Cηε,δ(t) + Cε2φ(δ),
for all t ∈ [0, T ε,δ), where wε,δ := xδ(t)− εξε,δ and ϑε,δ(t) := εθε,δ(t).
We now aim to prove the following
Lemma A.12. Let uε,δ be the unique solution to (A.1)-(A.2). Then there exists a positive constant C with
‖ε−Nuε,δ(·, t)−mδxδ(t)‖C2∗ + ‖pε,δ(·, t)dx −mξδ(t)δxδ(t)‖C2∗ ≤ Cηε,δ(t) + Cε2φ(δ),
for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0.
Proof. Let uε,δ be the unique solution to problem (A.1)-(A.2). Then, in the spirit of [15, Lemma 3.4], it is
possible to prove that there exists a positive constant C, independent of ε and δ, such that
(A.13) ‖ε−Nuε,δ(·, t)dx−mδwε,δ(t)‖C2∗ + ‖pε,δ(·, t)dx −mξδ(t)δwε,δ(t)‖C2∗ ≤ Cηε,δ(t) + Cε2φ(δ),
for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0. Let us now prove that there
exists µ > 0 and a positive constant C, independent of ε and δ, such that
(A.14) |xδ(t)− wε,δ(t)| ≤ Cηε,δ(t) + Cε2φ(δ),
for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0. We follow the proof
of [15, Lemma 3.5]. Assuming that |wε,δ(t)| ≤ M for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that
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0 < ε ≤ ε0 and 0 < δ ≤ δ0 (up to further reducing the size of δ0), the assertion follows, since by the
definition of χ and (A.13),
|xδ(t)− wε,δ(t)| ≤ 1
m
∣∣∣ ∫
RN
xχ(x)
|uε,δ(t, x)|2
εN
−mwε,δ(t)
∣∣∣ + 1
m
ηε,δ(t)(A.15)
≤ C‖xχ‖C2‖ε−Nuε,δ(·, t)dx−mδwε,δ(t)‖C2∗ + Cηε,δ(t) ≤ Cηε,δ(t) + Cε2φ(δ),
for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0. Thus, it is left to show
that |wε,δ(t)| ≤ M for all t ∈ [0, T ε,δ) and (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0, up to further
reducing the size of δ0. On account of Lemma A.5, and arguing as in [15, p.183] there exists a constant C,
independent of ε and δ, such that for all t1, t2 ∈ [0, T ε,δ) with t1 < t2
‖ε−Nuε,δ(·, t2)dx− ε−Nuε,δ(·, t1)dx‖C2∗ ≤ C|t2 − t1| ≤ 2C
φ(δ)
,
yielding in turn by (A.13) and the definition (A.11)-(A.12) of T ε,δ
‖mδwε,δ(t2) −mδwε,δ(t1)‖C2∗ ≤ C
[
ηε,δ(t2) + η
ε,δ(t1) + ε
2φ(δ) +
1
φ(δ)
]
≤ Cµ+ Cε2φ(δ) + C
φ(δ)
.
Therefore, up to reducing the value of δ0, choosing µ > 0 sufficiently small in the definition of T
ε,δ,
we have ‖δwε,δ(t2) − δwε,δ(t1)‖C2∗ ≤ K0 for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that 0 < ε ≤ ε0
and 0 < δ ≤ δ0, where K0 is the constant appearing in the statement of Lemma A.8. By virtue of
Lemma A.8, it holds |wε,δ(t2) − wε,δ(t1)| ≤ C0‖δwε,δ(t2) − δwε,δ(t1)‖C2∗ ≤ C0K0. Since wε,δ(0) = x0, it
follows |wε,δ(t)| ≤ C0K0 + |x0| ≤ M , yielding the desired conclusion. As a consequence of (A.14), there
holds ‖δxδ(t) − δwε,δ(t)‖C2∗ ≤ |xδ(t) − wε,δ(t)| ≤ Cηε,δ(t) + Cε2φ(δ), for all t ∈ [0, T ε,δ) and all (ε, δ) ∈ V
such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0. This yields the assertion by (A.13). 
Lemma A.13. ηε,δ(t) ≤ Cε2φ(δ) for all t ∈ [0, T ε,δ) and all (ε, δ) ∈ V with 0 < ε ≤ ε0 and 0 < δ ≤ δ0.
Proof. We have
ηε,δ(t) ≤ Cε2φ(δ) +
∫ t
0
3∑
j=1
∣∣∣∣ ddtηε,δj (σ)
∣∣∣∣ dσ
We recall that, as known, the following identities holds∫
RN
∂
∂t
pε,δ(t, x) =
1
εN
∫
RN
∇Vδ(x)|uε,δ(t, x)|2, ∂
∂t
|uε,δ(t, x)|2
εN
= −divxpε,δ(t, x).
In turn, by Lemma A.12, we have∣∣∣∣ ddtηε,δ1 (t)
∣∣∣∣ =
∣∣∣mξ˙δ(t) + 1
εN
∫
RN
∇Vδ(x)|uε,δ(t, x)|2
∣∣∣
≤ ‖∇Vδ‖C2‖‖ε−Nuε,δ(·, t)dx −mδxδ(t)‖C2∗ ≤ Cφ(δ)ηε,δ(t) + Cε2φ2(δ),
for every t ∈ [0, T ε,δ) and all (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0. Then,∫ t
0
∣∣∣∣ ddtηε,δ1 (σ)
∣∣∣∣ dσ ≤ Cφ(δ)
∫ t
0
ηε,δ(σ)dσ +
∫ t
0
Cε2φ2(δ) ≤ Cφ(δ)
∫ t
0
ηε,δ(σ)dσ + Cε2φ(δ),
since t ≤ T ε,δ ≤ φ(δ)−1. Analogously, again by Lemma A.12, we have∣∣∣∣ ddtηε,δ2 (t)
∣∣∣∣ =
∣∣∣∣∇Vδ(xδ(t)) ·mξδ(t)−
∫
RN
∇Vδ(x) · pε,δ(t, x)
∣∣∣∣
≤ ‖∇Vδ‖C2‖‖pε,δ(·, t)dx −mξδ(t)δxδ(t)‖C2∗ ≤ Cφ(δ)ηε,δ(t) + Cε2φ2(δ).
Then, as t ≤ T ε,δ ≤ φ(δ)−1, we achieve∫ t
0
∣∣∣∣ ddtηε,δ2 (σ)
∣∣∣∣ dσ ≤ Cφ(δ)
∫ t
0
ηε,δ(σ)dσ +
∫ t
0
Cε2φ2(δ) ≤ Cφ(δ)
∫ t
0
ηε,δ(σ)dσ + Cε2φ(δ).
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The treatment of the term ηε,δ3 follows as in the proof of [15, Lemma 3.6] yielding, as t ≤ T ε,δ ≤ φ(δ)−1,∫ t
0
∣∣∣∣ ddtηε,δ3 (σ)
∣∣∣∣ dσ ≤ C
∫ t
0
ηε,δ(σ)dσ + Cε2 ≤ Cφ(δ)
∫ t
0
ηε,δ(σ)dσ + Cε2φ(δ).
Hence, by recollecting the previous inequalities, by virtue of Gronwall lemma and t ≤ T ε,δ ≤ φ(δ)−1, it
follows ηε,δ(t) ≤ Cε2φ(δ)eφ(δ)t ≤ Cε2φ(δ), concluding the proof. 
A.2. Proof of Theorem A.1. By Lemma A.13 and the continuity of ηε,δ, it follows T ε,δ = φ(δ)−1,
yielding ηε,δ(t) ≤ Cε2φ(δ), for every t ∈ [0, φ(δ)−1) and all (ε, δ) ∈ V such that 0 < ε ≤ ε0 and 0 < δ ≤ δ0,
up to reducing the value of ε0 and δ0. Hence,
(A.16)
∥∥∥uε,δ(t)− e ıε (ξδ(t)·x+ϑε,δ(t))R( · − xδ(t)
ε
+ ξε,δ
)∥∥∥2
H1ε
≤ Cε2φ(δ),
for all t ∈ [0, φ(δ)−1) and all (ε, δ) ∈ V with 0 < ε ≤ ε0 and 0 < δ ≤ δ0. Recall now that, since
wε,δ = xδ(t) − εξε,δ, in light of (A.14), we obtain |ξε,δ|2 ≤ Cε2φ(δ)2. Then, we can conclude that
‖R(·)−R(· − ξε,δ)‖2H1 ≤ C|ξε,δ|2 ≤ Cε2φ(δ)2. This combined with (A.16) yields
(A.17)
∥∥∥uε,δ(t)− e ıε (ξδ(t)·x+ϑε,δ(t))R( · − xδ(t)
ε
)∥∥∥
H1ε
≤ Cεφ(δ),
for all t ∈ [0, φ(δ)−1) and all (ε, δ) ∈ V with 0 < ε ≤ ε0 and 0 < δ ≤ δ0. Fixed T > 0 and arguing as in [15],
up to an error of size εφ(δ) in H1ε one can repeat the argument on the time interval [φ(δ)
−1, 2φ(δ)−1] and
so on. To cover the entire interval [0, T ] one therefore needs to add φ(δ)-times an error of size εφ(δ) in H1ε ,
yielding an overall error εφ2(δ) in H1ε , reaching the control
(A.18)
∥∥∥uε,δ(t)− e ıε (ξδ(t)·x+ϑε,δ(t))R( · − xδ(t)
ε
)∥∥∥
H1ε
≤ Cεφ2(δ),
for all t ∈ [0, T ] and all (ε, δ) ∈ V with 0 < ε ≤ ε0 and 0 < δ ≤ δ0. This concludes the proof.
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