A variety of bivariate fmite Markov chain models are employed in the performance analysis of computer and production systems. Many such chains have a skip-free structure in their row index and can be described as row-continuous. For such a row-continuous chain, systematic treatment of the states in a row as a probabilistic entity permits development of a rank reducing algorithmic procedure for calculating the ergodic probabilities of the states. The algorithmic procedure produces, as byproducts, dynamic information such as Hrst passage times, ergodic exit times and ergodic sojourn times, shedding additional light in understanding structural properties of row-continuous Markov chains. Many motivating examples are provided and some numerical results are exhibited. §O. Introduction A variety of finite Markov chain models are employed in the performance analysis of computer and production systems. Often such chains have so many states in their state space that algorithms for the study of the ergodic and traItsient behavior based on powers of the underlying Q-matrix fail. Some success with such problems has been obtained through the aggregation-dissagregation methods of Takahashi[18J, Takahashi and Takami[19J and Schweitzer[17J, and the matrix geometric result of Neuts[14,15J. The utilization of rows as probabilistic entities, pioneered by Neuts, is extended i~ this paper to address the ergodic and dynamic behayior sought both algorithmic ally and analytically.
§O. Introduction
A variety of finite Markov chain models are employed in the performance analysis of computer and production systems. Often such chains have so many states in their state space that algorithms for the study of the ergodic and traItsient behavior based on powers of the underlying Q-matrix fail. Some success with such problems has been obtained through the aggregation-dissagregation methods of Takahashi[18J, Takahashi and Takami[19J and Schweitzer[17J,  and the matrix geometric result of Neuts [14,15J . The utilization of rows as probabilistic entities, pioneered by Neuts, is extended i~ this paper to address the ergodic and dynamic behayior sought both algorithmic ally and analytically.
The work described, largely completed in 1980, and widely quoted since, has experienced unfortunate delays in publication. Many of the basic ideas have since been published by other authors, see e.g. [3J and [4J. The topic, however, is of fundamental importance, the presentation is unique, and a variety of applications and structural insights are exhibited. In particular the ideas in Section 5, the matrix polynomial representation theorems in Section 6 and the applications of Sections 1 and 7 are of interest. The authors are grateful therefore, for the opportunity to have the paper appear formally in a journal of quality which is accessible.
A variety of Markov chains in continuous time have for their state space a rectangular lattice of states B = {U, n) : 0 ::; j ::; J, 0::; n ::; N}. When the number of states (J + 1) (N + 1) is large, say larger than 100, evaluation numerically of the ergodic distribution, and moments of exit times from and entrance times to subsets of interest is costly and simulation is often resorted to. For many such chains, changes in column index j or row index n at transition epochs have values 0, + 1. The chains may then be described as column-continuous and rowcontinuous respectively. When such row-continuity is present, for example, systematic treatment of the row subsets of states as probabilistic entities provides a theoretical basis for the discussion of the chain. Algorithms for the description of the chain involving matrices of order J + 1, rather than (J + l)(N + 1), can then be developed better suited to the capacity constraints of computers. The procedure may therefore be described as rank reducing.
In the treatment of Neuts [14, 15] , the number of rows is infinite and the transition rates for the chain are independent of row index n, except near the boundary n = O. His methods are oriented largely toward the ergodic behavior of such chains. The present treatment is primarily directed toward finite Markov chains with transition rates depending on both J.
and n. The methodology permits the number of states in a row n to vary with n as the reader will see. It should be emphasized that the row or column orientation, natural for some systems, may be an effective tool for chain description even when no natural row or column meaning is present.
In the first section, the basic bivariate process is described and notation is developed.
Several motivating examples are given. Subsequent sections develop the methodology and algorithmic procedures, and discuss computer storage requirements and execution times. In a concluding section a tandem queue with Poisson arrivals, exponential service of different rates, multiple servers, and finite waiting rooms is presented. §1. 
The Bivariate Markov Process B(t) = [J(t), N(t)]
(1.1)
It will be convenient to work with the set of states {(i,n)} with common row index n as an entity, and to introduce the corresponding notation g~, g~, g~ to designate the transition rate matrices of order J + 1 by
We will also work with the matrix
and the diagonal matrix
In the same sp~rit we will employ the transition probability substochastic matrices of order J + 1 defined by
(1. 5) and state probability row vectors
(1.6)
The ergodic row vectors will be designated by
where e(j,n) = t~~P(j,n)(t). Laplace transforms will often be used, with the notation typical of subsequent usage,
(1.8)
We will also employ the notation of a matrix probability density function (p.d.f). fmn(r) ~ 0 for all rn, n, randb)
~kf::-'oofik(r)dr = 1 0 5:.j 5:. J.
Such matrices play an important role in processes defined on a Markov chain [11, 12] and in Markov renewal processes[1, 9, 16] . In our setting fmn(r) = 0 for r < O.
Examples To motivate the analysis that follows and indicate the prevalence of such row-continuous processes, some examples are appropriate. Transition diagrams for these examples are given in Figure 1 .1. is the number of half-finished items in the buffer. For this model, both ~~ and ~;; are diagonal with two non-zero elements. The transition rate matrix ~~ has a zero diagonal.
A. Contiguous Processes
[C] Tandem Queue The description of the ergodic and dynamic behavior we will develop is based upon the passage time densities for the bivariate process. To exploit the skip-free feature of row-continuous processes, the passage times between states of adjacent rows are treated as building blocks. The focus on a row of states as an entity then gives rise to a matrix probability density function describing the joint distribution between the time of arrival at the adjacent row and the state reached, as a function of state of origin. From the passage time p.d.f.'s for adjacent rows one can then describe regeneration times for the states of a row and hence the ergodic probabilities. This will be clearer from the details of the development.
To discuss the passage time densities it will be useful to work with the lossy process jn(t) for row n on the set {(j, n)} for which other states of 8 (i.e., other rows) are
where Q n is the Q matrix for the lossy process, Le.,
Note that ~nn(t) is strictly substochastic. Form (2.1) one then has for itnn(
3)
The chain B(t) is uniformizable [10] in the sense that there exists a positive constant
we have from (2.3)
To proceed further, we require the passage time densities and some associated notation.
Let s~:jk(T) be the joint probability density that, given one starts at (j,n), a) the row 
The skip-free feature of the row-continuous processes provides a recursion between the upward passage time p.d.f.'s ~(r), and a recursion between the downward passage time p.d.f.'s ~~(r). There are direct matrix counterparts to those present for birth-death processes with J = {a}. The recursion is based on an argument similar to that employed in [7, 8, lOj . For N(t) to go from n to n + 1, it must either do so directly after motion on row n, or there must be a first downward transition to row n -1, a first subsequent return to row n, and then a first subsequent arrival at row n+ 1. A probabilistic argument based on this then gives our basic recursive equation
where the asterisk denotes convolution in time. That is, ~(t)
Consequently, from (2.7) and (2.4), we have
If we solve (2.8) for g~ (8) and use (2.5), we obtain
When n = a one has from ~t(t) = ~o(t)~ and (2.5) that
Equations (2.9) and (2.10) can be used to generate g~ (8) recursively. Similar equations generate g~ (8) recursively from giV(8), see(4.2). By letting 8 = a we obtain: (2.11) and (2.12)
Similar relations for !~ are given in (4.4). Differentiation of (2.9) and (2.10) with respect to 8 at 8 = a leads to the following relations for the mean first passage times:
(2.13) and (2.14)
We note that both ~~ and (~~ + ~; + ~~) are stochastic. Since ~~ is not a zero matrix because of irreducibility, the matrix (~~ + ~; ~~-l) is strictly substochastic, its spectral radius is less than one, and Ll: -~~ -~;~~-l] is invertible. One may therefore obtain ~~ from (2.11) and ~~ from (2.13). We also see that Q, S ~(s) S ~~ and I//(s + 1/) S 1 for S > 0 real. Hence [1; -(8~V){~~ + ~;g~_l(s)}] is invertible for S 2: 0 real. Therefore (2.9) may be used to obtain gn +(8).
Of frequent interest in applications is the matrix passage time p.d.f. ~n (r) describing the distribution of the time at which row n is first reached given a start at row O. Specifically ~n(r) is [SOn:ij(r)] where SOn:ij(r) is the joint probability density that the set {(j, n) : j E J} is visited for the first time at (j, n) and the time of first arrival is r, given a start at (0, i). A simple probabilistic argument shows that
This will be discussed further in Section 6. §3.
Ergodic Probabilities
We can now use the passage time densities of Section 2 to find the ergodic probabilities. The basic probabilistic argument for finding the transition probabilities from the passage times goes as follows. If one is in row n at time 0, to be in row n at time t, either a) one never left row n; b) one went to row n + 1 before row n -1, returned to row n for the first time subsequently, and was in row n at time t, possibly after further wanderings; or c) one went to row n -1 before row n + 1, etc. as in b).
Consequently, one has, for the cases 0 < n < N, n = 0, and n = N respectively, and e:NN(t) = gNN(t) + I/gNN(t)~N * ~iv-l (t) * e:NN(t). One then finds, from (2.5), that ()
To show that the matrix expressed within brackets is in fact invertible, we let
(3.6)
Note that (~~ + ~~ + ~;) is stochastic, and further (3.7)
Therefore each row of en (8) 
we immediately obtain (3.8) for all nE N.
To find!!.~ we must evaluate lim 8Z[ (8) = 1e~. In [9] it is shown that (3.10) one has !:.~ = rn~n ifn so that
Hence, from (3.16), one sees that
One may start with an arbitrary positive mbO and then normalize at the end. More specifically, and mbO > 0 , arbitrary
nEJJ mbn §4. Summary of Computational Procedures (3.20)
A tabulation of the key results obtained in the previous sections is given to provide an overview of the formalism, and ease of access to the formulae needed for implementation.
(4.1) The computational procedure outlined in Section 3 and 4 is a rank-reducing procedure. The procedure can further be improved by using set balance on the state space, when mean passage times are not needed. A still greater improvement can be realized when the ~ (or g~) are invertible for all n. We have seen in Section 1 that the required invertibility is often present.
Row-Continuous Finite Markov Cluzins
To exhibit row balance, some preliminary tools are needed.
Lemma 5.1 We see that when the ergodic distribution is desired, and this invertibility present, the ~'!: are available recursively via (5.5). In such a case, one needs to calculate only one eigenvector (~ro) in order to obtain the other ~'!: recursively. Even when neither set is invertible, set balance can be used to normalize the ifn' as described at the end of Section 3. We are now ready to prove our basic result regarding the set balance.
Theorem 5.4 (Row Balance)
We recall that ~~1 = 1-(g~ + ~)l and ~1 = 1-~l. Combining this with Lemma 5.1 we obtain
The theorem now follows by induction.
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. §6. The Matrix Polynomial Representation of ~n(s)
Important information on the dynamical behavior of a Markov chain is contained in the spectral structure of its first passage time densities. Knowledge of this structure, and that of the related relaxation time, is essential when one wishes to use the ergodic distribution [10] . In this section, we discuss a representation of gmn(s) in terms of matrix polynomials, where the set of poles of gmn(s) corresponds to spectral lines.
Our approach closely parallels the work done on one-dimensional birth-death process in [5, 6] and [7, 8, 10] . This representation will be used to discuss the structure of ~On(T) and simple related results. We also indicate how this representation may be used, in principle, to obtain the relaxation times.
Theorem 6.1 If ~~ is non-singular for all n, let 
-d!:M+1
We note that the recursion relation (6.1) implies that Q (s) __ is a polynomial in s of 
Proof:
We observe from Theorem 6.1 that 
=mn -mn
We note that
Thus, calculation of Q (0), and Q' (0) is sufficient to give ~ and J1, directly.
= =n -mn =mn The matrices Q (0) and Q' (0) can be calculated recursively using (6.1) and (6.6) =n =n at s = O. Knowledge of the matrices allows us to evaluate the mean ergodic exit time
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and mean stationary sojourn time, two useful measures of the dynamical behavior of the queue [10] . Both are defined with respect to a partition of the state space into two disjoint connected sets, called the good set and the bad set. The ergodic exit time is the time required to leave the good set given that the system has reached its stationary state and is in the good set. Let a partition of the state space be defined by,
Since entry into Bm is at row rn, the mean ergodic exit time from Gm, denoted by ILEm, is given by (6.14) Using Theorem 6.3, this then leads to (6.15) The stationary sojourn time from Gm is the time required to first leave the good set given that the system was stationary and a transition into the good set from the bad set just occurred. The mean stationary sojourn time ILvm is given by (6.16) This can be rewritten in a simpler form using a well known result [10] as ILVm = ~oo(~ BmGm where P oo ( Gm) is the total ergodic probability on the set Gm, and iBmG m is the ergodic probability flow from Bm to Gm. It then follows that ( 
6.17) §7. A Tandem Queue Example
A tandem queue is a queueing system with distinct service facilities connected in series, i.e. the customer output stream of the first facility is the input stream of the second [13] . To illustrate the algorithmic procedure we have developed, one such tandem queue will be analyzed. The example selected has been chosen primarily for didactic reasons. A more complex and realistic example could have been analyzed with little increase in computational time.
The tandem queue evaluated is a two server series queue with blocking and finite buffers, see Section 1, Example C. The first service facility has 8 buffer slots and 4 servers. The second facility has 4 buffer slots and 5 severs. A flow diagram is given in Figure 7 .1.
The corresponding rate matrices are given in Figure 7 .2. When the first queue is full, customers balk and go elsewhere. When the second queue is full, the first queue stops serving until a space at the second facility becomes available. The model can easily be modified to allow different types of blocking, and features such as feedforward, feedback, etc.
In Figure 7 .1 the occupancy level at the first facility is given by the coordinate i which corresponds to the number of people in service or waiting there. The occupancy level at the second facility is given by the coordinate n. The blocking may be seen in the absence of the transition rates associated with 1-'1 on the top row. Figure 7 .2 displays the three matrices ~~, ~,and~;; when n = 3. The matrix ~~ is upper diagonal for all n. The only transitions which have no impact on the second queue are the arrivals (at rate >.) to the first queue, which increase that occupation level by one. The matrix~;; is diagonal, with diagonal elements 1-'2 = min{n, k2} where k2 is the number of servers in the second service facility. Finally, ~~ is lower diagonal. Increases in queue length at the second service facility are caused by departures from the first facility.
The results are shown in The ergodic probabilities may be useless when system parameters change before ergodicity is reached. The information contained in the first passage times may then be helpful. The ergodic distribution, for example, might cause concern over large probabilities of saturation, blocking, long waiting times and so on. From the last table in Figure  7 .5 describing the mean first passage times from idleness, we see that the mean time to saturation is on the order of 4 days provided that our time scale is in hours. If this queue modeled a system that starts anew each day, one would be less inclined to worry.
The tables in Figure 7 .4 give, for differing levels, the mean sojourn time, i.e., the mean time spent above a certain level after the level is reached. This gives a feeling, for example, for the persistence time in a congested state. The first two tables in Figure 7 .5 present mean first passage times one step upward (downward). The (i, n) entry in the table is the mean time to go from (i, n) to a state in the row n + 1 (n -1). Again, the effect of blocking is noticeable in the drop off (for the upward table) of the passage time with increasing values of i. - -----------------------------_._----------------------------------------------------- ._. ---------._------------------------------------------------------------------------------------------------------------------- 
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