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Abstract 
Since oxidative stress is known to be the basis for numerous severe pathologies, from 
cardiovascular and neurodegenerative disorders to cancer, the development of effective 
antioxidant agents from natural origin has been the object of vigorous research in the last decade, 
in view of establishing novel chemopreventive strategies against these diseases, which are 
nowadays the main cause of death worldwide. 
Chromone derivatives, namely flavones and isoflavones, are among these naturally 
occurring compounds. They are phytochemicals, present in significant amounts in a normal 
human diet, being responsible for the health benefits of the so-called Mediterranean Diet. In 
fact, they are known to exert a wide range of biological activities – such as anti-inflammatory, 
antifungal, antimicrobial, antiviral, antitumour or anticancer – mainly due to their well-
recognised antioxidant properties, which stem from their ability to neutralise active forms of 
oxygen and to avoid free radical processes, thus preventing cell damage due to deleterious free 
radical species. These potential health benefits arising from the antioxidant activity of chromone 
derivatives are ruled by strict structure-activity relationships (SAR). 
In order to establish reliable SAR´s for this kind of systems, a series of chromone 
derivatives, including flavones and isoflavones, were investigated as to their conformational 
preferences by vibrational spectroscopy – Raman, Fourier transform infrared (FTIR) and 
Inelastic Neutron Scattering (INS) – combined to Density Functional Theory (DFT) and Plane-
wave (PW) calculations. 
The use of theoretical methods allowed to assess the conformational behaviour of these 
compounds, as well as to predict the spectral features of their distinct possible conformers. 
Regarding the compounds´ main structural preferences, the chromone core has been shown to be 
essentially planar, while the aromatic ring B deviates from planarity as a function of the 
substitution pattern. Also, the hydroxylic groups within this structure, as well as those at the C7 
position, have been shown to occur in distinct orientations in the solid state. Additionally, a 
Natural Bond Orbital (NBO) analysis was performed, including the calculation of the second-
order perturbation energies and orbital occupancies, in order to evaluate the stabilisation due to 
the donor–acceptor orbitals´ interactions, which are particularly important in highly delocalised 
electronic systems as the ones presently investigated. Parameters such as the Spin Density, pKa 
and Bond Dissociation Enthalpies associated with the corresponding radical species´ formation, 
have been theoretically predicted and compared with the free radical scavenging ability of the 
chromone derivatives, evaluated through the standard 2-diphenyl-1-picrylhydrazyl (DPPH) test.  
A Surface Enhanced Raman Spectroscopy (SERS) study was conducted, in order to assess 
the ability of these compounds to function as electron acceptors in charge transfer (CT) 
 	   xii	  
processes. For this purpose, SERS intensities under CT resonant conditions have been predicted 
by dedicated theoretical approaches, enabling to verify the occurrence of CT processes in these 
molecules, by comparison with the experimental SERS spectra. This is of the utmost importance 
for understanding the mechanism through which these chromone derivatives exert their 
antioxidant capacity. Three of the tested compounds – fisetin, luteolin and quercetin – were 
shown to act as effective antiradicals, an activity strongly dependent on the 3-hydroxyl group for 
flavonols, and on the catechol group for the compounds possessing this group. 
Furthermore, with a view to develop a Raman-based antioxidant activity evaluation test, 
the autooxidation process of linoleic acid was monitored by Raman spectroscopy, and the 
observed changes were assessed in the light of the DFT results gathered for the pure fatty acid 
and its main oxidation products. 
INS experiments were particularly useful for detecting intramolecular hydrogen-type close 
contacts in these systems, chromone-3-carboxylic acid showing to display a particularly strong 
intramolecular hydrogen bond interaction (H-bond), which explains its singular conformational 
behaviour and abnormally high pKa value. 
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Resumo 
Devido ao facto do stress oxidativo ter vindo a ser relacionado com diversos estados 
patológicos graves, desde doenças cardiovasculares e neurodegenerativas a cancro, o 
desenvolvimento de agentes oxidantes mais eficientes, a partir de compostos de origem natural, 
tem sido alvo de pesquisa intensa na última década, com o objectivo de desenvolver novas 
estratégias de prevenção de várias patologias que constituem presentemente algumas das 
principais causas de morte em todo o mundo. 
Os derivados cromónicos, nomeadamente as flavonas e isoflavonas, estão entre este rol 
de compostos de origem natural. Estes fitoquímicos, presentes em quantidades significativas 
numa dieta humana normal, têm sido ultimamente associados aos benefícios da chamada dieta 
mediterrânica. De facto, tem-lhes sido reconhecido um vasto leque de actividades biológicas - 
anti-inflamatória, antifúngica, antimicrobiana, antiviral, anti-tumoral e anticancerígena – estando 
estas geralmente relacionadas com a sua reconhecida actividade antioxidante, que advém da sua 
capacidade para neutralizar espécies reactivas de oxigénio (ERO´s), evitando assim processos 
nocivos induzidos por radicais livres, nomeadamente a nível celular. Estes potenciais benefícios 
para a saúde humana devidos à actividade antioxidante deste tipo de compostos, são regidos por 
estreitas relações estrutura-actividade (REA´s). 
Com o objectivo de estabelecer REAs rigorosas para este tipo de sistemas químicos, as 
preferências conformacionais de uma série de derivados cromónicos, incluindo flavonas e 
isoflavonas, foi estudadas utilizando espectroscopia vibracional - Raman, infravermelho e INS - 
combinadas com métodos teóricos ao nível DFT e PW.  
O uso de métodos teóricos permitiu a avaliação das preferências conformacionais destes 
compostos, assim como a previsão das características dos espectros vibracionais para as distintas 
conformações possíveis dos mesmos. No que diz respeito às principais características estruturais 
destes compostos, verificou-se que o esqueleto cromónico é essencialmente planar, enquanto o 
anel aromático B se desvia da planaridade em função do padrão de substituição particular de 
cada composto. Verificou-se também que os grupos hidroxilo presentes no anel B, assim como 
na posição C7, podem ocorrer em distintas conformações no estado sólido. Adicionalmente, foi 
levada a cabo uma análise NBO, incluindo o cálculo das energias de perturbação de segunda 
ordem e da ocupação das orbitais, com vista a avaliar o efeito estabilizador devido às interacções 
do tipo orbital doadora - orbital aceitadora nestas moléculas, que constituem sistemas químicos 
com uma elevada deslocalização electrónica pelo que este feito assume especial importância. 
Parâmetros como a densidade de spin, pKa e as entalpias de quebra de ligação associadas à 
formação das espécies radicalares foram igualmente previstos por métodos teóricos e 
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comparados com a actividade antioxidante destes compostos, determinada experimentalmente 
através do método padrão do DPPH. 
 Tendo em vista a avaliação da capacidade destes compostos para actuarem como 
aceitadores de electrões em processos de transferência de carga, foi levado a cabo um estudo por 
SERS, tendo as  intensidades SERS, numa condição de ressonância electrónica, sido simuladas 
através de métodos teóricos, permitindo a detecção da ocorrência de processos de transferência 
de carga através da comparação destas intensidades com as observadas nos espectro SERS 
experimental. A avaliação da ocorrência deste fenómeno assume especial importância no que diz 
respeito à compreensão do modo como estas moléculas actuam como antioxidantes. Três dos 
compostos estudados - fisetina, luteolina e quercetina - mostraram importante actividade como 
supressores de radicais, uma actividade que depende fortemente da presença do grupo 3-
hidroxilo, para o caso dos flavonóis, e do grupo catecol, nos compostos que o contêm na sua 
estrutura. 
Adicionalmente, e tendo em vista o desenvolvimento de um teste de avaliação de 
actividade antioxidante através da espectroscopia de Raman, o processo de auto-oxidação do 
ácido linoleico foi monitorizado por esta técnica, e as correspondentes alterações espectrais 
analisadas com base em cálculos DFT, realizados tanto para o ácido gordo puro como para os 
seus principais produtos de oxidação. 
As experiências de INS mostraram ser particularmente úteis para a detecção de pontes de 
hidrogénio intramoleculares que ocorrem nestes sistemas, com a cromona-3-ácido carboxílico a 
revelar a presença de uma ponte de hidrogénio intramolecular particularmente forte, que explica 
o valor de pKa anormalmente alto verificado para esta molécula. 
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Resumen 
Debido a que la tensión oxidativa es conocida por ser la base de numerosas patologías 
graves, desde desórdenes cardiovasculares y neurodegenerativos a cáncer, el desarrollo de 
agentes antioxidantes eficaces de origen natural ha sido objeto de intensa investigación en la 
última década, con la intención de establecer nuevas estrategias quimiopreventivas frente a estas 
enfermedades, que son hoy en día la principal causa de muerte a nivel mundial. 
Los derivados de la cromona, como las flavonas e isoflavonas, se encuentran entre los 
compuestos naturales indicados. Son fitoquímicos presentes en cantidades significativas en una 
dieta humana corriente, y los responsables de los efectos beneficiosos para la salud de la 
conocida como dieta mediterránea. Se las conoce, de hecho, por mostrar un amplio abanico de 
actividades biológicas - tales como antiinflamatorias, antifúngicas, antimicrobianas, antivirales, 
antitumorales o anticancerígenas – principalmente debido a su capacidad de neutralizar formas 
activas del oxígeno y evitar procesos por radicales libres, previniendo de este modo el daño 
celular causado por especies radicales malignas. Dichos efectos beneficiosos para la salud 
derivados de la actividad antioxidante de los derivados de cromona son regidos por estrictas 
relaciones estructura-función (SAR, por sus siglas en inglés). 
Para establecer las SAR de este tipo de sistemas, se ha investigado una serie de derivados 
de cromona, incluyendo flavonas e isoflavonas, mediante espectroscopía vibracional – Raman, 
FTIR and INS – combinada con cálculos por DFT y PW. 
El empleo de métodos teóricos permitió establecer el comportamiento conformacional de 
dichos compuestos, así como predecir las características espectrales de los posibles confórmeros. 
Teniendo en cuenta las preferencias estructurales de los compuestos, el núcleo de la cromona 
resultó ser básicamente plano, mientras que el anillo aromático B de desvía de la planaridad en 
función del patrón de sustitución. Asimismo, se ha observado que los grupos hidroxilo de esta 
estructura, junto con aquellos en la posición C7 aparecen en distintas orientaciones en estado 
sólido. Se llevó a cabo, además, un análisis NBO incluyendo el cálculo de las energías de 
perturbación de segundo orden y la ocupación orbital, con el fin de evaluar la estabilización de 
las interacciones dador-aceptor de los orbitales, que son de particular importancia en sistemas 
electrónicos muy deslocalizados como los investigados en el presente trabajo. Parámetros como 
la Densidad de Spin, el pKa y la Entalpía de Disociación de Enlace asociada a la formación de 
las correspondientes especies radicales han sido predichos teóricamente y comparados con la 
capacidad de inhibición de los derivados de cromona obtenidos mediante un test estándar DPPH.  
Se llevó a cabo un estudio SERS para establecer la capacidad de dichos compuestos 
como aceptores de electrones en procesos de transferencia de carga (TC). Con este propósito, las 
intensidades SERS en condiciones de resonancia por TC se predijeron mediante aproximaciones 
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teóricas, permitiendo verificar la capacidad de transferir carga de estas moléculas, por 
comparación con los espectros SERS experimentales. Este estudio es de gran importancia para 
comprender el mecanismo a través del cual estos derivados de cromona ejercitan su acción 
antioxidante. Tres de los compuestos estudiados (fisetina, luteolina y quercetina) demostraron 
actuar eficientemente como antirradicales, y dicha actividad resultó ser fuertemente dependiente 
del grupo 3-hidroxilo de los flavonoles, así como del grupo catecol.  
Además, en vistas a desarrollar un nuevo examen de evaluación de actividad antioxidante 
basada en espectroscopía Raman, se estudió el proceso de autooxidación del ácido linoleico 
mediante esta técnica. Los cambios observados se explicaron a la luz de los resultados de los 
cálculos DFT obtenidos para el ácido graso puro y sus productos de oxidación principales. 
Por último, los experimentos de INS resultaron de particular utilidad para la detección de 
contactos cercanos intramoleculares tipo enlace de hidrógeno, destacando en este aspecto el 
ácido cromona-3-carboxílico, que presenta un enlace de hidrógeno particularmente fuerte, lo que 
explica su característico comportamiento conformacional y su valor de pKa anormalmente alto. 
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1.  Introductory Remarks 
 
“Don't fear failure. — Not failure, but low aim, is the crime. In great attempts it is 
glorious even to fail.” – Bruce Lee 
 
1.1. Aims and Motivation 	  
The chromone derivatives constitute a vast family of natural compounds widely 
distributed in the plant kingdom, recognised to display a wide array of interesting biological 
activities. These include remarkable activity against numerous human diseases, including cancer, 
concomitantly with a recognised antioxidant activity, which has lately been related to the health 
benefits of a regular consumption of fruits and vegetables. Despite this wide range of beneficial 
activities and the amount of work developed in the last years on these chemical systems, a lack 
of understanding of its mechanism of action prevails. Actually, their most reported and 
established activity – antioxidant capacity – is far from explaining all the distinct biological roles 
assigned to these compounds, although being clearly related with its benefits, which are mainly 
due to these compound´s ability to prevent the harmful effects of the active radical species. 
 Therefore, the assessment of the structural preferences for these compounds is an issue of 
unquestionable importance, essential for the establishment of reliable SARs, which have to be 
supported by accurate structures. In fact, the main purpose of the full conformational analysis 
presently undertaken for these compounds is to lay the grounds for the establishment of clear 
SARs for these systems, which will hopefully lead to the rational design of new bioactive 
chromone-based compounds. 
The present study aimed at assessing the structure and conformational preferences of a 
series of substituted chromone derivatives, with a view to gather a general overview of the 
influence of the distinct functional groups on this behaviour. The main goal was to obtain 
concrete data on the compounds´ structural features, while a series of physical-chemical 
parameters, related with their potential biological activities, were also predicted by theoretical 
methods. Concomitantly the antioxidant activity has been measured for the complete set of 
compounds under study, in an effort to retrieve useful SAR´s from the comparison between these 
experimental properties and the structures obtained by spectroscopic and theoretical methods. 
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1.2. Outline 
 
Moreover, in order to pave the way for the future development of a Raman-based 
antioxidant activity assay, the autooxidation process in linoleic acid was monitored by Raman 
In order to proceed with the description of the chemical systems - chosen according to 
the information gathered in Paper I - a conformational analysis was performed through 
vibrational spectroscopy – Raman (including SERS), FTIR and INS - coupled to quantum 
mechanical calculations at the DFT level. This study allowed to assess the structural features 
displayed by the compounds, through comparison between the experimental spectral features and 
those predicted by the theoretical calculations for the distinct conformers (Papers II and 
4.C). Additionally, spectroscopical studies were also carried out for the compounds in solution, 
with a view to determine the corresponding intra- vs intermolecular H-bonding profiles, a 
task for which INS is an undeniably suitable technique (Paper II). 
The first step of the present study was a review of the state-of-the-art on these bilogically 
relevant systems, particularly regarding their distinct substitution patterns. In fact, a great deal of 
work has been developed in the last few years, concerning distinct derivatives from this family 
of compounds, these studies being compiled within a work published in the form of a mini-
review (Paper I). All original research work undertaken for the preparation of this thesis is 
presented in the form of scientific papers, the vast majority being already published or accepted 
for publication (Papers II, IV and V) in peer-reviewed dedicated scientific journals. 
Since these chromone derivatives have been mainly studied as potential antioxidant 
compounds – an activity often related with anti-inflammatory and even anti-carcinogenic 
properties – their ability to act as electron scavengers has been evaluated in a SERS-CT study, 
which allowed to assess the capability of these compounds to intervene in charge transfer 
processes  (Paper  IV).  For  this  purpose  the  SERS  intensities  in  electronic  resonance 
conditions were predicted, using a methodology developed at the University of Malaga 
(Spain)  and  compared  with  the  experimental  SERS  intensities,  thus  allowing  to  detect  the 
possible presence of an extra-electron within the molecule during the experiment (Paper IV). 
Furthermore, several physico-chemical parameters were predicted for these molecules, such as 
pKa  (Paper  II),  bond  dissociation  enthalpies  (associated  with  the  formation  of  a  radical 
species)  and  spin  densities  (Paper  IV).  These  parameters,  calculated  for  the  possible 
distinct  conformations  and radical  forms,  were  compared  to  the  experimental  antioxidant 
activities of the  distinct  compounds  –  measured  by  a  standard  method  (DPPH)  –  with  the
 purpose  of unveiling the relationship between structure and activity (Paper IV). 
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Finally, the main conclusions retrieved from the published work are summarised, in order 
to gain a general perspective on the conformational behaviour and properties of the molecules 
under investigation. Some future trends for research on these health-beneficial compounds are 
also pointed out, at the very end of this thesis. 
spectroscopy (Paper V). At present, this procedure has been solely undertaken for the fatty acid, 
which will constitute the oxidation substrate in future studies involving the addition of 
potentially oxidant compounds. 
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2.  Introduction 
 
“If you know the enemy and know yourself, you need not fear the result of a hundred battles. If 
you know yourself but not the enemy, for every victory gained you will also suffer a defeat...” 
- Sun Tzu 	  
2.1. The Chromone derivatives 	  
2.1.1. Chromones as Bioactive Agents 
 
Mankind has always looked to his environment, searching for ways of healing wounds, 
treating diseases, or for potential health benefits such as larger longevity or even the “eternal 
life”. In this pursuit, plant and animal extracts or minerals have been employed for the 
production of teas, or blended with a view to produce all kinds of ointments and syrups, often 
regarded as magical potions, used in wizardry or religious mystical ceremonies. 
All this information, gathered over thousands of years, on the use of natural substances, 
gave rise to what is commonly known as traditional medicine, and although jumbled with 
witchery and mystical roles for centuries, precious knowledge has been collected. Nowadays, 
homeopathy is also gaining supporters, and more and more people favour the use of teas and 
traditional medicinal plants (e.g. honeybee propolis) over modern medical treatments and 
medicines. In fact, traditional medicine constitutes an important heritage, providing the 
description of many vegetal species, so as of its properties. That knowledge is nowadays being 
regarded as a prospective source of new bioactive non-toxic compounds.  
In modern taxonomy, in turn, it is the chemical content of one or more vegetal species 
that usually determines if they can be regarded as either distinct species from a same family, 
distinct varieties from the same species or if they are totally unrelated. Li and co-workers, for 
instance, have recently determined the polyphenolic content of 89 varieties of tea plants [1], in 
order to classify them according to their taxonomy, within a new scientific area known as 
chemotaxonomy. 
From the large diversity of compounds identified from natural sources, vitamins are the 
most well known. They were discovered, isolated and fully characterised in the 20th century, 
being recognised as essential nutrients for humans, although present in small amounts in food 
and therefore consumed in tiny daily intakes. Besides this particular case, there are other types of 
biological relevant compounds available in Nature for which we still do not know the structure, 
function and possible health benefits. Examples of these are biogenic polyamines, synthesised in 
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most cells, and polyphenols, a major class of phytochemicals. Regarding the former, a great deal 
of work has been developed since polyamines are related to the regulation of desoxyribonucleic 
acid (DNA) synthesis, cell division and differentiation, hence playing an important role in 
carcinogenesis [2-9]. Chemically modified polyamines [10] and metal complexes (e.g. with 
Pt(II) or Pd(II)) have therefore been prepared and showed to be promising chemotherapeutic 
agents against cancer [11]. Polyphenols encompass a large diversity of compounds sharing a 
common structural feature – one aromatic ring with one or more hydroxyl substituent groups. 
Some elements of this large set can be highlighted, due to their abundance and biological 
interest, namely: pyrocatechol; phenolic acids (e.g. gallic acid, cinnamic acid) and their 
derivatives (e.g. esters and amides such as caffeates); and a large variety of benzopyran-derived 
compounds, from coumarins to chromones. Among the latter, flavones, isoflavones, (Figure 2.1) 
and flavonols (Figure 2.2) are the most prominent as to their biological activity, interesting 
properties having been unveiled in the last few years apart from their well established 
antioxidant activity, from anti-inflammatory, antispasmodic, neuroprotective and 
anticarcinogenic, to antiviral, antibacterial and even preventors of cardiovascular distress [12-
16]. Although flavones and its derivatives are often referred to as flavonoids, it has to be 
regarded that this designation refers to a larger group that besides flavones encompasses distinct 
compounds such as anthocyanidins, flavanols and flavanones.  	  
	  
Figure 2.1 – Representation of chromone (A), flavone (B) and isoflavone (C). 
 
The vibrant colours of berries are due to the presence of large amounts of 
phytochemicals. Flavonoids make blackberries purple-black, blueberries deep blue, and 
strawberries and raspberries rosy red. Furthermore they seem to have anti-fungal properties, slow 
or prevent damaging oxidation, thus protecting cells from carcinogens precursor lesions. The 
most studied flavonoid is quercetin (Figure 2.2), abundant in onions, wine, and tea. Other 
flavonoids available to the human body from food include isoflavones, found primarily in 
soybeans [17].  	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While some of these compounds´ beneficial properties are directly related to their 
antioxidant capacity, which is known to be strongly related with the presence of a phenol or a 
catechol moiety, other newly disclosed activities are being linked to specific mechanisms of 
action. For instance, isoflavones can act as phytoestrogens due to their similarity with estradiol 
[18], flavonol´s cardioprotective capacity, namely from quercetin (Figure 2.2), has been related 
to a specific inhibition of matrix metalloproteinase-9 (MMP-9) [19], and the anticancer activity 
of both flavones and flavonols (Figure 2.2) is associated to induction of apoptosis through 
enzymatic processes [20]. 
Either acting as antioxidants, free radical scavengers, metal chelators or through other 
specific mechanisms, the common feature of these compounds – the chromone nucleus – plays a 
fundamental role. This structural pattern is crucial for the stabilisation of the molecular radical 
originated during the reduction step [21], and the different substitution profiles of the chromone 
skeleton give rise to distinct biological properties. 
Chromone and chromone derivatives have therefore motivated great interest within the 
medicinal chemistry field, the chromone moiety being the essential component of 
pharmacophores of a large number of bioactive molecules. A wide range of biological activities 
has been reported for these substances, such as antimicrobial [22] and antifungal [23-30], anti-
inflammatory [23,31-35], immunostimulatory [36], Human immunodeficiency virus (HIV) 
inhibitory [37,38], anti-mutagenic [39], anti-proliferative [20,36,40-47], inductive of apoptosis 
[48-50] and cell-cycle arrest [51] angiogenesis inhibitor and reversion of multidrug resistance 
[20,52]. Other known relevant functions of this group of compounds include antiplatelet 
aggregation [32,53], anti-arthritic [54] and anti-psychotic [55] effects, hypolipidemic activity 
[56], neuroprotection [57] and selective sigma receptor binding. 
Figure 2.2 – Molecular structure of quercetin, and schematic representation of flavonols- a chromone with a 
phenyl group in position 2, plus an hydroxyl group in position 3. 
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Apart from the recognised antiproliferative properties of chromones, they were found to 
be able to improve the efficiency of conventional anticancer drugs, upon co-administration 
(adjuvant therapy) [58]. Clinical evidence shows that oncological patients to whom phenolic 
antioxidants were administered on a regular basis exhibited a higher tolerance to chemotherapy 
and a longer life-span (coupled to a better quality of life) [59].  
Furthermore, it should also be mentioned, that complexes of these kind of compounds, 
with metal ions, have recently received attention, with some of them showing interesting 
biological activities, being successfully used in a range of pathologies such as diabetes mellitus, 
bacterial infections, certain types of cancer and neuro- degenerative diseases (e.g. Huntington's 
disorder) [13]. Actually, this kind of complexes is sometimes displaying even more biological 
activity than chromones and its derivatives alone. 
 
2.1.2. Chemoprevention versus Chemotherapy 
 
Chemoprevention is based on the concept that a large period (of many years) may elapse, 
since a precursor lesion becomes invasive, during the process of carcinogenesis, and also that the 
appearance of these kinds of lesions can be avoided by changes in life-style, such as in diet.  This 
latter fact creates the prospect of intervening preventively with a wide range of agents, such as 
vitamins and minerals, and including other classes of compounds from micronutrients to 
phytochemicals, or even synthetic compounds, in order to actively prevent the appearance of 
precursor lesions, and consequently, neoplasia. Even though some changes in diet are generally 
sufficient to provide an adequate intake of antioxidant and chemopreventor compounds, in the 
case of individuals at average to high risk of cancer, an active comsumption of these kind of 
compounds, the so-called nutraceuticals, is recommendable, therefore urging for the 
identification of chemopreventive agents, with minor, or virtually no side effects. Additionally it 
has to be regarded that, if the probability of important side effects is large enough, some 
potential chemopreventive agents may be unacceptable for use in low- to moderate-risk 
individuals, which brings to light the problem of the unregulated comsumption of enriched food 
supplements and nutraceuticals, that has been verified nowadays [60,61].  
In order to test potential cancer-inhibitory effects of specific agents, randomized clinical 
trials have to be undertaken, with the large numbers of participants that have to be enrolled in 
order to allow detection of an important effect, constituting the major challenge for chemo- 
prevention trials. Several agents are presently being evaluated for chemo-preventive potential, 
specifically against neoplasia, including folic acid, ursodeoxycholic acid, wheat bran and other 
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types of fiber, calcium, nonsteroidal anti-inflammatoy drugs (NSAIDs, e.g. aspirin, sulindac, 
sulindac sulfone, celecoxib), and polyphenols [60]. 
A wide range of distinct mechanisms for chemopreventive action, by micronutrients and 
non-nutritive phytochemicals, has been suggested. These complex interrelated mechanisms by 
which the phytochemicals present in vegetables and fruits may inhibit carcinogenesis include: 
regulation of cell differentiation; “quenching” or “trapping” of oxygen or hydroxyl free radicals; 
prevention of the formation of electrophilic metabolites from precursor compounds by enzymatic 
activation pathway (e.g. cytochrome P450) inhibition or by inducing the detoxification pathway 
(e.g. glutathione S-transferase); DNA methylation enhancement; inhibition of the oncogenes 
expression; and immunomodulation, immunotory stimulation [60-62].  
Furthermore, it is well known that exogenous antioxidants are needed in order to reduce 
the cumulative effects of oxidative damage over a life span, given the incomplete efficiency of 
our endogenous defence systems, their progressive degradation with age and the existence of 
several external factors responsible for ROS – cigarette smoke, air pollutants, UV radiation, fatty 
acid diet, inflammation, ischemia, among others [63]. 
In the last decades modern science has paid special attention to human nutrition, in view 
of establishing correlations between specific dietary patterns and population welfare markers, 
such as life expectancy and particular pathological states. Epidemiological work allowed to 
determine an inverse relationship between a diet rich in red fruits and the incidence of cancer 
[64]. These studies unveiled the so-called “French paradox” [65], which refers to the low 
mortality rate due to cardiovascular distress observed within the mediterranean population, 
known to consume large quantities of saturated fat coupled to red wine. This mediterranean diet 
has thus become an important subject of study, since it contains numerous products with 
beneficial health properties, namely for the prevention of neoplasias and cardiovascular 
disorders, and leading to a larger life expectancy [17,66]: wine (mostly red), olive oil, honey, 
nuts and a large variety of vegetables and fruits. Fat isn’t the only component of the 
Mediterranean diet that seems to be so compatible with good health. One factor that is clearly 
related to these health-promoting properties is the high polyphenolic content of this type of diet, 
from cinnamic acid derivatives to flavonoids, flavones, coumarins and chromone derivatives, 
abundant in food products such as olive oil, chocolate, coffee, tea and numerous fruit juices and 
liqueurs. 
An important part of the cancer research has been focused on vegetable and fruit 
consumption, which implicitly involves the phytochemicals uptake. Actually, raw and green 
vegetable consumption appears to reduce the risk of suffering form a wide range of neoplasias, 
namely: stomach, lung, mouth, esophageal, colon, rectal, breast, and bladder cancers. Vegetable 
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and fruit consumption is also being supported from other reseach areas as well, which are 
suggesting that a diet rich in vegetables and fruits may lower the risk of heart disease and stroke, 
and also relating improvement of the immune system effectiveness with this kind of diet [17,60].  
This discovery of the phytochemicals importance has prompted a new revolution in 
nutrition science. The jabber about these compounds has lately replaced the jabber about 
vitamins and minerals. Thus, apart from the well-established dietary antioxidants vitamins C, E, 
and A, and carotenoids, spetial attention is being paid to phytochemicals as potential protective 
antioxidants. Indeed, these interesting compounds, present in plants compounds, may support 
our health in distinc ways, from slowing the ageing process and strengthening our immune 
systems against disease to preventing or even reversing chronic conditions such as cancer and 
heart disease [17]. This phytochemical-cancer connection has been the subject of many studies, 
with the results suggesting that these compounds can act throught distinct mechanisms, either 
protecting, or repairing damaged DNA, consequently preventing cancerous precursor lesions. 
They may also act throught cell cycle arrest, preventing cancerous cells from spreading, or 
apopthosis induction by enzymatic processes. 
Among the wide variety of phytochemicals presently known, polyphenols, which 
constitutes the family of compounds more strongly connected to the Mediterranean diet 
beneficts, are receiving spettial attention. Indeed, it can be observed that is nowadays common to 
find the polyphenols content in many foodstuff labels, along with the values of the nutritive 
content. Actually, there is presently compelling evidence that polyphenolic derivatives have an 
important role in chemoprevention and even chemotherapy against free radical mediated 
diseases such as cancer. They have been reported to interfere with distinct carcinogenesis 
procees stages, initiation, promotion and progressin, which highligs their importance as potential 
preventive and/or therapeutic agents. In fact, the intake of these compounds, where chromone 
derivatives are included, has been inversely related to the risk of developing various common 
neoplasms, such as lung, digestive tract and hormone-related cancers. A meaningful example 
arises from the distinct patterns of the Prostate cancer incidence in the United Sates of America 
(USA), when compared with Asia: while hormone-refractory prostate cancer (HRPC) is a 
significant cause of death among men in the USA [67], a quite lower HRPC incidence when 
compared to caucasian males is observed in individuals residing in Asia. In turn, Asian men 
from the USA population, have HRPC rates indistinguishable from Caucasian males. These 
findings [68] suggest that some ingredients present in the Asian diets that may prevent the 
development of this type of cancer, probably due to a functional synergy between bioactive 
substances present Asian foodstuff, such as genistein (Figure 2.3), an isoflavone and quercetin 
(Figure 2.2).  
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The relationship between the flavonoid (2-phenyl-chromone, Figure 2.1) intake and the 
prevention of several types of human cancer, have been evaluated by Rossi and collaborators 
[69-72], being recognized chemoprotective effects towards colorectal, pharyngeal, laryngeal, 
oral and ovarian cancer risk for this type of chromone-based compounds. Although the 
remarkable chemopreventive effectiveness displayed by this compound in the aforementioned 
cancer types, in the case of prostate cancer, the results obtained by these researchers do not 
support a protective effect [73], which reflects another revelant feature of the anticancer 
protective activity of this kind of systems, selctivity.  
Whereas chemotherapy is designed to destroy cancer after its appearance, 
chemoprevention aims at avoiding or at least delaying the onset of the neoplasm. These results 
add to the feasibility of preventing disease by developing a diet-based combinatorial approach, 
based on dietary polyphenols, instead of solely searching for potential therapeutical effective 
compounds. The last decades of research in field, and the recognition of the phytochemicals 
properties, led to the conclusion that prevention would be the best line of attack in the struggle 
against cancer, as this pathology is much easier to prevent than to treat, often causing severe 
physical and psychological damage in the patients, being the prevention possibly acomplished 
through consumption of certain fruits and vegetables in the daily diet. Being cancer a 
multifactorial disease, numerous pathways and molecular sites are to be considered as the targets 
of chemoprevention, among these, apoptosis induction and downregulation of antiapoptotic 
proteins; suppression of growth factor expression; interference with intracellular signalling 
cascades; and downregulation of angiogenesis, appear as the most important ones. 
Phytochemicals, including chromone derivatives, have been determined as pharmacologically 
safe compounds able to modulate these specific molecular targets [74-76]. 
Therefore, although these compounds may possibly display other important activites, 
chemoprevention is generally accepted as the main benefit of natural and synthetic chromone 
constituents. Furthermore, research on this type of systems, within a pharmacological and 
medicinal chemistry outlook, has progressively shown that these compounds may exhibit 
therapeutic effects, and that they may additionally revert chemoresistance [77,78]. These facts,	  
Figure 2.3 – Molecular structure of genistein, an isoflavone possibly related with the lower rates of HRPC in Asia. 
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bring to light the prospect of using chromones, and other phytochemicals, in combination with 
conventional therapies [52,79]. Even though these chemical systems constitute an hot prospect, 
in which refers to chemoprevention, or even treatment, a shortcoming is to be found in which 
refers to the comprehension of the mechanisms underlying their activity, with many features still 
remaining to be elucidated at a molecular level, which are indispensable to clearly understand 
their mode of action in the distinct biological activities that can be displayed. 
 
2.1.3. The Structural Variable 	  
As previously referred, these promising biological properties stem from the different 
chemical characteristics of the compounds, namely the distinct substitution patterns of the 
chromone nucleus. Although the chromone moiety seems to be essential for most of the 
biological activity reported for this chemical systems, those recognised properties, are strictly 
dependent on other structural parameters, such as the nature, number and position of the 
substituent groups, including their relative orientation, which in turn, depends on its nature, so as 
on their neighbouring substituents [80,81]. Actually, considerable variation of the compound ́s 
properties can be induced by its conformational preferences such as free rotation of a group, 
preference for planar or skewed relative orientations of the substituent groups linked to the 
chromone skeleton, and fostering for hydrogen bonds either intra or intermolecular, are the 
characteristics that may determine the properties of these kind of compounds.  
Additionally, the capacity of these compounds to form adducts with proteins, enzymes 
and biological receptors, constitutes a determinant factor, in which respects to biological activity. 
The formation of these adducts in vivo is trongly dependent on the three-dimensional chromone 
structure and also on the electronic distribution within the molecule. The areas of highest 
electronegativity tend to be found at the 5-hydroxyl and 7-hydroxyl positions of the A-ring, as 
well as at both the hydroxylation sites on the B- ring (Figure 2.1) [63].  
With the goal of exploring this preventive and therapeutic potential of chromone-
derivatives, many researchers have been working to elucidate possible structure-activity 
relationships, leading possibly to the discovery of new drugs. A great number of studies 
reporting the synthesis and biologic screening of a series of such compounds, are to be found in 
the literature, comprising different chemical entities added to the chromone moiety. These 
structural modifications are related to the activity, or activities displayed, being the observed 
activities posteriorly interpreted in the light of biochemical and pharmacological data. Actually, 
while antioxidant activity relies essentially on the presence of hydroxyl groups and its 
configuration within the molecule, other substituents were verified to affect this capacity,	  or to 
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give rise to other distinct biological effects (Figure 2.4). Hence, the design and synthesis of new 
chromone-derived molecules often brings novel properties to light, i.e. new bioactive  
 
 
In order to achieve the goal of the rational design of synthetic bioactive compounds, it is 
first necessary, to relate the activity of the larger possible number of natural chomone derivatives 
with its structural properties. Lately, a novel class of chromones found in nature 2-
Styrylchromones (Figure 2.5), for instance, were found to disturb mitochondrial bioenergetics 
and related enzymatic activity, in a dose-dependent way [82], while other 2-substituted 
chromones (Figure 2.5) are being assessed as to their antiallergic and antineoplastic properties 
(mainly against human leukaemia) [83-85]. Additionally, 2-phosphorylated chromones showed 
to possess a significant antibacterial capacity, and phosphorous-containing derivatives constitute 
a new group of compounds with promising antitumoural properties [86]. Also, 
phenylethylchromones, comprising several hydroxyl and methoxyl substituents, display 
remarkable effects at the CNS (central nervous system) level, acting as neuroprotectors against 
glutamate-induced neurotoxicity [57] (Figure 2.5). New sesquiterpene chromones found in the 
roots of Ferula Fukanensis were reported to inhibit nitric oxide (NO) radical production, which 
is known to play a central role in inflammatory and immune reactions (Figure 2.6) [33].  	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Figure  2.4  –  Distinct  substitution  patterns  in  the  chromone  nucleus,  and  their  corresponding  biological 
activities associated. 
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Figure 2.5 – Schematic representation of distinct substitution patterns for 2-substituted chromones and its 
corresponding biological activities. 
 
 
Figure 2.6 – Structure of two new interesting sesquiterpenes, exhibiting nitric oxide radical (NO) inhibition 
properties. 
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The constituents of clove oil eugenitol (2,8-dimethyl-5,7-dihydroxy-chromone) and 
eugenitine (2,6-dimethyl-5-hydroxy-7-methoxy-chromone) (Figure 2.7) [87] are presently being 
assessed as carcinogenesis inhibitors, thanks to their high antioxidant activity [88].  
 
 
Figure 2.7 – Schematic representation of two clove oil derivatives, eugenitol and eugenitine, presently being 
assessed as carcinogenesis inhibitors. 
 
Also as cancer preventive agents, noduliprevenone and chromanone A, extracted from 
marine fungus, act through specific mechanisms as the modulation of the xenobiotic metabolism 
[89], for the former, and the inhibition of carcinogenic metabolising enzymes [47], for 
chromanone A. Some new flavonoid derivatives are also being investigated such as baicalein 
(Figure 2.8), a trihydroxylated flavonoid that was found to be a potent and selective human 
lipooxygenase (LO) inhibitor [90]. 
 
Figure 2.8 – Molecular structure of baicalein. 
 
Polymethoxylation (Figure 2.9) was found to be an important structural feature for 
beneficial biological activity, flavonoids such as tangeretin and nobiletin (abundant in fruits) 
being reported amongst the most effective polyphenols at inhibiting cancer cell growth, while 
zapotin, another polymethoxylated analogue, acting as an efficient apoptosis inducer in human 
promyelotic leukemia cells.  	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Figure 2.9 – Schematic representation of the polymethoxylated chromone analogues, tangeritin, nobiletin and 
zapotin. 
 
The presence of a glucose unit is another interesting parameter, glucosylated analogues 
(either O- or C-glucosylated) such as the natural compounds aloesin [34,35,91,92] and baicalin 
[91], or the synthetic hyperimone (Figure 2.10) [93], showning to inhibit tyrosine activity, 
improve insulin sensitivity, exert hepatoprotective capacity or even behave as cytotoxic agents. 
Attending to the role of tyrosinase in melanin production, aloesin and its analogues are often 
used in cosmetics as inhibitors of UV-induced hyperpigmentation.  
 
 
 
Figure 2.10 – Schematic representation of the glucosylated chromone analoques: aloesin, baicalin, and hyperimone 
A and B. 
 
Uncinoside, an O-glucosylated chromone (Figure 2.11), was verified to possess antiviral 
activity against respiratory and parainfluenza virus [94], both uncinoside A and uncinoside B 
(differing in the position 5 substituent, with uncinoside B displaying an acetoxyl group instead of 
hydroxyl (Figure 2.9). 
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Figure 2.11 – Schematic representation of the chromone derivatives displaying antiviral activity uncinoside A and 
uncinoside B. 
 
A C-glucosyl-chromone extracted from Aloe barbadensis (8-[C-β-D-(2-O-(E)-
cinnamoyl)glucopyranosyl]-2-[(R)-2-hydroxy-propyl]-7-methoxy-5-methylchromone) (Figure 
2.12) has been reported to have significant topical anti-inflammatory properties, comparable to 
those of hydrocortisone (with lower toxicity) [95]. 
 
	  
 
Figure 2.12 – Representation of the molecular structure of (8-[C-β-D-(2-O-(E)-cinnamoyl)glucopyranosyl]-2-[(R)-
2-hydroxy-propyl]-7-methoxy-5-methylchromone). 	  
The effect of structural modifications on the antioxidant activity, of several chromones, 
have been investigated by Samee and coworkers [96], leading to the conclusion that this activity 
is essentially related with the OH substitution in the aromatic (A) ring (mainly 8-OH 
substitution). The presence of a substituting benzoyl group in ring B, which creates an expanded 
conjugated system, was shown to improve the radical scavenging capacity (Figure 2.13).  
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The synthesis and antitumour activities of a series of heterocyclic thioether chromone 
derivatives was described by Huang and collaborators [51], with the effect of a change in the 
heterocyclic moiety on their antiproliferative and cytotoxic activities being described. Among 
the compounds tested one in particular (Figure 2.14) displayed activity against the mammary line 
MDA-MB-435S, with an IC50 equal to 17.2 ⎧Μ, similar to that of 5-Fluorouracil (14.5 µM). 
Actually, several studies have pointed that the presence of a heterocyclic thioether or a cyclic 
tertiary amine group will favour the antitumour activity of the chromone derivatives [97-104].  
 
Figure 2.14 – Schematic representation of the heterocyclic thioether chromone derivative which displaying the 
greatest activity against the mammary human cancer line MDA-MB-435S, from the series synthesised by Huang 
(Adapted from [51]).  
	  
Another remarkable biological activity that has been lately assigned to these chemical 
systems, is a potential antipsychotic effect, that has been found in several 2-[(4- benzyl-
piperazinyl)methyl] chromones, with its ability to bind to sigma sites, being assessed . In those 
studies it was verified that some substitutions, such as the replacement of methylenes by 
R1 = NO2 
R2 = H 
A B 
R1 = H 
R2 = CF3 
R1 = F 
R2 = H 
C 
Figure 2.13 – Schematic representation of 7,8-dihydroxychromones displaying high radical scavenging activity 
(A to B) assessed by Samee and collaborators [96]. 
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carbonyl groups, or of benzyl by aryl rings, in the chromone moiety, causes a dramatic decrease 
in the affinity for these sites. Actually, among the set of tested compounds, which were found to 
act as selective sigma ligands, the one containing a 4-methoxyphenyl substituted pyperazine 
moiety (Figure 2.15) displayed potential for the treatment of psychosis [55].  
	  
 
 
Several chromone analogues comprising diverse dithiocarbamate (DTC) moieties were 
also synthesised (Figure 2.16), due to the well-known properties of dithiocarbamates  as 
bioactive agents, namely displaying antioxidants, fungicides, antivirals and even anti-
proliferative activities [105-108]. These were screened as to their in vitro growth- inhibiting 
capacity towards human tumour cells [109], with some of them displaying acivity. In these 
studies, the localisation of the DTC group was found to be determinant for the activity of these 
derivatives, since their activity was drastically reduced by shifting the DTC group from position 
3 to 6 in the chromone skeleton. The flexibility of the overall has shown to be a proponderant 
factor, ruling the interplay between the chromone derivative and the biological target. Actually, 
removal of the methylene group linking the dithiocarbamate and the chromone B ring led to an 
appreciable activity decrease.  
 
 
Even thought a large number of experimental studies on the wide biological functions of 
R1 = H 
R2 = Cl 
R3 = 
A B 
R1 = Cl 
R2 = 
R3 = H 
Figure 2.15 – Schematic representation of 2-[(4-benzyl-piperazinyl)-methyl]-chromone, a promising selective 
sigma ligand. (Adapted from [55]).  
chromone derivatives have been reported in the last years, the available data (Figure 2.4) still 
lacks a systematic analysis, pointing to the establishment of reliable SAR ́s and quantitative-
structure relationships (QSAR ́s) [21]).  
Figure 2.16 – Schematic representation of two dithiocarbamate substituted chrom ones with reported antitumour capacity:
 (3 - chloro-4-oxo-4H-chromen-2-yl)methyl  piperidine -1-carbodithioate  (A)  and  6 -chloro-4-oxo-4H-chromen-3-yl)methyl 
piperidine-1-carbodithio-ate (B).   
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The main physical and electronic properties (descriptors) of relevance for antioxidant 
capacity have been predicted by Theoretical calculations, at different levels (namely semi-
empirical methods and quantum mechanical (QM) approaches such as  - Hartree-Fock (HF) and 
DFT Theory. Within those studies, several physicochemical parameters have been determined 
for numerous phenolic compounds, including chromones, in an attempt to uncover reliable 
structure-activity relationships ruling their biological function [28,110-116]. In these parameters 
are included, charge, number and relative position of the substituent hydroxyl groups, bond 
dissociation enthalpy, heat of formation, ionisation potential, electron affinity, electronegativity, 
electrophilic index, partition coefficient, and energies of the lowest unoccupied molecular orbital 
(LUMO) of the radical and of the highest occupied molecular orbital (HOMO) of the parent 
compound. These kinds of studies, SAR and QSAR, were use to estimate the redox potentials, 
and also allowed to assess the antioxidant activities, having been already performed for a wide 
range of naturally occurring chromones [117-119], while similar analysis on have only recently 
appeared in the literature [96,116,117,120,121], in which respects to synthetic chromone 
derivatives. 
A step forward, within this research area, was the development of dedicated algorithms, 
which allowed an improvement of the correlation between predicted and experimental activities, 
being also used for this kind of systems. One of most widely used method, is the MOLMAP 
(Molecular Maps of Atom-level Properties), which encodes local aspects of a chemical structure 
exclusively based on physicochemical properties [113]. The results retrieved from this method 
can be interpreted as a fingerprint of the molecule ́s reactivity. 
A notable work dealing with chromone derivatives, within this area, was the 3D-QSAR 
analysis devoted to a series of synthetic hydroxychromones, undertaken by Samee and 
collaborators [121]. The major conclusion of this work, was the discovery of the important role 
played by electronegative substituents on the benzoyl ring and electropositive groups, in which 
respects to antioxidant activity, since the presence of this kind of substituents, enhance the 
radical stabilisation throughout the chromone skeleton.  
Recently the development of QSAR models in order to predict the effects of this kind of 
compounds in biological systems, such as enzymatic structures, cells and organisms is being 
envisaged [121,122], with the prospect of an accurate prediction of the biological activities 
possibly displayed by these compounds. Although constituting a major step forward in the goal 
of conceiving new anti-inflammatory and anticancer chromone-based agents, the development of 
such a QSAR, is not a straightforward task, since this type of compounds operates through a 
diverse array of both antioxidant and non-antioxidant mechanisms.  
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Important results have already been retrieved by SAR studies carried out to this date on 
chromone derivatives. These have led to the recognition of specific structural components 
required for radical scavenging, chelation and antioxidant activity. From those studies it was 
concluded that the number, pKa values and arrangement of the hydroxyl groups in the chromone 
ring system, constitute the major factors that govern the aforementioned activities. As these are 
the groups responsible for the reductive capacity of the molecule through the formation of a 
stable radical, these results are in good agreement to what it would be expected [28,77,123,124]. 
Furthermore, a good correlation has been obtained between antioxidant and radical scavenging 
activities, and some physical molecular characteristics, namely, the hydroxylic bond strength, 
electron-donating ability (ionisation potential estimated by the HOMO energy), enthalpy of 
single electron transfer and spin distribution of the phenoxyl radicals after H-abstraction 
[28,117]. Concomitantly, a decrease in the radical scavenging activity has been observed upon 
methylation, mainly when it occurred at the pyrone ring [27,124,125].  
Furthermore, apart from these key factors, the lipophilic vs hydrophilic character, directly 
related with the molecular subsituent groups, is of the utmost importance in order to ensure both 
an efficient transport and a high bioavailability [123]. The presence of a certain number of 
hydrophobic moieties has therefore been recognised as beneficial, within a tight equilibrium 
between hydrophobic and hydrophilic groups. Methoxy groups, for instance (e.g. in tangeretin 
and nobiletin, Figure 2.9, although increasing lipophilicity and membrane partitioning, introduce 
also unfavorable steric effects [126]. Polymethoxylated chromones and flavones, which assume 
planar stuctures and display a significantly lower polarity, present enhanced permeability 
through biological membranes, moreover these particular features influence metabolic fates and 
receptor-binding features.  
Furthermore, it has to be referred that the presence of an unsaturated 2–3 bond in 
conjugation with a 4-oxo function (Figure 2.1) are also relevant factors for activity, as it can be 
deduced from the different activities displayed by chromanones and coumarins. Actually, 2–3 
unsaturation and the presence of the carbonyl group at position 4, have been correlated to a 
higher antioxidant capacity as compared to similar compounds with a saturated heterocycle (e.g. 
chromanones). Summarising, it can be stated that the antioxidant activity appears to be enhanced 
by the presence of both 3-OH and 5-OH groups, conjugated with a 2–3 double bond and a 4-
carbonyl function. This is due to the molecular radical stabilisation caused by the presence of 
these features in the molecule [28]. Furthermore, there are other activities that depend directly on 
the positioning of the hydroxyl groups, such as radical scavenging and metal chelating abilities 
towards iron metallic ions, the latter requiring the presence of at least two vicinal OH ́s [83], in a 
catechol-like arrangement.  
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In the light of this wide range of health-beneficial properties, some chromone derivatives, 
namely 3-methyl-8-carboxylic acid flavone [127] and cromolyn sodium salt [128] (Figure 2.18) 
are already available in the market as regular drugs: the former is the active metabolite of a 
muscle relaxant (Flavoxate), for the treatment of obstructive diseases [129], and the latter as an 
anti-allergic (Macrom or Cromoglicate), mainly used against asthma [130].  
	  
	  	  
	  
Figure 2.18 –Representation of cromolyn sodium salt, also comercially known as Cromoglicate, a medicine used 
for the treatment of asthma. 
 	  
  
  
Figure 2.17 – Schematic representation of flavoxate, a chromone-based medicine, used as a muscle relaxant.
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2.2.1. Computational Methods – Quantum Mechanical Approaches 
 
The description of the physical properties of interacting many-particle systems may be 
derived from the quantum mechanical laws [131,132] – quantum mechanical methods – or by 
means of mechanical molecular simulations, based on the classical laws of Physics combined 
with empirical parameters, either retrieved from experiments or extrapolated by the calculation 
of parameters for large sets of molecules – semi-empirical methods. The latter are not so 
accurate, but are much cheaper regarding computational costs (e.g. processing time, generally 
referred to as Central Processing Unit (CPU) time). Although semi-empirical approximations are 
generally no longer used for obtaining “final” publishable results in Chemistry, they still 
constitute an important tool when it comes to quickly obtaining preliminary data for the 
evaluation or development of an experiment (e.g. prompt calculation of the vibrational 
frequencies of a compound prior to spectra acquisition). This kind of calculations also find its 
place in computational chemistry for retrieving initial optimised structures of large systems that 
are used as input for calculations with more “expensive” and accurate computational 
methodologies. 
The methods used in the present work belong to the first type, the quantum mechanical 
approach. In this field we can include the HF calculations, an ab-initio method (ab-initio 
deriving from the Latin expression meaning “from the beginning”). This methodology is based 
on the Molecular Orbital (MO) theory, in which the system is represented by the time-
independent Schrodinger equation (Equation 2.1), its approximate solutions yielding the energy 
levels of the system. Only for one-electron systems (such as the hydrogen atom) does the 
Schrodinger equation have an exact analytical solution, that can be found using simple physical 
constants (speed of light, Planck´s constant, masses and charges of electrons and nuclei); for 
more complex systems only approximate solutions are possible, which correspond to the 
minimum energy of the system. The Hartree-Fock methods search this minimum iteratively, 
using a fixed-point type algorithm, therefore being known as self consistent field methods (SCF). 
In this theory it is assumed that every electron “feels” all the neighbouring electrons as a uniform 
perturbation, and even though this assumption enabled the development of the molecular orbital 
calculations, it was later shown to be also the major limitation of this approach, since it does not 
consider electronic correlation effects and assumes the repulsion energy as an average of all the 
where H∧
system and E is the system’s energy. €
MO´s.                                              ∧
 HΨ = EΨ      (2.1) 
is the Hamiltonian operator, Ψ is the molecular wavefunction which represents the 
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Quantum mechanical methods cannot reproduce atomic or molecular systems by 
themselves. In order to do so, they need sets of mathematical functions – basis sets – that 
represent the system and allow to perform the theoretical calculations. A basis set is thus used to 
create the molecular orbitals, which are expanded as a linear combination of such functions with 
weights or coefficients to be determined. These functions are generally atomic orbitals, centred 
on atoms, but may also be centred in chemical bonds or electron lone pairs. 
Basis sets were first developed by John C. Slater in the 1930´s, who fit linear least-
squares to data that could be easily calculated [133]. These Slater-type orbitals (STOs) comprise 
a set of functions which decay exponentially with distance from the nuclei and, unlike the 
common hydrogen orbitals, have no radial nodes. Although STOs turned out to be a very good 
approximation to the molecular orbitals description, calculations involving such functions 
become computationally problematic for more complex multi-electron systems. However, these 
Slater-type orbitals were later approximated by linear combinations of Gaussian orbitals [134], 
which led to huge computational savings (by 4-5 orders of magnitude) since it is easier to 
calculate overlap integrals (and others) with Gaussian basis functions. A number of Gaussian 
curves (similar in shape to the "bell curve" or "normal distribution") are combined, or 
superimposed, to create another, more precise, estimation. In this way, the Gaussian Type 
Orbital (GTO), or primitive Gaussian function, is defined as follows: 
 
 
GTO!= 2χ
π0.75
!e(-χr2) 
    (2.2)                                   
 
The product of Gaussian "primitives" (original Gaussian equations) is another Gaussian 
function, which renders the use of GTOs computationally much more tractable. For electronic 
wavefunction calculations, the use of Slater functions would be preferred as they allow to better 
describe the qualitative features of the molecular orbitals, relative to Gaussian functions, and 
fewer STOs would be needed in the basis function expansion for comparable results. However, 
the more Gaussians are combined to represent the molecular system the more accurate the result, 
still with computational savings with respect to STO methods. A widely used procedure is to fit 
a Slater-type orbital to a linear combination of Gaussian functions [135] – STO-NG (N standing 
for the number of GTOs involved in the fitting). 
The abovementioned basis sets, also referred to as minimal basis sets (comprising the 
minimum number of basis functions required to represent all the electrons on each atom), 
describe only the most basic aspects of the orbitals and thus yield rough results that are 
insufficient for research-quality publication. Nevertheless, they are much cheaper than their 
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larger counterparts and still suitable for obtaining minimum energy geometries that can be used 
as a starting point for calculations with more accurate methods. Furthermore, they are sometimes 
used to solve convergence problems with larger basis sets, as they can easily fit a molecular 
system (although describing it poorly) and produce a minimum energy geometry which is often 
suitable for optimization with larger basis sets (that have previously caused a convergence 
failure). 
In the pursuit of more accurate results, it was soon realised that larger basis sets would be 
required in order to properly describe all the complex features of a molecular system. However, 
since computational costs cannot be disregarded, infinite basis sets may not be used and several 
reasonable approaches have been developed for attaining reliable and practicable methods with a 
suitable ratio between accuracy and computational requirements. 
The response to this need for higher quality in quantum mechanical calculations first 
came with the formulation of extended basis sets, which describe the orbitals in much greater 
detail than the initial minimal basis sets, often including multiple functions for each angular 
momentum component in the electronic configuration description. Increasing the number of 
basis functions per atom is the trivial way of improving the basis set, and fitting those functions 
to the system under study is another often implemented strategy. These extended basis sets 
consider the outer orbitals of the molecule and account for size and shape of molecular charge 
distributions. 
Considering all orbitals to have the same shape, as in minimal basis sets, is a rough 
approximation, which led to the introduction of the concept of multiple-zeta basis sets [136], that 
considers each atomic orbital as expressed by the sum of two, three or four (defined by the 𝜁(zeta) value) STOs, each STO representing a different sized orbital (since the zetas are different 
and account for the orbital size). This kind of approach allows the treatment of each orbital 
separately during the Hartree-Fock calculation, leading to a much more accurate representation 
of each orbital. Each STO has a defined relative weight in the final orbital description, 
represented by a specific parameter d. For a double-zeta basis-set, for instance, the following 
expression would apply, 
	   	   	   	   (2.3) 
 
where n refers to the shell and m to the subshell, with the nm term identifying the orbital [136]. 
The size of this atomic orbital can range anywhere between the value of either of the two STOs 
comprised in the basis set. In this procedure every Slater-type orbital is fitted to a linear 
combination of Gaussian functions, and its number can vary according to the desired level of 
nm
STO
Φ (r) = nm
STO
Φ (r,ζ1)+ d nm
STO
Φ (r,ζ2 )
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accuracy – triple [137] and quadruple-zeta [138] basis sets, built in a similar fashion, with three 
and four Slater equations, respectively, to describe each orbital. 
Even though the multiple-zeta basis sets constitute a good approach, its use for every 
orbital in a many-body system is a very computationally expensive process. It is also well known 
that the valence electrons are the ones mainly involved in the molecular bonding that defines the 
properties of a molecular system. Thus, in order to couple reasonable computational resources to 
accuracy, a new basis set concept was developed – the split-valence basis set [139] – in which 
double-zeta functions are considered for the valence orbitals and the inner-shell electrons, not so 
essential for the calculation, are described with a single STO. A combination of more than one 
STO (usually double-zeta), each composed of a fixed linear combination of primitive Gaussian 
functions, represent the valence shells, while the core orbitals are described by a single STO. A 
great deal of work has been developed in this area by John Pople (recipient of the Nobel Prize in 
Chemistry for his work in computational chemistry), who considered the basis set structure for 
the whole molecule rather than for a particular atom [135,139-142]. Nowadays, the most popular 
split-valence basis sets are still those due to Pople, namely the widely spread 6-31G [141]. This 
notation – n-ijG or n-ijkG – emphasises the split valence nature of these sets, n being the number 
of primitives for the inner electron shells, and ij or ijk, the number of primitives for contractions 
in the valence shell [139], the former for double zeta and the latter for triple zeta basis. The s and 
p contractions belonging to the same shell are generally folded into an sp-shell, with the same 
number of s- and p-type primitives, identical exponents but different coefficients. 
Since the use of more STOs for describing the molecular orbitals will increase the 
accuracy of the calculations, basis sets have been developed with multiple basis functions 
corresponding to each valence atomic orbital, the so-called valence double, triple, quadruple-zeta 
basis sets, depending on the number of STOs they use to describe one valence orbital. Given that 
the different orbitals of the split have different spatial extents, the combination allows the 
electron density to adjust its spatial extent properly to the particular molecular system. Among 
these, the popular correlation-consistent split valence basis sets, developed by Dunning and co-
workers[143], are designed to converge systematically to the complete-basis-set (CBS) limit 
using empirical extrapolation techniques. They are systematically named as cc-pVNZ, where V 
indicates they are valence-only basis sets, NZ refers to the zeta “dimension” (either D (double), 
T (triple) or Q (quadruple), and cc-p stands for “correlation-consistent polarized”. 
These basis sets include successively larger polarization shells (correlating functions) and 
can be augmented with core functions for geometric and nuclear property calculations [144], as 
well as long-range interactions such as Van der Waals forces. Improvements such as these can 
generally be made to every basis sets, by adding supplementary functions that will be further 
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discussed. Because of the rigorous construction of these basis sets, extrapolation can be carried 
out for almost any energetic property, although extrapolation of energy differences may be 
problematic as the individual energy components may converge at different rates. 
Although the split valence basis sets constitute good approximations, to account for the 
fact that sometimes orbitals share qualities of s and p, or p and d, leads to significant 
improvements. As in a molecular system atoms are close one to each other, their charge 
distribution causes a polarization effect, which distorts the shape of the atomic orbitals. In this 
case, s orbitals acquire some p character, and p orbitals resemble d orbitals to a certain extent. 
With a view to account for this effect, the original split valence basis sets are frequently 
expanded with additional functions. The most popular are the polarization [142] and diffuse 
[145] functions. While the correlation-consistent basis sets already contain polarization 
functions, Pople´s basis sets do not and may be expanded with polarization and diffuse functions. 
These kinds of functions are usually added as uncontracted Gaussians. However, their addition is 
always costly regarding computational requirements: enlarging a basis set with d type 
polarization functions adds 5 (or 6) basis functions on each atom, while adding f type functions 
inserts 7 extra functions (or 10, if spurious combinations are not removed). These improvements 
are denoted with a star (*) or a d when only the heavy atoms are corrected with d-type functions, 
or with two stars (**) or a d,p when the hydrogen (or helium) atoms are corrected as well with p 
functions. 
In the study of many chemical systems, the valence electrons which interact with other 
molecules are one of the critical features when describing the system. The effect of the electrons 
when they are far from the nucleus is often important, and this cannot be taken into account by 
basis functions with large Gaussian exponents. In order to compensate for these deficiencies, 
diffuse functions are added to the basis set. These are very shallow Gaussian functions, which 
accurately represent the "tail" portion of the atomic orbitals, distant from the atomic nuclei. 
Diffuse functions are represented by + signs: one accounting for p orbitals and two for p and s 
orbitals. They can be added to most basis sets in order to improve accuracy, but this will only 
benefit the calculation of a molecular system displaying long range interactions, particularly long 
range H-bonds. 
Besides the aforementioned basis sets and its extensions, other approaches have been 
developed such as the PW methodology, based on the physical concept with the same name: 
Essentially, the molecules are regarded as assemblies of atoms, which in turn are no more than 
distortions to free electrons with the plane-waves constituting a possible solution for the free 
electron wavefunction [146]. The representation of an orbital in terms of a PW basis set would 
require a continuous, and consequently, infinite basis set. In order to overcome this limitation, 
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periodic boundary conditions are imposed, allowing the introduction of Bloch's Theorem [147] 
according to which the energy of a particle placed in a periodic potential can be written as the 
product of a plane wave envelope function and a periodic function, and may be expanded as a set 
of plane waves (due to its periodicity). In practice, the PW set is restricted to the plane waves 
with a kinetic energy smaller than a certain energy threshold (equal to Ecut) [148], and are 
constrained to a sphere in reciprocal space represented in terms of this cut-off energy, Ecut, 
	   	   	   	   (2.4) 
where ℒ stands for the reciprocal lattice vectors, and w represents a wave vector  and me is the 
mass of the electron.	  
As the system is represented under periodic conditions, this approach is mostly used in 
calculations of systems in the condensed phase [149]. The unit cell can also be made large 
enough so that there are essentially null interactions between neighbouring molecules, thus 
representing in fact an isolated molecule. Although this methodology requires a larger number of 
plane waves to describe the molecular arrangement when compared to other types of basis sets 
(e.g. Slater or Gaussian functions), the Kohn-Sham equations take on a very simple form [150], 
and the size of the basis set depends only on the Ecut value for a given size of the unit cell. 
Another advantage of PW basis sets is the fact that the same basis is suitable for all atomic 
species, and (unlike localized basis sets) the plane waves are independent of the nuclear 
positions [151]. Furthermore, as all functions in the basis are mutually orthogonal, there is no 
basis-set superposition error (as occurs with finite atom-centred basis sets). The main 
disadvantage of the PW approach, however, arises from the large number of basis functions 
required to accurately represent the Kohn-Sham orbitals, but this can be eased by the use of 
pseudopotentials (PP) to represent the core electrons (see section 2.2.1.2), a combination often 
abbreviated as PSPW (pseudopotential plane wave) [152].	  
 
2.2.1.1. Density Functional Theory 
 
Even though the Hartree-Fock methodology is able to provide a reasonable description of 
a great diversity of distinct many-body systems, its limitations and its complexity, with the 
consequent boost in computational costs, led to the search for other, simpler, mathematical 
approaches: the answer was found in a theory simultaneously developed, in the 1920´s, by 
Thomas, Fermi and Dirac, which separates the kinetic and potential components of energy, 
defined by means of electronic density functions in classical terms. Although quite naïve, this 
theory was the basis for the development of the Density Functional Theory [132]. 
 w+ι 2
2me
≤ Ecut
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This new DFT theory started to be shaped after Hohenberg and Kohn were able to proof, 
in the 1960´s, that all the properties of an inhomogeneous polyelectronic system (real system) 
could be fully described in terms of its ground state electronic density, by formulating the 
Hohenberg-Kohn (HK) theorem [153]. However these methods would only be advantageous if 
choosing the most suitable electronic density functions would not require solving the 
Schrodinger equations. An efficient approximate method for treating an inhomogeneous system 
of interacting electrons was disguised soon afterwards by Kohn and Sham, in their Self 
Consistent Field formalism (KS-SCF) which derived self-consistent equations, including both 
exchange and correlation effects [154], for a fictitious model (the "Kohn–Sham system") of non-
interacting particles (typically electrons) that generate the same electronic density as a 
corresponding system of interacting particles. The KS-SCF approach therefore describes a 
hypothetical system with no electronic interactions and validates the use of the same 
Hamiltonian operator to accurately represent the interacting many-particle (real) system. 
Within the Density Functional Theory approach the properties of a many-electron system 
are determined through the use of functionals, which are functions of another function that 
represents the spatially dependent electron density. DFT methods are based on the general 
consideration that the total energy partition of a molecule, E(ρ), has distinct components – the 
kinetic energy from the movement of the electrons ET(ρ); the potential energy due to the 
electron-nucleus attraction and nucleus-nucleus repulsion EV(ρ); the electron-electron repulsion 
EJ(ρ); and the exchange-correlation energy EXC(ρ): 
 
E(ρ)=ET(ρ)+ EV(ρ)+ EJ(ρ)+ EXC(ρ)    (2.5) 
 
The exchange-correlation element EXC(ρ), in particular, describes the electron-electron 
interactions, not included in the previous terms – exchange EX(ρ) and correlation EC(ρ), 
 
                           EXC(ρ)= EX(ρ)+ EC(ρ)      (2.6) 
 
All of these terms are calculated using distinct electronic density functionals. 
Originally, Local Density Approximations (LDA) were used as an approach to this 
EXC(ρ) term, depending solely on the value of the electronic density at each point in space [155]. 
LDA´s have been built from quantum Monte Carlo simulations on jellium (from "positive 
jelly"), which is a uniform electron gas containing valence electrons delocalized in an atom 
cluster, where the positive charges are uniformly distributed in space while the valence electrons 
are free to move within this homogeneous background. Jellium can be used as a simple quantum 
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mechanical model to calculate accurate values of the correlation energy density for different 
electronic densities, that are then the basis for the construction of correlation functionals [156]. 
In order to overcome some of the limitations of LDA, more sophisticated exchange-correlation 
energy functionals appeared, such as the Local Spin-Density Approximation (LSDA), which 
consists of an extension of density functionals to spin-polarized systems [157]. 
Although still being important approximations, these funtionals have currently been 
substituted by more recent ones, such as the Vosko, Wilk and Nusair (VWN) [157] or the 
Perdew-Wang (PW91) [158] potentials. Furthermore, with a view to overcome the LDA and 
LSDA constraints another approach was developed, the Generalised Gradient Aproximation 
(GGA) [159], that improves the performance of the previous methodologies by taking into 
account the gradient to the electronic density in view of eliminating the error yielded by the 
spatial non-uniformity of the electronic distribution. These GGA-based functionals comprise the 
exchange functionals from Becke (B and B88) [160], as well as the correlation functionals from 
Lee, Yang and Parr (LYP) [161], as well as the one developed by Perdew and Wang [158]. 
Despite the diversity of the presently available DFT functionals, they are often combined 
in order to obtain optimal performances – either between them or with HF functionals. 
Additionally, some self-contained approaches have been developed that need no combination 
with other functionals – the so-called pure Standalone Functionals, such as VSXC (van Voorhis 
and Scuseria’s gradient-corrected Correlation Functional) [162]. These functionals present some 
advantages due to the fact of being developed with the goal of calculating a specific property 
[163,164], and optimised in order to fit the experimental values of a large training set of 
molecules. Also, since they only include DFT functionals, the mutual error compensation factor 
between HF and DFT functionals, which can mask the quality of the results, is not present [149]. 
Besides, the use of these DFT pure functionals avoids the computation of all the two-electron 
integrals for the system, leading to a significant gain in accuracy versus computational cost 
[165,166]. 
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2.2.1.2. Pseudopotentials 
 
Given that the inclusion of all the electrons of a system in the calculations may become 
be too computationally demanding, and since low lying core electrons are relatively inert, 
regarded as not perturbed by the molecular environment, and therefore not preponderant for the 
description of the molecular properties (which are mainly determined by the atomic valence 
states), an alternative approach to the all-electron methodology has been developed that goes 
beyond the split-valence basis set concept. While in the latter the core electrons are described by 
simpler combinations of functions relative to the valence shell, in this other approximation only 
the chemically active valence electrons are dealt with explicitly and expanded in terms of basis 
functions, the inner electrons being “frozen”. A rigid non-polarisable core is then defined, 
comprising these electrons and the nucleus, represented by a continuous potential interacting 
with the valence electrons – pseudopotential. 
This is therefore an effective potential built to replace the atomic all-electron potential, 
such that core states are eliminated, assuming that there is no significant overlap between core 
and valence wave-function. Additionally, nonlinear core corrections [167] or "semicore" electron 
inclusion [168] deal with situations where overlap is non-negligible, and the pseudo-
wavefunctions that describe the valence electrons are nodeless. Within this formalism, although 
PPs are solely dependent upon the coordinates of the valence electrons they take into account the 
influence of the inert, core electrons. Even though this PP theory had already been proposed by 
Hans Hellmann in 1935 [169] and Enrico Fermi in 1936 [170], and despite the huge 
simplification it implies in the calculations, it somehow remained forgotten until the late 1950´s. 
Besides this type of pseudopotentials, another theory was developed in parallel with the same 
purpose – the Model Potential (MP) approach [171]. Within this formalism, the electromagnetic 
and quantum effects are represented by an attractive potential, which supports virtual core states 
(as opposed to PP for which the potential is repulsive at short distances). The MP potentials are 
obtained independently from a given set of experimental data [172]. The main methodology used 
nowadays is the Effective Core Potential (ECP) approach, based in the PP concept, which often 
incorporates the direct relativistic effects experienced by the core orbitals (much more significant 
than for the higher lying valence orbitals), namely the widespread Hay and Wadt ECP´s [173]. 
An important advance towards more realistic pseudopotentials arose from Topp and 
Hopfield´s proposal of adjusting the pseudopotential so as to describe the valence charge density 
accurately [174]. This idea was further implemented in the development of modern 
pseudopotentials, the so-called norm-conserving pseudopotentials [175], usually used in the 
context of DFT methods, that are derived from an atomic reference electronic configuration and 
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require that the pseudo- and all-electron valence eigenstates have the same energies and 
amplitudes beyond a certain distance from the nuclei, i.e. outside of this core cut-off radius (rc) 
the norm of each pseudo-wavefunction is identical to its corresponding all-electron wavefunction 
[176]. This distance from the nuclei is a chosen value, and is determinant for tuning the balance 
between quality and computational cost. Figure 2.19 clearly shows how the pseudopotential fits 
the real wavefunction beyond the rc value. 
 
 
Figure 2.19 - Comparison of a wavefunction in the Coulomb potential of the nucleous (blue) and in the 
pseudopotential (red). (Note that both match above the cutoff radius rc). (Adapted from [177]). 
 
Pseudopotentials with larger cutoff radius converge easily, and are named softer PPs, but 
simultaneously they are less transferable, and less accurate when reproducing realistic features 
for a large diversity of distinct systems. Ultrasoft pseudopotentials, in turn, relax the norm-
conserving constraint to reduce the basis-set size even further [178]. 
Once the ECPs describe only the core electrons, they are used in combination with other 
basis sets (at least double-zeta), in order to consider the valence electrons. This kind of approach 
generally yields optimal quality-to-cost ratios, the ECP being often applied to represent large 
atoms such as heavy metals in coordination compounds, the organic ligands being described by 
standard (e.g. Pople) basis sets. Indeed, the suitability of these ECP-containing basis sets for the 
calculation of larger atoms, represents its major advantage, due to the limitation of other basis 
sets for describing larger atoms in a manageable way – the widely used 6-31G basis set, for 
instance, is only suitable for the elements below an atomic number of 37 (Kr). These ECP-
combined basis sets comprise one regular basis set for first row elements, while for second row 
elements and beyond they apply the ECP plus the defined basis sets for valence shells – e.g. the 
LanL2DZ ECP approach uses the D95V basis set for first row elements [179] and Los Alamos 
ECP plus DZ for Na-La and Hf-Bi [173,180,181]. 
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2.2.1.3. Hybrid Models 
 
Besides the pure functionals, hybrid methods or Adiabatic Connection Methods (ACM) 
constitute a widely used approach. These contain a mixture of different functionals, with an 
Hartree-Fock component in order to include the calculation of the exact exchange energy and 
overcome one of the limitations of the pure DFT methods, which is the difficulty in expressing 
the exchange part of the energy (that is approximated in this methodology). The hybrid models 
are also standalone functionals, since they already comprise different terms, and therefore do not 
need to be further combined. B3LYP [182], one of the most widely used hybrid approaches in 
Chemistry, is a hybrid functional parameterised by Becke, based on the combination of exchange 
functionals developed by the same author (which include a mixture of HF and DFT terms) 
including the correlation functional VWN3 [157] and the LYP functional [161] from Lee, Yang 
and Parr, through the equation: 
 
EXC(B3LYP) = EX(Slater) + A×[EX(HF-EX(DFT)] + B×EX(B88) + 
                         + EC(VWN3) + C×[EC(LYP)-EC(VWN3)   (2.7) 
(A=0.80; B=0.72 e C=0.81) 
 
where A, B and C refer to arbitrary constants parametrised by Becke by adjusting the results 
obtained with the mixture of functionals, through comparison with a large set of known values 
for energy atomization, ionization potentials and atomic energies [140]. 
As the LYP functional contains both local and non-local correlation terms, it is used for 
correcting the correlation energies calculated by VWN3, that includes local correlation terms. 
Other types of parametrization, leading to the emergence of new hybrid models, may include 
different functionals such as the B3P86 (also from Becke) that uses the Perdew P86 functional 
[183] instead of LYP or VWN3 to account for the correlation effects. 
Although the main goal is the search for new, simultaneously cheaper and robust, hybrid 
methods, the parameterization and selection of functionals often aims at the development of an 
optimal method for predicting a specific property – many functionals have been proposed in the 
last years with the single purpose of predicting thermodynamic properties with a high accuracy. 
Meanwhile, testing the currently used functionals with the so-called “training sets” constitutes an 
important task, with a view to assess the suitability of every functional or hybrid method for a 
specific kind of chemical system, or a particular task. 
 
 
N. F. L. Machado 
	  34	  
2.2.1.4. Self-Consistent Reaction Field Models 
 
In order to predict the properties of a molecule in solution by QM calculations, the 
presence of the solvent must be accounted for. Indeed, solvation can change the properties of a 
molecule (e.g. its charge distribution, geometry, chemical reactivity and therefore vibrational 
frequencies). Calculation of the solvation free energy – net energy change upon transferring the 
molecule from the gas phase into a solvent with which it equilibrates – is necessary to properly 
predict the solution properties, as well as to obtain its thermodynamic profile [184,185]. 
The inclusion of a solvent in a molecular simulation may be a problematical issue, since 
the explicit considerantion of the solvent during the calculation would require the inclusion of 
hundreds to thousands of solvent molecules surrounding the solute, which would not be 
computationally feasible. Other approaches are thus needed, such as treating the solvent 
molecules at a lower level of theory relative to the solute – quantum mechanical / molecular 
mechanical (QM/MM) formulations, in which a quantum mechanical treatment is used to 
describe the solute and a molecular mechanical one is applied to the solvent. The latter generally 
involves replacing the effective electronic distribution of the solvent for partial charges, i.e. 
accounting only for their electrostatic influence on the solute [186]. 
There are a variety of physical influences of solvent molecules on the solute: 
electrostatic, cavitation and exchange repulsion. Electrostatic is a long-range interaction, and 
therefore it can be understood classically, while the others are short range processes, with an 
inherently quantum mechanical nature [185]. Hence, the former is generally treated with 
dielectric continuum models, so that meaningful results can be obtained from a single calculation 
with reasonable computational costs [185]. These modulations can be undertaken by replacing 
the explicit solvent molecules by a continuous polarisable medium, which actually extends out to 
infinity. The macroscopic measure of polarisability is the solvent´s bulk dielectric constant . 
According to Coulomb’s law, a point charge of magnitude q produces (in vacuum) [184,187] an 
electrostatic potential Φ , at a distance r, that would correspond to the ratio between q and a (eq. 
(2.8)): 
Φ(r
→
) = q / a      (2.8) 
 
In the specific case of a sphere, r will assume the value of a that corresponds to the radius 
of the spherical solvent cavity. Furthermore, the solvent will be polarised by the solute charge 
distribution, thus inducing a nonzero electrostatic potential (the reaction potential) and 
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consequently, a reaction field. According to Born [187,188], half of this energy is expended to 
polarize the solvent, while the rest, will be available as free energy (eq. (2.9)): 
 	   ΔGsolv = − 12 ε −1ε#$% &'(q2a 	  	   	   	   	   	   (2.9) 
ΔGsolv, corresponds to the solvation energy, and measures the degree of the solute–solvent 
interaction, that is essential for the calculation of the molecular properties in solution [187]. 
Since a molecule cannot be properly described as a point charge, this approach was 
further developed. In 1934, Kirkwood formulated that for a point dipole [189] of magnitude µ, in 
a spherical cavity, the energy of solvation will be equal to(eq. (2.10): 
 	   	   ΔGsolv = − 12 ε −1ε +1/ 2#$% &'(µ 2a3 	   	   	   	   	   (2.10) 
 
Two years later, Onsager generalized the dipole term to include the effect of the solute 
polarizability, α, [187,190] thus expanding expression (2.2.1.10) to include a term representing 
the permanent dipole moment of the solute (µ0, gas phase value) and the solute dipole moment 
that is induced by the reaction field at the location of the point dipole [187]: 
 	  ΔG = − 12 ε −1ε +1/ 2#$% &'(µ02a3)*+ ,-.. 1− ε −1ε +1/ 2#$% &'( αa3)*+ ,-.−1 	   	   	   	   (2.11) 
 
The importance of this approach is the introduction of the self-consistent reaction field 
(SCRF) concept. As mentioned above, in a reaction field each part will induce a dipole moment 
on the other, allowing to find a minimum of energy that corresponds to the equilibrium between 
both elements. This formulation accounts for the polarisation of the solvent by the solute´s 
permanent dipole (µ0) and the further polarisation of the solute by the solvent, which in turn 
further polarises the solvent, in a cyclic way until a self-consistent mutual equilibrium is reached, 
and no further polarization of either solute or solvent is possible: SCRF convergence [191]. 
Although having been applied for some years, this model is quite naïve and more 
sophisticated approximations have lately been introduced, which consider the solvent cavity as a 
set of atom centred spheres instead of a unique rigid sphere[187]. 
The Onsager dipole model representes the solvent as a polarisable continuum and was the 
first such approach to be reported (PCM – polarisable continuum model), constituting the most 
widely used type of solvation methods. Special attention is paid to the way through which the 
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solvent cavity is built, directly related to the definition of the solute volume. This is generally 
assumed as if all the solute´s atoms have a radius near the Van der Waals (VdW) value [191], the 
most widely used set of which is that defined by Bondi [192] (Bondi radii). The accurate 
determination of these radii requires a precise representation of the cavity size. Molecules 
usually have an irregular shape, with small portions of space on their periphery where solvent 
molecules cannot penetrate. This leads to the establishment of solvent-excluded (SES) and 
solvent-accessible surfaces (SAS) [193-197], as represented in Figure (2.20). In both surfaces, 
the solvent molecules are considered as spheres with a volume equal to the VdW value of the 
solvent molecule [191]. 
 
 
Within the PCM formulation the molecular cavity is defined as the union of a series of 
flexible interlocking spheres, centred on each of the distinct atoms of the molecule, requiring the 
radii of all solute atoms be specified [191,198,199]. The default radii contained in those codes 
are parameterised to reproduce experimental results for a few small neutral species, possibly 
leading to poor results for charged species. Also, this model, as comprised in the Gaussian 
program, fills in the voids around the molecule with small additional spheres [191]. 
The Polarised Continuum Models encompass several distinct approaches, namely 
Tomasi´s isodensity surface continuum model (IPCM) [191,200-203], the self-consistent IPCM 
(SCIPCM) [131,201], and the integral equation formalism PCM (IEF-PCM) [185,191]. The 
latter is based on the integral equation approach, which is a general purpose numerical method 
for solving mathematical problems involving linear partial differential equations with constant 
coefficients. The IEF-PCM approach is exact as long as the solute charge lies completely inside 
the cavity [185]. 
solvation energies with continuummodels (generally
f classical type). The probe sphere divides the whole
SE surface into pieces of three types: the convex
patches in which the probe touches just one sphere
of the hard vdW shape function, the toroidal patches
in which the probe touches two spheres of the hard
body, and the concave (reentrant) patches in which
the probe touches three spheres. An analytical ex-
pression for this shape, easy to visualize on a
computer screen with a probe provided with markers
that put dots on the SES, has been given by Connolly
within a short time from the first computer imple-
mentation of the procedure (1979-1981), and it is
still in use, with some modifications. The analytical
description presents some problems, among which we
mention a few: the intersection between a torus and
a sphere is described by a fourth-degree equation, for
which the available solvers are not sufficiently ro-
bust; the SES may present singularities and cusps;
these last problems are better treated with methods
developed by Gogonea38,39 and by Sanner et al.40 The
latter have developed a computational code called
MSMS,41 standing for Michael Sanner’s Molecular
Surface, which has received much attention, espe-
cially among biochemistry-oriented computational
researchers. MSMS computes, for a given set of
spheres and a probe radius, the reduced surface and
the analytical model of the SES. The MSMS algo-
rithm can also compute a triangulation of the SES
with a user-specified density of vertices.
Besides Connolly’s SES, another SES-like surface
will be reviewed here as of current use in QM
continuum solvation methods. This alternative sur-
face is defined following a different strategy, origi-
nally conceived in Pisa around 1984 and finalized in
1986 by Pascual-Ahuir in his Ph.D. research.42 This
surface-building method, known as GEPOL,43-45 is
based on a sequential examination of the distance
among the centers of each couple of hard vdW
spheres and comparison of it with the solvent probe
diameter. If the distance is such that the probe
cannot pass between the two hard spheres, additional
spheres are added. Only three cases are possible,
each corresponding to a different positioning of the
additional spheres, each with the opportune radius
(position and radius are determined with very simple
and unambiguous algorithms). The whole set of
spheres, the original vdW spheres and those added,
is subjected again to the same sequential examina-
tion to add new spheres (second-generation spheres)
to smooth the surface. The program originally written
by Pascual-Ahuir introduced thresholds and options
to keep the number of additional spheres within
reasonable limits.
In GEPOL, the final surface is thus always the
result of the intersections of spheres and, in this
sense, it can be seen as an alternative version of the
SES made only by convex elements.
To complete the section on the definition of the
cavity, we recall an alternative strategy to define van
der Waals, solvent-accessible, and solvent-excluding
molecular surfaces originally formulated by Pomelli
in 1994-1995 for his master’s thesis. This strategy,
known as DEFPOL,46,47 has never been implemented
in publicly released computational packages, and
thus its use is limited to a few examples; however, it
still presents some aspects that are worth recalling
here. The basic strategy consists of progressive
deformations of a regular polyhedron with the desired
number of faces (triangular faces are preferred)
inscribed into a sphere centered on the mass center
of the molecule. The sphere is deformed into the
n r ial ellipsoid and enlarged so as to have all shape
functions of the molecule within it. Each vertex of
the deformed polyhedron is then shifted along the
line connecting the initial position with the origin of
the coordinates until it lies on the surface of the
shape function. The polyhedron is so transformed into
a corrugated polyhedron topologically equivalent to
the initial one, with faces still defined as triangles.
The center of each triangle is then shifted along the
axis orthogonal to the triangle until it touches the
surface of the shape function. In the cases in which
the volume of the tetrahedron defined by the three
displaced vertices and the displaced center is larger
than a given threshold, the procedure is repeated on
a finer scale on the three triangles having as vertices
the original ones and the triangle center. The final
step consists of transforming the flat triangles into
spherical triangles, each with the appropriate cur-
vature.
2.3. Solution of the Electrostatic Problem
The physics of the electrostatic solute-solvent
interaction is simple. The charge distribution FM of
the solute, inside the cavity, polarizes the dielectric
continuum, which in turn polarizes the solute charge
distribution. This definition of the interaction corre-
sponds to a self-consistent process, which is numeri-
cally solved following an iterative procedure. It is
important to remark that the corresponding interac-
tion potential is the one we shall put in the Hamil-
tonian of the model. As this potential depends on the
final value of FM reached at the end of this iterative
procedure, the Hamiltonian (previously introduced
as an “effective Hamiltonian”, see eq 2) thus turns
out to be nonlinear. This formal aspect has important
consequences in the elaboration and use of the
computational results (see section 2.4.4).
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Figure 2.20 – Schematic representation of Solvent Accessible Surface (SAS) and the solvent excluded surface 
(SES), in a topological model of a SCRF-PCM calculation. (From [191]). 
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Overall, several theoretical approaches were used in the present study of chromone 
derivatives, aiming at their accurate representation and determination of molecular properties 
(Figure 2.21). 
 
 
Figure 2.21 – Schematic representation of the procedure followed in the MO calculations. (Adapted from  [204]). 
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2.2.2. Vibrational Spectroscopy 
 
In Chemistry, molecular spectroscopy is an important tool for structural determination. 
The term spectroscopy (from the latin spectare, meaning to look or to observe) stands for the 
analysis of the interaction between radiation and matter [205]. The early works on spectroscopy 
refer to the study of visible light dispersed by a prism, according to its wavelength. Since then, 
the concept has expanded enormously, up to the study of any interaction of radiation with matter 
as a function of the incident energy. 
There are three distinct processes through which radiation can interact with matter, all of 
them yielding information about geometry and energetics of the system: absorption, emission 
and scattering. Absorption consists in the photon annihilation, in the process of exciting the atom 
or molecule to a higher energy excited sate, while the emission phenomenon is the reverse, the 
release of a photon by a molecule while relaxing from an excited state to a less energetic one. 
Scattering, in turn, is a combined process of absorption and emission, the incident beam 
originating a virtual state (different from any excited stationary state) that immediately relaxes 
originating the dispersed radiation. 
 
 
Figure 2.22 - Schematic representation of the distinct interactions of radiation with matter: absorption (A), emission 
(B) and scattering (C). 
(The continuous and dashed horizontal lines represent stationary and non-stationary (virtual) states, respectively). 
 
For absorption to take place, the exciting energy has to correspond to a level transition in 
the system. In scattering phenomena, in turn, the energy of the incident radiation is not 
necessarily equal to the energy difference between two different levels of the molecular system. 
Moreover, it was experimentally verified that if the incident energy is in close proximity to such 
an energy gap, the scattering process undergoes a significant enhancement, known as resonant 
scattering (which is larger for a close similarity between the incident energy and the energy 
transition). 
The vibrational motion of atoms is, entirely or in part, responsible for a large number of 
characteristic properties of a material, such as specific heat, thermal conductivity, optical and 
dielectric properties and electrical resistance, but it is also a direct way of understanding the 
(A) (B) (C)
hν hν hν hν´
ν´= ν
(elastic)
ν´≠ ν
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nature of atomic bonding within a molecule. A molecule vibrates simultaneously in several 
distinct ways or vibrational modes. For a molecule with N atoms, linear molecules display 3N–5 
vibrational modes (also called vibrational degrees of freedom), while nonlinear molecules have 
3N–6 modes. Vibrational spectroscopy techniques are based on these molecular vibrations, 
which provide information on the molecular structure, as well as on intra- and intermolecular 
interactions. 
While the interdependence between atomic motions in a molecule is difficult to describe, 
especially for molecules with a large number of atoms, the appreciable dimensions of a 
molecular system and the fact that atomic masses are far greater that the electron mass, justifies 
the use of classical models for representing the mechanics of molecular vibrations. Each 
vibrational mode has a different energy value (matching a transition between distinct vibrational 
levels), i.e. a distinct frequency or wavenumber in the spectrum. In a classical approach, the 
energy of a vibration can be approximated with the model of the simple harmonic oscillator, 
ruled by Hooke´s law (equation 2.12), according to which every oscillator has an associated 
force constant, k, related to the electronic characteristics of the system, which defines the 
restoring force F of the spring, for an Δr displacement from its equilibrium position: 
 
F=-k.Δr    (2.12) 
 
This force constant is also dependent on the reduced mass of the oscillator mred, and the 
corresponding vibrational frequency ν obeys to the following equation, 
 
 ,    (2.13) 
 
Despite being a suitable model for a simple case (e.g. a diatomic molecule), this is a quite naïve 
approximation as a real molecular system is not perfectly harmonic [205]. In fact, anharmonicity 
can lead to combinations between the fundamental modes, yielding non-fundamental bands at 
wavenumbers corresponding to the sum of the frequencies of two fundamental vibrations. 
Additionally, transitions between more than two vibrational levels (Δn≠1, n representing the 
vibrational quantum number) can occur, leading to features centred at multiples of the frequency 
corresponding to the fundamental mode – the so-called overtones – displaying a much lower 
intensity relative to the fundamentals [206]. Furthermore, combinations can also arise between 
fundamental vibrations and overtones or combination modes, that give rise to a Fermi resonance 
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(FR) process whenever this interaction takes place with a fundamental of the same symmetry and 
nearly the same frequency. Such a process leads to an intensity enhancement of the overtone or 
combination, at the expense of the fundamental, ultimately originating two lines with similar 
intensities which are often frequency shifted in opposite directions (the lower frequency band is 
red-shifted while the higher wavenumber one is blue shifted). In addition, an experimental band 
is frequently not due to a unique vibrational mode – localised band – but is ascribed to two or 
more vibrations occurring nearly at the same energy (degenerated). 
In order to describe the distinct vibrational states of a real, anharmonic molecule, the Morse 
oscillator (equation 2.14) model, based on quantum mechanics, is used instead of Hooke´s for 
representing the potential energy of the system. For diatomic molecule, 
 	   	   	   	   	   (2.14) 	  
where Δr is the difference between the maximum distance r between the two atoms and their 
equilibrium internuclear distance re, De is the dissociation energy of the molecule and β is a 
constant parameter. The energy for a vibrational level n of the oscillator is given by the 
expression: 	   	   	   	   (2.15) 
 
In this expression, the first component refers to the energy levels of the harmonic 
oscillator in a quantum mechanical approach, ν being the fundamental frequency of the 
oscillator, while the second part reflects the anharmonicity of the oscillator, kan being the 
anharmonicity constant. When the vibrational quantum number n is equal to zero, the potential 
energy reaches its lowest value, which, however, is not the energy of the potential minimum. In 
fact, the energy of the n=0 level is always higher than this minimum by ½ hv, which is the zero 
point energy (ZPE). This is intrinsic to the molecule, and has a constant value even at 
temperatures approaching the absolute zero. 
Given that it explicitly includes the effects of bond breaking, and also accounts for the 
anharmonicity of real bonds and the non-zero transition probability for overtones and 
combination bands, the Morse model constitutes a more accurate approximation for the 
vibrational structure of the molecule as compared to the simple harmonic oscillator. 
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Figure 2.23 – Potential energy curve corresponding to the Morse model (anharmonic oscillator) versus the Hooke 
model (harmonic oscillator). (Adapted from [207]). 
 
In a symmetric molecule, the motion of equivalent atoms is either symmetric or 
antisymmetric with respect to the symmetry elements of the system (axis, planes or inversion 
centre). Since for normal vibrations the centre of gravity and the orientation of the molecular 
axes are fixed, equivalent atoms vibrate with equal amplitude. In fact, the symmetry of a 
molecule determines the vibrational modes that are active in each of the different optical 
vibrational spectroscopy techniques – infrared (IR) and Raman: the respective normal modes 
correspond to an irreducible representation under the symmetry point group to which the 
molecule belongs (defined by its symmetry operations). Particularly for molecules with an 
inversion centre (point group Ci), rule of mutual exclusion holds – all the Raman active 
vibrations are inactive in IR and vice-versa [205]. The normal modes of a system can be 
qualitatively determined by applying the Group Theory and projecting the irreducible 
representation onto the cartesian coordinates. 
The second observable parameter in a vibrational spectrum is the intensity of the bands 
(apart from their frequencies). This is an important variable when it comes to interpret the 
spectra, as these intensities can be predicted for each vibrational mode and each vibrational 
spectroscopic technique, namely through specific theoretical methodologies that have become an 
almost essential tool for achieving an accurate assignment of experimental spectra. In addition, 
the intensification effects due to resonant processes can yield important information on the 
structure and electronic distribution of system under study. 
Since each signal in the spectra corresponds to a transition between vibrational states, its 
intensity is proportional to the probability of transition from the initial vibrational energy level, i, 
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to the final one, j (typically the vibrational ground and excited states, respectively), even if 
excitation may not necessarily occur from the ground sate. Indeed, although at room temperature 
(RT) the ground state has the highest population, it coexists with less populated excited states, 
this distribution obeying the Boltzmann law, 
 
	  	  	  	  	  	  	  	  	  	   	   	   	   (2.16)	  
where N is the total number of particles, Ni is the number of particles in level i, kB represents the 
Boltzmann constant, T is the temperature, gi refers to the degeneracy of the vibrational state with 
energy Ei (the energy of the i state), and Z(T) is the partition function that comprises the 
statistical properties of the system in thermodynamic equilibrium. The Boltzmann equation can 
be rewritten in order to yield the population of the final vibrational state (after excitation) 
relative to the population of the initial state: 
 	   	   	   	   	   (2.17)	  
When the transition probability, λij, is constant with time, it is usually expressed by a 
relationship called Fermi's golden rule (equation 2.7) [208] that relates this probability to the 
coupling between the final j and initial i states, Mij, traditionally called the "matrix element" for 
the transition, 
    (2.18) 
(where ρ j refers to the final density of states (DOS)). 
 
According to this expression, a transition is favoured if the coupling between the initial 
and final states is strong. Thus, within a quantum mechanical treatment, this matrix term Mij is 
considered as an integral containing a potential component, V, which operates on the initial state 
wavefunction and embodies the perturbation of the molecule by the electromagnetic radiation, 
leading to a transition [208]: 
    (2.19) 
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Therefore, as clearly depicted by Fermi´s golden rule (equation 2.18), the transition 
probability is proportional to the square of the integral of this interaction, over space. 
Furthermore, the operator V is different for the distinct physical processes involved in infrared 
and Raman spectroscopies, being obtained by first-order and second-order perturbation theory 
treatments, respectively. 
Furthermore, infrared and Raman obey different selection rules, vibrational modes which 
are forbidden in both techniques being called silent. In Inelastic Neutron Scattering, in turn, there 
are no selection rules and all vibrational modes are active, their intensity depending solely on the 
atoms involved. Given that in both infrared and Raman the exciting radiation is light, these are 
called optical vibrational spectroscopic techniques, while INS is often referred to as a vibrational 
acoustic technique, since the radiation interacting with the sample is a beam of subatomic 
particles (neutrons). This is a particularly appropriate method for the observation of low 
frequency vibrational modes, the so-called acoustic modes, and for analysing highly 
hydrogenated compounds. 
These three techniques – infrared, Raman and INS – are therefore totally complementary 
and its combination is ideal for gathering structural information on a particular system. This is 
clearly illustrated by the example of fullerene: this molecule has (3N-6)=174 vibrational modes 
(N being the number of atoms), which lead to 46 distinct modes after considering the 
degeneracies due to molecular symmetry. From these, only ten are Raman active and four are 
observable by infrared, which leaves more than 70% of the vibrations of this system inaccessible 
to optical spectroscopy. Neutron spectroscopy, in turn, is sensitive to all 46 modes. 
 
2.2.2.1. Infrared 
 
One of the most widely used vibrational spectroscopy techniques is the IR spectroscopy, 
based on the interaction of radiation in the infrared region of the electromagnetic spectrum with 
matter. Although the existence of infrared has been already recognised by Sir William Herschel 
in 1800, while measuring the heating effect of the sunlight; this radiation has neither received 
attention nor has it been studied for the following 80 years [209]. From 1882 to 1900, however, 
Abney and Festing developed several studies on the IR radiation [210], and were able to register 
the infrared absorption spectra of 52 compounds, correlating some of the bands with specific 
organic groups within these molecules. Later on, in the early 1900´s, W.W. Coblentz 
investigated hundreds of substances, both organic and inorganic, by this technique, thus creating 
the groundwork for future IR spectroscopy [211]. 
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At this stage, the registration of every single spectrum was quite a hard task, due to the 
various experimental difficulties, namely the time required to obtain a single spectrum – at least 
three to four hours – since each point in the spectrum had to be acquired separately (at least 1 
point per cm-1). Indeed, the early researchers had to design and build their own instruments 
(including all components), since there were no commercially available spectrometers yet. It was 
just after World War II that the advances in electronics made it possible to register an IR 
spectrum in about one or two hours [210]. This early work yielded some essential data, such as 
the recognition that each compound has a unique IR pattern, and certain chemical groups, even 
when comprised in different molecules, give rise to absorption bands at approximately the same 
wavelength (fingerprint). 
Infrared light has a longer wavelength than the visible radiation (Figure 2.24) [212], the 
infrared portion of the electromagnetic spectrum being usually divided into three regions: near-, 
mid- and far- infrared, named after their relationship to the visible window. The higher energy 
near-infrared corresponds to the gap between 14000 and 4000 cm−1, and can excite overtones; 
the mid-infrared, approximately from 4000 to 400 cm−1, is associated to fundamental vibrations 
and therefore to rotational-vibrational structure; and finally the low energy far-infrared region, 
from 400 to 10 cm−1, adjacent to the microwave zone, allows observe low frequency vibrational 
modes, and may also be used for rotational spectroscopy [205]. The present work is centred on 
the features comprised in the mid-infrared region, technically the one most difficult to register 
because atmospheric water vapour and carbon dioxide absorb infrared radiation strongly in this 
energy interval. 
 
Figure 2.24 – Electromagnetic radiation spectrum. (Adapted from [212]). 
 
In a classical infrared experiment a sample is subject to IR radiation, absorption occurring 
whenever the frequency of this incident beam matches the energy gap between adjacent 
vibrational levels. The infrared radiation can only interact with a vibrating molecule if the 
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electric vector of the radiation field oscillates with the same frequency as the molecular dipole 
moment. This implies that a vibrational mode is only active in infrared if it can modulate the 
molecular dipole moment, µ, which means that the derivative of this dipole moment along the 
coordinate of the motion, r, should be different from zero (equation 2.20), 
 
      (2.20) 
 
(r describing the motion of the atoms during a normal vibration). 
The molecular dipole moment is a quantification that stands for the sum of all the charges in a 
molecule relative to its centre of mass. The distance of each of these charges, qi, to the centre of 
mass, ri, may vary with time, namely due to the molecular vibrations, leading to a change in the 
molecular dipole moment µ, 
 
      (2.21) 
 
From the k possible vibrations for a compound (3N-6 for a non-linear molecule), only the 
normal modes that modulate µ will absorb infrared radiation, being IR active. The dipole 
moment can then be written in the form of a vector, for each molecular vibration: µk, comprising 
µx, µy and µz terms. For the kth vibrational mode, this vector can be expanded by a series [206], as 
 
     (2.22) 
 
The higher terms of this series are associated to electrical anharmonicity and can 
originate overtones in the spectrum. Moreover, the higher terms of the potential energy are non-
negligible for anharmonic systems, and this mechanical anharmonicity also gives rise to 
overtones. 
During an IR experiment, the detection of the transmitted light along the entire spectral 
IR region reveals how much radiation is absorbed at each wavelength. This can be achieved 
either by scanning the sample through the whole infrared interval and measuring the absorption 
at each wavenumber, or by the use of a monochromator (situated after the sample position in the 
spectrometer) which varies the wavelength over time, thus filtering the incident radiation, for the 
detector to be reached only by a single wavenumber at a time. In this kind of classical IR 
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experiments, there are usually two sample compartments, one of them used as a reference. The 
incident radiation is split in two beams, each one hitting either the sample or the reference. This 
procedure is followed because each measurement is affected not only by the light-absorption 
properties of the sample, but also by the instrument technical features (e.g. the light source or the 
type of detector). The simultaneous measurement of reference and sample, which are 
subsequently compared, allows the elimination of the instrument influence. This process can also 
be used in order to remove other variables prone to affect the spectral data, such as the 
compound used as solvent (e.g. in pellets). 
Despite being an absorption phenomenon, the IR signal corresponds to the transmitted 
light through the sample, and so the spectrum can be registered either as transmittance Tr or 
absorbance Ab [213], 
 
 Abλ = log (1/Trλ )             and            Trλ = (I/I0)   (2.23) 
 
I0 representing the intensity of the incident beam, at a specific wavelength λ , and I being the 
intensity of the light transmitted by the sample. 
Apart from the aforementioned scanning monochromator or dispersive method, there is 
an alternative process for obtaining infrared spectra, for which a coherent light source is applied 
to the sample. According to this technique, known as FTIR spectroscopy [213], the incident IR 
radiation is guided through an interferometer before interfering with the sample (or vice-versa). 
The registered signal reflects the interference between two different beams from the same 
source, one being reflected directly in a mirror and the other being reflected by a movable mirror 
that changes position over time. The beams interfere, allowing the temporal coherence of the 
light to be measured at each different time delay setting. Both beams are then directed to the 
same pathway, the resulting final beam going through the sample and finally to the detector 
(Figure 2.25). 
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Figure 2.25 – Schematic representation of a Michelson interferometer configured for FTIR. 
 
The spectrum thus obtained is called an interferogram [213] and represents the radiation 
output as a function of time and dependent on mirror position. In order to use this raw data, a 
Fourier transformation in undertaken that converts the interferogram (intensity as a function of 
time) into a spectrum (intensity as a function of energy). This technique is thus based on the 
measurement, in the time-domain, of the coherence of a radiative source, followed by a 
conversion to the energy domain. This is the most widely used approach in IR experiments 
nowadays, mainly due to the "multiplex advantage" [205] – information is collected 
simultaneously for all frequencies, improving both speed and signal-to-noise ratio. Another 
recognised benefit of this technique is that sensitivity is dramatically increased, thanks to the 
higher sensitivity of the optical throughput (Jacquinot advantage) and of the detectors relative to 
the continuous method, which results in much lower noise levels. The fast acquisition times also 
enable the addition of several scans in order to reduce the random measurement noise to any 
desired level (signal averaging). Finally, these instruments employ a laser as an internal 
wavelength calibration standard, which allows them to be self-calibrated (Connes advantage) 
[213]. 
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2.2.2.2. Normal Raman 
 
Lord Rayleigh´s urge to find an explanation for the blue colour of the sky led him to the 
formulation of a classic theory for the elastic (with no frequency change) scattering of light 
[214]. In turn, the fascination of the Indian physicist Chandrasekhara Venkata Raman by the 
deep blue hue of the Mediterranean sea encouraged him to investigate the scattering of light by 
liquids. This led to the first experimental observation (on 28 February 1928) of the Raman effect 
in liquids, or inelastic (involving frequency change) scattering of light [215,216]. This 
phenomenon had been predicted some years before by Adolf Smekal in his quantum classical 
theory [217], and had been reported in solids (quartz) by two Russian researchers, Landsberg and 
Mandelstam [218]. Soon after Raman and Krishnan published his observations, these were 
confirmed by the French researchers Cabannes [219] and Rocard [220]. 
Due to obvious technical limitations, most of Raman´s early work in the 1920´s was 
based on the visual observation of colour rather than on accurate wavelength measurements of 
the scattered light [221]. Filtered sunlight was the excitation source firstly used to obtain a 
Raman spectrum, the beam of light entering the liquid emerging as a different colour due to 
Raman scattering (Figure 2.26). Furthermore, and essential for the future vast application of this 
technique, Raman showed that the nature of this scattered light was dependent on the type of 
sample. However, the observation of bands in this way prooved to be quite difficult, due to the 
very low intensity of the phenomenon (only approximately 1 in 106 photons undergoes Raman 
scattering). Later on, Raman used a mercury arc lamp delivering a more intense monochromatic 
radiation of 435.83 nm (Figure 2.27), that became commercially available in the beginning of 
1928. Nevertheless, the light scattered by the sample still had to be projected through a quartz 
spectrograph onto a photographic plate, which was then developed to yield the spectrum [222]. 
 
 
Figure 2.26 – Schematic representation of the Raman scattering phenomenon. (Adapted from [223]). 
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The lack of a light source providing both monochromatic and intense radiation was the 
major limitation to this technique until the development of the LASER technology (Light 
Amplification by Stimulated Emission of Radiation) and its introduction to scientific research, in 
the 1060´s. In fact, this was a major boost to Raman spectrocospy [206], that constitutes 
nowadays one of the most widely used and versatile spectroscopic techniques, with an 
impressive range of applications from industry (monitoring manufacturing processes) to life 
sciences (drug design and in situ medical diagnosis). As Raman said "the character of the 
scattered radiation enables us to obtain an insight into the ultimate structure of the scattering 
substance" and the Raman effect was soon regarded as an invaluable tool for structural 
elucidation in Chemistry, since it is an universal phenomenon and the basis for a non-destructive 
and hardly invasive spectroscopic technique. By the end of 1928 (a short 10 months period after 
its discovery) there were already 70 Raman studies to be found in the literature. In the late 
thirties the Raman technique had become the main method of non-destructive chemical analysis 
for both organic and inorganic compounds, which justified the Nobel Prize in Physics awarded 
to C.V. Raman in 1930. In 1998 the Raman effect was designated an ACS (American Chemical 
Society) National Historical Chemical Landmark [221], in recognition of its significance as a 
tool for analysing the composition of liquids, gases, and solids. 
Raman spectroscopy consists in the detection of the frequency deviation of light scattered 
by a sample, upon irradiation with a monochromatic beam of photons. When this radiation 
interacts with a molecule, it can be scattered in different ways: either elastically, preserving its 
original frequency – Rayleigh scattering, which is largely predominant [214] – or inelastically, 
exchanging energy with the sample and leading to frequency deviations from the incident value 
A 
B 
Figure 2.27 – Raman spectra of carbon tetrachloride, excited by a mercury arc lamp (at 435.83 nm) (A) and by 
an argon ion laser (at 487.99 nm) (B). 
(A is a facsimile of the spectrum reported by Raman and Krishnan in 1929 [216]). 
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– Raman scattering, very weak (about one in a million of the scattered photons exhibits a change 
in wavelength). The latter may occur through one of two processes – Stokes or anti-Stokes [224], 
depending on the direction of the energy exchange between the photon and the molecule (Figure 
2.28) [225]. In Stokes scattering the molecule absorbs energy and is excited from the ground 
vibrational state to the virtual higher energy level, from which scattering takes place, the 
scattered photons being red-shifted relative to the excitation radiation. In anti-Stokes scattering, 
in turn, the photons reach the virtual state from an excited vibrational level and relax to the 
ground vibrational state, the scattered light being blue-shifted relative to the incident beam. At 
room temperature the population of excited states in very low, according to the Boltzmann 
distribution (equation 2.16), and consequently the intensity of the anti-Stokes bands is 
considerable weaker than that of the Stokes signals [206]. Hence, the Stokes region is the one 
usually registered in Raman spectroscopy, except for particular experiments aiming at the 
analysis of the intensity differences between Stokes and anti-Stokes signals, from which certain 
physical characteristics of the system can be retrieved. 
 
	  
When the whole scattering range is observed, a very high intensity band appears (the 
Rayleigh band), along with signals deviated from this feature to either lower or higher 
wavenumbers (Stokes and anti-Stokes regions, respectively). The absolute wavenumber scale is 
therefore not appropriate to represent a Raman spectrum – frequency shifts are usually recorded 
instead of absolute values, with the exciting radiation defining the zero frequency shift (Rayleigh 
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Figure 2.28 – Representation of the light scattering phenomena. 
(IR  absorbance  is  also  depicted.  The  thickness  of  the  arrows  represents  the  probability  of  each  of  these 
phenomena to occur. (Adapted from [225])). 
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band, filtered to avoid reaching the detector). The laser frequency is therefore directly used by 
the spectrometer as a reference for the measured deviations corresponding to each vibrational 
mode. 
The scattering phenomenon is far more complex than the emission or absorption 
processes. In fact, while the latter involve one single photon, either absorbed or emitted, 
scattering always implies two photons, the incident and the emitted. Moreover, while only two 
states are considered in absorption and emission, inelastic light scattering engages three different 
energy states – besides the initial and final levels, there is one additional, non-stationary third 
one, physically non-observable and hence designated as virtual state. Furthermore, the for a 
vibrational mode to be active in Raman it must modulates the molecular polarizability  α 
(equation 2.24), i.e. induce a deformation of the electronic cloud [205,226], that can be 
represented by the polarizability derivative  in order to the displacement coordinate r of the 
vibrational mode: 
 
      (2.24) 
 
A vibration will be Raman active whenever this derivative is different from zero. The 
classical theory of Raman scattering allows to describe the selection rules that apply to this 
technique so as to explain the intensity of the bands, in terms of polarizability α. When a 
molecule is subject to an electric field, electrons and nuclei are forced to move in opposite 
directions, which will induce a dipole moment proportional to the electric field strength and to 
the molecular polarizability. This dipole moment thus depends on the flexibility of the electron 
cloud of the molecule, described by the polarizability α. It is possible to quantitatively describe 
this dipole, by decomposing the components of the electric field E as vectors Ex, Ey and Ez, in a 
fixed cartesian coordinate frame, usually defined according to the symmetry properties of the 
molecule. Hence, the components of the electric field vector,E→ , multiplied by the polarizability 
components, αij, produce the induced dipole moment, µ ´
→ :  
      (2.25) 
 
      (2.26) 
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     (2.27) 
 
From the previous considerations it can be inferred that the components of the 
polarizability tensor depend on the adopted cartesian coordinate system [205], and so it is 
necessary to establish invariant quantities, which are those related to the observables – the 
physical properties that can be directly observed or measured from the spectra. 
The sum of the diagonal elements of the polarizability matrix is one of these invariables. 
Usually it is the average polarizability that is taken into account, which corresponds to the 
isotropic part of the polarizability change during a normal vibration: 
 
α ´ = αxx
´ +αyy
´ +αzz
´( ) / 3     (2.28) 
 
Each term in this expression represents a component of the αij´ tensor – the polarizability 
change – that results from the derivative of the polarizability tensor αij in order to a normal 
vibration r, 
       (2.29) 
 
Another invariant parameter of the polarizability tensor is anisotropy λ´, a directionally 
dependent property as opposed to isotropy, 
 
 (2.30) 
 
(assuming the tensor matrix is symmetric [206]) 
 
The polarizability of a molecule can be modulated by a vibration because the flexibility 
of electrons and nuclei in a molecule depends on their mutual distance – if this is short, an 
external field will exert a smaller influence as compared to larger displacements. 
In order to predict the Raman scattering intensities, the first factor to account for is the 
probability of a transition between vibrational levels. The transition probability of the scattering 
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process is proportional to the density of the incident radiation, d, and is usually represented (for a 
unitary radiation density and initial state population) by the so-called Einstein coefficient for 
spontaneous scattering or absorption processes. For the population of the excited state j to be 
stationary in time, in an equilibrium situation, it is necessary that the interaction with radiation, 
responsible for the growth of this state´s population (absorption), is compensated by the 
processes contributing to transitions in the opposite direction, according to, 
 
      (2.31) 
where A and B stand for the Einstein coefficients for scattering and absorption, respectively, and 
N represents the population of a particular state. 
The parity between both Einstein coefficients (for absorption and scattering) implies the 
occurrence of descendent transition processes, independent from the spatial radiation density and 
associated to spontaneous scattering. In fact, in the absence of these scattering processes the 
population of state j would equalise that of the initial state, hindering any transition between 
these levels. Since the populations of the i and j states are related by the Boltzmann Law, in a 
thermal equilibrium situation, it is possible to relate the terms A and B: 
 
 A = Bd. e −ϖ ij / kBT( )−1"# $%      (2.32) 
(where ϖ ij stands for the angular frequency correspondent to the transition from state i to the 
final state j) 
 
In order to ascertain this relationship between coefficients A and B, the value of d must 
be known. This is achieved considering the equilibrium of the radiation spatial density with the 
black body, as in this ideal system the radiation is in equilibrium with matter, at every 
temperature, according to the Planck´s Law: 
 
  d∝ϖ 3 / e −ϖ / kBT( )−1#$ %&      (2.33) 
(where ϖ stands for the angular frequency ) 
 
Substituting this approximation for d in equation (2.32), the relationship between A and 
B can be represented by: 
A∝ e(−ϖ ij / kBT )−1e −ϖ / kBT( )−1
     (2.34) 
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As mentioned before, for an allowed transition A will only assumes non-negligible values 
in resonance conditions (when the fraction in expression (2.34) is equal to 1), therefore: 
 
A∝Bϖ 3      (2.35) 
 
In order to obtain the scattering probability, B must be substituted in the above equation 
by the transition probability p, due to the dipole induced by the electric field of the exciting 
radiation (equation 2.36). Considering the Stokes region of the spectrum [205], 
     p∝ ϖ 0 −ϖ( )
3 Ni (µ´)ij
→ 2
Δ
i, j
∑ ϖ −ϖ ij( )     (2.36)                       
 
where ϖ 0 is the angular frequency of the incident radiation. 
The correspondent anti-Stokes expression is derived by replacing the (ϖ 0   - ϖ ) term by   
(ϖ 0  + ϖ ), and Ni by the population of the final state, Nj, from which transition occurs. Since this 
is less populated than the groung level, the resulting anti-Stokes Raman bands display a lower 
intensity than the Stokes signals. As long as the population distribution obeys to the Boltzmann 
law (at thermal equilibrium), this Nj by Ni substitution will be equivalent to multiplying Ni in 
equation (2.36) by the Boltzman exponential (exp(-ΔE/kBT), (equation 2.17). The ratio of anti-
Stokes to Stokes intensity, for a given band, is therefore [206]: 
 
   (2.37) 
  
(where νij is the frequency of the Raman shift) 
 
This relationship between Stokes and anti-Stokes intensity allows to determinate the 
sample temperature at a micro-scale, just by analysis of the Raman spectra, without any physical 
contact (after correcting the measured intensities relative to the spectrometer´s sensitivity). 
The scattered radiation power ΦP is proportional to the product of the transition 
probability p by the exciting radiation frequency ν0,  
 
ΦP = I.ν0      (2.38) 
(with I ∝ p ) 
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I referring to the radiant intensity, which is proportional to the transition probability. 
Consequently the intensity of the Raman scattered radiation can be approximated by the 
following expression, that reflects the fourth order dependency between the scattered light 
intensities and the incident frequency [206]: 
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(I0 representing the incident laser intensity with frequency ν0, N being the number of molecules 
in a given state, α describing the polarizability of the molecule, and r the displacement 
coordinate of the normal vibration mode). 
Besides the complementarity between Raman and the other vibrational spectroscopy 
techniques (infrared and INS), it offers supplementary advantages, such as: (i) its non-destructive 
nature; (ii) its high sensitivity, allowing the detection of residual quantities of sample [227]; (iii) 
the possibility of application to both organic or inorganic systems, in either physical state – 
liquid, solid or gas – and its particular suitability for studying aqueous solutions (as opposed to 
infrared, due to the low Raman activity of the water bands); (iv) its potential use in quantitative 
analysis; (v) the fact that virtually no sample preparation is needed; (vi) its versatility, portable 
Raman spectrometers being currently available, enabling to record spectra in situ (e.g. 
archaeological sites, museums, hospital operating theatres or even in outer space). 
Yet, the occurrence of fluorescence processes (due to transitions between electronic 
levels), often intrinsic to the analysed sample, is a significant limitation of the Raman technique. 
Actually, this phenomenon gives rise to broad and very intense bands that can completely 
overrule the much weaker Raman signals. This difficulty is sometimes overcome by using 
incident laser lines at a frequency not prone to induce fluorescence in the tested compound (e.g. 
the widely used Nd:YAG (neodymium-doped yttrium aluminum garnet crystal) 1064 nm 
LASER radiation) [228]. When the exciting beam is produced by visible wavenumber lasers and 
the sample contains a fluorophore, experimental parameters such as the laser intensity and the 
integration time for spectral acquisition must be optimised, in order to find the best compromise 
between Raman band intensity and minimum fluorescence interference. This can normally be 
achieved by the use of low laser intensities coupled to long integration times. Recent 
technological developments have transformed Raman spectroscopy into an even more efficient 
and versatile technique, namely improved detectors such as the Charge Coupled Devices (CCD), 
portable spectrometers and lasers, and optic fibres allowing to direct the laser radiation directly 
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to the site to probe. This spectroscopic method has thus become an essential characterisation and 
identification tool, with wide applicability in an impressive diversity of fields, from Chemistry 
and Biochemistry [229], Drug development [230], Forensic Sciences [227], Medical diagnosis 
[231] and in vivo monitoring [232], to Art and Archaeology [233,234]. 
 
2.2.2.3. Surface Enhanced Raman Scattering 
 
The SERS scattering phenomenon consists in the huge enhancement of the Raman signal 
of a molecule adsorbed on specific metal surfaces [235-238], as compared to normal Raman 
(NR). This is a complex phenomenon, able of producing an enormous enhancement of the 
Raman spectrum of some molecules adsorbed on nanostructured surfaces of alkaline or coinage 
metals, especially silver. Generally speaking, when a molecule interacts with such metals 
vibrational frequency shifts, and changes between the relative intensities of the Raman and 
SERS bands can be seen. This intensification is the most outstanding feature and depends on a 
diversity of factors [239] such as the nature of the metal, the particular experimental conditions 
and the molecule itself. Typical enhancement factors are about 106 fold of the intensity of a 
normal Raman signal [240] and this SERS intensification can be as large as to allow to record 
spectra in extreme experimental conditions, when large sensitivity is required, such as the case of 
solutions of biomolecules with very low concentration. 
Indeed, in favourable cases the SERS technique can yield enhancements of up to fourteen 
orders of magnitude relative to the intrinsically weak normal Raman, as observed in the middle 
nineties [241-244]. This enormous enhancement is therefore able to transform a very weak 
physical phenomenon such as Raman scattering into one of the few available tools suitable for 
the registration of the spectroscopic signal arising from a single molecule, in the so-called single 
molecule experiments (SME). This constitutes the highest sensitivity in molecular detection, and 
several techniques are presently being developed for tracking the motion of molecules within 
living cells by means of SERS active probes [245]. Indeed, a growing number of studies on 
single molecule vibrational spectroscopy have been published in recent years [242-245]. 
Nevertheless, only a small range of molecules experience such large enhancement 
factors, the majority of them showing more modest intensity enhancements, of about six orders 
of magnitude, whilst others, like water, suffer no appreciable enhancement. Furthermore, for the 
SERS effect to take place the studied molecule has to be near a metal surface, and if it is 
adsorbed on a Silver cluster or a silver surface with irregularities of nanometric size, the 
enhancement increases. In fact, silver is, by far, the metal that produces the largest enhancements 
in SERS experiments. 
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In order to attain single molecule observation, many years of work were dedicated to the 
development of this experimental technique as well as to the study of the mechanisms underlying 
these astonishingly high enhancement factors. 
Since the first SERS experiment was undertaken fortuitously by Fleischman and Hendra, 
in 1975 [246], followed by the recognition (in 1978) of the presence of a new phenomenon  by 
Creighton [247] and Van Duyne [248], numerous studies have been published within the field of 
SERS spectroscopy. However, a controversy has risen since the early 1980´s concerning the 
nature of the enhancement mechanism, or mechanisms, that take place in each particular SERS 
experience. A great diversity of distinct mechanisms, including many variants, has been 
proposed, both from a chemical perspective, and, in greater number, from a physical point of 
view. These theories are apparently able to explain the majority of the spectral results to be 
found in the literature. The most widely accepted mechanisms have been those developed 
through a physical approach, in which the metal plays a preponderant role. Even though the 
relevance of these proposed mechanisms for describing the SERS phenomenon is undisputed, 
they fail when it comes to explain the different relative intensities observed when comparing 
SERS and normal Raman. This selective SERS enhancement is often observed, as is responsible 
for quite distinct SERS and NR spectral patterns. The attempts to explain these differences in the 
relative intensities of the bands associated to specific vibrational modes of the molecule have 
been based on ad hoc models, which have showed to be unable to satisfactory explain the 
experimental results. 
The wide range of different SERS theories is split into two major contributions: the 
Electromagnetic Mechanism (EM) and the Charge Transfer (CT) or Chemical Mechanism 
[237,238,249]. These two different processes can to explain the SERS intensification in very 
distinct ways. It is generally accepted that the EM contribution is present in every SERS 
experiment, while, depending on the experimental conditions, the CT mechanism can also take 
place, leading to problems when it comes to properly analyse a SERS spectrum. However, it is 
still not clear which processes are acting in each case and what is their relative contribution to 
the overall enhancement in a particular experiment. This preliminary question when analysing 
SERS data remains unclear and has been the object of controversy for many years. The selection 
rules for SERS, derived from the EM mechanism, are completely different from those associated 
of the CT mechanism. 
From the analysis of experimental SERS data it is possible to extract information 
concerning the adsorption of the molecule to the surface and the nature of the SERS 
enhancement mechanism. Most of the reported SERS studies on aromatic molecules [250,251] 
have been interpreted in the light of the EM mechanism, which allows to determine the 
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orientation of the adsorbate relative to the metal surface. Therefore, the EM selection rules [250] 
relate the perpendicular or parallel orientation of planar molecules with respect to the surface, 
with a consequent enhancement of the in-plane or out-of-plane normal modes, respectively. 
However, although this enhancement mechanism is nowadays recognised as general in SERS, it 
does not account for the selective enhancement of bands of the same symmetry, which in turn, 
could be explained by the presence of CT enhancement processes. These are strongly dependent 
on the nature of the molecule and the metal, and on the particular experimental conditions. 
Indeed, the complexity of SERS can be illustrated by the fact that similar molecules may 
suffer enhancement factors in different degrees, which can be separated by several orders of 
magnitude. Additionally, the SERS results obtained for the same molecule, with the same metal 
surface, but recorded under different experimental conditions may show enhancement factors 
varying by several orders of magnitude, depending only on the method used to activate the metal 
surface. 
The CT mechanism explains the SERS intensification as a photo-induced resonant charge 
transfer between the metal surface and the molecule or vice-versa, as described in Figure (2.29) 
This model considers that new electronic transitions within the surface complex (M-A) may 
occur. These transitions are different from those taking place either in the molecule or in the 
metal, with a charge transfer character. They are similar to those occurring in some inorganic 
complexes and can be excited by visible light photons, such as the ones obtained from the laser 
sources usually used in Raman spectrosocpy. Although having been observed in some cases, 
these CT transitions of the surface complex (M-A) are difficult to detect. 
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Figure 2.29 - Charge Transfer processes between a molecule (A) and a metal surface (M), in SERS (a) and 
Resonance Raman (b) conditions. 
 
Within the CT mechanism, a charge redistribution is produced in the electronic excited 
states of the surface complex (M-A). The charge transfer may occur from the HOMO orbitals of 
the molecule to the Fermi Level (FL) of the metal (a) or, in the reverse way, from the metal FL 
to the LUMO of the molecule (b): 
 
     (2.40) 
 
     (2.41) 
 
The direction of the electronic delocalisation will depend on the nature of the adsorbate, 
as well as on the metal work function, which is the measure of the energy required to remove one 
electron from the FL of the metal. The adsorption strength is a property that depends on the 
affinity of the adsorbate A by the metal M, constituting a measure of the extension of orbitals 
mixing between the adsorbed molecule and the metallic atoms. The largest the extent of mixture 
between the orbitals in the M-A complex, the higher the probability of a CT process to occur. 
This is well evidenced by the case of water, that shows a very weak SERS intensity, while 
molecules that strongly adsorbe to the metal, such as aromatic compounds, generally undergo 
large SERS enhancements. 
Another important parameter in this process is the energy of the FL of the metal, which 
can be controlled if the SERS experiment is undertaken on the surface of an electrode. The FL 
location depends on the ocupation of the metal electronic levels, which in turn is ruled by the 
electric potential of the metal-solution interface. More negative potentials will rise the FL, 
favouring the transfer of an electron from the metal to the adsorbate. On the contrary, if the 
potential is made more positive the FL will fall and more energy will be necessary in order to 
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promote the transfer of an electron from the metal. When the sum of the energies of the Fermi 
level and of the incident photon coincides with the energy of vacant orbitals of the adsorbate, 
one electron initially located at the metal will temporarily move to these orbitals, forming the 
transient radical anion (M+-A-), that corresponds to the adsorbed molecule plus an extra electron. 
By studying the dependence of the electrode potential at which the maximum SERS 
enhancement is achieved, as a function of the energy of the exciting laser radiation (λ1 and λ2), it 
is possible to assess if the charge transfer occurs from the metal to the adsorbate of from the 
adsorbed molecule to the metal. 
Because of the occurrence of this electronic redistribution process, the CT mechanism 
can only take place if the molecule is very close to the metal surface, this being a short-range 
phenomenon. On the contrary, the EM mechanism can act with the analysed molecule relatively 
far from the metal. Another major difference between both mechanisms, is that the CT selection 
rules are quite complex and cannot be generalised to all the molecular systems. These are similar 
to those that govern the relative intensity of the Raman spectra in resonance conditions (RR). 
Essentially, the RR phenomenon is based on the premise that the laser photon has 
sufficient energy as to excite the molecule up to an electronic excited, stationary state, usually 
the first excited singlet. Under such resonant conditions the Raman becomes a very intense 
phenomenon, but this enhancement is not universal given that only the bands corresponding to 
specific vibrational modes are intensified. This selective enhancement depends on the properties 
of the electronic states associated to the resonant process. In turn, in the case of the CT 
mechanism in SERS the electronic ground state of the neutral adsorbate S0 and the first excited 
singlet of the respective radical anion D0 are involved (Figure 2.29), although other electronic 
sates may also be relevant in some cases. 
As in fluorescence or absorption spectroscopy, the Potential Energy Surfaces of the 
involved states determine the larger or smaller activity of a particular vibrational mode. Since 
each molecule has a particular PES, it is impossible to propose general rules allowing to foresee 
this selective enhancement. Additionally, one important obstacle in RR is the difficulty in 
obtaining information about S1 excited states. This limitation is even greater in SERS-CT, given 
that the excited states have a charge transfer character for which there is no information at all. 
Figure (2.30) depicts the charge transfer mechanism, that may be envisaged as composed 
by five consecutive steps: in the first one a the incident laser photon is annihilated, originating 
the excitation of one electron from the metal FL; the second step b corresponds to a non-
radiative NP1 process, in which the electron is transferred to the adsorbate LUMO. The effect of 
the photon energy combined with the energy of the metal FL acts in a similar way as a tuneable 
electron source, such as those used in Electron Energy Loss Spectroscopy (EELS). This explains 
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why, when both experimental techniques (SERS and EELS) are undertaken under resonance 
conditions they yield the same set of active vibrations [236]. When the electron transfers to a 
vacant orbital of a neutral molecule, the correspondent radical anion is formed (step c1). This 
stage can be referred to as a RR process, in which the electronic ground states of the neutral 
molecule S0 and of its radical anion D0 are involved. The electron is temporarily in the potential 
energy surface of the radical anion (step c2), until it returns to the metal through another non-
radiative process NP2. If at the end of this process the molecule remains vibrationally excited, 
the annihilation of the electron-hole v-e pair in the metal gives rise to the emission of a Raman 
photon (step e).  
 
 
Figure 2.30 - Proposed mechanism for a SERS-CT process. 
 
The advantage of this model lies in the fact that the metal is only considered as an 
electron source, and the resonance occurs between two levels of the adsorbate (S0 and D0). 
Therefore, it is needless to consider the metal when carrying out theoretical calculations in order 
to predict a SERS profile. Another approximation in order to simplify the theoretical calculations 
is to assume that a full electron is involved in the charge transfer process. Although neither 
experimental information nor theoretical predictions on the amount of the charge transferred 
during this CT process are available, the similarity between the SERS and EELS results supports 
that possibility. 
Even though the aforementioned charge transfer mechanism presents appreciable 
similarities with the Resonance Raman process, significant differences exist between both 
processes. Firstly, the occurrence of RR depends exclusively on the energy of the incident 
photon, while SERS-CT is also determined by the position of the Fermi level, which is 
modulated by the electric potential of the metal interface. Additionally, unlike for RR, CT bands 
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are very difficult to observe in a UV/Vis spectra, not allowing to experimentally predict the 
occurrence of this process in a particular SERS study. For instance, for molecules adsorbed on 
silver colloids, the UV/Vis profile displays CT bands usually overlapped by the strong 
absorption signals of the colloidal particles. 
Furthermore, as opposed to the EM mechanism that can take place at considerable 
distances from the metal [252], the molecule has to be directly adsorbed to the metal surface in 
order for the CT mechanism to take place [237]. This adsorption process influences the 
molecular structure and therefore the Raman spectra. Indeed, it can lead to a change of the 
operating symmetry, the adsorbed molecule presenting a distinct symmetry group in a SERS-CT 
experiment than that of the isolated or solvated molecule. This must be taken into account when 
analysing the differences between Raman and RR spectra. 
Besides, the excited states in RR are much better known than in SERS-CT, which 
requires precise quantum mechanical calculations on the CT states in order to try and overcome 
this limitation. Furthermore, it should be noticed that in the proposed mechanism for a SERS-CT 
process, both radiative processes (steps a and e, Figure 2.30) and non-radiative transitions (steps 
b and d, Figure 2.30) take place. The latter possibly lead to the violation of the RR selection 
rules, which have been developed exclusively for radiative processes. Despite these differences, 
SERS-CT-induced excitation to a stationary state causes a selective enhancement of specific 
Raman bands, similarly to what occurs in RR. 
In practice, the SERS spectra are usually analysed at the light of the EM selection rules, 
due to their simplicity when compared to the CT ones, at least when they are formulated as the 
very popular propensity rules [253]. It is generally accepted that the EM mechanism is the major 
contribution for the Raman signal enhancement, representing about 104 of the intensification of 
the overall 106 SERS enhancement [240,254,255]. This mechanism assumes that the SERS 
amplification is originated by the resonant response of the metal when it is illuminated. It was 
shown that some surfaces of specific metals are able to amplify the electromagnetic field in a 
very efficient way, by concentrating it at the surface plasmons. Therefore, a molecule located at 
this interface will be subject to an electromagnetic field much greater than in the absence of the 
metal. Furthermore the scattered radiation by the molecule also undergoes amplification through 
a similar mechanism. Combination of both effects justify the huge enhancements detected in 
SERS experiments. 
The amplification of the electromagnetic field in specific regions of nanostructured 
surfaces is related to the excitation of Surface Plasmon Polaritons (SPP´s) from the metal. These 
are electromagnetic waves confined to a short range from the surface, which are originated from 
the interaction between the free electron plasma of the metal with either visible or IR radiation. 
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In surfaces formed by aggregated particles (colloids), or with surface irregularities smaller than 
100 nm, the confinement of the surface plasmons is favoured. Thus, the existence of 
irregularities at a nanometric scale is indispensable for producing an electric field amplification 
near the metal. Microphotographs of rough metallic surfaces or aggregated colloidal particles 
have shown that a diversity of distinct irregularity levels is present in such nanostructures. 
Although similar they differ in size, ranging from hundreds of nanometres to dozens of 
Angstroms. Reported studies on the morphology of some colloids have allowed to characterise 
those irregular structures by their fractal dimensions [256-258]. It was also possible to prove that 
fractal surfaces have the ability to strongly enhance the non-linear optical response (NLO), due 
to the presence of large electromagnetic local fields [259]. Several studies of these properties 
have been studied by theoretical methods, at different levels of accuracy [258,260,261], are to be 
found in the literature, namely the work by Sánchez-Gil and García-Ramos dealing with metallic 
substrates displaying a random fractal structure with nanometric scale irregularities (Bright-
spots) [261]. Nevertheless, a complex theoretical model is unnecessary to obtain a suitable 
description of the EM enhancement, if adequate approximations are assumed. The main 
hypothesis that constitutes the basis of all proposed EM models is the classical approach 
represented in Figure 2.31: an electromagnetic wave of frequency ν0, with an electric field 
amplitude E0, hits a molecule located at a distance d from a spherical metal particle of radius a, 
this metal particle being much smaller than the wavelength of the incident radiation, λ0. Under 
these circumstances, the electric field is uniform through the metal particle, which justifies the 
use of the electrostatic or Rayleigh approximation (a<0.002 λ0).  	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2.31 - Electrostatic approximation of the electromagnetic mechanism in SERS. 
(Electric field in the surface of a spherical metal particle, irradiated at the dipole resonance frequency of the metal). 
 
According to this approach, the induced dipole moment at the centre of the metal sphere, 
µm, can be written as [262]: 
    (2.42) 
 
where ε1
0 and ε2
0  stand for the dielectric constant of the metal sphere and of the medium, 
respectively. The superscript 0 means that the values of these constants are referred to the 
exciting frequency ν0. The induced dipole moment, µm, generates an electric field at the surface 
(Figure 2.31). 
The scattered radiation, as well as the incident one, is enhanced by the presence of the 
metal. The classical total enhancement factor of the EM mechanism, the G factor, can be 
obtained through the following expression: 
 
   (2.43) 
where ε1
R and ε2
R refer to the values of the dielectric constant at the frequency of the 
Raman scattered radiation. 
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According to equation (2.43), those metals with a ε1
0 value of about (-2×ε2
0 ) will give rise 
to the largest electromagnetic enhancements, with this situation corresponding to a resonance 
condition between the incident radiation frequency, and the metal plasmons. Thus, the best 
metals for SERS will be those who fulfil this condition in the Visible range of frequencies. 
Furthermore, the intensity enhancement is inversely proportional to the imaginary part of ε1
0 , (Im 
ε1
0 )-4, associated to the dielectric solid loss, which allows to conclude that the best amplifiers are 
those metals possessing a high reflectance, i.e. whose percentage of loss is near zero. The metals 
which better fulfil both these conditions are those used in coinage, such as silver, gold and 
copper and some alkaline metals. Hence, these are by far the most widely used in SERS 
experiments. Expression (2.43) also relates the dependence of the enhancement G factor on the 
metal particle form, represented as the size of the sphere in this model and controlled by the a 
value. As G does not depend on the nature of the adsorbed molecule, the EM mechanism 
produces the same enhancement independently of the molecule under study. Finally, the 
maximum enhancement takes place at the surface, decaying exponentially with distance 
according to  (a/(a+d))12. Therefore, molecules somewhat distant from the metal still contribute 
significantly to the SERS signal due to the large values of the first and second terms in equation 
(2.43). Experimentally, it was verified that this enhancement has a tenfold decrease with a 
distance increase of 2-3 nm [263-265]. 
Nowadays, it is generally accepted that the EM contribution is present in every SERS 
experiment, while CT may or may not occur depending on the particular conditions. However, 
two relevant SERS characteristics are not satisfactorily explained by the EM process. The 
dependence of the spectra on the nature of the molecule. Within the EM mechanism, the 
fundamental role is played by the metal surface, and the enhancement should be exactly the same 
for distinct molecules, depending only on the metal involved and the morphology of its surface. 
Still, this is not verified experimentally. Secondly, the EM selection rules, based on the surface 
orientation of the adsorbate, are not able to explain the dependence of the SERS relative 
intensities on the electrode potential. The EM mechanism attempts to justify such dependence by 
assuming that the adsorbate changes its orientation when modifying the electrode potential, but 
this can not explain the distinct behaviour observed for vibrations having the same symmetry. 
In order to overcome the difficulties that arise when analysing a SERS spectra, the 
Physical-Chemistry group of the University of Málaga has developed a methodology for 
detecting the presence of CT processes in a particular SERS, on the basis of quantum chemical 
calculations [266-268]. In this way, the expected Raman intensity of each vibration under 
resonant CT conditions is theoretically estimated and compared with the experimental results in 
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order to recognize the presence of a CT mechanism. Once this is confirmed, the SERS spectrum 
may provide very useful information on the electron acceptor properties of the adsorbate. For 
aromatic systems such as chromones, this is a very important issue in order to check their 
potential for use as efficient radical scavengers (e.g. as chemopreventive antioxidant agents). 
This theoretical methodology allows to estimate the relevant properties derived from the CT 
mechanism, thus enabling to simulate the SERS spectra if a charge transfer process is involved. 
This approach was used successfully to explain the distinct SERS behaviour of pyridine, 
pyrazine, and their methylated derivatives among others [266-274]. 
he was awarded the Nobel Prize in Physics, in 1935. Following Rutherford´s proposal that the 
atomic nucleus could contain, apart from the positively charged protons, another particle with 
mass but no charge, he performed an experiment that would radically change the picture of the 
atom and accelerate discoveries in atomic physics. He showed that when beryllium was 
bombarded with a-particles (helium nuclei), neutral particles, with a mass close to the proton´s, 
were emitted [275,276] (equation 2.44). When this radiation strikes a proton-rich surface 
(paraffin was the preferred medium), it causes the discharge of some of its protons which can 
then be detected by a Geiger counter (Figure 2.32). The new particles thus discovered were 
called neutrons 0
1n : 
     (2.44) 
 
 
 
Figure 2.32 – Schematic representation of Chadwick´s experiment, that led to the discovery of neutrons. (Adapted 
from [277]). 
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2.2.2.4. Inelastic Neutron Scattering 
 
In 1932 Sir James Chadwick discovered a new subatomic particle, the neutron, for which 
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The neutron is a subatomic hadron particle (composite fermion) with no net electric 
charge and a mass slightly larger than that of a proton. While they are stable inside atomic 
nuclei, free neutrons are unstable and undergo beta decay (to a proton, an electron and an anti-
neutrino) with a mean lifetime of some minutes (881.5±1.5 s) [278]. 
Neutrons, as other particles, have properties of both a particle and a wave. In the 1970´s, 
Colella and co-workers [279] performed a series of experiments on the wave-like nature of 
neutrons, and it was soon appreciated that this duality could allow their use in a diversity of 
studies. In fact, physicists soon found that the neutrons made ideal "bullets" for bombarding 
other nuclei. Unlike charged particles, they are not repelled by similarly-charged bodies, and 
have a high penetration power on traveling through a certain medium. The initial experiments on 
neutron diffraction, in fact, were already conducted in 1936 by Mitchell and Powers [280] (soon 
after neutron´s discovery), using neutrons from radioactive sources. This early work is described 
in George Bacon's book “Neutron Diffraction”, first published in 1955 [281], which is a 
reference text in this field. The development of the spectroscopic techniques with neutrons, in 
turn, is somewhat recent, being associated to the Nobel Prize in Physics awarded in 1994 to B. 
N. Brockhouse and C. Shull "for pioneering contributions to the development of neutron 
scattering techniques for studies of condensed matter", particularly "for the development of 
neutron spectroscopy”. 
Nowadays, free neutrons are used in a great diversity of diffraction, reflectometry and 
spectroscopy techniques, and can be generated in two main ways: (i) from fission in nuclear 
reactors (continuous sources); (ii) or from accelerator-based pulsed sources, either by 
photofission with high-energy electrons or by spallation with high-energy protons (Figure 2.33). 
Neutrons from nuclear reactors have been employed in research since the 1950´s (thanks to the 
advances in nuclear physics during World War II), while neutron beams form spallation sources 
date from the 1970´s [278]. The monochromatic beams of neutrons thus produced, and used in 
neutron scattering experiments, have an intensity of about 108 neutrons/cm2/s. There is presently 
a quite competitive network of neutron facilities all over the world, the ISIS spallation source at 
the Harwell Science and Innovation Campus (United Kingdom) being the leading pulsed neutron 
and muon source (yielding the brightest neutron beam available – 800 MeV and a current of ca. 
200 mA). 
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Figure 2.33 Representation of the spallation process, during which an high energy proton interacts with a heavy 
nucleus. (Adapted from [277]). 
 
Whereas photons and electrons, as well as X-Rays, are scattered by the atomic electron 
cloud, neutrons are scattered by nuclei. Figure 2.34 represents a typical neutron scattering 
experiment: the monochromatic beam of neutrons is scattered after hitting a sample, falling onto 
a detector of area da, located at a distance x from the sample and positioned at the scattering 
angle θ (defined with respect to the unscattered beam). Scattering takes place in an elementary 
cone of solid angle dΩ . The measurement of the scattered neutrons leads to the determination of 
the neutron scattering cross-section. The total cross-section, σ tot, is defined by: 	   	   	   	   	   (2.45) 
(where numtot stands for the total number of neutrons scattered in all directions per second, and 
I0 for the incident neutron flux) 
 
 
Figure 2.34 – Schematic representation of a simple neutron scattering experiment. 
(Adapted from [282]). 
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This scattering process can occur with or without energy exchange – either inelastic (as 
for Raman scattering) or elastic, respectively. Energy transfer resulting from inelastic scattering 
of neutrons by polycrystalline materials was firstly observed by P.A. Egelstaff, in 1951 [283], 
and by B.N. Brockhouse, one year latter [284]. The waves scattered from each nuclei may 
undergo interference – the so-called coherent scattering – or not – incoherent scattering. In the 
former, the scattered beam may yield data on the relative positions of atoms in diffraction 
experiments. The latter, in turn, arises when the natural isotopic and spin mixture of the sample 
destroys local order and reduces interference between the scattered waves, sometimes 
completely. Incoherent inelastic neutron scattering spectroscopy probes the local environment of 
the scattering atom, and is complementary to the optical vibrational techniques of Raman and 
infrared spectroscopies [282]. It covers a frequency range that allows to study a wide variety of 
processes, from slow diffusive motions in solids to molecular vibrations (Figure 2.35). Indeed, 
since INS measures the change in the energy of the neutron as it scatters from a sample, it can be 
used to probe a wide variety of different physical phenomena such as diffusional or hopping 
motions of atoms, the rotational modes of molecules and molecular vibrations, recoil in quantum 
fluids, magnetic and quantum excitations or even electronic transitions. 
 
 
 
Figure 2.35 Hypothetical neutron scattering spectrum. (Adapted from [285]). 
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It was empirically determined that neutrons are scattered differently by distinct elements. 
The fixed mass of a given element leads to the scattering of a constant number of neutrons, 
following a relationship similar to the Beer-Lambert law for optical absorption (supposing that 
the sample does not absorb neutrons) [286]. The ratio between the unscattered flux after the 
sample, Jj , and the initial neutron intensity or flux on the sample, Ji, obeys the relationship, 
 	  	   	   	   	   (2.46)	  
 
where ds and C are the sample thickness and concentration, respectively, and is the cross-section 
of the atom, that determines the scattering strength (Table 2.1). Since σ is a small quantity, 
neutron scattering is a weak phenomenon. The scattering cross-section for hydrogen is almost 
entirely incoherent and is much larger compared to the values of σincoh of the other elements. For 
carbon, oxygen and nitrogen, in turn, the scattering is dominated by the σcoh component.  
 
Table 2.1 – Values of cross-sections (in barns) for the most common elements present in organic compounds. 
Element Isotope Natural 
abundance (%) 
aσcoh cσincoh dσtot eσabs 
H       
 1 99.985 b1.7583 80.27 82.03 0.3326 
 2 0.015 5.592 2.05 7.64 0.000519 
 3 (12.32) 2.98 0.14 3.03 0 
C   5.551 0.001 5.551 0.0035 
 12 98.9 5.559 0 0.559 0.00353 
 13 1.1 4.81 0.034 4.84 0.00137 
O       
 16 99.762 4.232 0.0008 4.232 0.00019 
 17 0.038 4.2 0 4.232 0.0001 
 18 0.2 4.29 0.004 4.2 0.236 
N   11.01 0.5 11.51 1.9 
 14 99.63 11.03 0.5 11.53 1.91 
 15 0.37 5.21 0.00005 5.21 0.000024 
aBound coherent scattering cross section; bIn barns (1 barn=10-28 m2); cBound incoherent scattering cross section; 
 
Inelastic neutron scattering is especially suitable for the study of hydrogenous molecules, 
the first such substance to be investigated by this technique having been zirconium hydride 
[287]. The INS spectrum is thus dominated by the bands due to hydrogen atoms, due to their 
large scattering cross-section and also because of their large amplitudes of motion. Moreover, 
and due to the absence of selection rules, INS is the spectroscopic technique of choice for 
investigating highly symmetric molecules, for which many of the vibrational modes are not 
accessible to the optical vibrational methods (Raman and infrared). INS is commonly used in 
€ 
J j = Jie(−dsCσ)
  
dTotal bound scattering cross section; eAbsorption cross section for 200 cm-1 (2200 m s-1) neutrons. Cross-sections 
for all the elements in the periodic table can be found at [282]). 
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condensed matter research to probe atomic and molecular motion, as well as magnetic and 
crystal field excitations. 
An INS experiment measures the number of neutrons scattered for every different 
quantity of energy transferred. The neutrons involved in a scattering process experience both an 
energy and a momentum transfer, according to: 	   	   	   	   	   (2.47)	  
( )	  
E and ω representing the energy and the frequency, respectively; ki and kj the neutron 
wavevector and mass; and i and j referring to the initial and final energy states of the neutron. 
The observed INS spectrum represents the scattered neutron intensity as a function of the energy 
transfer between the incident neutron and the scattering nucleus, and is plotted as a function 
S(Q,ω), 
	   	   	   	   	   (2.48)	  
	   dΩ = da2x 	   	   	   	   	   	   (2.49)	  
Equation (2.48) is the scattering law, that describes the scattering of atom l, σl being the atom 
cross-section, ki / kf the ratio between the initial and the final neutron momentum, and 
(d2σ/dEjdΩ)l the double differential cross-section. dΩ is the solid angle where scattering occurs, 
Figure (2.34). 
When summed over all the atoms in the sample, the scattering law is directly related to 
the observed INS intensities. Therefore, the strength of the sample's response is a function of 
energy, E, and of the solid angle dΩ. The cross-section σ is the total number of neutrons with 
energy E scattered into the angle dΩ, divided by the incident neutron flux [282]. In most neutron 
spectroscopic techniques, experimental data is reduced to the scattering law as this allows it to be 
straightforwardly related to the common model of molecular vibrations. This formulation allows 
the experimental INS data to be interpreted in the same way as the spectra obtained by optical 
vibrational spectroscopic methods. 
When considering a molecule containing N atoms, this representation must be extended 
to include all the atoms in the system [282], 
∑
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This S*(Q,ω) function – the amplitude and cross-section weighted density of states 
(DOS) – is reported in scaled units, y being the scaling factor. Since the value for hydrogen (80 
barns) far exceeds that of all other elements (typically ca. 5 barns), the modes of significant 
hydrogen displacement dominate the INS spectra. 
In the present work, INS spectroscopy has been applied to powdered compounds, and 
thus the scattering follows a simplified relationship (for isotropic systems), according to which 
the scattering intensity for a mode i at a given energy, ωi, is formulated as [288] 
 
 Si* Q,ωi( ) =
(Q2ui2 )σ
3 .e −
Q2U 2
3
"
#
$
%
&
'     (2.51) 
 
where Q (Å-1) is the momentum transferred from the neutron to the sample and U (Å) is the 
weighted sum of all the atomic displacements, while ui stands for the atomic motion during this 
molecular vibration (mode i). The exponential factor in this expression is the so-called Debye-
Waller factor, which always decreases more rapidly with (Q2.u2), than the increase in the pre-
exponential factor. Hence, this parameter describes the attenuation of the neutron scattering 
caused by thermal motion. With a view to reduce this attenuation effect, samples should always 
be analysed at cryogenic temperatures. 
Besides the energies corresponding to the vibrational transitions (the eigenvalues ωi), the 
atomic displacements (represented by the eigenvectors ui) are also available from experimental 
observation [282]. This fact significantly enhances the information obtainable from neutron 
vibrational spectroscopy and adds to that from the complementary Raman and infrared methods. 
Since the spectral intensities, that are directly related with the magnitude of the atomic motion, 
can be quantitatively compared with those theoretically predicted, by combining the INS results 
with quantum mechanical molecular orbital calculations it is possible to link molecular geometry 
with the experimental spectroscopic features and produce a consistent conformation for the 
systems under investigation. 
In order to undertake an experiment with neutrons, regardless of the technique chosen, 
access to a neutron source (either nuclear reactor or spallation) is required. These are comprised 
in large science facilities (with heavy costs for building and maintenance), that exist worldwide 
in a rather limited number. The apparatus for running experiments with neutrons are customised 
machines, each one designed and developed for a specific purpose (Figure 2.36) this leads each 
apparatus to be custom made, and assembled at the station in the neutron source facility, 
therefore being unique. 
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Figure 2.36 – Schematic representation of the two target stations at the ISIS-RAL spallation source, UK. (Adapted 
from [289], with permission from the Science and Technology Facilities Council, UK (STFC)).	  
 
The INS experiments performed in the present work were carried out in the TOSCA 
spectrometer, one of the instruments available at the ISIS pulsed neutron and muon source of the 
Rutherford Appleton Laboratory, on the Harwell Science and Innovation Campus, United 
Knigdom [290]. A large diversity of different apparatus (spectrometers, diffractometers and 
reflectometers) are comprised in the two ISIS target stations (Figure 2.36), enabling the use of 
the neutron and muon beams with a maximum yield for research aims, in fields such as physics, 
chemistry, materials science, biology, geology and engineering, among others. 
Inelastic scattering experiments normally require a monochromatization of the incident or 
outgoing neutron beam, and an energy analysis of the scattered neutrons. This can be achieved 
either through time-of-flight techniques (neutron time-of-flight scattering) or by Bragg reflection 
from single crystals (e.g. neutron backscattering). TOSCA is an indirect geometry time-of-flight 
spectrometer, optimised for the study of molecular vibrations in the solid state [291-293]. It was 
assembled at Target Station 1 in 2000, replacing its predecessor TFXA (in operation since 1985), 
and has received several improvements since then. It is straightforward to operate, and the 
resulting data can be easily compared to the corresponding optical spectra. The target is situated 
17 m away from the spectrometer, enabling to measure incoherent neutron scattering at large 
energy transfers (from -2.5 to 500 meV) with a resolution of about 1 % in the whole frequency 
range. It uses a thermal neutron beam (300 K water moderator) and covers the whole range of 
the molecular vibration spectra (-20 to 8000 cm-1). The beam reaches the instrument through a 
collimator, with an area of 4×4 cm2 [292] which is thus the optimal dimension for the sample 
(placed in specially designed aluminium cells). A chopper is assembled at 6 m from the 
moderator [291]. The 3He tube detector banks (250 mm long and 2.5 mm thick) are installed 
both in forward- and backward-scattering, providing a large detector area [292]: a total of 280 
detectors are arranged in a circular geometry, half of them in backward-scattering (at 138.53º) 
and the rest in forward-scattering (at 48.53º). Before neutron detection, 75 mm-thick filters, 
cooled to below 35 K (by single-stage, closed-cycle He refrigerators), are used to suppress high-
order harmonics reflected by the pyrolytic graphite analysers (Figure 2.37). 
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Figure 2.37 – Schematic representation of the main components of the INS indirect geometry spectrometer TOSCA, 
available at the ISIS Facility (UK). 
 
The whole instrument is buried in a shielding of borated resin, iron and cadmium. The 
sample is contained in a large aluminium vacuum vessel, that also accommodates a cryostat able 
to attain temperatures of 12 K [293] (Figure 2.38). 
 
 
Figure 2.38 – Schematic view of the TOSCA spectrometer (at the ISIS Facility (UK)). 
(Adapted from [289], with permission from the Science and Technology Facilities Council, UK (STFC)). 
 
In this spectrometer, the scattered neutrons are detected at a final energy (3.5 meV) 
determined by a set of pyrolytic graphite analyser crystals [292], while the incident neutron 
energy is obtained from the total measured time of flight, t, 
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t = L0/v0 + L1/v1     (2.52) 
 
L0 and L1 standing for the primary and secondary neutron flight paths, and v0 and v1 representing 
the corresponding neutron velocities L0 17 m, while L1 0.55-0.70 m (this uncertainty in L1 
dominating the instrument resolution [293]). TOSCA is a crystal analyser spectrometer that uses 
both time and energy focussing features in order to improve resolution at high and low energy 
transfer, respectively [282,294]. 
The neutron spectrum is characterised by the range of ω and Q over which the 
measurements are made. In TOSCA, on account of its geometry, the momentum of the scattered 
neutron is very small, the relationship between momentum transfer and energy obeying the 
expression [295], 
    (2.53) 
 
For the backscattering spectrometer, the use of 
Finally, TOSCA also has a diffraction capability, with detectors at a range of angles such 
as to provide a good coverage of the Q-space. Therefore, TOSCA displays both vibrational and 
structural capabilities. 
In summary, a neutron scattering spectrum contains a wealth of information on the forces 
acting internally, between atoms in a molecule, and externally, between atoms or molecules in 
extended lattices. Additionally, both the band energies and intensities can be accurately predicted 
by quantum mechanical theoretical methods, that will greatly assist the assignment of 
experimental data. Furthermore, the simultaneous use of the different vibrational spectroscopy 
techniques – infrared, Raman and Inelastic Neutron Scattering – is a reliable and exact procedure 
that allows the analysis of samples both in the solid state and in solution (including aqueous), for 
distinct conditions (e.g. pH and temperature) and in a wide concentration range. 
Hydrogen-type interactions, significant for the conformational behaviour of phenolic 
systems such as those studied along this work, typically yield low frequency vibrations and can 
therefore be detected and analysed by INS spectroscopy [282]. The dynamics of the hydrogen 
atom in an (A…H–B) close contact are controlled by the potential energy surface between the 
heavy atoms A and B. In view of the high cross section of hydrogen, these dynamics are uniquely 
accessible to INS spectroscopy (as well as proton transfer). In fact, the strong infrared response 
of the H-bond stretching mode, regarded as an excellent indicator of the presence of such an 
interaction, is associated to opto-electrical effects that render the optical spectra difficult to 
interpret. INS, in turn, allows to overcome this problem [282], since it is a non-optical technique. 
≅ ≅
2
1 )/1(71.16)( ⎥⎦
⎤
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In the case of a (ROH…O=R) interaction, the ν(H…O) band will be clearly observed by INS with 
characteristic values of ca. 200 cm-1, while for a weaker (OH…O) interaction that stretching 
mode will be red shifted to about 150 cm-1. 
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2.2.3. Evaluation of Antioxidant Activity 
 
Free radicals are atoms, molecules or ions with unpaired electrons in an open shell 
configuration, that may have a positive, negative or zero charge. Although there are some stable 
radicals, in general the unpaired electrons render them highly reactive, which is the basis of free-
radical induced oxidation processes. 
In order to assess the potential antioxidant capacity of a compound (acting as a free 
radical scavenger), a wide variety of standard antioxidant activity evaluation methods have been 
developed. These can be divided into two types: (i) based on hydrogen atom transfer (HAT) 
reactions; (ii) based on electron transfer (ET) processes. In the former (HAT) a competition 
reaction scheme is generally followed, during which the antioxidant and the substrate will 
compete for the scavenging of thermally generated peroxyl radicals – oxygen radical absorbance 
capacity (ORAC), and total radical trapping antioxidant parameter (TRAP) tests are the most 
widely used [296,297]. The ET methods, in turn, are colorimetric assays based on the reduction 
of an added standard oxidant that changes colour upon reduction. Thus, they rely on the 
measurement of the sample´s absorbance at distinct wavelengths – the absorption maximum of 
the standard oxidant or radical and its corresponding reduced species. The absorbance change 
upon reduction, directly related to the concentration, yields the degree of sample reduction and 
consequently the activity of the tested antioxidant. These kind of assays encompass the total 
phenol assay by Folin-Ciocalteau (FCR), the Trolox equivalence antioxidant capacity (TEAC) 
test (also known as ABTS, from 2,2'-azino-bis(3-ethylbenzothiazoline-6-sulphonic acid which is 
the reduced compound in this assay), the ferric ion reducing antioxidant power (FRAP) method, 
and the cupric ion reducing antioxidant capacity (CUPRAC) assay [296-298]. 
One of the most commonly used radicals in ET-type tests is 2,2-diphenyl-1-picryl-
hydrazyl (DPPH, Figure 2.39), within the so-called DPPH protocol [299]. The ability of a 
compound to act as an electron scavenger can then be assessed by measuring the decrease in 
DPPH absorbance at 515 nm, in the presence of the tested compound, as a function of time. In 
its radicalar form, the DPPH molecule displays a purple colour and has an absorbance maximum 
at 515 nm, that vanishes when this radical receives either an extra electron or a hydrogen atom 
from an antioxidant compound, leading to the formation of a stable species DPPH-H. As a result 
from this reduction of DPPH to DPPH-H, a colour change occurs, from purple to yellow [299] – 
Figure 2.39 (RH being the antioxidant species): 
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Figure 2.39 – Schematic representation of the reduction process of DPPH by an antioxidant compound (RH). 	  
In this type of procedure, the tests are extended to a well described antioxidant, that 
functions as a reference. This allows to compare the results obtained for different compounds in 
different experiments, as long as every one of these uses the same reference. Trolox (6-hydroxy-
2,5,7,8-tetramethylchroman-2-carboxylic acid, a derivative of vitamin E) is one of the most 
widely used references in a diversity of antioxidant assays, such as TEAC [123]. Trolox 
constitutes a good option for use as a reference since it is water soluble, displays a high and well 
described antioxidant activity, and has a large molecular weight (a very convenient property for 
every reference compound, as it reduces the errors associated with weighing during the 
preparation of solutions). 
 
Figure 2.40 – Molecular structure of Trolox.  
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3.  Procedures 
“Knowing is not enough, we must apply. Willing is not enough, we must do.” – Bruce Lee 
 
3.1. Quantum Mechanical Calculations 
 
3.1.1. Geometry 
 
A full geometry optimisation was carried out for all the possible distinct conformations of 
each compound studied. The relative energies and populations (Boltzmann distribution, at 
298.15 K) were calculated for all conformers, using the sum of the electronic and zero-point 
energies. Since the calculations regarding radicals with unpaired electrons and a spin multiplicity 
equal to 2 require the use of the unrestricted spin option (UB3LYP), this was applied for the 
entire theoretical procedure (both for radicals and neutral molecules), with a view to ensure 
consistency and a precise comparison between the conformational energies of neutral and radical 
species. 
Calculations were performed using the Gaussian 03W program [1], within the Density 
Functional Theory approach, in order to properly account for the electron correlation effects 
(particularly important in these kind of conjugated systems). The widely employed hybrid 
method denoted by B3LYP, which includes a mixture of HF and DFT exchange terms and the 
gradient-corrected correlation functional of Lee, Yang and Parr [2,3], as proposed and 
parameterised by Becke [4,5], was used, along with the double-zeta split valence basis set 6-
31G** [6]. This methodology corresponds to a suitable relationship between accuracy and 
computational cost. Furthermore, the B3LYP hybrid method, as well as the 6-31G** basis set, 
are widely used in conformational studies, which constitutes an advantage when comparison 
with reported data is envisaged. The use of larger basis sets, namely the inclusion of diffuse 
functions [7], was verified not to lead to significant improvements in the results, and was 
therefore not followed. 
Molecular geometries were fully optimised by the Berny algorithm, using redundant 
internal coordinates [8]: The bond lengths to within ca. 0.1 pm and the bond angles to within ca. 
0.1º. The final root-mean-square (rms) gradients were always less than 3´10-4 hartree.bohr-1 or 
hartree.radian-1. Unless for the calculation of SERS intensities, no geometrical constraints were 
imposed on the conformers under study. Additionally, geometry optimisations were undertaken 
using the “tight” option (which requests the program to use a tight force and Self Consistent 
Field convergence criteria), in order to find molecular conformations corresponding to real 
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minima (conformers) in the potential energy surface (PES), avoiding convergence to a saddle-
point, which would lead to the appearance of negative calculated frequency values. 
Inclusion of solvent effects (water, DMF and DMSO) was simulated by performing 
SCRF calculations. A continuum representation – the Integral Equation Formalism version [9-
11] of Tomasi´s PCM [12-14] – was used applying the United Atom Topological Model 
(UAHF). The internal UAHF Gaussian keyword was always used, in order to apply this model 
on radii optimised at the HF/6-31G(d) level, which was found to be the most suitable option for 
the methodology presently used due to its reliability to converge to a minimum in the PES. The 
values for the solvent´s dielectric constant and radius were those included in Gaussian 03W, 
except for solvents unavailable in the program code (e.g. DMF), for which these parameters 
were calculated beforehand and introduced in the SCRF input file. 
Geometry optimizations were also performed using PW basis sets, being used in this case 
Density Functional Theory methods within the Perdew-Zunger [15] local density approximation, 
and plane wave expansions, as implemented in the PWSCF (pseudopotential self consistent 
field) code from the Quantum Espresso package, [16] were used. The atomic coordinates were 
fully optimised, starting from the isolated-molecule structures of both the chromone moiety and 
its dimers, designed with the Avogadro graphical interface. The molecules were placed in a 
cubic box with a 30 bohrs length, to ensure negligible interactions with their periodic images. 
The pseudopotentials employed were of the norm-conserving type – a Von Barth-Car [17] 
approach was applied to the H and C atoms, and a Martins-Troullier [18] type was used for the O 
atoms. This choice of methods has been guided by the fact that Raman activities can only be 
calculated with PWSCF methods, using a LDA-DFT approach and norm-conserving 
pseudopotentials. A cutoff energy of 70 Ry and a Monkhorst-Pack grid [19] of 1x1x1 were 
found sufficient to attain convergence.  
 
3.1.2. Frequency 
 
Calculation of the harmonic vibrational wavenumbers was carried out for all 
conformations of each compound (at the same theory level as the geometry optimisation), with a 
view to confirm the convergence to minima in the PES and to determine the corresponding ZPE 
values. The predicted vibrational spectra were obtained for the most favoured conformers: while 
the infrared and Raman patterns were yielded directly for Gaussian 03W, the theoretical INS 
transition intensities were attained from the calculated normal mode eigenvectors and the spectra 
simulated using the dedicated a-Climax program [20]. 
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Frequency calculations were also undertaken for the deuterated compounds, based on the 
optimised geometries for their hydrogenated counterparts, as well as for the samples in solution. 
For the calculation of frequencies within the PW approach, the dynamical matrix was calculated 
for the optimized geometries applying the Density Functional Perturbation Theory (DFPT) [21], 
being afterward diagonalised in order to obtain the vibrational normal mode wavenumbers, as 
well as the Raman activities, Si. The latter, straightforwardly derived from the program output, 
cannot be compared directly with the experiment, being the Raman differential scattering cross 
section related with the Raman activity by the expression described in equation (3.1) [22]: 
 
  
€ 
δσ i
δΩ
=
2π( )4
45 (ν 0 −ν i)
4 h
8π 2cν iBi
Si
stand for the frequency of the laser excitation, and the frequency of the normal mode i; and Bi is 
a temperature factor, set to 1 in the present work. The frequency of the laser excitation, for a 
514.5 nm line of an Ar+ laser, was considered to be 19436 cm-1. The theoretical Raman intensity 
ICR was calculated according to equation (3.2): 
 
ICR =Cr ν0 −ν i( )
4 Si
ν i       (3.2) 
 
Cr being a constant. In order to simulate the linewidth of the experimental lines, an artificial 
Lorentzian broadening was introduced using the SWizard program (revision 4.6). [23,24]. The 
band half-widths were considered to be equal to 10 cm-1.  
The theoretical INS transition intensities were obtained from the calculated normal mode 
eigenvectors and the spectra simulated using the dedicated aCLIMAX program [20].  For 
isolated molecule calculations, this program accomodates the impact of the external modes of 
extended molecular solids through the choice of a suitable value for αi (equation 2.49).  
 
  
     (3.1) 
 
where h and c represent the Planck constant, and the speed of light, respectively;  υ0 and  υi 
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3.1.3. SERS-CT Intensity 
 
SERS constitutes a complex phenomenon capable of producing an enormous 
enhancement of the Raman signal of some molecules, most of the reported SERS studies on 
aromatic molecules [25,26] being interpreted in the light of the EM mechanism. Even though 
this mechanism is recognised as a general one in SERS, it does not account for the selective 
enhancement of bands with the same symmetry which, in turn, may be explained by the presence 
of CT processes. Hence, the prime task when analysing SERS data is to identify the main 
mechanism(s) present, EM and/or CT, as well as the contribution of each of these for a particular 
experience. 
In order to properly interpret a SERS experiment, the Physical-Chemistry Group of the 
University of Málaga (where part of the present SERS study was carried out) has developed a 
methodology for detecting the presence of CT processes in SERS, on the basis of quantum 
chemical calculations [27,28]. The aim of this approach is to predict the intensities of the Raman 
bands under resonant CT conditions and to compare this theoretical SERS-CT spectrum with the 
experimental one. If an agreement is found, the presence of a photoinduced charge transfer in a 
particular record may be confirmed. Once the CT mechanism is validated, the SERS spectrum 
may provide useful information on the electron acceptor properties of the adsorbate. For 
aromatic systems such as chromones, for instance, this is a very relevant issue in order to check 
their capability as efficient radical scavengers. 
In the present work, SERS spectra were recorded on silver sols for a series of chromone 
derivatives. The experimental data were analysed in the light of the CT selection rules, by 
considering two possible adsorption mechanisms: through the neutral molecule or via its 
deprotonated anion. In order to identify the SERS active adsorbate, the theoretical SERS-CT 
intensities of the two species were always calculated and compared with the experimental 
results. This methodology is based on the assumption that the SERS-CT enhancement 
mechanism is analogous to a RR process [29], where the incident photon hn induces a resonant 
transfer of one electron from the Fermi level of the metal to vacant orbitals of the adsorbate, 
yielding the corresponding transient radical. This SERS-CT mechanism implies a photoinduced 
electron transfer from the metal M to the adsorbate A: 
 
 
€ 
Μ −Α + hν →Μ+ − Α•−    (3.3) 
 
Therefore, the transient excited state of the surface complex 
€ 
M+ − A•− has a CT character. In the 
reverse process, the system returns to the initial state loosing energy hν´: 
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Μ+ −Α•− →Μ−Α∗ + hν &      (3.4) 
An important difference exists between neutral adsorbates 
€ 
A and organic carboxylic 
acids, given that the latter can be adsorbed as carboxylates, 
€ 
A− , which are already charged in the 
ground state. In this case, the respective dianion radical, 
€ 
A•2− , a much less stable species since it 
supports two negative charges, will be formed in the CT excited state: 
 
 
€ 
€ 
Μ+ − Α•2− →Μ −Α−∗ + hv '      (3.6) 
 
Hence, there are two different possibilities for the SERS-CT mechanism, depending on the 
adsorption of either the neutral or the anionic species. This mechanism sets the resonance 
between the ground (singlet ground state S0: M–A or M–A-) and excited CT states of the surface 
complex (singlet excited charge transfer states CTi: 
€ 
M+ −A•− or 
€ 
M+ −A•2− ). A reasonable 
approach is to consider only the state of the adsorbate in these transitions – under this simpler 
view the resonance would involve the corresponding species, either neutral or anionic, in their 
singlet ground states (A or A-; S0) and their radical anion, or dianion, in their respective doublet 
ground states (
€ 
Α•−or
€ 
Α•2− ; D0). 
 It is generally accepted that the A-term is the most important contribution in an RR 
process. This term becomes non-zero when the dipole transition moments associated to the 
resonant electronic transition and the products of the vibrational overlap integrals (Franck–
Condon factors) are non-zero. 
The CT enhancement concerns differences between the equilibrium geometries of the states 
involved in the electronic transition (Tsuboi’s rule). If the most enhanced SERS bands 
correspond to those vibrations connecting the geometry of the minima of the resonant states (A 
and 
€ 
Α•−  for the neutral, or A- and 
€ 
Α•2−for the carboxylate), the presence of a resonant CT 
process can be confirmed. 
  
Μ −Α− + hν→Μ+ − Α•2−  (3.5) 
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Theoretical SERS-CT intensities for each molecular species A and A- were estimated 
following the procedure of Wolde et al. [30] for a RR process, according to which the relative 
intensity of a particular normal mode j can be estimated by: 
  
€ 
I j =ℜBj2ω j2
€ 
ℜ  is a constant arbitrarily adjusted to normalise the relative intensities, and Bj is a parameter 
related to the difference between the equilibrium geometries of the two states involved in the RR 
process. The latter can be obtained by computing the molecular forces f at the Franck–Condon 
point of the potential energy surface, for the excited electronic state (i.e. the respective radicals), 
and is given by the expression: 
 
 
€ 
B j = (2.41×106) f ML jω j−3 / 2    (3.8) 
 
L standing for the normal mode matrix of the ground electronic state, and M for the matrix of 
atomic masses. The resulting calculated SERS-CT spectra were plotted by using Gaussian 
functions, with an area proportional to the relative intensities located at the B3LYP/6-31G** 
calculated wavenumbers. 
This methodology enabled to explain the selective enhancements previously observed in 
the SERS of different aromatic molecules such as pyrimidine [31], pyridine [32], pyrazine, [33] 
and their derivatives [27,34,35], 5-fluorouracil [36] and carboxylic acids [37,38]. These studies 
[27,28,31] have allowed to conclude that the main feature of the SERS-CT spectra for benzene-
like molecules is the strong enhancement of the band corresponding to the aromatic ring 
stretching mode ϕ8a [39] recorded at about 1600 cm-1. 
 
  
      (3.7) 
 
where ωj is the wavenumber corresponding to the j-normal mode in the ground electronic state, 
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3.1.4. Thermodynamic Properties 
 
For all the compounds studied, radicals were obtained for each neutral molecule by deletion of a 
hydrogen atom from the calculated minimum energy geometry, followed by optimisation 
considering a spin multiplicity of 2 (doublet) (at the same level of theory used for the previous 
calculations). This procedure was repeated for all the OH groups in the molecule, in order to 
determine the most stable radical species. 
The O–H bond dissociation enthalpies (BDE) associated to radical formation were calculated 
according to: 
 
BDE = Hf (A – O.) + Hf (H) - Hf (A – OH)    (3.9) 
 
where Hf (A – O.), Hf (H) and Hf (A – OH) represent the enthalpies of formation of the radical 
species generated upon H. abstraction, of the hydrogen atom (-0.49765 Hartree [40]) and of the 
neutral molecule, respectively. 
These enthalpy values were obtained by performing a single point energy calculation for 
the most stable conformation of both the neutral molecule and its radical, with the extended basis 
set 6-311+ +G** [41]. In this case inclusion of diffuse functions is relevant, in order to obtain 
reliable energy values [42]. The electronic energy for each compound includes an enthalpy 
thermal correction during the zero-point energy calculation, as proposed by Zhang and co-
workers [43]. 
Furthermore, acid dissociation constants (pKa) were calculated from the free energy 
values in solution for the compounds under study. The VSXC standalone functional [44] was 
used, coupled to the LanL2DZ-ECP basis set, both implemented in Gaussian03W. LanL2DZ-
ECP uses D95V for first row elements [44,45] and Los Alamos ECP plus, double-zeta basis set 
for Na-La and Hf-Bi [44,46-48]. The protocol proposed by Benson [49] has been followed, with 
some modifications presently introduced. For consistency, both neutral and anionic species were 
calculated using the same DFT functional and basis set, all calculated structures being true 
minima in the PES. Additionally, the high accuracy of the chosen methodology avoids the 
calculation of single point energies, with larger basis sets, for each conformer. 
The SCRF/IEF-PCM model was used for the simulation of the solvated species, both for 
geometry optimisation and calculation of the solvation energies. Gaussian´s default value for the 
dielectric constant of water (78.36) was used, although pKa is insensitive to minor changes in 
this constant [50].  
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In a general deprotonation reaction, AH dissociates into A- and H+, 
 
     (3.10) 
 
 
    (3.11) 
 
where  ΔGAH,aq is the gas-phase free energy, corrected for solvation according to (equation 3.12), 
and expanded into its component terms (equation 3.13): 
 
      (3.12) 
 
 
 
 (3.13) 
 
where ΔGA-,s  and ΔGHA,s represent the solvation energies of the molecule in its anionic and 
neutral form respectively. Reported experimental values have been used for the value of the 
proton’s enthalpy, GH+,g, -26.28 kJ.mol-1, and for its solvation energy, ΔGH+,s, -1104.50 kJ.mol-1 
[51-53] (which are the most widely used values for this kind of calculation). The gas-phase 
ΔGHA,g and ΔGA-,s parameters were calculated from the total gas phase energy of the molecule, 
corrected by its zero-point energy at 298.15 K (obtained from the vibrational analysis). The term 
is added in order to account for the change in the concentration units between the gas and the 
aqueous phase [49,54]. 
Although it has been argued that calculation of the solvation correction using gas-phase 
optimised geometries may not yield accurate pKa´s due to charge redistribution effects [55], it 
was presently perceived that satisfactory values (by comparison with experimental data) are 
obtained with resort to the gas-phase conformations (using the VSXC/LanL2DZ-ECP 
methodology), therefore saving computational resources. Thus, calculation of the solvation 
energies (equation 3.13) was carried out, at the SCRF level, and a correction term of 7.95 kJ.mol-
1 [54]. was applied to ΔGAH,aq in order to account for the pKa overestimation associated to this 
methodology. Hence, a “minimal” approach was followed – considering a small number of 
factors in the calculation – accurate data being still obtained. 
 
 
  
€ 
ΑΗ →Α− +Η+
€ 
pKa = ΔGAH ,aq /2.303⋅ RT
€ 
ΔGAH ,aq = ΔGAH ,g + ΔΔGAH ,s
€ 
ΔGAH ,aq =GA−,g + ΔGA −,s +GH +,g + ΔGH +,s −GAH ,g − ΔGAH ,s
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3.1.5. Electronic Properties 
 
The spin density (SD) values, which represent the probability of localisation of the 
unpaired electron in the molecule radical, were calculated for all possible radicals using the 
B3LYP functional and the extended EPR-II double zeta basis set developed by Barone and co-
workers [56]. This basis set includes the re-optimised Huzinaga-Dunning double-zeta [57,58] 
basis sets augmented with additional polarization functions and uncontracted outer core (inner 
valence region), allowing to determine several molecular properties in organic radicals with a 
good accuracy. EPR-II is especially suitable for the calculation of hyperfine constant dependent 
properties such as spin density distributions [59]. SD maps were drawn using the GaussView 3.0 
program [60], for an isocharge value (cutting edge) of 0.001.  
In order to determine the stabilising orbital interactions in some of the systems under 
study NBO calculations were also carried out, applying the donor-acceptor viewpoint approach 
[61] at the B3LYP/6-31G** level and using the NBO 3.1 program [62] as implemented in 
Gaussian 03W. Standard routines were used to convert the DFT molecular orbitals to a set of 
NBO orbitals, corresponding to a hypothetical Lewis structure with strictly localised electron 
pairs. The NBO calculations were undertaken within the resonance option (from Gaussian), 
considered as the most suitable for NBO studies in this kind of highly unsaturated chemical 
systems [63]. 
In the NBO formalism, the electron delocalisation is represented by the off-diagonal 
terms in the Kohn-Sham matrix, and the subsequent stabilisation energy is calculated by means 
of the expression [64]: 
 
E (2) = ΔEijorb =Oi
F(i, j)2
Enj −Eni      (3.14) 
 
where F(i,j)2 is the off-diagonal Fock matrix element between the i and j (donor and acceptor) 
NBO orbitals, respectively, Oi is the donor orbital occupancy, and Eni and Enj represent the i and 
j orbital energies (defined by the diagonal elements of the Fock matrix). 
In all cases, Natural Localised Molecular Orbital (NLMO) bond order calculations were also 
performed [65] (with the NBO 3.1 program) for determining the bond order of each atom 
relative to its neighbours, which allows to assess the strength of each bond formed by an atom 
within the molecule and to predict its possible involvement in H-bond interactions. This 
constitutes an important tool for analysing the formation of this kind of close contacts in 
compounds such as the ones presently investigated. 
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3.2. Evaluation of Antioxidant Activity 
 
The free radical scavenging activity was determined for the compounds under study 
through the DPPH assay, following the procedure proposed by Brand-Williams [66] and Samee 
[67], with minor modifications. This method is based on the reduction of methanolic DPPH  in 
the presence of a hydrogen-donating antioxidant. Upon reduction, the violet DPPH  (absorption 
maximum at 515 nm) yields a yellow solution of DPPH2 (Figure 2.39). 
A methanolic solution (100 mL) of the sample at different concentrations (10 to 800 mM) 
was added (in 96-well microplates) to 100 mL of a DPPH methanolic solution (prepared by 
diluting a 3 mg/15 mL stock to obtain an A515 value between 0.9 and 1.0). The mixture was 
homogenised and left to stand, in the dark, at room temperature, for 20 min. Absorbance at 515 
nm was then measured in a microplate reader (BioTek  mQuant MQX200, USA) and converted 
to the DPPH percentage in solution through the equation [67] 
%DPPH • = Ab−sample − Ab−solventAb−negative−control − Ab−solvent
×100
    (3.15) 
 
A DPPH methanolic solution was taken as the negative control, while Trolox was the positive 
control. % DPPH  was plotted against the logarithmic concentration of the tested compounds, in 
order to obtain the corresponding EC50 values (effective concentration leading to a 50% loss of 
DPPH  activity). Methanol was used as the solvent for all compounds, except for apigenin, 
which, due to its low solubility in this solvent, was solubilised in a methanol:DMSO (l:l) (v/v) 
mixture. In this case, since a change from a protic to a non-protic solvent has been shown to have 
a non-negligible effect on the measured antioxidant activity [68], the EC50 value was scaled 
according to Seyoum [69], 
 EC50methanol = EC50(methanol:DMSO)/2.17    (3.16) 
 
in order to compare with the values obtained for the other compounds. Identical experimental 
conditions and equal concentrations of both the tested compounds and controls were always 
used, thus ensuring the accuracy and reproducibility of the resulting data. 
The experimental values were fitted with non-linear regression functions, and the results 
were compared to those observed with the reference antioxidant Trolox. All measurements were 
performed in triplicate and repeated at least twice. The results are expressed as mean ± standard 
deviation (SD). Analysis of the variance was conducted, and divergence between variables was 
tested for significance by one-way ANOVA with the Tukey test – differences with p < 0.0001 
were considered statistically significant. 
 
 
•
•
•
•
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3.3. Vibrational Spectroscopy 
 
3.3.1. Sample Deuteration 
 
In order to obtain the deuterium substituted carboxylic acids, the carboxylic compounds 
were solubilised in D2O (with a 10% excess of this solvent) and left with stirring for 24 hours, 
followed by distillation under vacuum. Due to the low water solubility of the compounds under 
study, smooth heating was used while stirring. This process was repeated at least twice, until 
deuteration (as checked by Raman spectroscopy) [70]. 
 
3.3.2. Preparation of Colloids 
 
Colloidal silver solutions have been prepared using deionized and triply distilled water 
according to the method described by Ceighton et al. [71,72]. Basically it consists of reducing an 
aqueous solution of 10-3 M AgNO3 with an excess of NaBH4. The proportion oh these reactives 
is one volume of 10-3 M AgNO3 to three volumes of 2 × 10-3 M NaBH4, being the latter 
previously cooled to a temperature between 0 and 5º C, for a short period, in order to avoid the 
formation of crystals. After stirring the mixture for some time to allow homogenization, it is 
allowed to rest at room temperature for ~90 min. Sometimes, during this waiting period, a dark 
colour in the heart of the solution appears, and at this moment vigorous stirring is necessary to 
stabilize the colloidal solution. This is a transparent, yellow solution, with a maximum in its 
absorption spectrum at 390 nm, being stable for months. The adsorbate is then added to the 
colloid in solid state; a change in the colour of the solution from the initial yellowish to a final 
blue-greenish is observed when the tested compound adsorbs on the colloid particles. 
The maximum in the Vis absorption spectrum of metal plasmons is directly related to the 
size of the metal nanoparticles, being those structures with less than 100 nm optimal for SERS. 
Given that the size of the colloidal particles changes with time the performance of the silver 
colloids for SERS registration also is time dependent. The strongest SERS signal is usually 
obtained about three days after colloid preparation; therefore, the SERS spectra were always 
registered using aged silver sols for three days at least. 
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3.3.3. Spectral Acquisition 
 
3.3.3.1. Infrared 
 
The FTIR spectra were recorded in a Bruker Optics Vertex-70 FTIR spectrometer, in the 
400 to 4000 cm-1 range, using KBr disks (ca. 2% (w/w)), a KBr beamsplitter, and a liquid 
nitrogen cooled Mercury Cadmium Telluride (MCT) detector. The spectra were collected for 60 
scans, with a 2 cm-1 resolution. The errors in wavenumbers were estimated to be less than 1 cm-1. 
 
3.3.3.2. Raman 
 
The Raman spectra were obtained at room temperature, in a triple monochromator Jobin-
Yvon T64000 Raman system (focal distance 0.640 m, aperture f/7.5) equipped with holographic 
gratings of 1800 grooves.mm-1. The premonochromator stage was used in the subtractive mode. 
The detection system was a liquid nitrogen cooled non-intensified 1024´256 pixel (1") CCD 
chip. 
The 514.5 nm line of an Ar+ laser (Coherent, model Innova 300-05) was used as the 
excitation radiation, providing ca. 50 mW (for the solids) and ca. 100 mW (for the solutions) at 
the sample position. A 90º geometry between the incident radiation and the collecting system 
was employed. The entrance slit was set to 200 µm, as well as the slit between the 
premonochromator and the spectrograph. 
In order to avoid the high intrinsic fluorescence of some of the compounds, its Raman 
spectra were recorded in a RFS 100/S Bruker Fourier transform Raman  (FTR) spectrometer, 
with a 180º geometry, equipped with an InGaAs detector. Near-infrared excitation was provided 
by the 1064 nm line of a Nd:YAG laser (Coherent, model Compass-1064/500N), yielding ca. 
250 mW at the sample position, and the resolution was set to 2 cm-1. 
Samples were sealed in Kimax glass capillary tubes of 0.8 mm inner diameter. Under the above 
mentioned conditions, the error in wavenumbers was estimated to be within 1 cm-1. 
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3.3.3.3. SERS 
 
The SERS spectra were recorded in a Jobin-Yvon U-1000 double monochromator 
spectrometer fitted with a cooled Hamamatsu R943-02 photomultiplier, using the 514.5 nm 
exciting line from a Spectra Physics 2020 Ar+ laser. A constant slit width was used that allowed 
a spectral resolution of 4 cm-1; the laser power at the sample was always 50 mW. The band 
wavenumbers were measured with the help of the same laser plasma lines as standards, whereby 
a precision of approximately 2 cm-1 was obtained under the operating conditions employed. In 
this case a quartz cell with 1 cm pathlength was used as sample container. The spectra were 
always recorded for freshly prepared samples, because after the initial colour change induced by 
the adsorption the colloids tend to aggregate. 
 
3.3.3.4. INS 
 
The INS spectra were registered at the ISIS Pulsed Neutron and Muon Source of the 
Rutherford Appleton Laboratory (Harwell Science and Innovation Campus, United Kingdom), 
on the TOSCA spectrometer. This is an indirect geometry time-of-flight, high resolution ((ΔE/E) 
ca. 1%), broad range spectrometer [73]. 
Solid compounds (2 to 3 g), were wrapped in aluminium foil, while the solutions (4.8 to 
9.6 ml) were placed in thin walled aluminium cans, which filled the beam. The samples were 
cooled to ca. 20 K before collecting the spectra. 
Data was recorded in the energy range between ca. 2 and 4000 cm-1, and converted to the 
conventional scattering law S(Q,ω) vs energy transfer (in cm-1) through standard programs. 
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4.  Results 
 
 “If something seems too good to be true, it usually isn´t true. If there seems to be more than 
meets the eye, there usually is more.” – from the movie "Star Trek" 
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4. Results
A Conformational Study of Flavones and Isoflavones by Vibrational
Spectroscopy Coupled to DFT Calculations
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Abstract
The conformational preferences of a series of flavones and isoflavones have been studied by
optical vibrational spectroscopy (IR and Raman) coupled to Density Functional Theory (DFT)
calculations. Special attention has been paid to the effect of the hydroxyl substitution due to the
importance of this group in the biological activity of this series of compounds. In the light of the
most stable conformers for each molecule and their predicted vibrational spectra, a complete
assignment of the experimental vibrational spectra was performed. Some of these compounds
have been shown to exist in distinct conformations in the solid state, namely regarding the
orientation of the hydroxylic groups at C7 and within the catechol moiety.
Keywords: Phytochemicals/Flavones/Isoflavones/Raman/FTIR/DFT Calculations
_______________________
* Corresponding author. Tel.: +351 239826541, Fax : +351 239854448;
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Introduction 
Phytochemicals are a class of compounds comprising a wide variety of molecules present 
in plants, including flavonoids which are known to possess significant health-promoting 
properties, generally related with their capabilities to act as chain-breaking antioxidants or as 
radical scavengers [1,2]. In fact, oxidative stress occurs upon disruption of the homeostatic 
balance between free radical generation and the natural antioxidant defence mechanisms (e.g. by 
glutathione and regulatory enzymes such as superoxide dismutase, catalase and peroxidases). 
This is recognised to be directly linked to damage in numerous cell targets (DNA, lipids and 
proteins) and may therefore lead to severe pathologies such as cardiovascular and 
neurodegenerative disorders or even cancer. Thus, dietary habits play a key role in the 
prevention of these diseases since the intake of phytochemicals through the diet, in appropriate 
amounts, may help to maintain the homeostatic oxidative balance [3]. 
In the last decade the beneficial properties of phytochemicals have lead to a vigorous 
search for novel antioxidants from natural sources, involving the nutritional, pharmacological 
and medicinal chemistry fields [3-16], with particular emphasis on the prevention of cancer and 
cardiovascular disorders through the consumption of this kind of nutraceuticals in the daily diet 
[17-20]. Accordingly, special attention has been paid to phenolic acids, anthocyanins, coumarins, 
tannins and flavonoids (including flavones and isoflavones), these latter being the largest group 
among phytochemicals [21]. 
Flavone and isoflavone derivatives, in particular, are known to play an important role in 
the defence mechanisms against oxidative processes either from deleterious radical species or 
from UV radiation. A wide variety of pharmacologically relevant functions is assigned to these 
compounds [22], from antibacterial, antifungal, antiviral, anti-spasmolytic, estrogen mimicking, 
anti-inflammatory and anti-HIV to anticancer [23-30]. This group of compounds contains a 
common moiety – a chromone skeleton with a phenyl substituent in the pyrone ring (Figure 1) – 
which is greatly responsible for their biological role. However, this is also determined by other 
140 
4. Results 
structural parameters, such as the number and position of the hydroxyl substituent groups, as 
well as their relative orientation [22,31,32]. In fact, a single variation in one of these factors can 
induce a considerable change of their biological activity and therefore of their medicinal role. 
Additionally, this substitution profile also rules the conformational behaviour of the systems, 
namely their flexibility, the formation of hydrogen bonds – either intra- or intermolecularly – 
and the occurrence of planar or skewed relative orientations of the substituent groups. Therefore, 
the beneficial activity of the flavones and isoflavones under study relies on their structural and 
conformational preferences [33-35]. Besides determining biological activity, these strict 
structure-activity relationships (SAR´s) modulate the systemic distribution and bioavailability of 
the compounds within the cell. 
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Figure 1 - Calculated (B3LYP/6-31G**) lowest energy geometries for the flavone and isoflavone derivatives presently studied.
(The atom numbering is included, as well ast he possible intramolecular H-bonds (dashed lines) and repulsive
interactions (dotted lines). Distances are in pm. ψ represents the (C3C2C1´C6´) dihedral).
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Consequently, it is very important to have an accurate conformational knowledge of this
kind of phytochemical systems, which can be attained through the combined use of
spectroscopic techniques and theoretical approaches. This will lead to a better understanding of
their mechanisms of action, and will enable to establish reliable SAR´s, crucial for a rational
design of effective bioactive compounds based on these natural products. In the present work,
the conformational preferences of a series of flavones and isoflavones, with different ring
substitution patterns, were studied by Raman and Fourier transform infrared (FTIR)
spectroscopies coupled to Density Functional Theory (DFT) calculations. The investigated
compounds include: (i) six flavones – 2-phenylchromone (flavone, FLA), 3,6-dihydroxyflavone
(36DH), 5,7-dihydroxyflavone (chrysin, CHRY), 3,3´4´,7-tetrahydroxyflavone (fisetin, FIS),
3´,4´,5,7-tetrahydroxyflavone (luteolin, LUT) and 3,3´,4´,5,6-pentahydroxyflavone (quercetin,
QUER); and (ii) three isoflavones – 4´,7-dihydroxyisoflavone (daidzein, DAID), 4´,5,7-
trihydroxyisoflavone (genistein, GEN) and 7-hydroxy-4´-methoxyisoflavone (formononetin,
FOR) (Figure 1). The FTIR technique assumes special importance in the study of this kind of
hydroxylated systems, due to its responsiveness in the detection of the vibrational modes related
to the OH groups (e.g. stretching and bending modes). These will yield relevant information on
the conformational preferences in these flavones, closely associated to their biological function.
The results thus obtained are related to the free radical scavenging ability of the compounds,
which was previously assessed by the authors [36].
Experimental Methods
Chemicals
Daidzein (97%), genistein (97%) and luteolin (97%) were purchased from Alfa Aesar
(Lancashire, United Kingdom). Chrysin (97%), 3,6-dihydroxyflavone (98%), fisetin (≥99.0%),
flavone (≥98%), quercetin (≥98%), and formononetin (≥98%) were obtained from Sigma-
Aldrich Química S.A. (Sintra, Portugal).
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FTIR Spectroscopy
The FTIR spectra were recorded in a Bruker Optics Vertex 70 FTIR spectrometer, in the
range 400-4000 cm-1, using KBr disks (ca. 1% (w/w)), a KBr beamsplitter and a liquid nitrogen
cooled Mercury Cadmium Telluride (MCT) detector. The spectra were collected for 2 minutes,
with a 2 cm-1 resolution. The error in wavenumbers was estimated to be less than 1 cm-1.
Raman Spectroscopy
The Raman spectra of FLA, DAID and FOR, were obtained in a triple monochromator
Jobin-Yvon T64000 Raman system (focal distance 0.640 m, aperture f/7.5) equipped with
holographic gratings of 1800 grooves.mm-1. The premonochromator stage was used in the
subtractive mode. The detection system was a liquid nitrogen cooled non-intensified 1024256
pixel (1") Charge Coupled Device (CCD) chip. The spectrum of LUT was acquired in the micro
configuration, using an Olympus BH-2 microscope with a 50x objective. A 90º geometry
between the incident radiation and the collecting system was employed. The entrance slit was set
to 200 m, while the slit between the premonochromator and the spectrograph was set to 400
m. Under the above mentioned conditions, the error in wavenumbers was estimated to be
within 1 cm-1.
The 514.5 nm line of an Ar+ laser (Coherent, model Innova 300-05) was used as the
excitation radiation, providing ca. 30 mW at the sample position, except for LUT for which a
power of ca. 5 mW was applied (in order to avoid strong fluorescence bands).
Due to their high intrinsic fluorescence, the spectra of 36DH, CHRY, FIS, QUER and
GEN were recorded in a RFS 100/S Bruker Fourier transform Raman (FT-Raman) spectrometer,
with a 180º geometry, equipped with an InGaAs detector. Near-infrared excitation was provided
by the 1064 nm line of a Nd:YAG laser (Coherent, model Compass-1064/500N), yielding ca.
250 mW at the sample position, and the resolution was set to 2 cm-1.
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In all cases, samples were sealed in Kimax glass capillary tubes of 0.8 mm inner
diameter, and the spectra were obtained at room temperature.
Quantum Mechanical Calculations
The quantum mechanical calculations were performed using the GAUSSIAN03W program
[37] within the Density Functional Theory (DFT) approach, in order to properly account for the
electron correlation effects (particularly important in this kind of conjugated systems). The
widely employed hybrid method denoted by B3LYP, which includes a mixture of HF and DFT
exchange terms and the gradient-corrected correlation functional of Lee, Yang and Parr [38,39],
as proposed and parameterised by Becke [40,41], was used, along with the double-zeta split
valence basis set 6-31G** [42]. Molecular geometries were fully optimised by the Berny
algorithm, using redundant internal coordinates [43]: The bond lengths to within ca. 0.1 pm and
the bond angles to within ca. 0.1º. The final root-mean-square (rms) gradients were always less
than 3x10-4 hartree.bohr-1 or hartree.radian-1, respectively. No geometrical constraints were
imposed on the molecules under study. The relative energies and populations (Boltzman
distribution, at 298.15 K) were calculated for all conformers, using the sum of the electronic and
zero-point energies (ZPE).
The harmonic vibrational wavenumbers, as well as the infrared and Raman activities were
always obtained at the same level of theory as the geometry optimisation. Given that the widely
used Merrick´s [44] scale factors do not adequately reproduce the experimental wavenumbers for
these highly unsaturated chemical systems, a set of four different factors proposed by the authors
for chromone derivatives was used: 1.18 for the low wavenumber region (below 175 cm-1); 1.05
from 175 to 400 cm-1; 0.985 for the interval between 400 and 1500 cm-1; and 0.957 above 3000
cm-1; for the frequency range between 1500 and 1850 cm-1 the previously proposed [44] scale
factor of 0.9614 was used.
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Results and Discussion
1. Conformational Analysis
A full conformational analysis for the compounds under study was undertaken through
DFT calculations. Tables 1 and 2 summarizes the most significant dihedral angles defining the
respective most stable conformers.
Table 1 - Most stable conformers calculated for the substituted flavones under study.
Compound cConformational description (dihedral values)
aΔE bpop. Ψ C2C3OH C6C5OH C8C7OH C7C6OH C2´C3´OH C3´C4´OH
FLA -
0.00 100.0% 20.3 - - - - - -
36DH -
0.00 85.8% 0.0 180.0 - - 180.0 - -
4.47 14.2% 0.0 180.0 - - 0.0 - -
CHRY -
0.00 72.5% 19.9 - -179.9 179.9 - - -
2.40 27.5% 20.5 - -179.9 0.1 - - -
FIS -
0.00 32.5% 0.0 180.0 - 180.0 - 0.0 0.0
0.72 24.3% 0.0 180.0 - 0.0 - 180.0 180.0
0.73 24.2% 0.0 180.0 - 0.0 - 0.0 0.0
1.32 19.0% 0.0 180.0 - 180.0 - 180.0 180.0
LUT -
0.00 55.8% 15.8 - -179.9 179.9 - -0.7 -0.1
2.56 19.9% 18.8 - 0.2 180.0 - 179.8 179.6
3.19 15.4% 17.5 - -179.9 0.3 - 0.1 0.1
4.55 8.9% 19.0 - -179.8 0.0 - 179.6 179.5
QUER -
0.00 42.9% 0.0 180.0 180.0 180.0 - 0.0 0.0
1.80 22.2% 0.0 180.0 180.0 180.0 - 180.0 180.0
2.39 17.5% 0.0 180.0 180.0 0.0 - 0.0 0.0
2.88 14.4% 0.0 180.0 180.0 0.0 - 180.0 180.0
a
Energy differences in KJ.mol-1 calculated at the B3LYP/6-31G** level; bBoltzmann distribution, calculated at room temperature using the
B3LYP/6-31G** electronic energy corrected by the zero-point vibrational value (obtained at the same level of theory); cIn degrees. The atoms are
labelled according to Figure 1.
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Table 2 - Most stable conformers calculated for the substituted isoflavones under study.
Compound cConformational description (dihedral values)
aΔE bpop. C2C3C1´C6´ C6C5OH C8C7OH C3´C4´OH C3´C4´O(CH3)
DAID -
0.00 31.3% 142.5 - 180.0 -178.7 -
0.22 28.6% 142.5 - 0.1 -178.5 -
0.95 21.3% 141.4 - -179.9 0.0 -
1.27 18.7% 141.3 - 0.0 0.0 -
FOR -
0.00 29.5% 142.7 - 180.0 - -178.8
0.22 27.0% 142.7 - 0.1 - -178.8
0.61 23.0% 141.2 - -179.9 - 0.2
0.91 20.4% 141.2 - 0.0 - 0.1
GEN -
0.00 40.5% 141.3 -179.9 180.0 -178.7 -
0.83 28.9% 140.2 -179.9 -179.9 0.0 -
1.99 18.2% 141.3 -179.8 0.1 -178.6 -
2.92 12.5% 141.1 -179.8 0.0 -0.1 -
aEnergy differences in KJ.mol-1 calculated at the B3LYP/6-31G** level; bBoltzmann distribution, calculated at room
temperature using the B3LYP/6-31G** electronic energy corrected by the zero-point vibrational value (obtained at the same
level of theory); cIn degrees. The atoms are labelled according to Fig. 1.
The conformational behaviour of these compounds is determined by the following
structural characteristics:
(A) A relevant feature of this type of systems is the presence of a hydroxyl group at position 5
((O5H), Figure 1), which is known to form a strong intramolecular hydrogen bond (H-bond) with
the neighbouring carbonyl of the pyrone ring. This close contact yields a six-membered ring
(Figure 1) responsible for an enhanced electronic delocalisation what stabilizes the molecular
structure. This interaction has been extensively studied spectroscopically, being recognised to be
stronger than the H-bond between (O3H) and the ketonic oxygen [45], which gives rise to a five-
membered intramolecular ring instead. For CHRY, for instance, an energy of ca. 67.5 KJ.mol-1
was found between the equilibrium structure and the most stable conformation not comprising
this (O5H...O) H-bond. The breakdown of this intramolecular H-bond is highly unfavoured in
these systems except in compounds with both (O3H) and (O5H) groups (such as QUER, Figure
1) which show a different behaviour.
(B) In molecules containing a catechol moiety the two hydroxyl groups located at B-ring (FIS,
LUT and QUER) tend to adopt the same orientation relative to the carbonyl: either syn (parallel)
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or anti (anti-parallel), due to a weak H-bond between both adjacent hydroxylic groups (Figure
1). The anti-parallel structure is 17 KJ.mol-1 higher than the parallel one (Table 1). On this basis,
the anti arrangement was found to be favoured for all the compounds tested as a result of a more
efficient electronic delocalisation within the systems.
Among the catechol-like molecules displaying a C7–OH bond, the hydroxylic substitution
from C3 to C5 (FIS to LUT, Figure 1) leads to dramatic changes in the structure of the systems.
In QUER, with both C3 and C5 hydroxyl groups, a hydrogen close contact may be established
between the carbonyl oxygen and the two adjacent hydroxyl H atoms (Figure 1). This bifurcated
H-bond can be regarded as a highly delocalised electronic system and is present in the most
stable conformations of this molecule. The breakdown of the interaction of (O3H) or (O5H) is
unfavoured by 37 or 40 KJ.mol-1, respectively, while disruption of both H-bonds corresponds to
an energy increase of 102 KJ.mol-1.
(C) Flavonols show a hydroxyl group in position 3 of the chromone skeleton (36DH, FIS and
QUER, Figure 1) which forms a H-bond with the carbonyl located at C-ring giving an extra five-
membered ring (Figure 1). This intramolecular close contact is responsible for the stabilisation of
the system by electronic delocalisation throughout the molecule. An opposite orientation of the
(O3H) group destabilizes the system up to 40 KJ.mol-1 due to steric hindrance and less efficient
electronic delocalisation, leading to a non-planar B-ring.
(D) Concerning isoflavones, GEN and DAID display similar substitution pattern, except for the
presence of a (O5H) group in the former. This group is responsible for a strong intramolecular
(C=)O…H(O5) interaction (Figure 1) which stabilizes the structure ca. 63.5 KJ.mol-1. There are
several conformations of GEN with very similar energies such as that originated by rotation
around (C4´–O) (E=0.83 KJ.mol-1) or (C7–O) bonds (from 180.0 to 0.1º) (E=1.99 KJ.mol-1,
Table 2).
(E) Regarding planarity, all studied conformers of flavonols (36DH, FIS and QUER) are
planar (Table 1), while the other flavones (FLA, CHRY, LUT) are non-planar, with dihedral
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angles ψ ((C3C2C1´C6´), Figure 1) ranging from 20.3º (flavones) to 15.8º (LUT, Table 1).
Isoflavones also display non-planar geometries, ψ varying from 142.7º (FOR) to 141.3º (GEN,
Table 2). When the catechol moiety is present, it was found to be coplanar with the rest of the
molecule in the case of the flavonols, while it assumes a non-planar structure for the remaining
flavones.
The optimized DFT geometries predicted for the isolated molecules under study were
compared to the X-ray crystallographic data found in the literature for similar systems: 3-
hydroxyflavone (3HF) [46], 5-hydroxyflavone (5HF) [47] and the dihydrated form of QUER
[48]. A fairly good agreement was found, the chromone core moiety being essentially planar in
all cases. 3HF, an analogous of 36DH, deviates from the planarity in the solid state, probably due
to both intra- and intermolecular H-bond interactions (ψ=5.5º) while a planar geometry
equilibrium geometry is calculated for 36DH (Table 1). Furthermore, the intramolecular H-bond
involving the (O3H) group seems to be involved in the complex structure of the solid giving the
difference between the calculated H...O distance for 36DH (194 pm) vs the experimental value
reported for 3HF (220 pm). The H-bond involving the (O5H) moiety in CHRY yields a
calculated distance of 167 pm, close to the experimental value obtained for 5HF in the
condensed phase (168 pm) [47]. Finally, the deviation from planarity observed in the case of
5HF (ψ=5.8º) is quite smaller than that here predicted for the molecules having an (O5H) group
(ψ=19.9º, Table 1).
In the case of bonded atoms the agreement between experimental and calculated distances
is very good (Table 3). For instance, the C5-O distance of CHRY is predicted to be 133.6 pm,
close to the crystallographic value of 135.8 pm obtained for 5HF. In the case of 36DH a distance
of 135.3 pm is calculated for the C3-O bond in accordance with the experimental value of 135.7
pm for 3HF in solid state.
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Table 3 - Comparison between X-Ray crystallographic structures, and the presently calculated ones, for some structural
parameters.
aStructural
Parameter
bSolid cCalculated
3HF 5HF QUER FLA 36DH CHRY FIS LUT QUER GEN
C4=O12 123.2 125.3 126.9 123.1 124.4 125.3 124.4 125.4 126.2 125.2
C3O 135.3 - 135.8 - 135.3 - 135.4 - 135.6 -
C5O - 135.8 135.2 - - 133.6 - 133.6 134.0 133.6
O3H...O=C 220 - - - 194.0 - 194.0 - 198.6 -
O5H...O=C - 168 - - - 166.7 - 166.2 174.1 165.6
ψ (º) 5.5 5.8 6.7 20.3 0.0 19.9 0.0 15.8 0.0 141.3
a
Distances in pm. Ψ values in degrees. The atoms are labelled according to Fig. 1. bValues obtained from X-ray crystallography found in
literature [46,47,48]. cCalculated at the B3LYP/6-31G** level, values presented fare those obtained for the lowest energy conformations.
Isoflavones always assume non-planar conformations due to the steric hindrance between
the aromatic B-ring and the (C2H) hydrogen atom of the skeleton (Figure 1), showing values of
ca. ψ=141~142º (Table 2).
Spectral Assignment
A full spectral assignment was performed for these systems, in the light of their predicted
conformational preferences (although these were obtained for the isolated molecule) (Tables 4 to
6). Despite the great amount of work reported for these systems, both by Raman and SERS
techniques [49-52], a complete and accurate assignment has not yet been achieved. Furthermore,
FTIR has a huge potential for the study of this kind of polyhydroxylated compounds [45,53-55].
The present work intends to attain a thorough vibrational analysis (Raman and FTIR) of the
chromone derivatives concomitantly studied by theoretical methods. The main spectral features
that characterise the molecules presently studied are described and compared between the
differently substituted chromone derivatives.
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Table 4 - Experimental (solid sate) Raman (NR), FTIR and calculated wavenumbers (cm-1) for FLA, 3,6DH and CHRY.
Experimental (Wavenumber / cm-1) Calculateda Assignmentb
FLA 3,6DH CHRY FLA 3,6DH CHRY
NR FTIR NR FTIR NR FTIR
3330 3330 3659 (O6H)
3197 OT
~3190 ~3190 3368 (O3H)
3107 3102 (C3H)
3096 3096 (C2´H)B
3077 3086 (HC7C8H)ooph
3072 3073 (HC7C8H)iph
3070 3070
3082  2A
3077  20bA + (CH)B
3067 3068  20bB
3061 3060 3061 3062 3077 3083
3066
3067
3068 3077  20aB + ( 7aA)c
3038 3040 3058 3059 3057 3056
3060
3058
 7bB + (C6H)d
~2500-
3200
3016 (O5H)
1633 1646 1624 1628 1651 1653 1677 1634 1653
(C=O) + (C2C3) + ( 8aA +
(O5H))d + (O3H)e
1618 1618 1616 1606 1613  8aA +(C2C3)
1605 1605 1602 1610 1613 1597 1605 1610
(8a/b)A + (C2C3) + (C=O)d,e +
(8bB)e + (OH)d
1600 1598 1595 1598 1595 1596 1593 1596 8aB
1578 1580 1577 1577 1571 1574 8bA + (OH) + (8a/b)A
1569 1569 1560 1569 1559 1555 1558 1563 1561
(8a/b)B + (C2C3) + ((8a/b)A +
(C3H))a + (O3H)e
1498 1500 1535 (OH) + 19bA
1496 1495 1495 1497 1516
1517
1510
1496
19aB + (19bA + (OH) + (C4aC4))e
1489 1491 1526f 19aA +  (OH)
1483 1515 19aB
1474 1475 1490 19aA
1468 1469 1467 1467 1483 1485 19bA
1449 1449 1449 1451 1449 1449 1468 1470 1453 19bB
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Table 4 - Experimental (solid sate) Raman (NR), FTIR and calculated wavenumbers (cm-1) for FLA, 3,6DH and CHRY.
(Continuation)
1422 1423 1431 (C3C4)  + (O3H) + 3B
1419 1424 1414f 14A + (OH)
1376 1378 1403 1406 1392 1412 14A + (OH)
1400 1384f 14A + (O6H)
1376 1375 1380
(14/19b)A + (C3C4) + (O1C2) +
ipB
1373 1368 1382 ipA + (O7H) + (CC) + s(COC)
1354 1357 1375f
(14/19b)A + (C3C4) + (O1C2) +
ipB + (OH)d
1352 1354 (14/3)B + (O3H)e
1335 1335 1354 14A + (C3C4) + (O1C2)
1322 1319 1328 1326 1324 1346 1349? 1338
(14/3)B + (O3H)e + ((O5H) +
14A)d
1270s splitting
1261 1263 1283 (3/14)A + (C8aO1)
1265 1261 1270 1273 1259 1257 (C3H) + ((O7H) + (C2Ph))b
1246 1246 1243 (C3H) + ((O7H) + ipA
1235 1235 1240 1242 1240 1241 9aA + (C2Ph) + (C3C4)c + (O1C4)e
1236 1228 ipA + as(COC) + (C6O)
1161 1169 1164f (O7H) + (C6H)
1155 1156 1161 (O7H) + (C6H)
1136 1136 1142 15A + (OH) + ipB
1132 1128 1134 (9a/12)A
999 999 998 999 998 998 1001 1000 1001 12
907 907 907 908 906 905 (O1C2C3) + ipB
769 769 768 768 767 774 773 777 (oopA)c + 10aB
740 746 738 ipA + (C3C4O12) / 4a +(C4aC4C3)
732 733 4a +(C4aC4C3) / ipA + (C3C4O12)
730 731 oopc + (C3C4O12)
720 723 (6a/b)A +(O1C2C3)
710 712 709 ipA + (C8aO1C2) + 6aB
688 693 693 693 695 694 694 oopB
639 645 644 642 645 632 (6a/b)A + ((6a)B + (C3C4O12))e
604 605 613 612 603 613 ipA + ((C3C4O12))c + (6aB)d
588 590 607 (O3H) +(O1C2C3) + oopB
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Table 4 - Experimental (solid sate) Raman (NR), FTIR and calculated wavenumbers (cm-1) for FLA, 3,6DH and CHRY.
(Continuation)
575 576 578 (6a/b)A
572 574 572 567 608 16aA
546 551 558 559 543 561 ipA + (C3C4C4a)c + (C3C4O12)d
510 509 515 515 511 511 506 513 509 ipA + (C4aC8aO1)
499 499 501 502 495 497 (C8aO1C2) + (C3C4C4a)
437 432 16bA + 16aB + (O1C2C3)
432 432 426 (C2C3C4) + ipA
429 430 421 ipA + (C4aC5O)
a
At the B3LYP/6-31G** level; wavenumbers are scaled according to the methodology proposed by Merrick [44], the scaling factors being
exposed in the methods section. bAtoms are numbered according to Fig. 1. c,d,eRefer to components of the vibrational mode exclusive to FLA,
CHRY, and 3,6DH, respectively. fCalculated for conformer 2 the respective compound. The Wilson notation was used for the description of
aromatic ring normal vibrations () [56]. – in-plane deformation, – out-of-plane deformation, – out-of-plane deformation – in-plane
deformation of skeleton atoms, iph – in-phase, ooph – out-of-phase, ip – in-plane, oop – out-of-plane; the subscripts as and s refer to anti-
symmetric or symmetric modes, respectively. The superscripts A and B refers to the aromatic ring A and B, respectively (Fig. 1). OT refers to an
overtone.
Table 5 - Experimental (solid sate) Raman (NR), FTIR and calculated wavenumbers (cm-1) for FIS, LUT and QUER.
Experimental (Wavenumber / cm-1) Calculateda Assignmentb
FIS LUT QUER FIS LUT QUER
NR FTIR NR FTIR NR FTIR
3352 3352 ~3400 3355 3368
3677
3657
3614
3676
3656
3611
3677
3656
3613
(O3´H)B
(O7H)
(O4’H)B
3253 3253 3321
~
3290
3364 3427 (O3H)
2400-
3200 ~3250 3000 3173 (O5H)
3078 3085 3089 3093 30823075
3075
3071 (C5´H)B + (C5H)c + ((C2´H)B)d
3073
3085
3072
3068
(HC5´C6´H)iphB
(HC5´C6´H)oophB
(C2´H)B
1670 FR
1634 1630 1652 1656 1657 1662 1638 1652 1641 (C=O) + (C2C3) + (O3H)c +(8aA+ (O5H))d,e
1620 1616 (C2C3) + (O3H) + (O5H) + 8aB
1612 1612 16111602
((OH) + 8b)A + (C=O) + 8aB
(8b + (OH))B
1613 1615 16041591
(8a/b)B + (C2C3)
(C=O) + (O3,7H) + (8a/b)A,B +
(O4´H)B
1618 1618 (C2C3) + 8aA + (O7H) + (C=O) +(8a/b)B
1610 1607 16131603
8bA + (C=O)
(8b + (OH))B
1588 1589 1581 1581 (8a/b + (OH))B
1572 1570 1575 1575 1558 1582 (8a/b + (OH))A + (C=O) + ((8a/b
+ (O4´H))B)e
1561 1557 1559 1564 1565f (C
2C3) + (8a/b + (O5H))A + (ip +
(O4´H))B + (O7H)d
1549 1557 (8b + (OH))A + (C=O)
1521 1529 1549 1550 1550 (19a + (O3´H)c)B
1522 1544g (19a + (O3´H))B
1506 1511 1528 (19a + (O7H))A
1503 1518 1514 1520? 1521g 1534 1528 (19a + (O7H)c + (OH)d,e)A
1515f (19a + (OH))A
1507 1512 1524-3 1512f (19a/b)A + (O5H)
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Table 5 - Experimental (solid sate) Raman (NR), FTIR and calculated wavenumbers (cm-1) for FIS, LUT and QUER.
(Continuation)
1500 1503? 1507 19aA + (O5H) + (C8aO1) + (C3C4)
1456 1479g (19b + (OH))B
1449 1449 1437 1439 1466 1464 (19b + (OH))B + (O3H)c
1442 1440 1463 1458 1432 1455 (C
3C4) + (ip + (OH))A + (O3H)) +
19bB
1435 1431 1425 (14 + (OH)A+ (O3H) +(C3O)
1409 1415 1401 (14/3 + (O4´H))B
1396 1398 1399 1393g 1395 14A + (O3H) + (O7H)c + (ip +(OH))B
1390 1391 sp
1375 1367 1375 ipA + s(C8aO1C2) + (O4´H)B
1371 1362 1357 (14/3 )A + (O3,5H)1353 1350 (C2Ph) + (O3,5H) + ipB
1377 1389 14A + (OH)A + (ip + (OH))B
1347 1342 1359 (O3H) +(C2Ph)
1333 1355g (O3H) +(C2Ph)
1315 1328 1333 1331 (14/3 + (OH))B + ((14/3)A +(O7H))c
1316 1316 1310 (O3,5H) + (ip + (CO)iph)B
1315 1313 1318 (12 + (OH) + (C4´O))B
1301 1303 1294 (12 + (C4´O))B
1284 1310 (O
3H) +(C7O) + ipA + (ip +
(CO)iph)B
1284 1289g (12 + (C4´O))B
1273 1273 1288 1288 1299 1288 ip
A + (C4aC4) + (ip + (OH) +
(C4’O)B + (C3,7O)c + (O3,5,7H)d
1267 1263 1274 (C2H)ip A,B + (O1C2) + (C4aC4) +(O5H)
1254 1272 ip A,B + (C3O) + (O3H) +((CO)ooph)B
1227 1224 1234 ipA,B + (O3,7H) + (O1C2) + (O4´H)B
1246 1239 1244 1248 12591255
(O7H) + ipA + ((ip + (CO)ooph)B +
(C3O))d
1203 1207 1218 1210 1208 1211 1207 1218 1217
((ip + (OH))A + (C3O))c +
(O1C2)c,d + (ip + (O4´H))B +
(C2H)e
1194 1195 (C6H) + (O7H)
1177 1182 1162 1158 1164 1166 1161 1167 (9a/b + (OH))B + ((ip +(O7H))A)c,d
1151 1166 1139 1135 1143 1164 1128 1163 (9a + (OH))B + ((ip + (O7H)c,d)A)
1120 1112 1129 (C2H)e + 12A + (ip +(OH))B
1120 1134 1136 (HC5C6H)iph
1118 1103 1102 1122 1122 (ip + (O3´H))B + (ipA)d
1099 1105 1098 1094 1092 1093 1106 1107 1099 s(C8aO1C2)c + (C8aO1)d,e + (C3C4) +ipA,B + (O3H)c,d + (O7H)
1031 1036 s(C8aO1C2) + ipA,B + (C2H)
1018 1019 1007 1010 1030 1020 (C4C3) + 18bA,B
999 998 999 999 999 (12/1)A + ipB
936 937 946 930 932 944 948 940 12A,B + (C3C4O12)c,d + (O1C2)e
908 893 (O5H)
871 873 874 885 883 877g 886g 880g (C2´H)B
859 (O1C2C3) + 12B / (C2´H)B
856 861 844 845 (C2´H)B
860 852 (C2´H)B / (O1C2C3) + 12B
842 839 837 (C2H)?
849 848 845 847 841 838 (C8aO1C2) + (C3C4O12) + 12B +ipA
842 837g (C
8aO1C2) + (C3C4O12) + 12B +
ipA
836 838 837 (C8H)A
823 817 818 824 817 823 10aB
808 819? (O5H) + (C6H)
792 790 800 802 1B / 10bA
775 771 794 10bA / 1B
796 792 792 793 794 793 1B
766 787 756f 791 5A
756 754 757 ipA,B
747 736 ipA + (C4aC4) + (C3C4O12)
725 727 728 723 729 oopA + (C3C4O12) + (O3H)a +(O5H)e
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Table 5 - Experimental (solid sate) Raman (NR), FTIR and calculated wavenumbers (cm-1) for FIS, LUT and QUER.
(Continuation)
674 676 674 oopA + (O3H)
641 641 638 635 636 6aA + (C4aC4O12) + (C3C2Ph)
631 627 636 16bB + (O3H)
593 589 604 602 598 598 617 601 601 ip
A + (C3C4O12) + (6a/b)B +
(C5OH)e
588 sp
567 565 567 564 586 564 574 (6a/6b)B + (6b/6a)A + (O1C2Ph)
560 580 (ip + (COH)iph)B
524 515 507 505 (C8aO1C2) + (C3C4C4a) + (ip +(C7OH))A
519 520 522 519 509 519 (ip + (COH))A
517 517f (ip + (COH))A
512 513 490 495 472 479 (ip + (CCO)ooph)B
488 461 ((O4´H))B + 16aA,B
463 465 456 461 ((O4´H))B + (16aA)c
454 438 16a + (O4´H)B
460 453 (C4aC4C3) + ipA,B
448 436 (ip + (CC7O))A
456 447 443 443 440 (16b + (O4´H))B
a
At the B3LYP/6-31G** level; wavenumbers are scaled according to the methodology proposed by Merrick [44], the scaling factors being
exposed in the methods section. bAtoms are numbered according to Fig. 1. c,d,eRefer to components of the vibrational mode exclusive to FIS,
QUER, and LUT, respectively. fCalculated for conformer 3 of the respective compound. gCalculated for conformer 2 of the respective compound.
The Wilson notation was used for the description of aromatic ring normal vibrations () [56]. – in-plane deformation, – out-of-plane
deformation, – out-of-plane deformation – in-plane deformation of skeleton atoms, iph – in-phase, ooph – out-of-phase, ip – in-plane, oop –
out-of-plane; the subscripts as and s refer to anti-symmetric or symmetric modes, respectively. The superscripts A and B refers to the aromatic
ring A and B, respectively (Fig. 1). FR refers to a Fermi resonance. Ph refers to the entire catechol moiety.
Table 6 - Experimental solid state Raman (NR), FTIR and calculated wavenumbers (cm-1) for DAID, GEN and FOR.
Experimental (Wavenumber / cm-1) Calculateda Assignmentb
DAID GEN FOR DAID GEN FOR
NR FTIR NR FTIR NR FTIR
3413
~345
0 3656  (O4´H)B
3200 3410 3130 3657 3655 3656  (O
7H)
3656  (O4´H)B
3052 3058 3050 2993 2993 3047 3048 3047 (HC2´C3´H)ooph
2899 2900 2947 as(CH3)
2835 2836 2886 s(CH3)
~250
0-
3300
3038  (O5H)
1673 1670 1657 1660 1660 FR
1637 1632 1646 1652 1638 1639 1664 1644 1664 (C=O) + ((8a/b)
A + (O5H))c
1619 1615 1616 1620 1620 1612 1607 1612 8aA + (8aB)c1607 1607 1609 1607 1606 1604 8aB + ((8a/b)A + (C2C3) + (C=O))c
1588 1587d (C2C3) + (C=O)+ (OH)A
1597 1596 1582 1584 1596 1596 1599 1584 1599 (C2C3) + ((C=O)+ (OH)A)c
1571 1581 1580 1674 1575 1562 (8a/8b + (OH))B/A
1575 1568 1553 1569 1569 1557 1563 1553 (8a/8b + (OH))A/B + (C2C3)
1513 1519 1515 1520 1513 1513 1536 1539 1537 19aB + (ipA + (O5H))c
1502 1504 1529 (O5H) + 19aA +19aB
1461 1461 1481e (19b + (OH))A
1450 1451 1468 1474 1455 1452 1476 1482 1476 (19b + (OH))A
1397 1397 1415 (14 + (OH))A + (C3C4) + (O1C2) + ipB1381 (C2H) + (C3C4) + ipA
1317 1317 1342 (C2H) + (14/3)A + (O5H)
1309 1308 1318 1318 1315e 1314e (ip + (C7O))A + (C2H) + (C3Ph)
1307 1310 1327 ipA + (C2H) + (O5H) + (C3Ph)
1297 1296 1310 1308 1307 (ip +  (C7O))A + (C2H) + (C3Ph)
1281 1280 1282 1275 1279 1274 1292 1293 1280 (18b + (C4´O))B+ (C3Ph) + r(CH3)f
1262 1273 (O1C2) + (C3Ph) + 18aB + ipA + (OH)A
1255 1252 1261 1252 1277 1277 (ip + (OH))A + (C3Ph) + 18aB + (C7O) +(C4aC4)
1259 1245 (ip + (CO))A + (O7H)
1242 1239 1248 1246 1272e 1272e (ip + (OH))
A + (C3Ph) + 18aB + (C7O) +
(C4aC4)
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Table 6 - Experimental solid state Raman (NR), FTIR and calculated wavenumbers (cm-1) for DAID, GEN and FOR. 
(Continuation) 
1219    1217 1220 1234  1234 9bA + (O1C2) + (C3Ph) + ip
B 
   1210    1212  (O1C2) + (C4C4a)  + (ip
 + (O5H))A 
  1200 1202    1209d  (O1C2) + (C4C4a)  + (ip
 + (O5H))A 
1195 1193   1196 1195 1215  1215 (9a/12 + (OH))A + (O1C2) + (C4aC4) 
  1184 1180    1187  (O7H) + (C6H) + (9a/b)B 
1182 1172? 1178 1172 1180 1179 1189 1180 1194 9aB+ r(CH3)
f + (O4´H)g 
  1145 1149    1155  (C6H) + (C7O) + (O7H) + ip
A 
890 889 885 886 888 888 887 883 886 (C2C3C4) + 1B+ ip
A 
790 791 789 791   781 783  
ip
A + (C8aO1C2)  + oop
B / (C4aC4C3) + oop
A/B + 
(O5H)c 
725 734  745b  742 769 766 773 
 (C4aC4C3) + oop
A/B + (O5H)a /ip
A + (C8aO1C2)  
+ oop
B 
       761d  (C8H) 
730 725 727 728 730 
732 
719 
734  734 6aA 
693 692 702 705 694 693 716 716 720 4B 
644    641 643 647  646 ( 6a/6b)
B 
626 627   625 624 624  622 ( 6a/6b + (C
4´OC))B + (C8aO1C2) / 16aB 
  622 620    619  16aA / ip
A/B + (C3C4O12) 
  613 607b    615  ip
A/B + (C3C4O12) / 16aA 
  590 591    592  ip
A 
   567    565  (ip + (COH))
A + (C3C4O12) / oop
B 
547 547 559  551 552 547  551 (C3C4C4a) + (C2O1C8a) + (COH)A 
531 529   531 532 534 533 541 oop
B / (ip + (COH))
A + (C3C4O12) 
  530 534    512  (ip + (COH))
A + (C3C4C4a) + (C2O1C8a) 
a
At the B3LYP/6-31G** level; wavenumbers are scaled according to the methodology proposed by Merrick [44], the scaling factors being 
exposed in the methods section. 
b
Atoms are numbered according to Fig. 1. c,f,gRefer to components of the vibrational mode exclusive to GEN, 
FOR, and DAID, respectively. dCalculated for conformer 3 of the respective compound. eCalculated for conformer 2 of the respective compound. 
The Wilson notation was used for the description of aromatic ring normal vibrations () [56]. – in-plane deformation, r – rocking, – out-of-
plane deformation, – out-of-plane deformation – in-plane deformation of skeleton atoms, iph – in-phase, ooph – out-of-phase, ip – in-plane, 
oop – out-of-plane; the subscripts as and s refer to anti-symmetric or symmetric modes, respectively. The superscripts A and B refers to the 
aromatic ring A and B, respectively (Fig. 1). FR refers to a Fermi resonance. Ph refers to the entire B aromatic group with its substituents. 
(A) In the high frequency region, the (CH) modes give rise to the most intense (quite sharp) 
bands in the Raman spectra, between 3000 and 3100 cm
-1
 (Figures 2 and 4). In FTIR, in turn, 
these modes usually yield weak features, often partially overruled by the broad, very intense, 
(OH) bands (with the exception of flavone that contains no hydroxylic groups) (Figures 3 and 
5). The assignment of these bands is not a straightforward task in these systems, since they are 
very sensible to the chemical environment: in the case of FLA, for instance, the most intense 
bands within this region (ca. 3060 and 3070 cm
-1
) are due to modes from either rings A or B 
(Figure 2, Table 4). An exception to this behaviour is found for the (C
3
H) oscillator, which is in 
a somewhat different environment, which slightly increases its stretching frequency (3107 cm
-1
 
in FTIR, Table 4). Furthermore, the presence of different substituents in the series of compounds 
investigated alters the corresponding electronic distribution, causing marked changes in their 
vibrational profile, namely regarding the (CH) modes (Tables 4, 5 and 6). 
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4. Results
Figure 2 - Experimental Raman spectra for the presently studied flavones (100-1900 cm-1) and (2400-3600 cm-1).
157
N. F. L. Machado
Figure 3 - Experimental infrared spectra for the presently studied flavones (400-1800 cm-1) and (2000 - 3750 cm-1).
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Figure 4 - Experimental Raman spectra for the presently studied isoflavones (100-1900 cm-1) and (2800-3600 cm-1).
Figure 5 - Experimental infrared spectra for the presently studied isoflavones (400-1800 cm-1) and (2000-3750 cm-1).
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The (OH) vibrations, also comprised in this high frequency spectral interval, contain
important information on the conformation of the hydroxyl groups in the molecule, as well as on
their involvement in hydrogen close contacts. CHRY is an example of this, as the intense and
extremely broad band detected between 2500 and 3200 cm-1 is due to the strong intramolecular
interaction involving the (O5H) group, this feature being characteristic of for 5-hydroxylated
chromones [54,55]. LUT presents a similar behaviour, displaying this very broad signal in the
FTIR spectrum (Figure 3). Meanwhile, for QUER a distinct infrared band at around 3290 cm-1 is
to be found, ascribed to the stretching modes of the H-bonded (O3H) and (O5H) hydroxyls, while
in Raman a new band appears at 3321 cm-1, assigned to the (O3H) mode (Table 5). Regarding
the (O7H) group, for CHRY it is probably involved in strong intermolecular H-bond interactions,
leading to a decrease of its stretching vibration which shifts it to a region where it is masked by
the strong (O5H) band. Although this mode has been tentatively assigned by other authors to the
weak feature at 3010 cm-1 [56], the number of bands below 3050 cm-1 due to
overtones/combination modes, coupled to the high intensity of the (O5H) band, render this
assignment quite difficult. Concerning the flavones possessing a catechol group, the (O7H)
signal seems to be merged with the strong feature between 3350 and 3400 cm-1, also comprising
the catachol´s (OH) modes (Table 5).
The features related to the (OH) modes of the flavonols are clearly visible in the Raman
spectra. For 36DH, for instance, the sharp band at 3330 cm-1, assigned to (O6H), and the very
strong broad signal at about 3190 cm-1, corresponding to the (O3H) stretching mode, are detected
both in Raman and FTIR (Table 4, Figures 2 and 3). For FIS, apart from the two strong bands
around 3520 and 3550 cm-1 due to hydration (Figure 3), two intense features are observed, the
one at 3253 cm-1 being due to the H-bonded (O3H) group (also visible by both techniques), while
for QUER the (O3H) mode is active only in Raman thanks to its proximity to the (O5H)
vibration.
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The (O3H) and (O5H) experimental wavenumbers obtained for QUER are in good
agreement with the bifurcated H-bonding profile predicted for this molecule (previously
discussed), the (O3H) mode being detected at a higher frequency than for the other flavonols
(Tables 4 and 5). Also, (O5H) gives rise to a relatively sharper band (at higher frequency) than
the one generally detected between 2500 and 3200 cm-1 (very broad) for the rest of the
compounds (Figures 2 and 3). This behaviour reflects the simultaneous existence of the two
weaker H-bonds, sharing the charge of the carbonyl group, instead of one, stronger,
intramolecular hydrogen close contact.
The methoxy-containing isoflavone FOR displays characteristic vibrational features due to
the (OCH3) group, clearly visible between 2800 and 2900 cm-1 both in Raman an infrared
(Figures 4 and 5, Table 6). Furthermore, the presence of this group as a substituent of B-ring
(Figure 1) seems to shift the other (CH) bands to lower frequencies, probably due to the
mesomeric effect exerted by the methoxy. This is evidenced by the shift to low frequencies of
the signal ascribed to the (C2´H) and (C3´H) modes, common to all isoflavones, that, occurs at
ca. 3050 cm-1 for both DAID and GEN, and at 2993 cm-1 for FOR (Table 6).
Two distinct infrared patterns were obtained for the (OH) modes: (i) a single strong broad
band at about 3200 cm-1 for DAID and 3130 cm-1 for FOR (with lower intensity) (Figure 5). (ii)
a strong narrow signal at 3410 cm-1 (detected in Raman and FTIR) and a broad band between
2750 and 3250 cm-1 (due to the H-bonded (O5H)), observed for GEN (Figures 4 and 5).
The presence of the (O7H) and (O4´H) stretching modes at higher frequencies (at ca. 3400
cm-1) in GEN, coupled to its sharp profile, clearly reflect non-hydrogen-bonded hydroxylic
groups, which is easily justified by the occurrence of a strong intramolecular interaction of the
ketonic moiety with (O5H) instead (yielding a stable 6-membered ring). When the carbonyl is
free, in turn, it is probably involved in intermolecular H-bonds, which explains the lower
frequency at which (O7H) and (O4´H) are found for DAID and FOR (Table 6).
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(B) In the spectral interval between 1550-1750 cm-1, the frequency deviations of the carbonyl
stretching mode reflect the nature of the interactions in which this group is involved, therefore
providing important information about the hydrogen bonding pattern in this kind of compounds.
However, the (C4=O12) modes appear in the same region as (C2C3) and deformations of either
the aromatic ring or the hydroxylic groups. In the case of the (O5H) substituted flavones (CHRY,
LUT, QUER and GEN), the strong coupling between (C=O) and aromatic ring deformations is
due to the presence of the 6-membered ring formed upon (C=)O…H(O5) intramolecular bonding
(Figure 1, Tables 4, 5 and 6).
For FLA, the (C=O) mode gives rise to a strong band, detectable both in Raman and
FTIR at 1633 and 1646 cm-1, respectively (Figures 6 and 7, Table 4), in good agreement with
previous studies reported by other authors [52]. Additionally, the (C=O) experimental values
observed for 36DH and CHRY are in good agreement with the predicted ones (Table 4), and the
frequency difference detected for these compounds is similar to that observed between 5HF and
3HF, which has been explained by the distinct nature of the two intramolecular H-bonds [45]. A
similar pattern between LUT and QUER can be observed, mainly by infrared, where the
carbonyl stretching modes are quite strong (Figure 7-I), two strong broad bands being detected at
1656 and 1612 cm-1 for LUT, and at 1662 and 1615 cm-1 for QUER, both corresponding to
vibrational modes with a strong (C=O) component. The band at higher frequency in QUER
presents a large broadening, reflecting the bifurcated H-bond profile as well as the presence of a
Fermi Resonance (FR) involving the strong (CO) band, and probably overtones or
combinations of the signals between 700-1000 cm-1 (a process often detected in flavones [55]).
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Figure 6 - Experimental Raman spectra (1500-1750 cm-1) for the presently studied flavones (I) and isoflavones (II).
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Figure 7 - Experimental infrared spectra (1400-1750 cm-1) for the presently studied flavones (I) and isoflavones (II).
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FIS presents a completely distinct FTIR and Raman pattern as compared to LUT and
QUER, the carbonyl stretching mode being found at a lower frequency – 1634 and 1630 cm-1 in
Raman and FTIR, respectively (Table 5, Figures 6 and 7 I). Instead of the two broad infrared
bands found for LUT and QUER, two sharper, superimposed features were observed, a stronger
one at 1607 cm-1 and another at 1630 cm-1. A third band is still detected, at 1570 cm-1 in FTIR
and 1572 cm-1 in Raman (the most intense within this region, Table 5). In fact, within this
spectral interval FIS presents the highest similarity with 36DH, also displaying the carbonyl
group exclusively bonded to the hydroxyl at O3.
For isoflavones, a shoulder and/or several weak bands are visible between 1650-1700 cm-1,
both in FTIR and Raman (Figures 5 and 6, Table 6), either due to (C=O) of the carbonyl
involved in H-bond interactions, or to FR between this strong (C=O) band and overtones or
combinations from the bands around 800 cm-1.
Three different patterns are to be found for DAID, GEN, and FOR: For DAID the strongest
band in FTIR (weak in Raman) occurs at 1632 cm-1, while for GEN a strong broad (C=O) band
is found at 1652 cm-1 (Figure 7-II). In turn, the DAID strongest Raman band is observed at 1619
cm-1 (Figure 6-II G), while the same vibrational mode seems to contribute to the strong infrared
signal also assigned to (C4O12) (Table 6). For GEN, the most intense Raman feature is found at
1615 cm-1 (Figure 6-II H) comprising a contribution from (C4O12), in good agreement with the
fairly strong infrared signal detected at 1616 cm-1 (Table 6).
In contrast to DAID and GEN, FOR presents four strong bands with similar intensities
between 1550 and 1650 cm-1 Figure 7-II), the one at higher frequency (1639 cm-1) being due to
(C=O) (Table 6). This peculiar pattern seems to be related with the presence of distinct
polymorphs for these compounds. Indeed, the four distinct conformers calculated for FOR
display evenly distributed populations at room temperature (Table 2) Figure 8 represents the fit
between the experimental and calculated FTIR spectra for the two most populated FOR
geometries, reflecting the presence of more than one species at this temperature. Additionally, a
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doublet is detected in the Raman spectrum of GEN, at 1582 and 1588 cm-1, which points to the
occurrence of two distinct (O7H) solid state geometries for this molecule, in accordance with the
DFT calculations (that predict different frequencies for this vibrational mode for conformers 1
and 3, Table 2).
Figure 8 - Experimental FTIR spectra (1550-1700 cm-1) of formononetin (FOR); experimental (solid line, A), and at the
B3LYP/6-31G** (scaled by 0.9614) calculated for conformer 2 (B), and conformer 1 (C), according to Table 2.
The calculated wavenumbers for the (C=O) mode follow a different trend from the
experimental ones (Table 6). DAID and FOR, with no intramolecular H-bonds, have a similar
behaviour to FLA, the experimental frequencies being lower then the calculated ones (Table 4)).
Relative to GEN, these compounds present larger differences between the frequencies calculated
for the isolated molecule and the experimental ones in the solid state, which is probably due to
their involvement in intermolecular H-bond interactions (not considered by the calculations). In
fact, the favoured (C=)O…H(O5) intramolecular interaction that takes place in GEN possibly
overrules the intermolecular H-bonds even in condensed phase. Actually, the crystallographic
structure reported for another 5-OH flavone, 5HF, reveals a packing with no intermolecular
hydrogen bonds [47], a behaviour that is possibly extended to the other (O5H) substituted
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compounds, contributing to a good agreement between calculated and experimentally observed
frequencies for these compounds.
(C) The hydroxylated flavones presently studied display vibrational bands associated to (OH)
modes mixed with (C=O), (CC) and aromatic ring deformations in the interval between 1550-
1000 cm-1. These signals can yield reliable information on the relative orientation of the
hydroxylic groups.
The simplest hydroxyl-substituted molecules are 36DH and CHRY, both comprising
intramolecular H-bonds. For the former, the strongest FTIR band occurs at 1497 cm-1, while for
CHRY two intense signals appear at 1500 and 1449 cm-1 (Figure 7-II). Between these, a series of
superimposed features is detected for CHRY (Figure 7-II), apart from two strong infrared bands
at 1354 and 1169 cm-1, probably related to the presence of distinct (O7H) orientations within the
molecule (Tables 1 and 4).
The systems containing a catechol group (FIS, LUT, and QUER) display a characteristic
set of strong bands between 1000-1500 cm-1 in FTIR (Figure 3), which are quite narrow for FIS
and broader for the (O5H) substituted flavones LUT and QUER (Figure 3). In FIS, several
shoulders and superimposed bands are to be found in the infrared spectrum (e.g. from 1500 to
1550 cm-1 in the FTIR spectrum, Figure 7-I), as opposed to the Raman (Figure 6-I). This may
reflect the presence of two distinct conformations, in agreement with the small calculated energy
difference between FIS´s conformers 1 and 2 (0.72 KJ.mol-1). Additionally, the spectra presently
obtained correspond to the hydrated (commercial) compound, which may lead to changes in its
conformational preferences relative to the anhydrous molecule.
Comparing FIS to the (O5H) substituted compounds LUT an QUER, the first obvious fact
is the presence of ring vibrational modes (8a deformation) at frequencies as low as 1549 cm-1 in
the latter (Tables 1 and 5, Figures 6-I and 7-I). Furthermore the strongest band in the FTIR
spectrum of QUER, displaying two shoulders, is centred at ca. 1500 cm-1, while in Raman, two
weak bands are found in this frequency interval (1500 to 1514 cm-1, Figures 2 and 7-I).
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Similarly, for LUT a rounded shaped infrared feature at about 1510 cm-1 (Figure 7-I) is found.
This behaviour (and the strong intensity of this band) evidences the presence of conformer 3 in
both compounds, the (O7H) group displaying either a syn or anti conformation relative to the
carbonyl group (Table 1 and 5). Moreover, LUT displays infrared signals ascribed to the
catechol group at 1439 cm-1 (with a right shoulder) (Figure 7-I), and 1260 cm-1 (the second most
intense band in the spectrum), their intensity and broadness being justified by the presence of
distinct conformations of the catechol hydroxylic groups (Table 1 and 5).
The FTIR spectra of isoflavones have similar patterns for DAID and FOR, with special
emphasis for the pair of bands between 1470 and 1520 cm-1, while for GEN a distinct spectral
profile is observed, namely the exclusive band doublet at 1520 and 1504 cm-1 (Table 6, Figure
5). While the DAID infrared signal at 1461 cm-1 presents a shoulder, in the Raman spectrum two
weak, but differentiated, bands at 1450 and 1461 cm-1 can be clearly observed, this behaviour
being probably due to the presence of a distinct DAID conformation, displaying a syn orientation
of the (O4´H) hydroxylic group (Tables 2 and 6). Furthermore, the strong FTIR band at 1239 and
1246 cm-1 for DAID and FOR, respectively, displays a right shoulder in both cases, while the
GEN feature at 1202 cm-1 is clearly broadened (Figure 5). This fact, coupled to the appearance of
two weak infrared bands for these compounds around 1300 cm-1 (Figure 5), can only be
explained by the occurrence of distinct conformations in the solid state (Table 6). In general, it
may be concluded that there is spectral evidence of the coexistence of distinct orientations of the
(O7H) group in these compounds, yielding different conformations (possibly two) at room
temperature.
(D) Below 1000 cm-1, the out-of-plane modes – either deformations of the aromatic rings or out-
of-plane bendings from the (CH) and (OH) oscillators – give rise to strong infrared bands, while
the corresponding Raman features are generally undetectable, with the in-plane modes tending to
be more Raman active.
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Besides the band at 999 cm-1, the vibrational spectra of FLA comprises weak Raman
signals while a large number of strong bands is detected in FTIR, these being essentially
assigned to out-of-plane-modes (Table 4, Figures 2 and 3). A similar behaviour is observed for
CHRY and 36DH, although the Raman features for the latter present a rather higher intensity
infrared features are due in-plane and out-of-plane vibrations associated to the six-membered
intramolecular ring (Table 4), which is responsible for the significant band broadening.
For the compounds containing a catechol group useful information can be obtained from
this spectral region. From the set of infrared bands between 860 and 890 cm-1, for instance, those
at 873 and 883 cm-1 in FIS and QUER, respectively (Figure 3), are due to an out-of-plane CH
bending mode from the catechol group in conformer 2, while the corresponding bands from
conformer 1 are found at 856 and 861 cm-1 (Table 5). Meanwhile, LUT presents a similar FTIR
pattern, although assignment of the 874 cm-1 signal to the normal mode calculated for conformer
2 at 886 cm-1 is dubious, since there is a vibration predicted at 859 cm-1 for conformer 1 (Table 1
and 5). The set of superimposed infrared bands observed for these three compounds (LUT, FIS
and QUER) between 750 and 850 cm-1 (Figure 2) is another relevant feature, tentatively
explained by the presence of distinct conformations.
Regarding the isoflavones, broad features or sets of superimposed infrared bands were
observed below 1000 cm-1, mainly for GEN (Figures, 4 and 5). This pattern is detected for
spectral intervals in which combination between out-of-plane and in-plane modes occur, such as
the broad feature at about 730, 740 or 745 cm-1 respectively for DAID, FOR and GEN (Table 6,
Figure5). Meanwhile, within the same interval (650-750 cm-1) the Raman spectra of these
compounds display narrow bands with variable intensities. For GEN, another broad feature is
clearly seen between 560 and 650 cm-1 (Figure 4), likely to be due to the intramolecular (C=)O…
(Figure 3),  while  a weak broad signal  is found in Raman at  about 740 cm-1 (Figure 2).  The
(Figure 2). Within this region, CHRY displays two typical broad FTIR bands at 746 and 732 cm-
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H(O5) bond, as the vibrational modes predicted for this molecule are very sensitive the six-
membered intramolecular ring formed upon this hydrogen close-contact (Table 6).
Comparing the Raman spectral pattern of flavones and isoflavones, bands with reasonable
intensity are detected below 1000 cm-1 for the latter, probably due to the combination between
in-plane and out-of-plane modes. Since this mixture between modes seems to be enhanced by the
deviation to planarity displayed by isoflavones (also predicted by DFT calculations), they are
more clearly observed in these compounds as compared to the flavones.
Conclusions
A conformational analysis of a series of hydroxylated flavones and isoflavones was carried
out, by optical vibrational spectroscopy coupled to theoretical approaches. The DFT calculations
allowed to assess the conformational preferences of the compounds, strongly dependent on their
intramolecular H-bonding profile.
The assessed compounds may present two distinct intramolecular interactions, which lead
to the formation of either a 6-membered or a 5-membered intramolecular ring, essential for
geometrical stability. The presence of these intramolecular close contacts has been clearly
identified in the FTIR spectra, through the profile of the corresponding (OH) modes. Also,
deviations to lower frequency of some of the (OH) bands point to the involvement of these
groups in intermolecular interactions in the solid state. Additionally, the occurrence of these
interactions affects the electronic delocalisation in this type of chromone derivatives and
therefore modifies their conformational preferences. The molecules with a (O3H) group are
predicted to be planar, as opposed to those having a (O5H) which are deviated from planarity (by
about 15 to 20º). Isoflavones, displaying a phenyl substituent in position 3, are favoured as non-
planar geometries. This behaviour was predicted for the isolated molecules, while the
experimental spectral results presently reported are obtained for the solid samples.
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For the catechol-containing systems, both hydroxylic groups from the catechol moiety
always display the same orientation relative to the pyrone ring, due to a weak intramolecular
interaction between the two adjacent hydroxylic groups. Although the DFT calculations predict
an anti conformation of these OH´s relative to the carbonyl, in the case of FIS and QUER a band
around 880 cm-1 can only be ascribed to the conformations displaying a syn arrangement of these
hydroxylic groups, while a band at about 850 cm-1 was assigned to the anti orientation, thus
reflecting the coexistence for both conformations in the solid state. Furthermore, in these
molecules the hydroxyl in position C7 seem to assume either an anti or a syn conformation in the
solid state. This is evidenced by the large number of spectral features found for the compounds
with an (O7H) group, which can only be justified by the presence of these distinct conformations.
Since FIS was studied in its hydrated form (frequently the commercial form of these
compounds), it should be noticed that the hydration water molecules interfere with both the
inter- and intramolecular H-bond interactions, therefore leading to changes in the molecule´s
conformational preferences in the solid state. A study of the hydration process in these molecules
would certainty shed some light on the associated conformational changes, as well as on the
consequent variations in the vibrational spectra. Moreover, vibrational studies on the temperature
dependent phase behaviour of these compounds would allow to clarify the corresponding
polymorphic equilibrium, and hopefully to detect each polymorph.
In sum, special attention must be paid to the close relationship between structure and
activity for these hydroxylated flavone derivatives, in view of attaining a better understanding of
their well recognised antioxidant properties (which have been evaluated in a parallel study [36]).
Only a detailed knowledge of the conformational behaviour of this group of phytochemicals will
allow a rational design of optimised chemopreventive chromone-based agents, such as the
flavones presently studied, with improved efficacy and safety.
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“Indeed, I invent nothing. I´m just someone who pulls out the rock showing what is underneath. 
It´s not my fault if sometimes a monster comes out.” – J. Saramago (free translation) 
 
In the present work several distinct substituted chromone derivatives were assessed as to 
their structural features, by spectroscopic means coupled to computational calculations. 
Additionally, possible SAR´s have been also established through the comparison between the 
structural features displayed by each compound and its antioxidant activity.  
Firstly, an evaluation of the state-of-the-art regarding these compounds has been carried 
out and published in the form of a mini-review (Paper I). This paper reflects two decades of SAR 
studies that have allowed to attain important information on this family of compounds as to their 
absorption, pharmacokinetics and metabolism, as a function of their substitution pattern. 
However, despite the impressive amount of work on these compounds performed in the 
last years, there is an obvious need for studies focusing on their potential pro-oxidant role since 
many of them are nowadays marketed as nutraceuticals (e.g. concentrated extracts of propolis, 
pine bark, green tea leaves, soy isoflavones and grape seeds). This potentially deleterious pro-
oxidant capacity is thought to be closely related to the total number and position of the hydroxyl 
groups in the chromonic skeleton, as well as in the catechol group for the flavones. Indeed, some 
of the structural characteristics associated to the antioxidant capacity may also intensify 
oxidative stress and consequent cell damage. Nevertheless, features that favour radical stability 
and consequently antioxidant activity (such as hydroxylation in positions C3 or C5 of the 
chromone skeleton, or a 2–3 insaturation of the pyran ring) may modulate these possible adverse 
oxidative effects (Fig. 5.1). Furthermore, glycosylation and methylation of the OH groups could 
be a good strategy in order to attenuate the prooxidant behaviour of hydroxylated chromone 
derivatives (Paper I). 
From  the  conformational  analysis  presently  undertaken,  from  chromone  to  
simply substituted chromones such as the 2- and 3-carboxylic acid derivatives (Paper II), 
to  more  complex  molecules  such  as  flavones  and  flavonols  (4.C),  several  
conformational preferences due to particular H-bonding profiles have been found. It was 
verified  that  the  balance  between  intra-  and  intermolecular  hydrogen  close  contacts  within 
these  systems,  in  the  condensed  phase,  is  determinant  of  their  conformational  behaviour, 
chromone-3-carboxylic acid displaying a very strong intramolecular H-bond (Fig. 5.1-c), while
chromone-2-carboxylic acid favours intermolecular interactions and predominantly occurs in 
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   209 
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dimers (Fig. 5.1-d, Paper II). These observations are supported by the extremely high pKa value 
previously reported for chromone-3-carboxylic acid (8.85), which contrast with the 2.55 value 
exhibited by chromone-2-carboxylic acid, both values being in good agreement with the values 
of 8.70 and 3.02, respectively, presently calculated. 
In flavones, in turn, two distinct intramolecular interactions are to be found, leading to 
the formation of either a 6- or a 5-membered intramolecular ring and playing an important role 
on conformational stability (Fig. 5, 5-a). Additionally, the simultaneous occurrence of both 
interactions, such as in quercetin, weaken these intramolecular interactions which is reflected in 
the larger distances obtained for the H-bonds involving the O5H and O3H groups. These 
interactions affect the electronic delocalisation in this type of chromone derivatives, thus 
affecting their conformational preferences. Consequently, the molecules with a (O3H) group are 
Furthermore, for those flavones comprising a catechol substituent both hydroxyl groups 
from this moiety display the same orientation relative to the pyrone ring, due to a weak 
intramolecular interaction between the two adjacent OH´s. Additionally, although the most 
stable predicted geometries have an anti arrangement of these hydroxyls, the observed 
experimental spectral features reflect the coexistence of both anti and syn conformations in the 
solid state (Fig. 6.1-e). A somewhat similar behaviour has been found for hydroxyl groups in 
position C7, that seem to assume either an anti or a syn conformation in the solid state (Fig. 5). 
Meanwhile, isoflavones containing a phenyl substituent at C3 were shown to be non-planar, this 
being due to the steric hindrance between the B-ring and the hydrogen atom at C2 (Fig. 5.1-b, 
predicted to be planar, as opposed to those having a (O5H), which are significantly deviated from 
planarity. Also, shifts to lower frequency of some of the υ(OH) bands evidence the involvement 
of the corresponding hydroxylic groups in intermolecular interactions in the solid state (4.C).  
4.C). 
The large amount of vibrational spectroscopy data obtained along this work for a wide 
diversity of chromone-based molecules, ascribed with resort to a widely used computational 
approach (B3LYP/6-31G**), allowed the establishment of a new set of scaling factors for the 
vibrational  frequencies  obtained  through  this  methodology  (Papers  II  and  4.C).  These 
factors  were  found  to  be  specially  suited  for  the  vibrational  assignment  of  these  benzopyran 
derivatives  ,  and  possibly  for  every  chemical  system  displaying  significant  electronic 
delocalisation (e.g. polycyclic aromatic compounds). 
Besides the evaluation of their conformational preferences, some of the compounds 
investigated were assessed as to their ability to act as electron receptors in charge transfer 
mechanisms, using the CT-SERS technique (Paper III). In this study, chromone-3-carboxylic 
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acid has shown to intervene in CT processes by accepting one extra electron, thus acting as an 
electron scavenger, which is suggested to be closely related to its potential pharmacological 
activity as an antioxidant. In fact, this property is due to its ability to accommodate an additional 
electron in the A-ring (Fig. 5.1).  
The data gathered along this work allowed the establishment of clear structure–activity 
relationships (SARs) for the presently investigated compounds, particularly regarding their 
radical scavenging capacity. It was discerned that the presence of a catechol group at the C2 
position, as well as the number of hydroxyl substituents and their location in the molecule 
(preferably at C3 in the pyran ring, or at C5 and C7 in the aromatic A-ring (Fig. 5.1)), are 
determinant structural factors for their ability to scavenge free radicals. Generally these 
substitutions are determinant for the planarity of this kind of compounds, rendering their radical 
species more stable and thus able to function more efficiently as free radical scavengers. For 
those compounds displaying antioxidant activity, it was found that this capacity decreases 
according to the order: quercetin > luteolin > fisetin > kaempferol (>Trolox) > galangin > 3,6-
dihydroxyflavone. It should be emphasised that the three compounds displaying a greater 
antioxidant activity contain a catechol group, since this structure yields the most stable radical 
species found for this set compounds (Fig 5.1-f) stabilised by the formation of an intramolecular 
bond with the adjacent hydroxyl group. Furthermore, it is worth noticing that among the 
compounds presenting significant antioxidant activity, luteolin is the only non-flavonol, its 
activity being due to the presence of the catechol moiety concomitantly with the presence of 
not by itself ensure radical scavenging activity. However, the results thus gathered reinforce the 
The wide array of distinct methodologies available within the theoretical approach 
presently used (DFT) allowed the development of optimal protocols, conceived with the purpose 
of predicting crucial physico-chemical properties for these systems. The pKa values, for instance,  
were obtained through a newly protocol developed during this work (Paper II). Additionally, 
these procedures enabled to estimate relevant parameters associated to antioxidant capacity for 
each stable conformation, therefore leading to the understanding of the relationship between 
structure and antioxidant activity. Furthermore, these procedures were extended to the complete 
set of the presently studied molecules, due to their reasonable computational cost. Therefore, the 
bond dissociation energies linked with the formation of the radical species, as well as the spin 
densities, were calculated for the distinct radicals formed for each molecule. These results were 
compared with the corresponding antioxidant activities experimentally determined through a 
well-known standard method (DPPH) (Paper IV). 
hydroxyl groups at both C5 and C7 (Paper IV, Fig. 5.1). 
Throughout the present work, it was verified that the presence of the chromone core does 
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idea that the substitution of this central nucleus at specific sites leads to a tailored antioxidant 
capacity, thus opening the way for a rational design of new and more efficient antioxidant agents 
from natural compounds. In sum, special attention must be paid to the close relationship between 
structural and conformational preferences and biological activity for chromone derivatives, the 
hydroxyl substitution patterns assuming a preponderant role. 
that the intensity decrease of the bands at 3013 cm-1 and 1266 cm-1 – associated to the LA´s cis-
double bonds – can be straightforwardly related to the oxidation status of the sample, as well as 
Finally, with a view to develop a standard method for the evaluation of antioxidant 
activity through Raman spectroscopy, the autooxidation process in LA was monitored through 
this spectroscopic technique, the spectra being interpreted in the light of DFT calculations (for 
both the fatty acid and its most important oxidation products, Paper V). Within this conception, 
linoleic acid may act as an oxidised substrate while the antioxidant activity of distinct samples 
may be measured by their capacity to avoid the acid´s autooxidation. In this study, it was verified 
the smooth decline of the feature at 2855 cm-1. Generally, the spectral features gathered for 
linoleic acid, along with the clear changes detected throughout the oxidation experiment, allowed 
to conclude that Raman spectroscopy is a suitable and reliable technique for probing the 
oxidation state of a fatty acid which, coupled to a simpler setup and virtually no sample 
preparation, renders this technique a very useful and promising tool for the evaluation of a 
sample´s oxidation status, therefore suitable for the development of a standard antioxidant 
activity test (Paper V).  
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✓ The chromone moiety is essentially planar 
✓ A hydroxylic group in position 3 (a) leads to the formation of a 
moderately strong intramolecular H-bond, and rends the molecule 
quasi-planar 
✓A phenyl substituent in position 3 (b) is tilted relative to the plane of 
the chromone moiety 
✓A carboxylic group in position 3 (c) leads to the formation 
of a strong intramolecular interaction with the  
carbonyl group (6-membered intramolecular ring) 
✓ A carboxylic group in position 2 (d)  
leads to the formation of centrosymmetric dimers 
✓ Both hydroxylic groups within the catechol moiety display the same 
conformation, which can be either parallel or anti-parallel, relatively to 
the carbonyl group (e) 
 ✓The most stable radical form displayed is the one 
 formed at the 4´ position of the catechol moiety (f) 
✓ A hydroxylic group at position 7 may 
display distinct conformations in the 
solid sate  
✓A hydroxylic group at position 5 yields a 
strong intramolecular H-bond. In coexistence 
with structure (a) both H-bonds will be weaker 
✓ These chemical systems can participate 
in charge transfer processes, by accepting 
one extra electron in A-ring 
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Figure 5.1 – Schematic representation of the main conclusions retrieved from the present study (distances are 
in pm). 
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6.  Future Prospects 
 
“Chance favours only the prepared mind.” – L. Pasteur 
 
The work presently reported should be extended to other compounds, while some of them 
have been partially studied within the present work. For instance, sufficient data has been 
collected, and calculated, for the attainment of a full conformational analysis for 7-
hydroxychromone, 3-formyl-chromone, and 2-amino-3-formylchromone, Meanwhile for 3-
methylflavone-8-carboxylic acid, galangin, apigenin and kaempferol some spectroscopic data is 
still missing, hindering the completion of the conformational analysis for these molecules.  
 Another compelling issue regarding these compounds is hydration, since many of these 
derivatives, mainly hydroxylated flavones, have been shown to occur hydrated (sometimes this 
being their most common form). For instance, fisetin is commercially available exclusively in its 
hydrated form, and quercetin may also occur hydrated, whilst during the present study galangin 
and 3-methylflavone-8-carboxylic acid were shown to possibly coordinate water molecules, a 
behaviour not described in the presently available literature. 
 It should be noticed that these hydration water molecules may interfere with both the 
inter- and intramolecular H-bond interactions, therefore leading to changes in the molecule´s 
conformational preferences in the solid state. In fact, preliminary studies evidence the occurrence 
of changes in the conformational preferences of the chromone derivatives upon hydration. For 
instance, 3-methylflavone-8-carboxylic acid, which yields the active principle of the muscle 
relaxant Flavoxate and is also its main metabolite (pharmacologically active), showed to undergo 
conformational changes upon hydration, their assessment probably contributing to the full 
understanding of this compounds´ specific activity. Therefore, a study of the hydration processes 
undergone by this type of molecules, reflected in variations in their vibrational pattern, would 
certainty shed some light on the associated conformational changes and activity. 
 Furthermore, these molecules appear to display distinct conformations in the solid state. 
Therefore, vibrational studies on their temperature-dependent behaviour in the condensed state 
will possibly allow to clarify the corresponding polymorphic equilibrium, and hopefully to detect 
the stable polymorphs. 
 One other issue of relevance is the development of optimised theoretical protocols for the 
prediction of the physico-chemical properties of these chromone-derived molecules, yielding 
accurate results with reasonable computational costs. This effort will rely on the use of distinct 
functionals and basis-sets, including ECPs. For instance, the pure DFT functional VSXC has 
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already shown its suitability for the calculation of thermodynamic parameters for these systems, 
while the ECP LanL2DZ approaches have shown encouraging performances being less 
demanding than the Gaussian basis sets and supressing the need for single point energy 
calculations at higher levels of theory, which leads to robust final results. Moreover, although 
performing quite well in the description of strong H-bond interactions, the Gaussian basis sets 
presently used have failed to properly reproduce a weak intramolecular interaction that seems to 
occur in 3-methylflavone-8-carboxylic acid (reflected by the spectroscopic data). This 
emphasises the need for exploring distinct basis sets and functionals, for a more assertive 
analysis of the possible intramolecularly H-bonded derivatives. As an example, Dunning basis 
sets appear as suitable candidates, although with much heavier computational costs. Furthermore 
comparison between conformational energy differences obtained experimentally for distinct 
conformations (through variable temperature studies in the solids) and the corresponding 
theoretical values will allow to assess the quality of the results retrieved from these 
computational approaches, which constitutes an important tool for the development of optimal 
procedures for a reliable conformational analysis of this kind of compounds.  
As to the development of a Raman-based essay for antioxidant activity evaluation, the 
successful screening of the oxidation process in linoleic acid, through this spectroscopic 
technique, encourages its improvement and further use for assessing the oxidation capacity of 
different samples (incubated with linoleic acid). Since these evaluated compounds may present a 
low solubility in this fatty acid, distinct solvents would have to be tested in order to find a 
suitable one for this purpose – dissolving the tested compound efficiently without interfering 
with the oxidation processes. 
 In addition to the structural and physico-chemical characterisation of this type of 
phytochemicals, their absorption, biotransformation and pharmacokinetic profile are critical 
determinants of their biological effect. Therefore, further investigation is justified in order to 
elucidate these factors and extend structure-activity relationships to preventive and nutritional 
strategies. Ultimately, the design of novel polyphenol-based chemopreventive and/or 
chemotherapeutic agents against oxidation-induced disorders is envisaged, with an emphasis on 
the development of new-targeted therapeutics aimed at inducing cytostatic (rather than 
cytotoxic) effects. For this purpose, only a detailed knowledge of the conformational behaviour 
of this group of phytochemicals will allow a rational design of optimised antioxidant, and 
potentially bioactive, chromone-based agents, with improved efficacy and safety, the ultimate 
goal to which the presently reported research intents to contribute. 
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Annexes 
 
It should be emphasised that some of the symbols used throughout this work do not
correspond those generally accepted by the international conventions. However, this intends to 
avoid the use of a unique symbol to refer to distinct physical properties, thus rendereing the 
written work more clear. The meaning of each symbol is always refered to in the text, the first 
time  it  is  used.  Annexe  A1  collects  all  the  symbols  included  in  this  dissertation,  and  their 
meanings in the present work. 
 
The names of the chemical compounds used throughout the manuscript are not those 
defined by the Union of Pure and Applied Chemistry (IUPAC), due to their complexity for 
the case  of  the  presently  studied  compounds.  Common  names,  or  simplified  ones,  were  
preferred nstead,  for  clarity  reasons.  Annexe A2  comprises  a  list  of  the  reagents  used in  
this work, which are referred by their common names. 
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A1 – Symbols 
a  Radius 
A  Einstein coefficient for scattering 
A*  Electronically excited molecule A 
A+  Molecule A with a single positive charge 
Abλ  	   Absorbance at the waveleght	  λ	  
€ 
A−  	   Anionic form of the molecule A	  
A•−  	   Radical anionic form of the molecule A 
€ 
A•2− 	   	   Radical di-anion  
A•   Radical form of the molecule A 
Ab  Absorbance 
B  Einstein coefficient for absortion 
Bi  temperature factor 
Bj	  	   parameter related to the difference between the equilibrium geometries 
C  Concentration 
c  speed of light 
Cr  Arbitrary constant 
CTi  singlet excited charge transfer states 
d  density of the incident radiation 
D0  first excited singlet of the radical anion 
da	   	   area of a detector 
De   dissociation energy 
ds	   	   sample thickness 
dΩ   Solid angle 
E  energy 
E(2)  energy of a stabilising orbital interaction 
  electric	  field	  vector   
E(ρ)   energy partition function for electronic density 
E0  electric field amplitude 
EC  correlation energy 
Ecut  cut-off energy 
Ei  energy of the state i 
EJ electron-electron repulsion energy 
→
E
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En  Energy of the vibrational level n 
Eni  Energy of the orbital i 
ET  kinetic energy from the movement of the electrons 
EV   potential energy due to the electron-nucleus attraction and nucleus-nucleus 
repulsion 
EX  exchange energy 
EXC  exchange-correlation energy 
F(i,j)2  the off-diagonal Fock matrix element between the orbitals i and j  
G  the classical total enhancement factor of the EM mechanism 
Gn  enthalpy of the species n 
gi  degeneracy factor of a vibrational state of energy Ei 
h  Planck constant ℏ   Planck constant divided by 2.π 	   	   Hamiltonian operator 
Hf	  	   	   Enthalpy	  of	  formation	  of	  the	  radical	  species	  
I  Intensity of the radiation transmitted  
I0  Intensity of an incident beam radiation 
ICR  Calculated Raman intensity 
IR  Intensity of the Raman scattered radiation 
Ji  initial	  neutron	  intensity	  or	  flux	  on	  the	  sample 
Jj  unscattered	  flux	  after	  the	  sample 
k  force constant 
k´>  vibrational level k from an electronic excited state 
kan   anharmonicity constant 
kB   Boltzmann constant 
ki  the initial neutron momentum 
kj  final neutron momentum 
L0  primary neutron flight path 
L1  secondary neutron flight path 
M 	   	   the matrix of atomic masses 
me  mass of the electron 
Mij  probability of coupling between states i and j 
mn  mass of the body n 
mred  reduced mass 
N  Total number of particles in a Boltzmann distribution 
∧
H
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0
1n   Neutron 
n>  vibrational level n from the ground electronic state 
Ni  number of particles in i state 
Nj  Number of particles in the final state j  
numtot  total number of neutrons scattered in all directions per second 
Oi  occupancy of the donor i-orbital 
p  transition probability 
Q  momentum transferred from the neutron to the sample 
q  punctual charge 
qk   punctual charge q in the kth vibrational mode 
r   or displacement, or distance, relatively to an origin 
R  The Gas Constant 
rc  cut-off radius  
re	   	   equilibrium internuclear distance 
ri  distance to the centre of mass of a charge i 
rk   coordinate´s displacement in the kth vibrational mode 
   constant arbitrarily adjusted to normalise the relative intensities 
S(Q,ω)  function of the energy transfer between the incident neutron and the scattering 
nucleus 
S*(Q,ω) function of the amplitude and cross-section weighted by the density of states 
S0  electronic ground state of the neutral adsorbate 
Si   Raman activity of the vibrational mode i 
T  Temperature 
t  time of flight 
Trλ 	   	   Transmittance at the waveleght	  	  λ 
Tr  Transmittance 
U  weighted sum of all the atomic displacements 
v0  neutron velocity in the primary flight path 
v1  neutron velocity in the secondary flight path 
Vpseudo  Pseudopotential 
w  wave vector 
y  scaling factor the total energy transfer 
Z(T)  partition function in Boltzmann equation 
α  Polarizability 
αij  polarizability tensor respecting to the coordinates i and j 
€ 
ℜ
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αij´  the polarizability change tensor respecting to the coordinates i and j 
β  arbitrary constant in the Morse´s potential energy function 
Δ  variation 
ΔE  Energy difference or variation 
ΔEijorb   stabilization energy due to the interaction between the orbitals i and j 
ΔGsolv  Solvation energy 
ΔGn  Solvation energy of the species n into water 
Δr  Displacement form equilibrium position 
  Dielectric constant 
ε0  dielectric constant of a material or medium 
εR  dielectric constant at the frequency of the Raman scattered radiation 
ζ  pre-expoential factor 
ι  Reciprocal lattice vectors 
λ   Wavelenght 
λ0  wavelength of the incident radiation 
λ´  anisotropy tensor 
λ ij   transition probability between states i and j 
µ  Dipole moment 
µ0  permanent dipole moment 
µk  dipole moment in kth vibrational mode 
µm  induced dipole moment in the centre of a metal sphere 
   induced dipole moment vector 
(µ
→
')ij   induced dipole moment correspondent to the transition from states i to j 
ρ   Electronic density 
ρ j   final density of states 
σcoh  coherent component of the cross section 
σi  Raman scattering cross section of the normal mode i 
σincoh  incoherent component of the cross section 
σtot  total cross-section  
υ   Frequency 
υ´  frequency of a photon generated by a transition to lower state 
υ0  Frequency of the incident radiation 
υ ij  frequency correspondent to the energy of the transition from states i to j 
€ 
ε
´µ

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υR  frequency of Raman scattered radiation 
υ i   frequency of vibrational mode i 
Φ  electrostatic potential 
Φnm  Radial basis function correspondent to the shell n and subshell m 
ΦP  scattered radiation power 
χ  orbital exponent 
Ψ   wavefunction 
Ψpseudo   Pseudo-Wavefunction 
  wavefunctions for the vibrational state i 
  wavefunctions for the vibrational final excited state 
ϖ    angular frequency 
ϖ 0    angular frequency of the incident radiation 
ω  vibrational energy (in eV) 
ωi   vibrational energy of the i-normal mode 
ϖ ij   angular frequency correspondent to the transition from state i to the final state 
  
Ψ i
Ψ j
∗
222	  
Annexes 
 
A2 – Reagents 
 
2-amino-3formylchromone (97%) Sigma-Aldrich Química S.A. (Sintra, Portugal) 
3-formylchromone  (97%)  Sigma-Aldrich Química S.A. (Sintra, Portugal) 
3-methylflavone-8-carboxylic  Alfa Aesar (Lancashire, UK) 
acid (98%) 
3,6-dihydroxyflavone (98%)   Sigma-Aldrich Química S.A. (Sintra, Portugal) 
7-hydroxy-chromone (97%)   Sigma-Aldrich Química S.A. (Sintra, Portugal) 
Apigenin (97%)    Alfa Aesar (Lancashire, UK) 
Chromone (99%)    Sigma-Aldrich Química S. A. (Sintra, Portugal) 
Chromone-2-carboxylic acid (97%)  Sigma-Aldrich Química S.A. (Sintra, Portugal) 
Chromone-3-carboxylic acid (97%)  Sigma-Aldrich Quimica S.A. (Sintra, Portugal) 
Chrysin (97%)    Sigma-Aldrich Química S.A. (Sintra, Portugal) 
D2O (>99.96%)   Acros Organics  (Portugal) 
Daidzein (97%)    Alfa Aesar (Lancashire, United Kingdom) 
DMF-d7 (99.5%)   Sigma-Aldrich Química S. A. (Sintra, Portugal) 
DMSO (≥99.9%)    Sigma-Aldrich Química S.A. (Sintra, Portugal) 
DPPH (95%)     Sigma-Aldrich Química S. A. (Sintra, Portugal) 
Fisetin (99.0%)    Sigma-Aldrich Química S. A. (Sintra, Portugal) 
Flavone (97%)    Sigma-Aldrich Química S. A. (Sintra, Portugal) 
Formononetin (≥98%)   Sigma-Aldrich Química S.A. (Sintra, Portugal) 
Galangin (97%)    Alfa Aesar (Lancashire, UK) 
Genistein (97%)    Alfa Aesar (Lancashire, UK) 
Kaempferol (>97%)    Sigma-Aldrich Química S.A. (Sintra, Portugal) 
Linoleic acid (≥ 99%)   Sigma-Aldrich Química S.A. (Sintra, Portugal) 
Luteolin (97%)    Alfa Aesar (Lancashire, UK) 
Methanol ((≥ 98%)    Sigma-Aldrich Química S. A. (Sintra, Portugal) 
Quercetin (>98%)    Sigma-Aldrich Química S. A. (Sintra, Portugal) 
Silver Nitrate (>99.99%)  Sigma-Aldrich (Spain) 
Sodium Borohydrate (99.99%) Sigma-Aldrich (Spain) 
Trolox (97%)     Sigma-Aldrich Química S. A. (Sintra, Portugal) 
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A3 – Abbreviations 
 
ABTS   2,2'-azino-bis(3-ethylbenzothiazoline-6-sulphonic acid 
ACM  Adiabatic Connection Methods 
Apigenin 4′,5,7-trihydroxyflavone 
BDE  bond dissociation enthalpies  
B3LYP  Becke 3-parameter hybrid functional, with LYP correlation 
B3P86  Becke 3-parameter hybrid functional, with P86 correlation 
BZ  first Brillouin zone	  
C  chromone (chromen-4-one) 
ca.  Circa (around) 
2CA  chromone-2-carboxylic acid 
3CA   chromone-3-carboxylic acid 
CBS  Complete Basis Set 
CCD  Charge Coupled Device 
CHRY  chrysin (5,7-dihydroxyflavone) 
CNS  central nervous system 
CPU  Central Processing Unit 
CT  Charge Transfer 
CUPRAC cupric ion reducing antioxidant capacity 
3D  three-dimensional 
DAID  4´,7-dihydroxyisoflavone 
DFPT  Density Functional Perturbation Theory 
DFT  Density Functional Theory 
36DH  3,6-dihydroxyflavone 
DMF   N,N-dimethylformamide 
DMF-d7 deuterated N,N-dimethylformamide   
DMSO  dimethylsulfoxide 
DNA  desoxyribonucleic acid 
DOS  final density of states 
DPPH   2,2-diphenyl-1-picrylhydrazyl 
DTC  dithiocarbamates 
ECP  Effective Core Potential 
EELS  Electron Energy Loss Spectroscopy 	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EM  Electromagnetic Mechanism 
ERO  Espécie reactiva de oxigénio 
ET  Electron Transfer 
FCR  Folin-Ciocalteau 
FIS  fisetin (3,3´4´,7-tetra-hydroxy-flavone) 
FL  Fermi Level 
FLA  flavone (2-phenyl-chromone) 
FOR  formononetin (7-hydroxy-4´-methoxyisoflavone) 
FR  Fermi Resonance 
FRAP  ferric ion reducing antioxidant power 
FTIR   Fourier transform infrared spectroscopy 
FTR  Fourier transform Raman  
Galangin 3,5,7-trihydroxyflavone 
GEN  4´,5,7-trihydroxyisoflavone 
GGA  Generalised Gradient Aproximation 
GTO  Gaussian Type Orbital 
HAT  Hydrogen Atom transfer 
H-bond hydrogen bond / bridge interaction 
HF   Hartree-Fock 
HF3 3-hydroxyflavone 
HF5 5-hydroxyflavone 
HIV Human immunodeficiency virus 
HK  Hohenberg-Kohn 
HOMO Highest Occupied Molecular Orbitals 
HRPC  Hormone Refractory Prostate Cancer  
IC50   half maximal inhibitory concentration 
IEF-PCM Integral Equation Formalism PCM 
INS  Inelastic Neutron Scattering 
IPCM  Isodensity Surface Continuum Model 
IR  Infrared 
IUPAC Union of Pure and Applied Chemistry 
Isoflavone 3-phenyl-chromone 
Kaempferol 3,4′,5,7-tetrahydroxyflavone 
KS-SCF Self Consistent Field formalism of Kohn and Sham 
LASER  Light Amplification by Stimulated Emission of Radiation 
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LCAO  Linear Combination of Atomic Orbitals method 
LDA  Local Density Approximation 
LO  Human Lipooxygenase 
LSDA  Local Spin-Density Approximation	  
LUMO  Lowest Unoccupied Molecular Orbitals 
LUT  luteolin (3´,4´,5,7-tetrahydroxyflavone) 
LYP  Correlation functional of Lee, Yang and Parr 
MCT  Mercury Cadmium Telluride detector 
MMP-9 metalloproteinase-9 
MO   Molecular Orbital 
MOLMAP  Molecular Maps of Atom-level Properties 
MP  Model Potential 
NBO  Natural Bond Order 
Nd:YAG neodymium-doped yttrium aluminum garnet crystal 
NLMO Natural Localised Molecular Orbital 
NLO  non-linear optical response 
NO  nitric oxide radical 
NP  non-radiative process 
NR  Normal Raman 
NSAID  nonsteroidal anti-inflammatoy drugs 
ORAC  oxygen radical absorbance capacity 
P86  86´ correlation functional of Perdew 
PCM  Polarisable Continuum Model 
PES  Potential Energy Surface 
PP  pseudopotential 
PSPW   pseudopotential plane wave	  
PW  Plane-wave 
PW91  91´ functional of Perdew and Wang 
PWSCF  Plane-Wave Self Consistent Field 
QM  Quantum Mechanical methods 
QM/MM Quantum Mechanical / Molecular Mechanical hybrid formulations 
QSAR  Quantitative structure–activity relationship 
QUER  quercetin (3,3´,4´,5,6-pentahydroxyflavone) 
rms  The final root-mean-square 
REA   Relação estrutura-actividade 	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RNS   Reactive Nitrogen Species 
ROS   Reactive Oxygen Species 
RR  Resonance Raman 
RSS   Reactive Sulphide Species 
RT  Room Temperature 
SAR   Structure–Activity relationship 
SAS  Solvent Accessible Surface 
SCF   Self-Consistent Field 
SCIPCM Self-Consistent IPCM 
SCRF  Self-Consistent Reaction Field 
SD  Spin Density 
SERS  Surface Enhanced Raman Spectroscopy 
SES  Solvent Excluded Surface 
SME  Single Molecule Experiments 
SPP´s  Surface Plasmon Polaritons 
STFC   Science and Technology Facilities Council	  
STOs   Slater-Type Orbitals 
TEAC   Trolox Equivalent Antioxidant Capacity test 
TRAP  radical trapping antioxidant parameter 
Trolox  6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic 
UAHF  United Atom Topological Model 
UV/Vis Ultraviolet-Visible 
VdW  Van der Waals radius 
vs  versus 
VSXC  van Voorhis and Scuseria’s gradient-corrected Correlation Functional  
VWN  Funtionals of Vosko, Wilk and Nusair 
VWN3  Funtional III of Vosko, Wilk and Nusair 
ZPE  Zero Point Energy 
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