Abstract. It is pointed out that the equations
During the past two decades several authors (see e.g. [1] [2] [3] [4] ) have advocated the equations
resp. the objects (specifically: self-adjoint infinite-dimensional matrices) satisfying them as of potential relevance to understanding space-time and the physical laws therein.
The analytical study of minimal surfaces on the other hand, going back at least 250 years [5] [6] [7] and being one of the most established classical areas of mathematics, provides a wealth of explicit examples, and very detailed knowledge of their properties (see e.g. [8, 9] ). In this note we would like to put forward a direct relation between these two lines.
Parametrized minimal surfaces in Euclidean space are solutions of ∆ x = 0, where
is the Laplace operator on the embedded surface, and g = det(g ab ) with
(here η ij = δ ij but one could equally well consider general embedding spaces). Defining Poisson-brackets (with ρ = ρ(ϕ 1 , ϕ 2 ))
the minimal surface equations can be written as (cp. [10] [11] [12] 
While a general theory of non-commutative minimal surfaces, and methods to construct them, will be given in a separate paper [13] , let us here focus on a particular example, the Catenoid,
One can easily verify (6) , as well as (using x 2 + y 2 = cosh 2 z) (7). Following [14, 15] one could take e.g.
or (using power-series expansions for (cosh Z) −1 ) totally symmetrized variants of (10), as defining a non-commutative Catenoid. While it is easy to see that (10) does have solutions in terms of infinite-dimensional matrices X, Y, Z, it is difficult to see whether or not these will satisfy (1). Let us therefore first simplify the classical equations by definingz
(hence being invertible, defining z(z)) as well as
with t(z) := tanh z(z). The non-commutative analogue of (13),
clearly has solutions whereZ is diagonal, with
When investigating (1), with
(the function h to be determined) one finds that the two resulting conditions (cp.
as well as taking the relation between H andZ to be of the form
The advantage of keeping [Z, W ] = W undeformed is that then (W still being nonzero only on the first upper off-diagonal)
so that (19) / (20) can be seen to hold provided the following finite-difference equations are satisfied:
where (H ++ ) jj = h ++ (Z) jj = h(z j + 2 ), . . .. Assuming T and H to be monotonically increasing functions ofZ (and > 0), one may write (24) as
which gives the condition
when inserting (26) into (25). Using the expansion for T as given in (21), and Taylor-expanding
as well as T ++ , one finds trivial agreement in O( ) while the 2 resp. 3 terms demand
resp.
using that for t := tanh z(z) one has (with c = c(z) := cosh(z(z)))
it is straightforward to see that (29) and (30) actually do hold (one should also note that in these orders t 2 does not yet enter). Instead of deriving the 4th order expressions (which give a third-order linear ODE for t 2 ), let us go back to (26) resp. (24) which is consistently solved up to O(
3 ) by H = z(Z) and T = t(Z), using
while in order 4 giving the condition (32)). Both t 2 (from (27), 4th order) and h 2 (from (32)) are indeed small corrections to t, resp. z (note that due to t ′ = 1/c 4 , c ′ = t/c, any differential equation of the form f ′ = α c n or αt c n can easily be integrated), confirming the expectation that the power-series in (21) and (22) actually make sense (as formal power-series or asymptotic series, or even as series actually converging for small ; note that due to the unboundedness of the eigenvalues ofZ it is necessary that h 2 (z j ) and t 2 (z j ) are small corrections to z j = z(z j ) resp. t(z j ) for all j).
In accordance with the classical Casimir relation
one may also look for E = e(Z) such that
The condition (take the commutator of (35) with W , using (21))
As a consistency-check consider again (19), yielding
but then using (35), resulting in Note that t 2 and h 2 (both odd) and e 2 (even) are indeed small corrections to t(Z) = tanh z(Z) and z(Z) (resp. c 2 = cosh 2 z(Z)) consistent with our claim that (21)/(22) resp. (16)/(17)/(18) (with t replaced by T ) define solutions of (1), which for → 0 converge to the classical commutative catenoid (described by Euler in 1744 [7] ).
Let us comment that (cp. (7)) (47)
