This study examines multilevel channel polarization for a certain class of erasure channels with arbitrary input alphabet size. We derive limiting proportions of partially noiseless channels for such a class. One of the results of this study are proved by an argument of convergent sequences, inspired by Alsan and Telatar's simple proof of polarization [IEEE Transactions on Information Theory, vol. 62, no. 9, pp. 4873-4878, 2016], and without martingale convergence theorems for polarization process. Technical parts of this study can be found in the arXiv at [https://arxiv.org/abs/1801.04422].
I. INTRODUCTION
Arıkan [2] proposed binary polar codes as a class of provable symmetric capacity achieving codes with deterministic constructions and low encoding/decoding complexity for binaryinput discrete memoryless channels (DMCs).
In non-binary polar codes, there are two types of channel polarization: strong polarization [3] , [12] and multilevel polarization [4] - [8] . Strong polarization asymptotically transforms similar extremal channels to binary cases, i.e., either noiseless or pure noisy. On the other hand, multilevel polarization allows to converge several types of partially noiseless channels. It was independently shown in [3] - [8] , [12] that both strong and multilevel channel polarization can achieve the symmetric capacity by showing rate of polarization for the Bhattacharyya parameters. Although the asymptotic distributions of strong polarization are fully and simply characterized by the symmetric capacity, the asymptotic distribution of multilevel channel polarization is, however, still an open problem.
Recently, the authors [9] proposed a certain class of erasure channels together with the recursive formulas of the polar transforms for such a class. In addition, we [9] also clarified the asymptotic distribution of multilevel channel polarization for such a class when the input alphabet size q is a prime power. In this paper, we examine further the asymptotic distribution for general composite numbers q. All proofs of this study can be found in arXiv [10] (see also [11] ).
II. PRELIMINARIES

A. Basic Notations of DMCs and Polar Transforms
In this study, discrete memoryless channels are given as follows: The input alphabet of a DMC is denoted by a finite set X having two or more elements; and the output alphabet of a DMC is denoted by a nonempty and countable set Y.
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The transition probability of a DMC from an input symbol x ∈ X to an output symbol y ∈ Y is denoted by W(y | x). Let W : X → Y, or simply W, be a shorthand for such a DMC. We shall denote by q = |X| the input alphabet size of a DMC W, where | · | denotes the cardinality of a finite set. The symmetric capacity of a DMC W is given by
where the base of logarithms is q unless stated otherwise. We now introduce non-binary polar transforms with a quasigroup operation 1 * on the input alphabet X. For a given DMC W : X → Y, the polar transform makes two synthetic channels 2 : a worse channel W − : X → Y 2 defined by
and a better channel W + : X → Y 2 × X defined by
After the n-step polar transforms, n ∈ N, the synthetic channel
for each s = s 1 s 2 · · · s n ∈ {−, +} n , where the function 3 w :
if n ≥ 1 and s n = −, 2 w(s 1 , . . . , s n−1 ) + 1 if n ≥ 1 and s n = +, 0 otherwise, and {−, +} * { , −, +, −−, −+, +−, ++, . . . } denotes the set of {−, +}-valued finite-length sequences containing the empty sequence . Namely, the output alphabet size |Y 2 n × X w(s) | of the synthetic channel W s grows double-exponentially as the number n of polar transforms increases. Difficulties of constructing and analyzing polar codes are due to this issue. 1 A quasigroup is the pair (Q, * ) of a nonempty set Q and a closed binary operation * on Q satisfying the divisibility: for any a, b ∈ Q, there exist unique c, d ∈ Q such that a = b * c and a = d * b. 2 The terms worse and better come from the inequalities I (W − ) ≤ I (W ) ≤ I (W + ) under arbitrary finite quasigroup operation * (cf. [6] ). 3 The set N 0 N ∪ {0} consists of all nonnegative integers. 4 For example, w(+, −, +) = 2 w(+, −) + 1 = 2 · 2 w(+) + 1 = 2 · 2 · 1 + 1 = 5.
As w(·) seems binary expansions by replacing (−, +) with (0, 1), the map w : {−, +} n → {0, 1, . . . , 2 n − 1} is bijective.
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B. Strong Polarization
When the input alphabet size q is a prime number,Şaşoglu et al. [13] showed that for any q-ary input DMC W : X → Y and any fixed δ ∈ (0, 1), the two equalities
holds under the polar transforms (2) and (3) in which (X, * ) forms a cyclic group (Z/qZ, +). The left-hand sides of (5) and (6) are the limiting proportions of almost noiseless and almost useless synthetic channels, respectively. Moreover, Equations (5) and (6) imply that the limiting proportion of intermediate synthetic channels is zero, i.e.,
for every fixed δ > 0. In this paper, we call phenomena of (7) are the strong polarization. Moreover, for any q ≥ 2 which is not only a prime number but also a composite number,Şaşoglu [12] showed a sufficient condition of the strong polarization (7) for quasigroup operations 5 * used in the polar transforms (2) and (3). Furthermore, Mori and Tanaka 6 [3] considered the polar transforms (2) and (3) with quasigroup operation * defined by field operations of F q , and they showed the necessary and sufficient condition of the strong polarization (7) under such an operation. As shown in (5) and (6), the asymptotic distributions of noiseless (5) and useless channels (6) , respectively, can be always and exactly characterized by only the symmetric capacity I(W) for every DMC W 7 .
C. Multilevel Polarization
Besides Section II-B, when the input alphabet size q is a composite number, there are quasigroups (X, * ) employed in the polar transforms (2) and (3) such that the strong polarization (7) does not hold in general (cf. [12, Example 1]). That is, there is a q-ary input DMC W such that the limiting proportion of intermediate synthetic channels W s is positive:
for some δ > 0. In those cases, another type of polarization called multilevel polarization 8 has been examined by some researchers. The notion of multilevel polarization is introduced later in this subsection. When q is a power of two, Park and Barg [7] established the multilevel polarization theorem under the polar transforms with cyclic group (Z/qZ, +). Independent 5Ş aşoglu said such a quasigroup operation to be polarizing. 6 Note that Mori and Tanaka showed the necessary and sufficient condition of the strong polarization (7) for more general polar transforms with l × l kernel, l ≥ 2, over the finite field F q . When l = 2, their condition can be reduced to that if an operation * is defined by a * b = a + γ · b under the field operations with γ ∈ F × q , then the strong polarization (7) holds for every q-ary input DMC if and only if γ is a primitive element of F q . 7 This fact comes from the conservation property [I(W − )+I (W + )]/2 = I(W ) under an arbitrary finite quasigroup operation * (cf. [6] ). 8 The strong polarization is a special case of the multilevel polarization; hence the former is said to be strong in this paper. of [7] , where q is a prime power, Sahebi and Pradhan [8] examined the multilevel polarization theorem to arbitrary composite numbers q under the polar transforms with arbitrary finite abelian group (X, +). Nasser and Telatar [6] established the multilevel polarization theorem under the polar transforms with arbitrary quasigroup (X, * ). Nasser clarified further the necessary and sufficient condition of multilevel polarization for algebraic structures (X, * ) allowing more weaker postulates than quasigroups.
In the context of multilevel polarization, the limiting proportion of intermediate synthetic channels is allowed to be positive, as shown in (8) . Then, notions of partially noiseless channels are required to achieve the symmetric capacity for arbitrary input DMCs. Such notions are, however, independently introduced by several authors [4] - [8] as different types. In particular, descriptions of multilevel polarization are slightly complicated if (X, * ) is a quasigroup [4] - [6] .
As a simple instance of them, following [6, Section VI], we now introduce a notion of multilevel polarization under the polar transforms with group X briefly as follows: Let N G be a shorthand for a normal subgroup N of a group G. For a DMC W : X → Y and a normal subgroup N X, the homomorphism channel
where the quotient group of G by N G is denoted by G/N. Then, Nasser and Telatar [6, Theorem 6] showed that 9
for every fixed δ > 0, where [G : N] = |G/N | denotes the index of a subgroup N in a group G.
We now consider each term of the summation of (10). It is clear that the left-hand sides of (5) and (6) coincide with the terms of the summation with trivial normal subgroups N = X and N = {e}, respectively, where e ∈ X is the identity element. Thus, the strong polarization (7) is a special case of multilevel polarization (10) . Moreover, other terms of the summation are the limiting proportions of partially noiseless synthetic channels W s , because the condition
implies an almost noiseless homomorphism channel W s [N ] for δ sufficiently small. Together with (11) , note that the condition
implies that the almost noiseless homomorphism channel W s [N ] has almost the same symmetric capacity as original one W s ; this is a reason why polar codes can achieve the symmetric capacity with multilevel polarization.
Although the limiting proportions (5) and (6) are fully solved, each limiting proportion of partially noiseless synthetic channels, i.e., each term of the summation of (10), is still unknown in general. To refine the multilevel polarization theorem, this study investigates the limiting proportions of partially noiseless synthetic channels for a certain class of erasure channels. The next subsection introduces such a class.
D. A Generalized Erasure Channel
For two integers a, b ≥ 1, let a|b be a shorthand for a divides b. We define a generalized erasure channel as follows:
Definition 1 ([9, Definition 2] 10 ). Let X = Z/qZ and 11 Y = d |q (Z/dZ). For a given probability vector 12 
where ϕ d : Z/qZ → Z/dZ is a surjective ring homomorphism given by ϕ d : x → (x + dZ) for each d|q.
For a probability vector (ε d ) d |q and a sequence s = s 1 s 2 · · · s n ∈ {−, +} n , we define the vector (ε s d ) d |q as
for each d|q recursively. It can be verified by induction that the vector (ε s d ) d |q is also a probability vector. So far, the polar transforms of (2) and (3) with quasigroup (X, * ) were discussed. Henceforth, we consider the quasigroup operation * defined by operations of the integer residue class ring X = Z/qZ as follows: We define the quasigroup operation a * b a + γ · b for a, b ∈ X with a fixed unit γ ∈ X. Under polar transforms with this quasigroup operation, the following theorem holds.
Theorem 1 ([9, Theorem 1]). For an initial erasure channel V : X → Y with probability vector (ε d ) d |q and a sequence s ∈ {−, +} * , the synthetic channel V s is equivalent 13 to the erasure channel with probability vector (ε s d ) d |q given in (14). Note that [9, Theorem 1] is stated only for one-step polar transform; and it can be directly extended to n-step polar transforms as shown in Theorem 1 by induction. Note that for any DMC W and any sequence s ∈ {−, +} n of length n, the output alphabet size of a synthetic channel W s grows double-exponentially as n increases (cf. Section II-A). This is a main issue of computational complexities for analyzing and 10 Note that Definition 1 is slightly different to [9, Definition 2]; and these are essentially equivalent under relabeling of the input alphabets. 11 Note that d |q (Z/dZ) is defined to be a set but not an algebraic structure; and it is assumed that (Z/n 1 Z)∩(Z/n 2 Z) = ∅ if n 1 n 2 . Namely, we consider d |q (Z/dZ) as a disjoint union or a direct sum. 12 A vector (a i ) i is called a probability vector if a i ≥ 0 and i a i = 1. 13 The equivalence relation is introduced in [9] .
constructing polar codes. Fortunately, Theorem 1 enables us to analyze the synthetic channel V s by only calculating (ε s d ) d |q with the recursive formula (14).
In [9, Theorem 2] , the asymptotic distribution of multilevel channel polarization of V was characterized by its initial probability vector (ε d ) d |q when q is a prime power. This study examines further the limiting proportion of multilevel channel polarization of V for general composite numbers q.
III. MAIN RESULTS
In this section, we consider erasure channels V of Definition 1 with probability vector (ε d ) d |q . Henceforth, assume that the input alphabet size q can be factorized by 14 q = p r 1 1 p r 2 2 · · · p r m m . If a positive integer d can be factorized by d = p t 1 1 p t 2 2 · · · p t m m , then we write it as d = t for short, where t = (t 1 , t 2 , . . . , t m ). Namely, defining a partial order t ≤ u between two m-tuples t and u by t i ≤ u i for every i = 1, 2, . . . , m, we observe that d divides q if and only if d = t and q = r for 0 ≤ t ≤ r, where 0 = (0, . . . , 0). The key idea of our proofs is that for each integers i and j satisfying 1 ≤ i < j ≤ m, we combine the probability masses (ε s t ) 0≤t ≤r into the following four masses:
for each integers a, b ≥ 1, and each sequence s ∈ {−, +} * , where (ε s t ) 0≤t ≤r = (ε s d ) d |q is recursively defined in (14). If the sequence s is empty, then we omit the superscripts s as 
14 Even if q has only one prime factors q = p r 1 1 , in this study, we write q = p r 1 1 p r 2 2 · · · p rm m for some m ≥ 2 by setting r 2 = · · · = r m = 0.
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Lemma 1 can be proved by directly substituting (14) into (15)-(18), and it establishes the average value of (15)-(18) over one-step polar transform, as shown in the following lemma.
Lemma 2. For any s ∈ {−, +} * , 1 ≤ i < j ≤ m, and a, b ≥ 1, j (a, b) . The idea of Lemma 2 comes from the conservation property [I(W − ) + I(W + )]/2 = I(W); and note that in general, these quantities are not conserved on the polar transform. In fact, Lemma 2 looks like sub or super-martingales with inequalities
when the sequence s ∈ {−, +} * seems a uniformly distributed Bernoulli process, i.e., when V s is a polarization process.
The following lemma shows that the inequality between λ i, j (a, b) and ρ i, j (a, b) is invariant under any polar transforms.
. Lemma 3 directly follows from Lemma 2 by induction. We now define the average value of (15)-(18) as follows:
For convenience, if n = 0, we write j (a, b) , etc. Then, the following lemma holds. Lemma 4. For any n ≥ 0, 1 ≤ i < j ≤ m, and a, b ≥ 1,
Algorithm 1: Solving asymptotic distribution Data: An initial probability vector (ε d ) d |q Result: The asymptotic distribution (µ (∞)
Lemma 4 can be also proved by Lemma 2, and it implies that the left-hand sides of (27)-(31) has martingale-like properties with respect to a polarization process V s when s seems a uniformly distributed Bernoulli process. On the other hand, the following lemma follows from (19)-(22).
By Lemma 5, we can define the limits µ (∞)
, and so on. The following theorem shows that these limits can be solved by the initial probability vector (ε d ) d |q . Lemma 6. For any 1 ≤ i < j ≤ m and a, b ≥ 1, it holds that
As in (23)-(26), we define the average value of the recursive formula (14) over all sequences s ∈ {−, +} n of length n as
for each d|q and n ∈ N. Similar to (23)-(26), the value µ (n) d always has a limit µ (∞) d lim n→∞ µ (n) d for each d|q, and the asymptotic distribution (µ (∞) d ) d |q can be algorithmically calculated as shown in the following theorem. An example of Algorithm 1 is as follows: Example 1. Consider an erasure channel V defined in Definition 1 and given as follows: The input alphabet size is q = 4500 = 2 2 · 3 2 · 5 3 , and the initial probability vector (ε d ) d |q is given by 16 (ε d ) d |q = (1/150) × (0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, 1, 2, 3, 4, 5). Then, Algorithm 1 solves (µ (∞) d ) d |q = (29/150, 0, 0, 0, 1/15, 0, 0, 0, 0, 11/150, 0, 0, 0, 9/50, 0, 0, 0, 0, 0, 0, 0, 0, 11/75, 0, 0, 0, 0, 0, 1/150, 0, 0, 7/75, 0, 0, 0, 6/25).
The following theorem shows that (ε s d ) d |q tends to a unit vector (0, . . . , 1, . . . , 0) for all polarization processes s ∈ {s 1 , s 1 s 2 , s 1 s 2 s 3 , . . . }, and limiting proportions of them are exactly characterized by the asymptotic distribution (µ (∞) d ) d |q . Theorem 3. For any fixed δ ∈ (0, 1), it holds that 15 Note that O(·) is the Big-O notation, but ω(·) and Ω(·) are number theoretic notations in this paper. 16 The elements ε d of (ε d ) d |q are sorted in increasing order of indices d.
Considering the input alphabet X = Z/qZ as an abelian group, as in (10), we can conclude a multilevel polarization theorem of erasure channels V : X → Y as follows: Figure 1 shows an example of multilevel polarization for the channel V given in Example 1.
IV. CONCLUSION
We have examined asymptotic distributions of multilevel polarization for erasure channels V defined in Definition 1. Theorem 2 showed how to calculate (µ (∞) d ) d |q defined below (36), and its example was given in Example 1. Theorem 3 showed that the asymptotic distributions of multilevel polarization of V with an initial probability vector (ε d ) d |q can be fully characterized by (µ (∞) d ) d |q (see also Corollary 2) . As future works, asymptotic distributions of multilevel polarization for general DMCs are of interest to refine polarization theorem.
