This paper presents some simulation-optimization models for groundwater resources management. These models couple two of the most successful global optimization techniques inspired by swarm intelligence, namely particle swarm optimization (PSO) and ant colony optimization (ACO), with one of the most commonly used groundwater flow simulation code, MODFLOW. The coupled simulation-optimization models are formulated and applied to three different groundwater management problems: (i) maximization of total pumping problem,
INTRODUCTION
Due to inherent weaknesses of traditional optimization methods for solving complex groundwater management problems, especially discontinuous, or highly nonlinear and nonconvex problems, interest in developing heuristic search methods has grown rapidly in the past decades. The most widely used algorithms including the genetic algorithm (GA) (McKinney & Lin 1994; Wang & Zheng 1998; Cheng et al. 2000) and simulated annealing (SA) (Marryott et al. 1993; Rizzo & Dougherty 1996; Wang & Zheng 1998) . Recently, particle swarm optimization (PSO) (Kennedy & Eberhart 1995) and ant colony optimization (ACO) (Dorigo et al. 1996) have been successfully applied to a wide range of engineering and science problems (Dorigo & Stü tzle 2004; Clerc 2006) . Application of PSO and ACO, however, to water resources problems is of more recent origin. Wegley et al. (2000) used PSO to determine pump speeds to minimize the total costs in water distribution systems. Abbaspour et al. In this study, the potential of PSO and ACO to solve groundwater management problems is explored using three benchmark case studies. The objectives are:
(1) To develop a formulation for applying ACO and PSO for some groundwater management problems.
(2) To evaluate the performance of ACO and PSO in preparation for a real case study.
GROUNDWATER MANAGEMENT MODEL
In a groundwater management model there are two sets of variables: state variables and decision variables. The state variables are hydraulic head, which is the dependent variable in the groundwater flow equation. Decision variables include the well locations and pumping rates. The purpose of the management model is to identify the best combination of these decision variables in order to minimize (or maximize) a management objective with respect to constraints. Constraints can refer to bounds on decision variables and state variables. In a groundwater management model, the state variables are defined as a function of the decision variables by a simulation model.
Simulation model
The three-dimensional equation describing the groundwater flow can be expressed as (Harbaugh et al. 2000 )
where h is the hydraulic head; K x , K y and K z are values of hydraulic conductivity along the x, y and z coordinate axes;
W is the flux into or out of the system due to sources or sinks;
S is the specific storage; and t is time.
Equation (1), together with the flow and/or head conditions at the boundaries of an aquifer system and initial head condition, constitutes the mathematical model for a groundwater flow system. For this work we are using the US Geological Survey code MODFLOW-2000 (Harbaugh et al. 2000) . MODFLOW is a widely used and well-supported block-centered finite difference code that simulates saturated groundwater.
Optimization model
The object of the management model is to maximize the total pumping from extraction wells in the aquifer or minimize the total cost of pumping, subject to certain constraints including equalities and inequalities. There may be constraints on decision variables and state variables.
For maximization of the total pumping rates, the optimization model can be formulated as
Subject to h t i Zh
where J is the objective function; T is the number of management periods; and N is the number of wells. Equation (3) is the hydraulic head constraint where h t i is the hydraulic head in well i at management period t and h t i;min is the lower head bound in well i at period t. Equation (4) is the well capacity constraint where q t i is the pumping rate of well i at management period t; and q t i;min and q t i;max are the ranges of allowable pumping rates for well i at management period t.
In the minimum cost problem, the objective function is defined as a sum of the capital cost and the operational cost.
The cost for operation is assumed to be a function of both the pumping rate and the total lift to bring water from the wellbore to the surface. The capital cost accounts for drilling and installing all the wells. The objective function is given by
where Equation (5) is the objective function; a 1 is the cost coefficient for well installation; a 2 is the cost coefficient for drilling; a 3 is the cost coefficient for pumping; h t i is the hydraulic head in well i at management period t; d i is the depth of well i; H i is the land surface elevation at well i.
Equation (8) is the demand constraint, where Q t is the water demand at management period t. Equation (9) is the minimum head difference constraint, where Dh t min is the specified bound on head differences and h t i 1 and h t i 2 are heads at locations i 1 and i 2 at the period t. This type of constraint is generally associated with the design of capture zones to contain and remove contaminated groundwater. It is typically imposed to force a gradient in the hydraulic flow field.
Equation (10) is the balance constraint. This type of constraint is used to maintain a relationship between the injection rate in well i at period t, q t inject , and the total pumpage, where A and B are the coefficients defining the balance relationship.
To solve the above problems, the constrained model is converted into an unconstrained one by adding the amount of constraint violations to the objective function as penalties:
and
where F and J are the penalized and non-penalized objective function values, respectively. The minus sign applies for the maximization problem (Equation (2)) and a plus sign for the minimization problem (Equation (5)); P i (i ¼ 1, 2, 3) are the penalty amounts of constraint violation with respect to the hydraulic head constraint in Equations (3) or (7), the minimum head difference constraint in Equation (9) and the demand constraint in Equation (8) Three types of model formulations are considered in this study: (i) maximization of total pumping problem, (ii) minimization of total pumping to contain contaminated water within a capture zone and (iii) minimization of the pumping cost to satisfy the given demand for multiple management periods.
Note that, while the first and second problems have been solved for steady-state conditions, the third example is a transient problem. These are described in detail in the fifth section.
USING PSO TO SOLVE GROUNDWATER MANAGEMENT MODEL
Particle swarm optimization (PSO) is a population-based stochastic optimization technique. It was originally proposed by Kennedy & Eberhart (1995) In PSO-based groundwater simulation-optimization code, for an optimization problem with only a single management period, each particle represents all decision variables (pumping rates). However, for an optimization problem with multiple management periods, the pumping rate of any well can vary from one management period to another. In this case, the pumping rates for all the management periods are joined to form one decision vector of a larger dimension. If the number of total candidate wells is M and the number of the management periods is T, the ith particle of the swarm can be represented by a D ¼ M Â T-dimensional vector:
where the subscript in q i is the well number and the superscript is the management period number. The range of q i is
The velocity of this particle can be represented by another D-dimensional vector:
The best position found by the ith particle so far is denoted as
Defining g as the index of the best particle in the swarm (i.e. the gth particle is the best) and let the superscripts denote the iteration number, then the swarm is manipulated according to the following two equations (Eberhart & Shi 1998) :
where i ¼ 1,2,y,N; N is the size of the swarm. c 1 and c 2 are two positive constants named as learning factors and r 1 and r 2 are random numbers in the range (0,1). o is called the inertia weight and w is a constriction factor which is used, as an alternative to o to limit velocity.
Equation (18) is used to calculate the particle's new velocity according to its previous velocity and the distances of its current position from its own best position and the group's best position. Then, the particle flies toward a new position according to Equation (19). Proper fine-tuning of the parameters c 1 and c 2 in Equation (18) may result in faster convergence of the algorithm, and alleviation of the problem of local minima. The constriction factor w in Equation (18) is used to control the magnitude of the velocities. It is observed that, if the particle's velocity is allowed to change without bounds, the swarm will never converge to an optimum, since subsequent oscillations of the particle will be larger. To control the changes in velocity, Clerc (1999) introduced the constriction factor into the standard PSO algorithm to ensure the convergence of the search. The role of inertial weight o in Equation (18) 
where iter is the current iteration number and maxiter is the maximum number of allowable iterations.
The steps of the PSO algorithm are explained in the following.
(1) Generate initial position of particles randomly in the range of [q min , q max ] and initial velocity in the range of
(2) Evaluate the fitness of each particle according to either Equation (2) or Equation (5). P i is set as the positions of the current particles, while P g is set as the best position of the initialized particles.
(3) Reduce the inertia weights o according to Equation (20). (4) The positions and velocities of all the particles are updated according to Equations (18) and (19); then a group of new particles are generated.
(5) Evaluate the fitness of each new particle, and the worst particle is replaced by the stored best particle.
If the new position of the ith particle is better than P i , then set P i equal to the new value. If the best position of all new particles is better than P g , then P g is updated.
(6) Check the convergence criterion. If the stopping criterion is met, stop; else repeat steps (3)-(5).
Note that, to evaluate Equations (3), (5), (7) and (9), the values of the hydraulic head in the given cells of the model, h t i , must be computed for each trial solution generated by PSO. To do this, PSO was linked externally with the MODFLOW. In effect, PSO begins with a random set of trial solutions for pumping rates. For every trial solution (11)). Next, new trial solutions for pumping rates are generated based on Equations (18) and (19) and again MODFLOW is called to update the head distribution and the objective function. This process is continued until an optimal solution is reached based on the objective function and the constraints.
USING ACO TO SOLVE GROUNDWATER MANAGEMENT MODEL
Ant colony optimization (Dorigo et al. 1996 ) is a discrete combinatorial optimization algorithm which is inspired by the ability of an ant colony to find the shortest paths between their nest and a food source. This is accomplished by using pheromone (chemical) trails as a form of indirect communication. When searching for food, ants initially explore the area surrounding their nest in a random manner.
As soon as an ant finds a food source, it evaluates the quantity and the quality of the food and carries some of it back to the nest. During the return trip, the ant deposits a pheromone trail on the ground. The quantity of pheromone deposited, which may depend on the quantity and quality of the food, will guide other ants to the food source. Thus a shorter path tends to have a higher pheromone density, making it more likely to be chosen by other ants (Bonabeau et al. 2000) . This shortest path represents the global optimal solution and all the possible paths represent the feasible region of the problem.
Application of the ACO to a combinatorial optimization problem requires that the problem can be projected on a graph (Dorigo et al. 1996) . In the example depicted in Figure 1 , there are two nodes, (2) Ant number k is placed on the starting decision point of the problem.
Consider a graph
(3) A transition rule is used for ant k currently placed at decision point i to decide which option to select. The transition rule used here is defined as follows (Dorigo et al. 1996) :
where p ij (k,t) is the probability that ant k selects option l ij from the ith decision point at iteration t; t ij (t) is the concentration of pheromone on option l ij at iteration t; updated by the following rule (Dorigo et al. 1996) :
where t ij (t þ 1) is the amount of pheromone trail on option l ij at iteration t þ 1; t ij (t) is the concentration of pheromone on option l ij at iteration t; 0 oro1 is the coefficient representing the pheromone evaporation and Dt ij is the pheromone deposit on option l ij . The parameter r is used to avoid stagnation of the pheromone trails in which all the ants select the same option at each decision point and it enables the algorithm to ''forget'' bad decisions previously taken.
Different methods are suggested for calculating Dt ij . The method used here is rank-based ant system (ASrank) (Bullnheimer et al. 1999) in which, in each iteration, only the (wÀ1) best ranked ants and the ant that produced the best solution are allowed to deposit pheromone, i.e.
The amount of pheromone change is defined as (Dorigo et al. 1996) 
where f(f) k is the cost of the solution produced by ant k and R is a quantity related to the pheromone trail called the pheromone reward factor. Ants deposit an amount of pheromone proportional to the quality of the solutions they produce. Consequently, options that are used by the best ant and which form a part of the lower cost solution, receive more pheromone and therefore are more likely to be chosen by ants in future iterations.
(7) The process defined by steps (2)- (6) is continued until the iteration counter reaches its maximum value defined by the user or some other convergence criterion is met.
Application of the ACO algorithm, as defined previously, to groundwater management problems requires the problem to be defined in terms of a graph G. on a transition rule given by Equation (21), where the heuristic value Z ij is taken here equal to the inverse of the value of pumping rate selected for the well considered in a minimizing problem. However, in a maximizing problem, Z ij equal to the pumping rate value and the change in pheromone concentration is Dt
Initially, each of the m ants have an equal probability to choose a specific option at each decision point (i.e. at initialization, each option has an equal initial pheromone intensity and the parameter b set to zero). Once all ants of the colony have completed the construction of their solution, each one is evaluated using MODFLOW and the modified objective function (Equation (11) Table 1 compares the results of these studies with those obtained using PSO and ACO algorithms.
From Table 1 , it is seen that the pumping rates calculated by the PSO and ACO models are in close agreement with the LP solution. Furthermore, the PSO and ACO pumping rates are symmetric due to the symmetry of the aquifer system. The symmetric solutions provide a check on the search accuracy and validity of these algorithms.
In the ACO algorithm, after sensitivity analysis, the model parameters adopted are as follows: population size ¼ 200; Table   1 from which it can be observed that ACO converged to the same objective function value as GA (Wang & Zheng 1998) and better than that of GA (McKinney & Lin 1994) when the precision requirements for pumping rates are identical.
The PSO algorithm was run with the same population size as in ACO. By trail and error, it was found that the best values for w, c 1 and c 2 are 0.8, 2 and 2, respectively. From the plot of PSO in Figure 4 , it can be observed that the best PSO solution converged to 59,000 m 3 /d after only 9 iterations and after 82 iterations, the solution converged to stable maximum of 59,508 m 3 /d. The results are also given in Table 1 , which showed that the PSO algorithm obtained a better objective function compared to SA, GASAPF and SCE-UA.
In comparison with ACO, as can be seen from Figure 4 , PSO presents faster convergence and provides a better solution. Note that the PSO solution has a higher precision than the ACO solution. In PSO, each pumping rate parameter (i.e.
continuous parameter) can take any value from the interval defined by q min ¼ 0 and q max ¼ 7000 m 3 /d. However, for the ACO solution, the precision in this example for each parameter is 1000 m 3 /d.
Example 2: hydraulic capture zone design
The second example is from case 1 of example 1 of Zheng & Wang (2003) . In this example, the objective is to determine will be used to achieve containment of the plume and two injection wells, shown as triangles in Figure 5 , to put back into the aquifer the extracted and treated groundwater. The objective function in Equation (5) is reduced to the first term (a 1 ¼ 1/m 4 ) and the constraints are Equations (6), (7), (9) and (10). The hydraulic head constraints must be non-negative and all the pumping rates must be in the range of 0 to 5000 m 3 /d. The minimum head difference constraint between any two specified model cells (as connected by the arrows in Figure 5 ) must be greater than or equal to zero.
Finally, for the balance constraint as expressed in Equation (10), the injection rates at the two injection wells are each required to be one-half of the total pumpage from the four pumping wells (i.e. A ¼ À0.5 and B ¼ 0). Zheng & Wang (2003) solved the problem using GA. Table 2 Compared with GA (Zheng & Wang, 2003) , the ACO algorithm found a slightly better objective function value when the precision requirements for pumping rates are identical. The optimal solutions for ACO and GA are shown in Table 2 .
Example 3: minimization of the pumping cost for multiple management periods
This example problem is obtained from Jones et al. (1987) and Wang & Zheng(1998) . The problem is to find optimal pumping rates that would yield the minimum cost from an GA, SA, PSO and ACO are presented in Table 3 .
As can be seen from Table 3 , the total pumping calculated by ACO and PSO is in good agreement with the given water demands for each management period. Furthermore, compared with GA and SA, the best solution was found by ACO followed by PSO. However, DDP gives a better final objective function value than PSO and ACO.
In PSO and ACO, a total of 32 parameters are required, each of which represents the pumping rate at one of the eight potential wells in each of the four management periods. The population size is increased to 600 from 200 in the previous examples to accommodate the increase in the number of parameters. As a consequence, more computational time would be needed.
Using the value of 200 for the maximum number of iterations, both PSO and ACO were run for different trials.
In ACO the best parameters found are a ¼ 1, b ¼ 0.1, r ¼ 0.9 and R ¼ 1. For the PSO model, the parameters adopted are w ¼ 0.5, c 1 ¼ 1.3 and c 2 ¼ 2.7. Figure 8 shows the convergence behavior of both models, from which it can be observed that the objective function decreases rapidly at the early iterations for both methods with a faster convergence in the case of PSO. However, ACO converged to a lower objective function value than PSO. Table 3 lists the optimal pumping rates from both methods.
DISCUSSION AND CONCLUSIONS
In this paper, the Particle Swarm Optimization ( For the hydraulic capture problem, the result from the PSO is better than ACO and GA. whereas ACO gives a slightly better objective function value than GA.
To further explore the potential of ACO and PSO models, they are tested for the multiple management period problem.
It is found that ACO and PSO models give better quality solutions than those obtained from GA and SA. However, their results are worse than DDP in terms of the final objective function value.
When comparing PSO and ACO, the obtained results
show that the convergence is faster in the case of PSO. In addition, for problems with small numbers of optimization parameters, such as Examples 1 and 2 in this study, the PSO algorithm finds better quality solutions than the ACO. However, for problems with large numbers of optimization parameters, such as Example 3, ACO provided the best solution.
The better performance of ACO with this larger case study could be attributed to its greater ability to explore, while still exploiting the best information. Also, in ACO the size of the search space is reduced after the discretization.
The results of this study thus demonstrate that an incremental improvement in the groundwater management model can be achieved through the use of swarm-intelligence-based models. The results, based on only using three benchmark case studies from the literature, are extremely promising, but a wider test of ACO and PSO algorithms on more groundwater management problems is required to determine their utility for real case studies. 
