Abstract-The Pickup and Delivery Problem (PDP) consists in defining a set of routes that satisfy transportation requests between a pickup point and a delivery point. This paper addresses a variant of the PDP where the requests are transportation demands arising from disabled persons. Vehicle passengers can change of vehicle during their trip on specific locations called "transfer points". Solving this variant of the PDP yields new modeling and algorithmic difficulties. We design new heuristics capable of efficiently inserting requests through transfer points. These heuristics are embedded into an Adaptive Large Neighborhood Search and evaluated on generated and real-life instances.
I. INTRODUCTION
Among the numerous combinatorial optimization problems in the field of transportation, the case of school bus routing for disabled children deserves special interest. Contrary to the classic school bus routing problem, one requirement is to perform door-to-door transportation. As each school may receive only a few handicapped children, considering one distinct Vehicle Routing Problem (VRP) for each school generally leads to an inefficient and costly transportation system. We rather model the problem as a Dial-a-Ride Problem (DARP), where the transportation requests are origindestination pairs. Without loss of generality we consider inbound trips, so that the origin is generally the home of the transported persons and the destination is a school.
In this article we focus on the design of a method capable of exploring efficiently the search space of the problem. Therefore we eliminate the maximum ride time constraint by considering that the passengers are prevented from spending too much time in the vehicles thanks to some time windows. Thus the problem can be considered as a Pickup and Delivery Problem with Time Windows (PDPTW).
The objective is to determine a set of minimum cost routes that services transportation requests. Several users can share a vehicle as far as its capacity is respected. In addition, the PDPTW is often expressed either in a static version, where every request is known in advance, or in a dynamic version, where new requests may be integrated at every moment [2] . Our study falls in the static case.
The approach under consideration in this article is to regroup some children that live in the same geographical area in a common vehicle even if they do not have the same destination. The vehicle drives them to a predetermined location called transfer point. In a second step, the children are picked up at the transfer point by distinct vehicles that transport them to their respective destination. Technically, this problem can be modeled as a PDPTW where requests can be transferred from one vehicle to another. We call it the Pickup and Delivery Problem with Transfers (PDPT).
In the PDPT, we relax the implicit constraint that the pickup and delivery points of a given request are serviced by the same vehicle. New constraints state that if a request uses a transfer point, it must be delivered at the transfer point by a first vehicle before a second vehicle picks it up. We assume that the passengers take at most two vehicle and thus only one transfer per trip is considered. Moreover no fixed cost is associated with the use of a vehicle or with the transfer operation. The main motivation for allowing transfers is to reduce the transportation costs and the average travel time of the passengers. On the other hand, the transfer operation may also have negative impact on the quality of service since direct trips are often preferred by passengers. Moreover the transshipment operation takes time and may induce waiting time. Thus the decision makers have to balance the expected benefits and drawbacks of resorting to transfers.
The PDP has been intensively studied over the last decades. The interested reader can refer to [1] and [18] for detailed surveys. The Pickup and Delivery Problem with Transfer is a generalization of the Pickup and Delivery Problem. Therefore it is is NP-hard. A first mention of the pickup and delivery problem with transfers has been done by Shangh and Cuff [24] . The authors consider that any point of the problem can be used as a transfer point. Transfers are only considered to insert a request that cannot be inserted in the current solution without adding an extra vehicle. A heuristic construction relies on the construction of miniroutes that are assigned to vehicles. Thangiah et al. [26] use the same principles in a real-time version of the problem. Oertel [17] considers two variants where all the points or only a subset of locations can be considered as transfer points. A heuristic method and a column generation method are considered. Mitrović-Minić and Laporte [14] propose a local search method for the problem where only a subset of the locations can be considered as potential transfer points and the capacity of vehicles is not considered. Using this approach they solve generated instances with up to 100 requests. Gørtz et al. [6] consider a version of the PDPT where the objective is to minimize the makespan. Heuristic methods are proposed to solve the uncapacitated and capacitated cases. A column generation approach is proposed by Mues and Pickl [15] . They consider a problem with a single transfer point. They only consider routes with special structures: only pickups and transfer point, transfer point and deliveries points or routes without transfer point. Instances with up to 70 requests are considered for experiments.
Lin [12] presents a PDPTW where all requests share the same delivery location. Nevertheless the deliveries time windows are different. In this problem it is considered that a transfer can occur on the last pickup before a delivery. Instances with up to 100 requests are solved to optimality using a commercial solver. Cortés et al. [4] present a mathematical formulation for the problem with time windows, capacities and a subset of potential transfer points. This problem is solved using a BranchAnd-Cut. Instances with 6 requests and 2 vehicles are solved to optimality. Kerivin et al. [7] consider a PDP where every request can be split as well as transferred from one vehicle to another at every node of the problem. This problem has no time window and is solved using a Branch-and-Cut. Some instances with up to 15 requests are solved to optimality.
Few theoretical results exist on the PDPT. Nakao and Nagamochi [16] calculate a lower bound for the PDPT with a single transfer point. The notion of transfer also occurs in the classical school bus routing problem. Fugenschuh [5] presents a model to schedule school buses, where the routes are already designed and the objective is to minimize the number of necessary buses. Some children can be transferred from one bus to another. The Dial-A-Ride Problem with Transfers has already been studied in [13] where the difficulty to enforce the maximum ride time constraint is underlined.
The remainder of this paper is organized as follows. A formal description of the problem is provided in Section II. Section III recalls the main principles of the Adaptative Large Neighborhood Search (ALNS) for the PDPTW and presents the neighborhoods used in our implementation. The heuristic is evaluated on the benchmark instances of Li et Lim [11] . Section IV introduces the adaptation of the ALNS for the PDPT. It includes the presentation of the new neighborhoods dedicated to the use of transfer points. The computational experiments are presented in Section V.
II. PROBLEM FORMULATION
In this section we give a formal description of the PDPT. We consider a set of n requests, R = {1, ..., n}, a set of transfer points T and the set of homogeneous vehicles K of capacity Q. The pickup and delivery nodes of the request i ∈ R are designated by p(i) and d(i). The set of all pickup and delivery points are denoted P and D. o(k) and o (k) represent the starting and the ending depot of route k ∈ K, the set of all depot locations is represented by O. The PDPT is defined on a complete directed graph G = (V, A) where V = P ∪ D ∪ O ∪ T represents the set of all vertices and A = {(v i , v j )|v i , v j ∈ V, i = j} the set of all arcs. With each arc (v i , v j ) ∈ A is associated a non-negative travel time l i,j . A time window [a i , b i ] is associated with each vertex v i ∈ V , where a i (resp. b i ) represents the earliest (resp. latest) time at which the service can begin. Each vertex has a known service time s i representing the time necessary to get users in or out of the vehicle. Without loss of generality we consider that request i concerns q i passengers having the same pickup and delivery nodes.
A solution of the PDPT is a set of |K| routes that satisfy all the requests and such that route k starts at o(k) and ends at o (k). For every request i ∈ R, vertices p(i) and d(i) can be served by the same route, d(i) serviced after p(i). Vertices p(i) and d(i) can also be served by different routes k 1 ∈ K and k 2 ∈ K. In this case, k 1 and k 2 both have to service one transfer point v j such that: (i) v j is serviced after p(i) in route k 1 and before d(i) in route k 2 ; (ii) v j is serviced in route k 1 before being serviced in route k 2 . At any moment, the number of users carried simultaneously by a vehicle cannot exceed Q. In addition the service on each vertex j should begin in the interval [a j , b j ]. A vehicle is allowed to wait at a vertex in order to service it within its time windows. Finally, the objective function to be minimized is the sum of all routing costs.
A Mixed Integer Linear Program of the PDPT has been proposed by Cortés et al. [4] . Since this model handles 31 sets of constraints, we do not reproduce it there and refer to their paper.
III. ALNS FOR THE PDPTW
In this section we describe the Adaptive Large Neighborhood Search developed for this paper. It is based on the research of Ropke and Pisinger [19] , [21] . This algorithm is used to solve the PDPTW as a comparison basis with the PDPT. It also provides a framework where the specific developments for the PDPT, described in section IV, have been integrated.
A. Main scheme of the Large Neighborhood Search (LNS)
The Large Neighborhood Search has been introduced by [25] in a constraint programming framework to solve the vehicle routing problem with time windows (VRPTW). It has been re-introduced by Schrimpf et al. [23] with the name ruin and recreate. An extensive description of the method and of its application to combinatorial optimization problems can be found in the recent survey of Ropke and Pisinger [22] . The underlying principle of the LNS is to iteratively destroy and repair a solution in order to improve it. The general functioning of LNS is depicted by Algorithm 3.1. S ← Repair(S) 8: if S < BestSolution then
9:
BestSolution ← S
10:
CurrentSolution ← S The latest LNS methods integrate several heuristic methods for destroy and repair operations (lines 6 and 7), they accept deteriorating the objective during the search (line 12), using e.g. a simulated annealing acceptance criterion [19] or a record-to-record travel algorithm [10] . In [21] , Pisinger and Ropke present an Adaptive Large Neighborhood Search (ALNS) for the PDPTW. The search is called adaptive because the probability of choosing each destroy and repair methods is reevaluated periodically depending of their efficiency in past iterations.
The algorithm implemented to solve the PDPTW in this paper takes some components in two papers of Ropke and Pisinger [19] , [21] . Its main components are reviewed in the following subsections.
B. Neighborhood size and unplanned requests
At each iteration, g requests are removed from the current solution. In a first version, g is randomly selected in the interval [0.1 |P | , 0.5 |P |].
Requests are reinserted in the new solution using repair heuristics until all requests have been planned or no feasible insertion can be found. In the latter case, the remaining unplanned requests are placed in a request bank. Such partial solutions can be used as intermediate unfeasible solutions in the algorithm, the number of requests in the request bank being penalised in the objective function.
C. Destruction neighborhoods
Four removal heuristics have been implemented. 1) Worst removal: This heuristic, from [21] , first computes the cost saving produced by the removal of each request. The g requests to be removed are then selected randomly. The probability to be selected increases with the savings.
2) Random removal: This heuristic is also from the ALNS [21] designed for the PDPTW. It randomly selects g requests to be removed from the current solution.
3) Related removal: The Related removal has been first presented in [25] , with the idea to remove related nodes in a VRP. Ropke and Pisinger adapted this notion of relatedness to the PDPTW in [21] . The relatedness measure of two requests in a PDPTW depends on the distance between their pickups and their deliveries, the difference between the time of service on their nodes and the difference in load of the two requests. A seed request is first selected randomly and removed. Then the relatedness between the seed request and planned requests is computed. The next request to be removed is selected randomly with a probability that increases with its relatedness. It is set as the seed for the next iteration.
4) History removal:
This heuristic is inspired from the two history removal heuristics presented in [19] .
It aims at removing the requests that seems badly placed in the current solution with regard to the best known solutions. For each nodes j and j of the problem ξ j,j is the number of solutions among the 50 best solutions in which the node j is directly followed by the node j in a route. For each request i of the problem we define a score φ i . Without loss of generality let us consider that the predecessor and successor of node j in a route are noted j − 1 and j + 1.
. The m requests with the lowest φ i are removed.
D. Repair neighborhoods
We use two insertion heuristics already defined in [21] . They are based on best insertion and regret principles.
1) Best insertion:
This repair neighborhood is called basic greedy heuristic by Ropke and Pisinger. At each iteration, the best insertion cost is computed for each destroyed request and the request with the lowest insertion cost is inserted at its best position. The heuristic stops when all requests are routed or none can be inserted.
2) Regret heuristics: This heuristic is based on the notion of regret used, for example, by Potvin and Rousseau for the Vehicle Routing Problem with Time Windows (VRPTW) [20] , and proposed in a parametrized version by Ropke and Pisinger. This so-called regret-k heuristic works as follows: for each request i in the set U of unplanned requests, the best possible insertion cost is computed for each route. Then, the difference ∆f j i between the best insertion cost over all routes and the j th best insertion cost is computed for j ∈ {2, . . . , k}. At each iteration, the request i selected for insertion in the best possible route at the minimum cost position is chosen such that: i = arg max i∈U k j=2 ∆f j i − ∆f 1 i . The heuristic stops when no more destroyed request can be inserted in a route or if all requests are inserted. In this paper, we consider four regret-k heuristics with values of k between 2 and 5.
3) Acceptance and stopping criterion: The decision of acceptance of a new solution is taken according to a Simulated Annealing criterion [8] . At each iteration, the temperature used by the simulated annealing is multiplied by u. The parameter u is chosen in ]0, 1[ such that the temperature at the last iteration is equal to 0.2% of the starting temperature. As in [21] the starting temperature is set in a way that a solution 5% worse than the initial solution has 50% chances to be accepted. In addition, as proposed in [19] , noise is applied to the objective function as a diversification operator. The stopping criterion for the whole process is the maximum number of iterations.
E. Adaptive aspects
The solution is modified by a destruction and a repair neighborhood. With each neighborhood i is associated a weight w i and a score π i . The neighborhoods are selected using a roulette-wheel selection procedure. At first iteration, all the neighborhoods have the same weight. Each time a neighborhood is called, its score is updated depending on its performance. If the use of a neighborhood leads to a new best solution, its score is incremented by σ 1 . If the solution generated is better than the current solution, the score is augmented by σ 2 . Finally if the new solution is accepted as a new current solution and has never been encountered before, the score of the neighborhood is increased by σ 3 . The entire search is divided into time segments. Here we consider time segments of 100 iterations. At the end of each time segment the weights of the neighborhoods are updated using the expression:
Where θ i the number of times the neighborhood has been called during the last time segment and r ∈ [0, 1] is the reaction factor which controls the inertia of the weight adjustment. In our implementation we used the same values as in [21] for σ 1 , σ 2 , σ 3 . We set r = 0.5 instead of r = 0.1 to ensure a quick reaction of the weights when a small number of iterations are performed.
F. Efficiency of the algorithm
This algorithm has been implemented and evaluated on the benchmark instances proposed by Li and Lim [11] for the PDPTW. In these instances, the objective is first to minimize the number of vehicles used in the solution and then the total distance driven. Among the 354 instances, the number of vehicles has been improved for 18 cases and the distance traveled in 55 cases. For 36% of the instances, the implemented method returns the best known solution. When we obtain the minimum number of vehicles but a suboptimal distance traveled, this distance is within 2% of the best known result in 73% of the cases. In 8% of the instances, we do not succeed in finding a solution with the minimum number of vehicles. According to these results we consider that the implemented ALNS gives satisfactory reference results on instances without transfer.
It can be noted that the Li and Lim instances are composed of clusters and that most requests have their pickup and delivery nodes in the same cluster. As discussed in the experimental section, transfers are not significantly profitable in this case. Therefore, results with transfers on these instances are not reported in this paper.
IV. ALNS FOR THE PDP WITH TRANSFERS
In this section we describe the new developments introduced to consider the specificities of the PDPT.
A. Destruction neighborhoods
We designed and implemented several destruction neighborhoods specifically for the PDPT.
1) Transfer point removal heuristic: This operator is inspired from a neighborhood for a hub routing problem [9] . The original idea consists of rerouting all requests from one hub to another hub.
Requests that use a given transfer point are removed simultaneously to give them a better chance to be rerouted through another transfer point.
We first select one active transfer point randomly. If the number of requests going through this transfer point is less or equal to the number of requests to be destroyed, all these requests are removed. Otherwise, we select randomly among these requests which ones to remove. If the number of unplanned requests is not sufficient we remove requests which minimize the distance of their pickup and the closest pickup of an unplanned request plus the distance of their delivery and the closest delivery of an unplanned request. This can be seen as an extension of a relatedness measure based only on distance between a request and a set of request. Figure 1 illustrates a case where this neighborhood leads to a more profitable solution. If all requests using t 2 are reinserted with a transfer first heuristic (see IV-B.2) on a subset of transfer limited to {t 1 } (see IV-C) a better solution is obtained.
2) Pickup/Delivery cluster removal heuristic: This heuristic aims at removing simultaneously a given number of requests that can be efficiently routed through a common transfer point. Two requests, or more, may benefit using one transfer point if their pickup or their delivery locations form a cluster. If the pickups of these requests are close, they can be serviced together by a first vehicle and then carried to a transfer point in order to be assigned to different vehicles. Symmetrically, if their deliveries are located in the same area, they can be serviced by various vehicles for the first part of their journey and then gathered in a single vehicle at a transfer point. The root node of the cluster is selected randomly. All the pickups or deliveries depending on the nature of the root node are listed from the closest to the root node to the farthest. We iteratively remove the request in position y p . (|P | − |U |) in this list. In this expression U is the set of unplanned requests, p is a deterministic parameter equal to 9 in our implementation and y is randomly chosen in ]0, 1[.
3) History removal: This heuristic has the same functioning as in the PDPTW. We only compute differently the score φ i of the requests transferred. If the request i is transferred, let us denote t − (i) (resp. t + (i)) the transfer point of the request in the same route as p (i) (resp.
B. Repair neighborhoods
The heuristics presented in the next three sections are insertion heuristics specifically designed for the PDPT.
1) Best insertion with transfer: This neighborhood is an adaptation of the neighborhood of Mitrović-Minić and Laporte for the PDPT [14] . For each unplanned request the best insertion without considering any transfer opportunity is first evaluated. Then for each transfer point t and each unplanned request (p (i) , d (i)), we evaluate the insertion cost as follows: (i) the insertion cost of the pair (p (i) , t) is evaluated and considered as inserted in its best position. Then, an evaluation of the insertion cost of the pair (t, d (i)) is done. (ii) the insertion cost of the pair (t, d (i)) is evaluated and considered as inserted in its best position. Then, an evaluation of the insertion cost of the pair (p (i) , t) is done in every route. Finally, the best insertion among all evaluated insertions is performed.
2) Transfer first: This heuristic is a variant of the best insertion with transfer. It follows the same principle as the Best Insertion with Transfer. In this heuristic, as long as unplanned requests remain, we perform the best insertion of a request using a transfer point. If no insertion using a transfer point exists, the best insertion without transfer is performed. When the request bank is empty, we iteratively remove every transferred request and try to reinsert it by a trip without transfer at a lower cost. If no such trip exists, the request is reinserted in its previous position. The aim of this local search is to quickly detect useless transfers which deteriorate the quality of the current solution.
The example of Figure 2 helps to understand the interest of this heuristic. The case where the three requests are transferred in the same vehicle has a total cost of 26 (6+6+6+6+1+1). Routing each request without transfer has a cost of 27 (9+9+9). On the other hand, if we consider the simultaneous insertion of two requests, it is more expensive to transfer these requests (cost 19 = 6+6+6+1) than to route them directly (cost 18 = 9+9). As a matter of fact the solution consisting of pooling the three requests in the same vehicle is likely to never be found, because the transfer of a request will always seem suboptimal when inserting requests one by one. If the transfer of requests is enforced during the reinsertion, this solution can be found.
3) Regret insertion with transfer: This heuristic facilitate the insertion of requests for which using a transfer point is cheaper than the insertion without transfer. For each destroyed request we compute the difference between the insertion cost of this request using a transfer point and the best insertion cost without transferring the request. The request which has the largest difference is inserted first in its best position.
C. Selecting a subset of transfer points
When a problem has a large number of transfer points, considering each of these locations in insertion heuristics is time consuming. Moreover the use of a transfer point is in some case interesting only if enough requests use it. Considering a small number of transfer points can help to find good solutions. Therefore we propose to consider only a subset of transfer points in our heuristics. The number of transfer points to consider m is set at 1.
We propose five methods to determine subsets of transfer points:
1) The first method consists in selecting randomly a subset of m potential transfer points which will be considered for each request. 2) Considering that the distance between a transfer point and a request is equal to the length of the following trip: pickup point → transfer point → delivery point, we select the m transfer points that minimize the average distance between all planned and unplanned requests. 3) The third method exploits the idea that transfers are advantageous only when several transfers are performed on the same point. It considers the m transfer points in which the most important number of requests are transferred after the destruction operation. 4) The fourth method uses a simplification of the PDPT, known as the k-star hub problem [3] , which is solved using a commercial solver. The definition of the k-star hub problem is the following: we consider a set of requests, and k transfer points. Each request can be delivered directly, with a given cost (equal to the distance between the pickup and the delivery), or it can be routed through a transfer point. In the latter case, a cost is associated to an arc between the pickup point and the transfer point and to the arc between the transfer point and the delivery point. If an arc between two nodes is already used, all requests that have these nodes in common can use it at cost 0. This problem is solved to determine which transfer points the unplanned re-quests should use. In our problem, every pickup and delivery nodes are distinct. Therefore, we cannot apply this approach. Clusters of pickups and cluster of deliveries are built in a first step and considered as single nodes. In the existing routes we consider that pickups (resp. deliveries) that are serviced in a row form a cluster. Once every node of the current solution is assigned to a cluster we add each node of unplanned requests to their closest cluster. We solve the k-star hub problem where some arcs are already used (according to the destroyed solution).
The cost of an arc between two clusters is set to the smallest distance between two nodes of these clusters. For each unplanned request, the transfer point to consider during the reconstruction is the one, if any, used for this request in the optimal solution of the k-star hub problem. 5) The last method is based on the historical performance of the transfer points. For each request i and each transfer point t we define h i,t as the cost of the best known solution where i is transferred through t. If the transfer point t has never been used by request i then we set h i,t = ∞. For each request a roulette wheel is used to select the transfer point to be considered. The weight associated with a transfer point t for a request i is min
D. Feasibility check
The consideration of transfer points raises new difficulties. For example checking if a modification of the solution (e.g. inserting or removing a request from a route) is feasible or not. Inserting a request may impact the feasibility of the time windows constraints on more than one route. This is highlighted by Figure  3 : the insertion of p 1 in the dashed route can cause a delay on the dotted route, propagated up to t 2 , and make the insertion of d 1 unfeasible. The feasibility of an insertion can be easily checked by computing the new times of service of nodes following the position of insertion. However, it is computationally expensive. Another solution consists in computing a square matrix Ω that contains the sum of the waiting times between each pair of points of the problem. Each time a request is removed or inserted, this matrix has to be updated. This update has a complexity of O(|V | 3 ) in the worst case.
Each time a request is inserted or removed, the latest possible time of service on each inserted node has to be updated. But using Ω, an insertion can be checked in constant time. If we consider the insertion of the request i. Let us denote n 1 the node following the position of insertion of p (i), n 2 the node preceding the position of Fig. 3 . Difficulties in evaluating the feasibility of an insertion insertion of d (i), and n 3 the node following the position of insertion of d (i). The delay incurred by node j 1 on node j 2 is denoted δ j1,j2 . First we check that the insertion of the pickup does not violate the latest possible time of service on n 1 . Second we compute the new times of service on n 2 which is equal to its current time of service + max(0,δ p(i),n1 − Ω n1,n2 ). Considering the time of service on n 2 in case of the insertion of p (i), the time of service on d (i) and n 3 can be directly computed, to check time window constraint on these nodes.
V. COMPUTATIONAL EXPERIMENTS
The method has been coded in C++ and experiments are run on a i3-540 computer operated by Windows. The algorithm presented in this article is first compared against the method described in [14] . Then the use of transfer points is evaluated on real-life instances.
A. Run time reduction
During preliminary tests it appears that the time needed to perform 25000 iterations (as done by Ropke and Pisinger [21] ) is prohibitive on some instances.
To reduce this time, we first study the impact of the number of requests removed at each iteration. We consider three settings where the number of requests removed is chosen in the interval Table I iterations. The fifth column is the cost standard deviation over the 5 runs. The last column reports the average run time of the method, in seconds. Unsurprisingly when the number of requests to remove decreases, the algorithm is faster. An interesting result is that better or equivalent costs are obtained when the number of requests removed is smaller.
We also consider to decrease the number of iterations. Three different settings with 5000, 10000 and 25000 iterations respectively are considered. As the annealing schedule of the Simulated Annealing is dependent of the number of iterations the runs with 5000, 10000 and 25000 iterations are independent and thus performed separately from scratch.
TABLE II IMPACT OF THE NUMBER OF ITERATIONS
The table II summarizes the results. The first column designates the instance, the second column indicates the number of iterations performed. The third and fourth columns are average and minimum values found over 5 runs. The fifth column is the standard deviation. The last column reports the average run time of the method, in seconds. Unsurprisingly, when the number of iterations performed is smaller the results of the algorithm are less stable, and the algorithm has more difficulty to find good solutions. However the differences between the 5000 iterations runs and the 25000 iterations runs are not dramatic. From this perspective performing 5000 iterations seems to be a good trade-off between the quality of the solution and the running time.
B. Evaluation of the ALNS
In order to evaluate the proposed method, we compare the ALNS against the method presented in [14] . This method has been evaluated on a set of generated instances, with either 50 or 100 requests instances. A set of 4320 instances divided into 144 classes is presented in [14] and average results are given for 64 classes of instances. We choose to compare our algorithm on 26 representative classes regrouping 780 instances. The nodes of the problems are located in a 60km × 60km square. The Manhattan distance is used and a constant speed of 60 km/h is considered for the vehicles. A 10 hour planning horizon is considered and the capacity of the vehicles is not binding. Several type of node distribution are considered. "Uniform" represents instances where the nodes are positioned randomly in the square, "Border (a × a)" instances where the nodes are located in four clusters of side length a located near the middle of each side of the 60km × 60km square. Finally "Random (a × a)" represents instances where the nodes are located in four clusters of side length a located randomly in the square. Various distributions of the time windows are considered, "10" represents the case where the requests have no time windows. "2-4-8" represents the case where 30% of the requests are 2 hours requests, 50 % of the requests are 4 hours requests and 20% of the requests are 8 hours requests. Several methods have been used to locate the transfer points. In every instance type T0 means that no transfer point is considered. In uniform instance, T4 means that 4 transfer points are located in the positions (20, 20) , (40, 20) , (20, 40) , (40, 40) . In the border instances the scheme T2 designates the case where a single transfer point located in the middle of the area is considered. In the Random instances, T2 designate the case where 4 transfer points are considered, located at the intersection of parallel horizontal and vertical lines drawn from the centers of the clusters. Finally for all cluster instances, the scheme T3 considers the transfer points of scheme T2 plus four transfer points located at the center of the clusters. The service time is considered to be 5 minutes at each pickup and delivery nodes and 0 minutes on the transfer points. Table III presents the results of the ALNS compared to the method presented in [14] . For each instance class, the results presented are average values on 30 different instances. Concerning the ALNS, each instance has been run 4 times and only the best cost has been considered. The first column designates the node distribution of the instances. The second column indicates which time window distribution is considered. The third column indicates which transfer points are used. The fourth column indicates the cost found by the method presented in [14] and the fifth column the gap between the solution with and without transfers. The sixth column indicates the cost found by the ALNS and the seventh column the gap between the solution with and without transfers. The eighth column is the average run time of the ALNS in seconds. Finally the last column is the gap between the method presented in [14] and the ALNS.
These tests show the efficiency of the ALNS introduced in this article in comparison to the descent method both on instances with and without transfers. The gap found by the two methods between solutions using or not transfer points are roughly the same. Note that even if the ALNS brings better solutions for a large majority of the instances the descent method presented in [14] is much faster than the Adaptive Large Neighborhood Search presented in this article.
C. Real-life data
We evaluated the ALNS algorithm over a set of 10 real-life instances arising from distinct sources: specialized centers for disabled children, vocational rehabilitation centers for handicapped adults and schools receiving both valid and handicapped children. All cases come from of the area of Nantes and Saint-Nazaire in France. In the first two sources the instances considered have a small number of delivery points, typically from 2 to 5 centers of the same area who wish to pool the organization of transports. Thus the delivery locations are a common destination for dozens of requests.
The first five instances are issued from specialized centers for disabled children and vocational rehabilitation centers for handicapped adults. The other five instances come from schools.
In the case of scholar transportation of disabled children, the schools receive a small number of handicapped children. The instances generally include all the schools of a given geographical area, possibly several dozens. Most of the schools receive children living in the neighborhood but some of them are specialized to accommodate children with certain disabilities. These schools may receive children from distant places. In both cases for safety reasons only the delivery locations can be used as transfer locations. We consider that the number of vehicles is not binding and we minimize the total distance traveled by the vehicles. Each instance is run 5 times.
The Table IV summarizes the results of these tests. The first column is the denomination of the instance. The columns two and three respectively state the number of distinct pickup and delivery locations. The fourth column indicates the number of transfer points considered. The fifth and sixth columns report the average and best result on 5 runs. The seventh column is the standard deviation of the results among the 5 runs. The eighth column reports the average run time. Finally the last column is the gap between the best known solution with and without transfer points. It can be seen from this Table that the savings due to the transfers point can differ much from one instance to another. Indeed, in some instances a large majority of the pickup nodes are clustered in the same area as their delivery nodes. In these cases there is almost no place for improvement due to the use of transfers.
VI. SYNTHESIS AND FURTHER RESEARCH
In this article, we propose an Adaptive Large Neighborhood Search (ALNS) for solving the Pickup and Delivery Problem with Transfers. The proposed algorithm highly relies on the ALNS algorithm described in [19] . We evaluated our implementation of the ALNS on the instances proposed by Li and Lim [11] .
The algorithm was then extended in order to handle transfer points. This required to introduce new neighborhood operators dedicated to the use of transfer points. The algorithm improves the results of the Mitrović-Minić and Laporte for the PDPT [14] . We also applied the method to real-life instances concerning the transportation of mentally disabled or handicapped persons. In those cases, the introduction of transfer points generally brings non-negligible improvements, that differ a lot from one geographical area to another.
This works suggests several improvements and further research perspectives. Solving the PDPT clearly shows the potential benefits of using transfer points, but requires much more computation time than solving the PDPTW. Much time is spent in the calculation of insertion positions. Indeed, every insertion of a request in a route with a transfer point can impact the customers along this route, but also the customers along adjacent routes (routes that comprise this transfer point). The feasibility check is then more demanding and results in a long computation time.
An important criterion for measuring the quality of service to passengers is the ride time, i.e. the time spent by each passenger in the vehicles. Associating each request with a maximum ride time transforms the problem into a Dial a Ride Problem (DARP). Applying the ALNS to the DARP with transfers yields the additional difficulty of checking the ride time constraints when reparing a destroyed solution.
Another challenge is to develop exact methods for solving reasonable size instances of the PDPT. We believe that a branch-and-price approach would be able to solve simplified cases of the PDPT. 
