Edge density and independence ratio in triangle-free graphs with maximum degree three  by Griggs, Jerrold & Murphy, Owen
ELSEVIER Discrete Mathematics 152 (1996) 157-170
DISCRETE
MATHEMATICS
Edge density and independence ratio in triangle-free graphs
with maximum degree three
Jerrold Griggs,a,l Owen Murphyb, *
Department of Mathematics and Statistics, University of South Carolina, Columbia, SC 29208, USA
Department of Computer Science, California State University, San Bernardino, CA 92407. USA
Received 27 April 1993; revised 7 June 1994
Abstract
A simple polynomial-time algorithm is presented which computes independent sets of
guaranteed size in connected triangle-free noncubic graphs with maximum degree 3. Let nand
mdenote the number of vertices and edges, respectively, and let c '= m/n denote the edge density
where c < 3/2. The algorithm establishes new lower bounds on the independence ratio of these
graphs for 1 < c < 3/2.
1. Introduction
The independence number a(G), of a graph G = (V, E), is the largest number of
pairwise nonadjacent vertices in G. (A survey of bounds on the independence number
is given in [5].) The celebrated theorem of Brooks [3] implies that every connected
graph with maximum degree Ll > 2 must have an independent set of size a(G) ~ nlLl
with one exception, the complete graph. (Throughout the paper nand m are the
number of vertices and edges in a graph, respectively, and c = min is the edge density
where c ~ 3/2.) Albertson et al. [1] showed that this lower bound is a strict inequality
with a few demonstrated exceptions, and the authors conjectured that for triangle-free
cubic planar graphs, the lower bound tended away from 1/3. Fajtlowicz [4] then
showed that every cubic triangle-free graph must have an independent set of size
r(12/35)n l and presented a cubic graph with 14 vertices where the maximum indepen-
dent set is 5. This work culminated with a result due to Staton [9], who showed that
every triangle-free cubic graph has an independent set of size r(5/14)n l. The proof of
this bound is an existence argument, and no algorithm is implied by it. Algorithms
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that compute independent sets of size at least r(7/20)n l in cubic triangle-free graphs
are presented in [2,7].
Computing the independence number of a graph is a difficult problem, even for
graphs with maximum degree three and with large girth [8]. In this paper, a simple
polynomial-time algorithm is presented that computes independent sets of guaranteed
size in noncubic triangle-free graphs of maximum degree three. The size of the
independent set computed by the algorithm increases as the edge density decreases
from 3/2 to 1, thereby establishing new lower bounds on the independence number of
these graphs.
2. Computing independent sets
A result due to Staton [9] will be required.
Lemma 1. A graph with an odd number of vertices where every vertex has degree two or
three must have a vertex of degree two where either its two neighbors both have degree
two or both have degree three.
The new algorithm accepts a connected triangle-free graph of maximum degree
three and returns an independent set I. (If the graph is cubic, the process begins by
deleting any vertex.) Now the graph must have vertices of degree 2 (or less), and
a series of graph reductions called actions are performed as outlined in Fig. 1. Each
action in the figure illustrates a local subgraph that will be deleted from the graph if
that action is taken. The circled vertices are those that are added to the independent
set.
Actions 14-26 are two stage actions. A consequence of Lemma 1 is that the first
part of these actions, which will be called Action X, is only taken when there is an even
number of vertices in the graph, and after completion of Action X, there must be an
odd number of vertices. Therefore Action X need never be taken consecutively.
The actions are listed according to priority. Action i will not be taken if Action j is
available where i > j. The actions are repeatedly selected and performed until the
entire graph has been deleted.
The algorithm is outlined below and will be referred to as Algorithm A.
Algorithm A
INPUT: Connected Triangle-Free Non-cubic Graph G = (V, E).
OUTPUT: Independent set I of G.
WHILE (number of vertices > 0)
Select first available action;
It is easily seen that the collection of reductions exhaust all possibilities. The
actions involve deleting subgraphs from the components of triangle-free graphs with
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maximum degree three. Since the initial graph is connected, a deletion of any vertex
will guarantee that there will always be at least one vertex of degree 2 or less.
Therefore, one of the following must occur. (1) There is a vertex of degree 0 or degree
1. (2) There is a vertex with degree 2 and an odd number of vertices in the graph.
(3) There is a vertex of degree 2 and an even number of vertices in the graph.
(1) This is handled with Actions 1,2,3 or 4.
(2) According to Lemma 1, if there is an odd number of vertices in the graph there
exists a vertex of degree 2 which must have two neighbors both with degree 2 or both
with degree 3. The cases where both neighbors have degree 2 are handled in Ac-
tions 5-12. The case where both neighbors have degree 3 is handled by Action 13.
(3) If none of the Actions 1-13 may be applied, then the remaining case is when
a vertex of degree 2 is adjacent to a vertex of degree 2 and a vertex of degree 3. Now
Action X is taken. Note that after Action X is taken we must have an odd number of
vertices. Therefore, one of the Actions 1-13 can now be taken. The overall effect of
that action combined with Action X is described by Actions 14-26. Careful analysis
reveals that after Action X, there can be no K 1 or K 2 , so Actions 14 and 15 actually
cannot arise, but we retain them for simplicity of exposition. Action X may leave
a vertex of degree 1 connected to a vertex of degree 2 (Action 16) or a vertex of
degree 1 connected to vertex of degree 3 (Action 17). If there are no vertices of degree
oor degree 1, there must be a vertex of degree 2 (and an odd number of vertices) and
therefore a selection from Actions 5-13 can be made.
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Table I.
Action Ii Vi Ei Action Ii Vi Ei
1 1 1 0 14 2 4 5
2 1 2 1 15 2 5 6
3 1 2 2 16 2 5 7
4 1 2 3 17 2 5 8
5 2 5 6 18 3 8 11
6 2 5 8 19 3 8 13
7 2 5 7 20 3 8 12
8 2 5 7 21 3 8 12
9 2 5 6 22 3 8 11
10 2 5 5 23 3 8 10
11 2 4 5 24 3 7 10
12 2 4 4 25 3 7 9
13 1 3 6 26 2 6 11
3. Analysis
Properties of the actions are outlined in the columns of Table 1. The entries Ii> Vi>
and Ej indicate the number of vertices added to the independent set, the number of
vertices deleted, and the number ofedges deleted, respectively, when Action j is taken.
Let Aj denote the number of times action j is taken during the procedure. First note
that the algorithm terminates when the number of vertices equals n and the number of
edges deleted equals m. These constraints are specified by
LAjVj = n
j
and
The size of the independent set is
Dividing each equation by n and letting Xj = Aj/n gives
LXij = III/n,
j
LXjEj = m/n = c.
j
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Thus, III/n is at least the value Z(c) of the linear program in real variables Xi given by
Z(c) = MIN I XJi> (1)j
IXj Vj =l, (2)j
IXjEj ~ c, (3)
j
Xj~O. (4)
Theorem 1. Algorithm A computes an independent set of size greater than (5/14)n in
connected noncubic triangle{ree graphs G, with A ~ 3.
Proof. The graph G has density c < 3/2. Algorithm A computes an independent
set I with
III/n ~ Z(c) ~ Z(3/2).
The dual of the minimization problem for Z(c) is
Z(c) = MAX Yl - cY2 ,
Y1 free,
For c = 3/2, a feasible solution to the primal problem has value 5/14 at
X23 = X26 = 1/14 and Xj = 0 otherwise. Similarly, a feasible solution to the dual
problem has value 5/14 at Y 1 = 13/28 and Y2 = 2/28. Hence, by linear programming
theory, the solutions are optimal. Thus, III/n ~ 5/14. Complementary slackness im-
plies that, since Y2 > 0, every optimal solution X to the problem has
But for the graph G and an application of A,
IXjEj = c < 3/2,
j
so that no optimal solution of Z(3/2) IS achieved by A. Thus, III/n > Z(3/2)
= 5/14. D
Notice that cubic triangle-free graphs are not included in Theorem 1. If G is
connected, cubic and triangle-free, we may build an independent set I by initially
deleting any vertex from G, and then applying Algorithm A. By Theorem 1,
III ~ r(5/14)(n - In ~ r(5/14)nl- 1.
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Fig. 2.
So we are within one of achieving Staton's (5/14)n bound by Algorithm A for cubic
triangle-free graphs. In fact, the r(5/14)(n - 1) l bound is actually the same as Staton's
bound, r (5/14)n l unless n == 6 or 12 (mod 14). (Here we use the fact that n must be
even in a cubic graph.) Our bound is at least as good as the Bondy-Locke bound,
r (7/20)n l, for all n ~ 44, and strictly better for all n ~ 190.
The linear programming techniques used to analyze the algorithm do not take into
account the ordering of the actions, and therefore it is possible that the algorithm may
perform better than the analysis indicates.
Question: Does Algorithm A achieve Staton's bound? Ifnot, how can it be modified
to achieve the bound for all cubic graphs?
An independent set for a connected cubic graph can also be computed by first
selecting a vertex v to belong to I, deleting v and its three neighbors from G, and then
applying algorithm A. This procedure guarantees III ~ (5/14)r (n - 4)l + 1, which
never beats the bound obtained by removing one vertex (and is actually worse for
some n). Depending on which vertex is chosen first to belong to I, this procedure may
definitely fail to achieve Staton's bound. For example, in Fig. 2, if the circled vertex is
first selected to belong to I, then the largest independent set possible has size which is
less than (5/14)n. This example has no C4 , so the neighborhood of every vertex in the
graph looks the same, going out distance two from the vertex. So if there is some way
to decide which vertex to select first in order to achieve Staton's bound, one must
examine even larger neighborhoods of each vertex.
4. Graphs with m ~ n
It is interesting to consider graphs with m ~ n, which playa key role (when 5 divides
n) in Staton's work [9]. Staton proved that if G is a triangle-free graph of maximum
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degree at most three where m ::::; n, n is a multiple of 5, and the size of the maximum
independent set of G is less than 2/5 n + 1, then G is the disjoint union of pentagons.
Two variations of this theorem with proof will now be given. We may use Algorithm
A when G is connected.
Suppose G is a connected, triangle-free graph with ~ ::::; 3 and m ::::; n. If we apply
Algorithm A to G, then we may bound its performance by the linear programming
approach of the last section:
III/n ;?: Z(l) = 2/5,
which is obtained by setting X 10 =~ 1/5 and X j = 0 otherwise. Similarly, a feasible
solution to the dual problem has value 2/5 at Y 1 = 1/2 and Yz = 1/10. So
this gives a bound III;?: (2/5)n. Further, using complementary slackness, it can be
shown that Algorithm A finds an independent set of size only (2/5)n precisely when
it executes only Action 10. This means that G must be Cs for the bound to be
sharp.
However, for larger n, a much better bound is possible by direct analysis.
Theorem 2. Let G be a connected triangle1ree graph with ,1 ::::; 3 and m ::::; n. Then
Algorithm A produces an independent set in G of size at least (a) rn/2l, if m < n;
(b) Ln/2 J, if m = n.
Proof. (a) Since G is connected with m < n, it must be a tree with m = n - 1. Then
one of the Actions 1-4 will always be possible, and each has I)Vj ::::; 1/2. So
Algorithm A produces an independent set with at least half the vertices.
(b) Since G is connected with m = n, it is a tree with one more edge, i.e., unicyclic.
One of the Actions 1-4 will be possible unless all that remains of G is a cycle Ck , and
in this case A will add Lk/2 Jvertices to the independent set. 0
The bounds on the independence number in Theorem 2 are sharp for all n ;?: 4 for
triangle-free G with ,1 ::::; 3. For (a), let G be a path Pn• For (b), if n ;?: 5, form
a 'Portuguese man-of-war' by having one vertex in a Cs adjacent to the end of a path
Pn - s (the tail). If n = 4, take G = C4 .
Note that Theorem 2 actually applies to arbitrary connected graphs G with m ::::; n,
without assuming triangle-free and ,1 ::::; 3.
Staton [9] proved the (2/5)n bound without assuming that the graph is connected.
Note that this allows graphs in which some components have more edges than
vertices so that Theorem 2 is not applicable. It is also not apparent how to modify
Algorithm A to find such large independent sets. However, we have a direct algorith-
mic proof.
Theorem 3. Every triangle1ree graph G with ,1 ::::; 3 and m ::::; n must have independent
set I of size r(2/5)n l.
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Table 2.
Action I j Vj Ej
I I 2 3
2 1 2 2
3 2 5 7
4 2 5 6
5 2 5 5
6 4 10 12
7 2 4 6
8 2 4 5
9 2 4 4
10 2 5 9
Proof. We describe a procedure, Algorithm B. In Fig. 3, we list ten actions where we
take the first action available at each stage. Table 2 lists the values of I j , Vj, and E j for
Action j. Notice that for each action j, I)Vj > 2/5. Also, E j > Vj, so the number of
edges is still at most the number of vertices after Action j. Except for two special cases,
some action can always be taken. The exceptions are (1) when every component of
G is a K 1 or K 2 and (2) when every component of G is a cycle of length at least 4.
Clearly, in case (1) at least half of the vertices can be put into I, and in case (2) at least
2/5 of the vertices can be put into I.
To show that some action is possible, we suppose first that G has a vertex of degree
one. Actions 1 and 2 apply when a vertex of degree one is adjacent to a vertex of
degree two or three. Else, all degree one vertices are in K 2's. If there is a K 2 and some
degree two vertex, then we can use Actions 3,4, or 5 (or 1 or 2). If there is still a K 2 and
Ll = 3, then there is a cubic component on at least 6 vertices, which requires the
existence of at least three components K 1 or K 2 to bring m ~ n for G. Therefore,
Actions 7-10 apply if there is any K 1, or else Action 6 is applicable. This leaves the
case that Ll = 1, so the first exception applies.
There remain the graphs G, with no vertices of degree one. If G has any K 1,
Actions 7-10 apply except for the trivial case where there are no edges at all, and the
first exception applies.
The only remaining case is the second exception. The theorem follows by
induction. 0
Corollary 1 (Staton [9]). If G is trianglelree with Ll ~ 3 and m ~ n = 5k, then the
independence number a(G) >2k, with equality if and only if G is a disjoint union of Cs's.
Proof. All actions of Algorithm B have Ij/Vj ~ 2/5, including the two exceptions.
Thus, a(G) = III >(2/5)n= 2k. For equality to hold, no actions with I)Vj > 2/5 can
be used. Of these, Actions 3,4,6, and 10 have Ej > Vj and necessitate a later action
which adds more than 2/5 of the deleted vertices to I. Therefore, only Action 5 and
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exception (2) are possible. It must be that after taking Action 5 a number of times,
there remains a nonempty disjoint union of Cs's. On the last application of Action 5,
we can replace the vertex in Cs added to I with its two neighbors, and still get two
vertices in each Cs as well, which implies ct(G) > (2/5)n. So if ct(G) = 2k, there is no
Action 5, and G is a union of Cs's. 0
5. Other lower bounds on the independence number
Lower bounds on the independence ratio for other edge densities can be computed
by solving the linear programming problem in the last section for different values of c.
Solutions to the problem for some values of c were computed by the software package
MAPLE, and these results are outlined in Table 3. The first column of the table
indicates the value of the edge density c, and the second column gives the indepen-
dence ratio which is the minimum value of the objective function (1) subject to the
contraints (2), (3), (4). The third column lists the nonzero values of Xi for 1 ~ i ~ 26.
This value when multiplied by the number of vertices is a lower bound on the size of
the independent set computed by the algorithm.
Analysis of the linear program for general values of c, similar to that carried out in
Section 3, gives the explicit piecewise linear formula in Table 4 for the minimum as
a function of c. This was pointed out to us by Stephen Locke.
Additional bounds on the independence ratio for triangle-free and pentagon-free
graphs can also be obtained by applying algorithm A with a reduced set of actions. In
particular, actions containing pentagons will never be needed if the original graph is
pentagon-free, and therefore actions 8,9,10,21,22 and 23 may be excluded from the
analysis. The following bounds presented in Table 5 are obtained, and the piecewise
linear formula for the minimum is given in Table 6. Note that there is a threshold at
c = 6/5, below which X 2 is in the basis and above which X 18 is in the basis.
Table 3.
c
1.00
1.05
1.10
1.15
1.20
1.25
1.30
1.35
1.40
1.45
1.50
Minimum
2/5 = 0.400
79/200 = 0.395
39/100 = 0.390
77/200 = 0.385
19/50 = 0.380
3/8 =0.375
13/35 = 0.371
103/280 = 0.368
51/140 = 0.364
101/280 = 0.361
5/14 = 0.357
Nonzero values of Xi
X'O = 1/5
X 10 = 4/25 X 23 = 1/40
X 10 = 3/25 X Z3 = 1/20
X 10 = 2/25 X Z3 = 3/40
X,o = 1/25 X Z3 = 1/10
X 23 = 1/8
X Z3 = 4/35 X Z6 = 1/70
X 23 = 29/280 X Z6 = 1/35
X Z3 = 13/140 X Z6 = 3/70
X 23 = 23/280 X Z6 = 2/35
X Z3 = 1/14 X Z6 = 1/14
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Table 4.
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Table 5.
e
1.00
1.05
1.10
1.15
1.20
1.25
1.30
1.35
1.40
1.45
1.50
6. Closing remarks
Interval
o~ c ~ 1/2
1/2 ~ c ~ 1
1 ~ e < 5/4
5/4 ~ e ~ 3/2
Minimum
3/7 = 0.428
59/140 = 0.421
29/70 = 0.414
57j140 = 0.407
2/5 = 0.400
11/28 = 0.393
27/70 = 0.386
53/140 = 0.379
41/110 = 0.373
81/220 = 0.368
4/11 = 0.364
Table 6.
Interval
o~ e ~ 1/2
1/2 ~ c ~ 11/8
11/8 ~ c ~ 3/2
Minimum
1 -e
(3 - e)/5
(5 - e)/1O
(13 - 2c)/28
Nonzero values of Xi
X 2 = 1/7 XIS = 1/7
X, = 3/28 XIS = 11/70
X 2 = 1/14 XIS = 6/35
Xl = 1/28 XIS = 13/70
XIS = 1/5
XIS = 1/7 Xl~ = 1/28
XIS = 3/35 XIS = 1/14
XIS = 1/35 XIS = 3/28
XI~ = 13/110 X 26 = 1/110
XIS = 23/220 X 26 = 3/110
XIS = 1/11 X 26 = 1/22
Minimum
1 -c
(4 - c)/7
(11 - 2c)/22
Our independent set algorithms are polynomial. This contrasts with the problem
of determining the independence number precisely. For an instance consisting of
a graph G = (V, E) and a positive integer J :::; IVI, it is NP-complete to decide whether
a(G) ~ J. The problem remains NP-complete when restricted to graphs (including
planar graphs) of maximum degree three and arbitrarily large girth [8].
It is most desirable to give a polynomial algorithm to achieve Staton's general
bound for triangle-free graphs G with Ll = 3, which is a(G) ~ (5/14)n, whether or not
G is connected. It remains to do this when G is connected, cubic, and n == 6 or 12
(mod 14).
For connected, triangle-free G with Ll = 3, Staton's bound may not be that good for
large n. Only two such graphs are known with a(G)/n = 5/14, both with n = 14. Locke
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conjectures that rt.(G)/n ~ 3/8 for all connected, triangle-free G with A = 3, except for
these two graphs.
Further work should be done to adapt this approach with algorithms and linear
programming to K4-free graphs or to triangle-free graphs with A ~ 4.
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