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Abstract
Baxter operators are constructed for quantum spin chains with deformed sℓ2 symmetry. The
parallel treatment of Yang-Baxter operators for the cases of undeformed, trigonometrically and
elliptically deformed symmetries presented earlier and relying on the factorization regarding
parameter permutations is extended to the global chain operators following the scheme worked
out recently in the undeformed case.
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1 Introduction
We consider periodic quantum spin chains with integrable dynamics where the single-site quantum
states form an infinite-dimensional irreducible representation of the trigonometrically or elliptically
deformed sℓ2 symmetry algebra characterized by the representation parameter or spin ℓ. The set
of commuting quantum observables can be represented by the transfer matrix t(u) in a generating
function form. The task of finding the spectrum and eigenstates of these conserved charges can be
treated by the algebraic Bethe ansatz method. The Bethe equation is related to the Baxter equation,
being a difference equation involving the transfer matrix and the Baxter operator Q(u). The concept
of Baxter operators has been introduced by Baxter [1] in analyzing the eight-vertex model. Baxter
operators have been constructed for various models, e.g. in [2–12, 40]. General algebraic schemes
of construction have been formulated in [6, 13]. The case of non-compact representations has been
addressed in particular in [4–7,14–16,23]. This concept provides an alternative way of solution, in
particular a Baxter operator allows to construct the separated variable representation [17,18].
In a number of papers a systematization and reformulation of known results on integrable quan-
tum systems and essential progress has been achieved in view of the case of non-compact represen-
tations appearing in application to gauge field theory. In [24] the approach of constructing Baxter
operators based on general Yang-Baxter operators has been presented in detail for the undeformed
sℓ2 symmetry. The non-compact representation case is understood as the generic one and the case
of finite-dimensional representation is obtained in the limit where 2ℓ approaches non-negative in-
teger values. The relation of this to another approach worked out in [25] has been investigated in
detail [26].
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The general Yang-Baxter operators serve as local building blocks for global spin chain operators.
Their construction has been formulated in [27] in a uniform way for the three cases of the symmetry
algebra sℓ2 undeformed, trigonometrically and elliptically deformed. The factorization regarding the
permutation of representation parameters is the essential feature of this construction. The features
of factorization have been noticed earlier in studies of the chiral Potts model [19–22]. By the results
of [30] the formulation of the elliptic case has been essentially completed. The particular permutation
operator intertwining representation ℓ and −ℓ− 1 of Sklyanin algebra was taken in [27] in the form
of a series relying on [40] (see also [41]) which is well defined rather in the finite-dimensional case
but not in the infinite-dimensional one. The form based on the elliptic beta integral [31, 32, 37]
avoids this problem and is easier to handle.
In the present paper we extend the parallel treatment of the three cases from the operators
related to the chain sites to the global chain operators. For the results in [24] referring to the
generic infinite-dimensional representation case we present here the corresponding extensions to
these two cases of deformation. The constructions in [24] result in explicit expressions for the
relevant operators and their action. Analogous explicit results are given here for the deformed
cases.
In Section 2 a summary of the relevant relations of [24, 27] is given formulating simultaneously
the relations which hold uniformly in all three cases. We present the general scheme which is suited
for the three cases of symmetry algebra and allows to construct Baxter Q-operators, general transfer
matrices and to establish their commutativity and factorization properties. As a new result we derive
a formula relating both Baxter Q-operators. In the Sections 3 and 4 we specify the general formulae
and work out the details for the cases of q-deformation and elliptic deformation, respectively. Some
more details, less important for comparison of the three cases, but useful and potentially important
in further investigations, have been put into the Appendix.
2 Factorized Yang-Baxter operators and Baxter equation
Building blocks in the construction of the quantum systems of integrable spin chains are the R-
operators depending on spectral parameter u, intertwining the tensor product of two representations
R12(u) : V1 ⊗ V2 → V1 ⊗ V2 (2.1)
and obeying the Yang-Baxter relation,
R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v) . (2.2)
All operators act in the tensor product of three spaces V1 ⊗ V2 ⊗ V3, where e.g. R12 acts non-
trivially in the tensor product of the first and the second spaces (2.1) and as identity operator on
the remaining space V3.
We consider irreducible representations of sℓ2 and its trigonometric and elliptic deformations
which are parameterized by spin ℓ. The representations are infinite dimensional for generic complex
number ℓ, i.e. for ℓ 6= n2 , n = 0, 1, 2 · · · , but finite n + 1 dimensional for ℓ =
n
2 . Initially (2.2) is
written without restrictions on the representations involved. In the following we shall preserve the
notation R12(u) for the general R-operator which by definition acts on the tensor product of two
infinite dimensional representations
R12(u|ℓ1, ℓ2) : Vℓ1 ⊗ Vℓ2 → Vℓ1 ⊗ Vℓ2
and respects the Yang-Baxter relation (2.2) in the space Vℓ1 ⊗ Vℓ2 ⊗ Vℓ3
R12(u− v|ℓ1, ℓ2)R13(u|ℓ1, ℓ3)R23(v|ℓ2, ℓ3) = R23(v|ℓ2, ℓ3)R13(u|ℓ1, ℓ3)R12(u− v|ℓ1, ℓ2) . (2.3)
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Along with the previous case the cases of R-operators with one or both tensor factors finite dimen-
sional are to be considered. If one factor is the fundamental spin 12 representation C
2 the R-operator
is called L-operator and if both are the fundamental spin 12 representation then one has the funda-
mental R-matrix, R(u) : C2 ⊗ C2 → C2 ⊗ C2. The latter can be considered as the source of the
relevant algebra and co-algebra relations. Indeed, the particular case of the relation (2.2) where the
representations labeled by 1, 2 are the fundamental ones V1 = V2 = C
2,
Rij,nm(u− v) Lns(u) Lmp(v) = Lis(v) Ljp(u)Rsp,nm(u− v) (2.4)
the given R fixes the commutation relations of the matrix elements of the involved L-operator. Here
summation over indices i, j, · · · = 1, 2 is assumed. We have in mind the situation where these matrix
elements generate the generic irreducible representation related to one site of the spin chain.
L(u|ℓ) : Vℓ ⊗C
2 → Vℓ ⊗C
2
It is distinguished from other solutions by a rather simple dependence on spectral parameter u and
linearity in the generators of the symmetry algebra.
The co-algebra structure is also defined because the relation (2.4) still holds if a solution L(u) is
substituted by the matrix product L1(u) L2(u) · · · LN (u) acting on the tensor product representation
related to the sites 1, 2, · · · , N . Besides of the case related to irreducible representations of sℓ2 or its
trigonometric and elliptic deformations other solutions of (2.4) with the same R are known, which
emerge as degeneracy limits of the former. They have been considered recently in [25] and also
in [26] concerning the undeformed sℓ2; the present study will not touch this case.
Further, the case of (2.2) if representations labeled by 1, 2 are generic spin ℓ1 and spin ℓ2
representations correspondingly V1 = Vℓ1 , V2 = Vℓ2 but the representation 3 is fundamental
V3 = C
2
R12(u− v|ℓ1, ℓ2) L1(u|ℓ1) L2(v|ℓ2) = L2(v|ℓ2) L1(u|ℓ1)R12(u− v|ℓ1, ℓ2) (2.5)
can be read as the defining relation for the general R-operator with the given L-operator.
At this point it is convenient to adopt notations showing that representations of the symmetry
algebra with parameters ℓ and −ℓ − 1 are equivalent, since the corresponding values of Casimir
operators are equal. For this reason we join the spectral parameter u and spin parameter ℓ into two
independent linear combinations u1, u2 such that
u1 ↔ u2 ∼ ℓ↔ −ℓ− 1 (2.6)
and denote the L-operator also by L(u1, u2). For example in the case of undeformed sℓ2 considered
in [24] we have u1 = u− ℓ− 1, u2 = u+ ℓ. In the cases of deformed symmetries the corresponding
relations will be specified below. Further we refer to both u1, u2 as spectral parameters. Corre-
spondingly the general R-operator in (2.5) appears as depending on the parameters u1, u2, v1, v2
where
u1 ↔ u2 ∼ ℓ1 ↔ −ℓ1 − 1 ; v1 ↔ v2 ∼ ℓ2 ↔ −ℓ2 − 1 .
Rewriting now (2.7) in terms of R12 = P12R12, where P12 is the operator of permutation of the
tensor factors,
R12(u1, u2|v1, v2) L1(u1, u2) L2(v1, v2) = L1(v1, v2) L2(u1, u2)R12(u1, u2|v1, v2) (2.7)
we see the action of R-operator on the product of L-operators appearing as the permutation a pair of
parameters (u1, u2) in the first space L-operator with a pair (v1, v2) in the second space L-operator
and represents a permutation s in the set of four parameters
s : u = (v1, v2, u1, u2) 7→ (u1, u2, v1, v2) .
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It turns out to be useful to study operators corresponding to other permutation operations on this
set of parameters. An arbitrary permutation of four parameters can be constructed out of three
elementary transpositions si (i=1,2,3) interchanging a pair of adjacent parameters only. For them
we find an operator representation si 7→ Si(u) with the composition rule sisj 7→ Si(sju) Sj(u) such
that
Si(u) L1(u1, u2) L2(v1, v2) = L1(u
′
1, u
′
2) L2(v
′
1, v
′
2) S
i(u) ; siu = (u′1, u
′
2, v
′
1, v
′
2)
Furthermore, operator relations corresponding to the symmetric group defining relations sisi =
1l, s1s2s1 = s2s1s2, s3s2s3 = s2s3s2 have to be satisfied. The operators S1, S2, S3 have been
constructed for the three cases of symmetry algebra in [27, 30]. Each operator effectively depends
only on one parameter. Their defining relations have the form
S1(v2 − v1) L2(v1, v2) = L2(v2, v1) S
1(v2 − v1) , (2.8)
S2(u1 − v2) L1(u1, u2) L2(v1, v2) = L1(v2, u2) L2(v1, u1) S
2(u1 − v2) , (2.9)
S3(u2 − u1) L1(u1, u2) = L1(u2, u1) S
3(u2 − u1) . (2.10)
The binary relation Si(a) Si(−a) = 1l and the triple Coxeter relations
S1(a) S2(a+ b) S1(b) = S2(b) S1(a+ b) S2(a) , (2.11)
S3(a) S2(a+ b) S3(b) = S2(b) S3(a+ b) S2(a) (2.12)
do hold implying that we have indeed an operator representation of the symmetric group. Par-
ticulary Si(0) = 1l. Since the defining relations (2.8) and (2.10) are essentially identical and in
view of (2.6) the operators S1(a) and S3(a) are two copies of the intertwining operator W(a) of the
symmetry algebra,
W(u2 − u1)Sa(ℓ) = Sa(−ℓ− 1)W(u2 − u1), (2.13)
where Sa(ℓ) denote spin ℓ representation of the generators of the symmetry algebra, acting in the
second S1(a) = W2(a) and the first S
3(a) = W1(a) quantum spaces. It is worth mentioning that
at (half)-integer ℓ (u2 − u1 = 2ℓ + 1 ∈ N) the intertwining operator W has a non-trivial kernel
coinciding with the 2ℓ + 1 dimensional invariant subspace. This will be shown below by rewriting
this operator in a particular form valid in this case. For consistency of (2.13) the vectors annihilated
by W have to span an invariant subspace.
Out of elementary transposition operators more involved operators can be constructed. We need
the operators R1 and R2 which satisfy the defining relations
R1(u1|v1, v2) L1(u1, u2) L2(v1, v2) = L1(v1, u2) L2(u1, v2)R
1(u1|v1, v2) , (2.14)
R2(u1, u2|v2) L1(u1, u2) L2(v1, v2) = L1(u1, v2) L2(v1, u2)R
2(u1, u2|v2) (2.15)
and can be factorized as follows
R1(u1|v1, v2) = S
2(v2 − v1) S
1(u1 − v1) S
2(u1 − v2) = S
1(u1 − v2) S
2(u1 − v1) S
1(v2 − v1) , (2.16)
R2(u1, u2|v2) = S
2(u2 − u1) S
3(u2 − v2) S
2(u1 − v2) = S
3(u1 − v2) S
2(u2 − v2) S
3(u2 − u1) . (2.17)
Finally using R1 and R2 we factorize the general R-operator
R(u1, u2|v1, v2) = R
1(u1|v1, u2)R
2(u1, u2|v2) = R
2(v1, u2|v2)R
1(u1|v1, v2) . (2.18)
Notice that we have two factorized representations for the R-operator and that their consistency
follows from Coxeter relations (2.11) and (2.12).
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Now we proceed to global operators building them out of local ones considered above. It is well
known that the physics of a homogeneous periodic spin chains can be obtained from the transfer
matrix defined from the L-operators by
t(u) = tr L1(u) L2(u) · · ·LN (u) , (2.19)
where the lower index k refers to the local quantum space at the k-th site and the trace is taken
over an auxiliary space C2, because it is the generating function of the set of commuting operators,
[ t(u) , t(v) ] = 0, as the consequence of (2.4). In the homogeneous case we restrict to ℓ1 = ℓ2 = ... =
ℓN = ℓ.
In a similar manner we build the general transfer matrix substituting locally the L-operators by
general R-operators
Ts(u|ℓ) = tr0R10(u|ℓ, s)R20(u|ℓ, s) · · ·RN0(u|ℓ, s) . (2.20)
Whereas the matrix trace in (2.19) concerns the fundamental representation now the trace is to be
taken in the generic infinite dimensional representation Vs of spin s labeled by index 0. We assume
ℓ to be fixed and often omit it using the notation Ts(u). Similarly out of the local operators R
1
and R2 we build the following traces of monodromies
Q1(u− v1|ℓ) = tr0 R
1
10(u1|v1, u2) · · ·R
1
N0(u1|v1, u2) , (2.21)
Q2(u− v2|ℓ) = tr0 R
2
10(u1, u2|v2) · · ·R
2
N0(u1, u2|v2) . (2.22)
The form of the spectral parameter dependence in the two previous formulae follows from corre-
sponding property of local building blocks and can be seen from (2.16) and (2.17).
The introduced operators happen to be commutative
[ t(u),Qi(v) ] = 0 ; [ Ts(u),Qk(v) ] = 0 ; [Qi(u),Qk(v) ] = 0 ; [ P,Qk(u) ] = 0 ; i, k = 1, 2
(2.23)
where P = P12P13 · · ·P1N is the cyclic permutation along the closed chain, and they respect factor-
ization relations
P · Ts(u− v) = Q1(u− v1)Q2(u− v2) = Q2(u− v2)Q1(u− v1) (2.24)
where v1, v2 are linear combinations of v and s analogous to the case of u1, u2, u, ℓ (2.6). Corre-
sponding proofs rely on Yang-Baxter like relations and can be found in [24].
In [27] we have obtained uniformly the general Yang-Baxter operators and their factors related
to parameter permutations in the cases of sℓ2 symmetry undeformed and with quantum and elliptic
deformation. Starting from the well-known fundamental R-matrices for each case, we have formu-
lated the L-operators with the matrix elements embedded in the algebra generated by Heisenberg
conjugated pairs z, ∂. We have noticed the factorized form in all considered cases
L(u1, u2) = [u] V
−1(z, u2)D(z, ∂)V(z, u1) , (2.25)
where [u] is a function of spectral parameter, V and D are two by two matrices with operator entries.
The formulation of the spin chain takes such pairs zi, ∂i, i = 1, ..., N for each site and an additional
one for the auxiliary space labeled as i = 0. Our operator constructions rely first on the algebraic
relations, based on the algebra generated by the mentioned canonical pairs. The results appear as
expressions in these generators or as related integral operators with integration over zi. We did not
investigate all aspects of detailed definition of these constructions as operators in functional spaces
with bilinear forms, i.e. using the word operator in view of the related physics we are not claiming
a construction completed in the latter sense.
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As suggested by the notation we consider representations by functions of z. In the undeformed
and q-deformed cases the representation modules of spin ℓ can be considered as spanned by monomi-
als of non-negative powers with 1 as lowest weight vector. Whereas the above algebraic construction
is done in the frame of Heisenberg pairs in the elliptic case as well we do not provide a detailed
description of the representations in this case as embedded in Heisenberg algebra representations.
The known facts about these representation are mentioned in Section 4. Actually, the detailed form
of the representation is not needed in the construction. The above trace should be defined by the
embedding in the Heisenberg algebra representation.
In the next step we have to prove that the introduced traces of monodromies Q1 and Q2 (2.21),
(2.22) are indeed Baxter Q-operators. For this goal it remains to check that they do respect Baxter
equation. Above we have derived factorization and commutativity properties of operators Ts, Q1,
Q2 from appropriate local relations for their building blocks. Similarly we derive the Baxter equation
from a local relation. Starting from the defining relation for R2 (2.15) we shall obtain the following
local relation in the space Vℓ ⊗ Vs ⊗C
2
Z−10 · R
2
k0(u) Lk(u1, u2) · Z0 =
(
κ−1 · R2k0(u+ δ) · · ·
0 κ∆(u1, u2) · R
2
k0(u− δ)
)
. (2.26)
Here we use the shorthand notation R2(u) = R2(u1, u2|0). The index k refers to the corresponding
local quantum space Vℓ in the spin chain site, and the index 0 refers to the infinite dimensional
auxiliary space Vs. Z0 denotes a certain auxiliary matrix acting in the space Vs ⊗ C
2. κ and δ
are some constants and ∆(u1, u2) is a symmetric function of the spectral parameters: ∆(u1, u2) =
∆(u2, u1). In the underformed case we have ∆(u1, u2) = (u1u2)
N , where N is the number of sites,
and in the deformed cases the corresponding deformed modifications of this expression appears. The
matrix element above the diagonal denoted by ellipsis in (2.26) is not indicated explicitly since we
do not need it for our purposes. Detailed calculations leading to (2.26) will be done in Subsections
3.3 and 4.4 for the cases of q-deformation and elliptic deformation, respectively. Considerations
in both cases follow the general strategy and are very similar as in [24]. They do not use the
explicit expression for operator R2 or for its building blocks S2, S3, but only their properties. The
calculations in both cases use only:
1. The defining relation for R2 (2.15).
2. The second factorization of R2 (2.17) in the product of elementary permutation operators.
3. The factorization formula for L-operator (2.25).
4. The general property of the operator R2: [ R212, z2 ] = 0 that follows from (2.17).
5. Several recurrence relations for S2 and S3, connecting Si(a± δ) with Si(a) at i = 2, 3.
As a by-product we obtain a set of peculiar recurrence relations for intertwining operators of the
symmetry algebra. These relations are similar to the recurrence relations used for the evaluation of
the q-beta-integral [35] and elliptic beta-integral [31, 32].
In the elliptic case the recurrence relations give rise to a factorized form for the intertwining
operator suitable for finite-dimensional representations of the Sklyanin algebra. It is an alternative
form to the one proposed by A. Zabrodin in [39].
Having the local relation (2.26) it is rather straightforward to produce the corresponding global
relation. We form the monodromy R210(u) · · ·R
2
N0(u) L1(u) · · ·LN (u), apply N times the local rela-
tion (2.26) obtaining the product of N triangular matrices with operator entries and calculate the
traces over the auxiliary two dimensional space C2 and the auxiliary infinite dimensional space Vs
and obtain the Baxter equation for Q2(u)
t(u)Q2(u) = κ
−N Q2(u+ δ) + κ
N ∆N (u1, u2)Q2(u− δ) . (2.27)
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Similarly starting from the local relation for R1 (2.14) it is possible to obtain the Baxter equation
for Q1(u). However, going beyond the review of [24], here we establish a useful relation between the
two Baxter operators Q1 and Q2. To make the presentation more transparent we use the following
notations for the elementary transposition operators
S1(a) = W2(a) ; S
2(a) = S12(a) ; S
3(a) = W1(a) , (2.28)
where we take into account (2.13). Lower indices on the right hand side refer to spaces where the
corresponding operators act nontrivially. Taking into account (2.17) we rewrite (2.22) as follows
Q2(u|ℓ) = tr0 P10W1(u1) S10(u2)W1(u2 − u1) · · ·PN0WN (u1) SN0(u2)WN (u2 − u1) =
= tr0 P10W1(u1) S10(u2) · · ·PN0WN (u1) SN0(u2) · T (u2 − u1) , (2.29)
where we have introduced the operator
T (a) = W1(a) · · ·WN (a)
which is a product of intertwining operators referring to the N sites of the spin chain. Consequently
the property T (a)T (−a) = 1l holds. Similarly due to (2.16) the first Q-operator (2.21) takes the
form
Q1(u|−ℓ−1) = tr0 P10W0(u2 − u1) S10(u2)W0(u1) · · ·PN0W0(u2 − u1) SN0(u2)W0(u1) =
= T (u2 − u1) · tr0 P10 S10(u2)W0(u1) · · ·PN0 SN0(u2)W0(u1) . (2.30)
Notice that in Q1 we choose the representation parameter in quantum space to be −ℓ − 1 but
not ℓ that corresponds to the transposition of spectral parameters u1 ↔ u2 (2.6). Then taking
into account the cyclicity of the trace it is easy to see that the traces of monodromies in (2.29)
and (2.30) coincide. Thus we conclude that the two Baxter operators are related by the similarity
transformation
T (u2 − u1)Q2(u|ℓ) = Q1(u|−ℓ−1)T (u2 − u1) (2.31)
and consequently the Baxter equation for Q1(u) has exactly the same form as (2.27).
Finally in [24] we have shown that the trace of any monodromy of the form
A = P10A(z1, ∂1|z0) · P20A(z2, ∂2|z0) · · · PN0A(zN , ∂N |z0) (2.32)
can be easily calculated
tr0 A = P · A(z1, ∂1|z2) ·A(z2, ∂2|z3) · · ·A(zN , ∂N |z0)|z0→z1 . (2.33)
The same formula is valid if A is an integral operator. The Baxter operator Q2 constructed out of
R2 fits into this formula since, as we have already mentioned, R212 commutes with the variable z2.
In analogy to the undeformed case, using (2.33) in q-case and elliptic case we shall obtain an
explicit formula for the action of Q2(u) on a particular state appearing as a generating function by
its dependence on auxiliary parameters.
3 Trigonometric deformation case
3.1 Trigonometric L-operator and parameter permutation operators
Now we are going to apply the above strategy to the q-deformed symmetry Uq(sℓ2). We are interested
in infinite dimensional representations of the algebra on Verma modules, i.e. the representation space
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Vℓ coincides with the space of polynomials C[z] and the generators of the algebra are realized as
finite-difference operators. Details can be found in [27]. The L-operator respecting (2.4) has the
factorized form
L(u1, u2) =
(
1 1
zq−u2 zqu2
)(
qz∂z+1 0
0 q−z∂z−1
)(
qu1 −z−1
−q−u1 z−1
)
(3.1)
where the two sets of parameters are related according to (2.6) as
u1 = u− ℓ− 1 ; u2 = u+ ℓ . (3.2)
Further we quote the operators of elementary permutations S1, S2, S3 being the building blocks of
the general R-operator and constructed in [27].
• S1(a) and S3(a) (2.8), (2.10) are two copies of the operator W(a) acting nontrivially in the
second and the first quantum spaces, respectively (2.28). It has the explicit form
W(a) =
q
a2
2
za
·
(q2z∂z+2−2a; q2)
(q2z∂z+2; q2)
· q−az∂z . (3.3)
In the latter formula (x; q2) denotes the infinite q-product (A.1). W(2ℓ + 1) intertwines
representations parameterized by ℓ and −ℓ − 1 (2.13). Let us mention that in addition to
the indispensable symmetric group relations we have W(a)W(−a) = 1l and furthermore the
exponential property: W(a)W(b) = W(a+ b).
• The operator S2 defined by (2.9) acts nontrivially in the tensor products of two quantum
spaces. We choose it in the following form
S2(a) = za1 ·
(z2
z1
q1−a; q2)
(z2
z1
q1+a; q2)
. (3.4)
Let us stress that the defining relations (2.13) and (2.9) do not fix uniquely the operators W(a)
and S2(a). Indeed, let us consider the equation for the operator S(u)
S(u) · L1(u1, u2) L2(v1, v2) = L1(u
′
1, u
′
2) L2(v
′
1, v
′
2) · S(u) (3.5)
where (v′1, v
′
2, u
′
1, u
′
2) is a permutation of the set u = (v1, v2, u1, u2). It is clear that if we multiply
any solution S of the latter equation by an arbitrary operator ϕ such that
[ z1 , ϕ ] = [ z2 , ϕ ] = 0 ; [ q
2z1∂z1 , ϕ ] = [ q2z2∂z2 , ϕ ] = 0 (3.6)
we obtain another solution of (3.5). In particular we are free to multiply (3.4) by an arbitrary
multiplicatively-periodic function ϕ(z1, z2) with multiplicative period equal to q
2: ϕ(q2z1, z2) =
ϕ(z1, q
2z2) = ϕ(z1, z2). In this way we find another solution of (2.9) which happens to be useful for
us,
S′2(a) = za2 ·
(z1
z2
q1−a; q2)
(z1
z2
q1+a; q2)
. (3.7)
Having on disposal the operators of elementary permutations we find the operators R1, R2.
In [42] they have been constructed in another way solving directly the system of operator relations
(2.14), (2.15). In Appendix B we show that the two constructions do agree.
In [27] Coxeter relation (2.11), (2.12) have been proved using the series expansion for (3.3) and
the q-summation formula. In Appendix C we show that Coxeter relations follow from the pentagon
formula (A.5) only.
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The general R-operator concerns the generic symmetry algebra representations ℓ1, ℓ2. The ana-
lytic dependence on these representation parameters contains in the limits to integer or half-integer
values simpler objects like L-operator. In [24] we have shown how to extract the L-operator from
R(u|ℓ, s) at s = 12 restricting it to invariant subspace Vℓ⊗C
2 in the case of undeformed sℓ2 symmetry.
In Appendix D we present the analogous calculation in the case of q-deformation.
3.2 Trigonometric recurrence relations
Now we are going to establish several recurrence relations, which relate the elementary permutation
operators with shifted arguments, i.e. we show how to connect Si(a) and Si(a± 1) (i = 1, 2, 3). We
shall need such relations for proving Baxter equation.
First we consider the recurrence relations for S1, S3 which are in fact two copies of the operator
W(a). We have
− q−
1
2 W(a+ 1) = W(a)
1
z
(
qz∂z − q−z∂z
)
=
1
z
(
qz∂z − q−z∂z
)
W(a) . (3.8)
It can be easily checked using the explicit expression (3.3).
In passing we notice that starting from W(0) = 1l we obtain a factorized representation for W(n)
if n is nonnegative integer
W(n) = q
n
2
[
1
z
(
q−z∂z − qz∂z
)]n
. (3.9)
By this it is easy to see that the action of W(n) annihilates zk, k = 0, 1, ..., n − 1 spanning the
invariant subspace in the case 2ℓ+ 1 = n ∈ N.
Further we quote two matrix relations,
− q
1
2 (qa − q−a)W(a − 1)
(
1, 1
)
=
(
−z 1
)
W(a)
(
1 1
zq−a zqa
)(
qz∂z+1 0
0 q−z∂z−1
)
,(3.10)
q
1
2 (qa − q−a) z−1W(a− 1)
(
1
−1
)
=
(
qz∂z+1 0
0 q−z∂z−1
)(
qa −z−1
−q−a z−1
)
W(a)
(
1
z
)
. (3.11)
In order to see that the right hand side of (3.10) is proportional to the row
(
1, 1
)
we multiply the
intertwining relation (2.13) W(a) L(0, a) = L(a, 0)W(a) by the row
(
−z, 1
)
on the left obtaining(
−z, 1
)
W(a) L(0, a) =
(
0, 0
)
which is equivalent (3.1) to
(
−z, 1
)
W(a)
(
1 1
zq−a zqa
)(
qz∂z+1 0
0 q−z∂z−1
)(
1
−1
)
= 0 ,
and this implies the linear dependence of the two equations in the system (3.10). Consequently
verifying the system of two relations in (3.10) one needs to check only the first one which can be
done easily taking into account the explicit expression (3.3) for W(a). Similarly the second system
(3.11) of operator relations can be proven. In fact verifying Baxter equation we shall need (3.11)
only.
The needed recurrence relation for S2 (3.4) are
qz2∂2 S2(a) q−z2∂2 = z−11
(
1− z2
z1
q−a
)−1
S2(a+ 1) , (3.12)
qz2∂2 S2(a) q−z2∂2 = (z1 − z2q
a) S2(a− 1) , (3.13)
q−z2∂2 S2(a) qz2∂2 = (z1 − z2q
−a) S2(a− 1) . (3.14)
The latter simple relations could be considered not worth to be displayed here. However they have
direct analogs in the elliptic case which are much more involved as we shall see in Subsection 4.2.
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3.3 Trigonometric Baxter equation
Now we are ready to proceed to the Baxter equation for Q2 (2.22). It is constructed from several
copies of local operator R2 which respects the relation (2.15) interchanging parameters u2 ↔ v2 in
the product of two L-operators. Further it will be convenient for us to exploit its second factorized
representation in (2.17).
We derive the Baxter equation from the appropriate local relation for building blocks of the
transfer matrix t(u) (2.19) and of Q2 (2.22). More exactly we find expressions for the diagonal
elements of the matrix (cf. (2.26))(
1 0
−z1 1
)
R212(u1, u2|v2) L1(u1, u2)
(
1 0
z2 1
)
(3.15)
in the limit v2 = 0. As we shall see shortly in the examined limit the matrix element below diagonal
turns to zero. Starting from (2.15), substituting the factorized form of the L-operator (3.1) and
taking into account the commutativity of R2 with z2 one obtains
R2(u1, u2|v2) L1(u1, u2)
(
1 1
z2q
−v2 z2q
v2
)
= L1(u1, v2)
(
1 1
z2q
−u2 z2q
u2
)
×
·
(
qz2∂2 R2(u1, u2|v2) q
−z2∂2 0
0 q−z2∂2 R2(u1, u2|v2) q
z2∂2
) (3.16)
or in the other form
R2(u1, u2|v2) L1(u1, u2) = L1(u1, v2)
(
1 1
z2q
−u2 z2q
u2
)
×
·
(
qz2∂2 R2(u1, u2|v2) q
−z2∂2 0
0 q−z2∂2 R2(u1, u2|v2) q
z2∂2
)(
z2q
v2 −1
−z2q
−v2 1
)
1
z2(qv2−q−v2 )
.
(3.17)
These are the two main relations in the present calculation.
We start with the matrix element below diagonal in (3.15). Taking into account (3.1) and
(
−z1, 1
)
L1(u1, 0) ∼
(
−z1, 1
)( 1 1
z1 z1
)
=
(
0, 0
)
we conclude that it is equal to zero due to (3.16).
Then consider the first diagonal matrix element in (3.15)
(
1, 0
)
R2(u1, u2|0) L1(u1, u2)
(
1
z2
)
.
We are going to show that it is proportional to the operator R2 with shifted arguments. From (3.16)
one gets
R2(u) L1(u1, u2)
(
1
z2
)
= L1(u1, 0)
(
1 1
z2q
−u2 z2q
u2
)(
qz2∂2 R2(u) q−z2∂2
0
)
,
where we use the shorthand notation R2(u) = R2(u1, u2|0). Further we note that due to the previous
formula, the second factorization formula (2.17) for R2(u)
qz2∂2 R2(u) q−z2∂2 = S3(u1) q
z2∂2 S2(u2) q
−z2∂2 S3(u2 − u1) , (3.18)
and the intertwining relation (2.10) the wanted matrix element takes the form
S3(u1) ·
(
1, 0
)
L1(0, u1)
(
1
z2q
−u2
)
· qz2∂2 S2(u2) q
−z2∂2 S3(u2 − u1) .
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Taking into account (3.1) we notice that the underlined matrix composition in the latter formula
takes the form (
1, 1
)(qz1∂z1+1 0
0 q−z1∂z1−1
)(
1
−1
)
·
(
1− z2
z1
q−u2
)
and due to the recurrence formula (3.12) for the argument shift in S2 we obtain that the matrix
element is equal to
S3(u1)
1
z1
(
qz1∂z1 − q−z1∂z1
)
S2(u2 + 1) S
3(u2 − u1) .
In the final step we use the recurrence formula for the operator S3 (3.8) to shift its argument and
obtain the first diagonal matrix element
−q−
1
2 S3(u1 + 1) S
2(u2 + 1) S
3(u2 − u1) .
Consider the second diagonal matrix element in (3.15):
(
−z1, 1
)
R2(u1, u2|0) L1(u1, u2)
(
0
1
)
.
Due to (3.17) it is equal to
1
z2(qv2 − q−v2)
(
−z1, 1
)
L1(u1, v2)
(
1 1
z2q
−u2 z2q
u2
)(
−qz2∂2 R2(u1, u2|v2) q
−z2∂2
q−z2∂2 R2(u1, u2|v2) q
z2∂2
)
, (3.19)
where we need to take v2 → 0 carefully. In this limit we have
1
z2(qv2 − q−v2)
(
−z1, 1
)( 1 1
z1q
−v2 z1q
v2
)
→
1
2
z1
z2
(
−1, 1
)
and consequently taking into account the factorization of the L-operator (3.1), performing the
argument shift in S2 by means of (3.13), (3.14)(
1 1
z2q
−u2 z2q
u2
)(
−qz2∂z2S2(u2)q
−z2∂z2
q−z2∂z2S2(u2)q
z2∂z2
)
= z2(q
u2 − q−u2)
(
1
z1
)
S2(u2 − 1)
we see that in the limit v2 → 0 (3.19) takes the form
1
2
z1
z2
(
−1, 1
)(qz1∂z1+1 0
0 q−z1∂z1−1
)(
qu1 −z−11
−q−u1 z−11
)
S3(u1)
(
1
z1
)
z2(q
u2−q−u2) S2(u2−1) S
3(u2−u1).
In the previous formula the underlined expression can be transformed using the matrix recurrent
relation (3.11) and finally we find that the wanted matrix element is equal to
−q
1
2 (qu1 − q−u1)(qu2 − q−u2) S3(u1 − 1) S
2(u2 − 1) S
3(u2 − u1) .
Now the calculation of the second diagonal matrix element can be completed in a similar way using
the other recurrent formula (3.10) instead of (3.11).
The result of the computation is the following matrix (3.15) (cf. (2.26))
(
1 0
−z1 1
)
R2(u)L1(u1, u2)
(
1 0
z2 1
)
=
(
−q−
1
2 R2(u+ 1) · · ·
0 −q
1
2 (qu1 − q−u1)(qu2 − q−u2)R2(u− 1)
)
.
As it has been explained in Section 2 we readily obtain the Baxter equation (cf. (2.27))
t(u)Qi(u) = (−)
Nq−
N
2 Qi(u+ 1) + (−)
Nq
N
2 ∆N (u1, u2)Qi(u− 1) , i = 1, 2 (3.20)
where ∆(u1, u2) = (q
u1 − q−u1)(qu2 − q−u2) is symmetric. The Baxter equation for Q1 follows from
the fact that both Q-operators are connected by similarity transformation (2.31).
11
3.4 Explicit action of the trigonometric Q-operator
Here we are going to establish an explicit formula for the operator Q2 (2.22) by computing its action
on the generating function of the symmetry algebra representation in the quantum space of the spin
chain states. It turns out that due to (2.33) it is sufficient to know the action by R2 on the generating
function of the representation in one site of the spin chain. The latter observation simplifies the task
considerably reducing the global problem to a local one. Moreover the local problem can be solved
up to a constant without any reference to an explicit expression for the operator R2 (like (2.17))
but using only the its defining relation (2.15). We need the explicit expression for R2 only in the
last step for fixing a constant multiplier. Let us remind that in (2.15) the involved L-operators act
in two different quantum spaces. Taking into account (2.4) we see that L1 · L2 defines a co-product
like structure on the quantum algebra Uq(sℓ2). Further in (2.15) we shift the four parameters
ui → ui + λ, vi → vi + λ (i = 1, 2) which does not change the operator R
2, extract the matrix
element below diagonal, consider the asymptotics λ→ +∞ and obtain the following relation
R2(u1, u2|v2)
[
S+1 (u1 − u2 + 1)K2(−v1 − 1) +K
−1
1 (u2)S
+
2 (v1 − v2 + 1)
]
=[
S+1 (u1 − v2 + 1)K2(−v1 − 1) +K
−1
1 (v2)S
+
2 (v1 − u2 + 1)
]
R2(u1, u2|v2)
(3.21)
where we use the shorthand notations S+(a) = z[z∂z + a] ; K(a) = q
z∂z−a. In (3.21) the following
co-product like expression appears depending on some spectral parameters
(∆S+)(a, b, c, d) = S+1 (a)K2(−b) +K
−1
1 (c)S
+
2 (d) .
Then from (3.21) it follows that
R2(u1, u2|v2)F (λ(∆S
+)(u1 − u2 + 1, v1 + 1, u2, v1 − v2 + 1)) · 1 =
= F (λ(∆S+)(u1 − v2 + 1, v1 + 1, v2, v1 − u2 + 1)) R
2(u1, u2|v2) · 1
(3.22)
where F is any function. Further we choose it to be the q-series
F(x) =
∑
k≥0
q
n(n+1)
2
(q2; q2)n
(q−1 − q)nxn . (3.23)
In order to calculate F (λ(∆S+)) · 1 we need the following formula
(
(∆S+)(a, b, c, d)
)n
· 1 =
n∑
k=0
(q2a; q2)k(q
2d; q2)n−k(q
2; q2)n
(q−1 − q)n(q2; q2)k(q2; q2)n−k
q(b−a)k+(c−d)(n−k)−
n(n−1)
2 zk1z
n−k
2
which can be established easily by induction. Then by means of the q-binomial formula (A.2) one
obtains straightforwardly1
F
(
λ(∆S+)(a, b, c, d)
)
· 1 =
(q1+a+bλz1, q
1+c+dλz2; q
2)
(q1−a+bλz1, q1+c−dλz2; q2)
.
Thus we see that F (λ(∆S+)) · 1 is a product of two factors, the first being a function of z1 and
the second being a function of z2. This happens due to the special choice of the function F (3.23).
This factorization is crucial for our purpose, because by the commutativity of R2 with z2 the result
(3.22) can be rewritten as
R212(u)
(q−2ℓλz1; q
2)
(q+2ℓλz1; q2)
= c ·
(q+u−ℓλz1, q
−u−ℓλz2; q
2)
(q−u+ℓλz1, q+u+ℓλz2; q2)
, (3.24)
1Here and below we adopt the notation (a, b, c, · · · ; q2) = (a; q2)(b; q2)(c; q2) · · · .
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where we choose v1 = −2, v2 = 0 and calculate the constant c = R
2(u) · 1 using one of the possible
forms of R2 (B.5)
c = R2(u) · 1 = q−u1u2+
u22
2
(q2+2u1−2u2 ; q2)
(q2+2u1 ; q2)
.
With this form of the action of R2 we proceed to the action of Q2. At this point it is convenient to
renormalize the operator Q2: Q2(u)→ c
−N ·Q(u), such that the Baxter equation takes the form
t(u)Q(u) = ∆+(u)Q(u+ 1) + ∆−(u)Q(u − 1) ,
where ∆±(u) = (q
u∓ℓ − q−u±ℓ)N . Now we see that due to (2.33) the Baxter operator Q(u) acts on
the generating function of spin chain states as follows
Q(u) ·
N∏
i=1
(q−2ℓ λi zi; q
2)
(q+2ℓ λi zi; q2)
=
N∏
i=1
(q−u−ℓ λi zi, q
+u−ℓ λi+1 zi; q
2)
(q+u+ℓ λi zi, q−u+ℓ λi+1 zi; q2)
, (3.25)
where as usual we assume cyclicity, N + 1 ≡ 1.
In Appendix E we propose an alternative proof of (3.24) which uses only the Coxeter relation
(2.12) and is very similar to the derivation of the analogous formula in the elliptic case in Subsection
4.5.
Thus for a spin chain with q-deformed symmetry algebra we have constructed a pair of Baxter
Q-operators, proved the corresponding Baxter equation and found an explicit formula for one of
them. Such operators respects commutativity (2.23) and factorization (2.24) property as it has been
explained in Section 2 on the basis of general arguments.
4 Elliptic deformation case
4.1 Elliptic L-operator and parameter permutation operators
Now we proceed to the most intricate example of deformation applying the general arguments of
Section 2. The elliptically deformed sℓ2 symmetry algebra has been introduced in [28, 29] and is
called Sklyanin algebra. Its defining relations are equivalent to (2.4) where the numerical R-matrix
is due to Baxter and appeared first in his solution of the eight-vertex model [1].
Further we are interested in infinite-dimensional representations of the algebra in the space
of meromorphic even functions of one complex variable [29]. It is realized by second order finite
difference operators which are constructed out of Jacobi theta functions (see Appendix A), depend
on two deformation parameters η, τ and on spin ℓ being an arbitrary complex number. Choosing
this operator representation of the algebra generators one can obtain the factorized form for the
L-operator [27,40,41]
L(u1, u2) =
1
θ1(2z)
M(z ∓ u2)
(
eη∂z 0
0 e−η∂z
)
N(z ∓ u1) (4.1)
where we denote matrices involving theta functions as follows
M(a∓ b) =
(
(a− b)3 −(a+ b)3
−(a− b)4 (a+ b)4
)
, N(a∓ b) =
(
(a+ b)4 (a+ b)3
(a− b)4 (a− b)3
)
, (4.2)
and specify the relation between two sets of spectral parameters (u1, u2) and (u, ℓ) according to
(2.6) as
u1 =
u
2
− ηℓ− η , u2 =
u
2
+ ηℓ . (4.3)
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All notations and properties of theta functions relevant for us are collected in Appendix A. Let us
note that by (A.6) the matrices M and N (4.2) are inverse to each other
M(a∓ b)N(a∓ b) = 2 θ1(2a) θ1(2b) · 1l . (4.4)
This L-operator (4.1) has been used in [27] to construct the elementary permutation operators
Si(a) (i = 1, 2, 3) and corresponding general R-operator respecting (2.7). However it has been
demonstrated in [30] that it is more convenient to work with a slightly modified version of (4.1).
Due to invariance of Baxter’s R-matrix: σ3 ⊗ σ3R(u) = R(u)σ3 ⊗ σ3 , we conclude that the L-
operator multiplied by Pauli matrix σ3 on the left σ3 L(u) solves (2.4) as well and, consequently,
can be substituted as L-operator. This transformation, L(u) → σ3 L(u), corresponds to a certain
automorphism of the Sklyanin algebra. Further we solve the RLL-relation (2.7) in the form
R12(u1, u2|v1, v2)σ3 L1(u1, u2)σ3 L2(v1, v2) = σ3 L1(v1, v2)σ3 L2(u1, u2) R12(u1, u2|v1, v2)
where the L-operator is given in (4.1). The same substitution L(u) → σ3 L(u) should be done also
in the other formulae in Section 2: (2.8), (2.9), (2.10), (2.14), (2.15).
Now we are ready to present the operators of elementary permutations S1, S2 and S3. Their
construction and consequently the integrability structure of the spin chain is based on the elliptic
gamma function Γ(z|τ, 2η). Further we use for it the shorthand notation Γ(z). Its definition and
properties relevant for us a collected in Appendix A.
• The operator S2 acts nontrivially in the both quantum spaces and is defined by the operator
relation (2.9) where L(u) → σ3 L(u) (4.1). One of the possible solutions of the this relation
which is suitable for our purposes has the form2 [30]
S2(a) = Γ(∓z1 ∓ z2 + a+ η +
τ
2 ) . (4.5)
A similar expression appeared in [27] with some additional exponentials and without the shift
by τ2 . Exactly the same expression was used in [38] for the formulation of the star-triangle
relation.
• The infinite-dimensional representations of the Sklyanin algebra parameterized by ℓ and −ℓ−1
are equivalent since the Casimir operators take coinciding numerical values for both represen-
tations. The corresponding intertwining operator W(η(2ℓ + 1)) (2.13) can be realized as an
integral operator [30] on the space of even functions
W(a)Φ(z) =
∫ 1
0
dxµ(x)
e
−πi
η
(z2+x2)
Γ(−2a)
Γ(∓z ∓ x− a)Φ(x) ; µ(x) =
C e
2πi
η
x2
Γ(∓2x)
, (4.6)
where µ(x) is the integration measure and the constant is C = 12 (e
4πiη ; e4πiη) (e2πiτ ; e2πiτ ).
It is remarkable that a similar operator was used in [33] for the construction of the integral
Bailey transformation. The formula which is equivalent to the binary relation of permutation
group W(a)W(−a) = 1l was proved in [34] in the context of integral Bailey transformation.
Unlike the q-deformed case the exponential property is missing. The operators S1(a) and
S3(a) (2.8), (2.10) are two copies of the intertwining operator W(a) which act nontrivially in
the second and the first quantum spaces, respectively (2.28).
Finally, the indicated operators S1,S2,S3 respect Coxeter relations (2.11), (2.12) [30] that is the
direct consequence of the elliptic beta integral evaluation formula by V. Spiridonov [31].
2Here and below we adopt the notation Γ(∓a∓ b) = Γ(a+ b)Γ(−a+ b)Γ(a− b)Γ(−a− b).
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For comparison to [27] we remark that the elementary permutation operators has been con-
structed there using the L-operator (4.1). The resulting operator S2 is not symmetric under z1 ↔ z2
contrary to (4.5). Further, the intertwining operator W of Sklyanin algebra representations has been
taken in the form of the operator series constructed by A. Zabrodin. Despite of the fact that the
existence of this series in the infinite-dimensional representation case is elusive the Coxeter relations
has been proven by means of formal manipulations on the operator series using the Frenkel-Turaev
summation formula [49].
4.2 Elliptic recurrence relations
Now we proceed to recurrence relations which connect Si(a) and Si(a± η) (i = 1, 2, 3). As we shall
see their form is very similar to the undeformed and the trigonometric case (3.2).
We start with recurrence relations for the intertwining operator W(a) (4.6)
R(τ) e−πiη(z)iW(a+ η) = W(a)
1
θ1(2z)
[
(z − a)i e
η∂z − (z + a)i e
−η∂z
]
, (4.7)
R(τ) e−πiη W(a+ η) (z)i =
1
θ1(2z)
[
(z + a+ η)i e
η∂z − (z − a− η)i e
−η∂z
]
W(a) , (4.8)
where i = 3, 4 and R(τ) is a constant (see Appendix A). The second formula is a consequence of
the first one due to W(a)W(−a) = 1l.
(4.7), (4.8) can be rewritten in matrix form
R(τ) e−πiη
(
(z)3
−(z)4
)
W(a+ η) = W(a)
1
θ1(2z)
M(z ∓ a)
(
eη∂z
e−η∂z
)
, (4.9)
R(τ) e−πiη W(a+ η)
(
(z)4, (z)3
)
=
1
θ1(2z)
(
eη∂z , −e−η∂z
)
N(z ∓ a)W(a) . (4.10)
Given the recurrence relations (4.9) and (4.10) it is easy to deduce that W(a) is an intertwining
operator, i.e. that it respects: W(a) L(0, a) = L(a, 0)W(a). Indeed due to (4.9) and (4.6) the left
hand side takes the form
W(a)L(0, a) = W(a)
1
θ1(2z)
M(z±a)
(
eη∂z
e−η∂z
)
⊗
(
(z)4, (z)3
)
= c
(
(z)3
−(z)4
)
W(a+η)⊗
(
(z)4, (z)3
)
,
where c = R(τ) e−πiη , and due to (4.10) and (4.6) the right hand side takes the same form
L(a, 0)W(a) =
(
(z)3
−(z)4
)
⊗
1
θ1(2z)
(
eη∂z , −e−η∂z
)
N(z±a)W(a) = c
(
(z)3
−(z)4
)
⊗W(a+η)
(
(z)4, (z)3
)
.
The other two identities for W(a) (4.6) of interest in the following are:
− 2R(τ)−1 eπiη θ1(2a)W(a − η)
(
1
1
)
=
(
eη∂z 0
0 e−η∂z
)
N(z ∓ a)W(a)
(
(z)3
−(z)4
)
, (4.11)
− 2R(τ)−1 eπiη
θ1(2a)
θ1(2z)
W(a− η)
(
1
−1
)T
=
(
(z)4, (z)3
)
W(a)
1
θ1(2z)
M(z ∓ a)
(
eη∂z 0
0 e−η∂z
)
.
(4.12)
To see that the right hand side of (4.12) is proportional to the row
(
1, −1
)
it is sufficient to multiply
W(a) L(0, a) = L(a, 0)W(a) by the row
(
(z)4, (z)3
)
from the left to obtain
(
(z)4, (z)3
)
W(a) L(0, a) =(
0 0
)
and to substitute (4.1) with the result
(
(z)4, (z)3
)
W(a)
1
θ1(2z)
M(z ∓ a)
(
eη∂z 0
0 e−η∂z
)(
1
1
)
= 0 .
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Consequently verifying the system of two relations in (3.10) (or in (3.11)) one needs to check only
the first one. In the following Subsection proving Baxter equation we will use only (4.11).
We also need a series of relations for S2 (4.5)
eη∂z2 S2(a) e−η∂z2 = −R−2(τ) e−
πiτ
2 θ−14 (∓z1 − z2 + a) S
2(a+ η) , (4.13)
eη∂z2 S2(a) e−η∂z2 = −R2(τ) e
πiτ
2 θ4(∓z1 + z2 + a) S
2(a− η) , (4.14)
e−η∂z2 S2(a) eη∂z2 = −R2(τ) e
πiτ
2 θ4(∓z1 − z2 + a) S
2(a− η) . (4.15)
All these recurrence relations can be easily proven taking into account the explicit expression
for intertwining operator W (4.6). For example we will prove here relation (4.8). Let us consider[
(z + b)ie
η∂z − (z − b)ie
−η∂z
]
W(b− η)Φ(z) , (4.16)
where we apply the finite difference operator to the kernel of the integral operator W(b − η) (4.6)
and perform argument shifts in the elliptic gamma functions by means of (A.9) obtaining
R(τ)e−πiη
θ1(−2b)
∫ 1
0
dxµ(x)
e
−πi
η
(z2+x2)
Γ(−2b)
[(z + b)iθ1(z ∓ x− b)− (z − b)iθ1(−z ∓ x− b)] Γ(∓z∓x−b)Φ(x) .
Further simplifying the combination of theta functions in the latter formula using (A.7)
(z + b)i θ1(z ∓ x− b)− (z − b)i θ1(−z ∓ x− b) = (x)i θ1(2z) θ1(−2b)
we see that (4.16) is equal to R(τ) e−πiη θ1(2z)W(b) (z)3 Φ(z) in accordance with (4.8).
In a similar way using the formula for the argument shift in the elliptic gamma function (A.9)
and the formulae (A.6) (or (A.7)) relating theta functions with quasi periods τ and τ2 it is not
difficult to check the other recurrence relations. Let us emphasize that we do not need Riemann
identities for theta functions for verifying the recurrence relations. Therefore we do not need them
in proving that W (2.13) is indeed the intertwining operator.
4.3 Factorization of the intertwining operator
Now we digress from the main line of our construction aiming at Baxter Q-operators for generic
values of 2ℓ and show an interesting application of the above recurrence relations if 2ℓ+1 = n ∈ N.
Since W(0) = 1l using (4.7), (4.8) we factorize the intertwining operator W(ηn) (2.13) in the case
of representations with parameters ℓ = n−12 and −ℓ− 1 = −
n+1
2 at n = 1, 2, · · · into a product of n
simpler finite-difference operators,
W(ηn) = c
n
(z)ni
·
∏n−1
k=0
1
θ1(2z)
[
(z − ηk)i e
η∂z − (z + ηk)i e
−η∂z
]
=
= cn ·
∏n−1
k=0
1
θ1(2z)
[
(z + ηn− ηk)i e
η∂z − (z − ηn+ ηk)i e
−η∂z
]
· 1(z)ni
; i = 3, 4
(4.17)
where c = R−1(τ) eπiη . For illustration we write this explicitly for n = 1, 2 corresponding to spin
ℓ = 0 and ℓ = 12 respectively.
W(η) = c ·
1
θ1(2z)
[
eη∂z − e−η∂z
]
,
W(2η) =
c2
(z)i
·
1
θ1(2z)
[
eη∂z − e−η∂z
]
·
1
θ1(2z)
[
(z − η)i e
η∂z − (z + η)i e
−η∂z
]
.
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Expanding the latter formula we obtain a sum of four finite difference operators which can be
simplified further by means of (A.7)
W(2η) =
c2
θ1(2z − 2η)θ1(2z)θ1(2z + 2η)
·
[
θ1(2z − 2η)e
2η∂z −
θ1(4η)
θ1(2η)
θ1(2z) + θ1(2z + 2η)e
−2η∂z
]
.
Similarly using (A.7) it is rather straightforward to rewrite (4.17) in the form of a sum
W(ηn) = cn·
n∑
k=0
(−)k
[
n
k
]
θ1(2z + 2ηn − 4ηk)∏n
j=0 θ1(2z − 2ηk + 2ηj)
e(n−2k)η∂z ;
[
n
k
]
=
∏n
j=1 θ1(2ηj)∏k
j=1 θ1(2ηj) ·
∏n−k
j=1 θ1(2ηj)
.
The latter expression for the intertwining operator at (half)-integer spin appeared first in [39] and
has been derived directly from the integral operator representation in [30].
Let us note that this factorized representation (4.17) for W(ηn) is a rather special form since
all factors contain the third or the fourth Jacobi theta function simultaneously, and that a set of
similar ones follows from the recurrence relations (4.7), (4.8). Their linear combinations can be
arranged in compact fomulae taking into account (A.6)
n−1∏
k=0
θ1(z ∓ ak) ·W(ηn) = c
n ·
n−1∏
k=0
1
θ1(2z)
[
θ1(z − ηk ∓ ak) e
η∂z − θ1(z + ηk ∓ ak) e
−η∂z
]
,
W(ηn) ·
n−1∏
k=0
θ1(z ∓ ak) = c
n ·
n−1∏
k=0
1
θ1(2z)
[
θ1(z + ηn− ηk ∓ ak) e
η∂z − θ1(z − ηn+ ηk ∓ ak) e
−η∂z
]
where a0, · · · , an−1 denote arbitrary parameters.
The irreducible representation of the Sklyanin algebra at (half)-integer spin ℓ = n−12 is n-
dimensional and it can be realised in the space Θ+2n−2 of even theta functions of order 2n−2. By the
factorized representation of W(ηn) we see that its action annihilates this irreducible representation
space. Let us demonstrate this fact by means of the recurrence relations. The set of n functions
(z)k3 (z)
n−1−k
4 ; k = 0, 1, · · · , n− 1
form a basis in the space Θ+2n−2. Then applying n− 1 times (4.8) and taking into account that
W(η) · 1 =
c
θ1(2z)
[
eη∂z − e−η∂z
]
· 1 = 0
we obtain that W(ηn) · (z)k3 (z)
n−1−k
4 = 0 .
4.4 Elliptic Baxter equation
Now we have at our disposal all necessary identities to prove the Baxter equation. The calculation
in this Subsection repeats step by step the one of the Subsection 3.3 devoted to the q-deformed case.
Our aim is to obtain the corresponding local relation underlying Baxter equation. We compute the
matrix elements of (cf. (2.26))(
1 0
(z1)4 −(z1)3
)
R2(u)σ3 L(u1, u2)
(
(z2)3 0
(z2)4 −1
)
(4.18)
starting from the defining relation for R2 (2.15) where as before R2(u) = R2(u1, u2|0). Let us
remind that in all formulae we multiply the L-operator (4.1) by the Pauli matrix σ3 on the left:
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L(u) → σ3 L(u). We start from (2.15) for elliptic deformation case, use the factorized form of the
L-operator (4.1) and take into account the commutativity of R2 with z2 to obtain
R2(u1, u2|v2)σ3L1(u1, u2)σ3M(z2∓v2) = σ3L1(u1, v2)σ3M(z2∓u2)
(
eη∂z2R2e−η∂z2 0
0 e−η∂z2R2eη∂z2
)
(4.19)
or in the other form due to (4.4)
R2(u1, u2|v2)σ3 L1(u1, u2)σ3 = σ3 L1(u1, v2)σ3M(z2 ∓ u2)×
·
(
eη∂z2R2(u1, u2|v2)e
−η∂z2 0
0 e−η∂z2R2(u1, u2|v2)e
η∂z2
)
N(z2 ∓ v2)
1
2θ1(2z2) θ1(2v2)
.
(4.20)
These are the two main relations in the following calculation.
We start with the matrix element below diagonal of (4.18). Taking into account (4.1),(
(z1)4, −(z1)3
)
L(u1, 0) ∼
(
(z1)4, −(z1)3
)
M(z1) =
(
0, 0
)
,
and (4.19) at v2 = 0 we conclude that it is equal to zero in agreement with general statement (2.26).
Further let us consider the first diagonal element in (4.18):
(
1, 0
)
R2(u)σ3L(u1, u2)
(
(z2)3
(z2)4
)
.
From (4.19) at v2 = 0 we see that it is equal to
(
1, 0
)
L1(u1, 0)σ3M(z2 ∓ u2)
(
1
0
)
eη∂z2 R2(u) e−η∂z2 .
Then we take into account that (2.17) eη∂z2 R2(u) e−η∂z2 = S3(u1) e
η∂z2 S2(u2) e
−η∂z2 S3(u2−u1) and
move S3(u1) to the left by means of intertwining relation (2.10) S
3(u1) L(0, u1) = L(u1, 0) S
3(u1)
and obtain
S3(u1)
(
1, 0
) 1
θ1(2z1)
M(z1∓u1)
(
eη∂z1 0
0 e−η∂z1
)
N(z1)σ3
(
(z2 − u2)3
(z2 − u2)4
)
eη∂z2S2(u2)e
−η∂z2S3(u2−u1).
The underlined matrix in the previous formula is equal to 2 θ4(z1+ z2− u2) θ4(z1− z2+ u2)
(
1
1
)
in
view of (4.2) and (A.6). Thus using the recurrence relation (4.13) we find that the wanted matrix
element is equal to
−2R−2(τ) e−
πiτ
2 S3(u1)
1
θ1(2z1)
[
(z1 − u1)3 e
η∂z1 − (z1 + u1)3 e
−η∂z1
]
S2(u2 + η) S
3(u2 − u1) .
Finally using the recurrence relation (4.11) for the intertwining operator S3 in the underlined factor
we have (2.17)
−2R−2(τ) e−πiη−
πiτ
2 (z1)3R
2
12(u+ 2η) .
Consider the second diagonal matrix element in (4.18):
(
(z1)4, −(z1)3
)
R2(u)σ3L(u1, u2)
(
0
−1
)
.
Due to (4.20) it is equal to (
(z1)4, (z1)3
)
L1(u1, v2)σ3M(z2 ∓ u2)×
·
(
eη∂z2 R2(u) e−η∂z2 0
0 e−η∂z2 R2(u) eη∂z2
)(
(z2 + v2)3
(z2 − v2)3
)
1
2 θ1(2z2) θ1(2v2)
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where we have to take carefully the limit v2 = 0. To do this we notice that (4.2) , (A.6)
1
θ1(2v2)
(
(z1)4, (z1)3
)
M(z1 ∓ v2) =
2
θ1(2v2)
(
θ1(2z1 − v2) θ1(v2)
θ1(2z1 + v2) θ1(v2)
)
→ θ1(2z1)
(
1
1
)
at v2 → 0 .
Thus the wanted matrix element takes the form (4.1)
1
2
(
1
1
)(
eη∂z1 0
0 e−η∂z1
)
N(z1 ∓ u1) S
3(u1)σ3M(z2 ∓ u2)
(
eη∂z2S2(u2) e
−η∂z2
eη∂z2S2(u2) e
−η∂z2
)
(z2)3
θ1(2z2)
S3(u2 − u1) .
Further we take into account the recurrence relations (4.14), (4.15) and (4.2), (A.6) and find that
the underlined matrix can be written as follows
−R2(τ) e
πiτ
2 S2(u2 − η)
1
2
N(z2 ∓ u2)
(
(z1)3
(z1)4
)
.
Since the matrices M and N are inverse to each other (4.4): M(z2∓u2)N(z2∓u2) = 2 θ1(2u2)θ1(2z2)1l,
the wanted matrix element takes the form
−
1
2
R2(τ) e
πiτ
2 θ1(2u2)(z2)3
(
1
1
)(
eη∂z1 0
0 e−η∂z1
)
N(z1 ∓ u1) S
3(u1)
(
(z1)3
−(z1)4
)
S2(u2 − η) S
3(u2 − u1).
Using the recurrence relation (4.11) we finally obtain the wanted matrix element
−2R−1(τ) e
πiτ
2
+πiη θ1(2u1) θ1(2u2) (z2)3R
2(u− 2η) ,
that completes the calculation of (4.18).
Inserting the permutation operator P12 and implementing the similarity transformation in (4.18)
we obtain that (cf. (2.26))
Z2R
2
12(u)σ3 L1(u1, u2) Z
−1
2 =
(
2κ−1R212(u+ 2η) · · ·
0 2κ θ1(2u1) θ1(2u2)R
2
12(u− 2η)
)
(4.21)
where as usual R212 = P12R
2
12 , the constant is κ = −R(τ) e
πiη+πiτ
2 and Z2 stands for Z2 =(
(z2)
−1
3 0
(z2)4 −(z2)3
)
. According to the final step explained in Section 2 we obtain immediately the
Baxter equation (cf. (2.27))
t(u)Q2(u) = 2
Nκ−N Q2(u+ 2η) + 2
NκN ∆N (u1, u2)Q2(u− 2η) (4.22)
where we used the notation ∆(u1, u2) = θ1(2u1) θ1(2u2) for a symmetric function. Here the transfer
matrix t(u) (2.19) is constructed out of σ3 L(u) according to our adopted convention.
4.5 Explicit action of the elliptic Q-operator
In the q-deformation case we have found in Subsection 3.4 that the operator R212 acts in a simple
way on a certain function of the variable z1 and of the auxiliary parameter λ (3.24). In Appendix E
we also show that this formula can be obtained at least formally using the Coxeter relation (2.12)
only. Now we are going to deduce the analogous result in the elliptic case. Using the formulation
with the intertwining operator W being an integral operator (4.6) we have a solid base to deduce
an elliptic analog of the formula (3.24) from Coxeter relation because the latter is equivalent to the
elliptic beta integral evaluation formula.
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Thus we start from the Coxeter relation (2.12) S2(u2−u1) S
3(u2) S
2(u1) S
3(u1−u2) = S
3(u1) S
2(u2)
and apply both sides to δ(z1−z3). Using the integral operator for S
1,S3 (4.6) we assume the position
variables taking real values.
Since (4.5), (4.6)
S3(a) · δ(z1 − z3) =
C e−
πi
η
z21+
πi
η
z23
Γ(−2a)Γ(∓2z3)
Γ(∓z1 ∓ z3 − a) ; S
2(a) δ(z1 − z3) = S
2(a)
∣∣
z1→z3
δ(z1 − z3)
and R2(u) = S2(u2 − u1) S
3(u2) S
2(u1) (2.17) we obtain immediately the wanted local formula
R212(u) · e
−πi
η
z21Γ(∓z1 ∓ z3 + 2ηℓ+ η) =
= c · e
−πi
η
z21 Γ(∓z1 ∓ z3 −
u
2 + ηℓ+ η) Γ(∓z2 ∓ z3 +
u
2 + ηℓ+ η +
τ
2 )
(4.23)
where we take into account definition of spectral parameters (4.3) and denote c = Γ(4ηℓ+2η)Γ(−u+2ηℓ+2η) .
We proceed to the action of Q2. For convenience we renormalize Q2: Q2(u)→ c
−N ·Q(u), such
that the Baxter equation takes the form
t(u)Q(u) = ∆+(u)Q(u + 2η) + ∆−(u)Q(u− 2η)
where ∆±(u) = 2
Ne−πiηN e∓N(πiu−2πiηℓ+
πiτ
2
)θN1 (u∓ 2ηℓ). Now we see that due to (2.33) the Baxter
operator Q(u) acts on the generating function depending on arbitrary λ1, · · · , λN as follows
Q(u) ·
N∏
i=1
e
−πi
η
z2i Γ(∓zi ∓ λi + 2ηℓ+ η) =
=
N∏
i=1
e
−πi
η
z2i Γ(∓zi ∓ λi +
u
2
+ ηℓ+ η +
τ
2
) Γ(∓zi ∓ λi+1 −
u
2
+ ηℓ+ η) .
A function similar to Γ(∓z∓ λ+2ηℓ+ η) was used in [36] as a generating function for the infinite-
dimensional module of the Sklyanin algebra.
5 Summary
In our approach the case of spin chains where the one-site states form irreducible infinite-dimensional
representations is the basic one for the construction. This generic case with ℓ 6= n2 , n = 0, 1, 2, · · · is
addressed here where the sℓ2 symmetry is deformed in trigonometric or elliptical way. In the preced-
ing paper concerning the undeformed symmetry also the case of finite dimensional representations
at the chain sites has been treated by investigating the limits where 2ℓ approaches nonnegative
integer. The presented here discussion of the deformed cases does not cover this finite-dimensional
representation case. The expressions for R1,R2 in terms of q-Gamma functions obtained in the
trigonometric case (Appendix B) allow to study the integer limit in analogy to the undeformed
case. Missing the analogous form for R1,R2 in the elliptic case we face an obstacle to proceed here
by analogy. Nevertheless in Subsection 4.3 we have given a detailed discussion of the intertwining
operator of the Sklyanin algebra representations at integer and half-integer spin. In the trigono-
metric case we have realized the representations on the space of polynomials and the corresponding
Yang-Baxter operators have been represented as functions of Weyl pairs. In the elliptic we have
formulated operators as integral ones.
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The idea of looking for such building blocks and relations in the undeformed case which have
immediate counterparts in the deformed cases provides the guideline through the increasing com-
plexity. The factors of the general Yang-Baxter operator related to the elementary transpositions
of representation parameters turn out to be the appropriate building blocks for this purpose.
In this way we have extended the parallel treatment of quantum spin chains with symmetry
bases on the algebra sℓ2 without deformation, with trigonometric and elliptic deformations beyond
the local (one-site) operators considered earlier to the global chain operators. Besides of the well-
known transfer matrix further generating functions of conserved charges have been considered, in
particular the general transfer matrix Ts(u) and two Baxter operators, Q1,Q2. The scheme of their
construction and the proof of the Baxter equation, which was applied in the preceding paper to
the undeformed case, has been shown here to work in the deformed cases as well. The construction
results in explicit expressions, in particular the explicit form of the action of Q2 on a generating
function of spin chain states has been provided for all cases.
Note that in the elliptic case the Q-operator was constructed by A. Zabrodin in [40] using a
different method. It will be very interesting to relate both approaches.
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Appendices
A Special functions for trigonometric and elliptic deformations
In this Appendix we collect some useful formulae concerning the special functions which we need
in our calculations. The standard q-products involving a complex number q (|q| < 1) are defined as
(x; q2) =
∞∏
i=0
(1− x q2i) , (x; q2)k =
k−1∏
i=0
(1− x q2i) . (A.1)
The q-binomial formula at |z| < 1
∑
n≥0
(a; q2)n
(q2; q2)n
zn =
(a z; q2)
(z; q2)
(A.2)
produces the expansions
(x; q2) =
∑
k≥0
(−)kqk(k−1)
(q2; q2)k
xk , (x; q2)−1 =
∑
k≥0
xk
(q2; q2)k
. (A.3)
If operators u and v form a Weyl pair: uv = q2 vu then [43–45]
(u; q2) (v; q2) = (u+ v; q2) , (A.4)
(v; q2) (u; q2) = (u; q2) (−vu; q2) (v; q2) . (A.5)
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We use standard definitions of Jacobi theta functions θn(z|τ) (n = 1, · · · , 4) (see e.g. [35, 46])
and the shorthand notations θ1(z) = θ1(z|τ) , θ4(z) = θ4(z|τ) for theta functions with quasi period
τ and the shorthand notations (z)3 = θ3(z|
τ
2 ) , (z)4 = θ4(z|
τ
2 ) for theta functions with quasi period
τ
2 . Recall that the first theta function is odd θ1(z) = −θ1(z) and the other three Jacobi theta
functions are even. All Jacobi theta functions are connected by argument shifts. For example
θ1(z +
τ
2 ) = ie
−πize−
πiτ
4 θ4(z) .
Theta functions with quasi periods τ and τ2 are related by the bilinear relations
2 θ1(x∓ y) = (x)4(y)3 − (y)4(x)3 ,
2 θ4(x∓ y) = (x)4(y)3 + (y)4(x)3 ,
(A.6)
where we adopt the notation θα(x ∓ y) = θα(x + y) θα(x − y). As an immediate consequence of
(A.6) we obtain the formulae
(y)i θ1(x∓ z)− (x)i θ1(y ∓ z) = (z)i θ1(x∓ y) where i = 3, 4 . (A.7)
The elliptic gamma function is defined by the double-infinite product [32,47,48]
Γ(z|τ, 2η) =
∞∏
n,m=0
1− e2πi(τ(n+1)+2η(m+1)−z)
1− e2πi(τn+2ηm+z)
(A.8)
for Im τ > 0 , Im η > 0. In our study we only need its transformation property under the shift of
the argument
Γ(z + 2η) = R(τ) eπiz θ1(z) Γ(z), (A.9)
where R(τ) = −i e−
πiτ
4 (e2πiτ ; e2πiτ )−1.
B The operators R1 and R2 in the trigonometric case
Here we shall establish relations between several explicit expressions for operators R1 and R2 which
respect relations (2.14) and (2.15), respectively. In (2.16) and (2.17) we have cited several expres-
sions for them. Let us consider R2 and take into account (3.3), (3.4)
S2(a) S3(a+ b) S2(b) = c ·
(u3; q
2)
(u1; q2)
(v1; q
2) q−(a+b)z1∂z1 (v2; q
2)−1
(u2; q
2)
(u4; q2)
(B.1)
where c is the constant c = q
a2
2
− b
2
2 and ui and vj form Weyl pairs: ui vj = q
2 vj ui ,
u1 =
z2
z1
q1+a ; u2 =
z2
z1
q1−b ; u3 =
z2
z1
q1−a ; u4 =
z2
z1
q1+b ; v1 = q
2z1∂z1+2−2a ; v2 = q
2z1∂z1+2+2b .
We are going to rewrite (B.1) in several equivalent forms. By means of the pentagon relation (A.5)
(u; q2)−1(v; q2) = (v − vu ; q2)(u; q2)−1 we have
(B.1) = c · (u3; q
2) (v1 − v1 u1 ; q
2) (u1; q
2)−1 q−(a+b)z1∂z1 (u2; q
2) (v2 − v2 u2 ; q
2)−1 (u4; q
2)−1 .
Further we note that underlined expression in the previous formula is equal to q−(a+b)z1∂z1 and use
Schu¨tzenberger formula (A.4) to rewrite it as follows
(B.1) = c · (u3 + v1 − v1 u1 ; q
2) q−(a+b)z1∂z1 (u4 + v2 − v2 u2 ; q
2)−1 . (B.2)
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Thus we have transformed the original expression (B.1) containing 6 q-exponents to the expression
with 2 q-exponents.
Further we shall obtain another expression with 4 q-exponents. We use the pentagon formula
(A.5) (v − vu ; q2) = (u; q2)−1 (v; q2) (u; q2) to transform the previous formula as follows
c · (u1 −v
−1
1 u3; q
2)−1(v1; q
2)(u1 − v
−1
1 u3; q
2)q−(a+b)z1∂z1 (u2 − v
−1
2 u4; q
2)(v2; q
2)−1(u2 −v
−1
2 u4; q
2)
and take into account that the underlined expression is equal to q−(a+b)z1∂z1 to obtain
c · (u1 − v
−1
1 u3 ; q
2)−1 (v1; q
2) q−(a+b)z1∂z1 (v2; q
2)−1 (u2 − v
−1
2 u4 ; q
2) . (B.3)
As the result we have found that (B.1) can be rewritten in two equivalent forms (B.2) and (B.3)
which appeared in [42]
•
S2(a) S3(a+ b) S2(b) = c ·
(
U(a); q2
)
q−(a+b)z1∂z1
(
U(−b); q2
)−1
, (B.4)
where
U(a) =
z2
z1
q1−a + q2z1∂z1+2−2a −
z2
z1
q2z1∂z1+1−a .
•
S2(a) S3(a+ b) S2(b) = c ·
(
q1+a u ; q2
)−1
q−(a+b)z1∂z1
(
q2−2a v ; q2
)
(q2+2b v ; q2)
(
q1−b u ; q2
)
, (B.5)
where
u =
z2
z1
(1− q−2z1∂z1 ) ; v = q2z1∂z1 .
Now we turn to the operator R1 (2.16). At first let us mention that we cannot rewrite it in the
form like (B.1), because the multipliers za1 and z
b
1 from S
2(a) and S2(b) (3.4) do not compensate
the multiplier z−a−b2 from S
1(a + b) (3.3). To overcome this difficulty we remind that the defining
relation (2.9) does not fix uniquely the operator S2: we can multiply S2 by an arbitrary function
ϕ which respects (3.6). Now we choose S′2 (3.7) instead of S2 (3.4). Since S2 → S′2 and S3 → S1
amount to the the change z1 ↔ z2 the above calculation for R
2 is suitable as well for R1 after the
indicated change.
Let us remark that in the original form of operators S1,S2,S3 they respect Coxeter relations
(2.11), (2.12) and are sufficient to build the general R-operator. However (B.5) is crucial when
we restrict the general R-operator to the invariant subspace in order to reproduce the L-operator.
Thus if we dealt with the original set of elementary operators S1,S2,S3 only we would not be able
to reproduce the standard L-operator (3.1).
C From pentagon to Coxeter relations
Here we shall prove the Coxeter relations (2.11), (2.12) for the elementary intertwining operators
S1, S2, S3 in the case of q-deformation using only the pentagon relation (A.5) for a Weyl pair
u =
z2
z1
q ; v = q2z1∂z1+2 ; uv = q2 vu .
We start with the right hand side of (2.12), take into account (3.4), (3.3) and c = q
a2
2
− b
2
2 ,
S2(b) S3(a+ b) S2(a) = c ·
(uq−b; q2)
(uqb; q2)
(vq2a; q2)−1 · q−(a+b)z1∂z1 · (vq−2b; q2)
(uq−a; q2)
(uqa; q2)
. (C.1)
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Then we apply twice the pentagon relation (A.5) in the left hand side of the previous formula
(uq−b; q2) (uqb; q2)−1(vq2a; q2)−1 = (uq−b; q2) (vq2a; q2)−1(−vu q2a+b; q2)−1(uqb; q2)−1 =
= (vq2a; q2)−1(uq−b; q2)(−vu q2a−b; q2)(−vu q2a+b; q2)−1(uqb; q2)−1
(C.2)
and also in the right hand side
(vq−2b; q2) (uq−a; q2) (uqa; q2)−1 = (uq−a; q2) (−vu q−a−2b; q2) (vq−2b; q2) (uqa; q2)−1 =
= (uq−a; q2) (−vu q−a−2b; q2) (−vu qa−2b; q2)−1(uqa; q2)−1(vq−2b; q2) .
(C.3)
Then returning to (C.1) we note that the double underlined factors in (C.2) and (C.3) cancel each
other. Thus we rewrite (C.1) as
c · (vq2a; q2)−1(uq−b; q2) (−vu q−b; q2) · q−(a+b)z1∂z1 · (−vu qa; q2)−1(uqa; q2)−1(vq−2b; q2) =
and apply the pentagon relation (A.5) to obtain that the left hand side of (2.12) is
= c·(vq2a; q2)−1(v; q2) (uq−b; q2)·q−(a+b)z1∂z1 ·(uqa; q2)−1(v; q2)−1(vq−2b; q2) = S3(a) S2(a+b) S3(b) .
Similarly we prove the second Coxeter relation (2.11) using a Weyl pair
u = q2z2∂z2+2 ; v =
z2
z1
q ; uv = q2 vu .
In view of (3.3), (3.4) the left hand side of (2.11) has the explicit form (c = q
(a+b)2
2 )
S1(a)S2(a+ b)S1(b) = cza+b1 ·
(u; q2)
(uq2a; q2)
(vqb; q2)−1 ·
1
za+b2
q−(a+b)z2∂z2 · (vq−a; q2)
(uq−2b; q2)
(u; q2)
. (C.4)
As before applying the pentagon relation twice in the left hand side and in the right hand side of
the latter formula we have
(u; q2) (uq2a; q2)−1(vqb; q2)−1 = (vqb; q2)−1(u; q2) (−v u qb; q2) (−vu q2a+b; q2)−1(uq2a; q2)−1
(vq−a; q2) (uq−2b; q2) (u; q2)−1 = (uq−2b; q2) (−vu q−a−2b; q2) (−vu q−a; q2)−1(u; q2)−1(vq−a; q2) ,
where double underlined factors cancel each other when we substitute both above formulae in (C.4).
Thus (C.4) acquires the form
cza+b1 · (vq
b; q2)−1(u; q2) (−vu q−b; q2) ·
1
za+b2
q−(a+b)z2∂z2 · (−vu qa; q2)−1(u; q2)−1(vq−a; q2) ,
and using the pentagon relation (A.5) two more times we have finally
cza+b1 (vq
b; q2)−1(vq−b; q2)(u; q2)
1
za+b2
q−(a+b)z2∂z2 (u; q2)−1(vqa; q2)−1(vq−a; q2) = S2(b)S1(a+b)S2(a).
D L-operator recovered from the general R-operator in the trigono-
metric case
The operator R12(u|ℓ, s) acts in the tensor product Vℓ⊗Vs ≈ C[z1]⊗C[z2] of two infinite-dimensional
spaces. At (half)-integer s the space Vs contains an invariant finite-dimensional subspace C
2s+1.
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Now we choose s = 12 and restrict the general R-operator to the subspace Vℓ ⊗ C
2 of functions of
the form
Ψ(z1, z2) = φ(z1) + ψ(z1) z2 , (D.1)
where φ and ψ are polynomials. For technical reasons it will be convenient to start with 2s = 1− ε
and to consider the limit ε→ 0 in the second factorized form (2.18) of the R-operator
R(u1, u2|v1, v2) = R
2(v1, u2|v2)R
1(u1|v1, v2) , (D.2)
where
u1 = u− ℓ− 1 ; u2 = u+ ℓ ; v1 = −1−
1
2
+
ε
2
; v2 =
1
2
−
ε
2
. (D.3)
The operators R1 and R2 are taken in the form (B.5) with four q-exponential factors. We start with
R1(u1|v1, v2) =
(
q3−ε u ; q2
)−1
q(v1−u1)z2∂z2
(
q−2+2ε v ; q2
)
(q2u1−2v2+2 v ; q2)
(
qv2−u1+1 u ; q2
)
, (D.4)
where
u =
z1
z2
(1− q−2z2∂z2 ) ; v = q2z2∂z2 , (D.5)
and act on the function (D.1). It is clear that due to the special dependence of the operator R1 on
the variable z1 for our purposes it will be sufficient to apply the operator to the monomials 1 and
z2. Further we will need the formulae (A.3)
(x; q2) = 1−
x
1− q2
+O(x2) ; (x; q2)−1 = 1 +
x
1− q2
+O(x2) . (D.6)
Thus due to u · 1 = 0 we have R1(u1|v1, v2) · 1 =
(q−2+2ε;q2)
(q2u1−2v2+2;q2)
. Similarly due to u2 · z2 = 0 we have
(
qv2−u1+1 u ; q2
)
· z2 = z2 + q
v2−u1−1z1 ;
(
q3−ε u ; q2
)−1
· z2 = z2 − q
1−εz1
and consequently after some trivial algebra we obtain
R1(u1|v1, v2)·z2 =
(q2ε; q2)
(q2u1−2v2+2; q2)
[
qu1−v2+1(1− q2v2−2u1−4) · z1 + q
v1−u1(1− q2u1−2v2+2) · z2
]
+O(ε2).
Thus we see that R1 · 1 = O(ε) and R1 · z2 = O(ε). It is due to the factor
(
q−2+2ε v ; q2
)
in (D.4).
Consequently, to obtain R ·Ψ(z1, z2) at ε = 0 we only need to extract the simple poles contributions
from R2.
Then we consider the second factor in (D.2):
R2(v1, u2|v2) =
(
qu2−v1+1 u ; q2
)−1
q(v2−u2)z1∂z1
(
q2v1−2u2+2 v ; q2
)
(q−2+2ε v ; q2)
(
q3−ε u ; q2
)
, (D.7)
where
u =
z2
z1
(1− q−2z1∂z1 ) ; v = q2z1∂z1 . (D.8)
In the previous formula only the factor
(
q−2+2ε v ; q2
)−1
can produce poles. As far as we are
interested only in singular contributions from R2 we can choose ε = 0 in the other factors of R2.
The operator R2 acts trivially on the variable z2 but it acts in a rather nontrivial way on the
functions φ(z1). Further we apply it to monomials z
m
1 . Due to
uk · zm1 = (−)
kqk(k−1)−2mk
(q2; q2)m
(q2; q2)m−k
zm−k1 z
k
2
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and (A.3) we have
(
q3 u ; q2
)
· zm1 =
m∑
k=0
q(m−k)(1−2k)(q2; q2)m
(q2; q2)k(q2; q2)m−k
zk1z
m−k
2 = q
mzm2 +
q1−m(1− q2m)
1− q2
z1z
m
2 +O(z
2
1)
for the rightmost factor in (D.7) at ε = 0.
Taking into account (D.6) and u2 · z1 = 0 we obtain(
qu2−v1+1 u ; q2
)−1
· z1 = z1 − q
u2−v1−1z2 ,
and finally after some trivial algebra we find the simple pole contribution to R2(v1, u2|v2) · z
m
1 is
equal
(q2v1−2u2+4; q2)q2−m
(q2ε; q2)(1 − q2)
[
qv2−u2−1(1− q2m) · z1z
m−1
2 − (1− q
2v1−2u2+2+2m) · zm2
]
+O(1) ,
where the first term drops out at m = 0. Thus we are ready to calculate the restriction of the
R-operator to the subspace (D.1)
zm1 →
(
q2(−u−ℓ+
1
2
); q2
)
(
q2(u−ℓ−
1
2
); q2
) q−u−ℓ− 12 [(qu+ℓ−m+ 12 − q−u−ℓ+m− 12 ) · zm2 − (qm − q−m) · z1zm−12 ] ,
zm1 z2 →
(
q2(−u−ℓ+
1
2
); q2
)
(
q2(u−ℓ−
1
2
); q2
) q−u−ℓ− 12 [−(qm−2ℓ − q−m+2ℓ) · zm+12 + (qu+m−ℓ+ 12 − q−u−m+ℓ− 12 ) · z1zm2 ] .
Taking into account permutation R12 = P12R12 and choosing the basis in the space C
2 as follows
e1 = −z2 ; e2 = 1
we finally conclude that the reduction of the R-operator coincides with L-operator (3.1)
R12
(
u | ℓ, s = 12
) ∣∣
Vℓ⊗C
2 =
(
q2(−u−ℓ+
1
2
); q2
)
(
q2(u−ℓ−
1
2
); q2
) q−u−ℓ− 12 · L (u+ 12 | ℓ) .
E From the Coxeter relation to the explicit Q-operator action
Here we present an alternative proof of the local relation (3.24) which produces an explicit formula
of the Baxter Q-operator (3.25). The present derivation uses Coxeter relation (2.12) only. At first
taking into account the factorization of R2 (2.17) we rewrite (3.24) as follows
(q2z1∂z1+2+2b; q2)
(q2z1∂z1+2+2a+2b; q2)
·
(q1−b z2
z1
; q2)
(q1+2a+b z2
z1
; q2)
(q2−a+b z1
z3
; q2)
(q−a−b z1
z3
; q2)
=
(q2+2b, q1−b z2
z1
, q1−a z2
z3
, q2+a+b z1
z3
; q2)
(q2+2a+2b, q1+b z2
z1
, q1+a z2
z3
, q−a−b z1
z3
; q2)
.
(E.1)
To prove this we start with the Coxeter relation (2.12) and substitute the explicit expression for S2,
S3 (3.3), (3.4)
(vq2b; q2)
(vq2a+2b; q2)
(uq−b; q2)
(uq2a+b; q2)
q−(a+b)z1∂z1
(v; q2)
(vq2b; q2)
=
(uq−b; q2)
(uqb; q2)
(v; q2)
(vq2a+2b; q2)
q−(a+b)z1∂z1
(uq−a; q2)
(uqa; q2)
,
(E.2)
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where u and v form a Weyl pair: u = z2
z1
q ; v = q2z1∂z1+2 ; uv = q2 vu. Then we apply both
sides of the identity (E.2) to the delta function in series expansion
∑+∞
k=−∞
(
z1
z3
)k
= z3δ(z1 − z3).
The series represents actually the δ distribution on the unit circle, i.e. with the restriction to the
variables |zi| = 1. Here we apply the series expansion formally ignoring this restriction.
Thus in the left hand side we have
q−(a+b)z1∂z1
(v; q2)
(vq2b; q2)
· z3δ(z1 − z3) =
∑
k≥0
(q2+2k; q2)
(q2+2b+2k; q2)
q−(a+b)k
(
z1
z3
)k
=
(q2; q2)
(q2+2b; q2)
(z1
z3
q2−a+b; q2)
(z1
z3
q−a−b; q2)
where q-binomial formula (A.2) is used on the last step. Let us note that summation over all integer
k reduces to summation over non-negative k due to the factor (q2+2k; q2). Similarly in the right
hand side we have
(v; q2)
(vq2a+2b; q2)
q−(a+b)z1∂z1
(uq−a; q2)
(uqa; q2)
· z3δ(z1 − z3) =
=
(uq−a; q2)
(uqa; q2)
∣∣∣∣
z1→z3
∑
k≥0
(q2+2k; q2)
(q2+2a+2b+2k; q2)
q−(a+b)k
(
z1
z3
)k
=
(z2
z3
q1−a; q2)
(z2
z3
q1+a; q2)
(q2; q2)
(q2+2a+2b; q2)
(z1
z3
q2+a+b; q2)
(z1
z3
q−a−b; q2)
.
Comparing both sides of the equation we finally arrive at (E.1).
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