We study the conditions to identify the joint distribution of outcomes for the treated group in absence of any treatment, avoiding to make assumptions that allow to identify each counterfactual marginal distribution. Our starting point is Athey & Imbens (2006)'s Changes-In-Changes Model, but we generalize it letting the treatment also affect the distribution of unobservables even within each group (e.g. treated and untreated). The key to achieve identification is replace any identifying assumption on the marginal distribution of unobservables with identifying assumptions on the copula between all unobservables. We show that under a reasonable set of assumptions we can identify sharp bound for the counterfactual joint distribution of outcome variables. Moreover, if we restrict ourselves to copulas from the Archimedean family we can even achieve point identification.
Introduction
Treatments usually affect many outcome variables at the same time. Some of these variables receive a direct impact and others only receive an indirect impact through other variables. Moreover, among those that receive a direct impact we can divide the total impact between the direct and the indirect impact 1 . Thus any policy maker interested in evaluating the impact of its program must have among its top priorities the identification of the joint distribution of all outcome variables in the absence of the treatment. The problem is that the econometrician do not observe the realization of all outcome variables for the treated group.
Empirical econometricians interested in measuring the impact of the treatment on every output variable often choose between two methods. In the first they quantify the total impact on each output variable in isolation, and if they wish to quantify only the direct impact of the treatment they can do it by calculating first the counterfactual joint distribution of the outcome variables, and then calculating the counterfactual conditional distribution of one output variable conditional on all the other output variables. And the second methods is to propose an structural model 2 that accounts for all output variables of interest, and proceed to estimate the parameter values using equality conditions (e.g. first order conditions) or inequality conditions (e.g. equilibrium or stability conditions), or both.
This paper abstracts from a structural approach but keeps the objective of identifying the joint distribution of outcome variables in absence of the treatment. Moreover, we will provide a method for identifying this counterfactual joint distribution without having to identify first each of the counterfactual marginal distributions.
Our paper is related to the literature on identification of distributional treatment effects. Using the IV-LATE model from [13] , in [1] and [2] we can find one of the first identification results for distributional treatment effect for the compliers. Latter [10] and [11] show that using the unconfoundedness assumption (see [23] and [24] ) also is possible to identify the distributional treatment effect, a similar result is achieved by [8] . Lately [5] show its possible to identify the counterfactual marginal distribution of outcomes if one assumes that, within the group of treated or untreated, the treatment does not affect the distribution of unobservables. Finally, [7] and [28] build on [5] to show its possible to identify the distributional treatment effects, even when the treatment affects the distribution of unobservables, if we assume a parametric form for a production function that relates outcome variables and unobservables in absence of the treatment.
The model we propose is also inspired in [5] , but its more general in the sense we let the treatment affect also the distribution of unobservables, which are the ones that explain all output heterogeneity in absence of the treatment. Moreover, our approach is more general than [7] and [28] because we do not need to assume a parametric form for the production function, central element of the model. The reason why we can achieve this is because we place all the identifying assumptions on the copula between all the unobservables and not on the marginal distribution of the unobservables. Finally, to our knowledge this is the first paper that studies the direct identification of the counterfactual joint distribution of outcome variables in the absence of the treatment.
The main result of the paper is that under a reasonable set of assumptions we can identify sharp bounds for the joint distribution of outcomes for the treated in absence of any treatment. Moreover, if we restrict the family of copulas unobservables can have to the Archimedean family, now we can even achieve point identification. Finally, if the econometrician finds the identifying assumptions too stringent for a particular dataset we propose another identification result that use less information.
The remaining of the paper is as follows. Section 2 discusses identification. First we briefly introduce the Changes-In-Changes model from [5] , then we present a first set of results which uses "few" observable joint distribution, and finally we present a set of results that uses "all" available information to the econometrician. Section 3 concludes.
Identification
Basics. Consider we have a random sample from the population, e.g. i = 1, 2, ...., N , and that for every individual we observe the level of output of two variables, say Y i , Y i 3 , at two different moments in time (e.g. T i ∈ {0, 1} where zero stands for the moment when the treatment was not implemented), also we observe the group they belong to (e.g. G i ∈ {0, 1} where zero stands for the untreated and one for the treated). Thus, the data econometricians observes is (Y i In the absence of covariates the differences in the output variables will be explained by the unobserved characteristics for each individual. Denote U i the unobserved characteristic attached to output variable Y i , and U i the one attached to Y i . For example, if one output variable is the number of good papers a researcher produces in one year (Y i ), and the other output variable is the number of good food dishes that same person can cook in the same period (Y i ), we can interpret U i as the skills for research and U i as the skill to cook. From hereon we will suppress the subscript i to simplify notation 4 . 
Treating (Y, Y , G, T, U, U

Univariate Identification Strategy: CIC Estimator Model
As the main contributions of this paper were inspired on [5] we find it necessary to make a brief description of the CIC estimator model. We will discuss the identification result for the continuous outcome case, and then we will refer to the situation where the outcome variables are discrete. In [5] the authors also provide additional identification results using stronger identifying assumptions or by including covariates, we will not comment in detail these extensions to simplify the exposition and the interested reader should go directly to the paper.
Assumptions & Main Result
This model has two key features that drive all results. First, what defines a period is that in absence of treatment, within a period all individual outcomes and individual characteristics are mediated by a "production function", e.g. h(U, T ), which only needs to be monotonically increasing in unobservables U . Second, what defines a group is that the unobserved characteristics distribution is the same in both time periods, e.g. U ⊥ T | G, this does not imply all individuals of the group have "identical" individual characteristics.
Denote U g as the random variable that has the same distribution of U | G = g, distributed according to the conditional cdf F Ug (u) and with a positive conditional pdf f Ug (u) > 0 over its support 7 g . This random variable represents the unobserved characteristic, for the econometrician, of individual i attached to output variable Y . Consider the assumptions,
The objective is to define the set of assumptions that allows to identify the whole distribution of either output Y N or Y N (but not its joint distribution) after the treatment, for those that in fact did receive the treatment. In other words, we are interested in identifying the counterfactual distribution for those who received the treatment F Y N
11
(y) using all available information, e.g.
(y) using all available information, e.g. F Y 00 (y), F Y 01 (y), and F Y 10 (y). For simplicity, we will focus on output Y from hereon.
Continuous output variable.
Assumption (1) implies that outcome heterogeneity is captured by U . Assumption (2) implies that higher outcomes must be associated with higher unobservables. Assumption (3) imposes that any difference between groups must be stable in time, and that any change over time within a group comes only through the production function. Assumption (4) requires the support of unobservables for the untreated group be richer than the support for the treated group.
Theorem 2.1. Let assumptions (1) -(5) hold. Then, the distribution of Y N
11 is identified, and
Proof. For the complete proof see [5] . The proof strategy is as follows. First, using assumption (1) and (4) its possible to link the cdf of Y gt and U g , e.g. F Ygt (y) = F Ug (h −1 (y; t)). Now, for the untreated group, we can determine the period zero outcome for an individual with the realization of unobservables that corresponds to outcomes in period one only using observable distributions. In particular, evaluating the previous equation at points (g, t) = (0, 0) and (g, t) = (0, 1), and using that h −1 (y; 1) ∈ 7 0 for all y ∈ ; 01 , then h(h −1 (y; 1), 0) = F −1 Y 00 (F Y 01 (y)). The third step is to evaluate the same equation at points (g, t) = (1, 0) and (g, t) = (1, 1), and using the assumption (3), they show that F Y N
11
(y) = F Y 10 (h(h −1 (y; 1), 0)). Finally, using equations (4) and (5) 
Theorem (2.1) states that using available information it is possible to identify the cumulative distribution of outcomes for the treated group in case of no treatment; proof heavily relies on assumption (2), e.g. see [5] . The average treatment effect will be
The counterfactual effect of policy for the untreated group can be calculated with an additional assumption. Let outcomes for the treated group be related with unobservable characteristics by a "production function" similar to h(·), i.e. Y I = h I (U, T ) 5 ; it should be assumed the production function is strictly increasing in the unobservables. The new assumption implies that in a particular period the effect of treatment will be the same for all individuals that share the same unobservables. Individuals need not belong to the same group 6 . [5] show in Theorem 2 that the counterfactual distribution of Y I 01 is identified.
Discrete outcome variable.
Assumptions (1) - (3) imply strong restrictions on the data. In particular, assumption (3) with binary data implies that the outcome is also independent of time, i.e. Y ⊥T 7 . To overcome this problem the authors relaxed Assumption (2) and assumed the production function h(U, T ) is a non-decreasing function of u. 
11
(y), which they also show to be tight.
Point identification could be obtained back by two ways: either imposing a conditional independence assumption, or using additional covariates. We will begin with the first case. The new assumption, e.g. U ⊥G | Y, T , is saying that within a period, and given a fixed level of outcome Y = y, unobserved individual characteristics are not group specific. Theorem 4.2 at [5] formalizes the identification result. Alternative ways to achieve point identification remain unexplored. The first one is imposing additional structure on the "production functions", the second is assuming treatment is also a function of unobserved variables. Both methods should do the trick, the costs of imposing them represent a natural research topic.
Multivariate Treatment Outcomes with CIC Estimator
Usually the effect of a treatment 8 is multidimensional, and usually these dimensions are interrelated. For example take the well studied case of Mexico's Progresa program, let Y ∈ [0, 1] be the average number of hours children work during a week and let Y ∈ [0, 1] be the enrollment rate, both measured at a village level. It is evident that the treatment directly affects both outcome variables 9 , but on top we posit that the relationship both outcome variables have serves as a channel through which the treatment's direct impact is amplified or diminished 10 . This imply the impact we observe for outcome Y is a combination of the treatment's direct and indirect impact (through the relationship between Y and Y ), an analogous argument holds for outcome Y . Any policy maker should not only care for the final impact of the treatment on any outcome variable, he will also be interested in distinguishing the direct impact from the indirect impact. 5 Notice the incremental return of treatment is now h I (·) − h(·) 6 This is the key argument [5] use to obtain identification results. Counterfactual behavior of individuals from the treated group can be inferred from individuals part of untreated group, but with the same unobservables.
7 See [5] page 18 for useful examples. 8 Still we are analyzing the case of one treatment. 9 Progresa gives money to families conditional, among other things, on children going to school at least 80% of the school days. Then, if a family benefits from Progresa children must go to school and must reduce the number working hours per week. 10 Any household that benefits from Progresa faces a trade-off between choosing the number of hours per week children must work and the number of days per week children go to school. This trade-off is more severe the less the financial aid is.
Informally speaking, using CIC estimator and the theory of copulas, i.e. Sklar's Theorem, is possible to calculate non-parametrically the direct average treatment effect 11 of a policy such as Progresa. On the one hand, with Theorem (2.1) we can non-parametrically identify the counterfactual distribution of outcomes for the treated group at period 1. On the other hand, we can write down the conditional distribution of a random variable in terms of a joint cumulative distribution and a marginal. For our example we can construct the density function of Y conditional on Y , e.g. (u, u) ) by using the associated copula's density function and the marginal distribution of
Even when all joint cumulative distributions are unknown it is possible to construct them using the marginals and an appropriate copula specification. , and if we knew the true (and unique) copula between them we can construct the joint cumulative distribution necessary to calculate the direct impact of the treatment 12 , e.g.
Estimation strategy in practice. We will sketch the estimation strategy for the bivariate case. The first thing to do is to divide the outcome in four matrices, one for the non-treated at time zero (Y 00 ), another for the same group at time one (Y 01 ), other for the treated at time zero (Y 10 ), and a last one for the same group at time one (Y 11 ). Notice all matrices have the same number of columns, and each one represent a different dimension of the treatment outcome. The second step is to establish the best combination of columns and copulas for each matrix. For simplicity, we fixed one variable (i.e. Percentage of school enrolment at each locality) at each matrix, and for each of the remaining columns we picked the best copula using the AIC criteria. After this, and using the same selection criteria, we must pick the best column. The outcome of the second step, for each matrix, is a pair of columns and one particular copula parametrization 13 .
In the third step we calculate the conditional cumulative distribution by calculating first the conditional density function. That is, for each matrix we calculate the associated copula and then we compute the joint density function. Then, at each point in the support of the variable we are controlling for, we calculate the conditional density function. Finally, we retrieve the conditional cumulative distribution function. The outcome of the third step are four vectors, i.e. four conditional cdf's for
In the last step we apply the CIC estimator using the four vectors obtained before. For example in case we assume outcome is continuous one should use equation τ cic to calculate the average treatment effect.
11 Generally speaking we can calculate any functional defined on the set of distribution functions, see [28] for details. 12 The identification of the dependence parameter, given a particular copula, should not be an issue because there is a one-to-one relationship between the pair of random variables and a measure of dependence. 13 In our empirical exercise we always considered using the Percentage of school enrolment at each locality and the average number of hours children work at each locality.
Multivariate Identification Strategy
The identifying assumption in a multivariate setting is not a simple extension of the univariate setting. In the latter, the identifying assumption is that, within a group (e.g. treated and untreated), the cumulative distribution of unobservables is independent of the treatment, i.e. U ⊥ T | G and U ⊥ T | G for T ∈ {0, 1}, G ∈ {0, 1}. In the multivariate setting, and using the theory of copulas, we can separate the marginal distributions from the dependence structure random variables might have. Thus, we can replace the identifying assumptions on the marginals of unobservable's with identifying assumption(s) on the dependence structure (i.e. the copula) of unobservables U and U .
In a multivariate setting we observe more information than in the univariate setting, then the identifying assumption(s) on the dependence structure naturally depends on how much information the econometrician is willing to use 14 . In case we use only few joint cumulative distribution functions observed in the data, latter we will be more precise on what this means, the identifying assumption is that, within a group, the dependence structure (e.g. the copula) between unobservables before and after the treatment share a common restriction. This assumption will guaranty we can find sharp bounds to the counterfactual joint cdf between (Y N 11 , Y N 11 ), and if the dependence structure belongs to the Archimedean family 15 we can even achieve point identification.
If the econometrician chooses to use all the observed joint cumulative distributions we have to make two identifying assumptions. On one hand, we have to make an identifying assumption such that for each group we have the same number of dependence structures (e.g. copulas) between unobservables. To achieve this we will use again the previous identifying assumption, though in a particular way that will be explicit latter. On the other hand, the second identifying assumption will be that within a group all dependence structures (e.g. the copula) between the unobservables are a mixture of the other dependence structures within the same group. As in the previous case, these assumptions guarantee we can find some sharp bounds, and if some dependence structures belong to the Archimedean family we will overidentify the counterfactual joint distribution of outcomes.
The roadmap from hereon is as follows. First, after providing a couple of definitions and writing down a new set of assumptions, we will briefly describe the observed information for the econometrician. This happens to be crucial to understand the different identification strategies. Second, we will show how to identify
(y, y), under the same spirit of [5] Theorem 3.1, using a reduced set of observed joint distributions. And in the last step we show how to identify the same counterfactual distribution using more observed joint distributions, this is achieved by imposing stronger assumptions.
Preliminaries
The first issue when we deal with multivalued treatment outcomes is to determine which information is observed by the econometrician. 
Joints with both outcome variables (
With the univariate identification strategy, to identify the counterfactual joint cumulative dis-
we first had to identify each marginal distribution, and then we had to use the unique copula coming from Sklar's theorem. The objective now is to find the set of assumptions that allow to identify
(y, y) using joint cumulative distributions observed in the data and imposing no assumptions on the marginals.
To be more precise the following table shows exactly which joint distributions we will use. 
The model we propose will generalize the CIC estimator model because the unobservables' cdf can now change between group and time, recall [5] assumed that this cdf did not change within each group. This will be possible because the identifying assumptions are no longer placed on the marginal distribution of unobservables, but rather on their dependence structure (e.g. copula). As the identifying assumptions depends on how much information the econometrician is willing to use (see previous table), first we will set those assumptions required in any situation. Let's replace assumptions (1), (2) and (4) with,
These assumptions enlarge the model we had before. Indeed, by assumption (6) we allow individual i's unobserved characteristics change in time even if he did not change group, and this implies the outcome variables at each period (e.g. t = 0, 1) absent of any treatment (e.g. Y N and Y N ) are completely determined by the unobserved characteristic at that period. Assumption (7) imposes a monotonicity condition on production functions h(u, t) and g(u, t). The last assumption mimics the spirit of assumption (4). Now we can show there is a one-to-one relationship between the joint cumulative distribution of (Y N , Y N ) and the copula of its corresponding unobservables. Indeed, with assumptions (6)- (7) 
Additionally, using Sklar's theorem, there is a unique copula that links the marginal distributions F Ugt (u) = l and F U gt (u) = l with the joint distribution F UgtU gt (u, u), because both U and U are continuous random variables. Thus,
notice this joint distribution is identified from the data if gt = 0, for g ∈ {0, 1} and t ∈ {0, 1}.
Comments on the Identifying Assumptions
As we stressed before the main difference of this paper with the associated literature is that we place the identifying assumptions on the dependence structure of the unobservables, and not on their marginal distributions. If we rather choose to impose any restriction on the marginal distribution such that we can find bounds, or point identify, the counterfactual distributions of Y N 11 and of Y N 11 our approach becomes trivial because we can also identify the joint distribution using Sklar's Theorem.
We will elaborate more on the last point and assume that
) and by assumption (10) we obtain that 0)). On the other hand for the untreated, the outcome at period zero can be expressed as h(u,
(F U 00 (u)) for all u ∈ 7 00 . Also for the untreated, the unobservables for period 1 (e.g. h −1 (y; t)) in 7 01 can be written as h −1 (y; 1) =
(F Y 01 (y)). Then, using assumption (10), the output level in period zero with unobservables that correspond to outcomes in period one with the same unobservables can be written
(F Y 01 (y))), and using similar arguments, we can identify
(F Y 01 (y))). Finally, using Sklar's Theorem, we can identify the joint counterfactual distribution
(y, y). 16 Using similar arguments we can establish a relationship between the cumulative distribution of Ygt (Y gt) and the cumulative distribution of Ugt (U gt), e.g.
Constructing copulas with given diagonal sections. The identifying assumption that mimics the spirit of assumption (2) is one that assumes all the copulas of a particular group, e.g. treated or untreated, share the same diagonal section 17 . To provide a probabilistic interpretation of this last definition (here we follow [22]), let (U, U ) be distributed according to F U U (u, u), with marginals F U (u), F U (u) and a copula C, let u t , u t ∈ 4 be the 100 th percentile for every t ∈ (0, 1), then the diagonal section of the copula will be δ C (t) = P rob{U ≤ u t , U ≤ u t } for every t ∈ (0, 1). In practice diagonal sections have been used to model tail dependence between random pairs (in our case would be the random pairs of unobservables (U, U )), to wit, its proven useful to model dependence between extreme events such as those occurring in volatile and bear markets.
The identification power of this assumption hinges on knowing the sharp bounds for all copulas that share a given diagonal. Let δ be any diagonal, and C δ be the set of all copulas with diagonal δ. Literature on this field already showed (see [19] , [20] and [21] ) indeed this set is non-empty for any diagonal δ, and that we can find sharp bounds that differ from the Fréchet-Hoeffding bounds. To summarize this last point, [22] shows in Theorem 2 that for any diagonal δ, and B δ , K δ and A δ functions defined by
for
But if we restrict the family of copulas to the Archimedean family the identification power is even bigger. A copula C is from the Archimedean family 18 if we can represent it as 
Moreover, [27] showed also that for a given diagonal δ C we can pin down the generator
where δ
C n-times. This implies in particular that if two copulas from the Archimedean family have the same diagonal section, then they must also be identical. To wrap-up, if the dependence structure is restricted to the Archimedean family the set of copulas such that they have the same diagonal section (C δ ) becomes a singleton.
Using Mixed Copulas.
With the previous identifying assumption we showed how to construct or bound an unknown dependence structure using the diagonal section from another (observed) dependence structure. The next identifying assumption is necessary when the econometrician is willing to use all available observed joint distributions. 17 The diagonal section of a copula C(l, l) is a function δC (l) : [0, 1] → [0, 1] that satisfies the following conditions: (i)
For further details see Nelsen & Fredricks (1997a, b) . According to [22] , for the family of Archimedean copulas [27] showed that the diagonal section contains all information in the copula. For an arbitrary family of copulas we can always find a lower bound, i.e. the Bertino copula, and an upper bound, i.e. the Diagonal copula, if we assume copulas to be symmetric. Finally, if copulas are not symmetric [22] still we can find an upper bound if the diagonal section satisfies further conditions. 18 See [29] and [19] for further details.
Assume the only unknown joint distribution for the treated is the joint distribution between
The identifying assumption is one that assumes all the copulas within a group are mixed copulas. Such copula C M , generically speaking, is a weighted sum of m copulas C m ,
where {C m (u, v; θ m )} is a sequence of know copulas with unknown parameters {w m } and {θ m } M m=1 , such that w m ∈ [0, 1] for m = 1, ..., M , and ∑ M m=1 w m = 1 (see [19] for additional details). For our particular case, and within the group of untreated, this assumption implies that each copula between the unobservables is a mixed copula, and the sequence of known copulas are the other three copulas remaining in the untreated group.
The identifying power now hinges on assuming the weights on the sequence of copulas is the same for both groups. Indeed, as all joint distributions for the untreated group are observed by the econometrician, then we can uniquely determine the weights and apply them to the treated group. ). The identifying assumption we propose is that within a group the diagonal section of the dependence structure between (U, U ) is independent of the treatment. This restriction implies that the copulas between (U g0 , U g0 ) and (U g1 , U g1 ), for g ∈ {0, 1}, belong to the set of copulas that share the same diagonal section. We will start showing that if we restrict the family of copulas to the Archimedean family we will point identify the counterfactual joint distribution between (Y N 11 , Y N 11 ), but if we consider any copula family then we can identify sharp bounds as long as copulas are symmetric 20 and another condition (that will be explicit in a moment) will be satisfied.
Identification Using Few Information
We will impose some structure between the copulas of (U g0 , U g0 ) and of (U g1 , U g1 ), for g ∈ {0, 1}. Let C gt,g ′ t ′ (l, l) be the unique copula between (U gt , U g ′ t ′ ) for t, t ′ ∈ {0, 1} and g, g ′ ∈ {0, 1}, and
Loosely speaking, assumption (9) implies that the cumulative distribution function of a new continuous random variable max{L, L} (where L = F U (u) and L = F U (u)) within each group is independent of the treatment. Formally, according to [19] and [27] , a diagonal section is the distribution function of a new random variable
then what assumption (9) is saying is that this new random variable is independent from the treatment, i.e. Z ⊥ T | G.
Identification under the Archimedean Family. We begin our exposition with this particular family of copulas because they are very used in the empirical literature (see [19] , [29] ) and we want to show empirical econometricians they also have nice properties in our particular problem. Indeed, as [27] showed that all the information contained in a copula from this family is also contained in its diagonal section, if we assume two (or more) of these copulas share the same diagonal section, then using equation (5) we can conclude the copulas are identical.
So lets start doing the remark we want to identify the counterfactual joint distribution between
(y, y). Using equation (1) we know that this joint distribution is equivalent to the copula between (U 11 , U 11 ), e.g C 11,11 (F U 11 (u), F U 11 (u)). But from assumption (9) we know this copula should also be the same as the copula between the unobservables for the treated before the treatment, e.g. C 10,10 (·, ·). Finally, again using equation (1) we can express the counterfactual distribution we want to identify in terms of the joint distribution of (Y 10 , Y 10 ) as
Now the key is to understand at which pair of outputs (y, y) we are evaluating the joint distribution
(·, ·). The first argument is nothing more than the period zero output (of output variable y), for an individual from the treated group, whose realization of unobservable has the same rank of the unobservable associated to output y in period one. The interpretation for the second argument is analogous. The problem is that according from Table (2.2.1) we cannot obtain this from the data. For this we will use the observed joint distributions from the untreated group.
If we evaluate equation (1) 
) is equal to the copula between the unobservables (U 00 , U 00 ). Moreover, we can define the central region 21 of the joint distribution
(p 00 ), where p 00 ∈ [0, 1] and
) is equal to the copula between the unobservables (U 01 , U 01 ). Similarly, we can define the central region of C 01,01 (·, ·) as those pairs (l, l) =
and
The last step is to combine the points of both central regions. Then, we have (y, y)
where
The central region is a generalization of the one-dimensional concept of accumulated probability to a multidimensional setting. At a intuitive level, points in this region corresponds to those that accumulate a probability less than p ∈ [0, 1]. See the appendix for further details.
where the second equality follows from assumption (9) and the last equality from equation (1 Identification for symmetric copulas. Most copulas we find in the literature, including the Archimedean family, are symmetric. Whenever we say a copula is symmetric we say that the copula between (U, U ) satisfy that
. In turn, this imply that the random vectors (U, U ) and (U , U ) are identically distributed. Thus, although focusing only on symmetric copulas do not represent theoretically much a problem, for empirical econometricians its a sensible matter because rarely we find treatment outcomes that satisfy this condition. We decided to start with this case because is simpler to explain, and because the generalization to asymmetric copulas is straightforward 22 .
The costs of considering not only copulas from the Archimedean family but any symmetric (and asymmetric) copula are the following. On one hand we will loose point identification, but still we will be able to find sharp bounds to the counterfactual joint distribution between (Y N 11 , Y N 11 ). And on the other hand, the cost in terms of assumptions is that we will need to bound the "change" of the dependence structure, for the treated group, due to the treatment. To wit, we will assume that the upper Fréchet-Hoeffding bound for the copula between unobservables (U 10 , U 10 ) is also the same for the copula between unobservables (U 11 , U 11 ) 23 .
Assumption 10 implies is that, for the treated group, after the treatment is implemented the dependence structure between the unobservables (U, U ) is bounded on the top by the upper Fréchet-Hoeffding bound of the dependence structure before the treatment.
Theorem 2.3. Let assumptions (6) -(10) hold. (i) We can identify the sharp lower bound for the joint distribution of (Y
, where the bound is defined by equation (2) . And (ii) if copulas are symmetric, we can identify the sharp 22 Following [22] we will keep the subset of copulas whose diagonal section is "simple". This is not a severe constraint because most copulas use satisfy this condition. Assumption 9 will now hold only for this subset of copulas.
23 Equivalently we could replace the upper Fréchet-Hoeffding bound for the copula between (U10, U 10) with the one between (U01, U 01). It is an open question, mostly empirical in our opinion, which one to use.
bounds for the joint distribution of (Y
, where the upper bound is defined by equation (3) 24 .
A final comment about Theorem (2.3) is that we can always find a sharp lower bound, but the upper bound is guaranteed for symmetric copulas. Indeed, we can identify the lower bound of the counterfactual joint distribution between (Y N 11 , Y N 11 ) for any dependence structure between unobservables (U, U ), but the upper bound requires to restrict ourselves to symmetric copulas. Theorem 2.3 is very relevant to the literature of distributional treatment effects in program evaluation models. Up to our knowledge this is the first identification result for the counterfactual joint distribution of outcome variables. Moreover, our approach is general in several ways. First, we do not impose a parametric for to the production function, we only assume output in absence of the treatment is monotonically increasing in the unobserved characteristics of the individual. Second, we do not assume the distribution of unobservables within each group must be unaffected by the treatment; in other words, the treatment can affect in an arbitrary way the unobserved characteristics for each individual.
At a technical level Theorem 2.3 is also interesting. To wit, we show a simple way to replace any assumption on the marginal distribution of unobservables with an assumption on the dependence structure between all unobservables. The assumption we use implies that, within a group, the treatment will not affect the ranking between unobservables. For example, if an treated individual (say a researcher) is a better scientist than a teacher before the treatment, after the treatment he might a better scientist and a better teacher, but still he will be a better scientist than a teacher.
Identification Using More Information
When the treatment outcome is multivariate we showed the econometrician do not observe several joint distributions (see tables (2.2.1), (2.2.1)), but he indeed observes many others. At the previous section we showed how to identify the counterfactual joint distribution of (Y N 11 , Y N 11 ) using few joint distributions. The objective right now is to provide another set of assumptions that enables us to use all information (in terms of observed joint distributions) in table (2.2.1). The cost of using more information is to make additional assumptions about other unobserved joint distributions.
We propose to replace assumption (9) with two assumptions. First, within each group, all copulas are constrained to be a mixed copula. This assumption will enable us to use all available information, and its power hinges on assuming the weights of each know copula (see previous section for an informal discussion) in the mixed copula are identical for both groups. Second, the dependence structure (i.e. the copula) between (U 00 , U 01 ) and (U 10 , U 11 ), and similarly between (U 01 , U 00 ) and (U 11 , U 10 ), share the same diagonal section.
Lets start with the mixed copula assumption.
T and g ∈ G, as the copula between the unobservables (U gt , U gt ′ ) and γ gtt ′ its dependence parameter for group g ∈ G, on periods t and t ′ . Also define C
as the mixed copula 24 If we replace the upper Fréchet-Hoeffding bound between (U10, U 10) with the one between (U01, U 01) the results slightly change is the following way: the sharp lower bound will be B δ C 10,10
, and the sharp upper bound will be K δ C 10,10
) 25 Until now the notation for a copula did not included the dependence parameter vector in order to reduce the burden on the reader, from hereon we make it explicit because it becomes relevant.
for (U gt , U gt ′ ), and γ M g its parameter vector, such that The first piece of information we obtain from the untreated group are the weights. Informally speaking, as we observe all the joint distributions for this group we will be able to pin down each of the weights solving a linear system of equations. The key feature here is that these weights are independent on the treatment, so we can use them for the treated group. The following lemma shows that these weights are identified from the data, Lemma 1. The weights ω * = (ω 00 , ω 01 , ω 10 , ω 11 ) ′ described in assumption (11) are identified.
We can make an analogy between Lemma 1 and the standard diff-in-diff models. In the latter the problem is that we do not observe the realization of the output variable for the treated in the case they did not received the treatment, then we assume we can extrapolate the reaction observed from the untreated to the treated. In our approach we assume that the "fundamental structure", which are represented by the weights ω * , of both groups is the same; thus, we are also assume that the way treated individuals would react to the treatment is analogous to the way untreated individuals react.
Now we can write in a convenient way the counterfactual joint distribution between (Y
where the first and third equalities hold from equation (1), and the second from assumption (11).
We face two challenges to identify the rhs of equation (6) . The first one is that we do not observe the points where we must evaluate the joint distribution between (Y N 10 , Y N 10 ). One way to deal with it is to use information from the untreated group and use a support assumption such as assumption (8 ). Thus even using equation (1) on the last two objects of the sum we cannot pretend to solve this problem by using a support assumption as before. The following assumption will solve this second problem. Assumption 12. δ C 10,11 (l) = δ C 00,01 (l) and δ C 11,10 (l) = δ C 01,00 (l) This assumption implies that those dependence structures with a common restriction will belong to a particular set of copulas. To wit, the dependence structure between the unobservables (U 10 , U 11 ) and between (U 00 , U 01 ) will belong to the set of copulas that share the same diagonal section. An analogous argument holds for the other two dependence structures.
The interpretation of this assumption is rather particular but general. Take the example of the untreated individual that write papers and also teaches courses, and assume his ability to write papers before the treatment is higher than his ability as a teacher after the treatment. Assumption 12 implies that if this individual suddenly receives the treatment (e.g. leaves the untreated group and enters the treated group) still his ability of writing papers before the treatment will be higher than his ability to teach after the treatment. Moreover, this assumption is general enough because we allow treatments that preserve the relative ranking of abilities or that even "switch" the ranking of abilities.
Identification under the Archimedean Family. The first step is to exploit the "nice properties" from this family of copulas. Informally speaking, the next theorem will show that if all dependence structures in assumption (12) , and using Sklar's Theorem, we could identify the counterfactual joint distribution if we knew the unique dependence structure between them. On the other hand, we will also show that assumption (11) in conjunction with assumption (12) will allow us to directly identify the counterfactual joint distribution between (Y N 11 , Y N 11 ). (8) . In the direct method we directly target the joint distribution of (Y N 11 , Y N 11 ) using assumption (11) . The reader may argue that if we drop assumption (11) we can avoid the overidentification and recover point identification. But we do not want to follow this path because assumption (12) is just applying assumption (9) twice, then it makes no sense to achieve the same result using the double of assumptions.
Theorem 2.4. Let assumptions (6) -(8) and (11) -(12) hold, and restrict the copulas in assumption (12) to the Archimedean family. Then the joint cumulative distribution of (Y
Identification for symmetric copulas. If we leave the Archimedean family the assumptions (11) and (12) will still have some identifying power, in particular, we could identify sharp bounds to the counterfactual distribution between (Y N 11 , Y N 11 ). Identification is achievable because with assumption (12) we obtain sharp bounds to the last two copulas at the rhs of equation (6), and then we will show, like in Theorem (2.3), that we can identify them from the data.
Theorem 2.5. Let assumptions (6) -(9) and (11) -(12) hold. (i) We can identify the sharp lower bound for the joint distribution of (Y
N 11 , Y N 11 ), e.g. F Y N 11 ,Y N 11 (y, y) ≥ B δ C 11,11 ( F Y N 10 (y), F Y N 10 (y) ) ,
where the bound is defined by equation (2). And (ii) if copulas in assumption (12) are symmetric, we can identify the sharp bounds for the joint distribution of (Y
N 11 , Y N 11 ), e.g. K δ C 11,11 ( F Y N 10 (y), F Y N 10 (y), F Y N 01 (y), F Y N 01 (y) ) ≥ F Y N 11 Y N 11 (y, y) ≥ B δ C 11,11 ( F Y N 10 (y), F Y N 10 (y) )
, where the upper bound is defined by equation (3).
Like in the case were we use "few information" to achieve identification, the assumption on the copula being symmetric affects only the upper bound of
(y, y). This result is powerful because it says that we can find a sharp lower bound for any dependence structure as long as our assumptions hold. Moreover, even if we restrain ourselves to only symmetric copulas we do not loose too much because most of the copulas used in practice satisfy this condition. Thus, for most of the copulas used in practice, under our set of assumptions, we can identify sharp bound to
(y, y) using all the information observed by the econometrician (see table (2.2.1)).
Conclusions
As almost every policy program directly affects several output variables at the same time, any policy maker is interested in identifying the counterfactual joint distribution of all output variables. Up to our knowledge all the literature on program evaluation had focused on searching the set of assumptions that let us identify the counterfactual marginal distribution of each outcome variable. Naturally, the assumptions we observed in the literature are placed at the marginal distribution level, and not at the joint distribution level. In this paper we study which assumptions allow us to directly identify the counterfactual joint distribution of all outcome variables without making any identifying assumptions on the marginal distributions.
The structure of the model, inspired by [5] , has two main features. First, in absence of the treatment and for each outcome variable, the outcome heterogeneity is explained by an unobserved individual characteristic. And second, that higher outcomes must be associated to higher unobservables.
We propose two identifying assumptions. On one hand, we assume that all bivariate copulas between unobservables within a group belong to the mixed copula family. The identifying power relies on assuming that the weights on the mixed copulas are independent of the treatment. Thus, as we observe all joint distributions for the untreated group, we show we can identify all the weight and then use them for the treated group. On the other hand, we use a well know result (see [22] ) of how construct a unknown copula given another observed copula if both share a common restriction. In particular, we assume that the unknown copula have the same diagonal section from the known copula, its identifying power relies on knowing an analytic expression for the sharp upper and lower bounds for the unknown copula.
In the main result of the paper (Theorem 2.5) we propose a set of assumptions that guarantee we can identify sharp bounds for the counterfactual joint distribution of outcomes using all observed joint distributions. This result holds for any symmetric copula, the extension to asymmetric copulas is straightforward. In addition, we show that if some copulas are Archimedean the counterfactual joint distribution of outcomes is overidentified.
Also we show that still we can achieve identification using a reduced set of observed joint distributions. In particular we only have to use the second identifying assumption (e.g. the one that use the diagonal section restriction). As before, we can identify sharp bounds for the counterfactual joint distribution of outcomes for any symmetric copula. If we restrict to the Archimedean family we can achieve point identification.
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Main Proofs
Proof of Theorem (2.3)
Proof. Lets begin denoting C 11,11 (F U11 (u), F U 11 (u)) the copula between unobservables (U, U ) for the treated group in period one, and δ C 11,11 (l) := C 11,11 (l, l) its diagonal section. Also denote as C δ C 11,11 the set of copulas with a diagonal section equal to δ C 11, 11 . Evaluating equation (1) at the point {(g, t) , (g ′ , t ′ )} = {(1, 1), (1, 1)} we obtain,
where the second equality holds because since [6] (see also [20] and [19] ) we know that B δ C 11,11 (·, ·) is the smallest copula with a diagonal section δ C 11, 11 in the sense that C ≥ B δ C 11,11 (·, ·) for every C ∈ C δ C 11,11 . The functional form of B δ C 11,11 (·, ·) is given in equation (2). Now, if we use assumption (9) and equation (2) we can find an expression to the smallest lower bound of the set C δ C 11,11 ,
Notice that in this bivariate setting assumption (10) allows us to replace min{F U11 (u), F U 11 (u)} and max{F U11 (u), F U 11 (u)} with respectively min{F U10 (u), F U 10 (u)} and max{F U10 (u), F U 10 (u)}. Thus, using equation (1) we obtain,
Given the monotonicity assumption (7) we know that (y; t) ). Then the previous expression will be,
The last thing to check if we can obtain from the data
as the output (from output variable y) in period zero, for an individual in the treated group, with a realization of unobservable whose rank is x ∈ [0, 1]; an analogous interpretation follows for g
We just need to show that the boundary points can also be pinned down from the data. Considering the left boundary, the pair of outputs in which we are evaluating
where the first element at the rhs is the output (for output variable y), for an individual from the treated group, at period zero, and the second element is the output (for output variable y) at period zero with a realization of unobservables with the same rank of unobservables associated to output y in period zero. Both of these elements can be obtained from the observed data. An analogous argument concludes that also the right boundary can be obtained from the observed data.
We conclude we can identify a sharp lower bound for
Now assume all copulas C ∈ C δ are symmetric. According to [21] and [22] , C ≤ K δ ∈ C δ for every C ∈ C δ , the functional form of this upper bound is given by equation (3) . For our particular case we have that,
where the first equality follows from equation (1), the second equality holds because K δ C 11,11 is the upper bound to all copulas in C δ C 11,11 , the third one holds from assumption (9), and the last equality holds by equation (3). If we use the definition of the diagonal section of a copula, and using equation (1) we obtain,
Using assumption (10) we can replace M
11,11
(
. To identify the first element of the sum its useful to notice
is the pair of outputs in period zero, for an individual in the treated group, with a realization of pair of unobservables whose rank is the same as the realization of the unobservable from output y in period one. Now we will use information from the untreated group. Evaluating equation (1) 
) is equal to the joint distribution between (U 00 , U 00 ). And just like in the proof of Theorem (2.2) we can define the central region of
We will use assumption (7) and replace F Y01 (y) = F U01 (h −1 (y; 1)) = l in the points of the central region as
is observed from the data because is the output (from output variable y), of an individual from the untreated group, in period zero whose realization of unobservable has the same rank of the unobservable of output y in period one. Similarly we observe g
) because this is the output (from output variable y), of an individual from the untreated group, in period zero whose realization of unobservable has the same rank of the unobservable of output y in period one. Finally, after showing this central region can be obtained from the data, we just need to use the support assumption (8) to guarantee that ; 11 ⊆ ; 01 and ; 11 ⊆ ; 01 . To wrap-up, we can identify from the data the first element of the sum.
Using similar arguments we can identify the second element of the sum. Start noticing that the pair of outputs
) cannot be obtained from the data.
But if we evaluate equation (1) as we did for the previous case. Now, using assumption (7) we know that F Y 01 (y) = F U 01 (u) = l, and we can replace l at the central region to obtain (
(p 00 ) can be pinned down from the data
As we argued with the first element of the sum, we can pin-down from the data the points from the central region Ω Y N 00 Y N 00 (p 00 ). Finally, using assumption (8) we guarantee that ; 11 ⊆ ; 01 and ; 11 ⊆ ; 01 , and we conclude also the second element of the sum is identified.
To summarize, any symmetric copula with a diagonal section δ C 10,10 is bounded above by K δ C 10,10 (·), and we can identify this upper bound from the data. And we conclude that,
Proof of Lemma (1)
Proof. If we restrict ourselves to the untreated group we will have a linear system of four equations and four unknowns. For example, the expression for the copula between unobservables (U 00 , U 00 ) is
and if we use equation (1) we can express the rhs with the observed joint distributions in table (2.2.1),
the question is whether the rhs, aside from the weights, can be pinned down from the data. The answer is yes and consider, just for the exposition, the last joint distribution. We can interpret
as the output (of output variable y), of someone from the untreated group, in period one with a realization of unobservables whose rank is the same as the unobservable associated to output y in period zero. An analogous interpretation holds for g
. Thus, we can pin down from the data this pair of outputs.
With an abuse of notation, and with the help of equation (1), write the previous equation as
(y 00 , y 00 )
and so the system of equations in matrix form will be, 
The weights will be ω * = B −1 A as long as B is an investible matrix.
Proof of Theorem (2.4)
Proof. We will show how to directly identify the joint distribution between (Y N 11 , Y N 11 ). Lets begin rewriting equation (6) 
if we use assumption (11) we know the copulas between (U 10 , U 11 ) and between (U 00 , U 01 ) are the same because they belong to the Archimedean family. A similar argument holds for the copulas between (U 11 , U 10 ) and between (U 00 , U 01 ). Then using equation (1) we obtain,
The remaining task is to identify the pair of outputs where we are evaluating the joint distributions between (Y . By doing so we finding the pair of period zero outcomes, for someone in the untreated group, with a realization of pair of unobservables with the same rank of unobservables associated to the pair of outcomes (y, y) in period one. In particular, (
and Ω Y N 00 Y N 00
(p 00 ) is observed from the data because
finally we just need to have a support assumption, e.g. (8), to guarantee the first element of the sum is identified.
The second and third elements of the rhs work in the same direction. With the second, the points where we evaluate 
where the central region is,
and notice that points in
are observed from the data. Then, using the support assumption (8), which guarantee ; 11 ⊆ ; 01 and ; 11 ⊆ ; 01 , its possible to identify the second element of the sum.
For the last element of the sum we can build an analogous argument to replace the point were we evaluate
where the central region is, (1) and assumption (12) we obtain
Notice only the second element of the pair of outputs is unobserved. The first element can be pinned down from the data because is the output (from output variable y) in period zero, of an individual from the untreated group, with a realization of unobservables with the same rank as the unobservable associated to output y, of an individual from the treated group, in period zero. But the second element of the pair of outputs is unobserved. Then if we use the support assumption (8) , that guarantee that ;
N 01 , and we can replace this second element just with the output y in period one of someone from the untreated group, e.g. g
We conclude we can identify the joint counterfactual distribution as
Using similar arguments we can identify the counterfactual distribution between (Y 
Proof of Theorem (2.5)
Proof. Using equation (1) and assumption (11) we can write the joint distribution between (Y
and using assumption (12) we know that the sharp lower bounds for the dependence structures between (U 10 , U 11 ) and (U 11 , U 10 ) will be respectively B δ C 10,11 and B δ C 11,10 26 . Thus, using again equation (1)
Now lets explicitly write the lower bound using equation (2),
for this bivariate case assumptions (10) and (12) will helps us rewrite the above equation as,
Using equation (1) we obtain,
And finally, using monotonicity assumption (7) we obtain that
The first element of B δ C 11,11 ( F Y10 (y), F Y 10 (y) ) can be identified using information from the untreated group. As we have previously shown at other theorems, points at the central region of the joint distribution
where ) . The last elements of B δ C 11,11 ( F Y10 (y), F Y 10 (y) ) can also be identified from the data. The procedure to show this is similar to that used in Theorem (2.3), thus we will not repeat it.
Now assume all the dependence structures in assumption (12) are symmetric, then using assumption (12) we know that the sharp upper bounds for the dependence structures between (U 10 , U 11 ) and (U 11 , U 10 ) will be respectively K δ C 10,11 and K δ C 11,10 . Then, using equation (3) we obtain
now we can use the same diagonal section assumption (assumption (12) ) and the fact copulas are symmetric,
now use equation (1) to rewrite it as
2 ) the next step is to use assumptions (7) and (10) 
2 )
The problem we face now is that we do not observe the points were we evaluate the joint distributions between (Y 
Additional Material
Copulas for Practitioners
Will focus on the bivariate case, see Nelsen (1999) for the n-variate case. Copulas are a bridge between a joint distribution and its margins 27 . For simplicity, consider a bivariate joint cumulative distribution F (y1, y2) with its margins, i.e F i (y i ) for i = 1, 2, and its conditional cumulative distributions, i.e. 
, where θ is a dependence parameter between the margins. Sklar's Theorem 28 describe the characteristics any copula must satisfy, but without going into the details they imply that any bivariate copula is a distribution function with dimension equal to two, such that all margins are uniform on [0, 1]; the arguments can be extended to higher dimension copulas. Finally, copulas are useful bridges because one can construct the multivariate distribution F (y 1 , y 2 ) by knowing the margins F i (y i ) for i = 1, 2, and a function C.
Uniqueness is not always guaranteed. For practitioners the best scenario is when all margins are continuous because there is a unique and continuous copula C(·; θ) for a particular joint cumulative distribution F (·); this condition only holds at × m i=1 Ran (F i (y i )) . If the previous condition is not satisfied one can still write (7), but uniqueness is lost. In case one could pose the joint cumulative distribution (F (·)) is a discrete function, there is also a unique copula that represents F (·) as long as (u 1 , ..., u m ) ∈ × m i=1 Ran(F i (y i )). Practitioners should keep in mind the following properties of copulas 29 . First, copulas are invariant to increasing and continuous transformations of the marginal distributions; that is, if margins are very skewed and one takes logarithm (e.g. ly i = log(y i ) for i = 1, 2), the copula one should use is the same. Second, random variables Y 1 , Y 2 are independent iff the copula is the product of the margins, i.e. C(F 1 (y 1 ), F 2 (y 2 ); θ) = F 1 (y 1 )F 2 (y 2 ). Third, is possible to bound the copula using the Fréchet-Hoeffding bounds, i.e. C L (F 1 (y 1 ), F 2 (y 2 ); θ) ≤ C(F 1 (y 1 ), F 2 (y 2 ); θ) ≤ C U (F 1 (y 1 ), F 2 (y 2 ); θ). Fourth, Y 1 is a decreasing (increasing) function of Y 2 iff C(·; θ) = C L (·; θ) (C U (·; θ) ). And finally, the functional form of the margins do not affect the functional form of the copula; and on top, margins need not be from the same family.
Two additional properties of bivariate cdf's are very handy. The marginal of random variable i is the limit of the joint cdf with respect to random variable j, i.e. F i (y i ) = lim yj →∞ F (y 1 , y 2 ) for i, j = 1, 2 and i ̸ = j. Lastly, the conditional cdf of random variable i with respect to random variable j is equal to the partial derivative of the joint distribution with respect to random variable j, i.e. F i|j (y i | y j ) = ∂F (y 1 , y 2 )/∂y j for i, j = 1, 2 and i ̸ = j. 27 We do not intend to make an exhaustive exposition of what copulas are, anyone interested should see Trivedi & Zimmer (2007) . 29 See at the appendix a small summary of the most commonly used copulas.
Quantile Curves and Central Regions
These definitions are necessary because latter we will need to invert several joint distributions.
The multivariate generalization of the univariate quantile function is not immediate because there is no natural way of ordering in n-dimensions, and because the concept of central region, which is a generalization of the intequantile interval, has no unique definition (see Belzune et al. (2007) and see figure at the end). In order not to make particular assumptions about the central region, Fernández-Ponce & Suárez-Llorens (2002) defined the multivariate quantile functions as level curves.
Denote ϵ ∈ {ϵ 1 , ϵ 2 } where ϵ i ∈ {−1, 1} i = 1, 2, notice they define four quadrants, i.e. ϵ −+ = (−1, 1) , and define symbols ∆ − and ∆ + for " ≤ ′′ and " ≥ ′′ . For the random vector U gt = (U gt , U gt ), define F UgtU gt,ϵ (u, u) = P rob{U gt ∆ ϵ1 u, U gt ∆ ϵ2 u} as the accumulated probability on quadrant defined by ϵ; for example, F UgtU gt,ϵ+− (u, u) = P rob{U gt ≥ u, U gt ≤ u}. Its possible now to generalize the univariate quantile function for bivariate functions as follows: for a random vector U gt and any p ∈ [0, 1], the p th bivariate quantile set for direction ϵ is defined as Q Ugt (p) = {(u, u) ∈ 4
2 , p ∈ {0, 1} : F UgtU gt,ϵ (u, u) = p}.
The central region 30 , given p ∈ [0, 1], can be defined as the set of points such that the accumulated probability defined by ϵ is less than p. Intuitively, the points in this region corresponds are those that accumulate a probability less than p for all quadrants. Formally, for U gt , p ∈ [1/2, 1], the central region is Ω Ugt (p) = {(u, u) ∈ 4 2 : F UgtU gt ,ϵ (u, u) < p, ∀ϵ} All previous concepts are related to copulas. Consider the continuous random variables U gt and U gt and the unique associated copula C gt (F Ugt (u), F U gt (u)), then
where U gt and (Q Ugt (l), Q U gt (l)) are equivalent in distribution.
Finally, the accumulated probability at the central region will also only depend on the copula
Central Region
