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ASYMPTOTIC APPROXIMATIONS FOR EIGENVALUES AND EIGENFUNCTIONS
OF A SPECTRAL PROBLEM IN A THIN GRAPH-LIKE JUNCTION WITH A
CONCENTRATED MASS IN THE NODE
TARAS A. MEL’NYK
Abstract. A spectral problem is considered in a thin 3D graph-like junction that consists of three thin
curvilinear cylinders that are joined through a domain (node) of the diameter O(ε), where ε is a small
parameter. A concentrated mass with the density ε−α (α ≥ 0) is located in the node. The asymptotic
behaviour of the eigenvalues and eigenfunctions is studied as ε→ 0, i.e. when the thin junction is shrunk
into a graph.
There are five qualitatively different cases in the asymptotic behaviour (ε → 0) of the eigenelements
depending on the value of the parameter α. In this paper three cases are considered, namely, α = 0,
α ∈ (0, 1), and α = 1.
Using multiscale analysis, asymptotic approximations for eigenvalues and eigenfunctions are constructed
and justified with a predetermined accuracy with respect to the degree of ε. For irrational α ∈ (0, 1), a
new kind of asymptotic expansions is introduced. These approximations show how to account the influence
of local geometric inhomogeneity of the node and the concentrated mass in the corresponding limit spectral
problems on the graph for different values of the parameter α.
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2 T.A. MEL’NYK
1. Introduction
In recent years, there has been an increasing interest in the study of spectral problems in thin graph-
like structures, since such problems have various applications in many fields, e.g., in quantum physics,
mathematical biology, chemistry and many others (see, e.g. [34]). The main task is to study the possibility of
approximating the spectra of different operators by the spectra of appropriate operators on the corresponding
graph. The convergence of spectra for the Laplacians with different boundary conditions (Neumann, Dirichlet
and Robin) at various levels of generality was proved in many papers. In order not to repeat myself, I
refer readers to the works [16, 34], where fairly complete reviews on this topic has been presented. Here I
mention several new papers that have appeared recently. Interesting multifarious transmission conditions
were obtained in the limit passage for spectral problems on thin periodic honeycomb lattice [28]. In [6]
the authors studied the asymptotic behavior the high frequencies for the Laplace operator in a thin T-like
shaped structure and gave a characterization of the asymptotic form of the eigenfunctions originating these
vibrations. About the study of boundary-value problems in thin graph-like junctions in other contexts, we
refer to last new papers [2, 7, 14, 31, 32] and references there.
The book by O. Post [34, Introduction] raised a number of questions. Here are some of them. If the
diameter of the nodal domain in a thin graph-like junction is of the order O(ε) , the node is not seen in the
limit.
• How then to determine the influence of the nodal domain on the asymptotic behavior of the spectrum
in this case?
• Does the one-dimensional model yield correct information about the original physical system?
In the present paper these questions are answered (see the conclusion in Remark 3.6).
The main goal of this paper is the study of the impact of the heavy nodal domain in a thin graph-
like junction on the asymptotic behaviour of the eigenvalues and eigenfunctions when this thin graph-like
junction is shrunk into a graph. To my knowledge, this is the first article in the literature concerning the
asymptotics of eigenvibrations of a thin graph-like junction with a concentrated mass in the node. For this,
the asymptotic approach developed in [12–14] is used. This approach makes it possible to take into account
various factors (e.g. variable thickness of thin curvilinear cylinders, inhomogeneous nonlinear boundary
conditions, geometric characteristics of nodal domains and physical processes inside, etc.) in statements of
problems on graphs. In addition, it gives the better estimate for the difference between the solution of the
starting problem and the solution of the corresponding limit problem (see [12]).
Qualitatively different cases in the asymptotic behaviour of the eigenelements are discovered depending on
the parameter α characterizing the value of the concentrated mass. The main novelty is the construction of
complete asymptotic expansions for the eigenvalues and asymptotic approximations for eigenfunctions with
a predetermined accuracy. For irrational α ∈ (0, 1), a new kind of asymptotic expansions is introduced.
1.1. Statement of the problem. The model thin star-shaped junction Ωε consists of three thin curvilinear
cylinders
Ω(i)ε =
{
x = (x1, x2, x3) ∈ R3 : εℓ0 < xi < ℓi,
3∑
j=1
(1− δij)x2j < ε2h2i (xi)
}
, i = 1, 2, 3,
that are joined through a nodal domain Ω
(0)
ε (referred in the sequel ”node”). Here ε is a small parameter;
ℓ0 ∈ (0, 13 ), ℓi ≥ 1, i = 1, 2, 3; the positive function hi belongs to the space C1([0, ℓi]) and it is equal to
some constants in neighborhoods of xi = 0 and xi = ℓi; the symbol δij is the Kroneker delta, i.e., δii = 1
and δij = 0 if i 6= j. The node Ω(0)ε (see Fig. 1) is formed by the homothetic transformation with coefficient
ε from a bounded domain Ξ(0) ⊂ R3 , i.e., Ω(0)ε = εΞ(0). In addition, we assume that its boundary contains
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the disks Υ
(i)
ε (εℓ0), i = 1, 2, 3, where
Υ(i)ε (s) :=
{
x ∈ R3 : xi = s,
3∑
j=1
(1− δij)x2j < ε2h2i (s)
}
.
x 1
0 
x 2
x 3
εl
εl
0
0
εl
0
Figure 1. The node Ω
(0)
ε
Thus, the model thin graph-like junction Ωε (see Fig. 2) is the interior of the union
⋃3
i=0Ω
(i)
ε and we
assume that it has the Lipschitz boundary.
Remark 1.1. Thin graph-like junctions with arbitrary number and arbitrary orientation of the thin cylinders
can be also considered (see [11], where a parabolic problem in a thin graph-like junction was studied). But
in order to avoid technical and huge calculations, the thin junction Ωε, in which the cylinders are located
along the coordinate axes, is proposed.
In Ωε we consider the following spectral problem:
−∆xuε(x) = λ(ε) ρε(x)uε(x), x ∈ Ωε;
uε(x) = 0, x ∈ Υ(i)ε (ℓi), i = 1, 2, 3;
∂νu
ε(x) = 0, x ∈ ∂Ωε \
(
Υ
(1)
ε (ℓ1) ∪Υ(2)ε (ℓ2) ∪Υ(3)ε (ℓ3)
)
;
[uε]|xi=εℓ0 = [∂xiu
ε]|xi=εℓ0 = 0, x ∈ Υ
(i)
ε (εℓ0), i = 1, 2, 3.
(1.1)
Here ∂ν = ∂/∂ν is the outward normal derivative; the brackets denote the jump of the enclosed quantities;
the density
ρε(x) =
 1, x ∈ Ωε \ Ω
(0)
ε ,
ε−α̺0
(
x
ε
)
, x ∈ Ω(0)ε ,
where the parameter α ∈ [0,+∞) (if α > 0, then the concentrated mass is presented in the node Ω(0)ε ),
̺0 is a smooth function in Ξ(0) and such that
̺0(ξ) =
{
0, ξ = (ξ1, ξ2, ξ3) ∈ R3ξ \ Ξ(0),
0 < c0 ≤ ̺0
(
ξ
) ≤ c1, ξ ∈ Ξ(0).
Recall that uε ∈ Hε \ {0} is an eigenfunction corresponding to the eigenvalue λ(ε) of problem (1.1) if
〈uε, v〉ε = λ(ε) (uε, v)Vε ∀ v ∈ Hε, (1.2)
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Figure 2. The model thin graph-like junction Ωε
where Hε is the Sobolev space{
u ∈ H1(Ωε) : u|Υ(i)ε (ℓi) = 0 in sense of the trace, i = 1, 2, 3,
}
with the scalar product
〈u, v〉ε :=
∫
Ωε
∇u · ∇v dx ∀u, v ∈ Hε, (1.3)
and Vε is the space L2(Ωε) with the scalar product
(u, v)Vε :=
3∑
i=1
∫
Ω
(i)
ε
u v dx+ ε−α
∫
Ω
(0)
ε
̺0
(
x
ε
)
u v dx.
Let us define an operator Aε : Hε 7→ Hε by the following equality
〈Aεu, v〉ε = (u, v)Vε ∀ u, v ∈ Hε, (1.4)
It is easy to see that operator Aε is self-adjoint, positive, and compact due to compactness of the imbedding
H1(Ωε) ⊂ L2(Ωε). Thus, the problem (1.1) is equivalent to the spectral problem Aεu = λ−1(ε)u in Hε.
Therefore, for each fixed value of ε there is a sequence of eigenvalues
0 < λ1(ε) < λ2(ε) ≤ . . . ≤ λn(ε) ≤ · · · → +∞ (as n→ +∞) (1.5)
of problem (1.1), where each eigenvalue is counted as many times as its multiplicity. The corresponding
eigenfunctions {uεn}n∈N, which belong to Hε, can be orthonormalized as follows
〈uεn, uεm〉ε = ε2δn,m, {n, m} ⊂ N. (1.6)
In addition, since the eigenfunctions are defined up to the sign ”± ”, we can choose them more precisely,
namely ∫
Υ
(i)
ε (ℓ1)
(
∂x1u
ε
n
)
(ℓ1, x2, x3) dx2dx3 > 0. (1.7)
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The aim is to study the asymptotic behavior of the eigenvalues {λn(ε)}n∈N and the eigenfunctions
{uεn}n∈N as ε→ 0, i.e., when the thin junction Ωε is shrunk into the graph
I := I1 ∪ I2 ∪ I3,
where Ii := {x = (x1, x2, x3) ∈ R3 : xi ∈ (0, ℓi), xi = (0, 0)}, i ∈ {1, 2, 3}, and
xi =
 (x2, x3), i = 1,(x1, x3), i = 2,
(x1, x2), i = 3.
It should be noted that the limit process is accompanied by a concentrated mass in the node. In fact, there
are two kinds of perturbations in the problem (1.1), namely, the domain perturbation and the density pertur-
bation. The influence of both those factors on the asymptotic behavior of the eigenvalues and eigenfunctions
will be studied as well.
1.2. Comments to the problem. Vibrating systems with a concentration of masses have been studied
for a long time. It was experimentally established that the concentrated mass on a small set of diameter
O(ε) in a vibration system leads to the big reduction of the main frequency and to the localization of
corresponding eigenvibration near the concentrated mass. A new approach in this field was proposed by E.
Sa´nchez-Palencia in the paper [35], where the effect of local vibrations was mathematically described. After
this paper, many articles appeared dealing with different spectral problems with concentrated masses. The
reader can find widely presented bibliography on this topic in [3–5,18–20,22,30,33]. As follows from results
obtained in those papers, the asymptotic behaviour of the eigenvalues and eigenfunctions essentially depends
on the parameter α.
Therefore, it is natural to expect that the concentrated mass in the node provokes crucial changes in the
whole vibrating process in the thin graph-like junction Ωε, in particular, as we will see later, it rejects the
traditional Kirchhoff transmission conditions at the vertex of the graph I in the limit (as ε→ 0) for some
values of α.
Since spectral problems in thin graph-liked junctions naturally associated with spectral problems on
graphs, we note some papers devoted to the study of spectral problems with concentrated masses on graphs.
The first work in this direction was the paper [29] by Oleinik, in which a spectral problem
d2uε(x1)
dx21
+ λ(ε) ρε(x1)u
ε(x1) = 0 in (a, b), u
ε(a) = uε(b) = 0,
where a < 0 and b > 0, was considered with a concentrated mass on the interval (−ε, ε). Five qualitatively
different cases in the asymptotic behaviour of the eigenvalues and eigenfunctions were discovered, namely,
α < 1, α = 1, α ∈ (1, 2), α = 2, and α > 2. In each case the convergence of the eigenvalues and
eigenfunctions was proved as ε → 0. Asymptotic expansions for the eigenvalues and eigenfunctions of the
same problem were constructed in [8] for the integer values of α and α = 32 . The convergence theorems
for eigenvalues and eigenfunctions of the fourth order differential equation on the interval (a, b) with a
concentrated mass on (−ε, ε) were proved in [9]. Asymptotic behavior of the spectrum of the Sturm-
Liouville problem on metric graphs with perturbed density in small neighborhoods of vertices was studied
in [10] for α < 1, α = 1, and α ∈ (1, 2).
Similar situation is observed for the problem (1.1). In the present paper, only the cases α = 0, α ∈ (0, 1)
and α = 1 are considered.
In order to partially satisfy readers’ desire to find out answers to the questions that are asked at the
beginning of this section, I note that this requires finding the second terms of the asymptotics (the full
answers in Remark 3.6). For example, two-term asymptotics for the eigenvalue λn(ε) in the case α = 0 is
λn(ε) = Λn + εµ1,n +O(ε2) as ε→ 0,
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where
µ1,n =
(
ΛnW
(1)
n (0)
)2 3∑
i=1
ℓ0h
2
i (0)−
1
π
∫
Ξ(0)
̺0(ξ) dξ
 +(δ(2)1,n h22(0)
ℓ2
+
δ
(3)
1,n h
2
3(0)
ℓ3
)
ΛnW
(1)
n (0). (1.8)
Here, Λn is the n -th eigenvalue of the limit spectral problem (3.33) and {W (i)n }3i=1 is the corresponding
eigenfunction. From (1.8) it is possible to see the influence of the node and other characteristics of the thin
junction Ωε on the asymptotic behavior of the spectrum of the problem (1.1) even for α = 0.
The concentrated mass begins to impact the first terms of the asymptotic expansions if α = 1. This
influence appears through the second Kirchhoff transmission condition in the limit spectral problem, namely,
3∑
i=1
h2i (0)
dW (i)
dxi
(0) = −ΛW (1)(0) 1
π
∫
Ξ(0)
̺0(ξ) dξ.
It should be noted here that the spectral parameter Λ is also present in the differential equations of the
limit problem.
In contrast to asymptotic expansions constructed in [8], the asymptotic approximations for the eigenfunc-
tions of the problem (1.1) consist of two parts, namely, the regular part of the asymptotics located inside of
each thin cylinder and the inner part presented in a neighborhood of the node (additional boundary-layer
parts are needed in some cases (see Sec. 3)). Terms of the inner part of the asymptotics are special solutions
of boundary-value problems in an unbounded domain with different outlets at infinity. It turns out they have
polynomial growth at infinity and directly impact the regular asymptotics through the matching conditions.
As a result, we derive the limit problem (ε = 0) on the graph and the corresponding coupling conditions in
the vertex, as well as the problems for the following terms of the regular asymptotics.
Another significant feature of this work is a new type of asymptotic expansions in the case when α is an
irrational number from the interval (0, 1). For instance, the following asymptotic ansatz
+∞∑
k=0
+∞∑
p=0
εk−pα µk−pα
is suggested for an eigenvalue λ(ε) of the problem (1.1). This is a non-standard asymptotic expansion,
since the better accuracy of the approximation we want, the more terms between integer powers of ε must
be determined, and with each step more and more (for more detail see Sec. 4). In classical asymptotic
analysis, in order to construct the asymptotic approximation for a certain function, we successively calculate
the coefficients (the next coefficient is determined through the previous ones) relative to a given scale (see
e.g. [1, 25]).
The rest of this paper is organized as follows. In Sec. 2, some inequalities used in the other sections are
proved. Asymptotic approximations for the eigenvalues and eigenfunctions of the problem (1.1) for α = 0,
α ∈ (0, 1), and α = 1 are constructed and justified in Sections 3, 4, and 5, respectively.
2. Additional useful inequalities and statements
Taking the uniform Dirichlet conditions on Υ
(1)
ε (ℓ1) into account and using the linear extension operator
Pε (see [21, Lemma 2.1]) from the space H1(Ω(1)ε ) into H1(B(1)ε ), where
B(1)ε := {x : x1 ∈ (εℓ0, ℓ1), x2 ∈ (−εR0, εR0), x3 ∈ (−εR0, εR0)}
is a thin beam containing the thin curvilinear cylinder Ω
(1)
ε with its closure, we deduce the inequality∫
Ω
(1)
ε
v2 dx ≤
∫
B
(1)
ε
(Pεv)2 dx ≤ ℓ21 ∫
B
(1)
ε
(
∂x1
(Pεv))2 dx ≤ C1 ∫
Ω
(1)
ε
|∇v|2 dx (2.1)
for any function v ∈ Hε. The same inequalities hold for Ω(2)ε and Ω(3)ε .
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Remark 2.1. Here and in what follows all constants {Cj} and {cj} in inequalities are independent of the
parameters ε and α.
By the same way as in [13, Proposition 3.1] we prove the estimate∫
Ω
(0)
ε
v2 dx ≤ C2
(
ε2
∫
Ω
(0)
ε
|∇xv|2 dx+ ε
3∑
i=1
∫
Υ
(i)
ε (εℓ0)
v2 dxi
)
∀ v ∈ H1(Ω(0)ε ). (2.2)
Then, again using the extension operator Pε and taking into account the uniform Dirichlet conditions on
{Υ(i)ε (ℓi)}3i=1, we get from (2.2) that∫
Ω
(0)
ε
v2 dx ≤ C3ε
∫
Ωε
|∇xv|2 dx ∀ v ∈ Hε. (2.3)
It follows from (2.1) and (2.3) that∫
Ωε
v2 dx ≤ C4
∫
Ωε
|∇xv|2 dx ∀ v ∈ Hε. (2.4)
Thus, the usual norm ‖v‖1 = (
∫
Ωε
(|∇v|2 + v2) dx)1/2 and a new norm ‖ · ‖ε that is generated by the scalar
product (1.3) are uniformly equivalent, i.e., there exist positive constants c1, ε0, such that for all ε ∈ (0, ε0)
the following inequalities hold:
‖v‖ε ≤ ‖v‖1 ≤ c1‖v‖ε ∀ v ∈ Hε.
It is easy to prove (see for more detail [23]) the inequality
ε
∫
Γ
(i)
ε
v2 dσx ≤ C5
∫
Ω
(i)
ε
|∇xv|2 dx ∀ v ∈ Hε, (2.5)
where Γ
(i)
ε := ∂Ω
(i)
ε \
(
Υ
(i)
ε (εℓ0) ∪Υ(i)ε (ℓi)
)
is the lateral surface of the cylinder Ω
(i)
ε , i ∈ {1, 2, 3}.
Proposition 2.1. For any fixed n ∈ N there exists a constant Cn such that for all ε the estimate
λn(ε) ≤ Cn (2.6)
holds. In addition, there exists a constant c1, which depends neither on ε nor n, such that for all n ∈ N
and all ε
λn(ε) ≥ c1 ·
{
1, if α ∈ [0, 1],
εα−1, if α > 1. (2.7)
If α > 2, then any fixed n ∈ N
λn(ε) ≤ Cn εα−2. (2.8)
Proof. 1. Let Ln(φ˜1, . . . , φ˜n) be a n -dimensional subspace of Hε, which is spanned on n linearly inde-
pendent functions
φ˜k =
 φk(x1), x ∈ Ω
(1)
ε ∩
{
x : x1 ∈ ( ℓ12 , ℓ1)
}
,
0, x ∈ Ωε \
(
Ω
(1)
ε ∩
{
x : x1 ∈ ( ℓ12 , ℓ1)
})
,
where φ1, . . . , φn are the eigenfunctions of the spectral problem
− d
2φk(x1)
dx21
= µk φk(x1), x1 ∈ ( ℓ12 , ℓ1),
φk(
ℓ1
2 ) = 0, φk(ℓ1) = 0,
which are orthonormalized in L2
(
( ℓ12 , ℓ1)
)
. Here, 0 < µ1 < µ2 < . . . < µk < . . .→ +∞ as k → +∞.
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By virtue of the minimax principle for eigenvalues, we have
λn(ε) = min
E∈En
max
v∈E\{0}
∫
Ωε
|∇v|2 dx∑3
i=1
∫
Ω
(i)
ε
v2 dx+ ε−α
∫
Ω
(0)
ε
̺0(
x
ε ) v
2 dx
≤ min
E∈En
max
v∈E\{0}
∫
Ωε
|∇v|2 dx∫
Ω
(1)
ε
v2 dx
≤ max
06=v∈Ln
∫
Ω
(1)
ε
|v′|2 dx∫
Ω
(1)
ε
v2 dx
≤ maxx1∈[0,ℓ1] h
2
1(x1)
minx1∈[0,ℓ1] h
2
1(x1)
max
06=v∈Ln
∫
(
ℓ1
2 ,ℓ1)
(v′)2 dx1∫
(
ℓ1
2 ,ℓ1)
v2 dx1
≤ c1µn.
(2.9)
Here En is a set of all subspaces of Hε with dimension n.
Now let us prove the lower estimate. With the help of (2.1) and (2.3) , we have
λn(ε) ≥ λ1(ε) = min
v∈Hε\{0}
∫
Ωε
|∇v|2 dx∑3
i=1
∫
Ω
(i)
ε
v2 dx+ ε−α
∫
Ω
(0)
ε
̺0(
x
ε ) v
2 dx
≥ 1
C2 + ε1−αC4
,
from where it follows (2.7).
2. Now let Ln(ψ˜1, . . . , ψ˜n) be a n -dimensional subspace of Hε, which is spanned on n linearly independent
functions
ψ˜k =
 0, x ∈ Ω
(i)
ε , i ∈ {1, 2, 3},
Ψ
(
x
ε
)
, x ∈ Ω(0)ε ,
where Ψ1, . . . ,Ψn are the eigenfunctions of the spectral problem
−∆ξΨk(ξ) = ηk Ψ(ξ), ξ ∈ Ξ(0),
∂νξΨk(ξ) = 0, ξ ∈ ∂Ξ(0) \
(⋃3
i=1Υ
(i)
ε (εℓ0)
)
,
Ψk(ξ) = 0, ξ ∈ Υ(i)ε (εℓ0), i = 1, 2, 3.
(2.10)
which are orthonormalized in L2
(
Ξ(0)
)
. Here, 0 < η1 < η2 ≤ . . . ≤ ηk ≤ . . .→ +∞ as k → +∞.
Again with the help of the minimax principle for eigenvalues, we get
λn(ε) ≤ εα−2 max
06=ψ∈Ln
∫
Ω
(0)
ε
|∇ξψ(ξ)|2
∣∣∣
ξ= x
ε
dx∫
Ω
(0)
ε
ψ2
(
x
ε
)2
dx
= ηn ε
α−2. (2.11)

From inequalities obtained in Proposition 2.1 we can expect the following cases in the asymptotic be-
haviour of the eigenvalues and eigenfunctions depending on the parameter α : α = 0, α ∈ (0, 1), α = 1,
α ∈ (1, 2), α = 2, and α > 2. In this paper we will consider the first three.
3. Asymptotic expansions in the case α = 0.
We start from the case α = 0. In this case there is no big difference between the node density and the
density of the cylinders; they can be even equal. Using the approach of [12], the following ansatzes are
proposed for the approximation of an eigenfunction uε (the index n is omitted) of the problem (1.1):
(1) for each i ∈ {1, 2, 3} the regular ansatz
U (i)∞ := w(i)0 (xi) + εw(i)1 (xi) +
+∞∑
k=2
εk
(
u
(i)
k
(
xi,
xi
ε
)
+ w
(i)
k (xi)
)
(3.1)
is located inside of each thin cylinder Ω
(i)
ε and their terms depend both on the corresponding
longitudinal variable xi and so-called “fast variables”
xi
ε
;
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(2) the boundary-layer ansatz
Π(i)∞ :=
+∞∑
k=0
εkΠ
(i)
k
(
ℓi − xi
ε
,
xi
ε
)
(3.2)
is located in a neighborhood of the base Υ
(i)
ε (ℓi) of the thin cylinder Ω
(i)
ε ;
(3) and the inner one
N (∞) :=
+∞∑
k=0
εkNk
(x
ε
)
(3.3)
is located in a neighborhood of the node Ω
(0)
ε .
Asymptotic expansion for the corresponding eigenvalue λ(ε) (the index n is omitted) is sought in the form
L(∞) :=
+∞∑
k=0
εkµk. (3.4)
3.1. Regular parts of the asymptotics. Formally substituting the series (3.1) and (3.4) into the differ-
ential equation of the problem (1.1) in each thin cylinder Ω
(i)
ε , we obtain
−
+∞∑
k=2
εk
d2u
(i)
k
dxi2
(xi, ξi)−
+∞∑
k=0
εk∆ξiu
(i)
k+2(xi, ξi)−
+∞∑
k=0
εk
d2w
(i)
k
dxi2
(xi) ≈
µ0w
(i)
k (xi) + ε
(
µ0w
(i)
1 (xi) + µ1w
(i)
0 (xi)
)
+
+∞∑
k=2
εk
k∑
m=0
µm
(
u
(i)
k−m
(
xi,
xi
ε
)
+ w
(i)
k−m(xi)
)
, (3.5)
where ξi =
xi
ε
, ξi =
xi
ε
.
It is easy to calculate the outer unit normal to Γ
(i)
ε :
ν
(i)(xi, ξi) =
1√
1 + ε2|h′i(xi)|2
(− εh′i(xi), νi(ξi)) =

(− εh′1(x1), ν(1)2 (ξ1), ν(1)3 (ξ1))√
1 + ε2|h′1(x1)|2
, i = 1,(
ν
(2)
1 (ξ2), −εh′2(x2), ν(2)3 (ξ2)
)√
1 + ε2|h′2(x2)|2
, i = 2,(
ν
(3)
1 (ξ3), ν
(3)
2 (ξ3), −εh′3(x3)
)√
1 + ε2|h′3(x3)|2
, i = 3,
where νi(ξi) is the outward normal to the disk Υi(xi) := {ξi ∈ R2 : |ξi| < hi(xi)}. Taking the view of the
unit normal into account and putting the sum (3.1) into the Neumann condition on Γ
(i)
ε , we get
+∞∑
k=1
εk∂νi(ξi)
u
(i)
k+1(xi, ξi)− h′i(xi)
+∞∑
k=3
εk
∂u
(i)
k−1
∂xi
(xi, ξi)− h′i(xi)
+∞∑
k=1
εk
dw
(i)
k−1
dxi
(xi) ≈ 0. (3.6)
Equating coefficients of the same powers of ε in (3.5) and (3.6), we deduce recurrent relations of boundary-
value problems for determining the coefficients in (3.1). The problem problem for u
(i)
2 is as follows:
−∆ξiu
(i)
2 (xi, ξi) =
d 2w
(i)
0
dxi2
(xi) + µ0w
(i)
0 (xi), ξi ∈ Υi(xi),
−∂νξiu
(i)
2 (xi, ξi) = − h′i(xi)
dw
(i)
0
dxi
(xi), ξi ∈ ∂Υi(xi),
〈u(i)2 (xi, ·)〉Υi(xi) = 0.
(3.7)
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Here, the variable xi is regarded as a parameter from the interval I
(i)
ε = {x : xi ∈ (εℓ0, ℓi), xi = (0, 0)},
〈u(xi, ·)〉Υi(xi) :=
∫
Υi(xi)
u(xi, ξi) dξi, i = 1, 2, 3.
For each i ∈ {1, 2, 3}, the problem (3.7) is the inhomogeneous Neumann problem for the Poisson equation
in the disk Υi(xi) with respect to the variables ξi ∈ Υi(xi). Writing down the necessary and sufficient
condition for the solvability of (3.7), we get the following differential equation:
− d
dxi
(
h2i (xi)
dw
(i)
0
dxi
(xi)
)
= µ0 h
2
i (xi)w
(i)
0 (xi), xi ∈ I(i)ε . (3.8)
Let us assume that there exists a number µ0 and a function w
(i)
0 6= 0 satisfying the equation (3.8)) (the
existence will be justified later). Then, a solution to the problem (3.7) exists and the third relation in (3.7)
supplies its uniqueness.
To determine the coefficient u
(i)
3 , we obtain the following problem:
−∆ξiu
(i)
3 (xi, ξi) =
d 2w
(i)
1
dxi2
(xi) + µ0 w
(i)
1 (xi) + µ1 w
(i)
0 (xi), ξi ∈ Υi(xi),
−∂ν
ξi
u
(i)
3 (xi, ξi) = − h′i(xi)
dw
(i)
1
dxi
(xi), ξi ∈ ∂Υi(xi),
〈u(i)3 (xi, ·)〉Υi(xi) = 0,
(3.9)
for each i ∈ {1, 2, 3}. Repeating the above reasoning, we find
− d
dxi
(
h2i (xi)
dω
(i)
1
dxi
(xi)
)
= µ0 h
2
i (xi)w
(i)
1 (xi) + µ1 h
2
i (xi)w
(i)
0 (xi), xi ∈ I(i)ε , i = 1, 2, 3. (3.10)
For the coefficients {u(i)k : k ≥ 4, i = 1, 2, 3}, we obtain the following boundary-value problems:
−∆ξiu
(i)
k (xi, ξi) =
d 2w
(i)
k−2
dxi2
(xi) +
∂ 2u
(i)
k−2
∂xi2
(xi, ξi) + µk−3 w
(i)
1 (xi) + µk−2 w
(i)
0 (xi)
+
∑k−4
m=0 µm
(
u
(i)
k−2−m
(
xi,
xi
ε
)
+ w
(i)
k−2−m(xi)
)
, ξi ∈ ∂Υi(xi),
−∂νξiu
(i)
k (xi, ξi) = − h′i(xi)
(
dw
(i)
k−2
dxi
(xi) +
∂u
(i)
k−2
∂xi
(xi, ξi)
)
ξi ∈ Υi(xi),
〈u(i)k (xi, ·)〉Υi(xi) = 0.
(3.11)
Writing down the solvability condition for the problem (3.11), we see that w
(i)
k−2 should be a solution to the
ordinary differential equation
− d
dxi
(
h2i (xi)
dw
(i)
k−2
dxi
(xi)
)
= µ0 h
2
i (xi)w
(i)
k−2(xi) +
k−2∑
m=1
µm h
2
i (xi)w
(i)
k−2−m(xi), xi ∈ I(i)ε . (3.12)
Here k ≥ 4, i = 1, 2, 3.
Remark 3.1. Boundary conditions for the differential equations (3.8), (3.10) and (3.12) are a priori un-
known. They will be determined in the process of constructing the formal asymptotics.
The solution to the problem (3.11) is uniquely determined if we find all the coefficients u
(i)
2 , . . . , u
(i)
k−1 and
w
(i)
0 , . . . , w
(i)
k−2 of the expansion (3.1) and µ0, µ1, . . . , µk−2 of the expansion (3.4). We show the solvability
of this recursive procedure in the unique way in Subsection 3.5.
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3.2. Boundary-layer part of the asymptotics. Here we construct the boundary-layer parts of the asymp-
totics, which compensate residuals from the regular ones on the bases of the thin cylinders Ω
(i)
ε , i = 1, 2, 3.
Substituting the series (3.2) into (1.1) and collecting coefficients with the same powers of ε , we get the
following mixed boundary-value problems:
−∆ξ∗i ,ξiΠ
(i)
k (ξ
∗
i , ξi) = 0, ξ
∗
i ∈ (0,+∞), ξi ∈ Υi(ℓi),
−∂νξiΠ
(i)
k (ξ
∗
i , ξi) = 0, ξ
∗
i ∈ (0,+∞), ξi ∈ ∂Υi(ℓi),
Π
(i)
k (0, ξi) = Φ
(i)
k (ξi), ξi ∈ Υi(ℓi),
Π
(i)
k (ξ
∗
i , ξi) → 0, ξ∗i → +∞, ξi ∈ Υi(ℓi),
(3.13)
where ξ∗i =
ℓi − xi
ε
, ξi =
xi
ε
; Φ
(i)
k = −w(i)k (ℓi), k = 0, 1; Φ(i)k (ξi) = −u(i)k (ℓi, ξi) − w(i)k (ℓi), k ≥ 2,
k ∈ N. Using the method of separation of variables, we determine the solution
Π
(i)
k (ξ
∗
i , ξi) = a
(i)
k,0 +
+∞∑
p=1
a
(i)
k,pΘ
(i)
p (ξi) exp(−η(i)p ξ∗i ) (3.14)
to the problem (3.13) at a fixed index k, where
a
(i)
k,p =
∫
Υi(ℓi)
Φ
(i)
k (ξi)Θ
(i)
p (ξi) dξi,
a
(i)
k,0 =
1
|Υi(ℓi)|
∫
Υi(ℓi)
Φ
(i)
k (ξi) dξi = −
1
πh2i (ℓi)
∫
Υi(ℓi)
u
(i)
k (ℓi, ξi) dξi − w(i)k (ℓi) = −w(i)k (ℓi).
Here Θ
(i)
0 ≡ 1, {Θ(i)p }p∈N are orthonormalized in L2(Υi(ℓi)) eigenfunctions of the spectral problem{
−∆ξiΘ
(i)
p = (η
(i)
p )2Θ(i) in Υi(ℓi),
∂νξi
Θ
(i)
p = 0 on ∂Υi(ℓi),
(3.15)
and η
(i)
0 = 0 < η
(i)
1 ≤ η(i)2 ≤ . . . ≤ η(i)p ≤ . . . .
From the fourth condition in (3.13) it follows that coefficient a
(i)
k,0 must be equal to 0. As a result, we
arrive at the following boundary conditions for the functions {w(i)k } :
w
(i)
k (ℓi) = 0, k ∈ N0, i = 1, 2, 3. (3.16)
Remark 3.2. Since Φ
(i)
0 ≡ Φ(i)1 ≡ 0 , we conclude that Π(i)0 ≡ Π(i)1 ≡ 0, i = 1, 2, 3. Moreover, from
representation (3.14) with regard to (3.16) it follows that
Π
(i)
k (ξ
∗
i , ξi) = O(exp(−η(i)1 ξ∗i )) as ξ∗i → +∞, i = 1, 2, 3. (3.17)
3.3. Inner part of the asymptotics. To obtain conditions on the functions {ω(i)k }, i = 1, 2, 3 at the
point 0, we need to run the inner part (3.3) of the asymptotics in a neighborhood of the node Ω
(0)
ε . For
this purpose we pass to the variables ξ = xε . Letting ε to 0, we see that the domain Ωε is transformed
into the unbounded domain Ξ that is the union of the domain Ξ(0) and three semibounded cylinders
Ξ(i) = {ξ = (ξ1, ξ2, ξ3) ∈ R3 : ℓ0 < ξi < +∞, |ξi| < hi(0)}, i = 1, 2, 3,
i.e., Ξ is the interior of the set
⋃3
i=0 Ξ
(i) (see Fig. 3).
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0 
ξ 1
ξ 2
ξ 3
Figure 3. Domain Ξ
Substituting the series (3.3) and (3.4) into the problem (1.1) and equating coefficients at the same powers
of ε , we derive the following relations for {Nk} :
−∆ξNk(ξ) = R(ξ)
∑k−2
m=0 µmNk−2−m(ξ), ξ ∈ Ξ
∂νξNk(ξ) = 0, ξ ∈ ∂Ξ
Nk(ξ) ∼ w(i)k (0) + Ψ(i)k (ξ), ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3
[Nk]|ξi=ℓ0 = [∂ξiNk]|ξi=ℓ0
= 0, x ∈ Υi(ℓ0), i = 1, 2, 3,
(3.18)
where
R(ξ) =
{
1, ξ ∈ Ξ \ Ξ(0),
̺0(ξ), ξ ∈ Ξ(0).
Relations in the third line of (3.18) appear by matching the regular and inner asymptotics in a neighborhood
of the node, namely the asymptotics of the terms {Nk} as ξi → +∞ have to coincide with the corresponding
asymptotics of terms of the regular expansions (3.1) as xi = εξi → +0, i = 1, 2, 3, respectively. Expanding
each term of the regular asymptotics in the Taylor series at the points xi = 0, i = 1, 2, 3, and collecting the
coefficients of the same powers of ε, we get
Ψ
(i)
0 ≡ 0, Ψ(i)k (ξi) =
k∑
j=1
ξji
j!
djw
(i)
k−j
dxji
(0), i = 1, 2, 3, k ∈ N. (3.19)
Remark 3.3. Since the function hi is equal to some constant in a neighborhood of xi = 0, coefficients
{u(i)k }k∈N vanish in this neighborhood.
To simplify formulas, we will not prescribe the conjugation conditions on Υi(ℓ0), i = 1, 2, 3, in the future.
We look for a solution to the problem (3.18) with a fixed index k ∈ N in the form
Nk(ξ) =
3∑
i=1
Ψ
(i)
k (ξi)χi(ξi) + N˜k(ξ), (3.20)
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where χi ∈ C∞(R+), 0 ≤ χi ≤ 1 and
χi(ξi) =
{
0, ξi ∈ [0, 1 + ℓ0],
1, ξi ≥ 2 + ℓ0,
i = 1, 2, 3.
Then N˜k should be a solution to the problem{ −∆ξN˜k(ξ) = F˜k(ξ), ξ ∈ Ξ,
∂νξN˜k(ξ) = 0, ξ ∈ ∂Ξ,
(3.21)
and satisfy the conditions:
N˜k(ξ)→ w(i)k (0) as ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3, (3.22)
where
F˜1(ξ) =
3∑
i=1
(
ξi
dw
(i)
0
dxi
(0)χ′′i (ξi) + 2
dw
(i)
0
dxi
(0)χ′i(ξi)
)
,
F˜k(ξ) =
3∑
i=1
[(
Ψ
(i)
k (ξi)χ
′
i(ξi)
)′
+
(
Ψ
(i)
k (ξi)
)′
χ′i(ξi) +
(
Ψ
(i)
k (ξi)
)′′
χi(ξi)
]
+R(ξ)
k−2∑
m=0
µnNk−2−m(ξ), k ≥ 2.
The existence of a solution to the problem (3.21) in the corresponding energetic space can be obtained
from general results about the asymptotic behavior of solutions to elliptic problems in domains with different
exits to infinity [15, 17, 26, 27]. We will use approach proposed in [21, 26].
Let C∞0,ξ(Ξ) be a space of functions infinitely differentiable in Ξ and finite with respect to ξ , i.e.,
∀ v ∈ C∞0,ξ(Ξ) ∃R > 0 ∀ ξ ∈ Ξ ξi ≥ R, i = 1, 2, 3 : v(ξ) = 0.
We now define a space H :=
(
C∞0,ξ(Ξ), ‖ · ‖H
)
, where
‖v‖H =
√∫
Ξ
|∇v(ξ)|2 dξ +
∫
Ξ
|v(ξ)|2|ρ(ξ)|2 dξ ,
and the weight function ρ ∈ C∞(R3), 0 ≤ ρ ≤ 1 and
ρ(ξ) =
{
1, ξ ∈ Ξ(0),
|ξi|−1, ξi ≥ ℓ0 + 1, ξ ∈ Ξ(i), i = 1, 2, 3.
A function N˜k from the space H is called a weak solution to the problem (3.21) if∫
Ξ
∇N˜k · ∇v dξ =
∫
Ξ
F˜k v dξ ∀ v ∈ H. (3.23)
Proposition 3.1. Assume that ρ−1F˜k ∈ L2(Ξ). Then there exist a weak solution to the problem (3.21) if
and only if ∫
Ξ
F˜k dξ = 0. (3.24)
14 T.A. MEL’NYK
This solution is defined up to an additive constant. The additive constant can be chosen to guarantee the ex-
istence and uniqueness of a weak solution to the problem (3.21) with the following differentiable asymptotics:
N̂k(ξ) =

O(exp(−γ1ξ1)) as ξ1 → +∞, ξ ∈ Ξ(1),
δ
(2)
k +O(exp(−γ2ξ2)) as ξ2 → +∞, ξ ∈ Ξ(2),
δ
(3)
k +O(exp(−γ3ξ3)) as ξ3 → +∞, ξ ∈ Ξ(3),
(3.25)
where γi, i = 1, 2, 3 are positive constants.
The constants δ
(2)
k and δ
(3)
k in (3.25) are defined with the formulas
δ
(i)
k =
∫
Ξ
Ni F˜k(ξ) dξ, i = 2, 3, k ∈ N0, (3.26)
where N2 and N3 are special solutions to the corresponding homogeneous problem
−∆ξN = 0 in Ξ, ∂νN = 0 on ∂Ξ, (3.27)
for the problem (3.21).
Proposition 3.2 (see [13]). The problem (3.27) has two linearly independent solutions N2 and N3 that
do not belong to the space H and they have the following differentiable asymptotics:
N2(ξ) =

− ξ1
πh21(0)
+O(exp(−γ1ξ1)) as ξ1 → +∞,
C
(2)
2 +
ξ2
πh22(0)
+O(exp(−γ2ξ2)) as ξ2 → +∞,
C
(3)
2 +O(exp(−γ3ξ3)) as ξ3 → +∞,
(3.28)
N3(ξ) =

− ξ1
πh21(0)
+O(exp(−γ1ξ1)) as ξ1 → +∞,
C
(2)
3 +O(exp(−γ2ξ2)) as ξ2 → +∞,
C
(3)
3 +
ξ3
πh23(0)
+O(exp(−γ3ξ3)) as ξ3 → +∞,
(3.29)
Any other solution to the homogeneous problem, which has polynomial growth at infinity, can be presented
as a linear combination α1 + α2N2 + α3N3.
Remark 3.4. To obtain formulas (3.26), it is necessary to substitute the functions N̂k,N2 and N̂k,N3 in
the second Green-Ostrogradsky formula∫
ΞR
(
N̂ ∆ξN−N∆ξN̂
)
dξ =
∫
∂ΞR
(
N̂ ∂νξN−N ∂νξN̂
)
dσξ
respectively, and then pass to the limit as R→ +∞. Here ΞR = Ξ ∩ {ξ : |ξi| < R, i = 1, 2, 3}.
3.4. The limit spectral problem and problems for {w˜k} . The problem (3.18) if k = 0 has the form
−∆ξN0(ξ) = 0, ξ ∈ Ξ,
∂νξN0(ξ) = 0, ξ ∈ ∂Ξ,
N0(ξ) ∼ w(i)0 (0), ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3.
(3.30)
It is ease to verify that δ
(2)
0 = δ
(3)
0 = 0 and N̂0 ≡ 0. Thus, this problem has a solution in H if and only if
w
(1)
0 (0) = w
(2)
0 (0) = w
(3)
0 (0); (3.31)
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in this case N0 ≡ N˜0 ≡ w(1)0 (0).
The solvability condition (3.24) for the problem (3.21) with k = 1 reads as follows:
h21(0)
dw
(1)
0
dx1
(0) + h22(0)
dw
(2)
0
dx2
(0) + h23(0)
dw
(3)
0
dx3
(0) = 0. (3.32)
Thus, for the functions {w(i)0 }3i=1 that are the first terms of the regular asymptotic expansions (3.1) and
for the first term µ0 of the expansion (3.4), we obtain the spectral problem
− d
dxi
(
h2i (xi)
dw
(i)
0
dxi
(xi)
)
= µ0 h
2
i (xi)w
(i)
0 (xi), xi ∈ Ii, i = 1, 2, 3,
w
(i)
0 (ℓi) = 0, i = 1, 2, 3,
w
(1)
0 (0) = w
(2)
0 (0) = w
(3)
0 (0),
3∑
i=1
h2i (0)
dw
(i)
0
dxi
(0) = 0
(3.33)
on the graph I = I1 ∪ I2 ∪ I3. The problem (3.33) is called the limit spectral problem for (1.1).
For functions
φ˜(x) =

φ(1)(x1), x1 ∈ I1,
φ(2)(x2), x2 ∈ I2,
φ(3)(x3), x3 ∈ I3,
defined on the graph I, we introduce the Sobolev space
H0 :=
{
φ˜ : φ(i) ∈ H1(Ii), φ(i)(ℓi) = 0, i = 1, 2, 3, and φ(1)(0) = φ(3)(0) = φ(3)(0)
}
(3.34)
with the scalar product
〈φ˜, ψ˜〉0 :=
3∑
i=1
∫
Ii
h2i (xi)
dφ(i)
dxi
dψ(i)
dxi
dxi, φ˜, ψ˜ ∈ H0.
Definition 3.1. A function w˜ ∈ H0 \ {0} is called an eigenfunction corresponding to the eigenvalue µ of
the problem (3.33) if
〈w˜, φ˜〉0 = µ
(
w˜, φ˜
)
V0
∀ φ˜ ∈ H0, (3.35)
where V0 is the space L2(I) with the scalar product
(u˜, v˜)V0 :=
3∑
i=1
∫
Ii
h2i (xi)u
(i)(xi) v
(i)(xi) dxi.
Let us define an operator A0 : H0 7→ H0 by the equality
〈A0u˜, v˜〉0 = (u˜, v˜)V0 ∀ u˜, v˜ ∈ H0. (3.36)
Obviously, the operator A0 is self-adjoint, positive, and compact. Then the problem (3.33) is equivalent
to the spectral problem A0w˜ = µ
−1 w˜ in H0. In addition, it is easy to prove that each eigenvalue of the
problem (3.33) is simple. Therefore, the eigenvalues of the problem (3.33) form the sequence
0 < Λ1 < Λ2 < . . . < Λn < · · · → +∞ as n→ +∞. (3.37)
The corresponding eigenfunctions {W˜n}n∈N ⊂ H0 can be uniquely orthonormalized as follows:〈
W˜n, W˜m
〉
0
= δn,m, n, m ∈ N; (3.38)
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and
dW
(1)
n (x1)
dx1
∣∣∣
x1=ℓ1
> 0, n ∈ N. (3.39)
Now let us write down the solvability condition (3.24) for the problem (3.21) with any fixed k ∈ N, k ≥ 2 .
First, note that thanks to (3.8), (3.10) and (3.12), we have(
Ψ
(i)
k (ξi)
)′′
= −
k−2∑
j=0
ξji
j!
dj
dxji
(
k−2−j∑
m=0
µm w
(i)
k−2−j−m(xi)
)∣∣∣
xi=0+
= −
k−2∑
m=0
µmG
(i)
k−2−m(ξi), (3.40)
where
G
(i)
k (ξi) := w
(i)
k (0) + Ψ
(i)
k (ξi), ξ ∈ Ξ(i), i = 1, 2, 3, k ∈ N0. (3.41)
Taking into account (3.40), from (3.24) we deduce that
0 =
3∑
i=1
[∫
Υi(0)
(
Ψ
(i)
k (ξi)
)′∣∣∣
ξi=ℓ0
dξi +
∫
Ξ(i)
k−2∑
m=0
µm
(
Nk−2−m(ξ)−G(i)k−2−m(ξi)
)
dξ
]
+
∫
Ξ(0)
̺0(ξ)
k−2∑
m=0
µmNk−2−m(ξ) dξ,
whence, using (3.40) again, we get
3∑
i=1
h2i (0)
dw
(i)
k−1
dxi
(0) = d∗k−1, (3.42)
where
d
∗
k =
3∑
i=1
h2i (0)
k∑
j=1
ℓj0
j!
k−j∑
m=0
µm
dj−1w(i)k−j−m
dxj−1i
(0)− 1
π
k−1∑
m=0
µm
3∑
i=1
∫
Ξ(i)
(
Nk−1−m(ξ)−G(i)k−1−m(ξi)
)
dξ
− 1
π
∫
Ξ(0)
̺0(ξ)
k−1∑
m=0
µmNk−1−m(ξ) dξ, k ∈ N. (3.43)
In particular, since N0 ≡ G(1)0 ≡ G(2)0 ≡ G(3)0 ≡ w(1)(0),
d
∗
1 = µ0 w
(1)
0 (0)
(
3∑
i=1
ℓ0 h
2
i (0)−
1
π
∫
Ξ(0)
̺0(ξ) dξ
)
. (3.44)
Recall that d∗0 = 0.
Hence, if the functions {w(i)k−1}3i=1 satisfy (3.42), then there exist a weak solution N˜k to the prob-
lem (3.21). According to Proposition 3.1, it can be chosen in a unique way to guarantee the asymp-
totics (3.25). But, till now, we do not take into account the conditions (3.22). To satisfy the first condition,
we represent a weak solution to the problem (3.21) in the following form:
N˜k = w
(1)
k (0) + N̂k.
Taking into account the asymptotics (3.25), we have to put
w
(1)
k (0) = w
(2)
k (0)− δ(2)k = w(3)k (0)− δ(3)k , k ∈ N, (3.45)
where δ
(2)
k and δ
(3)
k are defined with the formulas (3.26). As a result, we get the solution to the prob-
lem (3.18) with the following asymptotics:
Nk(ξ) = ω
(i)
k (0) + Ψ
(i)
k (ξ) +O(exp(−γiξi)) as ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3. (3.46)
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Remark 3.5. Thus, the functions {Nk − G(i)k }k∈N are exponentially decreasing as ξi → +∞, ξ ∈ Ξ(i),
i = 1, 2, 3. This means that the integrals over Ξ(i) in (3.43) exist.
Relations (4.24) and (3.42) are the first and second transmission conditions for the functions {w(i)k } at
x = 0. Thus, with regard to (3.12), the coefficients {w(1)k , w(2)k , w(3)k } and µk can be determined from the
problem
− d
dxi
(
h2i (xi)
dw
(i)
k
dxi
(xi)
)
= µ0 h
2
i (xi)w
(i)
k (xi) +
k∑
m=1
µm h
2
i (xi)w
(i)
k−m(xi), xi ∈ Ii, i = 1, 2, 3,
w
(i)
k (ℓi) = 0, i = 1, 2, 3,
w
(1)
k (0) = w
(2)
k (0)− δ(2)k = w(3)k (0)− δ(3)k ,
3∑
i=1
h2i (0)
dw
(i)
k
dxi
(0) = d∗
k
.
(3.47)
To solve the problem (3.47), we make the following substitutions:
φ
(1)
k (x1) = ω
(1)
k (x1), φ
(i)
k (xi) = ω
(i)
k (xi)− δ(i)k
ℓi − xi
ℓi
, i = 2, 3. (3.48)
As a result for the functions {φ(i)k }3i=1, we get the problem
− d
dxi
(
h2i (xi)
dφ
(i)
k
dxi
(xi)
)
− µ0h2i (xi)φ(i)k (xi) = Φ(i)k (xi;µ1, . . . , µk−1) + µkh2i (xi)w(i)0 (xi), i ∈ Ii,
φ
(i)
k (ℓi) = 0, i = 1, 2, 3,
φ
(1)
k (0) = φ
(2)
k (0) = φ
(3)
k (0),
3∑
i=1
h2i (0)
dφ
(i)
k
dxi
(0) = Dk,
(3.49)
where
Dk = d
∗
k +
δ
(2)
k h
2
2(0)
ℓ2
+
δ
(3)
k h
2
3(0)
ℓ3
(3.50)
Φ
(1)
k (x1;µ1, . . . , µk−1) =
k−1∑
m=1
µm h
2
1(x1)w
(1)
k−m(x1)
Φ
(i)
k (xi;µ1, . . . , µk−1) =
k−1∑
m=1
µm h
2
i (xi)w
(i)
k−m(xi)−
2δ
(i)
k
ℓi
hi(xi)h
′
i(xi) + µ0 h
2
i (xi) δ
(i)
k
ℓi − xi
ℓi
, i = 2, 3.
Definition 3.2. A function φ˜k ∈ H0 is called a weak solution to the problem (3.49) if
〈φ˜k − µ0A0φ˜k , ψ˜〉0 =
3∑
i=1
∫ ℓi
0
Φ
(i)
k (xi;µ1, . . . , µk−1)ψi(xi) dxi −Dk ψ1(0)
+ µk
3∑
i=1
∫ ℓi
0
h2i (xi)w
(i)
0 (xi)ψi(xi) dxi ∀ ψ˜ ∈ H0. (3.51)
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Since 1µ0 is an eigenvalue of the operator A0 defined by (3.36) and the linear functional over the space
H0 in the right-hand side of the identity (3.51) is bounded, we can apply the Fredholm theory to find the
unique weak solution φ˜k and the number µk. Taking into account that the spectrum of A0 is simple, we
can state that the problem (3.49) has a weak solution if and only if
3∑
i=1
∫ ℓi
0
Φ
(i)
k (xi;µ1, . . . , µk−1)w
(i)
0 (xi) dxi −Dk w(1)0 (0) + µk
3∑
i=1
∫ ℓi
0
h2i (xi)
(
w
(i)
0 (xi)
)2
dxi = 0. (3.52)
From (3.52) we define the number µk. Thus, there exists a unique weak solution to the problem (3.49) such
that
〈φ˜k, w˜0〉0 = 0. (3.53)
Then, with the help of (3.48) we find {w(1)k , w(2)k , w(3)k }. We will do this in detail in the next subsection.
3.5. Scheme of the construction of asymptotic expansions. Step 1. We know that the first term µ0
of the expansion (3.4) must be an eigenvalue of the limit spectral problem (3.33) and {w(i)0 }3i=1, which are
the first terms of the regular ansatzes (3.1), form the corresponding eigenfunction w˜0 ∈ H0. So let
µ0 = Λn, w˜0 = W˜n
for some index n ∈ N, where Λn is the n -th eigenvalue from the sequence (3.37) and W˜n is the corre-
sponding eigenfunction satisfying conditions (3.38) and (3.39).
Next we determine the first term N0 of the inner asymptotic expansion (3.3); it is a solution to the
problem (3.30) and N0 =W
(1)
n (0).
Then we can uniquely define the solution u
(i)
2,n to the problem (3.7) for each index i = 1, 2, 3, since the
solvability condition for this problem is satisfied (see (3.8)).
Now with the help of formulas (3.14), we determine the first terms Π
(i)
2,n, i = 1, 2, 3 of the boundary-layer
expansions (3.2), as solutions to the problems (3.13) that can be rewritten as follows:
−∆ξ∗i ,ξiΠ
(i)
2,n(ξ
∗
i , ξi) = 0, ξ
∗
i ∈ (0,+∞), ξi ∈ Υi(ℓi),
−∂νξiΠ
(i)
2,n(ξ
∗
i , ξi) = 0, ξ
∗
i ∈ (0,+∞), ξi ∈ ∂Υi(ℓi),
Π
(i)
2,n(0, ξi) = −u(i)2,n(ℓi, ξi), ξi ∈ Υi(ℓi),
Π
(i)
2,n(ξ
∗
i , ξi) → 0, ξ∗i → +∞, ξi ∈ Υi(ℓi),
(3.54)
Step 2. The second terms {w(i)1,n}3i=1 of the regular asymptotics (3.1) are founded from the problem (3.47)
that looks now as follows:
− d
dxi
(
h2i (xi)
dw
(i)
1,n
dxi
(xi)
)
= Λn h
2
i (xi)w
(i)
1,n(xi) + µ1,n h
2
i (xi)W
(i)
n (xi), xi ∈ Ii, i = 1, 2, 3,
w
(i)
1,n(ℓi) = 0, i = 1, 2, 3,
w
(1)
1,n(0) = w
(2)
1,n(0)− δ(2)1,n = w(3)1,n(0)− δ(3)1,n,
3∑
i=1
h2i (0)
dw
(i)
1,n
dxi
(0) = d∗1,n.
(3.55)
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Here, the constants δ
(2)
1,n and δ
(3)
1,n are uniquely determined by the formula (3.26) with k = 1 and
δ
(i)
1,n =
3∑
j=1
dW
(j)
n
dxj
(0)
∫
Ξ(j)
Ni(ξ)
(
ξjχ
′′
j (ξj) + 2χ
′
j(ξj)
)
dξ, i = 2, 3; (3.56)
d
∗
1,n = ΛnW
(1)
n (0)
(
3∑
i=1
ℓ0h
2
i (0)−
1
π
∫
Ξ(0)
̺0(ξ) dξ
)
(3.57)
(see (3.44)). We can reduce the problem (3.55) to the corresponding problem (3.49) with k = 1 and apply
the Fredholm theory. Taking into account (3.38), (3.50) and (3.57), we get from (3.52) that
µ1,n =
(
ΛnW
(1)
n (0)
)2 3∑
i=1
ℓ0h
2
i (0)−
1
π
∫
Ξ(0)
̺0(ξ) dξ
 +(δ(2)1,nh22(0)
ℓ2
+
δ
(3)
1,nh
2
3(0)
ℓ3
)
ΛnW
(1)
n (0). (3.58)
Thus, there exists a unique weak solution to the problem (3.49) with k = 1 such that
〈φ˜1,n, W˜n〉0 = 0. (3.59)
Then, with the help of the substitutions (3.48) we find the coefficients {w(1)1 , w(2)1 , w(3)1 }.
Having {w(i)1 }3i=1, we can uniquely find the seconds terms of the regular asymptotics {u(i)3,n}3i=1 (series
(3.1)) from the problem (3.9) and terms {Π(i)3,n}3i=1 of the boundary asymptotics (3.2) from the problems
−∆ξ∗i ,ξiΠ
(i)
3,n(ξ
∗
i , ξi) = 0, ξ
∗
i ∈ (0,+∞), ξi ∈ Υi(ℓi),
−∂νξiΠ
(i)
3,n(ξ
∗
i , ξi) = 0, ξ
∗
i ∈ (0,+∞), ξi ∈ ∂Υi(ℓi),
Π
(i)
3,n(0, ξi) = −u(i)3,n(ℓi, ξi), ξi ∈ Υi(ℓi),
Π
(i)
3,n(ξ
∗
i , ξi) → 0, ξ∗i → +∞, ξi ∈ Υi(ℓi),
(3.60)
i = 1, 2, 3, respectively.
The second term N1,n of the inner asymptotic expansion (3.3) is a unique solution to the problem (3.18)
that looks now as follows:
−∆ξN1,n(ξ) = 0, ξ ∈ Ξ,
∂νξN1,n(ξ) = 0, ξ ∈ ∂Ξ,
N1,n(ξ) ∼ w(i)1,n(0) + ξi
dW
(i)
n
dx
(0), ξi → +∞, ξi ∈ Ξ(i), i = 1, 2, 3.
(3.61)
Its solvability condition is satisfied due to the second Kirchhoff condition in the problem (3.33) for the
eigenfunction W˜n.
Thus, we have uniquely determined the first two terms in expansions (3.1), (3.2), (3.3) and (3.4).
Inductive step. Assume that we have determined the coefficients w
(i)
1,n, . . . , w
(i)
k−1,n, u
(i)
2,n, . . . , u
(i)
k+1,n of
the series (3.1), coefficients Π
(i)
2,n, . . . ,Π
(i)
k+1,n of the series (3.2), coefficients N1,n, . . . , Nk−1,n of the series
(3.3), constants δ
(i)
1,n, . . . , δ
(i)
k−1,n, i = 2, 3, d
∗
1,n, . . . ,d
∗
k−1,n, and coefficients µ1,n . . . , µk−1,n of (3.4).
Then we can determine the constants δ
(2)
k,n, δ
(3)
k,n (see (3.26)) in the first transmission condition and the
constant d∗k,n (see (3.43)) in the second transmission conditions of the problem (3.47). We reduce the
problem (3.47) to the problem (3.49) and from (3.52) we define the number
µk,n = Dk ΛnW
(1)
n (0)− Λn
3∑
i=1
∫ ℓi
0
Φ
(i)
k,n(xi;µ1,n, . . . , µk−1,n)W
(i)
n (xi) dxi (3.62)
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of the series (3.4). This means that there exists a unique weak solution to the problem (3.49) such that
〈φ˜k,n, W˜n〉0 = 0. (3.63)
Then, with the help of (3.48) we find the solution {w(i)k,n}3i=1 to the problem (3.47).
The coefficients u
(i)
k+2,n, i = 1, 2, 3, are determined as solutions to the problems (3.11). The coefficients
Π
(i)
k+2,n, i = 1, 2, 3, of the boundary asymptotic expansions (3.2) are solutions to the problems (3.13) with
the boundary condition
Π
(i)
k+2,n(0, ξi) = −u(i)k+2,n(ℓi, ξi), ξi ∈ Υi(ℓi).
Finally, we find the coefficient Nk,n of the inner asymptotic expansion (3.3), which is a unique solution
to the problem (3.18). The corresponding solvability condition is the second transmission condition for the
functions {w(i)k−1,n}3i=1.
Thus, we can successively determine all coefficients of series (3.1), (3.2), (3.3) and (3.4).
3.6. Justification. Using (3.1), (3.2), and (3.3), we construct the series
+∞∑
k=0
εk
(
uk,n(x; ε, γ) + Πk,n(x; ε) +Nk,n(x; ε, γ)
)
, x ∈ Ωε, (3.64)
where
uk,n(x; ε, γ) :=
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
)(
u
(i)
k,n
(
xi,
xi
ε
)
+ w
(i)
k,n(xi)
)
, (u0,n ≡ u1,n ≡ 0, w(i)0,n ≡W (i)n ),
Πk,n(x; ε) :=
3∑
i=1
χ
(i)
δ (xi)Π
(i)
k,n
(
ℓi − xi
ε
,
xi
ε
)
, (Π0,n ≡ Π1,n ≡ 0),
Nk,n(x; ε, γ) :=
(
1−
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
))
Nk,n
(x
ε
)
,
(
N0,n ≡W (1)n (0)
)
,
γ is a fixed number from the interval (23 , 1), χ
(i)
ℓ0
, χ
(i)
δ are smooth cut-off functions defined by
χ
(i)
ℓ0
(xi) =
{
1, xi ≥ 3 ℓ0,
0, xi ≤ 2 ℓ0, χ
(i)
δ (xi) =
{
1, xi ≥ 1− δ,
0, xi ≤ 1− 2δ, i = 1, 2, 3, (3.65)
and δ is a fixed sufficiently small positive number.
Denote by
U (M)n (x; ε) :=
M∑
k=0
εk
(
uk(x; ε, γ) + Πk(x; ε) +Nk(x; ε, γ)
)
, x ∈ Ωε, (3.66)
the partial sum of ( 3.64 ), where M ∈ N, M ≥ 3, and by
L(M)n (ε) := Λn +
M∑
k=1
εkµk,n (3.67)
the partial sum of (3.4). Obviously, U
(M)
n ∈ Hε.
It is easy to calculate that for each i ∈ {1, 2, 3} and k ∈ N0 (the index n is omitted)
∆x
(
χ
(i)
ℓ0
(xi
εγ
)(
u
(i)
k
(
xi,
xi
ε
)
+ w
(i)
k (xi)
)
+
(
1− χ(i)ℓ0
(xi
εγ
))
Nk
(x
ε
)
+ χ
(i)
δ (xi)Π
(i)
k
(
ℓi − xi
ε
,
xi
ε
))
= χ
(i)
ℓ0
(xi
εγ
)(
ε−2∆ξiu
(i)
k
(
xi, ξi
) ∣∣∣
ξi=
xi
ε
+ ∂2x2i
u
(i)
k
(
xi,
xi
ε
)
+
d2w
(i)
k (xi)
dx2i
)
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+
(
1− χ(i)ℓ0
(xi
εγ
))
ε−2∆ξNk(ξ)
∣∣∣
ξ= x
ε
− 2ε−1
(
χ
(i)
δ (xi)
)′
∂ξ∗i Π
(i)
k
(
ξ∗i ,
xi
ε
) ∣∣∣
ξ∗i=
ℓi−xi
ε
+
(
χ
(i)
δ (xi)
)′′
Π
(i)
k
(
ℓi − xi
ε
,
xi
ε
)
+ ε−γ
∂
∂xi
((
χ
(i)
ℓ0
)′(xi
εγ
)(
w
(i)
k (xi)−Nk
(x
ε
)))
+ ε−γ
(
χ
(i)
ℓ0
)′(xi
εγ
) ∂
∂xi
(
w
(i)
k (xi)−Nk
(x
ε
))
(3.68)
and
∂νuk(x; ε, γ) = χ
(i)
ℓ0
(xi
εγ
) εh′i(xi)√
1 + ε2|h′i(xi)|2
m∑
k=m−1
εk
(
∂u
(i)
k
∂xi
(
xi,
xi
ε
)
+
dw
(i)
k
dxi
(xi)
)
on Γ(i)ε . (3.69)
Substituting U
(M)
n and L(M)n (ε) (M ≥ 3) into the problem (1.1) in place of uε and λ(ε) respectively
and taking into account relations (3.33), (3.47), (3.7), (3.9), (3.11), (3.13), (3.18), (3.62) for coefficients of
the series (3.64) and (3.4), we find with the help of (3.68) and (3.69) that for any ψ ∈ Hε∫
Ωε
(
∇U (M)n · ∇ψ − ρε(x)L(M)n (ε)U (M)n ψ
)
dx = Fε(ψ), (3.70)
where Fε is a sum of integrals of residuals produced by U
(M)
n and L(M)n (ε) and Fε ∈ H∗ε . Using (2.3),
(2.4), (2.5), (3.46) and Remarks 3.2 and 3.5, we estimate those residuals (for more detail see Subsection 4.2)
and obtain that
|Fε(ψ)| ≤ CM
(
εM+1 + εγM+1
) ‖ψ‖ε. (3.71)
Remembering the definition of the operator Aε (see (1.4)) and the Riesz representation theorem, we deduce
from (3.70) and (3.71) the inequality∥∥∥U (M)n − L(M)n (ε)Aε(U (M)n )∥∥∥
ε
≤ CM εγM+1. (3.72)
Further we will repeatedly use Lemma 12 [36], which has wide applications for the approximation of
eigenvalues and eigenfunctions of self-adjoint compact operators. Therefore, we recall it here.
Lemma 3.1 ( [36]). Let A : H → H be a linear self-adjoint positive compact operator in a Hilbert space
H. Suppose that there exist a positive number µ ∈ R and a vector u ∈ H such that ‖u‖H = 1 and
‖Au− µu‖H ≤ β.
Then there exists an eigenvalue λ of the operator A such that |µ− λ| ≤ β. Moreover, for any d0 > β
there exists a vector u˜ ∈ H, ‖u˜‖H = 1, such that
‖u− u˜‖H ≤ 2d−10 β,
where u˜ is a linear combination of eigenvectors corresponding to all eigenvalues of A from the segment
[µ− d0, µ+ d0] .
Since for sufficiently small ε
0 < c1 ≤ L(M)n (ε) ≤ c2 (3.73)
0 < c3ε ≤ ‖U (M)n ‖ε ≤ c4ε (3.74)
(the last estimate thanks to (3.38) ), it follows from (3.72) that∥∥∥∥∥Aε
(
U
(M)
n
‖U (M)n ‖ε
)
−
(
L(M)n (ε)
)−1 U (M)n
‖U (M)n ‖ε
∥∥∥∥∥
ε
≤ C˜M εγM . (3.75)
Now let us take
d0 :=
1
2
min
{
1
Λn−1
− 1
Λn
,
1
Λn
− 1
Λn+1
}
,
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where {Λn}n∈N are simple eigenvalues of the limit spectral problem (3.33). Since for each n ∈ N the
eigenvalue λn(ε) goes to Λn as ε→ 0 (see Lemma 4.1) and the corresponding eigenfunction satisfies (1.6)
and (1.7), it follows from Lemma 3.1 and (3.75) that∣∣∣∣∣ 1λn(ε) − 1L(M)n (ε)
∣∣∣∣∣ ≤ C˜M εγM , (3.76)∥∥∥∥∥uεnε − U
(M)
n
‖U (M)n ‖ε
∥∥∥∥∥
ε
≤ 2d−10 C˜M εγM . (3.77)
Taking (2.6), (3.73) and the fact that γ ∈ (23 , 1) into account, we deduce from (3.76) that∣∣∣λn(ε)− L(⌊ 23M⌋−1)n (ε)∣∣∣ ≤ ˜˜CM ε⌊ 23M⌋, (3.78)
where ⌊t⌋ is the integer part of a real number t. Since M is arbitrary positive integer, and it follows from
(3.78) that for any p ∈ N ∣∣∣λn(ε)− L(p−1)n (ε)∣∣∣ ≤ Cp εp. (3.79)
With regard to (1.6) and (3.74), we get from (3.77) that∥∥∥uεn − τM (ε)U (M)n ∥∥∥
ε
≤ CM εγM+1, (3.80)
where τM (ε) = ε/‖U (M)n ‖ε, 0 < 1c4 ≤ τM (ε) ≤ 1c3 , and due to (3.38)
τM (ε) =
1√
π
+O(ε γ2 ) as ε→ 0. (3.81)
Thus, the following theorem is proved.
Theorem 3.1 ( α = 0 ). For each n ∈ N the n -th eigenvalue λn(ε) of the problem (1.1) is decomposed
into the asymptotic series
λn(ε) ≈ Λn +
+∞∑
k=1
εk µk,n as ε→ 0,
where Λn is the n -th eigenvalue of the limit spectral problem (3.33) and the coefficients {µk,n} are defined
by formulas (3.58) and (3.62), and the asymptotic estimate (3.79) holds; in particular
λn(ε) = Λn + εµ1,n +O(ε2) as ε→ 0. (3.82)
For the corresponding eigenfunction uεn normalized by (1.6) and (1.7) one can construct the approxi-
mation function U
(M)
n ∈ Hε defined with (3.66) such that the asymptotic estimate (3.80) holds for any
M ∈ N, M ≥ 3, where γ is a fixed number from the interval (23 , 1).
From (3.80) with M = 3, similarly as in [13, Corollary 5.1], it follows the corollary.
Corollary 3.1. For the difference between the eigenfunction uεn of the problem (1.1) and the partial sum
U (1)n =
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
)(
W (i)n (xi) + εw
(i)
1,n(xi)
)
+
(
1−
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
))(
W (1)n (0) + εN1,n
(x
ε
))
, x ∈ Ωε,
of (3.64), where W˜n = {W (i)n }3i=1 is the eigenfunction of the limit problem ( 3.33 ), the following asymptotic
estimates hold: ∥∥∥uεn − τ3(ε)U (1)n ∥∥∥
H1(Ωε)
≤ C1 ε2; (3.83)∥∥∥uεn − τ3(ε) (W (i)n + εw(i)1,n)∥∥∥
H1(Ω
(i)
ε,γ )
≤ C2 ε2 (3.84)
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in the thin cylinders Ω
(i)
ε,γ := Ω
(i)
ε ∩
{
x ∈ R3 : xi ∈ I(i)ε,γ := (3ℓ0εγ , ℓi)
}
, i ∈ {1, 2, 3}; and
‖∇xuεn − τ3(ε)∇ξ N1,n‖L2(Ω(0)
ε,ℓ0
)
≤ C3 ε 52 (3.85)
in the neighbourhood Ω
(0)
ε,ℓ0
:= Ωε ∩
{
x : xi < 2ℓ0ε, i = 1, 2, 3
}
of the node Ω
(0)
ε . Here τ3(ε) has the
asymptotics (3.81).
Using the Cauchy-Buniakovskii-Schwarz inequality and the continuously embedding of the space H1(I
(i)
ε,γ)
in C
(
I
(i)
ε,γ
)
, it follows from (3.84) the following corollary.
Corollary 3.2. If hi(xi) ≡ hi ≡ const, (i = 1, 2, 3), then∥∥∥E(i)ε (uεn)− τ3(ε)W (i)n ∥∥∥
H1(I
(i)
ε,γ )
≤ C˜2 ε, (3.86)
max
xi∈I(i)ε,γ
∣∣∣E(i)ε (uεn)(xi)− τ3(ε)W (i)n (xi)∣∣∣ ≤ C˜3 ε, (3.87)
where (
E(i)ε u
ε
n
)
(xi) =
1
πε2 h2i
∫
Υ
(i)
ε (0)
uεn(x) dxi, i = 1, 2, 3.
Remark 3.6. We see that the local geometric irregularity of the node does not affect the view of the limit
spectral problem (3.33). However, the second terms {w(i)1,n}3i=1 of the regular asymptotics (3.1) and the second
term µ1,n in the asymptotic expansion (3.4) for the eigenvalue λn(ε) sensate the node impact through the
values δ
(2)
1,n, δ
(3)
1,n and δ
(i)
1,n (see (3.56), (3.57) and (3.58), respectively).
Therefore, the problem (3.55) for the second term of the regular asymptotics should be considered in
parallel with the limit spectral problem (3.33) to observe the node influence on the asymptotic behavior of the
spectrum through the asymptotic estimate (3.82). This conclusion coincides with the main inference of [14].
In addition, one-dimensional problems for two leading regular terms of the asymptotics on the correspond-
ing graph yield more correct information about the original physical system in a thin graph-like structure (see
(3.83) and (3.84)).
To obtain more information about the eigenfunction uεn in a neighborhood of the node, the problem (3.61)
should be considered in parallel with the limit spectral problem (3.33) in virtue of the estimate (3.85).
4. Asymptotic approximations in the case α ∈ (0, 1)
In this and subsequent sections, more attention will be paid on the effect of the concentrated mass.
Therefore, we assume that the thin cylinders {Ω(i)ε }3i=1 are rectilinear, i.e., the functions hi ≡ hi(0), i =
1, 2, 3. As a result (see § 3.1), all coefficients {uk}∞k=2 in the regular part (3.1) vanish. This in turn means
that there is no boundary-layer part (3.2) in the asymptotics.
Since the problem now has two parameters, the asymptotic scale must be changed. If the parameter
α is an irrational number from (0, 1), then the following ansatzes of series for the approximation of an
eigenfunction uε and the corresponding eigenvalue λ(ε) (the index n is omitted) of the problem (1.1) are
proposed:
(1)
U (i)∞ :=
+∞∑
k=0
+∞∑
p=0
εk−pα w(i)k−pα(xi) (4.1)
for the regular parts of the asymptotics in each thin cylinder Ω
(i)
ε , i = 1, 2, 3, respectively;
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(2)
N (∞) :=
+∞∑
k=0
+∞∑
p=0
εk−pαNk−pα
(x
ε
)
(4.2)
for the inner part of the asymptotics in a neighborhood of the node Ω
(0)
ε ;
(3)
L(∞) :=
+∞∑
k=0
+∞∑
p=0
εk−pα µk−pα. (4.3)
for the eigenvalue λ(ε).
Remark 4.1. Hereinafter coefficients with negative indices are considered to be zero in all sums.
Definition 4.1. The series (4.3) is called the asymptotic expansion for an eigenvalue λ(ε) if for any M ∈ N∣∣∣λ(ε)− L(M)∣∣∣ = o(εM ) as ε→ 0, (4.4)
where
L(M) :=
M∑
k=0
∑
p
0 ≤ k − pα ≤ M
εk−pα µk−pα
is the partial sum of (4.3).
This is a non-standard definition of an asymptotic expansion, since the better accuracy of the the approx-
imation we want, the more terms between integer powers of ε must be determined. Similar definitions are
given for such series in Banach spaces.
Remark 4.2. If α is a rational number m0n0 , where m0, n0 are relatively prime numbers and m0 < n0,
then the asymptotic scale {εk−pα}k,p∈N0 , as is easy to see, becomes {ε
k
n0 }k∈N0 . Thus, in this case we take
the following asymptotic ansatzes:
(1)
U (i)∞ :=
+∞∑
k=0
ε
k
n0 w
(i)
k
n0
(xi) (4.5)
for the regular parts of the asymptotics in each thin cylinder Ω
(i)
ε , i = 1, 2, 3, respectively;
(2)
N (∞) :=
+∞∑
k=0
ε
k
n0 N k
n0
(x
ε
)
(4.6)
for the inner part of the asymptotics in a neighborhood of the node Ω
(0)
ε ;
(3) and
L(∞) :=
+∞∑
k=0
ε
k
n0 µ k
n0
(4.7)
for the corresponding eigenvalue.
Further we will show in detail how to find the coefficients of the series (4.1), (4.2) and (4.3) and prove the
corresponding asymptotic estimates. At the end of this section, we briefly consider the case α = m0n0 .
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4.1. The parameter α is an irrational number. Substituting (4.1) and (4.3) into the differential equa-
tion and boundary conditions of the problem (1.1), collecting the coefficients at the same power of ε , we
get the following relations for all {k, p} ⊂ N0 :
−d
2w
(i)
k−pα(xi)
dxi2
=
k∑
j=0
p∑
m=0
µj−mα w
(i)
k−j−(p−m)α(xi), xi ∈ I(i)ε , (4.8)
w
(i)
k−pα(ℓi) = 0, i = 1, 2, 3. (4.9)
Doing the same with (4.2) and (4.3) and matching the expansions (4.1) and (4.2), we get
−∆ξNk−pα(ξ) =
k−2∑
j=0
p∑
m=0
µj−mαNk−2−j−(p−m)α(ξ), ξ ∈ Ξ(i),
−∆ξNk−pα(ξ) = ̺0(ξ)
k−2∑
j=0
p−1∑
m=0
µj−mαNk−2−j−(p−1−m)α(ξ), ξ ∈ Ξ(0),
∂νξNk−pα(ξ) = 0, ξ ∈ ∂Ξ,
Nk−pα(ξ) ∼ w(i)k−pα(0) + Ψ(i)k−pα(ξi), ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3,
(4.10)
where
Ψ
(i)
k−pα(ξi) =
k∑
j=1
ξji
j!
djw
(i)
k−j−pα
dxji
(0) i = 1, 2, 3.
The solvability condition for the corresponding problem for N˜k−pα (see § 3.3) looks as follows:
3∑
i=1
h2i (0)
dw
(i)
k−1−pα
dxi
(0) = d∗k−1−pα, (4.11)
where
d
∗
k−pα
=
3∑
i=1
h2i (0)
k∑
j=1
ℓj0
j!
k−j∑
t=0
p∑
m=0
µt−mα
dj−1w(i)k−j−t−(p−m)α
dxj−1i
(0)
− 1
π
k−1∑
j=0
p∑
m=0
µj−mα
3∑
i=1
∫
Ξ(i)
(
Nk−1−j−(p−m)α(ξ)−G(i)k−1−j−(p−m)α(ξi)
)
dξ
− 1
π
∫
Ξ(0)
̺0(ξ)
k−1∑
j=0
p−1∑
m=0
µj−mαNk−1−j−(p−1−m)α(ξ) dξ, (4.12)
where
G
(i)
k−pα(ξi) := w
(i)
k−pα(0) + Ψ
(i)
k−pα(ξi), ξ ∈ Ξ(i), i = 1, 2, 3. (4.13)
1. Fix some M ∈ N; the index k ∈ {0, 1, . . . ,M}. Then in the corresponding partial sums of (4.1), (4.2)
and (4.3) there is a finite number of terms (see Definition 4.1).
For the first term N0 in (4.2) we obtain the problem (3.30), and as a result, the first transmission
condition (3.31) for {w(i)0 }3i=1 and N0 ≡ N˜0 ≡ w(1)0 (0) (see for more detail § 3.4). The same problem (3.30)
is also for the coefficients Nk−pα if k − pα < 1, but with the following conditions: Nk−pα(ξ)→ w(i)k−pα(0)
as ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3. Thus,
w
(1)
k−pα(0) = w
(2)
k−pα(0) = w
(3)
k−pα(0), (4.14)
26 T.A. MEL’NYK
and Nk−pα ≡ N˜k−pα ≡ w(1)k−pα(0) if k − pα < 1; in this case Nk−pα −G(i)k−pα ≡ 0 for i = 1, 2, 3.
For the term N1 in (4.2) we get the problem (3.61) and its solvability condition gives the second trans-
mission condition (3.32) for {w(i)0 }3i=1. Thus, we arrive to the limit spectral problem
−d
2w
(i)
0
dx2i
(xi) = µ0 w
(i)
0 (xi), xi ∈ Ii, i = 1, 2, 3,
w
(i)
0 (ℓi) = 0, i = 1, 2, 3,
w
(1)
0 (0) = w
(2)
0 (0) = w
(3)
0 (0),∑3
i=1 h
2
i (0)
dw
(i)
0
dxi
(0) = 0.
(4.15)
This is the same problem as in the case α = 0. Thus, all eigenvalue of the limit spectral problem (4.15) are
simple and the corresponding eigenfunctions belong to the space H0 (recall that hi ≡ hi(0), i = 1, 2, 3)
and they can be uniquely selected so that the conditions (3.38) and (3.39) are satisfied. So, we have found
the first terms {w(i)0 }3i=1, N0 and µ0 in the series (4.1), (4.2) and (4.3), respectively. Here w(i)0 = W (i)n
for some index n ∈ N (the index n is omitted in further calculations).
2. If p = 0, then the problem (4.10) looks as follows:
−∆ξNk(ξ) =
∑k−2
j=0 µj Nk−2−j(ξ), ξ ∈ Ξ(i),
−∆ξNk(ξ) = 0, ξ ∈ Ξ(0),
∂νξNk(ξ) = 0, ξ ∈ ∂Ξ,
Nk(ξ) ∼ w(i)k (0) + Ψ(i)k (ξ), ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3.
(4.16)
Remark 4.3. From (4.16) it follows that coefficients of the series (4.1), (4.2) and (4.3) with integer indices
are defined independently of the other coefficients. To define those coefficients we can use all formulas from
§ 3.3–3.5 with regard that the right-hand sides vanish on the node Ξ(0) in the corresponding problems for
Nk. For example, to define {w(i)1 }3i=1 we get the same problem (3.55), but now
d
∗
1 = µ0 w
(1)
0 (0)
3∑
i=1
ℓ0h
2
i (0), (4.17)
µ1 =
(
µ0 w
(1)
0 (0)
)2 3∑
i=1
ℓ0h
2
i (0) +
(
δ
(2)
1 h
2
2(0)
ℓ2
+
δ
(3)
1 h
2
3(0)
ℓ3
)
µ0 w
(1)
0 (0); (4.18)
please compare with (3.57) and (3.58), respectively. The constants δ
(2)
1 and δ
(3)
1 are defined with (3.56).
3. To understand how to find coefficients with indices k − pα , first we take partial sums of the series
(4.1), (4.2) and (4.3) with M = 2. For the series (4.2) it is the sum
N (2)(ξ) =
2∑
k=0
∑
p
0 ≤ k − pα ≤ 2
εk−pαNk−pα(ξ).
A number of terms in this sum is finite and depends on α. For definiteness and explanation, we assume
that α ∈ (23 , 1). Then
N (2) = N0 + ε1−αN1−α + ε2−2αN2−2α + εN1 + ε2−αN2−α + ε2N2. (4.19)
The coefficients N0, N1, N2 are already determined, and we know that N1−α ≡ w(1)1−α(0) and N2−2α ≡
w
(1)
2−2α(0) (see the first item).
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To find the second transmission condition for {w(i)1−α}3i=1 we should consider the problem for N2−α
−∆ξN2−α(ξ) = 0, ξ ∈ Ξ(i), i = 1, 2, 3,
−∆ξN2−α(ξ) = µ0 w(1)0 (0) ̺0(ξ), ξ ∈ Ξ(0),
∂νξN2−α(ξ) = 0, ξ ∈ ∂Ξ,
N2−α(ξ) ∼ w(i)2−α(0) + ξi
dw
(i)
1−α
dxi
(0), ξi → +∞, ξi ∈ Ξ(i), i = 1, 2, 3.
(4.20)
The solvability condition for the corresponding problem for N˜2−α looks as follows:
3∑
i=1
h2i (0)
dw
(i)
1−α
dxi
(0) = −µ0
π
w
(1)
0 (0)
∫
Ξ(0)
̺0(ξ) dξ. (4.21)
Thus, for w˜1−α = {w(i)1−α}3i=1 we have the problem
−d
2w
(i)
1−α
dx2i
(xi) = µ0 w
(i)
1−α(xi) + µ1−α w
(i)
0 (xi), xi ∈ Ii,
w
(i)
1−α(ℓi) = 0, i = 1, 2, 3,
w
(1)
1−α(0) = w
(2)
1−α(0) = w
(3)
1−α(0),∑3
i=1 h
2
i (0)
dw
(i)
1−α
dxi
(0) = −µ0
π
w
(1)
0 (0)
∫
Ξ(0)
̺0(ξ) dξ.
(4.22)
Applying the Fredholm theory (see the end of § 3.4), we find that
µ1−α = −
(
µ0 w
(1)
0 (0)
)2
π
∫
Ξ(0)
̺0(ξ) dξ (4.23)
and there exists a unique solution to (4.22) such that 〈w˜1−α, w˜0〉0 = 0. In addition, N1−α ≡ w(1)1−α(0). Since
w˜1−α ∈ H0, it follows from (3.35) that
(
w˜1−α, w˜0
)
V0 = 0 as well.
Thanks to Proposition 3.1 we can state that the problem (4.20) has a unique solution if and only if
w
(1)
2−α(0) = w
(2)
2−α(0)− δ(2)2−α = w(3)2−α(0)− δ(3)2−α, (4.24)
where δ
(2)
2−α and δ
(3)
2−α are defined by formulas (3.26).
To find the second transmission condition for {w(i)2−α}3i=1, we should consider the problem
−∆ξN3−α(ξ) = µ0N1−α(ξ) + µ1−αw(1)0 (0), ξ ∈ Ξ(i), i = 1, 2, 3,
−∆ξN3−α(ξ) = ̺0(ξ)
(
µ0N1(ξ) + µ1 w
(1)
0 (0)
)
, ξ ∈ Ξ(0),
∂νξN3−α(ξ) = 0, ξ ∈ ∂Ξ,
N3−α(ξ) ∼ w(i)3−α(0) + ξi
dw
(i)
2−α
dxi
(0) +
ξ2i
2
d2w
(i)
1−α
dx2i
(0), ξi → +∞, i = 1, 2, 3.
(4.25)
Remark 4.4. From the second equation in (4.25) we see that coefficients with integer indices begin to mix
with others and affect their determination.
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The solvability condition of the corresponding problem for N˜3−α gives the second transmission condition
for w˜2−α and as a result, we get the problem
−d
2w
(i)
2−α
dx2i
(xi)− µ0 w(i)2−α(xi) = µ1−α w(i)1 (xi) + µ1 w(i)1−α(xi) + µ2−α w(i)0 (xi), xi ∈ Ii,
w
(i)
2−α(ℓi) = 0, i = 1, 2, 3,
w
(1)
2−α(0) = w
(2)
2−α(0)− δ(2)2−α = w(3)2−α(0)− δ(3)2−α,∑3
i=1 h
2
i (0)
dw
(i)
2−α
dxi
(0) = d∗2−α,
(4.26)
where d∗2−α is defined with the help of (4.12) and
d
∗
2−α =
3∑
i=1
ℓ0h
2
i (0)
(
µ0w
(i)
1−α(0) + µ1−αw
(i)
0 (0)
)
− 1
π
∫
Ξ(0)
̺0(ξ)
(
µ0N1(ξ) + µ1w
(1)
0 (0)
)
dξ.
Similar as in § 3.4, we find
µ2−α = µ0 w
(1)
0 (0)D2−α − µ0
3∑
i=1
∫ ℓi
0
Φ
(i)
2−α(xi;µ1−α, µ1)w
(i)
0 (xi) dxi (4.27)
and a unique solution to the problem (4.26). Here D2−α is defined with (3.50) and Φ
(i)
2−α(xi;µ1−α, µ1) =
hi(0)
(
µ1−α w
(i)
1 (xi) + µ1 w
(i)
1−α(xi)
)
.
It remains to find {w(i)2−2α}3i=1. For this we should consider the problem
−∆ξN3−2α(ξ) = 0, ξ ∈ Ξ(i), i = 1, 2, 3,
−∆ξN3−2α(ξ) = ̺0(ξ)
(
µ0w
(1)
1−α(0) + µ1−α w
(1)
0 (0)
)
, ξ ∈ Ξ(0),
∂νξN3−2α(ξ) = 0, ξ ∈ ∂Ξ,
N3−2α(ξ) ∼ w(i)3−2α(0) + ξi
dw
(i)
2−2α
dxi
(0), ξi → +∞, i = 1, 2, 3.
(4.28)
The solvability condition for the corresponding problem for N˜3−2α gives the second transmission condition
for w˜2−2α and as a result, we get the problem
−d
2w
(i)
2−2α
dx2i
(xi)− µ0 w(i)2−2α(xi) = µ1−α w(i)1−α(xi) + µ2−2α w(i)0 (xi), xi ∈ Ii,
w
(i)
2−2α(ℓi) = 0, i = 1, 2, 3,
w
(1)
2−2α(0) = w
(2)
2−2α(0) = w
(3)
2−2α(0),∑3
i=1 h
2
i (0)
dw
(i)
2−2α
dxi
(0) = d∗2−2α,
(4.29)
where
d
∗
2−2α = −
1
π
(
µ0w
(1)
1−α(0) + µ1−αw
(1)
0 (0)
) ∫
Ξ(0)
̺0(ξ) dξ.
Similar as in § 3.4 we find
µ2−2α = µ0 w
(1)
0 (0)d
∗
2−2α − µ0
3∑
i=1
∫ ℓi
0
Φ
(i)
2−α(xi;µ1−α)w
(i)
0 (xi) dxi (4.30)
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and a unique solution to the problem (4.26). Here Φ
(i)
2−2α(xi;µ1−α) = hi(0)µ1−α w
(i)
1−α(xi). In addition,
N2−2α ≡ w(1)2−2α(0).
Thus, for α ∈ ( 23 , 1) we have defined all coefficients in the partial sums (4.19),
U (i)2 = w(i)0 + ε1−αw(i)1−α + ε2−2αw(i)2−2α + εw(i)1 + ε2−αw(i)2−α + ε2w(i)2 , i = 1, 2, 3;
L(2) = µ0 + ε1−αµ1−α + ε2−2αµ2−2α + εµ1 + ε2−αµ2−α + ε2µ2.
4. Now let us take M = 3 and for definiteness additionally assume that α ∈ ( 23 , 34) (the closer the
parameter α to 1, the more terms between ε0 and ε1). Then the partial sum for the series (4.2) is
N (3) = N0 + ε3−4αN3−4α + ε1−αN1−α + ε2−2αN2−2α + ε3−3αN3−3α + εN1
+ ε2−αN2−α + ε3−2αN3−2α + ε2N2 + ε3−αN3−α + ε3N3. (4.31)
We see that new terms N3−4α, N3−3α and N3−2α, N3−α appear between the terms with integer powers
of ε. By virtue of Remark 4.3 we can regard that all terms N3, {w(i)3 }3i=1, µ3 are uniquely defined. The
coefficients N3−2α and N3−α are solutions to the problems (4.28) and (4.25), respectively (see the items 2,
3 and §3.3). Only the coefficients N3−4α and N3−3α have not yet been determined. From the first item it
follows that N3−4α ≡ w(1)3−4α(0) and N3−3α ≡ w(1)3−3α(0).
To find {w(i)3−4α}3i=1, we consider the problem
−∆ξN4−4α(ξ) = 0, ξ ∈ Ξ,
∂νξN4−4α(ξ) = 0, ξ ∈ ∂Ξ,
N4−4α(ξ) ∼ w(i)4−4α(0) + ξi
dw
(i)
3−4α
dxi
(0), ξi → +∞, ξi ∈ Ξ(i), i = 1, 2, 3.
(4.32)
With the substitution (3.20) the problem (4.32) is reduced to the corresponding problem for N˜4−4α and its
solvability condition (see Proposition 3.1) gives the second Kirchhoff condition for {w(i)3−4α}3i=1. As a result,
we get the problem
−d
2w
(i)
3−4α
dx2i
(xi)− µ0 w(i)3−4α(xi) = µ3−4α w(i)0 (xi), xi ∈ Ii,
w
(i)
3−4α(ℓi) = 0, i = 1, 2, 3,
w
(1)
3−4α(0) = w
(2)
3−4α(0) = w
(3)
3−4α(0),∑3
i=1 h
2
i (0)
dw
(i)
3−4α
dxi
(0) = 0.
(4.33)
Since µ0 is an eigenvalue and w˜0 is the corresponding eigenfunction of the limit spectral problem (4.15),
we deduce that µ3−4α = 0 and w
(i)
3−4α ≡ 0, i = 1, 2, 3 (see the end of § 3.4). This means that N3−4α ≡ 0
and N4−4α ≡ w(1)4−4α(0). Recall that these relations are obtained under the assumption that α ∈
(
2
3 ,
3
4
)
.
For all α ∈ (0, 1) we can similarly prove that Nk0−p0α ≡ w(i)k0−p0α ≡ 0, i = 1, 2, 3, and µk0−p0α = 0 if
k0 − p0 α < 1− α. Thus, the following statement holds.
Proposition 4.1. The second terms in the asymptotics both for an eigenvalue and the corresponding eigen-
function of the problem (1.1) have the order ε1−α.
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The problem (4.10) with k = 4 and p = 3 looks as follows:
−∆ξN4−3α(ξ) = 0, ξ ∈ Ξ(i), i = 1, 2, 3,
−∆ξN4−3α(ξ) = ̺0(ξ)
(
µ0w
(1)
2−2α(0) + µ1−αw
(1)
1−α(0) + µ2−2αw
(1)
0 (0)
)
, ξ ∈ Ξ(0),
∂νξN4−3α(ξ) = 0, ξ ∈ ∂Ξ,
N4−3α(ξ) ∼ w(i)4−3α(0) + ξi
dw
(i)
3−3α
dxi
(0), ξi → +∞, i = 1, 2, 3.
(4.34)
The solvability condition of the corresponding problem for N˜4−3α yields the second transmission condition
for w˜3−3α and as a result, we get the problem
−d
2w
(i)
3−3α
dx2i
− µ0w(i)3−3α = µ1−αw(i)2−2α(xi) + µ2−2αw(i)1−α(xi) + µ3−3αw(i)0 (xi), xi ∈ Ii,
w
(i)
3−3α(ℓi) = 0, i = 1, 2, 3,
w
(1)
3−3α(0) = w
(2)
3−3α(0) = w
(3)
3−3α(0),∑3
i=1 h
2
i (0)
dw
(i)
3−3α
dxi
(0) = d∗3−3α,
(4.35)
where
d
∗
3−3α = −
1
π
(
µ0 w
(1)
2−2α(0) + µ1−α w
(1)
1−α(0) + µ2−2α w
(1)
0 (0)
)∫
Ξ(0)
̺0(ξ) dξ.
By the same way as at the end of § 3.4 we get
µ3−3α = µ0 w
(1)
0 (0)d
∗
3−3α − µ0
3∑
i=1
∫ ℓi
0
Φ
(i)
3−3α(xi;µ1−α, µ2−2α)w
(i)
0 (xi) dxi (4.36)
and a unique solution to the problem (4.35). Here
Φ
(i)
3−3α(xi;µ1−α, µ2−2α) = hi(0)
(
µ1−αw
(i)
2−2α(xi) + µ2−2αw
(i)
1−α(xi)
)
.
Similar as before, we find µ3−2α, µ3−α and {w(i)3−2α}3i=1, {w(i)3−α}3i=1 from the problems
−d
2w
(i)
3−2α
dx2i
− µ0w(i)3−2α = µ1w(i)2−2α(xi) + µ1−αw(i)2−α(xi) + µ2−αw(i)1−α(xi)
+µ2−2αw
(i)
1 (xi) + µ3−2αw
(i)
0 (xi), xi ∈ Ii,
w
(i)
3−2α(ℓi) = 0, i = 1, 2, 3,
w
(1)
3−2α(0) = w
(2)
3−2α(0)− δ(2)3−2α = w(3)3−2α(0)− δ(3)3−2α,∑3
i=1 h
2
i (0)
dw
(i)
3−2α
dxi
(0) = d∗3−2α,
(4.37)
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and 
−d
2w
(i)
3−α
dx2i
− µ0w(i)3−α = µ1w(i)2−α(xi) + µ1−αw(i)2 (xi) + µ2w(i)1−α(xi)
+µ2−αw
(i)
1 (xi) + µ3−αw
(i)
0 (xi), xi ∈ Ii,
w
(i)
3−α(ℓi) = 0, i = 1, 2, 3,
w
(1)
3−α(0) = w
(2)
3−α(0)− δ(2)3−α = w(3)3−α(0)− δ(3)3−α,∑3
i=1 h
2
i (0)
dw
(i)
3−α
dxi
(0) = d∗3−α,
(4.38)
where
d
∗
3−2α =
3∑
i=1
ℓ0h
2
i (0)
(
µ0w
(i)
2−2α(0) + µ1−αw
(i)
1−α(0) + µ2−2αw
(i)
0 (0)
)
− 1
π
∫
Ξ(0)
̺0(ξ)
(
µ0N2−α(ξ) + µ1w
(1)
1−α(0) + µ1−αN1(ξ) + µ2−αw
(1)
0 (0)
)
dξ,
d
∗
3−α =
3∑
i=1
ℓ0h
2
i (0)
(
µ0w
(i)
2−α(0) +
1∑
m=0
µ1−mαw
(i)
1−(1−m)α(0) + µ2−αw
(i)
0 (0)
)
+
3∑
i=1
h2i (0)
ℓ20
2
(
µ0
dw
(i)
1−α
dxi
(0) + µ1−α
dw
(i)
1
dxi
(0)
)
− µ0
π
3∑
i=1
∫
Ξ(i)
(
N2−α(ξ)−G(i)2−α(ξi)
)
dξ
− µ1−α
π
3∑
i=1
∫
Ξ(i)
(
N1(ξ)−G(i)1 (ξi)
)
dξ − 1
π
∫
Ξ(0)
̺0(ξ)
2∑
j=0
µjN2−j(ξ) dξ,
and the constants δ
(i)
3−2α, δ
(i)
3−α, i = 2, 3, are defined by formulas (3.26).
Thus, for α ∈ ( 23 , 34) we have defined all coefficients in the partial sums (4.31),
U (i)3 = w(i)0 + ε1−αw(i)1−α + ε2−2αw(i)2−2α + ε3−3αw(i)3−3α + εw(i)1 + ε2−αw(i)2−α
+ε3−2αw(i)3−2α + ε
2w
(i)
2 + ε
3−αw(i)3−α + ε
3w
(i)
3 , i = 1, 2, 3;
L(3) = µ0 + ε1−αµ1−α + ε2−2αµ2−2α + ε3−3αµ3−3α + εµ1 + ε2−αµ2−α
+ε3−2αµ3−2α + ε2µ2 + ε3−αµ3−α + ε3µ3.
4.2. Justification (α is an irrational number). From § 4.1 we see that all terms of series (4.1), (4.2),
(4.3) can be uniquely defined. With the help of the cut-off functions (3.65) we construct the series
+∞∑
k=0
+∞∑
p=0
εk−pα
(
uk−pα(x; ε, γ) +Nk−pα(x; ε, γ)
)
, x ∈ Ωε, (4.39)
where
uk−pα(x; ε, γ) :=
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
)
w
(i)
k−pα(xi), Nk−pα(x; ε, γ) :=
(
1−
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
))
Nk−pα
(x
ε
)
,
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γ is a fixed number from the interval (23 , 1). Denote by
U(M)(x; ε) :=
M∑
k=0
∑
p
0 ≤ k − pα ≤ M
εk−pα
(
uk−pα(x; ε, γ) +Nk−pα(x; ε, γ)
)
, x ∈ Ωε, (4.40)
the partial sum of ( 4.39 ), where M ∈ N (see Definition 4.1). Obviously, U(M) ∈ Hε.
Substituting U(M) and L(M) into the problem (1.1) in place of uε and λ(ε), with the help of (3.68) we
find that
• for each i ∈ {1, 2, 3} thanks to (4.8)
−∆xU(M) − L(K)U(M) = o(εM )R(i)ε (xi) in Ω(i)ε,γ , (4.41)
where Ω
(i)
ε,γ := Ω
(i)
ε ∩
{
x ∈ R3 : xi ∈ I(i)ε,γ := (3ℓ0εγ , ℓi)
}
;
• thanks to (4.10)
−∆xU(M)−ρε L(M)U(M) =
 o(ε
M−2)R(0,i)ε (xε ) in Ω
(i)
ε ∩
{
x : xi ∈ (ℓ0ε, 2ℓ0εγ)
}
, i ∈ {1, 2, 3},
o(εM−2−α)R(0)ε (xε ) in Ω
(0)
ε ;
(4.42)
• and for each i ∈ {1, 2, 3} thanks to (4.8) and the first relation in (4.10)
−∆xU(M) − L(M)U(M) = o(εM )R(i)ε (xi) + o(εM−2)R(0,i)ε
(x
ε
)
+ G(i)ε
(
xi,
x
ε
)
in Ω(i)ε ∩
{
x : xi ∈ (2ℓ0εγ , 3ℓ0εγ)
}
. (4.43)
In (4.41) – (4.43), the residuals o(εM )R
(i)
ε , o(εM−2)R
(0,i)
ε , o(εM−2−α)R
(0)
ε consist of such sums
εk−pα
k∑
j=0
p∑
m=0
µj−mα w
(i)
k−j−(p−m)α(xi),
where k ∈ {M + 1, . . . , 2M}, M < k − pα,
εk−2−pα
k−2∑
j=0
p∑
m=0
µj−mαNk−2−j−(p−m)α(xε
)
,
where k ∈ {M + 1, . . . , 2M + 2}, M < k − pα,
εk−2−(p−1)α̺0
(
x
ε
) k−2∑
j=0
p−1∑
m=0
µj−mαNk−2−j−(p−1−m)α(xε
)
,
where k ∈ {M + 1, . . . , 2M + 2}, M − α < k − (p− 1)α, respectively; and
G(i)ε
(
xi,
x
ε
)
=
M∑
k=0
∑
p
0 ≤ k − pα ≤ M
εk−pα−γ
(
∂
∂xi
((
χ
(i)
ℓ0
)′(xi
εγ
)(
w
(i)
k−pα(xi)−Nk−pα
(x
ε
)))
+
(
χ
(i)
ℓ0
)′(xi
εγ
) ∂
∂xi
(
w
(i)
k−pα(xi)−Nk−pα
(x
ε
)))
.
With the help of the the Taylor formula with the integral remainder term for functions {w(i)k−pα} at the
point xi = 0 and taking into account the fourth relation in (4.10), Remark 3.5 and the fact that the support
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of G
(i)
ε belongs to Ω
(i)
ε ∩
{
x : xi ∈ [2ℓ0εγ , 3ℓ0εγ ]
}
(i ∈ {1, 2, 3}), we derive∣∣∣∣∫
Ω
(i)
ε
G(i)ε ψ dx
∣∣∣∣ ≤ o(εγM− γ2+1) ‖ψ‖ε ∀ψ ∈ Hε (4.44)
Using (4.41) – (4.44), with the help of (2.3), (2.4), (2.5), (3.46) and Remark 3.5 we can estimate the
right-hand side in the integral identity∫
Ωε
(
∇U(M) · ∇ψ − ρε(x)L(M)(ε)U(M) ψ
)
dx = Fε(ψ) ∀ψ ∈ Hε, (4.45)
namely
|Fε(ψ)| ≤
(
o
(
εM+1
)
+ o
(
εγM
)
+ o
(
εM−α
)
+ o
(
εγM−
γ
2+1
))
‖ψ‖ε
=
(
o
(
εM−α
)
+ o
(
εγM−
γ
2+1
))
‖ψ‖ε as ε→ 0. (4.46)
Similar as in Subsection 3.6, with the help of the operator Aε (see (1.4)) we get∥∥∥∥Aε( U(M)‖U(M)‖ε
)
−
(
L(M)(ε)
)−1 U(M)
‖U(M)‖ε
∥∥∥∥
ε
≤
(
o
(
εM−α−1
)
+ o
(
εγM−
γ
2
))
. (4.47)
Due to Lemma 3.1 the inequality (4.47) means that the following statement holds.
Proposition 4.2. For each n ∈ N in any neighbourhood of the eigenvalue Λn of the limit spectral prob-
lem (4.15) there is an eigenvalue of the problem (1.1) for ε small enough.
Next to identify an eigenvalue that lies in a neighbourhood of Λn, we need the following fact.
Lemma 4.1 ( α < 1 ). For each n ∈ N
λn(ε)→ Λn as ε→ 0. (4.48)
Proof. 1. In this item the index n is omitted. Thanks to (2.6) and (2.7), we can regard that λ(ε)→ Λ 6= 0
as ε→ 0 (select a subsequence if necessary).
With the help of the Cauchy–Bunyakovsky–Schwarz inequality and (1.6) it is easy to show that the
sequence
{
E
(i)
ε uε
}
ε>0
is bounded in H1(I
(i)
ε ), where I
(i)
ε = {x : xi ∈ (εℓ0, ℓi), xi = (0, 0)} and(
E(i)ε u
ε
)
(xi) =
1
πε2 h2i
∫
Υ
(i)
ε (0)
uε(x) dxi, i = 1, 2, 3.
Extending with the constant
(
E
(i)
ε uε
)
(εℓ0) the function E
(i)
ε uε on the segment [0, εℓ0], we get∥∥∥E(i)ε uε∥∥∥
H1(Ii)
≤ C2 (4.49)
since
∣∣(E(i)ε uε)(εℓ0)∣∣ ≤ c1∥∥E(i)ε uε∥∥H1(I(i)ε ) ≤ c2. In addition, it is easy to show that∣∣∣(E(i)ε uε)(εℓ0)− (E(j)ε uε)(εℓ0)∣∣∣ ≤ C3 ε 12 , i 6= j ∈ {1, 2, 3}. (4.50)
Owing to (4.49) and (4.50), there exist a subsequence of {ε} (again denoted by {ε}) and a function
v˜ = {v(i)}3i=1 ∈ H0 such that for each i ∈ {1, 2, 3}
E(i)ε u
ε → v(i) uniformly on Ii and weakly in H1(Ii) as ε→ 0. (4.51)
Now we re-write the integral identity (1.2) for the problem (1.1) in the form
3∑
i=1
πh2i
∫
I
(i)
ε
d
(
E
(i)
ε uε
)
dxi
dΦε
dxi
dxi = λ(ε)
(
3∑
i=1
πh2i
∫
I
(i)
ε
E(i)ε u
εΦε dxi + c0ε
−α−2
∫
Ω
(0)
ε
̺0
(
x
ε
)
uε dx
)
. (4.52)
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Here a test-function Φε is taken as follows :
Φε(x) =

c0 = φ˜(0), x ∈ Ω(0)ε ,
φi(0) +
(
φi(ε2ℓ0)− φi(0)
)(
xi
εℓ0
− 1), x ∈ Ω(i)ε ∩ {x : xi ∈ [εℓ0, ε2ℓ0], xi = (0, 0)},
φi(xi), x ∈ Ω(i)ε ∩ {x : xi ∈ (ε2ℓ0, ℓi), xi = (0, 0)}, i ∈ {1, 2, 3},
where φ˜ = {φi}3i=1 is arbitrary smooth function from the space H0 (see(3.34)). Clearly, that Φε ∈ Hε and
Φε ∈ H0, and in addition,
Φε → φ˜ in H0 as ε→ 0. (4.53)
In virtue of (1.6) and (2.3), ∫
Ω
(0)
ε
(
uε
)2
dx ≤ C1ε3. (4.54)
Taking (4.51), (4.53) and (4.54) into account, we can pass to the limit (as ε→ 0) in (4.52) and get
3∑
i=1
πh2i
∫
Ii
dv(i)
dxi
dφ(i)
dxi
dxi = Λ
3∑
i=1
πh2i
∫
Ii
v(i) φ(i) dxi.
This identity means that v˜ = {v(i)}3i=1 is an eigenfunction corresponding the eigenvalue Λ if we show that
the function v˜ 6= {0} (see Definition 3.1).
From (1.6) and (1.2) it follows that the eigenfunction uε corresponding to the eigenvalue λ(ε) of the
problem (1.1) satisfies the equality
1
ε2
3∑
i=1
∫
Ω
(i)
ε
(
uε
)2
dx+ ε−α−2
∫
Ω
(0)
ε
̺0
(
x
ε
) (
uε
)2
dx =
1
λ(ε)
. (4.55)
Using (4.54) and the inequality∣∣∣∣∫
I
(i)
ε
((
E(i)ε u
ε
)2 − E(i)ε ((uε)2)) dx∣∣∣∣ ≤ C3‖uε‖2ε ≤ C3ε2
(it was proved in a general form in [24, Lemma 2.2]), we can pass to the limit in (4.55) and find that
3∑
i=1
πh2i
∫
Ii
(
v(i)
)2
dxi =
1
Λ
6= 0. (4.56)
2. Making use the diagonal process, we can extract a subsequence from {ε} (again denoted by {ε}) for
which the following statements hold:
• for any n ∈ N : λn(ε)→ Λ∗n and Λ∗n ≤ Λ∗n+1;
• for any n ∈ N : E(i)ε uεn → v(i)n uniformly on Ii and weakly in H1(Ii) as ε→ 0 ;
• v˜n = {v(i)n }3i=1 is an eigenfunction corresponding to the eigenvalue Λ∗n of the limit problem (4.15).
From (1.6) and (1.2) it follows that for n 6= m
1
ε2
3∑
i=1
∫
Ω
(i)
ε
uεn u
ε
m dx+ ε
−α−2
∫
Ω
(0)
ε
̺0
(
x
ε
)
uεn u
ε
m dx = 0. (4.57)
With the help of (4.54) and (4.51) we find the limit of the equality (4.57) as ε→ 0, namely
3∑
i=1
h2i
∫
Ii
v(i)n v
(i)
m dxi = 0 for any n 6= m. (4.58)
In addition, because of (1.7) we can regard that
(
v
(i)
n (ℓ1)
)′
> 0.
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Since the spectrum of the limit spectral problem is simple, the equalities (4.58) and Proposition 4.2 mean
that for any n ∈ N Λ∗n = Λn, n ∈ N.
To complete the proof, it suffices to observe that similar arguments and results are valid for any subse-
quence of the sequence {ε} chosen in the beginning of the proof. 
Taking into account that the eigenfunctions {uεn}n∈N satisfy (1.6) and (1.7) and the eigenfunctions
{W˜n}n∈N of the limit spectral problem (4.15) are selected uniquely so that the conditions (3.38) and (3.39)
hold, from the proof of Lemma 4.1 it follows the following statement.
Corollary 4.1. For any n ∈ N and i ∈ {1, 2, 3}
E(i)ε u
ε
n → 1√π W (i)n uniformly on Ii and weakly in H1(Ii) as ε→ 0,
where W˜n = {W (i)n }3i=1 is the eigenfunction corresponding to the eigenvalue Λn of the limit spectral prob-
lem (4.15), which satisfies (3.38) and (3.39).
Based on (4.47), Lemmas 4.1, 3.1 and Proposition 4.1, similarly as in Subsection 3.6 we prove the theorem.
Theorem 4.1 ( α ∈ (0, 1) ∩ (R \Q) ). For each n ∈ N the n -th eigenvalue λn(ε) of the problem (1.1) is
decomposed into the asymptotic series
λn(ε) ≈ Λn +
+∞∑
k=1
+∞∑
p=0
εk−pα µk−pα,n as ε→ 0,
where Λn is the n -th eigenvalue of the limit spectral problem (4.15), µk−pα,n = 0 if k − pα < 1 − α; in
addition the asymptotic estimate (4.4) holds, in particular
λn(ε) = Λn + ε
1−αµ1−α,n + o(ε1−α) as ε→ 0, (4.59)
where
µ1−α,n = −
(
ΛnW
(1)
n (0)
)2
π
∫
Ξ(0)
̺0(ξ) dξ. (4.60)
For the corresponding eigenfunction uεn normalized by (1.6) and (1.7) one can construct the approxima-
tion function U
(M)
n ∈ Hε defined with (4.40) such that the asymptotic estimate∥∥∥uεn − τM (ε)U(M)n ∥∥∥
ε
= o
(
εM−α
)
+ o
(
εγM+1−
γ
2
)
as ε→ 0, (4.61)
holds for any M ∈ N, M ≥ 3. Here τM (ε) = ε‖U(M)n ‖ε and it has the asymptotics (3.81), γ is a fixed
number from the interval (23 , 1).
From (4.61) with M = 3 it follows the corollary.
Corollary 4.2. For the difference between the eigenfunction uεn of the problem (1.1) and the partial sum
U(1−α)n =
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
)(
W (i)n (xi) + εw
(i)
1−α,n(xi)
)
+
(
1−
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
))(
W (1)n (0) + ε
1−αw(1)1−α,n(0)
)
, x ∈ Ωε,
of (4.39), the asymptotic estimate
1√|Ωε|
∥∥∥uεn − τ3(ε)U(1−α)n ∥∥∥
H1(Ωε)
= o
(
ε1−α
)
(as ε→ 0) (4.62)
holds; in addition, ∥∥∥E(i)ε (uεn)− τ3(ε)W (i)n ∥∥∥
H1(I
(i)
ε,γ )
≤ C1 ε1−α, (4.63)
max
xi∈I(i)ε,γ
∣∣∣E(i)ε (uεn)(xi)− τ3(ε)W (i)n (xi)∣∣∣ ≤ C2 ε1−α, (4.64)
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where I
(i)
ε,γ := {x : xi ∈ (3ℓ0εγ , ℓi), xi = 0}, i ∈ {1, 2, 3}.
4.3. The case α = m0n0 . Recall that m0, n0 are relatively prime numbers and m0 < n0. Substituting
(4.5) and (4.7) into the differential equation and boundary conditions of the problem (1.1), collecting the
coefficients at the same power of ε , we get the following relations:
− d
2
dxi2
(
w
(i)
k
n0
(xi)
)
= µ0 w
(i)
k
n0
(xi) +
k∑
q=1
µ q
n0
w
(i)
k−q
n0
(xi), xi ∈ I(i)ε , (4.65)
w
(i)
k
n0
(ℓi) = 0, i = 1, 2, 3. (4.66)
Doing the same with (4.6) and (4.7) and matching the expansions (4.5) and (4.6), we get
−∆ξN k
n0
(ξ) =
k−2n0∑
q=0
µ q
n0
N k−q
n0
−2(ξ), ξ ∈ Ξ(i),
−∆ξN k
n0
(ξ) = ̺0(ξ)
k+m0−2n0∑
q=0
µ q
n0
N k+m0−q
n0
−2(ξ), ξ ∈ Ξ(0),
∂νξN k
n0
(ξ) = 0, ξ ∈ ∂Ξ,
N k
n0
(ξ) ∼ w(i)k
n0
(0) + Ψ
(i)
k
n0
(ξi), ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3,
(4.67)
where
Ψ
(i)
k
n0
(ξi) =
k∑
j=1
ξji
j!
djw
(i)
k
n0
−j
dxji
(0), i = 1, 2, 3.
Recall that coefficients with negative indices are considered to be zero in all sums. The solvability condition
for the corresponding problem for N˜ k
n0
(see § 3.3) looks as follows:
3∑
i=1
h2i (0)
dw
(i)
k
n0
−1
dxi
(0) = d∗k
n0
−1
, (4.68)
where
d
∗
k
n0
−1
=
3∑
i=1
h2i (0)
k−1∑
j=1
ℓj0
j!
k−n0(j+1)∑
q=0
µ q
n0
dj−1w(i)k−q
n0
−j−1
dxj−1i
(0)
− 1
π
k−2n0∑
q=0
µ q
n0
3∑
i=1
∫
Ξ(i)
(
N k−q
n0
−2(ξ)−G(i)k−q
n0
−2(ξi)
)
dξ
− 1
π
∫
Ξ(0)
̺0(ξ)
k+m0−2n0∑
q=0
µ q
n0
N k+m0−q
n0
−2(ξ) dξ. (4.69)
Let us show how to determine coefficients of the expansions (4.5), (4.6) and (4.7). The first and second
terms of these series are defined in the same way as for an irrational number α (see Subsection 4.1). So,
µ0 is an eigenvalue and {w(i)0 }3i=1 is the corresponding eigenfunction of the limit spectral problem (4.15)
SPECTRAL PROBLEM IN A THIN GRAPH-LIKE JUNCTION WITH CONCENTRATED MASS IN THE NODE 37
(the eigenfunctions satisfy the conditions (3.38) and (3.39)); N0 ≡ w(1)(0). Similarly we conclude that
Proposition 4.1 holds; this means that
µ k
n0
= 0, w
(i)
k
n0
≡ 0, N k
n0
≡ 0 for k ∈ {1, . . . , n0 −m0 − 1}, n0 −m0 ≥ 2. (4.70)
The problem for second nonzero terms {w(i)n0−m0
n0
}3i=1 and µn0−m0
n0
coincides with the problem (4.22) and
µn0−m0
n0
is determined by the formula (4.23). In addition, Nn0−m0
n0
≡ w(1)n0−m0
n0
(0).
The next terms are defined as follows. From (4.67) with k = n0 −m0 + 1 we get the problem
−∆ξNn0−m0+1
n0
(ξ) = 0, ξ ∈ Ξ,
∂νξNn0−m0+1
n0
(ξ) = 0, ξ ∈ ∂Ξ,
Nn0−m0+1
n0
(ξ) ∼ w(i)n0−m0+1
n0
(0) + ξi
dw
(i)
1−m0
n0
dxi
(0), ξi → +∞, ξi ∈ Ξ(i), i = 1, 2, 3.
(4.71)
If m0 = 1, then Nn0−m0+1
n0
= N1 and this problem coincides with (3.61). The solvability condition
for the corresponding problem for N˜1 is satisfied since it is the second Kirchhoff condition in the limit
problem (4.15). To define {w(i)1 }3i=1 and µ1 we get the problem
−d
2w
(i)
1
dx2i
(xi)− µ0 w(i)1 (xi) = µn0−1
n0
w
(i)
1
n0
(xi) + µ1 w
(i)
0 (xi), xi ∈ Ii, i = 1, 2, 3,
w
(i)
1 (ℓi) = 0, i = 1, 2, 3,
w
(1)
1 (0) = w
(2)
1 (0)− δ(2)1 = w(3)1 (0)− δ(3)1 ,
3∑
i=1
h2i (0)
dw
(i)
1
dxi
(0) = d∗1,
(4.72)
where δ
(2)
1 and δ
(2)
1 are defined with (3.56), d
∗
1 = ℓ0 µ0 w
(1)
0 (0)
3∑
i=1
h2i (0) if n0 > 2 and
d
∗
1 = ℓ0 µ0 w
(1)
0 (0)
3∑
i=1
h2i (0)−
1
π
∫
Ξ(0)
̺0(ξ)
1∑
q=0
µ q
2
N 1−q
2
(ξ) dξ if n0 = 2
thanks to (4.70) (µ 1
n0
= 0, w
(i)
1
n0
≡ 0, and N 1
n0
≡ 0 if n0 > 2). Then, as in Subsection 3.5, we can uniquely
determine {w(i)1 }3i=1 and µ1.
If m0 > 1, then w
(i)
1−m0
n0
≡ 0 in (4.71) and as a result we get that Nn0−m0+1
n0
≡ w(1)n0−m0+1
n0
(0) and
w
(1)
n0−m0+1
n0
(0) = w
(2)
n0−m0+1
n0
(0) = w
(3)
n0−m0+1
n0
(0). (4.73)
From (4.68) and (4.69) with k = 2n0 −m0 + 1 it follows that
3∑
i=1
h2i (0)
dw
(i)
n0−m0+1
n0
dxi
(0) = − 1
π
∫
Ξ(0)
̺0(ξ)
(
µ0N 1
n0
(ξ) + µ 1
n0
N0
)
dξ. (4.74)
Relations (4.73) and (4.74) are transmission conditions for the differential equations
− d
2
dxi2
(
w
(i)
n0−m0+1
n0
(xi)
)
− µ0 w(i)n0−m0+1
n0
(xi) = µn0−m0
n0
w
(i)
1
n0
(xi) + µn0−m0+1
n0
w
(i)
0 (xi), xi ∈ I(i)ε , (4.75)
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i = 1, 2, 3. Thus, if µ 1
n0
= 0, w
(i)
1
n0
≡ N 1
n0
≡ 0 (n0−m0 ≥ 2, see (4.70)), then µn0−m0+1
n0
= 0, w
(i)
n0−m0+1
n0
≡
Nn0−m0+1
n0
≡ 0. If the values µ 1
n0
, w
(i)
1
n0
, N 1
n0
don’t vanish (n0 −m0 = 1, m0 > 1, for example n0 = 4
and m0 = 3), then similarly as in Subsection 3.5 we uniquely determine {w(i)2
n0
}3i=1 and
µ 2
n0
= −µ0w
(1)
0 (0)
π
(
µ0 w
(1)
1
n0
(0) + µ 1
n0
w
(1)
0 (0)
)∫
Ξ(0)
̺0(ξ) dξ.
Doing the inductive step as in Subsection 3.5, we determine all coefficients of the expansions (4.5), (4.6)
and (4.7).
4.4. Justification (α = m0n0 ). With the help of the cut-off functions (3.65) we construct the series
+∞∑
k=0
ε
k
n0
(
u k
n0
(x; ε, γ) +N k
n0
(x; ε, γ)
)
, x ∈ Ωε, (4.76)
where
u k
n0
(x; ε, γ) :=
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
)
w
(i)
k
n0
(xi), N k
n0
(x; ε, γ) :=
(
1−
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
))
N k
n0
(x
ε
)
,
γ is a fixed number from the interval (23 , 1). Denote by
U(M)(x; ε) :=
M∑
k=0
ε
k
n0
(
u k
n0
(x; ε, γ) +N k
n0
(x; ε, γ)
)
, x ∈ Ωε, (4.77)
the partial sum of (4.76), where M ∈ N, M ≥ 3, and by
L(M)(ε) :=
M∑
k=0
ε
k
n0 µ k
n0
(4.78)
the partial sum of (4.7). Obviously, U(M) ∈ Hε.
We substitute U(M) and L(M) into the problem (1.1) in place of uε and λ(ε) and similarly as in
Subsection 4.2 find residuals. But now we can more accurately indicate the main order of these residues,
namely ∥∥∥∥Aε( U(M)‖U(M)‖ε
)
−
(
L(M)(ε)
)−1 U(M)
‖U(M)‖ε
∥∥∥∥
ε
≤ CM
(
ε
M+1
n0
−m0
n0
−1 + εγ
M+1
n0
− γ2
)
, (4.79)
where the constant CM is independent of ε.
Then, using Lemmas 3.1 and 4.1, we prove, as before, the following theorem.
Theorem 4.2 (α ∈ (0, 1) ∩ Q ). For each n ∈ N the n -th eigenvalue λn(ε) of the problem (1.1) is
decomposed into the asymptotic series
λn(ε) ≈ Λn + ε
n0−m0
n0 µn0−m0
n0
,n
+
+∞∑
k=n0−m0+1
ε
k
n0 µ k
n0
,n as ε→ 0,
where Λn is the n -th eigenvalue of the limit spectral problem (4.15) and
µn0−m0
n0
,n
= −
(
ΛnW
(1)
n (0)
)2
π
∫
Ξ(0)
̺0(ξ) dξ. (4.80)
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For the corresponding eigenfunction uεn normalized by (1.6) and (1.7) one can construct the approxima-
tion function U
(M)
n ∈ Hε defined with (4.77) (M ∈ N, M ≥ n0) such that the asymptotic estimate∥∥∥uεn − τM (ε)U(M)n ∥∥∥
ε
≤ CM
(
ε
M+1
n0
−m0
n0 + εγ
M+1
n0
+1− γ2
)
(4.81)
holds for any ε small enough. Here τM (ε) =
ε
‖U(M)n ‖ε
and it has the asymptotics (3.81), γ is a fixed number
from the interval (23 , 1).
From (4.81) with M = n0 it follows the corollary.
Corollary 4.3. For the difference between the eigenfunction uεn of the problem (1.1) and the partial sum
U
(
n0−m0
n0
)
n (x) =
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
)(
W (i)n (xi) + εw
(i)
n0−m0
n0
,n
(xi)
)
+
(
1−
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
))(
W (1)n (0) + ε
n0−m0
n0 w
(1)
n0−m0
n0
,n
(0)
)
, x ∈ Ωε,
of (4.76), the asymptotic estimate
1√|Ωε|
∥∥∥∥uεn − τ3(ε)U(n0−m0n0 )n ∥∥∥∥
H1(Ωε)
≤ C1 ε
n0−m0+1
n0 (4.82)
holds; in addition, the asymptotic estimates (4.63) and (4.64) are satisfied as well.
5. Asymptotic approximations in the case α = 1
For this case we will use the ansatzes of series (3.1), (3.3) and (3.4) for the approximation of an eigenfunc-
tion uε and the corresponding eigenvalue λ(ε) (the index n is omitted) of the problem (1.1). Recall that,
as in Section 4, we assume that hi ≡ hi(0), i = 1, 2, 3. Therefore, all coefficients {uk}∞k=2 in the regular
part (3.1) vanish.
Substituting (3.1) and (3.4) into the differential equation and boundary conditions of the problem (1.1),
collecting the coefficients at the same power of ε , we get the following relations:
−d
2w
(i)
k (xi)
dxi2
− µ0 w(i)k (xi) =
k∑
m=1
µm w
(i)
k−m(xi), xi ∈ I(i)ε , (5.1)
w
(i)
k (ℓi) = 0, i = 1, 2, 3; (5.2)
doing the same with (3.3) and (3.4), we obtain
−∆ξNk(ξ) =
∑k−2
m=0 µmNk−2−m(ξ), ξ ∈ Ξ(i), i = 1, 2, 3,
−∆ξNk(ξ) = ̺0(ξ)
∑k−1
m=0 µmNk−1−m(ξ), ξ ∈ Ξ(0),
∂νξNk(ξ) = 0, ξ ∈ ∂Ξ
Nk(ξ) ∼ w(i)k (0) + Ψ(i)k (ξ), ξi → +∞, ξ ∈ Ξ(i), i = 1, 2, 3,
(5.3)
where k ∈ N0, {Ψ(i)k } are defined in (3.19).
As in Subsection 3.4, we deduce that N0 ≡ N˜0 ≡ w(1)0 (0) and the first transmission condition (3.31)
for {w(i)0 }3i=1. Writing down the solvability condition for the corresponding problem for N˜k, similarly as in
Subsection 3.3 we get
3∑
i=1
h2i (0)
dw
(i)
k−1
dxi
(0) = d⋆k−1, (5.4)
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where
d
⋆
k
= d̂k − µk w
(1)
0 (0)
π
∫
Ξ(0)
̺0(ξ) dξ, k ∈ N; (5.5)
d̂k =
3∑
i=1
h2i (0)
k∑
j=1
ℓj0
j!
k−j∑
m=0
µm
dj−1w(i)k−j−m
dxj−1i
(0)
− 1
π
k−1∑
m=0
µm
3∑
i=1
∫
Ξ(i)
(
Nk−1−m(ξ)−G(i)k−1−m(ξi)
)
dξ − 1
π
∫
Ξ(0)
̺0(ξ)
k−1∑
m=0
µmNk−m(ξ) dξ.
Thus, in this case the limit spectral problem looks as follows:
−d
2w
(i)
0
dx2i
(xi) = µ0 w
(i)
0 (xi), xi ∈ Ii, i = 1, 2, 3,
w
(i)
0 (ℓi) = 0, i = 1, 2, 3,
w
(1)
0 (0) = w
(2)
0 (0) = w
(3)
0 (0),∑3
i=1 h
2
i (0)
dw
(i)
0
dxi
(0) = − µ0 w
(1)
0 (0)
π
∫
Ξ(0)
̺0(ξ) dξ.
(5.6)
Now we see a spectral parameter µ0 both in the differential equations, and in the second Kirchhoff condition
of the problem (5.6).
Definition 5.1. A function w˜ ∈ H0 \ {0} is called an eigenfunction corresponding to the eigenvalue µ of
the problem (5.6) if〈
w˜, φ˜
〉
0
= µ
((
w˜, φ˜
)
V0 +
w(1)(0)φ(1)(0)
π
∫
Ξ(0)
̺0(ξ) dξ
)
∀ φ˜ ∈ H0, (5.7)
where the scalar products 〈·, ·〉0, (·, ·)V0 in the spaces H0, V0, respectively, are defined in Subsection 3.4.
Let us define an operator A1 : H0 7→ H0 by the equality〈
A1u˜, v˜
〉
0
=
((
u˜, v˜
)
V0 +
u(1)(0) v(1)(0)
π
∫
Ξ(0)
̺0(ξ) dξ
)
∀ u˜, v˜ ∈ H0. (5.8)
It is easy to verify (see e.g. [29]), that the operator A1 is self-adjoint, positive, and compact. Then the
problem (5.6) is equivalent to the spectral problem A1w˜ = µ
−1 w˜ in H0. Similarly as in Subsection 3.4
we prove that each eigenvalue of the problem (5.6) is simple. Therefore, the eigenvalues of the problem (5.6)
form the sequence
0 < Λ1 < Λ2 < . . . < Λn < · · · → +∞ as n→ +∞, (5.9)
and the corresponding eigenfunctions {W˜n}n∈N ⊂ H0 can be uniquely orthonormalized with relations (3.38)
and (3.39).
Let µ0 be an eigenvalue of the problem (5.6), and w˜0 = {w(i)0 }3i=1 is the corresponding eigenfunction
satisfying conditions (3.38) and (3.39). Then, there exists a unique weak solution N̂1 to the problem
−∆ξN˜1(ξ) = 0, ξ ∈ Ξ(i), i = 1, 2, 3,
−∆ξN˜1(ξ) = ̺0(ξ)µ0 w(1)0 (0), ξ ∈ Ξ(0),
∂νξN˜1(ξ) = 0, ξ ∈ ∂Ξ,
N˜1(ξ) → w(i)1 (0), ξi → +∞, ξi ∈ Ξ(i), i = 1, 2, 3,
(5.10)
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with the asymptotics (3.25), but now
δ̂
(i)
1 :=
3∑
j=1
dw
(j)
0
dxj
(0)
∫
Ξ(j)
Ni(ξ)
(
ξjχ
′′
j (ξj) + 2χ
′
j(ξj)
)
dξ + µ0 w
(1)
0 (0)
∫
Ξ(0)
̺0(ξ) dξ, i = 2, 3; (5.11)
please compare with δ
(i)
1 in (3.56) for α = 0.
As follows from Subsection 3.4, to satisfy relations
N1(ξ) ∼ w(i)1 (0) + ξi
dw
(i)
0
dx
(0), ξi → +∞, ξi ∈ Ξ(i), i = 1, 2, 3, (5.12)
in the problem (5.3) with k = 1, we should solve the problem
−d
2w
(i)
1 (xi)
dxi2
− µ0 w(i)1 (xi) = µ1 w(i)0 (xi), xi ∈ Ii, i = 1, 2, 3,
w
(i)
1 (ℓi) = 0, i = 1, 2, 3,
w
(1)
1 (0) = w
(2)
1 (0)− δ̂(2)1 = w(3)1 (0)− δ̂(3)1 ,
3∑
i=1
h2i (0)
dw
(i)
1
dxi
(0) = d⋆1,
(5.13)
where
d
⋆
1 = µ0 w
(1)
0 (0)
3∑
i=1
ℓ0 h
2
i (0)−
µ0
π
∫
Ξ(0)
̺0(ξ)N1(ξ) dξ − µ1
π
w
(1)
0 (0)
∫
Ξ(0)
̺0(ξ) dξ; (5.14)
please compare with d∗1 in (3.44) for α = 0.
With the help of the substitutions (3.48), the problem (5.13) is reduced to the corresponding prob-
lem (3.49), and in the same way as in Subsection 3.4 we define µ1 from (3.52), namely,
µ1 =
(
µ0 w
(1)
0 (0)
)2 3∑
i=1
ℓ0h
2
i (0)−
µ20 w
(1)
0 (0)
π
∫
Ξ(0)
̺0(ξ)N1(ξ) dξ+
(
δ̂
(2)
1 h
2
2(0)
ℓ2
+
δ̂
(3)
1 h
2
3(0)
ℓ3
)
µ0w
(1)
0 (0). (5.15)
To compare with µ1 in (3.58) for α = 0, we re-write (5.15) in the following way
µ1 =
(
µ0 w
(1)
0 (0)
)2 3∑
i=1
ℓ0h
2
i (0) +
(h22(0)
ℓ2
+
h23(0)
ℓ3
) ∫
Ξ(0)
̺0(ξ) dξ
 − µ20 w(1)0 (0)
π
∫
Ξ(0)
̺0(ξ)N1(ξ) dξ
+
(
δ
(2)
1 h
2
2(0)
ℓ2
+
δ
(3)
1 h
2
3(0)
ℓ3
)
µ0w
(1)
0 (0), (5.16)
where δ
(2)
1 and δ
(3)
1 are defined in (3.56).
Thus, there exists a unique weak solution to the corresponding problem (3.49) with k = 1 such that
〈φ˜1, w˜0〉0 = 0. (5.17)
Then, with the help of (3.48) we find the unique solution w˜1 = {w(i)1 }3i=1 to the problem (5.13). In addition,
we uniquely determine the coefficient N1.
To find the coefficients w˜k = {w(i)k }3i=1 and µk for any k ∈ N, k ≥ 2, we should consider a problem
consisting with the differential equations (5.1), the boundary conditions (5.2), and the Kirchhoff transmission
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conditions
w
(1)
k (0) = w
(2)
k (0)− δ̂(2)k = w(3)k (0)− δ̂(3)k , (5.18)
3∑
i=1
h2i (0)
dw
(i)
k
dxi
(0) = d̂k − µk w
(1)
0 (0)
π
∫
Ξ(0)
̺0(ξ) dξ. (5.19)
Recall that the solution N̂k with the asymptotics
N̂k(ξ) =

O(exp(−γ1ξ1)) as ξ1 → +∞, ξ ∈ Ξ(1),
δ̂
(2)
k +O(exp(−γ2ξ2)) as ξ2 → +∞, ξ ∈ Ξ(2),
δ̂
(3)
k +O(exp(−γ3ξ3)) as ξ3 → +∞, ξ ∈ Ξ(3),
(5.20)
is uniquely determined, since the solvability condition for the corresponding problem for N˜k is the second
Kirchhoff condition for w˜k−1.
As in Subsection 3.4 we reduce the problem (5.1), (5.2), (5.18), (5.19) to the corresponding problem
(3.49), and from its solvability condition we define
µk = µ0
3∑
i=1
∫ ℓi
0
Φ
(i)
k (xi;µ1, . . . , µk−1)w
(i)
0 (xi) dxi + µ0w
(1)
0 (0)
(
d̂k ++
δ̂
(2)
k h
2
2(0)
ℓ2
+
δ̂
(3)
k h
2
3(0)
ℓ3
)
, (5.21)
where
Φ
(1)
k (x1;µ1, . . . , µk−1) =
k−1∑
m=1
µm h
2
1(0)w
(1)
k−m(x1),
Φ
(i)
k (xi;µ1, . . . , µk−1) =
k−1∑
m=1
µm h
2
i (0)w
(i)
k−m(xi) + µ0 h
2
i (0) δ
(i)
k
ℓi − xi
ℓi
, i = 2, 3.
Then w˜k is uniquely determined, as and N˜k = w
(1)
k (0) + N̂k and Nk (see (3.20)).
5.1. Justification (α = 1) . With the help of the cut-off functions (3.65) we construct the series
+∞∑
k=0
εk
(
uk(x; ε, γ) +Nk(x; ε, γ)
)
, x ∈ Ωε, (5.22)
where
uk(x; ε, γ) :=
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
)
w
(i)
k (xi), Nk(x; ε, γ) :=
(
1−
3∑
i=1
χ
(i)
ℓ0
(xi
εγ
))
Nk
(x
ε
)
,
γ is a fixed number from the interval (23 , 1),
Denote by
U(M)(x; ε) :=
M∑
k=0
εk
(
uk(x; ε, γ) +Nk(x; ε, γ)
)
, x ∈ Ωε, (5.23)
the partial sum of (5.22), where M ∈ N, M ≥ 3, and by
L(M)(ε) :=
M∑
k=0
εkµk (5.24)
the partial sum of (3.4). Obviously, U(M) ∈ Hε.
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We substitute U(M) and L(M) into the problem (1.1) instead of uε and λ(ε), respectively, and similarly
as in Subsection 4.2 find that∥∥∥∥Aε ( U(M)‖U(M)‖ε
)
−
(
L(M)(ε)
)−1 U(M)
‖U(M)‖ε
∥∥∥∥
ε
≤ CM
(
εM−1 + εγM+
γ
2
)
, (5.25)
where the constant CM is independent of ε.
Further, in order to apply the justification scheme from Subsection 4.2, we need the following lemmas.
Lemma 5.1. For each function u ∈ Hε the following inequality holds for sufficiently small values of the
parameter ε : ∣∣∣∣ε−3 ∫
Ω
(0)
ε
̺0
(x
ε
)
u(x) dx − ε−3〈̺0〉
∫
Ω
(0)
ε
u(x) dx
∣∣∣∣ ≤ C ε− 12 ‖u‖ε, (5.26)
where the constant C is independent of u and ε,
〈̺0〉0 := 1|Ξ(0)|
∫
Ξ(0)
̺0(ξ) dξ
is the middle value of ̺0 over Ξ
(0), |Ξ(0)| is the Lebesgue measure of the domain Ξ(0).
Proof. We use the approach of Lemma 2.1 in [24]. Obviously, the Neumann problem
−∆ξT (ξ) = ̺0(ξ)− 〈̺0〉, ξ ∈ Ξ(0),
∂νξT (ξ) = 0, ξ ∈ ∂Ξ(0),
〈T 〉0 = 0,
(5.27)
has the unique weak solution T ∈ H1(Ξ(0)) and∫
Ω
(0)
ε
|∇ξT (ξ)
∣∣
ξ= x
ε
dx ≤ C1 ε3. (5.28)
We can express the relations in (5.27) in terms of the x -variables: −ε
∑3
i=1
∂
∂xi
(
∂T
∂ξi
∣∣
ξ= x
ε
)
= ̺0
(
x
ε
)− 〈̺0〉0, x ∈ Ω(0)ε ,∑3
i=1
∂T
∂ξi
∣∣
ξ= x
ε
νi
(
x
ε
)
= 0, x ∈ ∂Ω(0)ε .
(5.29)
Multiplying the first equation in (5.29) by an arbitrary function u ∈ Hε and integrating by parts, we get
ε
∫
Ω
(0)
ε
∇ξT (ξ)
∣∣
ξ= x
ε
· ∇xu dx =
∫
Ω
(0)
ε
(
̺0
(x
ε
)− 〈̺0〉0) u(x) dx,
wherefrom, in view of (5.28), it follows (5.26). 
Lemma 5.2 ( α = 1 ). For each n ∈ N
λn(ε)→ Λn as ε→ 0, (5.30)
where λn(ε) is the n -th eigenvalue of the problem (1.1) from the sequence (1.5), Λn is the n -th eigenvalue
of the limit spectral problem (5.6) from the sequence (5.9).
Proof. We should repeat the proof of Lemma 4.1, but only one convergence should be specified, namely, the
limit of the last summand in the right-hand side of (4.52). Using (5.25), (1.6) and the integral mean-value
theorem, we have
ε−3c0
∫
Ω
(0)
ε
̺0
(x
ε
)
uε(x) dx −→ c0 v(1)(0)
∫
Ξ(0)
̺0(ξ) dξ as ε→ 0. (5.31)
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The same argumentations give us
ε−3
∫
Ω
(0)
ε
̺0
(x
ε
) (
uε(x)
)2
dx −→ (v(1)(0))2 ∫
Ξ(0)
̺0(ξ) dξ as ε→ 0. (5.32)

Thus, the following statement holds.
Theorem 5.1 ( α = 1 ). For each n ∈ N the n -th eigenvalue λn(ε) of the problem (1.1) is decomposed
into the asymptotic series
λn(ε) ≈ Λn + ε µ1,n +
+∞∑
k=2
εk µk,n as ε→ 0,
where Λn is the n -th eigenvalue of the limit spectral problem (5.6) and µ1,n is determined by the corre-
sponding formula (5.16).
For the corresponding eigenfunction uεn normalized by (1.6) and (1.7) one can construct the approxima-
tion function U
(M)
n ∈ Hε defined with (5.23) (M ∈ N, M ≥ 3) such that the asymptotic estimate∥∥∥uεn − τM (ε)U(M)n ∥∥∥
ε
≤ CM
(
εM + εγM+1+
γ
2
)
(5.33)
holds for any ε small enough. Here τM (ε) =
ε
‖U(M)n ‖ε
and it has the asymptotics (3.81), γ is a fixed number
from the interval (23 , 1).
In this case, the analogues of Corollaries 3.1 and 3.2 hold with the corresponding replacements of coeffi-
cients.
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