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ABSTRACT
This paper proposes a technique for motion and group structure es-
timation of moving targets based on evolving graph networks [1]
in the presence of measurement origin uncertainty. The proposed
method, through an evolving graph model, allows to jointly esti-
mate the group target and the group structure with the uncertainty.
The performance of the algorithm is evaluated and results with real
ground moving target indicator data are presented.
Index Terms— Evolving graphs, random graphs, group
target tracking, nonlinear estimation, Monte Carlo methods,
data association.
1. INTRODUCTION
Group object tracking has been investigated during the last
years in various applications including road traffic systems,
military surveillance and in particular for ground moving tar-
get indicator (GMTI) tracking [2] and robotics applications
[3, 4, 5, 6]. GMTI group target tracking is concerned with
tracking groups of objects, such as convoys of vehicles, mov-
ing on the ground from an airborne sensor platform, taking
noisy measurements, e.g., range and bearing angle.
Groups of targets can be considered as formations of enti-
ties whose number varies over time because targets can enter
a scene, or disappear at random times. The groups can split,
merge, to be near to each other or move largely independently
on each other. However, it is typical for group formations to
maintain some patterns of movement [7] and hence the meth-
ods for group tracking differ from the methods of standard
multiple-target tracking. Although individual targets in the
group can exhibit independent movement at a certain level,
overall the group will move as one whole, synchronising the
movement of the individual entities and avoiding collisions.
Different models of groups of objects have been proposed
in the literature, such as the flocking models [8, 9, 10], in-
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cluding leader-follower models [7]. However, estimating the
dynamic evolution of the group structure has not been widely
studied in the literature, although there are similarities with
methods used in evolving network models [11, 12].
In [1], the group structure is modeled as evolving undi-
rected random graphs with measurements which origin is ex-
actly known. Then, an evolution model is defined for the
group structure and the efficiency of the approach is showed
through a scenario with simulated data. The main contribu-
tion of the present paper is the proposed solution for group
object structure and state estimation with measurement uncer-
tainty. A Joint Probabilistic Data Association Filter (JPDAF)
is applied by taking into account the structure of the group.
Results are presented over real GMTI data.
The remaining part of the paper is organised in the fol-
lowing way. Section 2 formulates group structure modeling
with evolving random graphs and the group structure evolu-
tion model. Section 3 presents the Bayesian formulation an
implementation solution based on a particle filter and joint
probability data association. Section 4 presents the results
and finally Section 5 summarises the results.
2. GROUP STRUCTURE MODELING
2.1. Evolving Network Models
One of the challenges in group object tracking is in the neces-
sity of updating the group structure and modeling the interac-
tions between separate components. In [1], at time instant t, a
group structure Gt is defined as a graph. The group structure
Gt models both the targets within the groups (nodes in the
graph) and some relations between the groupmembers, which
is reflected by the edges between the related graph nodes.
Each node of the graph corresponds to an object within the
group and the presence (resp. absence) of an edge between
two nodes means presence (absence) of interactions between
these objects.
2.2. Group Object Structure Evolution Model
In [1], an evolution model Gt = f(Gt−1,Xt) for the group
structure, for time t > 0 and an initialisation process G0 =
f(X0) for time t = 0 are introduced. The vector Xt =
473978-1-4244-2710-9/09/$25.00 c© 2009 IEEE
(xt,1, . . . ,xt,n) comprises the state vectors of all the targets
and f denote the desired evolution model.
The system
{
t = 0, G0 = fI(X0),
t > 0, Gt = fNS ◦ fNI ◦ fEU (Gt−1,Xt),
(1)
shows the decomposition of the evolution model f according
to the time t and according to three distinctive steps: edge
updating, node adding and node removal where ◦ denotes
the composition operation; fI is an Initialisation model; fEU
is the graph Edge Updating model; fNI is the graph Nodes
Incorporation; fNS is the graph Nodes Suppression model.
The edge updating step and the nodes incorporation step
are modeled using a second graph G′ having the group cen-
tres as nodes. Indeed, the computational complexity can be
reduced when some information about group centres (means,
variances and the distances between them) is used. We refer
























Fig. 1. Illustration of the graphical approach for the group
structure. In this example the graph structureG contains three
connected components (three groups). A second graph G′
models the distance between groups. G′ is used for the edge
updating process, the node incorporation process and in the
data association process
3. BAYESIAN FORMULATION AND PARTICLE
FILTER IMPLEMENTATION
Each target i is characterised by its state vector xt,i = (xt,i,
x˙t,i, yt,i, y˙t,i)
′ (comprising the positions xt,i, yt,i and veloci-
ties x˙t,i, y˙t,i in x and y directions respectively);
′ denotes the
transpose operation. At each time instant, the set of objects
tracked in a group g can be modeled by a Random Finite Set
(RFS, see [7]) X
g
t .
At time t a measurement vector zt is received which can
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t } (nG denotes the number of groups in Gt
and gi, i ∈ {1, . . . , nG} denotes the groups in Gt. Assum-
ing that the measurement likelihood function p(zt|Xt) can
be calculated, the purpose is to compute sequentially the state
probability density function for each group of objects. Ad-
ditionally, the groups’ movements are assumed independent.
Indeed, the changes of the groups such as merging and split-
ting are taken into account during the graph update process.
Under the Markovian assumption for the state transition,
the Bayesian prediction and filtering steps can be written as
follows:









where Z1:t is the set of measurements up to time t and zt is
the current vector of measurements. With the independence













In order to perform the correction step, the likelihood func-
tion p(zt|Xt,Gt) of the whole state has to be evaluated by
means of a data association approach. The JPDA algorithm
[13] is used to resolve the measurement origin uncertainty.
In addition other information about the graph structure
can be used, such as the distance between groups in order to
reduce the number of hypotheses. Figure 1 shows an example
where group g3 can be considered separately from groups g1
and g2. The graph G
′
t estimated at each time and used in the
edge updating and in the nodes incorporation steps can be also
used to reduce the data association computation. At each time
instant, groups in the same graph G′t’s connected component
are gathered in the same data association process: the graph
G′t offers a straightforward method of clustering the targets
for the data association process.
Denote by {g′1, . . . ,g
′
nG′
}, the set of nG′ connected com-
ponents in graph G′. In other words, any connected compo-
nent g′i models a set of groups that are close enough to be
treated in a same data association algorithm. Under indepen-


















t−1 is the set of targets’ states belonging to the groups
in g′i. The vector z
g
i
t comprises the subset of measurements
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related with the group in g′i. For example, z
gi
t can be chosen




Algorithm 1 shows a particle filter algorithm developed
from the Bayesian formulation above, where Np represents
the number of particles.
Algorithm. A particle filter (PF) with a state
augmented by the group structure and with JPDA
1. Prediction step






DRAW a sample X
gi,(L)














DRAW a sample G
(L)

















CALCULATE the weight for all data points
according to:
equation (5) and using a JPDA algorithm [13]
END
END
UPDATE and NORMALISE the weights
CALCULATE the estimate X̂t of the current
state vector Xt
3. Resampling
Perform the resampling step if Nˆeff < Nthr
4. TESTING RESULTS
In this section, the proposed approach is validated over real
GMTI data shown in Figure 2. These data are provided to
us by QinetiQ [14]. Two groups of targets are moving on
the ground and there is a crossing of their paths which makes
additional ambiguity for the group tracking algorithm. The
GMTI measurements are obtained by an embedded radar on
a moving airborn platform. As seen from Figure 2, there is
clutter noise in the measured bearing angles and measured
distances to the targets. The developed approach provides
good estimation accuracy of each vehicle trajectory positions
(see Figure 3). Figure 4 additionally shows that the estimated
x coordinates of the groups are close to x coordinates calcu-
lated from the measurements. The proposed algorithm is able
to cope with the crossed trajectories of the groups. Addi-


































Fig. 2. Measured bearing and measured range, resp. for two
groups.















Fig. 3. Estimated trajectories for the 2 groups. The arrows
show the directions of the movement
tionally, Figure 5 presents the group structures estimated by
the particle filter. In the real scenario vehicles 1 and 2 are
forming group 1 and vehicles 3 and 4 are forming the second
group. To plot the Figure 5, only four relevant group struc-
tures appearing during the estimation process are labeled from
1 to 4 (respectively G1 : {g1 = (1, 2), g2 = (3, 4)},G2 :
{g1 = (1), g2 = (2), g3 = (3, 4)},G3 : {g1 = (1, 2), g2 =
(3), g3 = (4)},G4 : {g1 = (1), g2 = (2), g3 = (3), g4 =
(4)} and a probability is calculated for each group at each
time. From Figure 5 one can conclude that the group structure
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Fig. 4. Estimated x coordinates for the 2 groups. The x coor-
dinates are calculated from the measurement and plotted too.
The arrows show the directions of the movement.
is well estimated by the introduced graph evolution model. In
addition, we can deduce precious information about the group


























Fig. 5. Group structure evolution estimated by the PF. The 4
more relevant group structures are labeled from 1 to 4 and a
probability is calculated, for each group and at each time step.
5. CONCLUSIONS
This paper presents a solution to the problem of group struc-
ture and state estimation in the presence of measurement ori-
gin uncertainty. The group structure is modeled as an evolv-
ing random graph and an evolution model is designed for
the group structure. In addition, an algorithm is developed
combining particle filtering and joint probability data associ-
ation. The graph structure is estimated in a probabilistic way
by introducing a group graph structure in the particle filter
samples. performance of the approach is validated over real
ground moving target indicator data sets.
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