Constraint Programming is a relatively new technique for solving optimization problems. This paper, assumes a minimal background in linear & integer programming, is a short tutorial on constraint programming, and explains how it relates to familiar mathematical programming concepts.
Example : Map coloring
It is known to be an NP-complete combinatorial optimization problem. Consider a set of countries and a set of colors, with a given set of adjacency relationships among the countries. It is desired to determine an assignment of the colors to the countries so that no two adjacent countries have the same color. An OPL statement for the problem is given below as: enum countries…; enum colors……; struct Neighbor { countries c1; countries c2; }; setoff (Neighbor) neighbors = …; var colors color (countries); solve { forall (n in neighbors) { color(n.c1)<>color(n.c2); } }; The example illustrates that variables can be set valued and that constraints can be written as mathematical relations. There were also examples provided for the "Stable Marriage Problem" and the "Sequencing" problem, which I won't put down here because of space limitations.
ALGORITHMS FOR CONSTRAINT PROGRAMMING
Traditional constraint programming systems require that the user program a search strategy that indicates how the values of the variables change so as to find the values that satisfy the constraints. There is an underlying mechanism that allows the domains of the variables to be maintained & updated. When a variable's domain is modified, the effects are propagated to a constraint that interacts with that variable. For each constraint, a domain reduction algorithm is then programmed that modifies the domain of all the variables in that constraint, given the particular modification of one of the variables in that constraint. A number of algorithms have been developed to efficiently propagate the constraints & reduce the domains so as to create constraints that are arc consistent. One weakness of the constraint programming approach when applied to a problem with an objective function is that there is not necessarily a lower bound present when minimizing the objective. The standard search procedure used is to first find feasible solution to the CSP, while ignoring the objective function g(x1,x2,..xn). Let (y1,..yn) represent the feasible point. The search space can then be pruned by adding the constraint g(y1,..yn)>g(x1,..,xn) & continuing the search. The search continues in this manner & concludes when no feasible point is found. The last feasible point is taken as the optimal solution.
CONSTRAINT PROGRAMMING & BRANCH & BOUND
The constraint-programming framework extends the basic branch & bound procedure in two ways.
(1) For branching at each node, in the constraint-programming framework, the choices that are created can be any set of constraints that divides the search space (eg. Given two variables x1 & x2, the three choices are (x1>x2), (x1<x2), (x1=x2); (2) Also as regards the variable selection strategy, the decision variables of the problem are treated as computer programming variables & a strategy is programmed using the language of the problem formulation.
HYBRID STRATEGIES:
One of the exciting avenues of research is to explore how to use constraint programming & traditional mathematical programming together to solve difficult problems. As an example, success has been made while solving the "warehouse location problem". Another interesting application is in context of applying column generation to solve different COP's (eg. the "crew scheduling problem").
SUMMARY:
I found the article (published Dec 2000) from the ILOG website & since the paper was a short tutorial on constraint programming, I found it quite easy to digest. The authors have said that their experience indicated that constraint programming was better than IP on applications relating to sequencing & scheduling as well as problems where there was much symmetry. The other good candidates are strict feasibility problems. I've got the impression that IP seems superior for those problems where the LP relaxations provide strong bounds for the objective function.
