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Sommaire 
Ce mémoire étudie le marché international des prêts syndiqués afin de 
déterminer certains facteurs d’homophilie qui pourraient avoir un impact dans la 
création des relations d’affaires entre les différents prêteurs du réseau 
international. Nous focalisons aussi sur l’étude de la prédictibilité de la force des 
relations en utilisant des variables relationnelles historiques. Nous étudions 
notamment le rôle de la proximité ou de la ressemblance portant sur la 
performance extra-financière des entreprises. Nous examinons également les 
attributs propres aux entreprises comme les actifs totaux, la dette totale, les 
revenus totaux et les indicateurs de rentabilité comme le ROA, le ROE et le ROI. 
Des variables étudiées macrosociologiques sont également inclues, tel que le 
pays d’origine de l’entreprise, les systèmes légaux en place, les langues 
principales parlées, etc.  
Nous utilisons des outils visuels et des techniques provenant de la théorie 
des réseaux. Nous nous basons principalement sur des concepts liés aux 
distributions en puissance afin d’examiner l’effet d’attachement préférentiel, puis, 
nous utilisons les régressions MRQAP pour tester la présence d’homophilie et afin 
de tester la significativité de certaines variables dans l’explication des liens de 
pondérations futurs entre deux acteurs du réseau international de prêts syndiqués. 
Lorsqu’ils sont mis sous forme relationnelle, les différents attributs des 
acteurs témoignent significativement de la présence de l’homophilie dans le 
réseau international des prêts syndiqués. Spécifiquement, certaines variables 
liées à la performance extra-financière démontrent la tendance à l’association des 
entreprises similaires sur le partage de valeurs promulguées par l’Investissement 
Responsable. 
 D’autres études sur la cause de ce regroupement pourraient permettre une 
meilleure compréhension et un approfondissement de nos résultats. 
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“In all chaos there is a cosmos, in all disorder a secret order” 
- CARL JUNG, “Archetypes of the Collective Unconscious” 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Graphique du réseau international des prêts syndiqués pour l’année 2012 pondéré par la fréquence 
des liens entre les entreprises. Les couleurs représentent le pays d’origine des entreprises  
  
5 
 
Remerciements 
J’aimerais en premier lieu prendre le temps de remercier ma directrice de 
recherche, la Professeure Claudia Champagne, qui a su me guider tout au long 
de ce mémoire, autant dans la lumière que dans la pénombre. J’aimerais aussi la 
remercier pour sa confiance lors de l’attribution de charges de cours et d’assistants 
de recherche tout au long de mon parcours. 
Je remercie également mes lecteurs Jennifer Bélanger, Olivier Caya et Frank 
Coggins qui ont pu, par leur expérience et leur grand intérêt me fournir de bons 
conseils et des pistes de réflexions importantes quant au style d’écriture et à 
l’utilisation des outils en théorie des réseaux.  
Finalement, j’aimerais remercier l’Université de Sherbrooke, la fondation de 
l’Université et tout particulièrement La Chaire Desjardins en Finance Responsable 
pour leur soutien financier et moral. 
 
  
6 
 
Tableau d’abréviation :  
Abréviation Terme direct Terme Francisé 
ROA Return On Asset Rendement des actifs 
ROE Return on Equity Rendement des fonds propres 
ROI Return On Investment Rendement sur l'Investissement 
MRQAP 
Multivariate Regression Quadratic 
Assignment Proccedure 
Régression Multiple avec Procédure 
d'Assignation Quadratique 
OLS Ordinary Least Square Moindre Carrée Ordinaire 
QAP Quadratic assignement Proccedure 
Procédure d'assignation 
Quadratique 
IR  Investissement Responsable 
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1. Introduction 
Et si l’on prenait un recul sur les principes de contagions, sur les principes de 
risques systémiques et sur les scandales des institutions qui naviguent dans le 
mondes des «Too Big Too Fail»? Suite à la crise financière de 2007-2008, 
plusieurs études ont permis de mieux comprendre la contagion financière et le 
risque systémique. Par exemple, plusieurs études examinent la relation entre deux 
institutions et tentent de comprendre l’impact du risque de l’une sur le risque de 
l’autre.  Cependant, il y a peu d’étude qui s’intéressent à la création de ces liens 
d’affaires et aux motivations de ces joueurs internationaux derrière leur choix de 
partenaires d’affaires. Un peu à l’image des études qui utilisent les outils propres 
à l’analyse des réseaux afin de créer des modèles d’épidémiologie pour 
comprendre la contagion biologique (virus), nous utilisons dans ce mémoire la 
théorie des réseaux pour comprendre la création du lien d’affaires. Avec une 
meilleure compréhension du processus de création des liens d’affaires, il pourrait 
être possible d’améliorer les modèles de contagion en ciblant et en améliorant les 
probabilités de contagion basées sur la fréquence et la force des relations entre 
les entreprises. 
Ce mémoire a comme principal objectif d’approfondir les connaissances 
concernant la création des relations d’affaires dans le marché international des 
prêts corporatifs syndiqués. Plus précisément, nous cherchons à mieux 
comprendre les facteurs et attributs individuels des entreprises qui affectent la 
création de leurs relations d’affaires. Une attention particulière est portée aux 
variables liées à la responsabilité sociale des entreprises (RSE) estimées via leur 
performance extra-financière. 
Pour atteindre cet objectif, nous utiliserons des outils traditionnellement 
développés dans la théorie des réseaux. Ces outils d’analyse de réseaux sont déjà 
utilisés en finance dans l’étude des marchés financiers. Par exemple, Nagumey 
(2001) et Minoiu (2014) étudient les réseaux créés par l’intermédiation financière 
ainsi que l’impact de la structure du réseau sur le risque systémique.  
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L’étude du réseau des prêts syndiqués se fera sous quatre angles d’analyses 
distincts. En premier lieu, une analyse sommaire des statistiques se penchera sur 
une étude de la distribution des degrés des acteurs du réseau afin d’en 
comprendre la structure. En deuxième lieu, les régressions MRQAP sont utilisées 
afin de déterminer les variables importantes, incluant les variables liées à la 
performance extra-financière telles que les facteurs environnementaux, sociaux et 
de gouvernance (ci-après ESG).  Finalement, une étude sur le pouvoir prévisionnel 
est effectuée en utilisant les variables historiques de relations passées et de 
relation de réciprocité un peu à l’image des modèle Auto-Régressifs. 
Les contributions de ce mémoire se veulent être sur trois fronts. La première 
contribution est plus générale et consiste à démontrer l’utilité des théories des 
réseaux et des outils développés dans ce domaine afin de faire une analyse 
efficace des réseaux financiers. Tel que mentionné précédemment, l’utilisation des 
outils propres à la théorie des réseaux est encore en émergence et plus d’études 
pourraient bénéficier de cet angle d’analyse afin de souligner l’interrelation entres 
des acteurs, des variables ou des sources de risques.  
La deuxième contribution provient de l’impact d’une meilleure compréhension 
des variables ayant un impact sur la création de relations d’affaires. Pour les 
participants et acteurs de l’industrie, il est très pertinent de comprendre les facteurs 
et attributs affectant les décisions de partenariats. Un gestionnaire ou un conseil 
d’administration pourrait utiliser une étude similaire afin d’optimiser leur 
positionnement stratégique en modifiant certains facteurs afin d’avoir une 
meilleure attraction envers les partenaires voulus. L’étude de l’évolution des 
variables importantes peut aussi aider les gestionnaires dans la prise de décisions 
stratégiques. L’amélioration de la compréhension des facteurs importants dans la 
création de relations d’affaires est primordiale dans une économie où la 
compétition est féroce et où la vision de son marché est directement liée à la 
réussite de son entreprise.  
La troisième contribution s’oriente sur l’investissement responsable. Le 
mémoire étudie spécifiquement l’impact des Score ESG sur la sélection de 
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partenaires d’affaires. Ce genre d’étude pourrait améliorer la propagation des 
valeurs associées à l’investissement responsable en démontrant l’importance 
d’avoir de bons Score ESG afin d’être plus attrayant pour les acteurs du marché. 
Il sera donc pertinent de voir l’apport des facteurs ESG perçu par le public et les 
investisseurs dans la formation de réseaux globaux. Un parallèle pourrait être fait 
afin de souligner les bienfaits pour une entreprise de faire partie d’un groupe 
bancaire qui est considéré comme étant socialement bon. 
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2. Revue de la littérature et contexte théorique 
Cette revue de la littérature porte sur trois sujets qui sont centraux au 
présent mémoire, soit i) la syndication de prêts, ii) la finance responsable et iii) la 
théorie des réseaux. Le sujet de notre étude porte spécifiquement sur l’utilisation 
de la théorie des réseaux dans un contexte de gestion de portefeuilles de prêts 
syndiqués, et ce, afin d’évaluer ultimement l’impact de l’implication des choix fait 
par les acteurs dans ce secteur liés à la réputation, au positionnement 
géographique et à la performance sociale des compagnies.  
 
2.1 Les syndicats de prêts 
Le thème de la syndication de prêts est vaste tant au niveau des sujets 
qui y sont intégrés qu’à celui de leur profondeur. Au cours des dernières 
décennies, les professionnels et les académiciens se sont penchés abondamment 
sur la croissance de la syndication des prêts bancaires domestiques et 
internationaux. Cette section est structurée de manière à mettre en évidence dans 
un premier lieu la création de syndicats de prêts. Puis, en second lieu, elle 
présente certains facteurs de rentabilité et de risque. On y présente aussi certaines 
techniques d’analyses de structures des prêts syndicaux qui ont été utilisées au 
courant des dernières années. 
2.1.1 La syndication de prêts : une introduction 
Initialement, au cours des années 70, les prêts en syndication avaient 
comme principal objectif de favoriser le mouvement de capitaux vers les pays en 
développement (Rhodes, Clark et Campbell, 2000). Après plusieurs défauts et 
évènements critiques dans la finance internationale lors des années 80 – 
notamment les débâcles du Mexique en 1982 qui interrompit ses paiements 
d’intérêts ou les périodes troubles d’autres pays comme le Brésil, l’Argentine, le 
Venezuela et les Philippines qui ont mis une importante pression sur les systèmes 
bancaires – , le marché de la syndication s’est étendu vers le marché corporatif 
des fusions et acquisitions (McCrary et Ousterhout, 1989) au début des 
années 90. Le marché de la souscription de prêts corporatifs devint aussi le plus 
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lucratif pour les grands prêteurs internationaux (Madan, 1999). En 1995, afin 
d’aider dans la structure et l’organisation des marchés liés à la syndication de 
prêts, l’association de la syndication et de la négociation des prêts (LSTA) a été 
fondée. D’autres objectifs de la LSTA sont d’assurer la transparence et l’efficacité 
des marchés en plus de promouvoir l’éducation des participants1. La syndication 
de prêts gagna donc en expansion avec le foisonnement de la clientèle qui y est 
raccordée et la flexibilité qu’elle peut octroyer tant aux emprunteurs qu’aux 
prêteurs. Cette croissance a été observée antérieurement pour d’autres produits 
financiers comme la titrisation et les dérivés sur le crédit (Kiff et Morrow, 2000). 
La syndication de prêt est une branche de la finance structurée et consiste 
en la création d’un prêt bancaire à un seul emprunteur qui a plus d’un prêteur 
(Simons, 1993 ; Dennis et Mullineaux, 2000). Chacun de ces prêteurs sera 
propriétaire d’un pourcentage du prêt initial (Dennis et Mullineaux, 2000) et sera 
donc limité à une partie du risque relié à la structure globale du prêt. Pour les 
prêteurs, cela permet une diversification des risques de crédit (Carey et Nini, 
2007), géographiques (Kleimeier et Megginson, 2000; Boyle et Stover, 2008), 
sectoriels (Simons, 1993) et légaux (Acharya et al., 2011) pour un même montant 
d’investissement. Comme beaucoup d’autres produits de dettes structurées, les 
prêts syndiqués comportent un haut niveau de séniorité, diminuant ainsi le risque 
global de non-paiement.  
Les prêts en syndication sont habituellement structurés en tranches 
séparées. La séparation par tranche ou par sous-facilité simplifie ainsi la jonction 
entre un prêteur potentiel et une section du produit qui les intéresse (Taylor et 
Sansone, 2006). Les quatre tranches traditionnellement créées dans la structure 
globale d’un même prêt sont le crédit rotatif, le prêt à terme, la lettre de crédit et la 
ligne d’acquisition. Le crédit rotatif ou crédit ouvert agit comme une marge de crédit 
ouverte qui permet à une compagnie de faire une gestion adaptée des emprunts. 
Le crédit rotatif permet à l’emprunteur d’aller chercher des fonds et de rembourser 
la dette autant de fois qu’il le nécessite. Ce type de crédit est caractérisé par des 
                                                          
1 Information tirée du site web de la LSTA: www.lsta.org.  
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frais de disposition de capital qui sont chargés sur le montant non utilisé du 
montant total d’emprunt disponible. Le prêt à terme peut être remboursé à la fin 
de la période d’emprunt ou systématiquement par des versements périodiques. La 
ligne d’acquisition est un hybride entre le prêt à terme et le crédit rotatif et permet 
à l’emprunteur d’avoir un montant prédéterminé disponible qui sera utilisé pour des 
actifs spécifiques. Cependant, contrairement au crédit rotatif, une fois le montant 
emprunté, le remboursement ne libère pas le crédit initialement disponible. 
Finalement, la lettre de crédit sert de lettre de soutien afin de souligner que 
l’institution émettrice protègera les dettes de l’entreprise advenant un évènement 
de défaut.  
Le processus de syndication commence lorsqu’une compagnie en besoin 
de financement approche une ou plusieurs banques ou institutions financières 
prêteuses. Cette première entité contactée sera en charge de la structuration de 
la transaction (ci-après, le terme « Lead » sera utilisé) et sera rémunérée par le 
paiement d’un frais (tableau 1, Annexe 9.2) et d’une marge par rapport à un taux 
de référence (Gadanecz, 2004). Cette institution lead pourra choisir des co-leads 
et leur attribuer une proportion du prêt (Ross, 2010). Les co-leads toucheront une 
plus petite partie des frais de structuration pour s’occuper d’aspects administratifs 
conjoints et de second ordre. Le dernier palier de la hiérarchie est occupé par les 
simples créanciers ou participants au syndicat, qui n’occupent aucun rôle 
particulier et qui seront rémunérés seulement avec l’écart par rapport au taux de 
référence (Gadanecz, 2004). Ce taux peut être par exemple le LIBOR, mais peut 
aussi être tout autre taux de référence jugé adéquat (par exemple le HIBOR, le 
SIBOR, etc.) (Godleweski et al. 2012) Traditionnellement, plus le rôle hiérarchique 
du prêteur dans le syndicat est important, c’est-à-dire que sa proximité avec 
l’emprunteur est élevée, plus le prêteur détiendra un pourcentage élevé des frais, 
du notionnel et donc, du risque.  
Plus les termes et caractéristiques du prêt proposé à l’emprunteur sont 
intéressants pour lui, plus la probabilité d’obtenir la transaction par cette institution 
Lead augmente. Cependant, le taux d’intérêt sur le prêt n’est pas le seul facteur 
qui intéresse les emprunteurs. En effet, avant que le prêt ne soit proposé à d’autres 
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institutions financières, plusieurs caractéristiques comme la maturité des tranches, 
la structure des sous-tranches, les garanties demandées et la proposition de 
produits ou services connexes comme la gestion des liquidités, peuvent être des 
facteurs négociés entre la banque lead et l’emprunteur.  
Trois types de structure de syndication de prêts sont généralement utilisés : 
i) la souscription ou engagement ferme, ii) la stratégie du « meilleur effort » et iii) 
celle du « club deal ». L’engagement ferme est un contrat entre la banque Lead et 
l’emprunteur. Le contrat stipule que la banque Lead prend en charge l’entièreté du 
montant à financer et trouvera par la suite d’autres institutions avec qui partager 
une part du prêt total. Dans ce type de souscription, la banque Lead supporte la 
plus grande part de risque (Armstrong, 2003) et pourrait être prise avec une part 
élevée si aucune autre institution ne souhaite se joindre au syndicat. 
Principalement, cette stratégie permet à la banque Lead d’avoir une importance 
effective pour gagner un mandat tout en touchant des frais intéressants au 
passage (Taylor et Sansone, 2007). De plus, l’emprunteur y verra une occasion 
favorable de réduire l’incertitude envers le montant de capital levé pour son 
financement. En revanche, si l’offre faite à l’emprunteur est trop alléchante en 
raison des taux plus bas que ce que le reste du marché propose, il est possible 
que le lead ait de la difficulté à trouver des co-leads pour prendre une partie du 
prêt avec lui. Cela se justifie par le fait que les co-leads se verront attribuer un 
rendement inférieur à d’autres transactions disponibles sur le marché.  
La stratégie du « meilleur effort » consiste, pour la banque Lead, à trouver 
un groupe de banques ou d’institutions prêteuses afin de combler les besoins en 
financement du client. Il n’y a donc aucune garantie d’atteindre le montant de 
financement requis par l’emprunteur. Finalement, dans la dernière structure 
populaire, le Club Deal, les prêteurs agissent d’égal à égal en séparant les tâches 
et les frais uniformément. Ce type de souscription est habituellement utilisé dans 
les plus petites transactions (Taylor et Sansone, 2007). 
Globalement, il existe deux principaux types de prêts en syndication, soit 
la structure par projet (Project finance) ou le prêt à recours total (Full-recourse 
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lending). Dans la structure par projet, on peut noter que la garantie de paiement 
est seulement liée au projet et à l’équité de l’emprunteur dans ce projet spécifique. 
Les bailleurs de fonds n’ont alors qu’un très faible pouvoir sur l’emprunteur dans 
son ensemble (Etsy, 2004). C’est pour cette raison que l’évaluation du risque et 
du rendement pour un financement par projet doit se faire en excluant de l’analyse 
les caractéristiques financières et opérationnelles qui sont propres à l’entreprise 
dans son ensemble. Ce type de financement est donc très spécifique et il demande 
une attention particulière de la part de tous les investisseurs et c’est pourquoi il 
n’est pas rare de voir des négociations de lettres d’engagements et des contrats 
sur les actifs collatéraux entre les emprunteurs et les prêteurs (Etsy et Megginson, 
2003). Moody’s (2001) décrit de manière spécifique cette structure comme étant 
une « pyramide de contrat », ce qui peut induire une lourdeur bureaucratique. En 
ce qui concerne les prêts par recours total, ils se caractérisent comme les prêts 
traditionnels. Ces prêts ont souvent un lien de premier rang sur les actifs financés 
dans le cas d’un financement direct ou d’une protection basée sur toute la capacité 
financière de la compagnie. Ces types de prêts sont associés à une séniorité qui 
détermine leur ordre de remboursement dans le cas d’un défaut. 
Sur le marché de la dette, le prêt en syndication est perçu comme étant 
une combinaison de prêts relationnels et de prêts transactionnels. Ce statut de 
produit hybride est dû notamment à la structure décrite précédemment. En effet, 
le choix d’une banque Lead de la part des emprunteurs relève de la création de 
relations d’affaires, ce qui contribue à une part d’asymétrie d’information entre la 
banque Lead et les autres participants au prêt (Jones et al., 2000). Cependant, le 
choix des participants par les Leads et les co-lead, afin de compléter l’offre de 
crédit avec de plus petites parts du prêt, relève davantage de relations 
transactionnelles (Dennis et Mullineaux, 2000). 
Malgré la structure hiérarchique pyramidale formée par tous les 
participants d’un prêt, le contrat légal entre l’emprunteur et tous les participants au 
financement est le même. Le niveau de bureaucratie est relativement lourd et 
prend en compte les financements par projet, l’accord de crédit, les documents 
liés aux produits, les documents de contributions en capital, le contrat entre les 
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différents bailleurs de fonds, les contrats de couvertures et les contrats liés au 
projet (Gatti, 2012). Quoique cette structure légale commune entre les prêteurs 
puisse permettre de résoudre des conflits hors tribunaux (Yago et McCarthy 2004), 
elle est cependant aussi sujette à des divergences d’opinions entre les prêteurs 
(Armstrong, 2003).  Barlett (1999) démontre d’ailleurs que certaines décisions de 
résolutions de conflits entre les prêteurs individuels d’un syndicat et l’emprunteur 
peuvent entrainer une baisse d’influence de l’institution en conflit sur les autres 
participants du syndicat. 
Le marché des prêts syndiqués est à la fois en émergence et en 
croissance. En 2016, aux États-Unis, on reporte 2 000 milliards de dollars en prêts 
syndiqués, une augmentation de 5.91% du volume d’affaires pour une diminution 
de 5.90% du nombre de transactions par rapport à 2015. Les prêts à levier ont, 
quant à eux, connu une augmentation de 29% du volume d’affaires et une 
augmentation de 6.3% du nombre de transactions2.  Cette croissance est 
partiellement attribuable à une standardisation de la documentation tant dans le 
marché primaire que dans le marché secondaire. Pendant que les prêts arrangés 
dans le marché primaire le sont majoritairement par les banques, dans le marché 
secondaire, ce sont plutôt les autres institutions financières et les assureurs qui 
représentent les acteurs principaux (Coffey, 2000 ; Taylor et Yang, 2004). Dans le 
marché secondaire, les différents types d’investisseurs sont catégorisés et 
présentés par Ganadecz (2004) en tant que Market Makers , investisseurs actifs 
et investisseurs occasionnels. En outre, une importante augmentation du volume 
de transactions dans le marché secondaire est observable depuis les dernières 
années (voir figure 1, annexe des figures section 8.4), et est attribuée notamment 
à l’explosion des intervenants dans le marché et à l’élargissement de la vision des 
gestionnaires de portefeuilles. Sur le marché secondaire des prêts syndiqués, les 
détenteurs de parts de prêts ne sont pas nécessairement les investisseurs initiaux 
qui étaient présent lors de la souscription. Sur ce marché ouvert, les détenteurs 
de parts sur prêts peuvent vendre librement les titres de dettes qu’ils ont 
                                                          
2 https://www.bloomberg.com/professional/blog/global-syndicated-loans-league-tables-fy-2016/ 
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préalablement acquis par une souscription, une participation dans un syndicat ou 
par un achat subséquent. 
[Insérer la figure 1 ici] 
 
Nigro et al. (2010) soulèvent l’importance de connaître certains facteurs 
comme le type d’investisseur, la taille de l’institution emprunteur, la réputation de 
l’emprunteur et d’autres attributs des acteurs du prêt afin de comprendre 
l’évolution de ce prêt sur le marché secondaire. Ainsi, selon les auteurs, les 
caractéristiques des prêts affecteront directement leurs profils de risques ce qui 
aura pour effet de créer une augmentation de l’offre et de la demande pour se 
départir ou acquérir ses prêts. Par exemple, certains prêts à vocation spécifique 
comme ceux permettant de faire l’acquisition par Takeover ou par levier (Leverage 
Buyout- LBO) sont ceux qui comporte le plus de risque et qui offre donc un 
rendement plus élevé aux investisseurs. Ces deux types de prêts sont également 
ceux qui sont les plus transigés sur le marché secondaire. 
 
2.1.2 Déterminants de la rentabilité et du risque des prêts syndiqués 
Dans cette section, nous ferons une revue non exhaustive des facteurs 
qui ont démontré leur importance dans l’évaluation de la rentabilité et dans 
l’analyse de risque d’un prêt en syndication. Plusieurs de ces facteurs ont un 
impact à la fois lors de l’initiation du prêt, mais aussi lors de la revente de celui-ci 
sur le marché secondaire. 
Le prêt syndiqué est un produit à taux variable qui est composé d’un taux 
de référence ainsi que d’une marge ou d’un écart. Comme pour les titres de dettes 
à taux variables, l’écart de crédit sert de rémunération pour le risque encouru par 
les prêteurs. Cet écart de crédit peut toutefois être rétréci par des clauses au 
contrat (covenants) (Assender, 2000) ou des garanties (Gadanecz, 2004) qui 
permettent aux bailleurs de fonds une meilleure intégration de l’information 
financière des emprunteurs. En effet, la présence de clauses ou de garanties 
soulignent certains points importants qui seront analysés par les bailleurs de fonds 
17 
 
et qui devront être respecté dans le but de renouveler ou de maintenir le crédit 
octroyé. Certaines de ces clauses sont des restrictions, positives ou négatives, 
que les investisseurs peuvent exiger à l’emprunteur afin d’avoir une meilleure 
gestion de leurs risques (Veronesi, 2010 ; Miller, 2006). Finalement, deux autres 
aspects de la structure de prêt qui permettent d’alléger les risques des prêteurs 
sont l’introduction d’une option de rachat sur le prêt et la mise en place de 
structures de frais de remboursements anticipés (McDermott et al, 2007 ; Standard 
& Poor’s, 2003). 
La densité des prêts en syndication est souvent étudiée avec l’analyse de 
la concentration en faisant l’utilisation de l’indice de Herfindahl-Hirschman (qui est 
une mesure de l’importance de la firme par rapport à son industrie et un indicateur 
du niveau de compétition entre les firmes d’un secteur) ou via la taille du syndicat 
dans son ensemble selon le pays dans lequel il se trouve (Etsy et Megginson, 
2003). L’implication de la taille du syndicat par rapport au pays sert à relativiser 
certains syndicats par l’activité économique afin d’évaluer la densité sur une base 
normalisée. Des études subséquentes aux études de Etsy et Megginson, (2003) 
comme celles de Bos et al. (2013) démontrent que la structure du marché des 
prêts syndiqués a changé depuis les années 1990. En effet, il est démontré que le 
réseau des prêteurs est devenu plus dense et plus complexe (Bos et al., 2013), 
entre autres, poussé par un accroissement des banques Leads. 
a) Les facteurs légaux et réglementaires 
 L’aspect légal de la structure d’un prêt syndiqué est un élément majeur 
pour ce type de produit financier. Sommairement, le risque légal est décrit comme 
le risque de ne pas être protégé par la législation du pays où se déroulent les 
opérations ou le financement. Etsy et Megginson (2003) mettent l’accent sur 
l’aspect légal lié au pays et au droit du créditeur (La Porta et al., 1997). Les auteurs 
utilisent, comme variable indépendante principale, une variable binaire pour 
classifier les pays sous l’égide du code de loi civile ou de la loi commune (common 
law). Les pays utilisant le code de loi civile sont ceux qui protègent le moins les 
propriétaires de la dette advenant un évènement de défaut (Coffey, 2000) ou une 
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expropriation des actifs. La littérature sur le sujet du droit des investisseurs est 
vaste mais peut se résumer comme suit : une meilleure protection des 
investisseurs et une meilleure structure légale se traduit habituellement par un 
système financier plus solide et plus efficient (La Porta et al., 1998, Claessens et 
al., 2002). 
En plus d’avoir un impact global sur le marché des capitaux, l’aspect légal 
modifie directement la probabilité de défaut spécifique à chaque entreprise, ce qui 
modifie par la suite la structure inhérente des prêts en syndication. Etsy et 
Megginson (2003) démontrent que lorsque l’emprunteur se situe dans un pays 
avec un faible niveau de droit des bailleurs de fonds, le nombre de prêteurs dans 
un syndicat de prêt est plus élevé. Cela est causé par l’augmentation du coût de 
restructuration lié à un évènement de défaut lorsque le syndicat est composé de 
plusieurs prêteurs. Chowdhry (1991) souligne aussi que l’impact à long terme d’un 
défaut sur un prêt ayant un plus grand nombre de prêteurs pourrait en inciter 
plusieurs à refuser d’éventuelles relations d’affaires avec l’entreprise 
emprunteuse, ce qui serait couteux pour celle-ci. Ces analyses sont 
principalement faites en ayant les défauts stratégiques des entreprises en tête. 
Plusieurs auteurs ayant étudié l’aspect légal de la finance utilisent l’indice 
développé par Berkowitz et al. (2003), ci-après l’indice BPR. Cet indice met en 
relation des indicateurs du système légal du pays comme l’efficacité du système 
judiciaire, la structure de la loi, le risque de réfutation des contrats, le niveau de 
corruption et le risque d’expropriation. La Porta et al. (1998), Ongena et Smith 
(2000) et Qian et Strahan (2007) utilisent l’indice BPR pour capter le risque légal 
et concluent que les emprunteurs situés dans un pays où le système juridique est 
plus faible ont un plus grand nombre de participants ayant de plus petites parts de 
l’investissement dans leur syndicat de prêt. Le risque légal est un sujet fortement 
lié au risque de contrepartie et donc présent dans la structuration des prêts 
syndiqués. Qian et Strahan (2007) utilisent aussi d’autres mesures de risque afin 
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de prendre en compte le risque des pays souverains comme le risque de 
corruption via l’utilisation du guide international du risque souverain3. 
Acharya et al. (2011) utilisent les indices des droits des créanciers 
développés par La Porta et al. (1998) et effectuent une vérification avec les 
données sur les droits des créanciers construits par Djankov et al. (2007). Les 
quatre indices de La Porta et al. (1998) qui ont été utilisés sont : (i) l’imposition 
d’une suspension automatique sur les actifs (collatéral), (ii) la restriction de la 
réorganisation des procédures sans l’accord des créanciers (iii) le fait d’être un 
créditeur privilégié en cas de faillite (iv) et l’attribution de la gestion de l’entreprise 
remise aux créanciers. La somme de ces indices crée la variable de droit des 
créditeurs. Les auteurs démontrent qu’une protection plus forte des droits des 
créanciers encourage l’offre de financement. 
b) Asymétrie d’information et structure du prêt 
En raison de la structure pyramidale des prêts en syndication, l’asymétrie 
de l’information y est présente et a plusieurs conséquences. L’asymétrie est 
multidimensionnelle dans le contexte des prêts en syndication et provient 
principalement des différentes sources d’informations et d’expertises des 
différents acteurs qui sont en relation d’affaires.  Selon Jensen et Meckling (1976), 
les conflits entre le principal et l’agent proviennent de divergences entre l’utilité de 
chacun des acteurs. Une première section de la théorie de Jensen et Meckling 
(1976) explique que la diminution de la prise de position dans un placement est 
positivement liée à celle de la motivation de superviser adéquatement les activités 
de l’emprunteur. En d’autres mots, une diminution de l’importance de 
l’investissement d’un prêteur devrait aussi diminuer sa motivation à s’assurer que 
l’emprunteur gère les capitaux adéquatement (Sufi, 2007 ; Diamond, 1984). La 
deuxième section relève de l’information privée qui serait en possession d’une 
petite partie des prêteurs d’un syndicat. Cette dernière section est aussi discutée 
par Sufi (2007) qui explique que les relations passées entre l’institution Lead et 
l’emprunteur ainsi que la réputation générale de l’institution Lead atténue la 
                                                          
3 https://www.prsgroup.com/about-us/our-two-methodologies/icrg 
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perception d’asymétrie d’information. Fan et al. (2015) démontrent aussi que la 
réputation des banques a un impact global sur la valeur totale du réseau de 
prêteurs.  
La présence d’asymétrie d’information est principalement due à la relation 
serrée entre les emprunteurs et les prêteurs. Cette relation bancaire permet de 
s’assurer d’une bonne gouvernance de l’entreprise par l’entremise de trois facteurs 
(Etsy et Megginson, 2003): (i) le prêteur surveille l’emprunteur et a le pouvoir 
d’intervenir rapidement dans l’éventualité où celui-ci dérive de son objectif ou de 
son mandat, (ii) la concentration de la dette permet un remaniement efficace dans 
un évènement de défaut et (iii) une structure de prêt comprenant plusieurs prêteurs 
peut réduire les risques de défauts stratégiques et volontaires en augmentant les 
coûts de restructuration. On voit donc que les rôles joués par les prêteurs les 
placent dans une situation de pouvoir, où l’accès à l’information est déséquilibré 
en faveur des banques Leads. 
Champagne et Coggins (2012) effectuent une analyse multivariée 
permettant une meilleure compréhension du rôle conjoint entre les différentes 
variables connues de la littérature et mettent en évidence la complexité de la 
structure d’un prêt en syndication par l’entremise d’une analyse en composantes 
principales. Cette technique est utilisée afin de faire ressortir de manière plus 
approfondie la présence d’asymétrie de l’information dans les relations 
interbancaires d’un prêt syndiqué. Parmi les nombreuses variables de la structure 
des prêts, les auteurs identifient principalement six composantes structurelles 
qu’ils lient ensuite à la qualité du syndicat quant à l’évaluation et la compréhension 
de l’écart de crédit sur les prêts. Ces facteurs sont attribuables à l’hétérogénéité 
des membres du syndicat ou à la concentration des parts, aux caractéristiques de 
l’institution Lead principale, à l’emplacement géographique du prêteur ou du 
syndicat, aux relations entre le prêteur et l’emprunteur et au type d’institution 
financière prêteuse. 
La structure du prêt est fonction de l’information concernant l’emprunteur. 
En effet, Sufi (2007) souligne que, lorsque les données et l’information sur 
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l’emprunteur sont relativement difficiles d’accès ou opaques, la sélection de 
participants par les institutions Leads se fait sur la base de la connaissance de 
l’emprunteur (Cai et al., 2010) et non basée sur les relations précédemment 
développées entre les institutions financières participantes potentielles et les 
institutions Leads. Pour les emprunteurs opaques, Ivashina (2009) observe que le 
rendement excédentaire demandé par les participants sans information est 
compensé par la prime de diversification reposant sur les épaules de l’institution 
Lead. Ainsi, la banque Lead est prête à offrir un meilleur taux de rendement afin 
d’avoir une diversification de son groupe de participants. Cai (2010) souligne 
cependant que la sélection des participants par les institutions Leads est souvent 
basée sur un certain retour d’ascenseur. De manière plus explicite, les institutions 
tendent à faire la rotation de leur rôle dans de futures collaborations. Cette relation 
est une autre explication au fait que les banques Leads gardent des parts plus 
grandes lorsque l’emprunteur est opaque et transmet peu d’informations (Simons, 
1993). Dans les travaux de Champagne et Coggins (2012), les auteurs utilisent 
l’absence de cote de crédit afin de déterminer si l’entreprise est opaque ou non. 
Comme l’objectif du marché secondaire est de permettre aux 
souscripteurs ou aux institutions Leads de gérer leur portefeuille, diversifier leur 
risque et de réduire le niveau de prêts qu’ils avaient précédemment gardé (Nigro 
et Aydogdu, 2010), on peut comprendre que le marché secondaire crée une 
distorsion entre les souscripteurs initiaux et les réels investisseurs qui sont 
créanciers des prêts et qui détiendront les parts du crédit octroyé (Colla et Ippolito, 
2011). Cette divergence est aussi causée par la possibilité pour les institutions 
Leads de signaler publiquement une intention lors de l’émission pour ensuite agir 
autrement. En d’autres mots, une banque Lead pourrait signaler au marché qu’elle 
détiendra un certain pourcentage d’un prêt afin de gagner la confiance des co-
leads et participants, alors qu’elle pourrait s’en libérer sur le marché secondaire et 
ainsi profiter de la possible asymétrie d’information.  
Ces questionnements liés à l’efficience du marché secondaire viennent 
du fait que les institutions Leads qui avaient une plus grande proportion du prêt 
étaient aussi rémunérées pour leur gestion et leur surveillance de l’emprunteur. 
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Or, en pratique, le marché secondaire permet aux banques Lead de se départir 
d’une partie du prêt. Cela pourrait donc diminuer l’incitatif de celles-ci à continuer 
une surveillance qui aurait été anticipée initialement par les autres participants dus 
à la part relativement importante de la banque Lead lors de l’initiation du prêt. 
Cependant, on peut voir que cette expropriation n’est pas réellement appliquée en 
pratique par les institutions Leads dû à l’importance de la réputation des institutions 
Lead dans l’obtention potentielle de contrats futurs. L’aspect de la réputation sera 
davantage élaboré dans les prochaines sections. 
c) Certification et réputation 
McCahery et Schwienbacher (2010) évaluent spécifiquement l’apport de 
la certification due à la réputation mentionnée par Cook et al. (2003). McCahery et 
Schwienbacher (2010) étudient surtout l’impact de la réputation sur la composition 
et la structure du syndicat de prêt. Ils soulignent aussi le pouvoir de sélection 
d’emprunteurs de bonne qualité de la part des Leads perçus comme ayant une 
bonne réputation. Ils concluent que les grandes institutions financières se 
permettent de charger de plus grands écarts de crédit en plus de ne pas réduire 
leurs frais de transactions lorsqu’elles sont mandatées pour faire la structuration 
d’un prêt en syndication. Cela converge avec les résultats de Boot et Thakor 
(2000) et de Leland et Pyle (1977) qui font référence à l’asymétrie d’information 
reliée à la proximité des relations entre le Lead et l’emprunteur ainsi qu’à l’impact 
du signalement de la prise de position de la banque Lead dans un prêt syndiqué.  
Boot et Thakor (2000) arrivent à quatre conclusions majeures : (i) il y a 
davantage de transactions qui s’effectuent dans le milieu interbancaire où la 
compétition est plus faible, (ii) l’augmentation de la compétition interbancaire 
accroit le nombre de prêts relationnels, mais chaque prêt a alors moins de valeur 
ajoutée pour les emprunteurs, (iii) une plus grande compétition de la part du 
marché des capitaux diminuera le nombre de prêts bancaires et de prêts 
relationnels, mais les prêts relationnels auront alors une plus grande valeur 
ajoutée pour l’emprunteur, et (iv) l’augmentation de la compétition, tant par les 
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marché des capitaux que par les banques, devrait augmenter le bien-être des 
emprunteurs.  
Quant à eux, Fan et al. (2015) démontrent qu’un niveau de réputation 
faible aura pour effet de réduire la valeur de la certification et que l’effet final sera 
surtout visible par une prépondérance des prêteurs qui ont une bonne 
connaissance de l’emprunteur, et ce, même sans l’aide de l’institution qui arrange 
la transaction. 
Le concept de surplus pour la certification du prêteur a été le sujet de 
plusieurs travaux dont ceux de James (1987), Lummer et McConnell (1989) et 
Billet et al. (1995). Le point important de ces travaux se situe au niveau de 
l’hypothèse que les bailleurs de fonds ont effectué leurs études et analyses et qu’ils 
estiment que la compagnie sera en mesure de repayer la dette. 
Le concept de certification agit comme un sceau de qualité concernant 
l’emprunteur et qui témoigne que la compagnie a été observée et analysée de près 
par des investisseurs et qu’ils y ont vu une bonne occasion d’investissement. Cette 
image de « bonne » entreprise s’étendra par la suite sur l’ensemble de ses 
activités afin de signaler au marché sa bonne santé financière. Cook et al. (2003) 
traitent de la capacité pour un prêteur Lead de dégager un surplus de rendement 
dû à son expertise et au sceau de garantie qu’il pourra apposer sur l’emprunteur. 
Cette capacité à attirer les emprunteurs est basée sur la réputation de l’institution 
Lead. Pour les auteurs, la réputation peut être évaluée en utilisant la taille ainsi 
que la cote de crédit d’une agence de notation sur les dettes seniors du prêteur 
principal (Beatty, 1989 ; Boot et Thakor, 2000). Il est aussi digne d’intérêt de 
mentionner que les banques Leads gagnent en expérience avec le nombre et la 
complexité des transactions, ce qui leur permet de se démarquer pour des 
opportunités d’affaires futures.  Cet effet boule de neige lié à l’expérience et à la 
présence sur le marché des prêts en syndication affectent donc la quantité de 
transactions et les marges de profit pour un prêteur. 
Ainsi, Panyagometh et Roberts (2010) analysent l’impact de la réputation 
sur la structure du prêt en syndication. Les auteurs observent que les prêteurs 
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Leads qui gardent une part plus importante des prêts tendent à avoir une meilleure 
réputation et un réseau de contact beaucoup plus fourni. 
 
 
d) Géographie, culture et risque politique 
Champagne et Coggins (2012), Carey et Nini (2007) et Houston et al. 
(2007) étudient l’effet de la localisation géographique sur la structure du prêt en 
syndication et sa profitabilité. Bien que l’étude de Champagne et Coggins (2012) 
soit dans un contexte d’asymétrie et d’écart de taux, les auteurs soulignent bien 
l’importance du rôle de la localisation dans la structure et les écarts de rendements 
(primes) entre les participants d’un prêt. L’importance de la localisation est aussi 
soulignée par Sufi (2007) et Buch et al. (2005) qui mesurent la distance 
géographique en calculant la distance (en km) entre le centre d’affaires des deux 
pays étudiés. 
Dans l’étude de l’impact de la localisation sur la création de liens 
d’affaires, on peut souligner l’article de Boyle et Stover (2008) qui fait le lien avec 
le marché de la syndication. Les auteurs mettent en évidence la prépondérance 
des relations inter-pays ainsi que les raisons de cette relation relativement fermée 
(voir Buch et al. 2004)). Les prêts syndiqués sont devenus des produits très prisés 
puisqu’ils sont réputés être plus globalisés que les prêts bilatéraux traditionnels 
dus à la nature du produit et au type d’institutions multidimensionnelles pouvant 
offrir le service de globalisation (Berger et al. 2003). L’étude de Boyle et al. (2008) 
met en évidence les caractéristiques qui favorisent la création de liens d’affaires 
pour les banques australiennes. Les auteurs démontrent clairement la préférence 
des banques australiennes pour des emprunteurs australiens. Ce biais 
domestique est aussi au centre des travaux de Carey et Nini (2007). Ces derniers 
observent que les prêteurs ont plus tendance à faire des affaires à l’extérieur de 
leur pays d’origine que les emprunteurs. Les auteurs confirment la préférence pour 
le pays d’origine tant sur le plan du volume d’affaires que sur celui de la quantité 
de transactions. 
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Parmi les variables explicatives utilisées dans les travaux de Boyle et al. 
(2008), on peut mentionner complémentairement à l’aspect géographique, l’aspect 
légal, l’aspect culturel et la présence bancaire internationale de la banque étudiée. 
La présence bancaire est captée par le nombre de licences de chaque institution 
australienne dans les pays domiciles des emprunteurs et l’aspect culturel est capté 
par les données culturelles de Hofstede (1984) qui prend en compte la structure 
du pouvoir, l’individualisme, les valeurs et la personnalité représentative du pays. 
Comme dans les travaux de Kogut et Singh (1998), les variables sont regroupées 
et les différences entre les indices des cultures sont calculées entre chacun des 
pays et le pays à l’étude. Buch et al. (2004) analysent aussi le niveau de capital 
étranger afin de déterminer si les gouvernements de certains pays appliquent des 
règles qui auraient pour effet de restreindre ou d’empêcher le libre mouvement des 
flux monétaires et des capitaux. 
Finalement, Berger et al. (2003) étudient la globalisation en cherchant à 
identifier l’apport de la nationalité des banques et celle de leur représentativité 
dans les marchés étrangers. Les auteurs mettent en place sept concepts 
importants reliés à la nationalité ou à l’étendue des banques4. L’utilisation de 
régressions logistiques multinomiales permet de déterminer les probabilités de 
relations. Parmi les variables explicatives, on peut voir que le partage d’une même 
langue favorise les rapprochements entre les emprunteurs et les institutions 
financières dans un contexte de relations internationales. D’autres facteurs sont 
aussi utilisés pour contrôler les probabilités de relations d’affaires selon leurs 
classifications géographiques. 
Buch et al. (2004) utilisent, dans un contexte de portefeuille 
d’investissement, le concept de risque politique. Ce risque a été déterminé comme 
étant important dans l’évaluation du prix des obligations corporatives (Qi et al., 
2010). Ce concept sera spécifiquement appliqué au marché des prêts syndiqués 
par Hainz et Kleimier (2012) appuyé des travaux de Subramanian et Tung (2009). 
Bien que le principal objectif de l’étude de Hainz et Kleimier (2012) soit de 
                                                          
4 Voir l’Annexe 6.2. 
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déterminer l’apport du risque politique dans le choix du type de prêt en syndication, 
on peut conclure que ce risque a un impact sur la structure et les participants qui 
s‘intéresseront à ce prêt en particulier. Les auteurs utilisent le guide international 
des risques5  pour quantifier les différents aspects du risque politique. 
e) Types de prêteurs 
Un autre facteur important dans la structure d’un prêt en syndication est 
la présence de différents types d’investisseurs sur le marché. Comme mentionné 
précédemment, la prépondérance des banques commerciales dans les débuts de 
la syndication est importante (Gatev et al., 2009). 
Harjoto et al. (2006) étudient l’impact du type de prêteurs sur les marges 
totales des prêts syndiqués. Les auteurs déterminent que les banques 
d’investissement obtiennent de meilleures marges sur les prêts, une conclusion 
similaire à celle de Nandy et Shao (2010) qui se concentrent sur l’étude des 
marges des investisseurs institutionnels et celles des banques. Harjoto et al. 
(2006) déterminent aussi que la méthodologie de l’évaluation du risque de crédit 
est différemment effectuée entre les types d’investisseurs. Cela est partiellement 
dû à un appétit pour le risque différent menant parfois à l’acceptation de projets 
plus risqués de la part des banques d’investissement. Parmi les explications 
fournies par les auteurs, la réglementation respective et la formation de relations 
d’affaires semblent expliquer la différence dans les stratégies des deux types 
d’investisseurs. Dans cette étude, il est intéressant de voir que les banques 
d’investissements sont plus enclines à inviter des banques commerciales dans 
leurs syndicats de prêts que l’inverse. 
Les résultats empiriques concernant l’importance de l’impact de la relation 
d’affaires sur les marges et la structure d’un prêt en syndication sont ambigus. 
Tandis que Berger et Udell (1995) et Hoshi et al. (1990, 1991) mentionnent que 
les relations importantes favorisent une baisse des taux sur les prêts, Petersen et 
Rajan (1994) concluent plutôt que l’effet de la baisse perceptible du prix du crédit 
                                                          
5 https://www.prsgroup.com 
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pour donner suite à plus longue relation d’affaires est davantage attribuable à la 
disponibilité du crédit dû à une grande offre de produits de la banque vers 
l’emprunteur. Les auteurs utilisent une méthodologie différente pour quantifier la 
force de la relation entre l’emprunteur et le prêteur. 
f) Risque de crédit 
Comme les prêts en syndication sont des produits de financement, il 
devient important de comprendre le risque de crédit associé à ce produit pour le 
fonctionnement, mais aussi pour identifier le type de clientèle qui sera intéressée 
par la distribution des risques. Comme il l’a été mentionné précédemment lors de 
la discussion sur l’asymétrie de l’information (voir section 2.2.2 b)), l’un des rôles 
des banques est d’agir comme surveillant dans la gestion des firmes 
(Diamond, 1984). Il convient donc pour ces prêteurs d’être bien informé et de 
choisir des investissements qui correspondent à leur appétit pour le risque. 
Traditionnellement, le risque de crédit peut être séparé en deux éléments 
principaux : le risque de défaut (ou probabilité de défaut) et la perte en cas de 
défaut (Altman, 1989, Altman et Suggitt, 1997). Dans le domaine de la syndication, 
Carey et Nini (2007) et Bos et al. (2013) utilisent la cote de crédit des agences de 
notation comme principale mesure du risque de crédit afin d’isoler le rendement 
excédentaire pour le risque. Les auteurs utilisent aussi la mesure de probabilité de 
défaut calculée par KMV (Moody’s). Notons que la cote de crédit publique est 
utilisée par Lee et Mullineaux (2004) comme étant aussi un indicateur de 
l’asymétrie ou d’opacité de l’information disponible sur une compagnie. 
 
2.1.3 Parallèles entre syndication de prêts et théorie des réseaux 
Champagne et Kryzanowski (2007) et Konan et al. (2012) font des 
parallèles entre les syndicats de prêts et la théorie des réseaux. À ce niveau, une 
contribution additionnelle à mentionner est celle de Rhode et al. (2000) qui 
soulignent que les liens d’affaires étaient surtout observables entre les participants 
et les institutions Leads. 
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Le marché de la syndication peut facilement être comparé à un système 
de réseaux à cause des attributs de coopération (Champagne et 
Kryzanowski, 2007), de compétition, de création de liens d’affaires, de transfert 
d’information (Baum et al., 2003) et de transfert de compétences que nous 
pouvons voir dans les relations entre les participants d’un même prêt syndiqué. 
Bos et al. (2013) étudient le contexte des prêts sous l’angle de l’analyse 
des réseaux. Ils portent leur attention sur le rôle des banques Leads dans la 
formation de la structure des syndicats de prêts et dans l’évolution de la complexité 
des réseaux de prêteurs en syndication. Les auteurs utilisent la centralité par 
proximité, une mesure en théorie des réseaux qui peut facilement être un 
estimateur de l’indice de réputation, et concluent que les acteurs ayant de grands 
indices de centralités sont ceux qui sont les plus sensibles aux variations de leur 
positionnement et de leur popularité en référence à des rumeurs ou des nouvelles 
négatives à leur sujet. Les auteurs mettent en évidence un nombre de facteurs 
propres à certains aspects de la structure, des caractéristiques des prêts, des 
emprunteurs ou des créditeurs dans l’explication de la structure des réseaux. Fan 
et al. (2015) exposent la mise en relation de la formation de syndicats de prêts 
avec les sous-réseaux des participants en pointant le fait que la structure des 
réseaux individuels à chaque participant crée de la valeur pour les emprunteurs 
faisant affaire avec des institutions bien « connectées ». Cet article conclu en 
soulignant la concordance des travaux précédents sur la réputation et d’autres 
travaux comme ceux de Sufi (2007). 
 
 2.2 La responsabilité sociale des entreprises et l’IR 
Cette section de la revue de la littérature porte sur la responsabilité 
sociale de l’entreprise (ci-après RSE) et l’investissement responsable (ci-après IR) 
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et a comme principal objectif d’offrir une présentation de l’historique, de l’évolution 
et de la tendance de ces sujets en finance6.  
 
2.2.1 Historique et évolution de la RSE 
Dans les moments embryonnaires de la RSE, par l’entremise des travaux 
de Heald (1970), l’idée générale était que les gestionnaires des grandes sociétés 
soient responsables de la santé économique de la communauté. D’autres 
gestionnaires comme Owen D. Young et Gerard Swope chez General Electric 
croyaient déjà en 1926 que la réussite passait par l’élaboration de relations 
d’affaires intéressantes pour toutes les parties prenantes7. Morrissey (1989) met 
en contexte la progression de l’importance de la performance sociale des 
organisations durant les années 1960 en expliquant qu’elle était principalement 
causée par un mouvement d’ouverture et de paix suite aux chocs de l’après-
guerre. Cette vague se traduisit en une pression des citoyens et des académiciens 
sur les grandes corporations et les gouvernements afin de les pousser à intervenir 
dans une meilleure gestion des ressources environnementales et humaines 
(Wood, 2010). Pour répondre aux pressions sociales et encourager les dons et 
charités des entreprises, le gouvernement instaura donc des déductions fiscales 
liées aux dons faits par les entreprises8. Dans les années 1970, la croissance des 
concepts de RSE attira plusieurs militants et publicisa de nouvelles valeurs 
managériales auprès des gestionnaires et des régulateurs. Malgré la poussée 
massive vers l’acceptation et l’intégration des valeurs sociales dans les objectifs 
des entreprises, un pilier de la finance moderne, Milton Friedman, publia un article 
enflammé dans le New York Times magazine en 1970. Dans ce texte, Friedman 
(1970), basé sur l’idéologie économique d’Adam Smith, énonce la dichotomie 
                                                          
6 Notons que les termes et expressions associés aujourd’hui à l’IR sont aussi associés aux termes de finance 
responsable, investissement social, investissement socialement responsable ou autres termes qui convoitent 
la même idéologie appliquée à l’investissement. 
7 McQuaid, Kim., 1977. Young, Swope and General Electric’s “New Capitalism”: A Study in Corporate 
Liberalism, 1920-1933, The American Journal of Economics and Sociology 36 (3), 323-334. 
8 “Corporate Social Responsibility: The Shape of a History 1945-2004”, Preliminary project planning paper 
2005, Center for Ethical Business Cultures, Working paper No.1. 
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entre l’Entreprise et l’Homme. Pour l’auteur, le but premier des gestionnaires de 
l’entreprise est de maximiser les profits de celle-ci. On comprend bien que, selon 
lui, la responsabilité sociale relève d’une responsabilité individuelle et par 
conséquent ne devrait pas être un fardeau comparable à une taxe sur la 
compagnie. Plusieurs auteurs ont critiqué cette vue rigidement capitaliste, 
notamment en faisant des liens avec une diminution du risque lié aux évènements 
causés de près ou de loin par la gestion de l’environnement par l’entreprise 
(Bragdon and Marlin, 1972).   
Mulligan (1986) fait une déconstruction de plusieurs parties du texte de 
Friedman (1970) et propose une nouvelle vision des responsabilités sociales des 
gestionnaires. De cet article, on peut comprendre qu’une pondération des objectifs 
de chacune des parties prenantes de l’entreprise peut être à l’avantage de celle-
ci. Une certaine partie de ce raisonnement est certainement attribuable à l’aspect 
communautaire des entreprises qui était déjà le sujet des recherches de Dempsey 
(1949) qui mentionnent que les entreprises ont besoin d’une communauté forte 
pour croître et progresser.  
Il est intéressant de noter que le concept de RSE a initialement ciblé les 
grosses corporations et leurs gestionnaires pour devenir progressivement un point 
central dans le monde de l’investissement et du financement. On peut souligner 
les études de Cox et al. (2004) qui démontrent un lien entre la performance extra-
financière des entreprises et la prédominance des compagnies d’assurance-vie 
dans la distribution de l’actionnariat des compagnies au Royaume-Uni. En d’autres 
mots, les auteurs observent une plus grande portion d’investisseurs institutionnels, 
notamment des compagnies d’assurances, dans l’actionnariat des compagnies qui 
affichent de bonnes performances sociales. Ce lien est aussi dû au profil de risque 
et à l’horizon de placement des compagnies d’assurances qui sont à la recherche 
d’entreprises ayant un risque plus faible et une plus longue espérance de vie. En 
outre, cela peut avoir un impact sur certaines politiques internes et externes 
comme le niveau de levier ou la distribution du capital. 
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Parallèlement à l’intérêt de la population et des activistes pour la RSE, 
l’IR a commencé à émerger, d’abord chez les groupes d’activistes et religieux à 
vocation sociale, puis plus globalement à travers le secteur financier dans son 
ensemble. Selon le rapport sur l’investissement responsable et durable 2016 de 
l’organisation PRI9, il y avait en 2016, 8720 milliards US$ d’actifs sous gestion qui 
incorporaient les valeurs de l’IR. La figure 2 (Annexe des figures, Section 8.4) 
illustre la forte croissance du capital investi sous les principes d’IR depuis 1995. 
[Insérer la figure 2 ici] 
 
L’IR a atteint une dimension globale et internationale lorsque les Nations 
Unies ont créé les Principles for Responsible investment (PRI10) en 2006. L’objectif 
de ces principes est l’atteinte d’un système financier soutenable à long terme. 
L’organisme PRI cible les valeurs de l’intégrité et la responsabilité individuelle. Au 
moment d’écrire ces lignes, environ 1800 membres qui gèrent collectivement un 
montant de 60 milliards $US sont signataires des PRI.  
[Insérer la figure 3 ici] 
 
2.2.2 La théorie des parties prenantes 
Plusieurs gestionnaires et chercheurs attribuent la réussite des 
entreprises à une forme de coopération entre les groupes reliés à l’entreprise (voir, 
par exemple, Heald,1970 ou Carroll, 1979). Les concepts d’entraide et de création 
de liens d’affaires sont ainsi fortement liés à l’émergence de la théorie des parties 
prenantes  
Freeman (1984) définit la théorie des parties prenantes en mentionnant 
que n’importe quel groupe étant affecté par les actions, directes ou indirectes, 
d’une entreprise est, en quelque sorte, une partie prenante. L’objectif principal des 
travaux de Freeman est l’intégration des multiples objectifs, parfois contradictoires 
(Hill et Jones, 1992), des différents groupes jouant un rôle dans le fonctionnement 
                                                          
 
10 https://www.unpri.org/about 
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global de l’entreprise. Pour ce faire, il est primordial d’en comprendre les relations 
et les interrelations.  
Agle et al. (2000), basé sur les travaux de Wally et Baum (1994), Carroll 
(1979) et ceux de Mitchell et al. (1997), étudient les parties prenantes 
généralement acceptées par les hauts dirigeants des entreprises. Dans l’étude 
d’Agle et al. (2000), on peut voir que les différents groupes étudiés sont les 
actionnaires, les employés, les clients, le gouvernement et la communauté dans 
son ensemble. Waddock et Graves (1977) soutiennent que la qualité des relations 
entre ces participants aura un impact sur la performance sociale de l’entreprise.  
La théorie des parties prenantes a été traitée par une variété d’auteurs 
qui l’ont utilisée afin d’expliquer des comportements entre l’entreprise et ses 
gestionnaires (Freeman et Evan, 1990). Parmi les différents groupes, on retrouve 
la société, cet acteur omniprésent qui n’est ni propriétaire ni partenaire d’affaires 
mais qui subit les externalités des actions de la compagnie dans son 
environnement. La performance sociale est donc une représentation de la gestion 
qui aura un impact sur les parties prenantes qui ne bénéficieront pas directement 
du profit de l’entreprise.  
La définition de la RSE est fortement imprégnée par les précédents 
travaux de Friedman et Freeman en mettant en relation des points de vue 
différents quant au but de l’entreprise. Tandis que Friedman prône la maximisation 
de la richesse des actionnaires, Freeman tourne la maximisation 
unidimensionnelle de Friedman vers la maximisation de l’utilité globale de tous les 
groupes étant reliés à l’entreprise.  
Carroll (1979) cite le comité pour le développement économique qui, dès 
1971 avait défini la RSE sur le plan d’une extériorisation des rôles de la firme 
passant ainsi des fonctions économiques de base (Friedman, 1970) vers des 
fonctions économiques ayant pour but un changement des valeurs sociales pour 
atteindre le dernier stade qui consiste à obtenir une firme qui serait socialement 
active (Ackerman et Bauer, 1976). 
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La RSE est souvent décrite en la séparant en deux catégories. La 
première, développée par Carroll (1979), fait référence à l’aspect des 
responsabilités élargies des entreprises dans leur implication politique, 
économique, légale et éthique. La deuxième catégorie est fonction des relations 
entre les parties prenantes et la compagnie (Campbell, 2007). On peut voir ici un 
lien important avec les travaux de Freeman (1984, 2001). Ce lien entre la théorie 
des parties prenantes est aussi fait dans les travaux de Donaldson et Preston 
(1995). Il est intéressant de voir que le lien entre la RSE et la théorie des parties 
prenantes est aussi la raison pourquoi certains auteurs comme Wood et Jones 
(1995) anticipent qu’une performance sociale élevée affecterait positivement la 
performance financière des compagnies. 
La performance extra-financière des institutions financières 
Richardson (2009) souligne l’importance des institutions financières dans 
leur capacité de diffuser les capitaux et les risques dans le marché. En d’autres 
mots, les institutions bancaires ont le pouvoir de façonner les valeurs et pensées 
qui réussiront à obtenir du financement et qui, par la même occasion, seront les 
valeurs attachées au concept de réussite en affaires. Pour cette raison, les 
principes d’IR visent de plus en plus les institutions financières et les projets 
qu’elles supportent (Jeucken, 2001). 
Précédemment, nous avons discuté globalement de l’organisme PRI. Cet 
organisme fait aussi la divulgation sur le secteur financier qui prend en compte la 
finance de détails, les banques commerciales, la gestion de richesses et d’actifs 
et l’assurance. La divulgation d’information touche une variété de sujets comme la 
performance directe et indirecte de l’empreinte ESG. Bien que l’impact indirect soit 
pris en considération pour certains aspects environnementaux, la majorité des 
observations sont portées sur les actions directes de l’institution financière. Les 
Principes de l’Équateur viennent un peu pallier ce manque de profondeur de 
l’analyse de l’impact indirect que peuvent avoir les institutions financières sur la 
communauté des investissements responsables.  
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Les Principes de l’Équateur traitent directement de l’IR lié au financement 
de projets afin d’aider les institutions financières à gérer le risque associé à l’aspect 
environnemental et social dans les projets de financement. Ce traité est régi par 
International Finance Corporation’s Policies . Globalement, les principes 
d’Équateur (PE) sont construits dans l’optique d’aider les institutions dans les 
secteurs du service-conseil, du financement par projet, des prêts corporatifs et des 
prêts ponts11. Cependant, les principes s’appliquent à une partie des produits et 
sont soumise à certaines règles comme sur montant de financement minimum, un 
terme minimum et un montant en fonds propres minimal.  
2.2.3 L’impact de la RSE sur la performance et le risque 
La littérature sur la relation entre performance sociale et performance 
financière des entreprises est vaste. Dans la revue de littérature proposée par 
Margolis et al. (2007), on peut voir que la performance sociale de l’entreprise est 
mesurée via une multitude de facteurs, notamment ceux liés aux politiques de 
gouvernance, aux performances environnementales, à la transparence et ceux 
reliés aux audits externes pour n’en nommer qu’une partie. La perception d’une 
dichotomie entre une réussite visible à l’état des résultats et celle obtenue à travers 
les yeux de la société a longtemps été au cœur des discussions des chercheurs 
(Avi-Yonah, 2005). 
L’analyse de la relation entre la performance sociale et la performance 
économique a été effectuée sous plusieurs angles et l’estimation de la 
performance est généralement faite à partir de mesures comme l’alpha de Jensen 
obtenu à partir de modèles simples ou à plusieurs facteurs tels que le CAPM ou 
les modèles de Fama-French (1993, 1995 et 2014). 
 Allouche et Laroche (2005) analysent spécifiquement les marchés 
américain et anglais dans le cadre d’une méta-analyse de plus de 383 études et 
concluent que la performance sociale à un impact positif sur la performance 
financière au Royaume-Uni. Schröder (2007) étudie spécifiquement les indices 
                                                          
11 http://www.equator-principles.com/ 
35 
 
ciblant les fonds appliquant des filtres liés à la performance sociale. Ses résultats 
ne permettent pas de conclure à la création de valeur excédentaire, mais 
permettent d’affirmer que l’utilisation de critères sociaux ne représente pas un coût 
supplémentaire pour les investisseurs.  
Galema et al. (2008) étudient l’application de plusieurs filtres 
environnementaux, sociaux et de gouvernance (ci-après ESG) sur la performance 
directe des titres boursiers. Parmi les nombreux filtres testés par les auteurs, seul 
l’aspect social via la relation de la firme avec ses employés permet de générer un 
rendement anormal tel que mesuré par l’alpha. Cependant, comme le mentionnent 
Baker et al. (2012), la performance anormale n’est pas visible directement sur les 
rendements ou les alphas, mais davantage sur une réduction de certains multiples 
d’analyse relative comme le ratio Price-to-Book, ce qui bénéficie aussi l’entreprise. 
Sayedeh Parastoo Saeidi et al. (2015) observent que l’avantage financier relié aux 
investissements en RSE des entreprises est aussi lié à la réputation et à l’avantage 
concurrentiel. Cette réputation est, selon Galbreath et Shum (2012), un produit de 
la satisfaction de la clientèle. Rettab et al. (2009) effectuent une méta-analyse sur 
plus de 200 compagnies et ils associent une performance sociale élevée aux 
facteurs de performance monétaire, d’engagement du personnel et d’intégrité de 
l’entreprise.  
Parmi les raisons citées pour expliquer une relation positive entre la 
performance sociale et financière, on peut souligner la différenciation qu’une firme 
ayant une bonne image sociale peut aller chercher auprès des clients potentiels 
qui utilisent des variables comme la présence communautaire et sociale des firmes 
pour se faire un jugement sur celles-ci (Dawkins et Lewis, 2003). Il est donc logique 
de penser qu’un jugement positif a un impact à court et à long terme sur les ventes, 
la rétention des clients et d’autres facteurs liant une firme à sa base de clients 
actuels et potentiels. L’aspect multi-temporel est aussi abordé par Cox et al. (2004) 
qui mentionnent que l’impact de la performance sociale sur la performance 
financière des entreprises se voit sur le long terme et non seulement lors de la 
période où l’investissement est observé.  
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Cependant, la performance extra-financière peut nuire à la performance 
financière si elle dépasse un point optimal (Moore, 2001; Bowman et Haire, 1975). 
Il convient donc de mentionner que l’investissement dans le but de rehausser les 
performances extra-financières ont besoin d’une analyse particulière. 
Jones et al. (2008) observent que les fonds d’IR sous-performent 
significativement par rapport à leur indice de référence. Cependant, Humphrey et 
Lee (2011) mentionnent que cette sous-performance est très sensible aux intrants 
du modèle et plutôt attribuable au fait que Jones et al. (2008) ne prennent pas en 
considération la structure en fonds mutuels.  
D’autres auteurs soulignent que l’observation de l’utilité extra-financière 
des investisseurs n’est habituellement pas prise en considération, ce qui limite la 
compréhension des liens entre les résultats sociaux et les résultats financiers (voir, 
par exemple, Renneboo et al., 2008). Malgré les recherches sur la performance 
extra-financière, Richardson (2009) explique que l’important ne devrait pas être 
dans l’établissement d’une relation entre la profitabilité des firmes et leur 
performance sociale puisque cela serait équivalent en quelque sorte à mettre un 
prix sur l’éthique et la moralité. L’auteur mentionne que la saine survie des 
ressources naturelles et humaines dépend de la réglementation qui devrait être 
faite sur les institutions financières puisque celles-ci cherchent d’abord une 
maximisation des profits à court terme et qu’une règlementation pourrait les forcer 
à tenir compte des impacts qu’ont les entreprises sur l’environnement et donc des 
ressources humaines et matérielles à long terme. Peloza (2006) suggère que 
l’investissement dans les outils de performance sociale comme les politiques de 
bonne gouvernance ou de bonnes gestions des ressources environnementales 
cesse d’être perçu comme une dépense et soit davantage utilisé comme un outil 
de positionnement stratégique. 
Finalement, nous réitérons que la plupart des études soulignent que nous 
ne pouvons pas affirmer avec exactitude que l’impact des performances sociales 
a des répercussions sur le rendement des fonds de placement utilisant les critères 
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ESG dû à l’ambiguïté des résultats des différentes études. Cette conclusion est 
aussi obtenue par Humphrey et Lee (2011). 
Bien que la relation entre la performance sociale et financière ne semble 
pas directe et unanime, la relation entre la performance sociale et le risque offre 
un tout autre résultat. 
Spicer (1978) et McGuire et al. (1988) démontrent l’effet bénéfique d’une 
bonne gestion environnementale et sociale sur la diminution du risque financier. 
Oikonomou et al. (2012) soulignent que les activités sociales et environnementales 
des entreprises changent sa distribution de rendements, soit en modifiant sa 
variance ou soit en modifiant la sévérité des évènements à probabilité plus faible. 
Des conclusions similaires peuvent être tirées des travaux de Bello (200) et Cortez 
et al. (2009). Sharfman et Fernando (2008) observent qu’une bonne gestion 
environnementale réduit le coût du capital via une diminution des risques 
spécifiques à l’entreprise et permet une diminution du taux d’imposition effectif via 
des crédits d’impôt ou une déduction fiscale. 
Parmi les sujets centraux en gestion des risques liés à la performance 
extra-financière, on retrouve notamment le risque de réputation des entreprises. 
Klein et Dawar (2004) démontrent que les clients ont tendance à modérer le blâme 
concernant un produit défectueux lorsque l’entreprise a une bonne réputation.  
La gestion du risque est aussi au centre des travaux de Godfrey (2005) 
qui utilise le concept de capital moral. Pour l’auteur, l’investissement de ressources 
pour améliorer la performance extra-financière permettrait de produire une sorte 
de coussin, similaire à une assurance, qui absorberait une part de la volatilité 
négative liée à des évènements défavorables sur la réputation de l’entreprise. Pour 
l’auteur, la philanthropie, un indicateur de performance extra-financière, permet de 
créer de la valeur pour les actionnaires de l’entreprise par l’entremise des relations 
avec les parties prenantes influentes de celle-ci. 
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Contrairement à la majorité des études qui observent une baisse du 
risque lié à la performance extra-financière, Bello (2005) observe que les fonds à 
vocation sociale ont plutôt une volatilité plus élevée. 
 
2.2.4 Les facteurs ESG 
La vague d’intérêt envers la gestion responsable est passée des citoyens 
vers les investisseurs institutionnels, ce qui a contribué grandement à la création 
de plusieurs outils d’analyse et d’évaluation de la performance extra-financière.  
La crise financière de 2007-2009 fut aussi une source de croissance pour 
les outils d’identifications des risques extra-financiers, notamment à cause de la 
quête de protection de l’investisseuse et autres parties prenantes (Boerner, 2010 
et Mänescu, 2011). 
Bien que la performance extra-financière soit analysée par les 
investisseurs, il semblerait que le lien ne soit pas linéaire et symétrique entre les 
bienfaits pour l’entreprise et le niveau d’investissement dans un objectif 
d’augmenter les performances dans les dimensions responsables. En effet, il 
semblerait que les investisseurs et les clients d’une compagnie réagissent 
davantage devant un évènement négatif dû à une mauvaise gestion qu’à un 
événement positif de même envergure (Lankoski, 2009). Cette relation est aussi 
due à des biais humains liés à l’aversion pour la perte et l’effet de halo d’un 
évènement médiatique négatif (Tvserky et Kahneman, 1991). Frooman (1997) 
observe que les évènements négatifs liés à une mauvaise gestion responsable ont 
un impact direct sur la richesse des actionnaires de l’entreprise. 
Une des raisons pouvant mener à la disparité des résultats sur la relation 
entre la performance financière et extra-financière est la variabilité des 
méthodologies et des facteurs ESG utilisés dans la création des indices et des 
filtres (Delmas et Blass, 2010; Levine et Chatterji, 2006).  
Puisque la majorité des études examinent un seul facteur de performance 
sociale (Gadbreath, 2013), nous présentons les résultats empiriques concernant 
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les différents facteurs individuellement. Cependant, nous rappelons que la 
performance extra-financière est multidimensionnelle et comporte des dimensions 
qui ne sont pas toujours équivalentes, comparables ou même homogènes 
(McGuire, Dow et Argheyd, 2003). En effet, les dimensions les plus importantes 
sont variables d’une industrie à l’autre. Bien que la vision globale de la 
performance extra-financière puisse être observée, les dimensions doivent être 
analysées indépendamment avant de faire une représentation vraisemblable de la 
performance extra-financière d’une entreprise.  
La dimension environnementale 
La dimension environnementale tente de capter une série de facteurs 
pouvant être séparés en trois catégories (Delmas et Blass, 2010; Ilinitch et al., 
1998; Lober, 1996, Wood, 1995) : i) l’impact environnemental comme les 
changements climatiques, l’utilisation énergétique ou l’émission de gaz à effet de 
serre (Gadbreath, 2013) la conformité aux règles qui est captée par le nombre de 
sanctions et les pénalités associées ainsi que le statut délivré par les organismes 
responsables, et iii) les processus organisationnels mesurés par les audits, les 
rapports et l’utilisation des systèmes de gestion environnementale. 
Derwall et al. (2005) étudient spécifiquement la performance 
environnementale des entreprises en comparant un portefeuille composé de 
« bonnes » et un composé de « mauvaises » entreprises sur le plan 
environnemental. Les auteurs démontrent que les portefeuilles composés de 
bonnes entreprises ont des rendements substantiellement supérieurs à ceux 
composés de mauvaises entreprises. Des conclusions similaires sont obtenues 
par Ziegler et al. (2007) qui étudient spécifiquement le marché européen. Ces 
derniers proposent une analyse inter- et intra-industrie. Les auteurs concluent que 
l’appartenance à une certaine industrie a un impact sur le rendement lié à la 
performance environnementale. 
L’amélioration de la divulgation d’information écologique permet à Busch 
et Hoffmann (2011) d’utiliser les émissions de carbone comme variable pour 
évaluer la performance environnementale des entreprises. Les auteurs proposent 
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deux méthodologies connexes où l’émission de carbone est analysée sous l’angle 
de la production et des procédures et sous celui de l’impact final. À titre d’exemple, 
les théories sur les parties prenantes peuvent aider à comprendre que la prise en 
compte de l’impact total de l’émission de carbone explique une corrélation positive 
entre la performance sociale et la performance financière.  
Globalement, on peut voir une disparité entre les mesures de 
performance fournies par différentes agences de notation comme MSCI-KLD ou 
Vigeo Eiris puisque certaines d’entre-elles peuvent faire l’omission de certains 
aspects de la performance environnementale ou peuvent utiliser une méthodologie 
de catégorisation ou de calcul différent (Stang et al., 2012). En effet, tous les 
organismes n’utilisent pas les mêmes méthodes statistiques et n’emploient pas les 
mêmes variables afin d’aboutir à un pointage final. 
Margolis et al. (2007) analysent 44 études portant sur l’impact 
environnemental dans la variation de la performance financière. Les auteurs 
démontrent que l’effet taille de Fama et French (1993) explique davantage la 
variation de la performance financière des entreprises, éliminant du même coup la 
significativité du facteur environnemental.  
La dimension sociale 
L’aspect social de la RSE est capté par des facteurs comme le marché 
équitable, l’étendue des droits de l’homme, l’égalité entre les sexes (Gadbreath, 
2013) et les produits de l’entreprise.  
Diltz (1995), Guérard (1997) et Ghoul et Karam (2007) étudient certains 
aspects de l‘IR sur la performance financière. Par exemple, Diltz (1995) explique 
que l’exclusion des entreprises dans le milieu militaire engendre un rendement 
anormal. Ghoul et Karam (2007) étudient l’analogie entre certains types 
d’investissements religieux comme l’investissement catholique (indice KLD pour 
les valeurs chrétiennes), et islamique par (indice Islamique du Dow Jones) et 
l’investissement suivant les lignes directrices de l’investissement éthique. Leur 
conclusion met l’emphase sur le grand nombre de similarités dans la méthodologie 
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de filtrages des différents types d’investissement religieux, sans pour autant faire 
de distinctions dans les rendements propres à chacune des deux stratégies. 
Derwall et al. (2011) expliquent qu’une bonne relation avec les employés 
permet de dégager un rendement anormal pour une certaine partie de la période 
étudiée. Similairement, Edmans (2011) utilise les conditions de travail des 
employés, via la liste des 100 meilleures compagnies pour lesquelles travailler aux 
États-Unis, afin de mesurer la performance sociale. L’auteur démontre que des 
investissements dans les entreprises dominantes dans la liste permettent de 
générer un alpha positif. Ainsi, tandis que Derwall et al. (2011) se concentrent sur 
l’analyse de l’écart de rendement entre les « bonnes » et les « mauvaises » 
entreprises, Edmans (2011) analyse les rendements anormaux des meilleures 
entreprises.  
La dimension de la gouvernance 
L’aspect de la saine gouvernance est capté notamment par 
l’indépendance du conseil d’administration, l’absence de corruption, la divulgation 
des résultats et la protection des investisseurs. L’aspect légal et certains risques 
de corruption ont été discutés à la section 2.2. Nous pouvons réitérer que le type 
de structure légale d’un pays peut avoir un impact sur la protection des parties 
prenantes Etsy et Megginson, 2003). 
Gompers et al. (2003), Bebchuk et al. (2010) et Giroud et Mueller (2010), entre 
autres, étudient la relation entre la gouvernance et la performance financière. La 
majorité de ces études sont basées sur le droit des actionnaires comme mesure 
de gouvernance. Ultimement, on peut voir que les portefeuilles ayant un meilleur 
indice de droit des actionnaires performent significativement mieux que les 
entreprises dans des conditions contraires. 
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 La divulgation et la notation extra-financière 
Parmi les référentiels de divulgation et d’acquisition d’information, la 
Global Reporting Initiative (GRI) est certainement l’une des plus populaires. En 
2016, les standards ont été classés en 33 catégories pouvant être regroupées 
sous les bannières économique, environnementale et sociale. L’objectif de la GRI 
est de faciliter la compréhension et l’utilisation de certains standards afin de 
permettre une divulgation plus simple et transparente de la part des entreprises 
désirant connaître et améliorer leurs impacts sociaux. 
Les agences de notation MSCI-KLD, Eiris-Vigeo et de Robecosam dans 
la construction d’indices de responsabilité sociale comme le Dow Jones 
Sustainability Index, celle du FTSE4GOOD et du Domini 400 Social index sont 
souvent utilisées afin de construire des stratégies d’investissement.  
L’agence MSCI-KLD, qui compile les données sur plus de 3000 
entreprises, utilise une catégorisation en plusieurs étapes. Dans la première étape, 
on peut voir la création des catégories forces et faiblesses qui serviront à regrouper 
un ensemble de sous-catégories. La deuxième étape consiste à faire l’observation 
d’une panoplie de facteurs ayant des impacts positifs ou négatifs. Ainsi, la 
présence de femmes sur le conseil d’administration pourrait être une observation 
positive du côté des forces, tandis que l’exploitation d’enfants dans les usines 
pourrait être une observation négative du côté des forces ou une observation 
positive du côté des faiblesses.  Il convient de mentionner que les forces et 
faiblesses sont deux métriques pouvant être utilisées afin de comprendre le 
comportement social des entreprises et qu’une addition des deux n’est pas une 
image complète de la situation d’une entreprise. 
Pour Vigeo Eiris, l’analyse se fait par l’entremise de 38 critères séparés 
en 41 secteurs qui sont chapeautés par 6 secteurs d’analyse12. Malgré une 
méthodologie différente de MSCI-KLD au niveau granulaire, Eiris-Vigeo tient aussi 
compte de facteurs globaux comme l’environnement, l’engagement sociétal, des 
                                                          
12 http://www.vigeo-eiris.com/vigeo-eiris/methodologie-assurance-qualite/ 
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droits humains dans leur analyse. Il est intéressant de voir que Eiris-Vigeo pondère 
individuellement les facteurs d’analyse par l’importance de ce facteur dans 
l’industrie et le secteur d’activité d’une firme afin d’avoir la cote « sociale » de celle-
ci. Par exemple, advenant une gestion des déchets déficients, une entreprise 
œuvrant dans le service de conseils financiers n’aura pas le même impact sur sa 
cote qu’une entreprise œuvrant dans l’extraction de matériaux lourd.  
Baker et al. (2012) souligne que les bases de données de MSCI-KLD sont 
composées d’un plus grand historique et ont une plus grande couverture de 
compagnies que la base de données Innovest (maintenant Riskmetric). L’auteur 
mentionne cependant l’aspect qualitatif plus approfondi de cette dernière. 
Certains auteurs comme Gadbreath (2013) ont mentionné que l’usage 
des notations de MSCI-KLD pour mesurer la gouvernance pouvait donner une 
image incomplète, car la note omet plusieurs facteurs comme la structure du 
conseil d’administration et l’indépendance du comité de gestion. Cependant, les 
études empiriques et travaux professionnels démontrent que MSCI-KLD reste la 
source de données la plus utilisée.  
Le travail des agences de notation ainsi que les stratégies d’IR sont 
grandement facilitées par l’effervescence des initiatives des entreprises et des 
organismes envers la quête d’une plus grande divulgation et transparence 
informationnelle.  
L’utilisation des critères ESG et des concepts d’investissement 
responsable sont aussi au cœur des intérêts des grands gestionnaires de fonds. 
Malgré la tentative des gestionnaires de portefeuilles et des investisseurs 
de faire l’intégration des idéologies derrières les principes de l’IR, Hardenbrook 
(2007) démontre que l’IR est encore dans une étape d’évolution  et est encore 
possiblement biaisé par une panoplie de facteurs externes et internes aux 
entreprises de notation extra-financières. 
Dans le graphique suivant (Annexe des figure, Section 8.3), nous 
pouvons constater une panoplie d’indices faisant l’utilisation de critères ESG dans 
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la création des portefeuilles ainsi que les concepteurs qui les gèrent. Ce graphique 
nous permet aussi de constater l’importance de certains gestionnaires de fonds 
dans la collecte des données. 
[Insérer la figure 4 ici ] 
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2.2.5 L’investissement responsable 
Plusieurs revues de littérature ont été faites sur le sujet de l’IR, dont celle 
de Aldag et Bartol (1978) et celle de Margolis et al. (2007). Cette dernière fait une 
revue de 167 études sur l’implication des performances sociales et des 
performances corporatives.  
Les deux principaux types d’investisseurs responsables sont ceux qui font 
une sélection positive ou négative des entreprises basées sur une série de critères 
précis (Hamilton et al.,1993).  
Parmi les stratégies populaires en IR, on constate que certains 
investisseurs préfèrent les entreprises qui ont à cœur leur situation extra-
financière. Tandis que d’autres ciblent directement celles qui ont déjà de bonnes 
politiques ESG. D’autres stratégies à mentionner sont l’activisme, l’engagement et 
le désinvestissement. 
En plus d’avoir des objectifs différents, les investisseurs appliquent une 
variété de filtres dans leur sélection de titres. Dans cette catégorie, il existe des 
filtres négatifs, des filtres positifs et des filtres mixtes. Les filtres négatifs visent à 
exclure du bassin de titres potentiels ceux qui ne correspondent pas à une 
performance extra-financière minimale. Pour ce faire, les investisseurs peuvent 
utiliser une variété d’indicateurs ESG. Par exemple, les entreprises qui 
appartiennent à des secteurs controversés ou qui font affaires dans certains 
endroits du globe peuvent être exclues. Parmi les secteurs généralement exclus 
par les filtres négatifs, on retrouve l’industrie de l’alcool et des jeux, du tabac, des 
produits d’armement et de la génétique modifié. La technique des filtres négatifs a 
longtemps été la plus utilisée aux États-Unis au niveau des fonds de placement.13 
Les filtres positifs ont comme objectif de mettre en premier plan les firmes 
qui possèdent les attributs et les niveaux de performance extra-financière désirés 
par l’investisseur. Une des techniques de filtre positif est la sélection des meilleurs 
performeurs (Best in class) selon une certaine liste de facteurs. Alors que les filtres 
                                                          
13 Social Investment Forum, 2007 
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négatifs fonctionne en faisant des exclusions les filtres positifs procèdent par des 
inclusions. En outre, n’importe quel indicateur ou facteur peut convenir à la 
création du filtre positif. Ces filtres peuvent porter notamment sur l’impact sur la 
communauté, la diversité culturelle, la relation avec les employés, l’environnement 
et la qualité des produits et des services. 
Les filtres mixtes sont composés à la fois d’une stratégie négative et d’une 
stratégie positive. Dans un premier temps, on applique un filtre négatif qui consiste 
à enlever de notre bassin de titres potentiels les secteurs et compagnies que nous 
voulons éviter. Dans un deuxième temps, on applique un filtre positif, par exemple 
de type « best-in-class » où les meilleurs de certaines catégories sont 
sélectivement choisis. Ce processus permet d’éviter de faire la sélection de firmes 
qui seraient les meilleures dans un domaine, mais qui pourraient avoir une branche 
des activités dans un secteur que l’indice ne veut pas représenter. 
Goldreyer et Diltz (1999) et Statman et Glushof (2009) étudient l’impact 
de filtres positifs, négatifs et mixtes sur la performance et le risque des fonds de 
placement. Les auteurs observent que l’application d’un filtre positif génère de 
meilleurs rendements tandis que l’application de filtres négatifs tend à réduire la 
performance des fonds de placements (voir Galema et al., 2008). L’impact négatif 
des filtres négatifs sur la performance est lié à une diminution des titres 
disponibles, ce qui réduit la possibilité de composition de portefeuilles optimaux 
selon la théorie de portefeuille (Markovitz, 1952). 
Humphrey et Lee (2011) mettent en perspective les travaux de Barnett et 
Salomon (2006) et ceux de Lee et al. (2010). Pour Barnett et Salomon (2006), la 
quantité de filtres sur les fonds mutuels et la performance de ceux-ci ont une 
relation quadratique. Ainsi, un trop faible niveau de filtres ne permet pas de 
différencier entre les stratégies des fonds alors qu’un très haut niveau de filtres 
permet de stimuler l’engagement social et permet de susciter l’engouement. 
Cependant, des fonds qui n’auraient qu’un modeste nombre de filtres seraient 
victimes d’un manque de popularité de la part des investisseurs. Pour Lee et al. 
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(2010), l’application de filtres réduit la performance anormale de 70 points de base 
pour chaque filtre additionnel. 
Humphrey et Lee (2011) démontrent l’importance d’appliquer des 
variables de contrôle afin de prendre en considération les facteurs spécifiques aux 
types de fonds afin de bien comprendre les caractéristiques ayant un impact sur 
ceux-ci. Les résultats sont concordants avec ceux trouvés par Derwall et al. (2006). 
En effet, Humphrey et Lee (2011) et Derwall et al. (2006) ne sont pas en mesure 
de démontrer significativement que l’application de filtres liés à la performance 
sociale crée un rendement supplémentaire pour l’investisseur, lorsqu’ajusté pour 
le risque.  
 
2.3 La théorie des réseaux 
La théorie des réseaux a connu une forte croissance au cours des 
dernières années, tant en nombre de publications qu’en matière de sa complexité 
et sa profondeur. Dans cette section, nous présentons l’évolution du concept des 
réseaux, des graphes et autres théories afférentes à ces concepts.  
Initialement, nous pouvons voir que la littérature sur la théorie des 
réseaux a été plutôt unidimensionnelle et concentrée sur un petit nombre de sujets 
comme la centralité et la création de cliques. Cependant, cette littérature diverge 
rapidement de ces premiers thèmes en fonction de l’attention que ce sujet a eu de 
la part des chercheurs et praticiens au fil du temps. 
Globalement, un réseau est un amalgame de connexions entre des 
participants. La théorie des réseaux actuelle est basée sur plusieurs concepts 
comme la direction des liens, la force des relations ainsi qu’une panoplie d’autres 
facteurs pertinents. Cependant, l’étude des réseaux a fait ses débuts en étudiant 
seulement certains facteurs. En effet, la théorie des graphes, la théorie portant sur 
l’analyse des réseaux, a été appliquée à la sociologie avant 1950. Dans les débuts, 
les sociogrammes et les sociomatrices sont utilisées (Beum et Brundage, 1950) 
afin de découvrir graphiquement et mathématiquement les relations entre les 
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individus. À la base, de simples matrices binaires représentent les liens entre les 
différents participants d’un réseau. Déjà, les relations bilatérales étaient prises en 
compte dans certains travaux en sociologie, notamment ceux de Festinger (1949) 
et Luce (1950). Dans les premières années d’application de la théorie des réseaux 
en sociologie, l’emphase était mise sur l’existence des relations sans 
nécessairement chercher à comprendre leur force, leur direction ou leur 
provenance.  
 
2.3.1 L’analyse des réseaux 
L’analyse des réseaux peut être regardée sous plusieurs angles. Dans 
les sections suivantes, nous présenterons trois angles différents. Premièrement, 
l’analyse peut se faire d’une manière globale, où la structure, la répartition des 
nœuds, la force des relations ainsi que les caractéristiques individuelles comme la 
centralité, les degrés et les regroupements moyens sont analysés dans leur 
ensemble (globalement) et non de manière individuelle. Dans cette section, les 
distributions aléatoires, l’effet « petit monde » et la distribution « sans échelle » 
sont les points centraux.  
Deuxièmement, l’analyse du réseau peut être faite localement, soit avec 
des sous-sections du réseau qui seront spécifiquement analysées. Dans cette 
section, les concepts d’homophilie, de regroupement et de clans seront mis de 
l’avant. 
Troisièmement, l’analyse peut se faire au niveau des nœuds individuels. 
Les concepts de centralité, de voisinage et de vitalité sont alors observés. Avec ce 
genre de réseaux, on voit l’apparition des termes « réseaux et analyses 
égocentriques ». 
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2.3.2 L’analyse globale 
L’aspect structurel des réseaux touche des sujets comme l’effet « petit 
monde » (Small-World) et le Small-World économique de Latora et Marchiori 
(2003) en plus d’inclure des concepts comme les modèles à échelles invariantes 
et les modèles aléatoires. La structure du réseau fait aussi référence à la création 
et à l’évolution des réseaux. 
La compréhension de la structure d’un réseau peut aider à la 
compréhension des comportements individuels des participants, mais aussi à la 
compréhension des mouvements de l’ensemble du réseau afin de conclure sur la 
stabilité, la contagion ou même la nature compétitive de celui-ci. 
Parmi les statistiques globales, l’analyse de réseaux porte une attention 
particulière au degré moyen, au diamètre ainsi qu’à la distance moyenne entre les 
nœuds d’un réseau. Tandis que le degré sera abordé subséquemment, nous 
pouvons d’ores et déjà présenter le diamètre moyen comme étant la plus grande 
distance entre deux nœuds d’un même réseau alors que la distance moyenne 
représente le nombre de liens moyens entre deux nœuds. Ainsi, une distance 
moyenne faible résulte d’un réseau dense où la vitesse de propagation de 
l’information pourrait être rapide. Dans la célèbre étude de Milgram et al. (1967), 
la distance médiane entre les individus participants à la recherche et l’individu cible 
pour faire la réception du document final a été évaluée à 5. Newman (2001) a, 
quant à lui, évalué la distance médiane entre des co-auteurs d’articles scientifiques 
dans le milieu de la physique à 5,9 pour un diamètre total de 20. 
i) La structure Small-World  
L’effet Small-World ou petit monde fait référence à la proximité relative 
des acteurs d’un réseau dans un monde vaste et parfois déconnecté. L’article de 
Watts (1999), basé sur les travaux de Watts et Strogatz (1998,1999) revient sur 
les propriétés de l’effet petit-monde en décrivant l’étude menée par Milgram et al. 
en 1967 et en dérivant les différents apports fait en recherche basés sur ce sujet. 
Rappelons-nous que l’étude consistait à faire parvenir des lettres à une tierce 
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personne en ne mentionnant que son nom, sa profession et en donnant des 
indices sur son lieu de résidence.  
Afin d’expliquer certains concepts liés à l’effet petit monde, Watts (1999) 
aborde le sujet des graphiques en cavernes qui sont à la base des mesures de 
concentration.  
[Insérer la figure 5 ici] 
 
L’auteur explique que nous pouvons trouver la longueur d’un réseau en 
utilisant l’équation modifiée pour des réseaux de cavernes connectées. Cette 
mesure peut être utilisée dans le cas où le réseau est fortement concentré et vaste. 
L’auteur compare ensuite les différentes mesures afin de déterminer la zone grise 
entre la concentration des participants et l’étendu du réseau. Ci-dessous, on 
compare la longueur (L) et le regroupement (C) des réseaux en caverne et des 
réseaux aléatoires : 
𝐿𝑐𝑎𝑣𝑒𝑚𝑎𝑛  ≈  
𝑛
2∗(𝑘+1)
                   (Éq.1) 𝐿𝑎𝑙é𝑎𝑡𝑜𝑖𝑟𝑒  ≈  
ln(𝑛)
ln(𝑘)
             (Éq.2) 
𝐶𝑐𝑎𝑣𝑒𝑚𝑎𝑛  ≈ 1 −   
𝑣
(𝑘2−1)
             (Éq.3) 𝐶𝑎𝑙é𝑎𝑡𝑜𝑖𝑟𝑒  ≈  
𝑘
𝑛
                  (Éq.4) 
Où n = nombre d’acteurs dans le réseau; k = degré moyen de chaque acteur et v = 
nombre de cliques.  
Après avoir déterminé les différences entre les réseaux concentrés (cavernes) et 
les vastes réseaux dits aléatoires, l’auteur propose certaines mesures par graphe 
qui peuvent faire un compromis entre les deux phénomènes contradictoires. 
Il est surtout important de retenir que l’effet Small-World se décrit comme 
étant un vaste réseau (N) décentralisé (N >> max(k) >>1) qui a les propriétés de 
longueur des réseaux aléatoires (𝐿𝑎𝑙é𝑎𝑡𝑜𝑖𝑟𝑒), mais qui a la concentration des 
réseaux en cavernes (𝐶𝑐𝑎𝑣𝑒𝑚𝑎𝑛 ). Cette contradiction est aussi expliquée par le fait 
que le regroupement dense des sous-groupes d’un réseau ne nuit pas 
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nécessairement à la densité et la proximité globale d’un réseau même si ceux-ci 
ne partagent que peu de liens avec d’autres sous-groupes.  
La théorie des liens faibles de Granovetter (1973) explique que la force et 
la structure du réseau dans son ensemble est maintenue grâce à la diversité des 
sous-réseaux, ce qui permet un grand apport informationnel des nœuds qui ne 
sont pas dans notre réseau rapproché. Ce principe se nomme la « force des liens 
faibles ». 
ii) Modèles à échelles invariantes 
Des auteurs comme Barabasi (2003) ont travaillé sur des structures 
particulières observées dans la réalité. Un cas fréquent est l’observation de 
déséquilibre dans le nombre de connections (degré) pour chacun des nœuds d’un 
réseau. Dans certains réseaux, on peut observer qu’un petit nombre de nœuds 
ont un nombre de connexions qui est parfois bien au-delà de la moyenne observée 
parmi l’ensemble des nœuds. Les modèles prenant en compte ce débalancement 
sont appelés les modèles d’échelles invariantes ou « Scale-Free ». Barabasi 
(2003) souligne que ces réseaux sont résistants aux chocs aléatoires, mais qu’ils 
sont vulnérables à des chocs groupés où les chocs pourraient avoir été ciblés sur 
des nœuds centraux. La raison expliquant cette fragilité conditionnelle est que la 
structure serait capable d’absorber la perte d’un petit joueur en redistribuant les 
connections vers d’autres joueurs, mais ne sera probablement pas en mesure de 
transférer un grand nombre de liens aux petits joueurs en cas de suppression de 
nœuds centraux imposants. 
Barabasi (2003) explique que les modèles sans échelles suivent une loi de 
puissance qui est caractérisée par une courbe marginal décroissante ou une droite 
lorsqu’elle est représenté en échelle log-log. 
[Insérer la figure 6 ici] 
 
La probabilité d’avoir un nœud de degré k (𝑃(𝑘)) est donnée par le modèle 
de la distribution de la loi de puissance. 
52 
 
𝑃(𝑘)~ 𝑘−𝛾                                  (Éq. 5) 
 𝛾 𝑒𝑠𝑡 𝑐𝑎𝑙𝑖𝑏𝑟é 𝑝𝑜𝑢𝑟 𝑙𝑒𝑠 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑖𝑠 𝑠𝑜𝑢𝑣𝑒𝑛𝑡 𝑒𝑛𝑡𝑟𝑒 2 𝑒𝑡 3  
Un des traits particuliers du modèle en échelle invariante est l’apparition 
du concept d’attachement préférentiel. Ce concept fait son apparition lorsque l’on 
prend en considération l’évolution du réseau dans son ensemble. Dans la 
croissance d’un réseau, l’attachement préférentiel indique qu’un nœud a plus 
tendance à se connecter à un autre nœud qui a beaucoup de connexions 
existantes. La croissance et l’attachement préférentiel crée des sous-réseaux plus 
denses dans un vaste réseau pouvant être globalement dispersé. Finalement, la 
structure des réseaux suivant un attachement préférentiel explique que « les 
riches deviennent plus riches » 
Lors de l’analyse de la structure du réseau, le concept de la distribution 
selon la loi de puissance est fortement utile. Boss et al. (2004) étudient le réseau 
interbancaire australien et soulignent la présence de la distribution en puissance. 
Les auteurs arrivent à la conclusion que cette structure est un point positif quant à 
la stabilité du réseau puisque seulement un petit nombre de participants ont un 
grand nombre de connexions. 
iii) Réseau aléatoire 
Les réseaux aléatoires sont déterminés par une association entre deux 
nœuds qui n’est pas déterminée par une fonction ou un raisonnement logique qui 
pourrait être expliqué par l’homophilie, un regroupement géographique, ou autres 
aspects observés dans les réseaux empiriques. Les réseaux aléatoires peuvent 
avoir un nombre de connections, de liaisons et une force de liaisons totalement 
aléatoires.  
Il est observé que les lois aléatoires suivent une loi binomiale de 
probabilité p lors de la création de liens entre deux nœuds. Cependant, lorsque 
les réseaux deviennent vastes, il est commun de créer des réseaux distribués 
suivant une loi de poisson :  
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𝑃(𝑘) =  𝑒−<𝑘> ∗  (
<𝑘>𝑘
𝑘!
)           (Éq. 6) 
La distribution des probabilités d’existence d’un nombre de liens k est 
quant à elle illustrée sous la forme d’une loi exponentielle.  
Une des raisons expliquant la grande utilité de ces structures aléatoires 
est la base théorique qui a été développée par Erdos et al. (1960) et par la suite 
démontrée par Jackson (2010) qui démontre que le diamètre moyen et la distance 
moyenne est relative au ratio de 
Log(𝑛)
𝐿𝑜𝑔(𝑑)
.        (Sim. Éq. 2) 
Une autre raison vient de la facilité de générer numériquement des 
réseaux G(n,p) qui sont formés aléatoirement. Les simulations sont créées afin 
d’étudier les probabilités d’observer certaines caractéristiques concernant les 
nœuds dans les réseaux non aléatoire. Cependant, une des techniques souvent 
utilisées est la génération de connexions aléatoires suivant les lois de puissance 
et ayant les autres caractéristiques des distributions aléatoires. Erdos et al. (1960) 
explique que le changement marginal de la probabilité p de voir la création d’un 
lien entre deux nœuds change rapidement la structure du réseau  
iv) La formation de réseaux 
La création des réseaux est aussi un point important dans la littérature.  
Provan et Sebastian (1998) poursuivent les travaux de Håkansson et Johanson 
(1994) qui ont introduit la quantification et la mesure de certaines motivations des 
partenaires d’affaires dans l’élaboration de liens.  
Balla et Goyal (2000) traitent aussi de la formation des relations d’affaires, 
mais analysent la relation du point de vue de l’apport coût/bénéfice. Cette 
évaluation est faite de manière unidirectionnelle où un seul participant profite du 
lien d’affaire et d’une manière bidirectionnelle où chaque participant profite de 
celle-ci. Un des aspects théoriques de leur modèle est la complète transitivité des 
gains. Ainsi, la transitivité explique qu’un acteur profite à 100% des ressources 
que sa relation a été en mesure de recevoir de ses connections. Les auteurs 
démontrent que dans un tel contexte, le dynamisme des réseaux (voir, entre 
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autres, Yook et al., 2001) optimisera la structure vers les modèles en forme de 
roue ou vers les réseaux sans aucune connexion. 
[Insérer la figure 7 ici] 
 
L’article de Balla et Goyal (2000) est particulièrement intéressant puisque 
les auteurs étudient le processus par lequel les participants au marché apprennent 
et optimisent leur utilité respective. On peut comprendre que le réseau sera 
dynamique et convergera vers une structure optimale selon les coûts et bénéfices 
propre à la création de liens pour chaque acteur. Dans le cadre de ces recherches 
empiriques, les hypothèses portant sur les coûts et les hypothèses sur la complète 
transitivité sont irréalistes (ou encore elles supposent que ces coûts sont connus 
d’avance comme dans les travaux de Brueckner (2005). Brueckner (2005) utilise 
un algorithme de création de liens aléatoires en temps continu, ce qui permet de 
comprendre la formation de réseaux et de liens entre les participants. Dans le 
domaine du dynamisme en analyse de réseaux, on peut aussi souligner les 
travaux de Jackson et Wolinsky (1996) qui ont démontré qu’un réseau stable et 
efficient n’existe pas toujours en convergence. 
2.3.3. L’analyse locale et semi-locale 
 Comme mentionné précédemment, l’analyse locale et semi-locale 
s’appuie sur l’homophilie et la formation de clans afin de comprendre l’interrelation 
des participants dans un réseau et dans les sous-réseaux pouvant être présents 
dans le réseau global. 
2.3.3.1 Groupe et Homophilie 
Dans l’article de Corlin et al. (1950), l’emphase est mise sur une 
méthodologie innovante afin de détecter des sous-groupes et des structures en 
clans. Les auteurs utilisent aussi le concept de pondération des liens afin d’évaluer 
les réseaux à plusieurs niveaux. Harary et Ross (1957) et MacRae (1960) raffinent 
le concept de détection de cliques abordé par Corlin et al. (1950) quelques années 
auparavant. Alors que MacRae (1960) utilise l’analyse factorielle afin de 
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comprendre les impacts des relations entre les « suiveurs » et les « leaders », 
Hubbell (1965) utilise plutôt l’influence relative de chaque participant. Ce dernier a 
utilisé les mêmes données que son homologue précédemment mentionné, ce qui 
permet un contraste des méthodologies puisqu’ils tentent tous les deux d’isoler le 
phénomène de création de cliques.  
Luce et al. (1949) construisent un indice de proximité entre les acteurs à 
l’aide de fonctions de la matrice d’adjacence. Hubbell (1965) innove en 
introduisant une pondération entre les liens ainsi qu’un indicateur de relations 
classant les relations comme étant mineures ou majeures. Les relations mineures 
sont celles qui ne sont pas primordiales à la structure actuelle du réseau, tandis 
que les relations majeures représentent les liens forts qui permettent de garder 
l’essentiel de la structure du réseau. Les relations majeures permettent de contenir 
un maximum d’information quant à la force relationnelle qui serait transmis dans 
un réseau. Hubbell (1965) définit une clique comme suit : « Une clique peut être 
intuitivement définie comme un sous-groupe de membres étant plus rapprochés 
les uns des autres que du reste des membres d’une même population élargie » 
(traduction libre). La méthodologie développée par Hubbell (1965) se compare à 
celle de Katz (1953).  
Wolosin (1974) utilise les concepts de « suiveurs » et « leaders » de 
MacRae (1960) afin de bâtir des facteurs explicatifs aidant à comprendre le 
comportement humain. L’utilisation de caractéristiques observables dans un 
contexte humain comme facteurs explicatif a aussi été soutenue par Biddle et 
Thomas (1966) qui ciblent la différentiation entre différents groupes potentiels 
dans le contexte social de l’humain. Parallèlement, Bonacich (1972) développe 
une méthodologie utilisant les applications matricielles du Vecteur Propre et de la 
Valeur Propre afin de calibrer l’importance relative de certains facteurs dans la 
formation de cliques. 
Cette différentiation par caractéristique devient de plus en plus populaire 
et oriente plusieurs travaux, donc ceux de Kandel (1978) qui développe davantage 
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le concept d’homophilie précédemment introduit par Lazarsfeld et Merton (1954). 
Le point central de l’homophilie est que les individus sont enclins à avoir une 
attitude particulière ou un comportement particulier lorsque leurs associés ont ce 
même type de comportement ou attitude. Cette conclusion est aussi obtenue par 
Bertrand et al. (2000). En d’autres mots, cela voudrait dire que nos connexions, 
en termes de nombre ou d’intensité, sont fonction d’attributs que l’on partage avec 
nos pairs (Jackson et Yariv, 2007).  
Plus récemment, Sewell (2017) propose d’incorporer la complexité de la 
structure afin de faire ressortir l’interdépendance des attributs et comportements 
des participants d’un réseau. L’auteur s’appuie sur les travaux de Fujimoto et al. 
(2011) et ceux de Wang et al. (2014) afin de faire ressortir l’influence d’un réseau 
sur ses participants. Tout comme pour Chan et al. (2015), la méthodologie est 
représentée par une régression. Selon les auteurs, les amitiés, comportements et 
attributs influenceront les associations futures d’un participant avec des nouveaux 
arrivants dans le réseau. Cet aspect de proximité des pairs est aussi mis en 
évidence par Fong et Isajiw (2000), Blau (1977) et Mcpherson et al. (2001) qui 
traitent du rapprochement des participants d’un réseau partageant certains critères 
sociaux-démographiques ou géographiques (Kim et Shin, 2002).  
Toujours dans l’idée de comprendre les facteurs significatifs à la création 
de certains réseaux ou sous-réseaux, des auteurs comme Chan et al. (2004), 
aidés par les travaux de Duda et Hart (1973), ont étudié et développé un 
algorithme afin de pondérer les attributs propres à chacun des sous-groupes d’un 
réseau. Cette ligne de pensée est aussi suivie par Solis (2009) qui utilise la 
séparation modale afin de classifier les appartenances à des sous-groupes 
particuliers dans un réseau global. 
Afin de comprendre davantage l’homophilie, Currarini et al. (2009) 
développent un indice d’homophilie qui se calcule comme suit :  
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𝐻𝑖 =
𝑆𝑖
𝑆𝑖+ 𝐷𝑖
              
(Éq.7)  
𝑁𝑖: 𝑁𝑜𝑚𝑏𝑟𝑒 𝑑
′𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢 𝑑𝑒 𝑡𝑦𝑝𝑒 𝑖 
𝑆𝑖: 𝑁𝑜𝑚𝑏𝑟𝑒 𝑚𝑜𝑦𝑒𝑛 𝑑𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠 𝑎𝑣𝑒𝑐 𝑑𝑒𝑠 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑠 𝑑𝑒 𝑚ê𝑚𝑒 𝑡𝑦𝑝𝑒 𝑖 
𝐷𝑖: 𝑁𝑜𝑚𝑏𝑟𝑒  𝑚𝑜𝑦𝑒𝑛 𝑑𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑎𝑣𝑒𝑐 𝑑𝑒𝑠 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑠 𝑑𝑒 𝑡𝑦𝑝𝑒 𝑎𝑢𝑡𝑟𝑒 𝑞𝑢𝑒 𝑖 
Tel que discuté par les auteurs, lorsque cette mesure augmente 
simultanément avec la taille du réseau(𝑊𝑖), il y a présence d’homophilie relative si 
𝑤𝑖 > 𝑤𝑗 ≫ 𝐻𝑖 > 𝐻𝑗 et présence d’homophilie de base si 𝐻𝑖 =  𝑤𝑖. 
L’observation que les individus tendent à avoir plus de relations avec les 
gens du même type se nomme « inbreeding homophilie » (Coleman, 1958; 
Marsden, 1987) qui se caractérise par 𝐻𝑖 > 𝑤𝑖. 
L’indice d’« inbreeding homophilie » peut être ensuite normalisé afin de 
faire une comparaison entre les différents groupes et les différents réseaux :  
 𝐼𝐻𝑖 =
𝐻𝑖−𝑤𝑖
1−𝑤𝑖
             (Éq.8) 
𝑤𝑖: 𝑁𝑖/𝑁 
𝑁: ∑ 𝑁𝑘
𝑘
, 𝑁𝑜𝑚𝑏𝑟𝑒 𝑑′𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢 𝑎𝑢 𝑡𝑜𝑡𝑎𝑙 𝑝𝑒𝑢 𝑖𝑚𝑝𝑜𝑟𝑡𝑒 𝑙𝑎 𝑐𝑎𝑡é𝑔𝑜𝑟𝑖𝑒  
𝐾 ∶ 𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑡𝑦𝑝𝑒 𝑑′𝑎𝑔𝑒𝑛𝑡𝑠, ou nombre de catégorisations possibles pour un 
aspect 
 
2.3.3.2 Cliques et clans 
Les concepts de cliques et clans se sont rapidement développés grâce à 
l’intérêt des chercheurs et l’avancement technologique et algorithmique qui permet 
un traitement de données plus efficace et plus rapide. Ces concepts peuvent être 
utilisés dans plusieurs secteurs et permettent une meilleure compréhension des 
mouvements de masse. Newman et Girvan (2003) étudient un système 
d’algorithmes servant à l’évaluation de cliques ou sous-communautés dans un 
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groupe. L’algorithme se sert d’itérations afin d’éliminer certains liens entre des 
participants basés sur leur interposition individuelle. De plus, l’algorithme permet 
de classifier les sous-groupes en leur attribuant une valeur de force ou une 
hiérarchie. La méthode consiste à faire une ségrégation des liens par division qui 
consiste à enlever le lien entre deux participants lorsqu’il est jugé comme étant 
trop faible. Cette méthodologie est semblable à celle utilisée par d’autres 
chercheurs qui utilisent un niveau plus ou moins statique d’élimination des liens 
moins forts entre les participants d’un réseau comme MacRae (1960), Hubell 
(1965) ou Katz (1953).  
Slikket et al. (2005) mentionnent l’importance du regroupement par 
hiérarchie en sociologie. Breiber et al. (1975) ont été des précurseurs dans le 
domaine du regroupement. L’utilisation de la hiérarchisation et le regroupement 
dans les réseaux ont aussi été traités activement par Newman (2001, 2003) où 
l’étude du regroupement emmène deux points importants. Premièrement, la 
distribution des degrés tend à suivre une distribution de puissance. 
Deuxièmement, il est aussi démontré que la probabilité de partager une connexion 
avec un autre nœud est plus élevée si celui-ci est aussi connecté à un membre de 
notre réseau (voir Barabasi et al, 1999). Ces articles de Newman (2001, 2003) 
mettent en place un système d’équations permettant d’isoler le coefficient de 
regroupement basé sur les théories probabilistes binomiales et le concept de 
relations triangulaires. Il s’agit en fait d’isoler le nombre de triangles dans un 
réseau par rapport au nombre de triangles possibles :  
𝑻(𝑮) =  
3∗#𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠 𝑖𝑛 𝐺
# 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑛𝑒𝑐𝑡é𝑒𝑠 𝑒𝑛 𝑡𝑟𝑖𝑝𝑙𝑒 𝑑𝑎𝑛𝑠 𝐺
    (Éq.9) 
Tandis que certains algorithmes comme ceux de Newman et al. (2003, 
2004) utilisent des niveaux minimums de pondération statiques afin d’éliminer les 
liens trop faibles entre deux nœuds, Radicchi et al. (2011) proposent de remplacer 
les systèmes basés sur l’élimination statique par un système d’élimination qui 
serait dynamique afin de ne pas perdre d’information sur la structure du réseau. 
Les auteurs introduisent le concept de filtrage des pondérations basé sur un filtre 
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Globale Null (GloSS filter). Ce type de filtrage permet d’identifier les liens 
importants malgré une pondération variante en importance relative pour chaque 
nœud. Les auteurs discutent de l’importance de bien isoler les facteurs importants 
dans la création de liens en s’appuyant sur les concepts de l’analyse en 
composantes principales (Jolliffe, 2002) ou d’égrainage (Kim et al., 2006; Houston 
et al., 2012; Song et al., 2005; Gfeller et al., 2007). Les techniques proposées 
viennent donc contribuer aux techniques classiques comme celle du niveau 
minimum (Farkas et al., 2007) et celle de l’annulation sélective (Macdonald et al., 
2005).  
Comme l’appartenance à un clan est autant dynamique que la structure 
dans son ensemble, il est important de regarder la stabilité des clans individuels 
afin de mieux comprendre leur structure. Ainsi, si les clans sont très volatiles dans 
leur composition d’une période à l’autre, il est peu probable que les liens entre les 
participants soient basés sur un fondement économique ou social solide. Baum et 
al. (2004) déterminent que la survie d’un clan est observée lorsque plus de la 
moitié du clan reste intact. Ce dernier mène aussi à la conclusion que la grosseur 
d’un réseau en nombre de participants peut aussi jouer sur sa survivabilité. Par 
exemple, un petit réseau composé de plusieurs clans sera prompt à un faible taux 
de survie si un petit nombre de participants vagabonde d’un sous-groupe à l’autre. 
Plusieurs autres modèles ont été développés en termes de classification 
des forces relatives des liens entre les participants d’un réseau, dont celui de Watts 
et Strogatz (1998) qui analysent le concept de cliques en calculant le coefficient 
de regroupement global, ou les modèles de Opsahl et Panzarasa (2009) qui ont 
orienté leurs recherches vers la généralisation des coefficients de regroupement 
afin d’admettre le concept de pondération dans l’analyse de la force entre liens. 
Ces derniers sont soutenus par les travaux de Grannovetter (1973) et Luckowich 
(2003) qui prennent en considération l’aspect multidimensionnel (la durée, 
l’intensité et l’aspect de mathématique fonctionnelle) de la relation entre deux 
participants d’un réseau. Opsahl et al. (2010) mettent en évidence deux méthodes 
de regroupements par groupe. La première se sert des processus algorithmiques 
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de détection comme dans les travaux de Newman (2006) et Newman et al. (2004) 
et des modèles de marches aléatoires de Rosvall et Bergstrom (2008). La 
deuxième méthode se sert de la modélisation par bloc comme dans les travaux de 
Doreian et al. (2005). Dans ce même article de Doreian et al. (2005) on souligne 
deux biais des coefficients de regroupements : les biais du regroupement local et 
le biais du regroupement global. Dans le cas des biais du regroupement local, un 
nœud ayant beaucoup de connections sera probablement dans moins de relations 
triples fermées et aura donc un coefficient plus petit. Cependant, lorsqu’il y a de 
l’attachement préférentiel (scale-free), il y a une forte corrélation entre le dégrée 
d’un nœud et le coefficient de regroupement. Le coefficient global, quant à lui, est 
typiquement réservé aux réseaux non pondérés. Doreian (1969) et Wasserman et 
al. (1994) utilisent la pondération afin de trouver un niveau qui servira à éliminer 
les relations jugées trop faibles.  
Pour Wasserman et Faust (1994), le regroupement se fait localement via 
le nombre de voisins et le nombre de contacts entre eux, mais se fait aussi 
globalement dans l’ensemble du réseau. Barrat et al. (2004) ou Lopez-Fernandez 
et al. (2004) tentent de pondérer les réseaux de nœuds. Cependant, l’adaptation 
proposée par Opsahl et al. (2010) vient proposer une méthodologie relativement 
simple qui consiste à attribuer une valeur à chaque triplet en fonction de la 
pondération des liens qui le forme. L’algorithme de regroupement d’Opsahl et al. 
(2010) (eq.6 ci-dessous) se base sur les travaux de Wasserman et Faust (1994). 
Le modèle d’Opsahl et al. (2010) pour les réseaux dirigés et pondéré se lit comme 
suit :  
𝐶𝑤 =  
𝑣𝑎𝑙𝑒𝑢𝑟 𝑡𝑜𝑡𝑎𝑙𝑒 𝑑𝑒𝑠 𝑡𝑟𝑖𝑝𝑙𝑒𝑡𝑠 𝑓𝑒𝑟𝑚é𝑠
𝑣𝑎𝑙𝑒𝑢𝑟 𝑡𝑜𝑡𝑎𝑙𝑒 𝑑𝑒𝑠 𝑡𝑟𝑖𝑝𝑙𝑒𝑡𝑠
=  
∑ 𝑤𝜏𝛿
∑ 𝑤𝜏
                (Éq.10) 
Opsahl (2013) revient sur le calcul des coefficients afin de redéfinir 
l’aspect global et local du regroupement en apportant un aspect multimodal.  
L’avancement de la technologie et la croissance des techniques d’analyse 
et de collectes des données ont permis des avancées importantes dans l’analyse 
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des réseaux multiples. En effet, certains auteurs comme Voros et Snijders (2017) 
ont analysé les coefficients de regroupement pour un système de réseaux 
multiples. Pour ce faire, les auteurs ont utilisé des techniques afin de réduire 
certaines dimensions, comme il en a été fait usage par Kadushin (2012) et Prell 
(2012). Afin de développer les modèles multivariés, les auteurs font référence aux 
travaux sur les ERGMs (Exponential Random Graphs Model (Lusher et al., 2012) 
et ceux sur les modèles stochastiques (Snijders et al., 2010). En plus de traiter les 
modèles ERGMs et les modèles stochastiques dans la dernière section sur les 
modèles statistiques des réseaux, nous traiterons aussi des modèles QAP et 
MRQAP qui ont été utilisés par Dekker et al. (2007). 
2.3.3.3 L’analyse spécifique 
 L’analyse de nœuds individuels passe par l’observation de leur 
centralité, de leur positionnement dans l’évaluation de l’influence relative de 
chacun et par l’évaluation du voisinage de chaque nœud. Notons que l’analyse du 
voisinage porte sur l’observation de liens directs avec le nœud étudié. 
i) La centralité  
Vers la fin des années 1970, on peut voir une grande évolution dans la 
littérature avec les travaux de Freeman (1977) qui traitent directement du sujet de 
la centralité des participants dans un réseau. L’auteur souligne la croissance de 
l’utilisation des termes et des concepts liés à la centralité. Il cible trois mesures de 
centralité (les centralités par degré, par interconnexion (betweeness) et celle par 
proximité) afin d’évaluer celles-ci sous plusieurs angles et avec l’aide de plusieurs 
filtres. L’auteur fait ici un clin d’œil aux travaux de Czepiel (1974) qui avait utilisé 
le concept de centralité afin de démontrer que les firmes centrales dans l’industrie 
de la métallurgie ont profité d’un avantage technologique dû au partage de 
connaissance accru grâce à leurs multiples connections. On y explique les 
résultats de Rogers et Shoemaker (1971) qui convergent vers les mêmes 
conclusions que Wolosin (1974) en déterminant que la centralité dans un réseau 
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est fonction des attributs de ses participants et de la structure du réseau dans son 
ensemble.  
Comme le but avoué de l’article de Freeman (1977) est une clarification 
du concept de centralité, l’auteur commence par énoncer le concept le plus 
fondamental : le degré. Le degré d’un point est le nombre de liens qu’un participant 
entretient avec tous les autres participants du réseau. Initialement, ce concept était 
utilisé pour décrire la centralité d’un participant. L’auteur indique ici une préférence 
claire pour les travaux de Nieminen (1974) qui mesure le nombre de liens à partir 
de chaque nœud de manière binaire. Freeman (1977) compare ensuite ce degré 
de centralité avec le nombre d’acteurs dans le réseau de manière à pouvoir 
comparer les différents réseaux ensemble. Ainsi, la centralité (C) par degré (D) se 
calcule ainsi : 
CD(pk) =  ∑ a(pi, pj)
n
i=1         (Éq.11) 
CD
′ (pk) =  
∑ a(pi,pj)
n
i=1
N−1
        (Éq.12) 
a(pi, pj) = {
1 si i et j sont liés
0 autrement
 
Où N indique le nombre de participants dans le réseau. 
Freeman (1977) poursuit en citant les travaux de Bavelas (1948) et Shaw 
(1954) afin d’emmener le concept d’interposition (« Betweeness ») en mentionnant 
que les apports plus concrets sont venus de Anthonisse (1971) et ses propres 
travaux antérieurs (Freeman, 1977). L’auteur met la table sur l’interposition en 
expliquant le concept de distance géodésique, une distance entre deux 
participants d’un réseau. Alors, si N chemins ont la même distance géodésique 
entre deux points, l’auteur utilise l’indifférence et détermine que la mesure 
d’interposition sera de  
bij(pk) =  
1
gi,j
∗ gi,j(pk)        (Éq.13) 
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𝑜ù gi,j(pk) = le nombre de distance géodésique entre i et j passant par le point k  
L’auteur converge ensuite vers la mesure globale d’interposition :  
CB(pk) = ∑ ∑ bij(pk) i<j          (Éq.14) 
Comme pour la mesure de degré, cette mesure peut être mise en relation avec le 
nombre d’interpositions totales possibles. La mesure relative devient donc : 
Cb
′ (pk) =
2 ∗ CB(pk)
n2−3n+2
         (Éq.15) 
Puisque l’auteur démontre que le maximum de CB(pk) était de 
Max CB(pk) =
n2+n 
2
 +2        (Éq.16) 
Freeman (1977) discute aussi de proximité (« Closeness ») qui 
communique l’indépendance ou la co-indépendance entre deux points ou entre un 
point et l’ensemble du réseau. La méthode de calcul de l’indice de proximité 
sélectionnée par l’auteur est celle de Sabidussi (1966) qui traduit une mesure de 
décentralisation en prenant un ratio de la sommation des distances géodésiques. 
La mesure se lit comme suit : 
CB(pk)
−1 =  ∑ d(pi, pk)         (Éq.17) 
Où d(pi, pk) = le nombre de lien entre i et k   
Déjà en 1979, avec ce retour sur les méthodologies populaires et 
avancements technologiques, Freeman souligne l’importance de faire usage de 
précaution lors de l’utilisation de concepts de réseaux puisque leurs 
développements et leurs significativités change avec le temps et reste fortement 
subjectifs selon les industries et les chercheurs. D’ailleurs, Borgatti (2005) classifie 
certaines conditions optimales basées sur les structures en chemin (path), en 
marche (walk), ou en route (trail) pour utiliser les mesures de centralités 
développées par Freeman (1979). 
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Les précédentes mesures de centralités introduites par Freeman sont 
développées davantage par Everett et Borgatti (1999) en traitant des mesures de 
centralités orientées vers les sous-groupes d’acteurs dans un réseau. De plus, on 
introduit une mesure d’interposition par transposition (flow betweeness). Ce type 
de développement permet d’orienter l’analyse de centralité sur certains aspects 
qui peuvent être retrouvés chez les participants. Cette technique touche aussi à la 
formation de cliques.  
Dans les plus récentes recherches, on peut voir l’utilisation d’indice de 
Weiner et l’indice de BRS (Botafogo et al., 1992) afin d’aider l’analyse comparative 
entre réseaux de tailles et de structures différentes (Otte et Rousseau, 2002). 
Jusqu’ici, nous avons vu les méthodes de centralités utilisant la 
pondération par rapport à la valeur associée à l’interaction entre les participants. 
Cependant, la plupart des études utilisent la quantité de liens ou la force de ceux-
ci afin d’attribuer le poids. Opsahl et al. (2010) se concentrent sur une pondération 
liée à la fois au nombre et aux poids des liens plutôt que seulement le poids de 
ceux-ci. Ainsi, les auteurs proposent la mesure suivante pour mesurer la centralité 
ajustée pour le poids et le nombre de liens : 
𝐶𝐷
𝜔,∝(𝑖) =  𝑘𝑖 ∗ (
𝑠𝑖
𝑘𝑖
)
𝛼
= 𝑘𝑖
(1−∝)
∗  𝑠𝑖
∝      (éq.18) 
∝: 𝑢𝑛 𝑝𝑎𝑟𝑎𝑚è𝑡𝑟𝑒 𝑑′é𝑐ℎ𝑒𝑙𝑙𝑒 
𝑜ù ∝  {
< 1, 𝑙𝑒 𝑑𝑒𝑔𝑟é 𝑒𝑠𝑡 𝑓𝑎𝑣𝑜𝑟𝑎𝑏𝑙𝑒
     > 1, 𝑙𝑒 𝑑𝑒𝑔𝑟é 𝑒𝑠𝑡 𝑑é𝑓𝑎𝑣𝑜𝑟𝑎𝑏𝑙𝑒
 
 
𝑘𝑖: 𝐶𝐷(𝑖) =  ∑ 𝑥𝑖,𝑗
𝑁
𝑗   &  𝑠𝑖: 𝐶𝐷
𝑤(𝑖) =  ∑ 𝑤𝑖,𝑗
𝑁
𝑗  
Il est important de noter que ces mesures fonctionnent aussi dans un 
cadre de liens dirigés où les données 𝑠𝑖
𝑖𝑛,𝑜𝑢𝑡
 et 𝑘𝑖
𝑖𝑛,𝑜𝑢𝑡
 sont préalablement 
calculées. 
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Les auteurs font aussi la conversion vers les mesures de proximité et 
d’entre-position avec l’utilisation des pondérations ajustées pour les préférences 
entre la quantité de relations et l’intensité de celles-ci : 
𝐶𝐶𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠
𝜔,∝ =  [∑ 𝑑𝜔𝛼(𝑖, 𝑗)𝑁𝑗=1 ]
−1
       (Éq.19) 
𝐶𝐵
𝜔,∝(𝑖) =  
𝑔𝑗,𝑘
𝜔,𝛼(𝑖)
𝑔𝑗,𝑘
𝜔,𝛼          (Éq.20) 
𝑑𝜔,∝(𝑖, 𝑗) = min [
1
(𝑤𝑖,ℎ)
∝ + ⋯ +
1
(𝑤ℎ,𝑗)
∝ ] =Distance pondérée par # liens  
 𝑔𝑗,𝑘
𝜔,𝛼(𝑖) = 𝑛𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑙𝑖𝑒𝑛𝑠 𝑒𝑛𝑡𝑟𝑒 𝑗 𝑒𝑡 𝑘 𝑝𝑎𝑠𝑠𝑎𝑛𝑡 𝑝𝑎𝑟 𝑖  
ii) Nœuds vitaux 
Plus récemment, Chen et al. (2016) orientent leurs recherches sur 
l’analyse de nœuds centraux ou vitaux. Les auteurs introduisent la centralité 
structurelle. Ils passent ensuite à l’exploration des structures par l’entremise des 
techniques dynamiques et les méthodes itératives. Ils se basent sur des travaux 
de Chen et al. (2012) qui ont développé un algorithme servant à connaitre l’ordre 
d’importance des nœuds dans un même réseau. Plus tard, l’algorithme de 
« ClusterRank » a été proposé pour tenir compte du nombre de voisins. Kitsak et 
al. (2007) mentionnent que la localisation d’un nœud est plus importante que son 
degré. Ici les auteurs utilisent le terme de localisation afin de parler de 
l’environnement direct et indirect du nœud. Ainsi, un nœud ayant beaucoup de 
liens avec ceux qui n’en ont pas beaucoup serait moins central qu’un autre ayant 
peu de liens avec ceux qui en ont en très grand nombre. 
Funk et al. (2010) et Dufresne et al. (2013) relèvent l’importance des 
nœuds formant des ponts entre les sous-communautés dans un réseau global. 
Parmi le vaste nombre de références sur les différents algorithmes de calcul, la 
littérature permet de faire ressortir les algorithmes HITs, la nomination cumulative, 
l’algorithme PageRank utilisé par Google et l’algorithme « LeaderRank » pondéré. 
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Plusieurs algorithmes sont basés sur les conclusions d’Opsahl et al. (2010) en 
prenant en considération la quantité ainsi que l’intensité des nœuds liés à eux. 
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2.3.4 Modèles statistique dans l’analyse de réseaux 
Cette section permet de présenter les théories et méthodologies qui sont 
utilisées dans la théorie des réseaux afin de tester la présence de liens de 
corrélation et de causalité. On peut tenter de comprendre un réseau en utilisant 
deux approches : l’approche structurelle et l’approche par analyse dyadique. Alors 
que dans la première approche on tente d’étudier l’impact de certaines sous-
structures, l’autre approche étudie davantage l’importance de l’interrelation au 
niveau des attributs spécifiques des nœuds. 
2.3.4.1 Les modèles d’analyse structurelle 
Kolaczyk et Csardi (2014) expliquent que les trois modèles qui sont les 
plus utilisés dans les régressions faisant référence aux sous-structures de réseaux 
sont relativement similaires aux modèles qui ont été développés pour les 
statistiques de réseaux générales. Ces trois modèles plus généraux sont : le 
modèle graphique exponentiel aléatoire (Exponentiel Random Graph Model – 
ERGM), le modèle aléatoire par bloc (Stochastic block model) et les modèles en 
latence (Latent models). D’autre modèles suivent l’évolution des précédents 
modèles comme les modèles SERGM et SURGM14 qui sont développés à partir 
du modèle ERGM.  
Les paramètres estimés dans ces modèles statistiques servent tout 
d’abord à évaluer certaines particularités observables de la structure du réseau 
comme la réciprocité (Moreno et Jennings, 1938), l’exclusivité entre les acteurs 
d’un réseau, l’importance de la densité dans la formation du réseau ou l’importance 
de certaines sous-structures particulières comme la structure en étoile entre trois 
acteurs ou l’observation de cycle, chemins et autres statistiques de réseaux et 
même l’observation de cliques ou de clans. 
Les modèles ERGMs (qui découlent traditionnellement des modèles P*) 
sont une évolution des travaux de Holland et Leinhardt (1981) qui ont directement 
traités des modèles P* et représentent les principaux modèles d’évaluation de 
                                                          
14 Statistical Exponential Graph Models et Subgraph Generation Models 
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structures. Ces modèles servent à calculer la probabilité d’observer un graphique 
selon les paramètres et les facteurs propres à chacun des liens entre les différents 
nœuds ou regroupement de nœuds. Robins et al.  (2007) soulignent bien 
l’utilisation des modèles P* comme modèles probabilistes. L’estimation du modèle 
P* permet de déterminer quels facteurs structurels sont importants dans la 
probabilité d’observer un réseau actuel donné. Les auteurs mettent en place les 
cinq étapes de la création d’un modèle qui s’orientent autour de la composante 
aléatoire de la création de liens entre les participants d’un réseau, de 
l’interdépendance entre les liens des différents acteurs d’un réseau, de l’utilisation 
de la dépendance pour expliquer la structure du réseau, de la simplification des 
paramètres et, finalement, de l’estimation du modèle. La version de base des 
modèles ERGM se traduit comme suit (Kolaczyk, Csardi, 2014) : 
𝑃𝑟(𝑌=𝑦) = (
1
𝑘
)
{∑ 𝜃𝐻𝑔𝐻(𝑦)𝐻 }
        (Éq.21) 
𝜃𝐻 = 𝑝𝑎𝑟𝑎𝑚è𝑡𝑟𝑒 𝑝𝑜𝑢𝑟 𝑙𝑎 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝐻 
𝑔𝐻(𝑦) = 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑞𝑢𝑒 𝑑𝑢 𝑟é𝑠𝑒𝑎𝑢 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑎𝑛𝑡 à 𝑙𝑎 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝐻 
𝑘 = é𝑙é𝑚𝑒𝑛𝑡 𝑑𝑒 𝑚𝑖𝑠𝑒 à 𝑛𝑖𝑣𝑒𝑎𝑢 𝑝𝑜𝑢𝑟 𝑎𝑠𝑠𝑢𝑟𝑒𝑟 𝑙′𝑎𝑠𝑝𝑒𝑐𝑡 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑠𝑡𝑒 
 
L’utilisation de modèles ERGM peut aussi intégrer les aspects individuels 
des participants dans un réseau. L’utilisation de caractéristiques ou d’attributs 
particuliers aux nœuds sont souvent regroupés sous l’appellation des modèles de 
sélections sociales (Robins et al. 2001).  
Parmi les modèles incorporant les attributs des acteurs d’un réseau afin 
d’en modéliser la structure, on peut aussi voir que les travaux de Fiendberg et 
Wasserman (1981a) ont fait la ségrégation des nœuds selon leur appartenance à 
certaines catégories. Dans cette catégorisation, on suppose que les participants 
des sous-catégories sont homogènes dans leurs agissements et dans leur choix. 
Ce concept est aussi la base des modèles par bloc et le centre des théories sur 
les équivalences régulières et les équivalences structurel (Everton 2012). Bien que 
les attributs individuels des acteurs soient utilisés, les modèles comme celui de la 
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« Vectorisation W » continuent de cibler les statistiques de structures et les 
agrégations d’acteurs et non les attributs individuels de ceux-ci comme le degré 
ou d’autres variables hors réseau comme la taille des actifs ou l’âge. La création 
d’agrégats ou de contraintes sur les paramètres dans les modèles est un facteur 
de bruit pour la précision du modèle. Cependant, ce facteur est primordial pour 
l’exécution des modèles puisqu’estimer certains de ces paramètres pour chacune 
des relations pourrait être impossible ou simplement trop lourd numériquement. 
Sharma et Singh (2016) mettent en place un algorithme permettant de 
faire la prévision de liens entre deux participants d’un réseau en utilisant plusieurs 
facteurs relatifs aux attributs et aux caractéristiques de chacun des acteurs. Les 
auteurs expliquent que le modèle développé cible principalement les réseaux en 
multiplex puisqu’il permet la prise en considération de l’aspect multidimensionnel 
des relations entre les participants d’un réseau. Ainsi, le modèle qui est basé sur 
l’attribution de score lié à la vraisemblance des observations dans le vrai réseau 
oriente l’analyse afin d’expliquer l’implication de certains sous-réseaux dans la 
formation du réseau réellement observé.  
La section suivante traite des modèles ciblant les attributs individuels afin 
d’en comprendre l’implication dans la formation de choix de partenaires d’affaires. 
Nous mettrons en lumière les concepts de processus quadratique qui permet une 
utilisation des modèles statistiques de base comme l’OLS dans un cadre de 
réseau. 
2.3.4.2 Les modèles d’analyse dyadique 
L’idée générale du processus d’assignement quadratique provient de la 
nécessité de prendre en considération l’interdépendance entre les choix interreliés 
des participants d’un même réseau. Dans la méthodologie OLS traditionnelle, une 
telle prise en considération n’est pas supposée. 
Les travaux sur la prédiction de liens entre les participants d’un réseau 
ont été centraux aux études de Krackhardt (1987, 1988) qui ont mis en place les 
bases de l’utilisation des méthodes QAP et MRQAP dans l’étude des relations 
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dyadiques. L’auteur explique que le problème d’interdépendance peut être vu 
comme un problème d’autocorrélation. Visuellement, une régression MRQAP est 
très semblable aux régressions couramment utilisées : 
𝑌𝑖𝑗 =  𝛼𝑜 + 𝛽1 ∗ 𝑋𝑖𝑗
(1) + 𝛽2 ∗ 𝑋𝑖𝑗
(2) + 𝜀𝑖𝑗       (Éq.21) 
Dans un modèle traditionnel comme le modèle OLS, l’autocorrélation des 
termes d’erreurs est habituellement supposée nulle. Cependant, dans une 
représentation de relations par matrice de réseau, les termes d’erreurs sont 
fortement corrélés puisque les choix d’un acteur affecteront probablement les 
choix d’un autre acteur dans ce même réseau. 
Les processus d’assignement quadratiques ont été développés par 
Hubert et Schultz (1976) et par Hubert (1983, 1985). Dans les travaux de 
Krackhardt (1988), on peut voir une comparaison entre la méthodologie OLS et 
celle de QAP. Pour tester les méthodes proposées, l’auteur créé une simulation 
de nombres aléatoires en faisant varier le niveau d’autocorrélation entre les lignes 
et les colonnes de la matrice. En d’autre mots, l’autocorrélation est supposée être 
pour toutes les données d’une même ligne ou d’une même colonne (Holland et 
Leinhardt, 1981) En appliquant les deux types de régressions sur les données 
aléatoires, l’auteur observe que la méthodologie OLS avait une plus grande 
probabilité d’observer un paramètre significatif de manière erroné (erreur de type 
1) lorsque l’autocorrélation était élevée tandis que la méthodologie QAP avait une 
probabilité oscillant sur les paramètres de la construction des nombres aléatoires 
dans la création des modèles. Puisque la distribution devrait suivre la distribution 
aléatoire utilisée pour créer les variables, on peut donc conclure que la 
méthodologie QAP offre une meilleure estimation de la significativité des 
paramètres dans une calibration de modèles dans le cas où les variables seraient 
interdépendantes. L’auteur souligne que la méthodologie MRQAP est non-biaisée. 
L’auteur mentionne par la suite un problème de biais dans les résultats lorsque les 
relations entre les acteurs sont asymétriques, un problème souligné par Faust et 
Romney (1985). Il termine en mettant en garde sur le fait que la méthodologie QAP 
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nécessite une quantité de nœuds largement supérieure à la quantité de variables 
indépendantes 
Les méthodes QAP et MRQAP se différencient des méthodes statistiques 
traditionnelles puisqu’elles orientent l’analyse vers l’étude d’une relation conjointe 
entre deux participants d’un réseau. Ces méthodes calculent une statistique p (p-
value) en faisant une permutation des lignes et des colonnes de la matrice sur la 
structure interne des variables afin d’estimer les probabilités d’observer une 
statistique de Student simulée plus élevée que celle observée (Krackhardt, 1987). 
Puisque les lignes et les colonnes sont permutées de manière équivalente pour 
chaque variable indépendante et la variable dépendante, on remarque que la 
structure globale reste identique. Cependant, les données créées par simulation 
par Krackhardt (1987) supposent une indépendance entre les différentes variables 
indépendantes et aussi entre la variable dépendante et le lot de variables 
indépendantes.  
Dekker et Krackhardt (2007) ont, en plus de faire une énonciation et une 
comparaison de plusieurs méthodes de permutations comme celle de Freedman-
Lane (FLSP) ou celle des données brutes, introduit une nouvelle méthodologie de 
permutation de la structure nommée double semi-partialisation  (DSP). Cette 
méthode est créée afin d’adapter les résultats pour les colinéarités, la particularité 
des distributions de données et l’autocorrélation présente dans les données. Cette 
méthodologie cherche à minimiser les corrélations entre la variable d’intérêt et les 
variables indépendantes. Les auteurs concluent que les méthodes de 
permutations de DSP et de FLSP sont à favoriser dans le cas où les données à 
modéliser seraient en continues et ne seraient pas distribuées normalement. Le 
programme d’analyse UCINET incorpore les modèles de régressions comme 
DSP. D’autres plateformes comme R offre aussi des librairies contenants les 
régressions MRQAP faisant l’utilisation des méthodologies DSP. Le programme R 
ainsi que les concepts de MRQAP sont aussi utilisés dans une étude de Farine et 
Whitehead (2015). Les auteurs font l’énonciation des étapes de l’analyse en 
réseau et explique que R permet une grande flexibilité ainsi que le soutien de 
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plusieurs autres articles dans l’application de cet outil dans l’analyse par réseau. 
Dans ce dernier, on explique aussi que la méthodologie DSP discuté 
précédemment est celle favorisée et utilisée en pratique. 
Tranos et al. (2012) étudient la migration entre les pays de L’OECD à 
l’aide des régressions MRQAP. Certaines des variables explicatives de la 
migration sont la distance géographique, la différence culturelle et la langue 
utilisée dans chacun des pays. Mellon et al. (2016) se sont penchés sur l’analyse 
du réseau de collaboration d’un groupe terroriste à l’aide des techniques 
d’assignement quadratique multiple avec la méthodologie double partielle 
(MRQAP, double partializing) qu’ils utilisent afin de corriger pour le biais 
d’autocorrélation observé dans les régressions traditionnelles. Les auteurs mettent 
en évidence certains facteurs comme les liens de communications, d’organisations 
et ceux de l’éducation afin de prédire la collaboration future des acteurs. Ici, on 
souligne que l’utilisation des régressions MRQAP permet d’adapter la spécification 
en nœuds et en liens à la réalité observée. En d’autres mots, une diminution du 
nombre de nœuds de n vers n-1, par exemple, ne pourra jamais – dans un modèle 
sans rebond - augmenter le nombre de collaborations totales dans un réseau. Les 
auteurs orientent ensuite leurs recherches vers l’utilisation des méthodologies 
ERGM discutées précédemment afin de comprendre l’importance de certains 
aspects de sous-structures présents dans le réseau. 
3. Cadre théorique et hypothèses de recherches 
À partir de la littérature présentée à la section précédente, trois hypothèses de 
recherches sont proposées. Tandis que les deux premières concernent l’impact 
de certains facteurs d’homophilies dans la création de liens d’affaires dans le 
réseau global des prêts syndiqués international, la dernière étudie l’impact des 
relations passées sur la prévision des relations futures. 
Il est important de souligner que ce mémoire traite uniquement du réseau 
global des prêts syndiqués (ci-après : Réseau Global) en supposant que le pouvoir 
décisionnel de formation des liens d’affaires passe de l’emprunteur vers les 
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institutions Leads puis vers les participants. D’autres spécifications et alternatives 
sont décrites à la section 5.3. 
Hypothèse 1.1 : Il y a présence d’homophilie dans le réseau global des prêts 
syndiqués international. 
L’anticipation de la présence d’homophilie de manière générale dans le 
réseau est basée sur plusieurs études, tant dans la littérature sur la syndication 
des prêts que dans celle sur la théorie des réseaux. Tout d’abord, la similarité entre 
le marché des prêts syndiqués et un réseau a été discuté par Konan et al. (2012) 
et Bos et al. (2013) qui traitent des aspects de la centralité et de la distribution 
particulière du marché de la syndication des prêts. Bos et al. (2013) ont porté leur 
attention sur le rôle des banques Lead dans la formation de la structure des 
syndicats de prêts et dans l’évolution de la complexité de la structure des 
syndicats. Les auteurs mettent en évidence un nombre de facteurs propres à 
certains aspects de la structure, des caractéristiques des prêts, des emprunteurs 
ou des créditeurs dans l’explication de la structure des réseaux. Fan et al. (2015) 
exposent la mise en relation de la formation de syndicats de prêts avec les sous-
réseaux des participants en pointant le fait que la structure des réseaux individuels 
à chaque participant crée de la valeur pour les emprunteurs faisant affaires avec 
des institutions bien « connectées ». 
Puis, la littérature sur la syndication des prêts a démontré l’importance 
des attributs des acteurs dans la création des syndicats de prêts.  Les attributs de 
coopération (Champagne et Kryzanowski, 2007), de compétition, de transfert 
d’information (Baum, et al. 2003) et de transfert de compétences sont observés 
dans les relations entre les participants d’un même syndicat. 
De plus, d’autres travaux ont démontré que le type d’institution financière 
(Gatev et al., 2009 et Harjoto et al., 2006), la nationalité des entreprises (Buch et 
al., 2004; Hainz et Kleimer, 2012 et Berger et al., 2003), la réputation des 
entreprises (McCahery et Schwienbacher, 2010 et Cook et al., 2003) et le système 
juridique des entreprises (Etsy et Megginson, 2003) avaient un impact sur le 
processus de création de liens d’affaires dans le marché des prêts syndiqués.  
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Une panoplie d’études s’est penchée sur l’importance de l’asymétrie de 
l’information dans la création des réseaux de prêts en syndication. D’abord, Etsy 
et Megginson (2003) expliquent le pouvoir informationnel des banques Leads sur 
les institutions ayant des rôles de second ordre comme c’est le cas pour les 
institutions ayant le rôle de distributeur de capital (participants). Puis, Champagne 
et Coggins (2012) ont étudié la qualité du syndicat de prêts afin d’étudier 
l’asymétrie d’information. Sufi (2007) souligne que, lorsque les données et 
l’information sur l’emprunteur sont relativement difficiles d’accès ou opaques, la 
sélection de participants par les institutions Leads se fait sur la base de la 
connaissance de l’emprunteur (Cai et al. 2010) et non sur les relations 
précédemment développées entre les institutions financières participantes 
potentielles et les institutions Lead. Lorsque l’on traite du sujet de l’asymétrie de 
l’information, il est difficile d’ignorer les théories de Jensen et Meckling (1976) qui 
expliquent que la création de conflits entre le principal et l’agent provient de 
divergences entre l’utilité de chacun des acteurs. Cette théorie souligne aussi que 
l’asymétrie provient d’une différence entre l’information que détient chacun des 
participants.  
Notre hypothèse est basée sur la convergence entre la littérature sur la 
syndication des prêts et la présence d’homophilie dans ce même réseau puisqu’ils 
sont fortement liés au concept de transfert d’information. En effet, le concept 
d’information en homophilie se souligne facilement via les travaux de Rubineau et 
al. (2008). Ces derniers soulignent que l’homophilie peut être composée en quatre 
facteurs sous-jacents : (i) informationnel, (2) préférentiel, (3) d’auto-vérification et 
un aspect de (4) balance cognitive. Les auteurs expliquent que l’aspect 
informationnel est caractérisé par la qualité perçue de l’information reçue par les 
acteurs du réseau. L’aspect préférentiel explique que les individus similaires ont 
plus tendance à coopérer. L’aspect d’auto-vérification est lié à la façon dont les 
individus se perçoivent et perçoivent leur entourage. Finalement, la balance 
cognitive explique que des individus ayant des attitudes et agissements non 
acceptés par leurs pairs créeront de l’inconfort pour leurs pairs qui chercheront 
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alors à se distancer et, éventuellement, rompre la relation. Dans tous les cas, on 
peut souligner que le transfert d’information est un concept central à l’homophilie.  
Donc, puisque l’asymétrie d’information est un facteur crucial à la création 
d’un syndicat de prêts et que le partage d’information est central au concept 
d’homophilie, il est donc logique de faire le lien entre la création de syndicats de 
prêts et les concepts d’homophilies tel que vus dans les théories des réseaux. En 
effet, il est logique d’anticiper que les acteurs du réseau de prêts syndiqués 
chercheront à réduire l’asymétrie de l’information en identifiant des partenaires 
d’affaires qui 1) pourront transmettre de l’information de qualité, 2) qui seront 
relativement similaires, 3) qui pourront comprendre leurs points de vue et 4) qui 
ne risqueront pas d’agir de manière décevante.  
Finalement, la théorie de l’homophilie explique que les individus similaires 
tendent à avoir plus de relations Grannovetter (1973). Des auteurs comme 
Jackson and Rogers (2005) ont avancé que la possible explication pour la 
présence d’homophilie dans les réseaux est liée à la présence de coûts, directs 
ou indirects, dans la création de relations avec un partenaire qui serait très différent 
Par exemple, la présence de coûts de traduction pour des partenaires d’affaires 
ne partageant pas le même langage.  
Hypothèse 1.2 : Les attributs individuels ainsi que les facteurs d’homophilie 
liés à la responsabilité sociale de l’entreprise sont importants lors de la 
sélection de partenaires d’affaires dans le réseau des prêts syndiqués. 
L’importance de la responsabilité sociale des entreprises dans la 
sélection de partenaires est une suite logique de la balance cognitive des travaux 
de Rubineau et al. (2008). Il est effectivement logique de supposer que les 
entreprises sélectionnent des partenaires d’affaires qui ne risquent pas de nuire à 
leur image publique en agissant de manière non-éthique ou socialement 
inacceptable. Il est aussi possible que les entreprises sélectionnent simplement 
des entreprises qui leurs sont similaires au niveau des valeurs ESG.  
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Morrissey (1989) mentionne que les êtres humains se regroupent afin de 
protéger leurs propriétés individuelles. L’auteur souligne que les entreprises, quant 
à elles, organisent leurs relations avec d’autres groupes et d’autres entreprises. 
Cette organisation des groupes et de leurs parties prenantes forme la base d’un 
réseau de collaborateurs ayant comme objectifs non seulement une maximisation 
des objectifs individuels mais aussi une maximisation des objectifs de groupes. On 
peut aussi facilement comprendre que les enjeux ESG peuvent être au centre des 
préoccupations de plusieurs acteurs directs ou indirects qui sont présents dans le 
marché international des prêts syndiqués. Notre hypothèse est aussi basée sur le 
rapprochement clair entre les concepts liés à la RSE et la théorie des parties 
prenantes. Donaldson et Preston (1995) et Jones (1995) attribuent la corrélation 
positive entre la performance sociale et la performance financière à la 
convergence des objectifs des parties prenantes. Il est donc possible que des 
partenaires d’affaires se sélectionnent sur la base de leur espérance de solidité 
financière. 
En d’autres mots, l’importance de la performance sociale comme facteur 
d’homophilie provient aussi de la littérature liée à la performance et aux risques de 
l’investissement responsable. Tandis que les acteurs du réseau chercheraient des 
partenaires qui possèdent une bonne responsabilité sociale afin de réduire le 
risque d’évènements inattendu ou lié à l’impact réputationnel (Sayedeh Parastoo 
Saeidi et al., 2015), il est aussi possible d’expliquer le choix de partenaire d’affaires 
en citant Galbreath et Shum (2012) qui expliquent que les entreprises cherchent 
aussi à satisfaire leur clientèle. De plus, il est aussi possible d’expliquer le choix 
de partenaire d’affaires par le fait que les acteurs voient l’investissement dans les 
entreprises ayant une bonne performance sociale comme étant une source de 
rendement intéressant (Margolis et al., 2007).  
Finalement, Peloza (2006) met en avant plan l’avantage pour une firme 
d’être perçue comme faisant partie d’un certain groupe, notamment des groupes 
philanthropiques.  
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Hypothèse 2.1 : La puissance des relations passées a un impact sur 
l’intensité de la relation présente. 
 Principalement appuyé par les travaux de Champagne et Kryzanowski 
(2007) portant sur la création de liens d’affaire, l’hypothèse 2.1 estime que le 
spectre des relations passées, tant les relations similaires que les relations de 
réciprocités devraient avoir un impact significatif sur le pouvoir de prévision sur 
non seulement la fréquence des liens mais aussi sur la mesure de pondération en 
dollar et la mesure hybride. De plus, la similarité dans les rôles qu’entretient les 
acteurs du réseau devraient les soutenir à maintenir une relation forte dû à la 
similarité dans leur position stratégique dans le marché. 
 
4. Données 
 Afin d’étudier le marché international de la syndication des prêts et d’en 
construire les réseaux, la base de données Dealscan est utilisée puisqu’elle 
constitue la source de données standard utilisée dans la littérature (voir, par 
exemple, Champagne et Kryzanowski, 2007 ou Mullineaux, Harjoto et Yi, 2006). 
Nous concentrons notre étude sur la période de 2008 à 2012. Cette période permet 
l’inclusion de la crise financière de 2008-2009 et permet de capter la croissance 
de l’IR. Cette période permet aussi une analyse plus approfondie de l’homophilie 
puisque la formation d’un syndicat de prêts et la création de relations d’affaires est 
un processus qui peut être long et pas nécessairement imbriqué dans une année 
calendaire donnée.  
 Notre échantillon est construit sur deux volets : i) au niveau des prêts et ii) 
au niveau des acteurs du réseau. Premièrement, au niveau des prêts, puisque 
nous souhaitons étudier les relations d’affaires créées par la participation à des 
syndicats de prêts, nous éliminons de notre échantillon les prêts bilatéraux qui 
n’incluent qu’un seul prêteur. Ce filtre assure que la structure en réseau soit 
respectée au niveau individuel et global. De plus, il assure que l’importance des 
acteurs lors de l’analyse de la centralité soit liée à la centralité dans le réseau des 
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liens d’affaires et non basée sur le montant de financement octroyé pendant une 
année donnée. Nous éliminons aussi de notre échantillon les prêts syndiqués 
ayant une valeur inférieure à 500 000 USD afin de minimiser le risque d’erreur. 
Bien que les tableaux 1 et 2 ne représentent pas le réseau final des prêts 
syndiqués utilisé dans notre étude, ils permettent de mieux comprendre la 
distribution des acteurs du réseau et des prêts qui constituent la base de notre 
étude. Le Panel A du tableau 1 présente les statistiques descriptives sur les prêts 
syndiqués pour chacune des 5 années de la période étudiée. On peut voir le 
nombre total de prêts, le volume total ainsi que la valeur moyenne et l’écart-type 
par prêt. Les Panels B et C présentent les distributions des valeurs des prêts pour 
l’ensemble des 5 années ainsi qu’annuellement, respectivement.  
[Insérer le tableau 1 ici] 
 
Deuxièmement, au niveau des acteurs dans le réseau, le tableau 2 présente les 
statistiques sur les prêteurs pour les différents prêts qui composent la base de 
notre étude. Contrairement aux statistiques portant sur la valeur des prêts, on 
observe que le nombre de prêteurs moyen et l’écart-type sont plus stables dans le 
temps. Les panels B et C présentent la distribution des prêteurs pour l’ensemble 
des 5 années ainsi qu’annuellement, respectivement. 
[Insérer le tableau 2 ici] 
 
 Au niveau des acteurs dans le réseau, nous regroupons d’abord les 
différentes compagnies ou institutions financière qui sont légalement liées. À cet 
effet, nous considérons les acteurs au niveau de la société-mère telle qu’identifiée 
dans DealScan. Nous jumelons ensuite les entreprises identifiées dans DealScan 
avec les entreprises identifiées dans Compustat à l’aide du fichier fourni par Chava 
et Roberts (2008) et à l’aide d’une conciliation algorithmique et manuelle afin 
d’obtenir l’information comptable et financière des acteurs15. Finalement, nous 
                                                          
15 Notre conciliation manuelle a permis d’ajouter plus de 2000 entreprises à la base de données mise en 
place par Chava et Roberts (2008). 
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jumelons aussi (manuellement et par conciliation algorithmique) les acteurs du 
réseau avec les entreprises identifiées dans les bases de données Bloomberg et 
MSCI IVA ESG Manager afin d’obtenir l’information corporative (i.e. les attributs) 
nécessaire à notre analyse. D’autres données et variables ont été sélectionnées 
sur le site de la Banque Mondiale.  
5.  Méthodologie 
Ce mémoire porte sur l’utilisation des outils de l’analyse des réseaux afin 
de mieux comprendre les facteurs importants dans la création de relations 
d’affaires. Les concepts de base liés à la théorie des réseaux ne sont pas abordés 
et le lecteur est dirigé vers l’ouvrage de Jackson (2008) pour une compréhension 
approfondie. La méthodologie développé dans ce mémoire est construite autour 
de deux axes importants. Le premier axe est la construction des réseaux 
d’interrelations entre les acteurs dans le marché des prêts syndiqués. Le deuxième 
axe qui sera discuté plus en profondeur provient de la création des régressions qui 
serviront à valider les hypothèses soumisent 
5.1. La construction du réseau 
Le réseau international des prêts syndiqués peut être observé et analysé 
de plusieurs façons selon la sélection des acteurs dans le réseau, la définition des 
liens, la direction des liens, la pondération des liens, etc. Dans notre cas, puisqu’il 
s’agit d’une première étude sur l’homophilie dans le réseau des prêts syndiqués, 
nous avons choisi de considérer tous les participants au marché comme acteurs 
du réseau, autant les emprunteurs que les prêteurs. De plus, pour les prêteurs, 
nous distinguons les prêteurs Leads des prêteurs participants puisque les liens 
peuvent différer. Deux acteurs du réseau sont liés lorsqu’ils sont impliqués dans 
une même transaction de prêt syndiqué. La présence d’un lien entre deux acteurs 
indique donc qu’il y a eu au moins un prêt impliquant les deux acteurs au cours 
d’une période donnée.16     
                                                          
16 L’auto-sélection (par exemple un prêteur qui prête à sa filiale) n’est pas considérée afin de réduire 
l’apparence d’homophilie qui pourrait être causée par un lien de propriété plutôt que par un choix 
stratégique. 
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Après avoir construit les réseaux et enlevés les entreprises pour lesquelles 
nous n’avons pas toute l’information nécessaire, le nombre d’acteurs total dans le 
réseau varie entre 484 et 1040 selon l’année considérée. Le tableau 3 présente le 
nombre final d’acteurs dans le réseau, selon le rôle joué. 
[Insérer le tableau 3 ici] 
 
En termes de direction des liens, nous considérons le marché des prêts 
syndiqués selon une approche « Top-Down ». Le réseau Top-Down, qui est le 
réseau le plus souvent représenté dans la littérature, est supposé être celui qui 
prédomine lorsque les institutions prêteuses sont à la recherche d’investissements 
et sont disposées à offrir du capital. Dans ce contexte on suppose que ce sont les 
emprunteurs qui choisissent les prêteurs Leads, qui inviteront ensuite d’autres 
prêteurs à participer au syndicat. Le réseau est donc composé des trois types de 
relations dirigées suivantes17: 
1) Relation entre l’emprunteur et le(s) prêteur(s) Lead :  
B-L : Emprunteur → Lead 
2) Relation entre les prêteurs Lead (s’il y a plus d’un prêteur Lead dans le 
syndicat) : 
L-L : Lead → Lead  
3) Relation entre le(s) prêteur(s) lead et les prêteurs participants : 
L-P : Lead → Participants  
  
5.1.1 Analyse du réseau 
L’analyse des statistiques descriptives dans un contexte d’analyse de 
réseau désigne notamment l’estimation de mesures de dégrées, de centralité et 
                                                          
17 Nous ne considérons pas les liens entre prêteurs participants d’un même syndicat car les échanges ou 
communications entre ces acteurs sont presque inexistantes. Les liens entre les prêteurs participants sont 
purement contractuels.  
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de densité.18  Le tableau 4 présente les statistiques descriptives de base du réseau 
global. Nous pouvons voir que le degré moyen est typiquement faible et que le 
réseau est relativement rapproché sans avoir une trop grande densité. Rappelons 
que nos réseaux sont dirigés, ce qui cause une certaine difficulté devant 
l’interprétation du coefficient de densité générale. 
[Insérer le tableau 4 ici] 
 
 Afin de mieux comprendre le type de liens dans notre réseau, nous 
analysons la distribution des degrés plus en profondeur.  Par exemple, l’analyse 
de la distribution des degrés nous permet de déterminer si la création de liens 
entre les acteurs du réseau est aléatoire ou si elle suit une certaine distribution. 
Par exemple, l’observation d’une distribution en puissance peut illustrer 
l’importance de certains joueurs et, possiblement, l’importance de certaines 
caractéristiques précises aidant à la création de liens avec d’autres partenaires dû 
à une corrélation des actions des joueurs dans un même réseau (Easley et 
Kleinberg, 2010). Si, au contraire, la distribution des degrés est aléatoire, on peut 
alors conclure que la création de liens d’affaires n’est pas un processus 
stratégique.  
La figure 8 présente la distribution des degrés pour l’année 2012 pour les 
trois types de pondération considérés. Dans la portion de droite, il est aussi 
possible de voir plus précisément la queue (dernier 90%) des distributions. À partir 
des figures, nous observons la forme particulière associée aux distributions en 
puissance. Cependant des tests plus formels doivent être faits afin de s’en assurer. 
[Insérer la figure 8 ici] 
 
Les distributions à échelle invariantes générées par les distributions en 
puissance sont issues des travaux de Barabasi et Albert (2002). Pour tester cette 
distribution deux étapes sont nécessaires. D’abord, une régression est conduite 
                                                          
18 Les statistiques de réseau sont estimées à l’aide de la librairie NetworkX dans Python. 
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sur la distribution sous l’échelle Log-Log. Cette régression de puissance permet 
l’extraction de 2 paramètres : l’Alpha et le X_min. L’Alpha traduit le rapport des 
probabilités d’occurrence de certaines observations de degrés dans la distribution 
tandis que le X_min est une indication du début de l’apparition de l’effet 
préférentiel.19 L’Alpha est donc en quelque sorte le niveau de l’effet préférentiel. 
De plus, dans un réseau pondéré en dollars de transactions, le X_min indique le 
niveau minimal de proximité en dollar entre deux entreprises au-delà duquel la 
distribution en puissance s’observe.  
La figure 9 présente les résultats de l’application du modèle pour 2012 pour 
les trois types de pondération. Ces graphiques sont des représentations 
probabilisées en mode Log-Log. On observe que pour les figures associées aux 
in-degrees pour les données réelles (en rouge), les distributions sont beaucoup 
plus courtes puisqu’il y a moins de prêteurs que d’emprunteurs dans le réseau. 
Pour toutes les figures, il est possible de voir, de par leur proximité avec les 
distributions théoriques, que les distributions en puissance sont généralement 
respectées et offrent une modélisation adéquate. 
[Insérer la figure 9 ici] 
 
Les tests de régressions de modélisation des lois en puissance ont été 
effectué pour chacune des pondérations et pour chacune des 5 années à l’étude. 
À partir de la figure 10 on peut voir l’évolution des paramètres Alpha et X_min pour 
les différentes distributions et pondérations. Les graphiques montrent que les 
Alpha des distributions sont généralement entre 2 et 4, ce qui est attendu. En effet, 
Clauset et al. (2009) démontrent que la plupart des distributions en puissance ont 
ce type de comportement soit des alphas entre 2 et 3. 
[Insérer la figure 10 ici] 
 
                                                          
19 Le Alpha et le X_min sont estimés à l’aide de la librairie Power-Law de Alstott et al. (2014) dans Python. 
Cette librairie est aussi utilisée par Zhao et al. (2015) et Lischke et al. (2016). 
83 
 
Afin de tester si les queues des distributions obtenues suivent bien les 
distributions en échelles invariantes, les tests de justesse de la mesure sont 
effectués suivant la méthodologie développée par Clauset et al. (2009) et 
subséquemment utilisée par Alstott et al. (2014). Dans cette méthodologie, une 
distribution théorique est créée afin de la comparer avec un échantillon de notre 
distribution réelle. Ainsi, 2000 comparaisons sont effectuées en changeant 
l’échantillon aléatoirement afin de déterminer si la distribution réelle correspond 
bien à une distribution en puissance à l’aide de la mesure de distance de 
Kolmogorov-Smirnov (ci-après « KS »).20 La procédure est fortement semblable à 
l’étude des distributions de KS avec la méthodologie du Bootstrapping. 
Finalement, comme les précédents auteurs le mentionnent, il est important 
de tester la validité de cette distribution en puissance en la confrontant à une 
différente distribution théorique. La figure 11 présente les résultats de l’évolution 
des statistiques de KS entre 2008 et 2013. Le test KS détermine la similarité entre 
deux distributions selon la distance entre certains paramètres statistiques. Pour 
faire les tests de KS, 2000 simulations ont été effectuées afin de prendre 
différentes distributions théoriques et différentes portions de notre distribution 
réelle en considération. Puis, pour chacune des simulations, une statistique de KS 
est obtenue et indique si cette simulation pourrait provenir de la distribution 
théorique. Finalement, la proportion des KS indiquant que la distribution provient 
effectivement d’une distribution théorique est comptabilisée afin d’avoir une 
statistique finale par années et par type de pondération. 
[Insérer la figure 11 ici] 
 
 Bien que certaines distributions pour certains types de pondération dans 
un nombre restreint d’années soient au-dessous de la barre d’acceptation du 90%, 
                                                          
20 Jackson et Rogers (2007) expliquent que l’estimation d’un modèle sur une distribution en puissance 
devrait aussi considérer un modèle hybride incluant un échantillon tiré d’une distribution aléatoire. Dans le 
cadre de notre étude, puisque l’identification de la distribution est secondaire et n’a aucun impact sur le 
test de nos hypothèses, nous avons choisi de ne pas inclure un modèle hybride.   
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il est possible d’affirmer que les distributions des degrés associées au marché des 
prêts syndiqués international démontre un effet d’attachement préférentiel.  
 
5.2. Les régressions 
 Afin d’étudier les facteurs ayant un rôle dans la création de relations 
d’affaires dans le marché des prêts en syndication, nous utilisons les régressions 
MRQAP afin de considérer implicitement l’interdépendance entre les différents 
acteurs du réseau. Si l’on suppose que les différents acteurs dans le réseau 
s’influencent mutuellement par leurs décisions et leurs agissements, il devient 
important d’intégrer cette interdépendance dans notre modèle. 
Bien que plusieurs modèles permettent d’expliquer les relations dyadiques 
entre les acteurs d’un réseau (par exemple les modèles MRQAP, ERGM, SERGM, 
SUGM et par Bloc), certains sont limités au niveau de la flexibilité ou des 
contraintes d’interdépendance. Par exemple, le modèle par Bloc n’ajuste pas pour 
l’interdépendance des acteurs dans le réseau. Aussi, puisque nous nous 
concentrons sur les attributs des acteurs du réseau (par exemple, leur RSE, leur 
taille, etc.) plutôt que sur les attributs structurels du réseau (par exemple la 
triangulation et la densité), les modèles ERGM et par Bloc sont déconseillés. En 
effet, ces deux modèles sont habituellement utilisés pour déterminer la probabilité 
d’occurrence d’une certaine structure de réseau donné et non pour étudier 
l’importance des attributs des acteurs. 
 Nous utilisons donc plutôt les régressions MRQAP avec les techniques de 
Double Semi-Partiallization (DSP) de Dekker et al. (2007) afin de déterminer quels 
facteurs influencent le niveau d’interrelation entre les participants dans le réseau 
des prêts syndiqués. Farine et Whitehead (2015) et Lazer et al. (2008) utilisent des 
régressions similaires. L’utilisation de la technique DSP de Dekker et al. (2007) est 
importante car elle a été démontrée comme étant la plus efficace dans un contexte 
où la colinéarité entre les variables est présente.  
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5.2.1 Définition des matrices d’adjacence 
Dans les régressions MRQAP, les variables dépendantes et indépendantes 
sont des matrices d’adjacence N x N, où N représente le nombre d’acteurs dans 
le réseau. Les valeurs des matrices d’adjacence dépendent de la direction et de 
la pondération des liens dans le réseau. Nous considérons trois matrices 
d’adjacence différentes: 1) réseau dirigé et pondéré par la fréquence des liens, 2) 
réseau dirigé et pondéré par le poids en dollars des liens, 3) réseau dirigé et 
pondéré à la fois par la fréquence et le poids des liens.  L’importance de considérer 
plusieurs types de pondérations dans l’étude d’un réseau est discutée par Opsahl 
et al. (2010).  
Les matrices d’adjacence sont composées des liens, pondérés ou non, entre 
les acteurs i et j. Les trois matrices d’adjacence sont définies ainsi selon le type de 
réseau dirigé considéré: 
1- Réseau dirigé et pondéré par la fréquence des liens entre i et j (DW_freq):  
Le réseau DW_freq intègre une mesure de l’ampleur ou de l’intensité de la 
relation d’affaires entre deux acteurs en considérant le nombre de fois (la 
fréquence) où deux acteurs ont participé aux mêmes prêts syndiqués lors 
d’une année calendaire donnée. La matrice d’adjacence est donc obtenue 
ainsi : 
𝐴𝐷𝑊𝐹𝑟𝑒𝑞−𝑖𝑗
𝑦 =  ∑ ∑ 1𝑖𝑗
𝑘,𝑟,𝑌
∀𝑟∈ 𝑅∀𝑘∈ 𝑌
 
Où 1𝑖𝑗
𝑘,𝑟,𝑌 = 0 ou 1 si les acteurs i et j sont impliqués dans le prêt k durant 
l’année Y. Puisque l’auto-sélection n’est pas considérée, alors 1𝑖𝑗
𝑘,𝑟,𝑌 =
0 𝑠𝑖 𝑖 = 𝑗. 
 
 
2- Réseau dirigé pondéré par la valeur des liens (DW_amt) : 
Le réseau DW_amt intègre une mesure de la valeur des liens entre les 
acteurs i et j. Pour ce faire, nous créons une mesure représentant une 
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fonction gravitationnelle entre les deux acteurs basés sur trois facteurs qui 
quantifient la connexion entre les deux acteurs: 
i) La valeur du prêt : logiquement, plus la valeur du prêt est élevée, 
plus la transaction nécessite davantage de collaboration ou de 
communication et, donc, d’une relation plus étroite entre les 
acteurs du réseau, toutes choses étant égales par ailleurs. Nous 
considérons donc la valeur du prêt dans le calcul de la pondération 
des liens. 
ii) Le nombre de prêteurs associés à chaque rôle: le nombre de 
prêteurs associés à chaque rôle (Lead ou participant) est un 
déterminant de l’intensité de la relation entre les acteurs. Par 
exemple, il est logique de penser que la relation emprunteur – 
Lead (B-L) est plus intense lorsqu’il n’y a qu’un seul Lead que 
lorsqu’il y a plusieurs Leads, toutes choses étant égales par 
ailleurs.  De la même manière, l’intensité de la relation Lead - 
participant (L-P) dépend du nombre de Leads et du nombre de 
participants. Nous considérons donc le nombre de prêteurs dans 
le prêt k, 𝑁𝐵_𝑃𝑅𝐸𝑇𝐸𝑈𝑅𝑆𝑘, dans le calcul de la pondération des liens. 
Spécifiquement, selon le type de relation considéré,  
𝑁𝐵_𝑃𝑅𝐸𝑇𝐸𝑈𝑅𝑆𝑘  est estimé de la manière suivante: 
 
 
 
 
Où NB_Leadsk est le nombre de leads associés au prêt k et 
NB_Participantsk est le nombre de participants associés au prêt k. 
iii) Le type de relation entre les acteurs pour un prêt k donné : 
logiquement, à cause de la fréquence et l’importance de la 
Type de relation Nombre de prêteurs 
B-L ou L-B 𝑁𝐵_𝐿𝑒𝑎𝑑𝑠𝑘   
L-P ou P-L 𝑁𝐵_𝐿𝑒𝑎𝑑𝑠𝑘  x 𝑁𝐵_𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠𝑘 
L-L 𝑁𝐵_𝐿𝑒𝑎𝑑𝑠𝑘 
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communication entre l’emprunteur et le prêteur lead, la relation 
entre l’emprunteur et le lead (B-L) devrait être plus forte que les 
relations entre les prêteurs (L-L ou L-P).  
iv) Facteur de communication entre les acteurs d’un même rôle: 
Logiquement, les relations lead-lead n’aient pas la même 
importance que les relations emprunteur-lead ou lead-participant. 
Nous appliquons donc un facteur de pondération, ∝, pour les 
relations entre acteurs de même rôle. Plus le réseau est opaque 
et la collaboration entre les acteurs de même rôle est faible, plus 
le facteur est faible. Spécifiquement nous appliquons un facteur 
de 0.75 pour les relations lead-lead :  
 
 
 
 
La matrice d’adjacence est donc obtenue ainsi: 
𝐴DW_Amt− 𝑖𝑗
𝑦 =
[∑ ∑ 1𝑖𝑗
𝑘,𝑟,𝑌 ∗ ∀𝑟∈ 𝑅∀𝑘∈ 𝑌 ∝r∗ 𝐴𝑀𝑇
𝑘,𝑦 ]
𝑁𝐵_𝑃𝑅𝐸𝑇𝐸𝑈𝑅𝑆𝑘,𝑌,𝑟
 
où 𝐴𝑀𝑇𝑘,𝑦 =  𝑀𝑜𝑛𝑡𝑎𝑛𝑡 𝑒𝑛 𝑈𝑆𝐷 𝑑𝑢 𝑝𝑟ê𝑡 𝑘  et ∝r représente le facteur de 
communication entre les acteurs i et j pour le type de relation r (r = BL, LP 
ou LL).  
 
3.  Réseau dirigé et pondéré par la fréquence et la valeur des liens (DW_mixed) : 
En nous basant sur la littérature sur les réseaux (voir, par exemple, Opsahl 
et al., 2010), nous créons une pondération hybride qui considère à la fois la 
pondération par fréquence et celle par valeur afin d’ajouter un niveau de 
profondeur à l’analyse du réseau. La matrice d’adjacence est donc obtenue 
ainsi :  
∝BL= 1: relation directe 
∝LP = 1: relation directe 
∝LL = 0.75: pas de relation monétaire, mais forte 
coopération 
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𝐴DWMixed− 𝑖𝑗= 
𝑦 [
𝐴DW_Freq− 𝑖𝑗
𝑦
𝐴DW_Freq− 𝑡𝑜𝑡𝑎𝑙
𝑦 ]
𝜃
∗  [
𝐴DW_Amt− 𝑖𝑗
𝑦
𝐴DW_Amt− 𝑡𝑜𝑡𝑎𝑙
𝑦 ]
(1−𝜃)
 
où 𝐴DW_Freq− 𝑡𝑜𝑡𝑎𝑙
𝑦
 représente le total des fréquences pour tous les acteurs 
du réseau et  𝐴DW_Amt− 𝑡𝑜𝑡𝑎𝑙
𝑦
 représente le total des valeurs des liens et θ 
représente le poids attribué à la pondération par fréquence (1-θ représente 
donc le poids attribué à la pondération par dollars) que nous fixons à 50%. 
Les variables 𝐴DW_Freq− 𝑡𝑜𝑡𝑎𝑙
𝑦
 et 𝐴DW_Amt− 𝑡𝑜𝑡𝑎𝑙
𝑦
 sont estimées comme suit : 
𝐴DW_Freq− 𝑡𝑜𝑡𝑎𝑙
𝑦 =  ∑ ∑ ∑ ∑ 1𝑖𝑗
𝑘,𝑟,𝑌
∀𝑟∈ 𝑅∀𝑘∈ 𝑌∀𝑗∈ 𝑁∀𝑖∈ 𝑁
 
 
𝐴DW_Amt− 𝑡𝑜𝑡𝑎𝑙
𝑦 =  ∑ ∑
[∑ ∑ 1𝑖𝑗
𝑘,𝑟,𝑌 ∗ ∀𝑟∈ 𝑅∀𝑘∈ 𝑌 ∝r∗  𝐴𝑀𝑇
𝑘,𝑦]
𝑁𝐵_𝑃𝑅𝐸𝑇𝐸𝑈𝑅𝑆𝑘,𝑌,𝑟
∀𝑗∈ 𝑁∀𝑖∈ 𝑁
 
Un exemple de construction de matrices d’adjacence selon les trois types 
de réseau considérés est disponible à l’Annexe I. 
 
5.2.2 Construction des variables indépendantes 
Nous considérons deux types d’attributs pour les acteurs des réseaux: i) 
des attributs statiques dans le temps et ii) des attributs dynamiques dans le temps. 
Les attributs statiques sont des caractéristiques considérées comme étant fixes 
pour les 5 années à l’étude comme la langue, le système juridique, les régions 
géographiques et les coordonnées de géolocalisations de l’entreprise. Les 
attributs dynamiques représentent principalement des caractéristiques financières 
ou extra-financières des acteurs du réseau comme le ROE, le levier ou le score 
ESG de l’entreprise. Chaque attribut (qu’il soit statique ou dynamique) peut être 
considéré individuellement et/ou de manière homophilique via un facteur 
d’homophilie. Une variable individuelle représente donc un attribut spécifique à 
l’acteur i. Dans la matrice de variables indépendantes, ces attributs apparaissent 
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donc sur la diagonale (i vs i). Un facteur d’homophilie représente une variable de 
comparaison ou de différenciation entre deux acteurs du réseau. Dans la matrice 
de variables indépendantes, ces facteurs d’homophilie apparaissent donc ailleurs 
que sur la diagonale (i vs j). Les facteurs d’homophilie sont estimés soit par une 
variable de similarité entre deux acteurs ou soit en prenant la valeur absolue de la 
différence entre l’acteur i et l’acteur j pour un attribut donné. Par exemple, le facteur 
d’homophilie lié la géographie représente la distance en kilomètres entre les deux 
capitales où les entreprises ont leur siège social. Le choix des attributs servant de 
facteurs d’homophilie est basé sur les travaux de Lazer et al. (2008). Nous 
considérons ainsi plusieurs dimensions liées à l’homophilie, comme l’aspect 
informationnel (la langue), l’aspect d’auto-vérification (les variables du système 
juridique) et la balance cognitive (la RSE).  Le tableau 5 décrit les différents 
attributs utilisés dans les régressions.  
[Insérer le tableau 5 ici] 
 
Les variables relationnelles (RELATION et RÉCIPROCITÉ) sont créées à partir 
des données du réseau pour la période allant de 2007 à 2011 en nous inspirant 
de la méthodologie utilisée par Champagnes & Kryzanowski (2007) où l’objectif 
est d’observer l’inverse de la directionalité des relations de l’année précédente. 
 
5.3 Test des hypothèses 1.1 et 1.2 
 Afin de tester les hypothèses 1.1 et 1.2, nous utilisons les régressions 
MRQAP afin de détecter la présence de l’homophilie dans le réseau. 
Spécifiquement, nous estimons le modèle ( eq. 22) qui explique les relations entre 
les acteurs (variable dépendante) à l’aide des attributs homophiliques entre 
acteurs.  
𝐴𝑑𝑗_𝑚𝑎𝑡𝑤
𝑌 = 𝐶𝑤
𝑌 + ∑  𝛾𝑖
𝑌,𝑤 ∗ 𝑉𝑎𝑟_𝛾𝑖
𝑌,𝑤𝑘
𝑖=1     (Éq.22) 
où Y désigne l′année  et W désigne le type de pondération et K est le nombre de 
variables matricielles dans notre 
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modèle
Adjmatw
Y représente la matrice d′ajacence obtenue selon le type de pondération w 
Cw
Y représente la constante de la régression. 
Γi
Y,west le vecteur de coefficients associés aux variables homophiliques  et 
 Varγi
Y,west  le vecteur de variables matricielles homophiliques   
 
Shazi (2015) souligne que les régressions MRQAP mettent l’importance sur 
l’évaluation de la p-value sans égard à la taille du coefficient. Cela implique que 
l’analyse du coefficient doit être faite avec parcimonie puisqu’il ne témoigne pas 
directement de l’impact de la variable indépendante sur la variable dépendante 
mais peut néanmoins indiquer le sens de la relation. 
 
Nous fixons le seuil de significativité à un niveau de 90%. En effet, peu 
d’études statistiques sur les réseaux ont été faites avec autant de nœuds (plus de 
1000 en 2012) et de variables (15 variables) que la nôtre. Pour cette raison, nous 
ne pouvons  effectuer que 500 permutations suivant la méthodologie de DSP dans 
les régressions de MRQAP, ce qui pourrait avoir tendance à augmenter les p-value 
des variables si les permutations sélectionnent aléatoirement des acteurs 
défavorablement.  De plus, puisque nous conservons les nœuds solitaires, cela 
fait diminuer rapidement la significativité des facteurs homophiliques puisque cela 
indique qu’aucune relation n’a été enregistrée et ce même si plusieurs facteurs 
homophiliques sont forts.21 Ainsi, une variable sera considérée comme étant 
significative si sa p-value est inférieure ou égale à 10%. 
Pour l’hypothèse 1.1, les résultats supportent la présence d’homophilie 
dans le marché international des prêts syndiqués pour un attribut donné si cet 
attribut est significatif pour au moins 3 années sur 5. Les variables significatives 
                                                          
21 Un nœud peut être solitaire si l’acteur i est dans notre échantillon mais que tous les acteurs qui y sont 
connectés sont absents de la régression car leurs attributs ne sont pas disponibles. 
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durant les 5 années sont considérées comme étant des variables homophiliques 
fortes. Nous testons l’hypothèse 1.1 pour les trois types de pondération proposés.  
De manière similaire pour l’hypothèse 1.2, nous concluons à l’importance 
des attributs liés à la RSE en tant que facteur d’homophilie, s’ils sont significatifs 
pour une majorité des années à l’étude lors de l’analyse des régressions MRQAP. 
L’hypothèse reliée à la présence de l’homophilie est analysée séparément pour 
les trois types de pondération proposées.  
 
5.7. Test de l’hypothèse 2.1 
 Afin de tester l’hypothèse 2.1, nous utilisons le modèle (eq. 22) ci-dessus 
auquel nous ajoutons les variables liées aux relations passées entre les acteurs 
(RELATION) ainsi que les variables de réciprocité. Une variable indiquant le 
partage d’un rôle similaire majoritaire dans le réseau pour une année précise est 
aussi ajoutée. Le modèle devient donc :  
𝐴𝑑𝑗_𝑚𝑎𝑡𝑤
𝑌 = 𝐶𝑤
𝑌 + ∑  𝛾𝑖
𝑌,𝑤 ∗ 𝑉𝑎𝑟_𝛾𝑖
𝑌,𝑤𝑘
𝑖=1 +  𝜕𝑖
𝑌,𝑤 ∗ 𝐴𝑑𝑗𝑚𝑎𝑡𝑤
𝑌−1 + ∝𝑖
𝑌,𝑤∗ [𝐴𝑑𝑗𝑚𝑎𝑡𝑤
𝑌−1]
′
 
(Éq.23) 
Où  𝐴𝑑𝑗𝑚𝑎𝑡𝑤
𝑌−1
 = matrice d’adjacence de pondération w pour l’an y-1, qui 
représente la variable RELATION 
[𝐴𝑑𝑗𝑚𝑎𝑡𝑤
𝑌−1]
′
 = matrice d’adjacence de pondération w pour l’an Y-1 transposée afin 
de refléter les transactions reçues à la période Y-1 et qui représente la variable 
RÉCIPROCITÉ. 
 Nous concluons à la significativité d’un attribut si celui-ci obtient une p-value 
significative pour au moins 3 des 5 années de l’échantillon et que le modèle (23) 
obtient un R2 ajusté important pour un modèle d’analyse statistique en réseaux.  
Le programme UCINET (Borgatti, 2013 et Prell, 2012) est utilisé afin de faire 
les analyses par régressions MRAQP (Everton, 2012). Le langage de 
programmation Python est utilisé pour faire l’analyse par l’entremise des librairies 
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NetworkX (Hagberg et al., 2008) et Power_Law (Clauset et al., 2009). Pour la 
visualisation des réseaux et des liens, le programme Gephi est utilisé. 
 
6. Analyse des résultats 
 
L’analyse des résultats se fera en deux étapes. En premier lieu, il sera possible de 
faire l’étude des résultats entourant les corrélations entre les variables (section 
6.1). En second lieu, les résultats des régressions permettront de répondre au 
différentes hypothèses mises en place dans les sections précédentes (section 
6.2). 
 
6.1 Corrélation entre les variables  
 
L’approche de permutation développée par Dekker et al. (2009) afin d’avoir 
un meilleur contrôle sur la multi-colinéarité entre les différentes variables est un 
facteur important dans la réduction des erreurs potentielles liées aux régressions 
MRQAP. Nous examinons donc d’abord la corrélation entre les variables 
matricielles afin de mieux comprendre les interrelations entre les différentes 
matrices. Les matrices de corrélations, comme plusieurs statistiques portant sur 
les réseaux, comportent un aspect lié à la statistique (corrélation) ainsi qu’un 
aspect lié à la significativité de cette statistique par l’entremise de la P-Value.  
La corrélation de Pearson est estimée entre toutes les variables 
indépendantes individuelles pour chaque acteur, et ce, pour chaque période à 
l’étude afin de déterminer si des problèmes de multi-colinéarité sont présents.  Une 
procédure appelée QAP corrélation est exécutée. Le tableau 6 illustre un exemple 
portant sur l’analyse des corrélations entre les différentes variables pour l’année 
2012 
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Le tableau 6 présente la corrélation entre les matrices d’adjacence 
(variables indépendantes) et attributs (variables indépendantes) pour l’année 
2009, tel qu’estimée par le logiciel UCINET.  
[Insérer le tableau 6 ici] 
 
 Ainsi, à titre d’exemple, l’on constate une corrélation de 0.376 entre la 
variable dépendante pondérée par la proximité en dollar (variable #2) et celle 
pondérée par la fréquence (variable #1) dans le tableau du haut.  Dans ce cas, 
nous pouvons voir que la p-value associée à cette corrélation est de 0.005. Cette 
p-value implique que la corrélation ne se retrouve par hasard que dans 0.5% des 
cas et peut donc être attribuable à la structure dans les données. Une corrélation 
positive indique donc qu’une augmentation de la fréquence des relations est aussi 
synchronisé avec une augmentation en termes de proximité en dollar. Cette 
observation n’est pas quelque chose d’inattendu puisqu’il est logique qu’une 
augmentation de la fréquence des relations augmente aussi la somme des 
transactions entre les deux acteurs. 
Les corrélations entre les matrices d’adjacence (variables #1, 2 et 3) et les attributs 
sont particulièrement intéressants car elles offrent un aperçu d’un potentiel lien de 
causalité qui sera mis de l’avant avec les régressions de la section suivante.  
Dans la figure 14, nous pouvons voir une évolution de cette corrélation par 
l’entremise de l’utilisation de HeatMap pour les p-values ainsi que pour le niveau 
des corrélations. 
[Insérer la figure 14 ici] 
 
La figure 14 présente l’évolution des corrélations et des p-values entre 2008 et 
2012. On observe que, bien que certaines variables démontrent des p-values 
supérieures à 5%, on peut voir que la fréquence des dépassements est 
généralement très faible. La visualisation de ces statistiques ne nous permet pas 
d’énoncer un lien de causalité ou d’énoncer un lien fort entre les variables, 
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cependant les corrélations peuvent toutefois nous permettent de conclure à la 
présence d’une certaine structure dans les données. Malgré un bon niveau de 
significativité généralement observé par l’entremise des p-values, le niveau des 
corrélations demeure cependant relativement bas, souvent inférieur à 1%, 
témoignant en quelque sorte de la complexité des réseaux et de leur structure. Il 
est aussi intéressant d’observer la similarité entre les corrélations des différentes 
variables à travers les années, qui amène une certaine validation de la relation 
attendue entre les variables. Le niveau des corrélations indique aussi un potentiel 
problème de multicollinéarité et supporte la nécessité d’utiliser les régressions 
MRQAP avec la méthodologie développée par Dekker et al. (2009) qui permet une 
meilleure estimation des paramètres lorsque les variables sont corrélées entres-
elles. 
 
6.2 Résultats des régressions MRQAP 
 
Les résultats des régressions MRQAP exigent aussi une analyse en deux 
étapes. Bien que les coefficients, standardisés ou non, indiquent l’impact de la 
variable sur l’intensité de la relation entre les acteurs et leur similarité par rapport 
à certains attributs (les facteurs d’homophilie), il est important d’observer la p-value 
associée afin d’avoir une indication de la significativité du coefficient. Tout comme 
dans le cas de l’analyse de la corrélation, le nombre de permutation a été limité 
entre 200 et 500 dépendamment de la complexité computationnelle. Bien que ce 
nombre soit relativement petit comparativement à certaines études empiriques qui 
peuvent utiliser jusqu’à 5000 permutations, la taille de notre réseau ne nous 
permet pas de le faire avec les ressources computationnelles actuelles. Par 
exemple, compte tenu du nombre élevé d’acteurs et de variables, l’estimation du 
modèle (eq. 22) avec une régression MRQAP pour l’année 2012 implique plus de 
1 millions d’observations à permuter. Néanmoins, compte tenu que l’augmentation 
des permutations a comme principal objectif d’améliorer la précision, nous jugeons 
200 permutations comme étant suffisant dans notre contexte. Notons qu’aucun 
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nombre de permutations (relatif ou absolu) minimal n’est proposé dans la 
littérature.  
 
6.2.1 Tests des hypothèses 1.1 et 1.2 
Le tableau 7 présente les résultats obtenus pour la régression MRQAP du modèle 
(22) pour l’année 2012 pour le réseau pondéré par la proximité en dollars. La 
sélection de cette période est simplement à titre d’exemple afin de guider le lecteur 
dans l’analyse des résultats des régressions MRQAP.  
On constate d’abord que le modèle a une prédictibilité (R2) de 0.676%, ce qui est 
très faible et témoigne de la difficulté de prévoir la force des relations entre les 
joueurs du réseau élargie des prêteurs syndiqué tel que nous l’avons spécifié. 
Parmi les facteurs qui pourraient expliquer les faibles R2 il est possible de 
mentionner la grande difficulté de modéliser des réseaux aussi peu denses. Il est 
aussi normale d’avoir de faible résultats lorsque les réseaux sont directionnels en 
plus d’être numériquement invariables. 
 Puisque notre objectif est d’identifier les variables ayant un impact sur le choix de 
relations par les différentes entreprises du réseau, les résultats demeurent 
néanmoins pertinents. Une p-value élevée (non-significative) signifie que le lien 
entre les 2 variables est davantage causé par l’aspect aléatoire que par choix.  
Rappelons Shazi (2015) qui soulignait que l’importance dans l’analyse des 
résultats des régressions MRQAP est sur l’évaluation de la p-value sans égard à 
la taille du coefficient.  
[Insérer le tableau 7 ici] 
 
 Lorsque l’on s’attarde aux variables significatives, l’on constate que 10 des 
15 attributs ont un impact sur les relations (pondérées en dollars) du réseau. Par 
exemple, la variable GEO (variable #3), qui mesure la distance entre les pays 
d’origine des deux entreprises, obtient un coefficient positif, c’est-à-dire que les 
relations s’intensifient avec la distance entre deux acteurs. Cela peut indiquer une 
volonté de diversification géographique au niveau des portefeuilles de prêts ou au 
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niveau des relations d’affaires.  La variable LANGUE, obtient un coefficient négatif, 
indiquant que les entreprises tendent à s’allier avec des partenaires qui partagent 
une langue différente.  Ce coefficient peut donc illustrer la tendance des 
entreprises à s’allier avec d’autres ayant un langage différent ce qui pourrait aussi 
expliquer l’importance de la présence internationale des syndicats de prêts. 
 Au niveau de l’importance de la similarité en termes de performance extra-
financière, on peut noter que deux des trois variables liées à la RSE sont 
significatives. Spécifiquement, le facteur RSE-ENV et RSE-SOCIAL sont 
positivement  et négativement liés au poids des relations entre les acteurs du 
réseau.  
Le tableau 8 présente le sommaire des résultats pour les régressions 
MRQAP effectuées pour les cinq années à l’étude et pour les trois types de 
réseaux pondérés qui ont été considérés.  Dans ce tableau, il est possible de voir 
les coefficients pour chacune des régressions en plus d’avoir l’indication de 
couleur verte pour les variables qui sont significatives pour 3 ans et plus. 
Pour les trois types de réseaux, l’on constate que la majorité des variables 
sont significatives, ce qui supporte l’hypothèse 1.1 selon laquelle les facteurs 
d’homophilie ont un impact sur les liens du réseau. Les résultats diffèrent 
légèrement selon le type de pondération utilisé, mais on remarque que les 
variables INCOME-GROUP, LÉGAL, LANGUE, RÉGION, ROA et RSE-SOCIAL 
sont significatives au moins 3 années sur 5 pour les trois réseaux. Globalement, 
nous pouvons dire que la pondération par fréquence démontre de la stabilité de la 
significativité des variables en plus de souligner qu’une grande portion des 
variables sont significative pour les périodes sélectionnées.  
La différence au niveau des coefficients et des p-values obtenue entre les 
résultats des différents types de pondération peut être causé par des biais ou des 
erreurs dans la base de données de DealScan quant à la nature de la valeur des 
facilités ou dû à l’utilisation du programme UCINET qui connait certaines difficultés 
avec les données décimales et les grandes matrices de relations très éclatées. Il 
est aussi possibles de voir un tableau démontrant les P-Values pour les différentes 
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régressions pour chacune des variables à l’étude. 
[Insérer le tableau 8 ici] 
 
Les variables RÉGION et Income_group,  sont significatives pour les 5 
années et pour les 3 types de réseau. Parmi les variables majoritairement 
significatives (i.e. au moins 3 années sur 5), nos résultats corroborent un certain 
nombre de résultats attendus et généralement observés dans la littérature. Les 
variables Income Group qui est un estimateur du développement économique, 
Legal_system et Region ont des coefficients positifs. Ainsi, des compagnies qui 
partagent le même statut financier, qui partagent plusieurs systèmes légaux et qui 
sont dans une même région géographique ont plus tendance à être connectées. Il 
est possible d’observer des résultats similaires dans les études de Champagne et 
Krysanowski (2009) ainsi que dans celle de Sufi (2007) 
Au niveau de l’impact de la performance extra-financière sur les relations 
entre acteurs, on observe que, seule la performance extra-financière de la 
dimension sociale (RSE-SOCIAL) est significative dans les trois types de réseaux 
utilisés. Le coefficient négatif indique que plus les entreprises sont similaires en 
termes de performance sociale, plus elles sont connectées. Les entreprises 
semblent donc avoir une préférence pour s’allier avec d’autres entreprises qui 
partagent des valeurs similaires.  
 
[Insérer le tableau 10 ici] 
 
La variable associée à la dimension environnementale (RSE-ENV) est 
associée à un coefficient positif pour deux des trois types de réseaux.  Ce résultat 
plutôt surprenant indique peut-être une volonté d’équilibrer les portefeuilles 
d’investissement en termes de performance environnementale.  
Dans la figure 13 ci-dessous, on peut voir le même réseau (2012 pondéré 
par la fréquence) pour lequel les couleurs servent à indiquer les forces et 
faiblesses dans avec le décile de la variable relative du score attribué à la variable 
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sociale de la performance extra-financière. Dans le graphique, les différentes 
couleurs représentent les groupes auquel les entreprises sont rattachées en se 
basant sur la force de leurs scores. Ainsi, les entreprises sont regroupées en décile 
de 0 à 9 où le décile 0 regroupe la tranche des entreprises qui ont le meilleur score 
extra-financier social relatif à leurs industries. 
[Insérer la figure 13 ici] 
 
Parmi les variables ayant un comportement inattendu, on peut nommer la 
variable liée aux langages. En effet, les coefficients sont principalement négatifs 
pour la variable de la langue, ce qui explique que partager un ou plusieurs 
langages influence négativement la proximité en dollar ainsi que la fréquence des 
relations. Une autre surprise provient du coefficient majoritairement positif de la 
variable décrivant la distance entre les capitales des pays. Malgré que ces 
résultats semblent être opposés à ceux obtenus précédemment dans la littérature 
(Champagne et Krysanowski, 2009) on peut voir dans les graphiques ci-dessous 
l’importance des transactions en proximité en dollar et en fréquence entre les 
États-Unis et le Japon, les deux puissances de notre réseau actuel. 
La figure 12 offre une représentation visuelle du graphique pondéré en 
fréquence pour l’année 2012 lorsque les acteurs sont identifiés avec une couleur 
différente selon leur pays d’origine. Bien que l’on pourrait souligner l’apparence 
d’homophilie dû au rassemblement visuel des couleurs des joueurs dans le 
graphique ci-dessous, rappelons que la variable PAYS qui était significative en 
2012 affichait cependant un coefficient avoisinant les 0. Bien que le coefficient soit 
légèrement négatif et témoigne possiblement la présence d’une préférence pour 
la formation de liens d’affaires à l’internationale plusieurs autre facteurs pourraient  
[Insérer la figure 12 ici] 
 
6.2.2 Test de l’hypothèse 2.1  
 Tel que discuté précédemment, le test de l’hypothèse 2.1 nécessite 
l’estimation du modèle (eq. 23), qui inclut trois nouvelles variables :  Le tableau 9 
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présente les résultats du test de notre hypothèse de recherche 2.1. 
[Insérer le tableau 9 ici] 
 
On peut voir que les deux variables relationnelles, RELATION et 
RÉCIPROCITÉ sont significatives (à un seul de 1%) pour les trois types de 
réseaux, ce qui indique l’importance des relations passées pour expliquer les liens 
du réseau. Ainsi la force de la relation entre deux acteurs pour une année donnée 
est fortement impactée par la force de la relation pour l’année précédente ainsi 
que par l’intensité de la relation inverse. En d’autres mots, la significativité de la 
variable RÉCIPROCITÉ illustre, tout comme dans l’étude de Champagne et 
Kryzanowski (2007), qu’il existe un certain retour d’ascenseur dans le domaine 
bancaire qui se traduit par des invitations mutuelles dans les syndicats. 
 On peut y voir qu’à l’exception d’une variable pour une année précise, tous 
les coefficients sont positifs. Cette relation était anticipée puisque la force d’une 
relation, direct ou de réciprocité devrait positivement affecter la force de la relation 
On constate que les R2 ajustés varient entre 39% et 42%, entre 85% et 94% 
et entre 15% et 30% pour les modèles pour la pondération en proximité en dollar, 
en fréquence et avec la pondération hybride, respectivement. Ces résultats sont 
très concluants dans le domaine des analyses statistiques par réseau puisqu’un 
R2 ajusté de plus de 40% est relativement rare dépendamment du réseau testé.  
 
6.3 Sommaire des résultats 
 
Sommairement, il est possible d’affirmer grâce aux tests de régressions 
portant sur les variables homophiliques du modèle (22) que le processus 
décisionnel des acteurs du marché international des prêts syndiqués est affecté 
par un effet de préférence pour certains attributs qui sont similaires aux leurs. 
Particulièrement, il a été possible de démontrer mathématiquement et 
visuellement que les variables de performance extra-financière liées au pilier 
social et au pilier environnemental, lorsque mis en relation avec le score respectif 
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moyen de leurs industries permet de mieux comprendre le choix des acteurs dans 
la décision d’un partenaire d’affaire. 
 Cependant, la présence de la faible significativité de certains facteurs dans 
le modèle de l’équation 22 afin de tester les hypothèses 1.1 et 1.2 peut provenir 
d’une multitude de facteurs. En effet, le premier facteur important est l’utilisation 
du réseau global. Tel que décrit en Annexe 9, le réseau global inclut tous les types 
de relations de type « Top-Down ». Le réseau est donc relativement hétérogène 
dans les rôles et les types de participants. Puisque les rôles de Leaders et de 
Participants sont présumés très différents, le niveau de significativité des 
différents facteurs devrait être affecté. De plus, ces réseaux incluent une grande 
proportion d’emprunteurs ce qui biaise grandement la sélection vers les choix de 
plus petits joueurs qui ne sont possiblement pas aussi logiques, structurés et 
flexible que les grandes institutions financières dans le choix d’un partenaire 
d’affaire. En d’autres mots, nous anticipons que les différentes catégories 
d’acteurs utilisent des processus décisionnels qui leurs sont uniques dans la 
sélection de leurs partenaires d’affaires ce qui devrait teinter l’image globale de la 
significativité des variables homophiliques. 
 Finalement, il est possible de souligner sans équivoque, appuyé par  les 
tests portant sur l’hypothèse 2.1, que les variables reliées à la relation historique, 
tant direct que la relation de réciprocité a un rôle significatif et positif dans le 
pouvoir de prévision de la puissance des relations pour les acteurs dans le marché 
international des prêts syndiqués.  
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7. Conclusion 
Dans ce mémoire, une attention particulière a été portée à l’étude des 
facteurs et des attributs des entreprises qui pourraient avoir un impact quant au 
choix d’un partenaire commercial dans un contexte international de syndication 
de prêts lorsque la force de la relation est mesuré autant sous la forme de la 
fréquence que de l’intensité en dollar. En utilisant les concepts mis de l’avant par 
Rubineau et al. (2008), un choix de variables a été fait afin de maximiser le spectre 
de dimensions pouvant traduire une certaine base d’homophilie. Parmi ce choix, 
et devant une grandissante attention des concepts d’investissement socialement 
responsable, les variables tirées de MSCI IVA ont formé un point central à ce 
mémoire. Ainsi, les variables relatives aux piliers Environnementaux, Sociaux et 
de Gouvernance ont été relativisées par industrie et ont été transformées sous 
forme homophilique.  Finalement, basé sur les travaux de Champagne et 
Kryzanowski (2007), les tests sur la prévision de la force d’une relation entre 2 
acteurs commerciaux ont été fait sur la base de variables relationnelles 
historiques. 
Cette étude a permis de réitérer que certaines variables comme la région, 
la ressemblance économiques, le système légal et le langage ont un impact sur 
le choix d’un partenaire d’affaire, un fait déjà prouvé par la littérature dans le 
domaine de la syndication. De plus, il est important de noter que deux des trois 
variables homophiliques liées à la performance extra-financière sont significatives 
et offrent un coefficient majoritairement négatif traduisant une préférence pour un 
partenaire commercial partageant en quelque sorte notre vision de 
l’investissement responsable. 
Malgré la significativité de plusieurs variables, le sens de variations de ces 
variables est parfois contre intuitif et possiblement biaisé par une multitude de 
facteurs qui sont exogène à l’étude et doit donc être analysé en parcimonie. 
Parmi les facteurs pouvant biaiser le sens de la variation des coefficients 
l’on peut retrouver les problèmes d’accessibilité à une information de qualité. Bien 
que plusieurs études dans le domaine des réseaux utilisent un important nombre 
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d’acteurs, celles-ci s’intéressent principalement aux distributions de degrés, à 
d’autres statistiques plus générales et à la visualisation des graphiques dans un 
but communicatif. Dans ce présent mémoire, les attributs des acteurs et les 
attributs sur les prêts ont été la pierre angulaire afin de construire les facteurs 
homophiliques. Il est parfois impossible de vérifier la validité de certaines variables 
pour certains acteurs alors il devient important d’analyser les résultats avec 
attention et parcimonie. 
Malgré l’ambiguïté des résultats de certains tests, il est cependant très clair 
que le marché démontre une préférence pour les partenaires d’affaires avec qui 
un historique fort est présent ce qui traduit l’existence d’un besoin de s’allier avec 
des partenaires commerciaux que l’on connait et fait confiance. 
Finalement, l’analyse de plusieurs types de pondération a permis de 
visualiser la possibilité d’analyser un réseau sous forme de fréquence, d’intensité 
ou sous une forme hybride.  
Un peu dans le sens de l’effet d’Heisenberg en physique qui explique que 
la simple observation d’un phénomène en changera l’observation en elle-même, 
ce mémoire tente d’observer plusieurs vecteurs pouvant mener à la création d’une 
relation d’affaire en espérant faire avancer la littérature tant dans le domaine de 
la syndication et de l’analyse réseau. Ce mémoire tente aussi de démontrer 
l’importance qu’a le partage de connaissances, de proximité et de valeurs comme 
celles transmise avec les principes de l’investissement responsable dans le choix 
de partenaires commerciaux.  
Comme avenue de recherche éventuelle, il serait intéressant de conduire 
des analyses semblables en ciblant certains types de relations ou certaines zones 
géographiques où la disponibilité et la qualité de l’information pourrait peut-être 
plus élevée et ainsi augmenter le nombre de liens et de nœuds en diminuant le 
spectre total des entreprises dans le réseau. La refonte de ce projet de recherche 
dans un cadre moins rigoureux afin de permettre une meilleur généralisation des 
données serait tout aussi intéressant. Effectivement, dans ce travail de recherche 
l’utilisation de réseaux directionnels et pondérés complique grandement 
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l’obtention de résultats probant au niveau de la puissance des tests. Ainsi, un 
élargissement des structures de création des réseaux pourrait améliorer 
l’applicabilité et la portabilité des résultats. 
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Annexe I - Exemple de construction des matrices d’adjacence selon les trois 
types de réseau considérés  
Supposons deux prêts ayant les caractéristiques suivantes : 
Prêt #1 : prêt de 10M$ à l’emprunteur E1 avec deux leads (L1 et L3) et deux 
participants (P1 et P2). 
Prêt #2 : prêt de 90M$ à l’emprunteur E2 avec trois leads (L1, L2 et L3) et quatre 
participants (P1, P3, P4 et P5). 
Les réseaux d’acteurs liés aux deux prêts sont illustrés ci-dessous. Notons que 
certains acteurs sont communs aux deux prêts.  
 
Réseau associé au prêt #1 : 
 
 
 
Note : les chiffres sur les liens représentent la valeur du lien (voir tableau ci-dessous). 
Pour le prêt #1, on peut identifier huit relations: 
E-L : [E1,L1], [E1,L3] 
L-L : [L1,L3], [L3,L1] 
L-P : [L1,P1], [L1,P2], [L3,P1], [L3,P2]  
Pour chacune des huit relations, le tableau suivant illustre comment est calculée 
la pondération selon le type de réseau (DW_freq, DW_amt ou DW_mixed) :  
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Réseau associé au prêt #2 :  
 
Note : les chiffres sur les liens représentent la valeur du lien (voir tableau ci-dessous). 
Pour le prêt #2, on identifie 21 relations. Pour chacune de ces relations, le tableau 
suivant illustre comment est calculée la pondération selon le type de réseau:  
 
DW_mixed
Type de 
relation Relation Fréquence Pondération NB_Prêteurs α Valeur du lien Pondération Pondération
{E1,L1} 1 1 / 8 = 0.125 2 leads = 2 1 10M$ / 2 = 5M$ 5 / 27,5= 0.18 0.125^0.5 x 0.18^0.5 = 0.15
{E1,L3} 1 1 / 8 = 0.125 2 leads = 2 1 10M$ / 2 = 5M$ 5 / 27,5= 0.18 0.125^0.5 x 0.18^0.5 = 0.15
{L3,L1} 1 1 / 8 = 0.125 2 leads = 2 0,75 10M$ / 2 *0,75 = 3,75M$ 3,75/27,5= 0.136 0.125^0.5 x 0.079^0.5 = 0.13
{L1,L3} 1 1 / 8 = 0.125 2 leads = 2 0,75 10M$ / 2 *0,75 = 3,75M$ 3,75/27,5= 0.136 0.125^0.5 x 0.079^0.5 = 0.13
{L1,P1} 1 1 / 8 = 0.125 2 leads x 2 participants = 4 1 10M$ / 4 = 2.5M$ 2.5 / 27,5 = 0.091 0.125^0.5 x 0.091^0.5 = 0.106
{L1,P2} 1 1 / 8 = 0.125 2 leads x 2 participants = 4 1 10M$ / 4 = 2.5M$ 2.5 / 27,5 = 0.091 0.125^0.5 x 0.091^0.5 = 0.106
{L3,P1} 1 1 / 8 = 0.125 2 leads x 2 participants = 4 1 10M$ / 4 = 2.5M$ 2.5 / 27,5 = 0.091 0.125^0.5 x 0.091^0.5 = 0.106
{L3,P2} 1 1 / 8 = 0.125 2 leads x 2 participants = 4 1 10M$ / 4 = 2.5M$ 2.5 / 27,5 = 0.091 0.125^0.5 x 0.091^0.5 = 0.106
Total 8 100% 27,5 100% 100%
DW_freq DW_amt
E-L
L-L
L-P
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Réseau total incluant les deux prêts :  
 
 
 
 
Note : les chiffres sur les liens représentent la valeur du lien (voir tableau ci-dessous). 
DW_mixed
Type de 
relation Relation Fréquence Pondération α Valeur du lien Pondération Pondération
{E1.L1} 1 1 / 29 = 0.034 1 10M$ / 2 = 5M$ 5 / 275 = 0.018 0.034^0.5 x 0.018^0.5 = 0.0247
{E2.L1} 1 1 / 29 = 0.034 1 90M$ / 3 = 30M$ 30 / 275 = 0,11 0.034^0.5 x 0.11^0.5 = 0.019
{E2.L3} 1 1 / 29 = 0.034 1 90M$ / 3 = 30M$ 30 / 275 = 0,11 0.034^0.5 x 0.11^0.5 = 0.019
{E1.L3} 1 1 / 29 = 0.034 1 10M$ / 2 = 5M$ 5 / 275 = 0.018 0.034^0.5 x 0.018^0.5 = 0.0247
{E2.L2} 1 1 / 29 = 0.034 1 90M$ / 3 = 30M$ 30 / 275 = 0,11 0.034^0.5 x 0.11^0.5 = 0.019
{L1.L2} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L1.L3} 2 2 / 29 = 0.069 0.75 90M$ / 6 x 0.75 + 10M$ / 2 x 0.75 = 15M$ 15/275 = 0,055 0.069^0.5 x 0.077^0.5 = 0.073
{L2.L1} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L2.L3} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L3.L1} 2 2 / 29 = 0.069 0.75 90M$ / 6 x 0.75 + 10M$ / 2 x 0.75 = 15M$ 15/275 = 0,055 0.069^0.5 x 0.077^0.5 = 0.073
{L3.L2} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L1.P1} 2 2 / 29 = 0.069 1 90M$ / 12 + 10M$ / 4 = 10M$ 10 / 275 = 0,036 0.069^0.5 x 0.036^0.5 = 0.035
{L1.P2} 1 1 / 29 = 0.034 1 10M$ / 4 = 2.5M$ 2.5 / 275 = 0.009 0.034^0.5 x 0.007^0.5 = 0.015
{L1.P3} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L1.P4} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L1.P5} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P1} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P3} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P4} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P5} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P1} 2 2 / 29 = 0.069 1 90M$ / 12 + 10M$ / 4 = 10M$ 10 / 275 = 0,036 0.069^0.5 x 0.036^0.5 = 0.035
{L3.P3} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P4} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P5} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P2} 1 1 / 29 = 0.034 1 10M$ / 4 = 2.5M$ 2.5 / 275= 0.009 0.034^0.5 x 0.007^0.5 = 0.015
Total 29 100% 275 100%
E-L
L-L
L-P
DW_freq DW_amt
DW_mixed
Type de 
relation Relation Fréquence Pondération α Valeur du lien Pondération Pondération
{E1.L1} 1 1 / 29 = 0.034 1 10M$ / 2 = 5M$ 5 / 275 = 0.018 0.034^0.5 x 0.018^0.5 = 0.0247
{E2.L1} 1 1 / 29 = 0.034 1 90M$ / 3 = 30M$ 30 / 275 = 0,11 0.034^0.5 x 0.11^0.5 = 0.019
{E2.L3} 1 1 / 29 = 0.034 1 90M$ / 3 = 30M$ 30 / 275 = 0,11 0.034^0.5 x 0.11^0.5 = 0.019
{E1.L3} 1 1 / 29 = 0.034 1 10M$ / 2 = 5M$ 5 / 275 = 0.018 0.034^0.5 x 0.018^0.5 = 0.0247
{E2.L2} 1 1 / 29 = 0.034 1 90M$ / 3 = 30M$ 30 / 275 = 0,11 0.034^0.5 x 0.11^0.5 = 0.019
{L1.L2} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L1.L3} 2 2 / 29 = 0.069 0.75 90M$ / 6 x 0.75 + 10M$ / 2 x 0.75 = 15M$ 15/275 = 0,055 0.069^0.5 x 0.077^0.5 = 0.073
{L2.L1} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L2.L3} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L3.L1} 2 2 / 29 = 0.069 0.75 90M$ / 6 x 0.75 + 10M$ / 2 x 0.75 = 15M$ 15/275 = 0,055 0.069^0.5 x 0.077^0.5 = 0.073
{L3.L2} 1 1 / 29 = 0.034 0.75 90M$ / 6 x 0.75 = 11.25M$ 11,25/  275 = 0,041 0.034^0.5 x 0.041^0.5 = 0.037
{L1.P1} 2 2 / 29 = 0.069 1 90M$ / 12 + 10M$ / 4 = 10M$ 10 / 275 = 0,036 0.069^0.5 x 0.036^0.5 = 0.035
{L1.P2} 1 1 / 29 = 0.034 1 10M$ / 4 = 2.5M$ 2.5 / 275 = 0.009 0.034^0.5 x 0.007^0.5 = 0.015
{L1.P3} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L1.P4} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L1.P5} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P1} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P3} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P4} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L2.P5} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P1} 2 2 / 29 = 0.069 1 90M$ / 12 + 10M$ / 4 = 10M$ 10 / 275 = 0,036 0.069^0.5 x 0.036^0.5 = 0.035
{L3.P3} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P4} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P5} 1 1 / 29 = 0.034 1 90M$ / 12 = 7.5M$ 7.5 / 275 = 0,03 0.034^0.5 x 0.03^0.5 = 0.032
{L3.P2} 1 1 / 29 = 0.034 1 10M$ / 4 = 2.5M$ 2.5 / 275= 0.009 0.034^0.5 x 0.007^0.5 = 0.015
Total 29 100% 275 100%
E-L
L-L
L-P
DW_freq DW_amt
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Figure 1 : Volume de transactions annuelles dans le marché secondaire des prêts 
syndiqués 
 
 
 
 
 
 
 
 
Figure 2 : Volume d’investissement dans les produits liés à l’investissement  
responsable aux États-Unis entre 1995 et 2016 
 
 
 
 
 
 
Figure 3 : Montant d’actifs sous gestion 
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Source : https://www.unpri.org/  
 
Figure 4 : Fournisseurs de données sur la performance extra-financière des 
entreprises 
 
 
 
 
Source : Fall et Champagne (2018) 
 
 
Figure 5: Exemple de réseau en forme de roue. 
 
 
 
 
 
 
Source : Watts (1999) 
 
Figure 6 : Distribution en puissance théorique 
 
 
 
 
 
Source : Barabasi (2003) 
133 
 
Figure 7 : Réseau en forme de roue 
 
 
 
 
 
Source : www.yourarticlelibrary.com 
 
 
Figure 8 – Distribution des degrés pour l’année 2012 selon le type de pondération 
Pour chaque panel, les deux figures supérieures représentent les distributions 
non-pondérés. La figure supérieure à gauche est la distribution des degrés totale 
pour tous les acteurs, la distribution supérieure de droite représente cette mesure 
pour la queue de la distribution (les derniers 90% des acteurs). 
Les figures inférieures représentent l’homologue du graphique supérieure pour les 
différents types de pondérations (Fréquence, Proximité en dollars, Mixte) 
Panel A : Pondération par proximité. 
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Panel B : Pondération par fréquence 
 
Panel C : Pondération hybride avec un facteur de 0.5 
 
 
 
 
 
 
 
Figure 9 - Test de distribution en puissance pour l’année 2012 
Pour les trois panels, la ligne bleue représente une distribution en puissance théorique et la ligne 
pointillée rouge représente les données réelles transformées en mode log-log.  
Panel A :  
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Panel B : Pondération par la fréquence des relations d’affaires. 
 
 
 
 
 
 
Panel C : Pondération hybride. 
 
 
 
 
 
 
 
 
Figure 10 – Évolution des paramètres Alpha et X_min entre 2008 et 2012.  
 
Panel A : Pondération par proximité en proximité en dollar 
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Panel B : Pondération par proximité en fréquence. 
 
 
 
 
 
 
Panel C : Pondération Hybride. 
 
 
 
 
 
 
 
Figure 11 -   
Panel A : 
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Panel B: 
 
Panel C:  
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Figure 12 : Représentation visuelle du graphique de réseau pour l’année 2012 
pondéré par fréquence.. 
La position des nœuds est ici obtenue par l’algorithme gravitationnel de Force Atlas II obtenu via 
le programme de visualisation Gephi. Les pourcentages représentent le nombre d’acteurs par pays 
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Figure 13 : Représentation visuelle  du réseau 2012 pondéré par la fréquence 
lorsque la couleur est déterminée par les déciles reliés à la performance sociale 
relative à leurs industries. 
Dans le graphique ci-dessous, les pourcentages représentent l’importance de chacun des 
groupes catégorisés de 0 à 9 pour le pouvoir de leur score lié à la performance sociale. Il 
s’agit des décile de 0 à 9.  
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Figure 14 : Évolution des corrélations entre 2008 et 2012 
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Tableaux 
Tableau 1 : Statistiques descriptives des prêts syndiqués entre 2008 et 2012 
Panel A : 
 
Panel B : 
 
Panel C : 
 
  
Year Nb. Transaction
Somme des montants 
(en millions$) Moyenne Écart-Type
2008 12844 3 292 256,00 $ 256,33 $ 910,94 $
2009 9107 2 153 781,00 $ 236,50 $ 778,29 $
2010 11937 3 254 312,00 $ 272,62 $ 1 197,98 $
2011 14800 4 457 843,00 $ 301,21 $ 865,26 $
2012 14788 3 947 242,00 $ 266,92 $ 938,33 $
142 
 
Tableau 2 : Statistiques descriptives du réseau entre 2008 et 2012 
Panel A : 
 
Panel B : 
 
Panel C : 
 
 
 
 
 
 
 
 
 
  
Année # prêts # d'acteurs
# acteurs / 
prêt 
(moyenne)
# acteurs / 
prêt (écart-
type)
2008 12844 64595 5.03 4.94
2009 9107 47473 5.21 5.04
2010 11937 72155 6.04 6.42
2011 14800 85907 5.80 5.41
2012 14788 77013 5.21 4.97
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Année Nb. Acteurs Nb. Leads Nb. Participants Nb. Emprunteurs
2008 570 28 48 494
2009 484 33 49 402
2010 574 28 56 490
2011 667 19 41 607
2012 1040 34 60 946
Tableau 3: Ce tableau présente les acteurs présents dans le réseau entre 2008 et 
2012.  
 
 
 
 
 
Tableau 4: Ce tableau présente les acteurs et le nombre de liens qui sont présents 
dans l’échantillon entre 2008 et 2012.  
 
 
Tableau 5: Nom et Description des variables  
# Var Description 
Nom de la variable dans les 
productions de programme 
externe 
Création de la variable 
1  
Matrice d'adjacence 
pondérée par le poids 
en dollar amt_dl_file_ind_var 
Relation de poids en $ 
2  
Matrice d'adjacence 
pondérée par le poids 
en fréquence freq_dl_file_ind_var 
Relation de poids en fréquence 
3  
Matrice d'adjacence 
pondérée par le poids 
en pondération mixte mixed_dl_file_ind_var 
Relation de poids en mixte 
4 
Variable de 
différences d'actifs dl_file_ind_var_Asset_total 
Logarithme naturel de la différence entre 
les actifs totaux des deux entreprises 
5  PAYS dl_file_ind_var_country 
1 si les deux entreprises sont dans le 
même pays dans la base de données 
DealScan 
6  GÉO dl_file_ind_var_Geo_data 
Une variable continue qui calcul le 
nombre de kilomètre entre les capitales 
des pays auquel sont rattaché  les 
entreprises 
7  
Variable de similarité 
de groupe de revenu dl_file_ind_var_Income group 
1 si les deux entreprises sont rattachées 
à des pays appartenant aux mêmes 
groupe de revenu. 
8  
Variable de similarité 
de systemes légaux dl_file_ind_var_legal system 
Variable numérique décrivant le nombre 
de système légaux en commun entre les 
deux pays 
9  
Variable de différence 
de dettes dl_file_ind_var_Liability_total 
Logarithme naturel de la différence entre 
les dettes totales des deux entreprises 
Année # liens Densité Degrés moyens Diametre Distance moyenne
2008 1426 0.004 2.5 4 2.30
2009 1395 0.006 2.88 6 2.36
2010 1839 0.06 3.2 5 2.28
2011 1447 0.003 2.16 4 2.3
2012 1777 0.002 1.7 5 2.47
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10  
Variable de similarité 
des rôles dl_file_ind_var_Polygon 
1 si les entreprises occupent 
majoritairement le même rôle lors de 
l’année donnée ( Leader  ou participant) 
11  RÉGION dl_file_ind_var_region 
1 si les entreprises sont dans la même 
région géographique 
12  
différence relative du 
score Env. entre les 
firmes et leurs 
industries 
dl_file_ind_var_Rel_ENVIRO
NEMENTAL_PILLAR_SCOR
E 
Variable continue qui est calculée en 
prenant la différence entre le score ESG 
des entreprises relativement à leurs 
secteurs.  
 
De cette manière nous calculons la 
différence entre les positions relatives 
pour standardiser les entreprises par 
rapport à leur industrie 
13  
différence relative du 
score Gouv. entre les 
firmes et leurs 
industries 
dl_file_ind_var_GOVERNANC
E_PILLAR_SCORE 
14  
différence relative du 
score Social entre les 
firmes et leurs 
industries 
dl_file_ind_var_Rel_SOCIAL_
PILLAR_SCORE 
15  
Variable de différence 
des revenus dl_file_ind_var_Revenu_total 
Logarithme naturel de la différence entre 
les revenus totaux des deux entreprises 
16  
Variable de différence 
des ROA dl_file_ind_var_ROA 
Différence entre les ROA des deux 
entreprises 
17  
Variable de différence 
des ROE dl_file_ind_var_ROE 
Différence entre les ROEdes deux 
entreprises 
18  
Variable de différence 
des ROI dl_file_ind_var_ROI 
Différence entre les ROI des deux 
entreprises 
19  
Matrice d'adjacence 
historique pondérée 
par le poids en dollar 
dl_file_ind_var_W_amt_histori
cal 
Matrice de relation pondérée en dollar 
pour la période au temps t-1 
20  
Matrice d'adjacence 
pondérée par le poids 
en dollar inversé 
dl_file_ind_var_W_amt_inv_hi
storical 
Matrice de relation inversée pondérée 
en dollar pour la période au temps t-1 
21  
Matrice d'adjacence 
pondérée par le poids 
en fréquence 
dl_file_ind_var_W_freq_histori
cal 
Matrice de relation pondérée en 
fréquence pour la période au temps t-1 
22  
Matrice d'adjacence 
pondérée par le poids 
en fréquence inversé 
dl_file_ind_var_W_freq_inv_hi
storical 
Matrice de relation inversée pondérée 
en fréquence pour la période au temps 
t-1 
23  
Matrice d'adjacence 
pondérée par le poids 
en pondération 
hybride 
dl_file_ind_var_W_mixed_hist
orical 
Matrice de relation pondérée mixte pour 
la période au temps t-1 
24  
Matrice d'adjacence 
pondérée par le poids 
en pondération 
hybride inversée 
dl_file_ind_var_W_mixed_inv
_historical 
Matrice de relation inversée pondérée 
mixte pour la période au temps t-1 
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Tableau 6 - Matrice de corrélation QAP et matrice de des P-value associées 
Le tableau suivant présente la matrice de corrélation entre les variables indépendantes et 
dépendantes du modèle. Dans ce tableau certaines variables ne servent qu’a illustrer d’autres 
corrélation et ne sont pas utilisées dans les régressions 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tableau 7 - Résultats d’une régression MRQAP pour l’année 2012 pour le réseau 
pondéré en dollars 
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Tableau 8 : Sommaire des résultats des régressions MRQAP. 
Le tableau ci-dessous présente un sommaire des résultats des régressions MRQAP pour 
le modèle (eq. 22) pour les cinq années à l’étude et pour les trois types de pondération 
considérées.  Les lignes en vert indiquent que la variable obtient un coefficient significatif 
(à un seuil de 10%) pour au moins 3 des 5 années.  
  
Pondération par proximité en dollar (AMT) 2008 2009 2010 2011 2012
Coef Coef Coef Coef Coef Nombre d'années de significativité
------------ ------------ ------------ ------------ ------------
Asset_total 0.00521 -0.14549 -0.02438 -31.86595 -0,01885 1
Country -0.00007 -0.00001 -0.00014 0.00230 -0,00008 1
Geo_data 0.00552 0.00830 0.01346 0.02418 0,01797 5
Income Group 0.01332 0.01254 0.01820 0.00940 0,01646 5
Legal_system 0.02758 0.00491 0.03702 0.06798 0,03497 4
Liability_total 0.09303 0.22516 0.12467 31.50433 0,09361 3
Official_language -0.02018 -0.00521 -0.04110 -0.09940 -0,03558 4
Region 0.03203 0.05069 0.04378 0.03413 0,01654 5
Rel_ENVIRONMENTAL_PILLAR_SCORE 0.02962 0.04732 -0.00104 -0.00982 0,0064 4
Rel_GOVERNANCE_PILLAR_SCORE -0.00999 0.00455 0.00387 0.00188 -0,00188 1
Rel_SOCIAL_PILLAR_SCORE -0.01137 -0.02588 0.00232 0.00848 -0,00735 3
Revenu_total -0.03271 -0.01230 -0.02448 0.55878 -0,01152 2
ROA -0.09243 -0.09809 -0.03400 -0.00916 -0,03628 4
ROE -0.00897 0.00293 -0.00066 -0.02868 -0,00091 1
ROI 0.09035 0.07134 0.00827 0.00299 0,02361 3
Pondération par la fréquence (FREQ)
Coef Coef Coef Coef Coef Nombre d'années de significativité
------------ ------------ ------------ ------------ ------------
Asset_total 0.01801 -0.03034 -0.00460 -17.64627 0.00645 0
Country -0.00002 0.00023 -0.00013 -0.00041 -0.00004 0
Geo_data -0.00161 -0.00036 0.00335 0.00290 0.00308 0
Income Group 0.00967 0.01054 0.01538 0.00246 0.00702 5
Legal_system 0.01796 0.00383 0.01661 0.03042 0.01010 4
Liability_total 0.01341 0.04840 0.03864 17.45579 0.01098 1
Official_language -0.01654 -0.00732 -0.02519 -0.04552 -0.01211 3
Region 0.01159 0.02189 0.01812 0.00802 0.00428 5
Rel_ENVIRONMENTAL_PILLAR_SCORE 0.00848 0.02337 -0.00300 -0.00481 -0.00049 3
Rel_GOVERNANCE_PILLAR_SCORE -0.00407 -0.00017 -0.00097 0.00027 0.00061 0
Rel_SOCIAL_PILLAR_SCORE -0.00494 -0.01349 0.00584 0.00525 -0.00318 3
Revenu_total -0.01715 -0.00376 -0.00923 0.30254 -0.00384 2
ROA -0.04537 -0.04917 -0.02509 -0.00527 -0.01876 3
ROE -0.00357 0.00400 -0.00090 -0.01454 -0.00040 2
ROI 0.04362 0.03282 0.00500 0.00172 0.01293 1
Pondération mixte (MIXED)
Coef Coef Coef Coef Coef Nombre d'années de significativité
------------ ------------ ------------ ------------ ------------
Asset_total 0.02190 -0.02102 -0.00623 -13.51392 0.00582 0
Country -0.00001 -0.00021 -0.00013 -0.00504 -0.00008 2
Geo_data 0.00407 0.00102 0.00532 0.00575 0.00696 0
Income Group 0.00866 0.01083 0.01420 0.00520 0.00922 5
Legal_system 0.01411 0.00180 0.02198 0.02508 0.01503 4
Liability_total 0.02579 0.05357 0.05242 13.35995 0.02623 0
Official_language -0.01542 -0.00652 -0.02852 -0.04139 -0.01897 4
Region 0.01575 0.02646 0.01843 0.01491 0.00843 5
Rel_ENVIRONMENTAL_PILLAR_SCORE 0.01529 0.02611 -0.00320 -0.00539 0.00128 3
Rel_GOVERNANCE_PILLAR_SCORE -0.00543 0.00393 0.00106 0.00192 -0.00108 1
Rel_SOCIAL_PILLAR_SCORE -0.00796 -0.01653 0.00465 0.00352 -0.00452 3
Revenu_total -0.02415 -0.00768 -0.01293 0.24081 -0.00627 0
ROA -0.05837 -0.06279 -0.02426 -0.00317 -0.02618 3
ROE -0.00444 0.00364 -0.00067 -0.01123 -0.00064 0
ROI 0.05655 0.04506 0.00526 0.00010 0.01826 2
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Pondération par proximité en dollar (AMT)
2008 2009 2010 2011 2012
P-value P-value P-value P-value P-value
------------ ------------ ------------ ------------ ------------
Asset_total 1.00000 0.02994 1.00000 1.00000 1
Country 0.93214 0.49501 0.37325 0.77445 0,00998
Geo_data 0.03792 0.04990 0.00399 0.00200 0,002
Income Group 0.00200 0.00599 0.00200 0.00200 0,002
Legal_system 0.00200 0.18563 0.00200 0.00200 0,002
Liability_total 0.00998 0.00200 0.00200 1.00000 1
Official_language 0.00200 0.20359 0.00200 0.00200 0,002
Region 0.00200 0.00200 0.00200 0.00200 0,002
Rel_ENVIRONMENTAL_PILLAR_SCORE 0.00200 0.00200 0.35729 0.01796 0,002
Rel_GOVERNANCE_PILLAR_SCORE 0.00399 0.15569 0.12575 0.27944 0,10778
Rel_SOCIAL_PILLAR_SCORE 0.00200 0.00200 0.25549 1.00000 0,002
Revenu_total 0.00599 0.02395 0.08982 0.99202 1
ROA 0.01397 0.00200 0.00200 0.29541 0,002
ROE 0.01397 0.30938 0.55489 0.48902 0,3014
ROI 0.01198 0.00200 0.05389 0.97405 0,002
Pondération par proximité en dollar (AMT)
P-value P-value P-value P-value P-value
------------ ------------ ------------ ------------ ------------
Asset_total 0.27944 0.30539 0.44511 1.00000 0.35329
Country 0.78842 0.15569 0.22555 0.21956 0.09980
Geo_data 0.40120 0.53892 0.22555 0.34731 0.04990
Income Group 0.00200 0.00200 0.00200 0.00200 0.00200
Legal_system 0.00200 0.24750 0.00399 0.00200 0.00399
Liability_total 0.23353 0.12974 0.05589 1.00000 0.27745
Official_language 0.00200 0.06587 0.00200 0.00200 0.00200
Region 0.00200 0.00200 0.00200 0.00200 0.00399
Rel_ENVIRONMENTAL_PILLAR_SCORE 0.00599 0.00200 0.15768 0.17764 0.36527
Rel_GOVERNANCE_PILLAR_SCORE 0.07984 0.48703 0.37325 0.44910 0.27745
Rel_SOCIAL_PILLAR_SCORE 0.02395 0.00200 0.04790 0.98802 0.00200
Revenu_total 0.04790 0.17565 0.39521 0.98403 1.00000
ROA 0.04990 0.00200 0.00200 0.35130 0.00200
ROE 0.03393 0.22156 0.56487 0.72854 0.47904
ROI 0.06587 0.01198 0.06587 0.89222 0.01397
Pondération par proximité en dollar (AMT)
P-value P-value P-value P-value P-value
------------ ------------ ------------ ------------ ------------
Asset_total 1.00000 1.00000 1.00000 1.00000 1.00000
Country 0.48703 0.22355 0.22355 0.01397 0.01397
Geo_data 1.00000 1.00000 1.00000 1.00000 1.00000
Income Group 0.00200 0.00200 0.00200 0.00200 0.00200
Legal_system 0.00399 0.34531 0.00200 0.00200 0.00200
Liability_total 1.00000 1.00000 1.00000 1.00000 1.00000
Official_language 0.00200 0.18762 0.00200 0.00200 0.00200
Region 0.00200 0.00200 0.00200 0.00200 0.00200
Rel_ENVIRONMENTAL_PILLAR_SCORE 0.00200 0.00200 0.13174 0.04192 0.18762
Rel_GOVERNANCE_PILLAR_SCORE 0.01198 0.11976 0.34531 0.17365 0.21357
Rel_SOCIAL_PILLAR_SCORE 0.00399 0.00200 0.05788 0.98204 0.00200
Revenu_total 1.00000 1.00000 1.00000 1.00000 1.00000
ROA 0.01996 0.00200 0.00200 0.46108 1.00000
ROE 1.00000 0.28942 1.00000 1.00000 1.00000
ROI 0.02196 0.00200 1.00000 0.20000 1.00000
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Tableau 9 : Étude de la significativité pour les variables de performance extra-
financière 
 
  
Pondération par proximité en dollar 
(AMT) 2008 2009 2010 2011 2012
P-value P-value P-value P-value P-value Nombre d'années de significativité
------------ ------------ ------------ ------------ ------------
Rel_ENVIRONMENTAL_PILLAR_SCORE 0,002 0,002 0,35729 0,01796 0,002 4
Rel_GOVERNANCE_PILLAR_SCORE 0,00399 0,15569 0,12575 0,27944 0,10778 1
Rel_SOCIAL_PILLAR_SCORE 0,002 0,002 0,25549 1 0,002 3
Nombre de variables significatives 3 2 0 1 2
Pondération par la fréquence (FREQ) 2008 2009 2010 2011 2012
P-value P-value P-value P-value P-value Nombre d'années de significativité
------------ ------------ ------------ ------------ ------------
Rel_ENVIRONMENTAL_PILLAR_SCORE 0,00599 0,002 0,15768 0,17764 0,36527 2
Rel_GOVERNANCE_PILLAR_SCORE 0,07984 0,48703 0,37325 0,4491 0,27745 0
Rel_SOCIAL_PILLAR_SCORE 0,02395 0,002 0,0479 0,98802 0,002 4
Nombre de variables significatives 2 2 1 0 1
Pondération mixte (MIXED) 2008 2009 2010 2011 2012
P-value P-value P-value P-value P-value Nombre d'années de significativité
------------ ------------ ------------ ------------ ------------
Rel_ENVIRONMENTAL_PILLAR_SCORE 0,002 0,002 0,13174 0,04192 0,18762 3
Rel_GOVERNANCE_PILLAR_SCORE 0,01198 0,11976 0,34531 0,17365 0,21357 1
Rel_SOCIAL_PILLAR_SCORE 0,00399 0,002 0,05788 0,98204 0,002 3
Nombre de variables significatives 3 2 0 1 1
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Tableau 10 – Sommaire des résultats des régressions MRQAP pour le modèle 
(23) 
Le tableau ci-dessous présente un sommaire des résultats des régressions MRQAP pour 
le modèle (23) pour les cinq années à l’étude et pour les trois types de pondération 
considérées.  Les lignes en vert indiquent que la variable obtient un coefficient significatif 
(à un seuil de 10%) pour au moins 3 des 5 années.  
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