The Frenkel-Kontorova model reproduces in one dimension the essential features of the stick-slip motion characteristic of friction. We theoretically analyze a realization where the atomic array is an ion chain and the substrate potential is the optical lattice of a high-finesse resonator, to which the ions dipolar transitions strongly couple. In this regime the lattice depth depends on their spatial density and the cavity potential behaves like a dynamically deformable substrate, which mediates infinitely long-ranged interactions between the ions. We characterize the properties of the stationary state, resulting from the balance between a pump driving the resonator and losses due to cavity decay, in a finite chain within a harmonic trap. When the cavity wavelength is incommensurate with the interparticle distance at the chain center, the phase diagram exhibits a sliding-to-pinned transition. The transition point depends on the cavity nonlinearity C, and its nature changes from a symmetry-breaking to a first-order transition as C is increased. Its salient features can be explained by the global lattice deformation and can be revealed by monitoring the emitted field, which carries information about the ions structure within the cavity mode. These dynamics represent a paradigm of competing self-organizing mechanisms which can be observed in existing experimental setups.
Stick-slip motion between two surfaces is a phenomenon encountered at very diverse length scales, from geophysics [1] down to the nano-world [2] . Its microscopic understanding is of fundamental and practical interest for nano-technologies and material sciences. In one dimension, the salient features are reproduced by the FrenkelKontorova (FK) model [3] [4] [5] , which describes a chain of elastically-bound particles subjected to an external periodic potential. Depending on the mismatch between the particle spacing and the periodicity of the external potential, the forces giving rise to sticking can cancel, so that the minimal force for initiating sliding vanishes. In this case the particles are pinned by the substrate but their distribution is incommensurate with the lattice periodicity, exhibiting defects (kinks). The pinned and sliding phases are separated by the celebrated transition by breaking of analyticity (Aubry transition), whose control field is the relative amplitude of the periodic potential [6] [7] [8] , and whose hallmark is the vanishing of the lowest phonon frequency (phonon gap) [9] . In a finite chain with free ends and an inversion-symmetric potential, this transition is characterized by symmetry breaking [5, 8] .
Simulating these dynamics within a controllable physical setup provides the possibility of understanding the role of the individual constituents and their synergy. Recent works discussed realizations based on cold trapped ions [10] [11] [12] [13] [14] , an experimental demonstration was reported in Ref. [15] . Here, a chain of trapped ions, a cold one-component plasma, forms the elastic crystal [16, 17] , while the substrate potential is an optical lattice [10, 11] . The amplitude of the external potential and the mismatch between its periodicity and the length scale of the chain are experimentally tunable parameters.
The presence and the magnitude of the gap in the phonon spectrum can be revealed by means of spectroscopic measurements [11, 15] .
In this Letter we theoretically characterize the nature of the sliding-to-pinned transitions of cold ions when the substrate is a dynamically fluctuating potential. This is realized by the optical lattice of a mode in a highfinesse resonator, to which the ions electronic transitions strongly couple in the dispersive regime of Cavity Quantum Electrodynamics (CQED) [18, 19] . The setup is sketched in Fig. 1(a) : an ion chain is confined within a high-finesse cavity which loses photons at rate κ and is pumped by a laser field with amplitude η. In the strong coupling regime the ions induce a shift of the cavity frequency which depends on their positions within the cavity mode, and is an oscillating function with period at half the cavity wavelength λ. Thus the mean intracavity photon numbern, which controls the depth of the cavity optical lattice, is a nonlinear function of their positions [19] . This gives rise to an effective deformation of the substrate potential, as shown in Fig. 1(b) , and to a multi-body, long-range interaction between the ions due to multiple scattering of the cavity photons. The appearance of this nonlinear behaviour depends on the strength of the coupling with the cavity mode, here denoted by C. When the characteristic length scale of the trapped ion chain is incommensurate with λ, the nature of the sliding-to-pinned transition depends on C, and may become of first order for |C| > 1. A typical phase diagram is sketched in Fig. 1(c) .
Our system consists of N cold ions of mass m and charge q, which mutually repel via the Coulomb interaction. An anisotropic harmonic potential confines their The functional form of the substrate potential for one particle depends nonlinearly on its position: In the pinned phase, for |C| < 1 the shape is approximately sinusoidal, for |C| > 1 it becomes flat everywhere except in the vicinity of minima (C > 0) or maxima (C < 0). (c) Sketch of the phase diagram for the stationary state as a function of η and of the cavity nonlinearity C (cooperativity). For |C| > 1 the transition can become of first order. motion along the x axis. The axial potential reads
with x i the ions positions (i = 1, . . . , N ). In the absence of the cavity the equilibrium positions
is inhomogeneous but almost uniform at the chain center [20] , where it takes the minimal value d. The dispersive coupling to a cavity field mode, with wave number k = 2π/λ and spatial mode function cos(kx), induces the conservative potential U 0n cos 2 (kx), which is proportional to the intracavity photon number operatorn and where U 0 = g 2 /∆ 0 scales the dynamical Stark shift, with g the vacuum Rabi frequency of the ion-cavity coupling [18, 19, 21] . This regime requires a sufficiently large detuning ∆ 0 = ω c − ω el between the frequencies of the cavity mode and the dipolar transition. We choose the trap frequency ω to ensure an incommensurate ratio between λ and d, such that the dynamics is intrinsically frustrated.
The cavity field and the ions motion are treated in the semi-classical regime: The annihilation operator of a cavity photon and the ion positions are given byâ =ā + δâ andx j =x j + δx j respectively, whereζ = ζ and δζ = 0 with ζ = a, x j , while the fluctuations are assumed to be small. The mean intracavity photon number at steady state isn = n = |ā({x j })| 2 , with
It depends nonlinearly on the ions positions via the effective detuning
with ∆ c = ω p − ω c the detuning between the pump and cavity frequency and B N ({x j }) = j cos 2 (kx j )/N is the bunching parameter. The parameter C = N U 0 /κ measures the strength of the cavity nonlinearity, with |C| the cooperativity [18] . In this regime the ions equilibrium positions {x i } fulfill the equations of motion, and are the minima of the total potential V = V ion + V cav , with the cavity-induced interaction [21, 22] 
The potential V cav has a multi-body character and mediates a long-range interaction between the ions. The FK model of Refs. [10, 11, 15] is recovered for |C| 1. Then, the mean photon number does not depend on the ions positions,n ≈ |η| 2 /(κ 2 + ∆ 2 c ), and V cav U 0n j cos 2 (kx j ). In this limit the sliding-topinned transition is at the pump critical value for which nU 0 equals the value predicted by the FK model [10] . SincenU 0 ∝ η 2 C, it is expected that the transition occurs at smaller values of η as |C| increases, as shown in Fig. 1(c) . As |C| increases, moreover, the nonlinear dependence ofn on the ions positions becomes relevant. Correspondingly, the cavity potential changes shape, as in Fig. 1(b) : The sign of U 0 controls the sign of C, and thus whether the minima of V cav are the nodes (C > 0) or the anti-nodes (C < 0) of the cavity mode function. The functional dependence is similar to the one discussed for a nonlinearly deformable potential in Ref. [23] , however here V cav also mediates a multi-body long-range interaction between the ions. The situation is thus analogous to a globally deformable potential, as the potential depth depends on the global variable B N . Moreover, the resonance ∆ eff = 0, at which the intracavity photon number is maximum, separates the regime where the minima are either spikes or flat bottomed.
In order to evaluate the ions phase we define an appropriate thermodynamic limit: To fix the ratio d/λ, the trap frequency is scaled as ω ∼ log(N )/N [17] . Since C ∝ N , we scale U 0 ∼ 1/N to ensure that the optomechanical resonance is at the same value of B N [24] . The equilibrium positions of the ions in the total potential are numerically determined as a function of η, C, and ∆ c , and their stability is checked by means of a linear stability analysis. The sliding and pinned phases are identified by comparing the minimum phonon frequency [10, 11] and an analogous of the depinning force in the classical FK model [11, 12, 15] , which is evaluated following the procedure discussed in Ref. [12, 22] . For C > 0, for instance, the minima of V cav are at the nodes while the trap center (x = 0) is at a maximum. For an odd number of ions, the sliding to pinned transition can be observed through the sudden displacement of the central ion from the cavity maximum. For larger C a finite force is required to restore the symmetry of the system. At this transition we verify that the phonon gap is zero, and in the pinned regime it increases monotonically. Analogous considerations apply for C < 0, where the maxima of the potential are at the antinodes of the field (in this case the center of the trap is shifted by λ/4 to obtain a symmetry breaking). We check that the values of η and C found by the symmetry breaking transition are the same at which the phonon gap starts to increase. For N even we identify the transition line with the phonon gap [22] .
The resulting phase diagram is shown in Figs. 2(a) and (b) for 11 ions and as a function of η and C for ∆ c = 0 and ∆ c = −2κ respectively, using the parameters of Ref. [14] . It exhibits sliding, pinned, and bistable phases. The color code gives the corresponding value of the bunching parameter B N . We have checked that the diagram remains substantially unvaried as the number of ions is scaled up according to the thermodynamic limit, apart from the bistable phases at C > 0, as we discuss below. We first consider the transition line, delimiting the S phase. This moves to smaller values of η as |C| increases. For |C| < 1, the back-action due to the resonator can be neglected and the line follows the expected behaviour for the FK limit, with η c ∼ 1/ |C|. Here, it separates the sliding from the pinned phase and exhibits the typical features of the Aubry transition. At larger values it changes functional dependence. Moreover, sliding and pinned phases coexist for |C| > 1. Thus, the diagram exhibits the typical features of a first order transition as the effect of cavity back-action is increased.
The bistable areas at C > 0, however, are of different nature than the one for C < 0. For C > 0 the bistable regions are due to finite size effects. They can be understood using the simplified picture of Fig. 1(b) : as C increases, the effective cavity potential becomes flat except for the nodes, where it exhibits tight minima. Thus, this potential supports a stable sliding phase which is symmetric about the center, where the ions in general experience a flat potential. As the number of ions is varied, bistability is still observed but it qualitatively changes its features. The bistable region in Fig. 2(b) for C < 0 is instead due to the resonance ∆ eff = 0 and remains unvaried as N is scaled up according to our prescription. This resonance occurs for specific values of the bunching parameters, and thus for sets of ion positions. Analogous optomechanical resonances have been reported in experiments with cold atoms in resonators [25] [26] [27] and in theoretical works on similar setups [21, 28, 29] . Differing from these works, here they indicate that either superlubricity or stick-slip behaviors can be encountered depending on how the intensity η is varied in time. On the other hand, spatial coexistence of phases is expected to be suppressed due to the long-range nature of the interparticle potential [30, 31] . Fig. 2(c) shows the phase diagram for C = −2 and as a function of η and ∆ c . For this parameter choice, the optomechanical resonance ∆ eff = 0 exists only for ∆ c < 0, with values varying between the minimum and the maximum value of −2B N κ, and thus of the bunching parameter.
The bunching parameter, which naturally emerges in our model, is a particularly relevant quantity, since its value can be extracted from the intensity of the light at the cavity output. In the sliding phase and for N 1, the particles are positioned at every point (modulus λ) of the cavity potential and thus lim N →∞ B N = 0.5. In a commensurate phase B N → 0 for C > 0 (B N → 1 for C < 0). At small deviations from this limiting value, B N gives a crude estimate of the kink density, and we estimate the number of kinks by N k = B N N . The plots in Figs. 2(a)-(c) show that B N does not signal the transition from sliding to pinned, but that for B N ∼ 0.5 the phase is sliding, while for B N < 0.05 at C > 0 (1 − B N < 0.05 at C < 0) the phase is tightly pinned (for ease of comparison, the bunching parameter is plotted as 1 − B N when C < 0). The estimated kink number N k grows linearly with N , as shown in Fig. 2(d) -(e) for two specific examples: The slope decreases as η and C are increased, but never vanishes, thus showing that the pinned phase remains incommensurate. Nonetheless, deep in the pinned phase the ions at the chain edges, where the density is smaller, organize at distances which are commensurate with λ, as depicted in Fig. 2(f) . This is a finite-size effect resulting from the choice of harmonic confinement. It shows that the edge ions enforce a boundary condition restricting the central ones from becoming truly commensurate.
The validity of the phase diagram relies on the consistency of the semiclassical regime. We check it by solving the linearized Heisenberg-Langevin equations for the fluctuations δâ and δx j in the presence of noise due to cavity decay and to an external damping reservoir coupled with the motion [22] . We first decompose the ions' displacement in the normal modesq n calculated at zero order in δâ, useq n = (b n +b † n )/ √ 2, withb n the bosonic operator annihilating a chain phonon at frequency ω n , and obtain [21] 
with c n the coupling between cavity fluctuations with mode n and Γ n the mode's damping rate. The Langevin operatorsζ in (ζ = a, b n ) have zero mean value and [ζ in (t ),ζ † in (t )] = δ(t − t ). The solutions are stationary when the eigenvalues possess no positive real parts. In the absence of the external reservoir, for Γ n = 0, the solutions are stable when ∆ eff < 0: In this case the cavity cools the ions vibrations. The corresponding stability diagrams are reported in the SI [22] . The full parameter range of diagrams in Fig. 2 correspond to stable solutions if we assume a cooling reservoir with temperature T ext = 100µK, by appropriately fixing Γ n to be faster than the cavity heating processes. This situation could be realised by sympathetically cooling the chain [32] . The final temperature is the result of the cavity radiative processes and of the external reservoir: For the parameter we choose and T ext = 100µK the standard de- viation from the equilibrium positions, δx 2 j , is smaller than λ/2 in the pinned phase. The validity of the mean field treatment also requires thatn > 1, and this is fulfilled everywhere in the phase diagrams except for the grey region well inside the sliding phase. This verifies that the classical equilibrium positions dictate the phases of the system.
Since the cavity field fluctuations strongly couple with the ion vibrations, the emitted light allows one to monitor the state of the ions. The field emitted by the cavity,â out is connected to the cavity field via the relation a out =â in + √ 2κâ [33] , and its spectrum contains information about the collective modes of vibrations of the ions within the resonator [34, 35] . We determine the spectrum of the light intensity at the cavity output, S(ν) ∝ â out (ν) †â out (ν) , whereâ out (ν) is the Fourier transform ofâ out (t) [21, 22] . The spectrum is displayed in Fig. 3 for parameters such that the ions are in the sliding (a) and in the pinned (b) phases. For each phase we took the same values of B N but different values of C. The peaks correspond to vibrational modes coupling with the cavity and it is immediately apparent that in the pinned phase there are more peaks visible. This is a result of the broken symmetry induced by the cavity potential. The effect of the cavity back-action is weak in the sliding phase as the only discernible change in the spectrum is the relative intensity of the output. In the pinned phase, however, the intricacies of the back-action are particularly apparent. Here the spread of the cavity frequencies become more separated for C = −2 due to the softening of the cavity pinning (see Fig. 1(b) ), resulting in the emergence of three distinct frequency bands. Contrary to this, when C = −0.5 the ions are tightly restricted to the potential minima resulting in a narrow frequency band.
Our analysis is performed for parameters which are consistent with ongoing experiments, joining trapped ions and CQED setups [14, 15, [36] [37] [38] . The nonlinearity can be experimentally tuned by changing the number of atoms, the phases result from driven-dissipative dynamics and can be revealed by detecting the emitted field. The phases we find are classical, quantum mechanical features are due to the fluctuating cavity field. The quantum FK regime [39, 40] is difficult to reach with trapped ions, but could be realized with ultracold dipolar gases or Rydberg atoms [41] , allowing one to study its interplay with the long-range potential mediated by the cavity photons. In the dynamics, moreover, the cavity-mediated potential is expected to give rise to large deviations from thermalization, due to several metastable states where the system can remain trapped [30, 31] .
I. SUPPLEMENTARY INFORMATION

A. The model
We treat the cavity mode in second quantization, witĥ n =â †â the photon number operator,â the bosonic operator destroying a quantum at energy ω c andâ † its adjoint. The resonator is driven by a classical field at frequency ω p , and we report the dynamics in the reference frame rotating with ω p . The ions behave as classically polarizable particles, which is valid when the atomic transition which couples with the cavity mode is far detuned from the fields, so that the detuning ∆ 0 = ω p − ω el is the largest frequency of the problem. Note that since |∆ 0 | |∆ c |, in the parameter regimes we consider, ∆ 0 ω c − ω el . The coherent dynamics of N ions and cavity field mode is governed by the Hamilton operator ( = 1)
(5) The effect of cavity losses and damping on the motion is introduced by means of Heisenberg-Langevin (HL) equation. For the moment we assume that the only incoherent effects are losses of the cavity field at rate κ, so that the HL equation for the cavity field readṡ
We perform the study in the semiclassical limit, assuming that the fluctuations about the mean values of field and atomic variables are sufficiently small to justify the treatment. To this aim, we decompose the operators as a sum of mean values and fluctuations according to the prescriptionâ =ā + δâ ,
where â =ā, x j =x j , and p j =p j , while the expectation value of the fluctuations δâ, δx j , δp j vanishes.
Mean values. The mean values satisfy the equations of motion
withn = |ā| 2 and ∂ j = ∂/∂x j the gradient with respect to the spatial coordinates of the j-th particle (evaluated at the equilibrium positionsx 1 , . . . ,x N ), while
In order to determine the classical equilibrium values we require that the quantitiesā,x j andp j correspond to stationary solutions of the dynamical equations, namely ∂ tā = 0, ∂ txj = 0, and ∂ tpj = 0. From (8) we obtain a = η κ − i∆ eff (12) and with no loss of generality, we choose the phase of η such thatā is real. Setting Eq. (9) to zero givesp j = 0. Substituting the value ofn = |ā| 2 into Eq. (10), one finds that it can be cast in the form
with
which gives The equilibrium positions of the ions are then found by minimizing the total potential V = V ion + V cav such that the forces due to the Coulomb repulsion, the confining potential and the cavity field are balanced.
Phonon gap. We determine the phonon gap by evaluating the dispersion relation of the ions vibrations in the total potential V (thus discarding the fluctuations of the cavity field but taking into account its mean effect). The phonon gap is plotted in Fig. 4(a) for N = 11 ions as a function of C. As noted in Ref. [10] the phonon gap does not vanish in the sliding phase as in the FK model due to the confining harmonic potential, however as the depth of the cavity potential is increased the phonon gap can fluctuate in the sliding phase. The transition from sliding to pinned can be visualized by the phonon gap vanishing at a critical cavity depth, after which the gap increases monotonically [9] . It should be noted that for an even number of ions a similar behaviour is observed however the phonon gap may not vanish around the transition point. This is a finite-size effect.
The phonon gap across the bistable region is plotted in Fig. 4 (b) dependent on η in units of κ. The black line shows an extended sliding phase due to the ions in the chain becoming stable as a result of the cavity backaction flattening the shape of the cavity potential. At the critical point the phonon gap increases abruptly signifying a drastic jump from the sliding to the pinned phase. The red dashed line shows the other stable configuration for the same paramaters, however in this case the sliding phase is shorter as the ions move to the pinned phase at a lower critical value of the cavity depth.
Fluctuations. The coupled dynamics of the quantum fluctuations of field and motion are governed by the HL equations [33] , which are found substituting the decomposition Eq. (7) into Eq. (6) and into the Heisenberg equations of motion for the center-of-mass variables, and using that the mean values are the stationary solutions.
The equations read
where the derivatives in the expressions above are evaluated at the equilibrium positions. For convenience we introduce the normal modes of the crystal, that characterize the dynamics of the ions when the coupling with the quantum fluctuations of the cavity field can be neglected:
with M jn the element of the orthogonal matrix relating the local coordinates δx j with the normal-mode coordinates, that diagonalize Eqs. (17)- (18) when the cavity fluctuations δâ are set to zero; the variablesq n are the dimensionless position coordinates of the normal modes. We denote by b n and b † n the bosonic operators annihilating and creating, respectively, a phonon of the normal mode at frequency ω n . They are defined through the
√ 2, and the dynamical equations for the fluctuations then take the form:
which also includes the coupling of mode n to a reservoir at rate Γ n . The corresponding Langevin force is described by the input noise operatorb in,n , with b in,n = 0 and
withN n =N (ω n ) the mean excitation number of an oscillator of frequency ω n at the temperature of the considered environment. The coefficients c n in Eq. (20)- (21) read
where the derivatives are evaluated at the equilibrium positions x j . Stability diagrams The stability of the system is dependent on the equations of motion coupling the cavity FIG. 5: Unstable (yellow) and stable (blue) regions of the system for (a) ∆c = 0 and (b) ∆c = −2κ. For the system to be stable the eigenvalues of the matrix A (see Eq. 42 in [21] ) must have negative real parts. If this is not the case then there will be at least one mode which is heated by the cavity.
and motional fluctuations which can be written in the compact form
where the elements of the matrix A contain the arguments of Eq. (20) and Eq. (21) [21] . For the system to be stable the real parts of the eigenvalues of A must be negative, otherwise at least one mode of the chain will be heated. It can be shown that the stability condition is ∆ eff < 0. The stable regions of our parameter space are plotted in Fig. 5 for zero and finite ∆ c , with Γ n = 0 ∀ n. In order to stabilise an unstable system all the modes are coupled to an environment that can damp the excitations (this coupling is denoted by a finite Γ n ). To stabilize the unstable regions shown here we must choose the coupling to be Γ n = 0.1κ with the temperature of the external bath being T ext = 100µK.
B. Evaluation of the restoring force
To discern the sliding and pinned phases we calculate the restoring force required to return the central ion back to the maxima of the cavity field. This is analogous to the de-pinning force of the Frenkel-Kontorova model, whereby in the sliding phase with the symmetry of the system intact the restoring force is zero. However in the pinned phase the restoring force becomes finite thereby realizing the growth of static friction in the system. A finite force is applied to all the ions equally which may be physically implemented by tilting the lattice potential [12] . The sum of the total forces acting on all the ions must vanish to ensure a stable solution and are given by
where F ion = − ∂Vion ∂x and F cav = − ∂Vcav ∂x and F T is the finite force applied to the chain. The critical value of the restoring force is then taken as the finite force required to move the central ion back to the maximum of the cavity field, i.e. such that cos 2 (kx 0 ) = 1 at which point F res = F T . The restoring force is shown in Fig. 6 as a function of C for different pump strengths η/κ. Before the transition the restoring force is zero, however after the transition the restoring force becomes finite highlighting the broken symmetry of the system.
C. Spectrum at the cavity output
We report here the analytical results, which were obtained in Ref. [21] . The spectrum is calculated after evaluating the Fourier transform of the linearized HL for the fluctuations, usingâ =ā + δâ. The quantum component of the spectrum reads
where δâ(ν) is the Fourier transform of δâ, δâ(ν) † is the Hermitian conjugate of δâ(ν), and we omit the Rayleigh peak at ν = 0, i.e., ω = ω p , which corresponds to the classical part. After some algebra, one finds the expres- n + (ω n + ν) 2 (27) where the first term is due to coupling of the quantum vacuum with the crystal vibrations with θ(ν) = n c 2 n ωn ω 2 n +(γn−iν) 2 and the second term is due to thermal noise coupling to the modes. The prefactor is given by S 0 (ν) = 2 κ 2 + (ν + ∆ eff ) 2 (28) These are the formula we employed to evaluate Fig. 3 .
