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A REFINEMENT OF THE CAMERON-ERDO˝S CONJECTURE
NOGA ALON, JO´ZSEF BALOGH, ROBERT MORRIS, AND WOJCIECH SAMOTIJ
Abstract. In this paper we study sum-free subsets of the set {1, . . . , n}, that is, subsets of
the first n positive integers which contain no solution to the equation x + y = z. Cameron
and Erdo˝s conjectured in 1990 that the number of such sets is O(2n/2). This conjecture
was confirmed by Green and, independently, by Sapozhenko. Here we prove a refined ver-
sion of their theorem, by showing that the number of sum-free subsets of [n] of size m is
2O(n/m)
(
⌈n/2⌉
m
)
, for every 1 6 m 6 ⌈n/2⌉. For m > √n, this result is sharp up to the
constant implicit in the O(·). Our proof uses a general bound on the number of independent
sets of size m in 3-uniform hypergraphs, proved recently by the authors, and new bounds
on the number of integer partitions with small sumset.
1. Introduction
What is the structure of a typical set of integers, of a given density, which avoids a
certain arithmetic sub-structure? This fundamental question underlies much of Additive
Combinatorics, and has been most extensively studied when the forbidden structure is a k-
term arithmetic progression, see e.g. [20, 21, 27, 38, 44]. General systems of linear equations
have also been studied, beginning with Rado [35] in 1933, and culminating in the recent
advances of Green, Tao and Ziegler [28, 29]. The subject is extremely rich, and questions of
this type have been attacked with tools from a wide variety of areas of mathematics, from
Graph Theory to Number Theory, and from Ergodic Theory to Harmonic Analysis. See [45]
for an excellent introduction to the area.
In this paper we shall consider sum-free sets of integers, that is, sets of integers which
contain no solution of the equation x + y = z. It is easy to see that the odd numbers and
the set {⌊n/2⌋+1, . . . , n} are the largest such subsets of [n] = {1, . . . , n}. Both of these sets
have ⌈n/2⌉ elements, and therefore there are at least 2⌈n/2⌉ sum-free sets in [n]. In 1990,
Cameron and Erdo˝s [11] conjectured that this trivial lower bound is within a constant factor
of the truth, that is, that the set [n] contains only O(2n/2) sum-free sets. Despite various
attempts [2, 9, 18], their conjecture remained open for over ten years, until it was confirmed
by Green [23] and, independently, by Sapozhenko [40]. We shall prove a natural generaliza-
tion of the Cameron-Erdo˝s Conjecture, by bounding the number of sum-free subsets of [n]
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of size m, for all 1 6 m 6 ⌈n/2⌉. Moreover, we shall also give a quite precise structural
description of almost all sum-free subsets of [n] of size m > C
√
n log n. Our proof uses a
general bound on the number of independent sets of size m in 3-uniform hypergraphs, proved
in [3], which allows one to deduce asymptotic structural results in the sparse setting (in fact,
for all m ≫ √n) from stability results in the dense setting (see Theorem 2.1). The dense
stability result we shall use (see Proposition 2.2) was proved by Green [23]. The second main
ingredient in the proofs of our main theorems will be some new bounds on the number of sets
of integers with small sumset (see Theorems 1.3 and 1.4). Finally, we shall use Freiman’s
3k − 4 Theorem (see below) to count sets with an extremely small sumset.
The study of sum-free sets of integers dates back to 1916, when Schur [43] proved that if
n is sufficiently large, then every r-colouring of [n] contains a monochromatic triple (x, y, z)
with x + y = z. (Such triples are thus often referred to as Schur triples.) Sum-free subsets
of general Abelian groups have also been studied for many years, see e.g. [1, 4, 10, 46].
Diananda and Yap [15] and Green and Ruzsa [26] determined the maximum density µ(G) of
a sum-free set in any finite Abelian group G, and in [26] it was moreover shown that any such
group G has 2(1+o(1))µ(G)|G| sum-free subsets. For the group Zp, Sapozhenko [41] determined
the number of sum-free subsets up to a constant factor, and for finite Abelian groups of
Type I (those for which |G| has a prime divisor q ≡ 2 (mod 3)) Green and Ruzsa [26] were
able to determine the asymptotic number of sum-free subsets of G.
One of the most significant recent developments in Combinatorics has been the formulation
and proof of various ‘sparse analogues’ of classical extremal, structural and Ramsey-type
results. Beginning over 20 years ago (see, e.g., [6, 32, 36, 37]), and culminating in the
recent breakthroughs of Conlon and Gowers [13] and Schacht [42], enormous progress has
been made in understanding extremal structures in sparse random objects. For example,
it is now known (see [13, 42]) that the theorem of Szemere´di [44] on k-term arithmetic
progressions extends to sparse random sets of density p ≫ n−1/(k−1), but not to those of
density p≪ n−1/(k−1). A sparse analogue of Schur’s Theorem was proved by Graham, Ro¨dl
and Rucin´ski [22], who showed that if p ≫ 1/√n and B is a p-random subset1 of Zn, then
with high probability every 2-colouring of B contains a monochromatic solution of x+y = z.
A sharp version of this theorem was proved by Friedgut, Ro¨dl, Rucin´ski and Tetali [19], but
the extremal version was open for 15 years before being resolved by Conlon and Gowers [13]
and Schacht [42]. Even more recently, Balogh, Morris and Samotij [7] sharpened this result
by proving that, for any finite Abelian group G of Type I(q) (that is, q ≡ 2 (mod 3) is the
smallest such prime divisor of |G| = n) and pn > C(q)√n logn, then with high probability
every maximum-size sum-free subset of a p-random subset of G is contained in some sum-free
subset of G of maximum size. In the case G = Z2n, they determined the sharp threshold.
For structural and enumerative results, such as our main theorem, results are known
in only a few special cases. For example, Osthus, Pro¨mel and Taraz [34] proved that if
m >
(√
3
4
+ ε
)
n3/2
√
logn, then almost all triangle-free graphs with m edges are bipartite,
1A p-random subset of a set X is a random subset of X , where each element is included with probability
p, independently of all other elements.
A REFINEMENT OF THE CAMERON-ERDO˝S CONJECTURE 3
and that the constant
√
3/4 is best possible. This result can be seen as a sparse version of
the classical theorem of Erdo˝s, Kleitman and Rothschild [16], which states that almost all
triangle-free graphs are bipartite. In [3], the authors proved a sparse analogue of the result of
Green and Ruzsa [26] mentioned above, by showing that if m > C(q)
√
n logn, then almost
every sum-free m-subset2 of G is contained in some maximum-size sum-free set. We remark
that there are only at most |G| maximum-size sum-free subsets of such a group G, and that
moreover they admit an elegant description.
In this paper we shall be interested in the corresponding question for the set [n]. As noted
above, Cameron and Erdo˝s [11] conjectured, and Green [23] and Sapozhenko [40] proved,
that there are only O(2n/2) sum-free subsets of [n]. Our main result is the following ‘sparse
analogue’ of this theorem.
Theorem 1.1. There exists a constant C > 0 such that, for every n ∈ N and every 1 6
m 6 ⌈n/2⌉, the set [n] contains at most 2Cn/m(⌈n/2⌉
m
)
sum-free sets of size m.
If m >
√
n, then Theorem 1.1 is sharp up to the value of C, since in this case there
is a constant c > 0 such that there are at least 2cn/m
(
n/2
m
)
sum-free m-subsets of [n] (see
Proposition 3.1). Note that if m 6
√
n then the result is trivial, since in this case our
upper bound is greater than
(
n
m
)
. Since there are fewer than 2n/3 subsets of [n] with at
most n/100 elements, Theorem 1.1 easily implies the Cameron-Erdo˝s Conjecture. However,
Theorem 1.1 only implies that there are O(2n/2) sum-free subsets of [n], whereas Green [23]
and Sapozhenko [40] proved that there are asymptotically c(n)2n/2 such sets, where c(n)
takes two different constant values according to whether n is even or odd. Since for us the
parity of n will not matter, we shall assume for simplicity throughout the paper that n is
even; the proof in the case n is odd is identical.
We shall also prove the following structural description of a typical sum-free m-subset of
[n]. Let On denote the set of odd numbers in [n].
Theorem 1.2. There exists C > 0 such that if n ∈ N and m > C√n log n, then almost
every sum-free subset I ⊂ [n] of size m satisfies either I ⊂ On, or
|S(I)| 6 Cn
m
+ ω(n) and
∑
a∈S(I)
(n
2
− a
)
6
Cn3
m3
+ ω(n),
where S(I) = {x ∈ I : x 6 n/2}, and ω(n)→∞ arbitrarily slowly as n→∞.
We remark that the upper bounds on |S(I)| and k(I) :=∑a∈S(I)(n/2−a) in Theorem 1.2
are sharp up to a constant factor (see Section 6). Indeed, we shall show that if m = o(n),
then almost all sum-free m-sets I ⊂ [n] have |S(I)| = Ω(n/m) and k(I) = Ω(n3/m3).
Our proof of Theorems 1.1 and 1.2 has two main components. The first is a bound on
the number of independent m-sets in 3-uniform hypergraphs (see Theorem 2.1), which was
proved in [3], and used there to determine the asymptotic number of sum-free m-subsets
2An m-subset of a set X is simply a subset of X of size m.
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of a finite Abelian group G such that |G| has a prime factor q ≡ 2 (mod 3), for every
m > C(q)
√
n log n. Using this theorem, together with a stability result from [23] (which
follows from a result of Lev,  Luczak and Schoen [33]) it will be straightforward to bound
the number of sum-free m-sets which contain at least δm even numbers, and at least δm
elements less than n/2.
The second component involves counting restricted integer partitions with small sumset.
Recall that p(k) denotes the number of integer partitions of k, so, for example, p(3) = 3
since 3 = 2 + 1 = 1 + 1 + 1. In 1918, Hardy and Ramanujan [30] obtained an asymptotic
formula for p(k), proving that
p(k) =
1 + o(1)
4k
√
3
eπ
√
2k/3.
We shall study the following type of ‘restricted’ partition. Let p∗ℓ(k) denote the number of
integer partitions of k into ℓ distinct parts, i.e., the number of sets S ⊂ N such that |S| = ℓ
and
∑
a∈S a = k. Thus, for example, p
∗
3(8) = 2, since 8 = 5 + 2 + 1 = 4 + 3 + 1. It is
straightforward to show that p∗ℓ(k) 6
(
e2k
ℓ2
)ℓ
, see Lemma 5.1.
We shall bound the number of such partitions under the following more restrictive con-
dition. Recall that, given sets A,B ⊂ N, the sumset A + B is defined to be the set
{a + b : a ∈ A, b ∈ B}. The following theorem bounds the number of partitions of k
into ℓ distinct parts, such that the resulting set S has ‘small’ sumset S + S.
Theorem 1.3. For every c0 > 0 and δ > 0, there exists a C = C(δ, c0) > 0 such that the
following holds. If ℓ3 > Ck and c > c0, then there are at most
2δℓ
(
2cek
3ℓ2
)ℓ
sets S ⊂ N with |S| = ℓ, ∑a∈S a = k and |S + S| 6 ck/ℓ.
Sets with small sumset are a central object of interest in Combinatorial Number Theory,
and have been extensively studied in recent years (see, e.g., [45]). It is easy to see that if
A,B ⊂ Z, then |A+B| > |A|+ |B| − 1, with equality if and only if A and B are arithmetic
progressions with the same common difference. The Cauchy-Davenport Theorem, proved by
Cauchy [12] in 1813 and rediscovered by Davenport [14] in 1935, says that this result extends
to the group Zp; more precisely, that
|A+B| > min{|A|+ |B| − 1, p}.
Many extensions of these results are now known; for example, the Freiman-Ruzsa Theorem
(see [17, 39]) states that if A ⊂ Z and |A + A| 6 C|A|, then A is contained in a O(1)-
dimensional generalized arithmetic progression of size O(|A|). This result itself has many
generalizations, culminating in the very recent theorem of Breuillard, Green and Tao [8],
which is stated in the language of approximate groups.
Despite the enormous interest in such problems, very little seems to be known about the
number of different sets with small sumset (see [24], for example). The following classical
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result, proved by Freiman [17] in 1959, implies a bound for sets with so-called ‘doubling
constant’ less than 3.
Freiman’s 3k− 4 Theorem. If A ⊂ Z satisfies |A+A| 6 3|A| − 4, then A is contained in
an arithmetic progression of size at most |A+ A| − |A|+ 1.
Observe that this implies that, for all λ < 3, there are at most 2o(ℓ)
(
(λ−1)ℓ
ℓ
)
sets S ⊂ Z
such that |S| = ℓ and |S + S| 6 λℓ, up to equivalence under translation and dilation. (That
is, if we assume that min(S) = 0 and S has no common divisor greater than one.) Our
final theorem, which also follows from the proof of Theorem 1.3, provides a similar bound
whenever |S+S| = O(|S|).3 The following result will be crucial in the proof of Theorems 1.1
and 1.2 in the case m = Θ(n).
Theorem 1.4. Let δ > 0, and suppose that ℓ ∈ N is sufficiently large and that k 6 ℓ2/δ.
Then for each λ > 2, there are at most
2δℓ
(
(4λ− 3)e
6
)ℓ
sets S ⊂ N with |S| = ℓ, ∑a∈S a = k, and |S + S| 6 λℓ.
Theorems 1.3 and 1.4 are sufficient for our purposes; however, we believe the following
stronger bound to be true.
Conjecture 1.5. For every δ > 0, there exists C > 0 such that the following holds. If
m > C
√
N and m > C logn, then there are at most
2δm
(
N/2
m
)
sets S ⊂ [n] with |S| = m and |S + S| 6 N .
Since |S + S| 6 N for every m-subset S ⊂ [N/2], the conjecture (if true) is close to
optimal. Note that the condition m > C logn implies that n 6 2m/C , and thus guarantees
that the number of translates of a given set S is negligible.
The rest of the paper is organised as follows. In Section 2, we shall recall the general
structural theorem from [3] and deduce from it a bound on the number of sum-free m-sets
which contain at least δm even numbers, and at least δm elements less than n/2. In Section 3
we shall prove a lower bound on the number of sum-free m-subsets of [n], and in Section 4
we shall use Janson’s inequality to bound the number of sum-free sets which contain at most
δm even numbers. In Section 5 we shall prove Theorems 1.3 and 1.4. Finally, in Section 6,
we shall prove Theorems 1.1 and 1.2.
3Throughout the paper, f(n) = O(g(n)) means there exists an absolute constant, independent of all other
variables, such that f(n) 6 Cg(n).
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2. Preliminaries
In this section we shall recall some of the main tools we shall use in the proofs of Theo-
rems 1.1 and 1.2, and deduce that almost all sum-free m-sets I ⊂ [n] either contain at most
δm even elements, or satisfy |I \B| 6 δm for some interval B of length n/2.
2.1. A structural theorem for 3-uniform hypergraphs. We begin by recalling from [3]
our main tool: a theorem which allows one to deduce asymptotic structural results for sparse
sum-free sets from stability results for dense sum-free sets. It is stated in the language of
general 3-uniform (sequences of) hypergraphs H = (Hn)n∈N, where |V (Hn)| = n. Through-
out this section, the reader should think of Hn as encoding the Schur triples (that is, triples
(x, y, z) with x+ y = z) in [n].
We next recall the dense stability property which we shall use. Let α ∈ (0, 1) and let
B = (Bn)n∈N, where Bn is a family of subsets of V (Hn). We shall write |Bn| for the number
of sets in Bn, and set ‖Bn‖ = max{|B| : B ∈ Bn}.
Definition. A sequence of hypergraphs H = (Hn)n∈N is said to be (α,B)-stable if for every
γ > 0 there exists β > 0 such that the following holds. If A ⊂ V (Hn) satisfies |A| > (α−β)n,
then either e(Hn[A]) > βe(Hn), or |A \B| 6 γn for some B ∈ Bn.
Roughly speaking, a sequence of hypergraphs (Hn) is (α,B)-stable if for every A ⊆ V (Hn)
such that |A| is almost as large as the independence number for Hn, the set A is either very
close to some ‘extremal’ set B ∈ Bn, or it contains many (i.e., a positive fraction of all) edges
of Hn.
If Hn is a hypergraph and m ∈ N, then let SF(Hn, m) denote the collection of independent
sets in Hn of size m. Given a family of sets Bn and δ > 0, we define
SF
(δ)
> (Hn,Bn, m) =
{
I ∈ SF(Hn, m) : |I \B| > δm for every B ∈ Bn
}
.
Finally, for each T ⊂ V (Hn), let dHn(T ) =
∣∣{e ∈ Hn : T ⊂ e}∣∣ and define
∆2(Hn) = max
{
dHn(T ) : T ⊂ V (Hn), |T | = 2
}
.
Note that if Hn encodes Schur triples in [n], then ∆2(Hn) 6 2.
The following theorem, which was proved in [3], shows that if H is (α,B)-stable and
m ≫ √n, then there are very few independent sets (i.e., sum-free sets) in Hn of size m
which are far from every set B ∈ Bn.
Theorem 2.1 (Theorem 4.1 of [3]). Let α > 0 and let H = (Hn)n∈N be a sequence of
3-uniform hypergraphs which is (α,B)-stable, has e(Hn) = Θ(n2) and ∆2(Hn) = O(1). If
‖Bn‖ > αn, then for every δ > 0, there exists a C > 0 such that the following holds. If
m > C
√
n and n is sufficiently large, then∣∣SF(δ)> (Hn,Bn, m)∣∣ 6 (2−εm + δm|Bn|)
(‖Bn‖
m
)
for some ε = ε(H, δ) > 0.
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In the next subsection, we shall use this theorem, together with a result of Green [23], to
deduce an approximate version of Theorem 1.2.
2.2. Green’s stability theorem. Let H = (Hn)n∈N be the sequence of hypergraphs which
encodes Schur triples in [n]; that is, V (Hn) = [n] and {x, y, z} ∈ E(Hn) whenever x+ y = z.
The following stability result, due to Green [23], implies that H is (α,B)-stable, where
α = 1/2 and
Bn =
{{
a+ 1, . . . , a+ n/2
}
: 0 6 a 6 n/2
}
∪ {On}, (1)
where, as before, On denotes the odd numbers in [n].
Proposition 2.2 ([23, Proposition 7]). For any γ > 0, if β = β(γ) > 0 is sufficiently small,
then the following holds. If A ⊂ [n] with |A| > (1/2 − β)n, then either A contains at least
βn2 Schur triples, or |A \B| 6 γn for some B ∈ Bn.
Using Theorem 2.1 and Proposition 2.2, we easily obtain the following corollary.
Proposition 2.3. For every δ > 0, there exist constants C > 0 and ε > 0 such that the
following holds for every n ∈ N and m > C√n. There are at most
2−εm
(
n/2
m
)
sum-free subsets I ⊂ [n] of size m such that |I \B| > δm for every B ∈ Bn.
In particular, for almost every sum-free set I ⊂ [n] of size m, either |I \ On| 6 δm, or
|I \B| 6 δm for some interval B of length n/2.
Proof. Let H = (Hn)n∈N be the sequence of hypergraphs which encodes Schur triples in [n],
as above, and let B = (Bn)n∈N be the collection of intervals of length n/2, plus the odds, as
in (1). Set α = 1/2, and observe that H is (α,B)-stable, by Proposition 2.2.
Now, by Theorem 2.1, if C = C(δ) > 0 is sufficiently large, and m > C
√
n, then
∣∣SF(δ)> (Hn,Bn, m)∣∣ 6 2−εm
(‖Bn‖
m
)
= 2−εm
(
n/2
m
)
for some ε = ε(δ) > 0. Since there are at least
(
n/2
m
)
sum-free m-subsets of [n], it follows
that for almost every such set I we have |I \B| 6 δn for some B ∈ Bn, as required. 
We remark that it will be relatively straightforward to count the sets I that contain fewer
than δm even elements, using Janson’s inequality (see Section 4), and those that contain more
than δm elements less than n/2, using induction on n (see Section 6). Thus, Proposition 2.3
essentially reduces the problem of counting sum-free m-sets in [n] to counting the sum-free
sets that are almost contained in the interval {n/2 + 1, . . . , n}.
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2.3. Binomial coefficient inequalities. We shall make frequent use of some simple in-
equalities involving binomial coefficients; for convenience, we collect them here. Note first
that
(
a
b
)
6
(
ea
b
)b
and that
(
a
b
)
is increasing in a. Next, observe that if a > b > c > 0, then(
a
b− c
)
6
(
b
a− b
)c(
a
b
)
and
(
a− c
b
)
6
(
a− c
a
)b(
a
b
)
, (2)
and hence (
a− c
b− d
)
6
(
a− c
a
)b−d(
b
a− b
)d(
a
b
)
. (3)
We shall also use several times the observation that
∞∑
k=1
kae−bk 6 c · Γ(a + 1)
ba+1
6 C
(a
b
)a+1
e−(a+1), (4)
where Γ(·) is Euler’s Gamma function, for some C > c > 0 and every a > 1 and b > 0.
For other standard probabilistic bounds, such as the FKG inequality and Chernoff’s in-
equality, we refer the reader to [5].
3. A lower bound on the number of sum-free sets
In this section we shall prove the following simple proposition, which shows that the bound
in Theorem 1.1 is tight.
Proposition 3.1. If m >
√
n, then there are 2Ω(n/m)
(
n/2
m
)
sum-free subsets of [n] of size m.
Proof. Let c > 0 be a sufficiently small absolute constant and set a = cn2/m2. We claim
that if S is a uniformly chosen random m-subset of U = {n/2− a, . . . , n}, then
P
(
S is sum-free
)
> exp
(
− cn
2m
)
. (5)
In order to prove (5), we shall in fact choose the elements of S independently at random with
probability p = 4m/n, and bound Pp
(
S is sum-free | |S| = m), which is clearly equivalent.
(Note that the proposition is trivial if m = Ω(n), so we may assume that p is sufficiently
small.)
First observe that there are at most a2 + a triples {x, y, z} in U with x + y = z, and at
most a+ 1 pairs {x, y} in U with 2x = y. Thus, by the FKG inequality,
Pp
(
S is sum-free
)
>
(
1− p3)a2+a(1− p2)a+1 > exp (− cn
3m
)
since c > 0 is sufficiently small, by our choices of a and p. Next, note that, by Chernoff’s
inequality,
Pp
(|S| < m) 6 e−cm 6 e−cn/m,
since m >
√
n. Finally, observe that g(t) = Pp
(
S is sum-free | |S| = t) is decreasing in t.
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It follows immediately that
Pp
(
S is sum-free | |S| = m) > exp (− cn
2m
)
,
which proves (5). Hence the number of sum-free m-sets in {n/2− a, . . . , n} is at least(
n/2 + a
m
)
exp
(
− cn
2m
)
>
(
n/2
m
)
exp
(
am
n
− cn
2m
)
= exp
(
cn
2m
)(
n/2
m
)
,
where the inequality follows from (2) and the fact that
(
1 + 2a
n
)
> ea/n. 
4. Janson argument
In this section, we shall count the sum-free sets that have few even elements. Recall that
On denotes the odd numbers in [n].
Proposition 4.1. If δ > 0 is sufficiently small, then there are at most 2O(n/m)
(
n/2
m
)
sum-free
subsets I ⊂ [n] with |I| = m and |I \On| 6 δm, for every m,n ∈ N.
We remark that an argument similar to the one presented in this section was used in [3]
in a somewhat more general context, see also [7]. Indeed, the following result was proved
in [3].
Proposition 4.2 ([3, Proposition 5.1]). There exists constants δ > 0 and C > 0 such that
the following holds for every m > C
√
n logn. There are at most(
1 +
1
n3
)(
n/2
m
)
sum-free subsets I ⊂ [n] with |I| = m and |I \On| 6 δm.
Proposition 4.2 clearly implies Proposition 4.1 in the case m > C
√
n log n. Furthermore,
the proposition is trivial if m 6 O
(√
n
)
, since then the claimed upper bound is greater than(
n
m
)
. Thus, we need only consider the case C
√
n 6 m 6 C
√
n log n.
Recall the following well-known result, which is an easy corollary of Janson’s inequality
(see [5, 31]), combined with Pittel’s inequality (see [31]). We refer the reader to [3, Section 5]
for a proof.
Lemma 4.3 (Hypergeometric Janson Inequality). Suppose that {Ui}i∈J is a family of subsets
of an n-element set X and let m ∈ {0, . . . , n}. Let
µ =
∑
i∈J
(m/n)|Ui| and ∆ =
∑
i∼j
(m/n)|Ui∪Uj |,
where the second sum is over ordered pairs (i, j) such that i 6= j and Ui ∩ Uj 6= ∅. Let R be
a uniformly chosen random m-subset of X. Then
P
(
Ui * R for all i ∈ J
)
6 C ·max
{
e−µ/2, e−µ
2/(2∆)
}
,
for some absolute constant C > 0.
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We now turn to the proof of Proposition 4.1.
Let C > 0 be a sufficiently large constant, and recall that we may assume that C
√
n 6
m 6 C
√
n log n. We begin by proving the following claim.
Claim. For some constant c > 0, there are at most
C ·
(
n/2
k
)
max
{
e−ckm
2/n, e−cm
}( n/2
m− k
)
(6)
sum-free m-sets I ⊂ [n] with |I \On| = k 6 δm.
Proof of claim. Let k 6 δm and let S be an arbitrary k-subset of [n] \ On. Let {Ui}i∈J be
the collection of pairs {x, y} ⊂ On such that either x+ y = z or x − y = z for some z ∈ S.
In order to bound the number of sum-free m-sets I with I \ On = S, we shall apply the
Hypergeometric Janson Inequality to the collection {Ui}i∈J and the set X = On, with R a
uniformly chosen random (m− k)-subset of X . Note that if S ∪R is sum-free, then Ui * R
for all i ∈ J .
Let µ and ∆ be the quantities defined in the statement of Lemma 4.3, and observe that
for every even number z, there are either at least n/10 pairs {x, y} ⊂ On with x+ y = z (if
z > n/2), or at least n/5 such pairs with x − y = z (if z 6 n/2). Thus nk/20 6 |J | 6 nk,
since each pair can be counted at most twice. Observe that each vertex x ∈ On lies in at
most 2k of the Ui. Hence
µ >
nk
20
· (m− k)
2
n2
>
km2
30n
and ∆ 6 (2k)2
( |J |
2k
)(
m
n
)3
6
2k2m3
n2
.
By the Hypergeometric Janson Inequality, if c = 10−4 then there are at most
C ·max
{
e−ckm
2/n, e−cm
}( n/2
m− k
)
sets R ⊂ On of size m−k such that S∪R is sum-free. Summing over choices of S, we obtain
the claimed bound. 
Now, by (2) and since m 6 C
√
n logn 6 n/6, if k > n/m then (6) is at most
C ·
(
n/2
k
)(
m
n/2−m
)k
e−cm
(
n/2
m
)
6 C ·
(
3em
2k
)k
e−cm
(
n/2
m
)
≪
(
n/2
m
)
,
assuming δ > 0 is sufficiently small. However, if k 6 n/m then (6) is at most
C ·
(
3em
2k
e−cm
2/n
)k (
n/2
m
)
6 2O(n/m)
(
n/2
m
)
.
To see the final inequality, observe that (since xe−x/n 6 n) we have me−cm
2/n 6 n/cm, and
use the fact that k 7→ (a/k)k is maximized when k = a/e. This completes the proof of
Proposition 4.1.
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5. Partitions and sumsets
In this section we shall prove Theorems 1.3 and 1.4. Recall that
p∗ℓ(k) = #
{
partitions of k into ℓ distinct parts
}
.
We shall use the following easy upper bound on p∗ℓ(k) in the proofs of Theorems 1.1 and 1.2.
Lemma 5.1. For every k, ℓ ∈ N,
p∗ℓ(k) 6
(
e2k
ℓ2
)ℓ
.
Proof. Consider putting k identical balls into ℓ labelled boxes. There are
(
k+ℓ−1
ℓ−1
)
= ℓ
k+ℓ
(
k+ℓ
ℓ
)
ways to do so, and each partition of k into ℓ distinct parts is counted exactly ℓ! times. Using
the bound ℓ! >
√
2πℓ
(
ℓ
e
)ℓ
, it follows that
p∗ℓ(k) 6
1
ℓ!
· ℓ
k + ℓ
(
k + ℓ
ℓ
)
6
2
ℓ+ 2
· 1√
2πℓ
(
e
ℓ
)ℓ(
e(k + ℓ)
ℓ
)ℓ
6
(
e2k
ℓ2
)ℓ
,
if k >
(
ℓ+1
2
)
and ℓ > 4, since
(
k+ℓ
k
)ℓ
< e2 < 6
√
2π. Finally, note that the result is trivial if
ℓ 6 3, and that p∗ℓ(k) = 0 if k <
(
ℓ+1
2
)
. 
In order to motivate the proofs of Theorems 1.3 and 1.4, we shall first sketch an easy proof
of a weaker bound and an incorrect proof of a sharper one; we will use ideas from both in
the actual proof. We begin with the weaker bound: given c, δ > 0, let C = C(δ, c) > 0 be
sufficiently large, and suppose that ℓ3 > Ck. We claim that there are at most
2δℓ
(
cek
ℓ2
)ℓ
(7)
sets S ⊂ N with |S| = ℓ, ∑a∈S a = k, and |S + S| 6 ck/ℓ. Note that this is weaker than
Theorem 1.3 by a factor of (3/2)ℓ.
We shall count ‘good’ sequences (a1, . . . , aℓ) of length ℓ, that is, sequences such that the
underlying set S = {a1, . . . , aℓ} satisfies |S| = ℓ,
∑
a∈S a = k and |S + S| 6 ck/ℓ. Note
that each such set S will appear as a sequence exactly ℓ! times. Set Sj = {a1, . . . , aj} and
observe that
∣∣(Sj + aj+1) \ (Sj + Sj)∣∣ > δ|Sj| for at most δℓ indices j ∈ [ℓ], since otherwise
|S + S| > δ(δℓ/2)2 > ck/ℓ, where the last inequality follows because ℓ3 > Ck.
We now make a simple but key observation: that, for every set S ⊂ N, there are at most
(1− δ)−1|S + S| elements y ∈ N such that∣∣(S + y) \ (S + S)∣∣ 6 δ|S|. (8)
To prove this, observe that there are |S| · |S + S| pairs (a, b) with a ∈ S and b ∈ S + S, and
that if (8) holds then a + y = b for at least (1 − δ)|S| pairs (a, b) ∈ S × (S + S). For each
pair (a, b) there is at most one such y, and so there are at most |S|·|S+S|
(1−δ)|S| elements y which
satisfy (8), as claimed.
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Thus, as in the proof of Lemma 5.1, the number of good sequences (a1, . . . , aℓ) is at most(
ℓ
δℓ
)(
k + δℓ
δℓ
)( |S + S|
1− δ
)(1−δ)ℓ
6
(e
δ
)δℓ(2ek
δℓ
)δℓ(
1
|S + S|
)δℓ
eO(δℓ)|S + S|ℓ
6
(
2e2
δ2c
)δℓ
eO(δℓ)
(
ck
ℓ
)ℓ
6 2O(
√
δℓ)
(
ck
ℓ
)ℓ
, (9)
assuming δ > 0 is sufficiently small. Dividing by ℓ!, we obtain (7), as claimed.
Next, define the span of a set S ⊂ N to be max(S)−min(S) and observe that, for any set
S, we have 2 · span(S) = span(S + S). Let Bj denote the set of elements y (as above) for
which |(Sj + y) \ (Sj + Sj)| 6 δ|Sj|. Intuitively, one would expect that Bj + Sj ≈ Sj + Sj ,
which implies that
span(Bj) + span(Sj) = span(Bj + Sj) ≈ span(Sj + Sj) = 2 · span(Sj), (10)
and hence span(Bj) ≈ span(Sj). This would imply that min(Sj) +Bj and max(Sj) +Bj are
(almost) disjoint, since
max
(
min(Sj) +Bj
)
= min(Sj) +max(Bj) ≈ max(Sj) + min(Bj) = min
(
max(Sj) +Bj
)
.
But now, if Bj + Sj ≈ Sj + Sj , then
|Bj | . |Sj + Sj|
2
,
which would win us a factor of roughly 2ℓ in (9). Unfortunately, (10) does not hold in general;
for example, if Sj = [k] ∪X , where X is a random subset of {k + 1, . . . , 2k} of size δk, then
span(Sj) ≈ 2k but span(Bj) ≈ 3k. Nevertheless, we shall be able to prove an approximate
version of (10) (see (15), below) by considering a subset J ⊂ Sj which is sufficiently dense
close to its extremal values, max(J) and min(J).
Proof of Theorem 1.3. Let c > c0 > 0 and δ > 0, and note that without loss of generality we
may assume that δ = δ(c0) is sufficiently small. Let C = C(δ, c0) > 0 be sufficiently large;
with foresight, we remark that C = 1/δ13 will suffice. Note also that if c > 3e/2, then the
theorem follows immediately from Lemma 5.1; we shall therefore assume that c < 3e/2.
Given S ⊂ N with |S| = ℓ, ∑a∈S a = k and |S + S| 6 ck/ℓ, let S∗ = max{δk/ℓ, min(S)}
and S∗ = min
{
k/δℓ, max(S)
}
, so δk/ℓ 6 S∗ 6 S∗ 6 k/δℓ. Moreover, define
t∗ = min
{
t :
∣∣S ∩ [(1 + δ)tS∗, (1 + δ)t+1S∗]∣∣ > δ3ℓ}
and t∗ = min
{
t :
∣∣S ∩ [(1− δ)t+1S∗, (1− δ)tS∗]∣∣ > δ3ℓ} (or ∞ if no such t exists), and set
J = [J∗, J∗] =
[
(1 + δ)t∗S∗, (1− δ)t∗S∗
]
. (11)
Note that the set J has ‘dense ends’, that is, the sets [(1− δ)J∗, J∗] and [J∗, (1 + δ)J∗] each
contain more than δ3ℓ elements of S. We shall apply the argument which failed to work
above to the set SJ = S ∩ J .
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Case 1: max
{
t∗, t∗
}
> 1/δ2.
Suppose first that t∗ > 1/δ2. Note that S contains at most δℓ elements greater than S∗,
since
∑
a∈S a = k, and hence at most 2δℓ elements of S greater than
(1− δ)1/δ2S∗ 6 e−1/δ k
δℓ
6
δk
ℓ
.
Let s 6 2δℓ denote the number of elements of S greater than δk/ℓ, and note that
(
a
ℓ−s
)
6(
e2a
ℓ
)ℓ−s
, since e(ℓ− s) > ℓ. By Lemma 5.1, it follows that there are at most(
e2k
s2
)s(
δk/ℓ
ℓ− s
)
6
(
e2k
s2
)s(
e2δk
ℓ2
)ℓ−s
=
(
ℓ2
δs2
)s(
e2δk
ℓ2
)ℓ
6
(√
δk
ℓ2
)ℓ
, (12)
such sets S, where the last inequality follows since δ > 0 is sufficiently small. Summing
over s, it follows that there are at most ℓ
(√
δk
ℓ2
)ℓ
sets S with t∗ > 1/δ2. Since δ = δ(c0) was
chosen sufficiently small, the required bound follows.
Similarly, if t∗ > 1/δ2, then S contains at most 2δℓ elements greater than δk/ℓ (at most δℓ
in the range [δk/ℓ, k/δℓ] ⊂ [δk/ℓ, (1 + δ)1/δ2δk/ℓ], and at most δℓ greater than k/δℓ). Thus
ℓ
(√
δk
ℓ2
)ℓ
is also an upper bound on the number of sets S with t∗ > 1/δ2.
Case 2: max
{
t∗, t∗
}
6 1/δ2.
Since t∗, t∗ 6 1/δ2, there are at most 3δℓ elements of S outside the set [0, δk/ℓ] ∪ J .
Moreover, we may assume that S has at least ℓ/3 elements larger than δk/ℓ, see (12), and
hence that |SJ | > ℓ/4. Thus, since k =
∑
a∈S a > |SJ | · J∗, it follows that J∗ 6 4k/ℓ.
Set J0 =
{
a ∈ S : a 6 δk/ℓ}, let b = |J0| and set r = |S \ (J ∪ J0)| 6 3δℓ. Suppose first
that span(J) < ck/8ℓ. Then, by Lemma 5.1, the number of choices for S is at most4
2ℓ/3∑
b=0
3δℓ∑
r=0
∑
J∗,J∗
(
δk/ℓ
b
)(
e2k
r2
)r (
ck/8ℓ
ℓ− b− r
)
6 k2ℓ2 max
b62ℓ/3, r63δℓ
(
eδk
ℓb
)b(
e2k
r2
)r (
cek
2ℓ2
)ℓ−b−r
= k2ℓ2 max
b62ℓ/3, r63δℓ
(
2δℓ
bc
)b(
2eℓ2
cr2
)r (
cek
2ℓ2
)ℓ
6 2
√
δℓ
(
cek
2ℓ2
)ℓ
if δ = δ(c0) > 0 is sufficiently small, since the maximum occurs at r = 3δℓ and b = 2δℓ/(ec).
Thus we may assume that span(J) > ck/8ℓ, from which it follows that
span(J) = J∗ − J∗ >
√
δ
(
J∗ + J∗
)
, (13)
since J∗ 6 4k/ℓ, and so J∗ > J∗ + ck/8ℓ >
(
1 + c/32
)
J∗.
Let us count sequences a = (a1, . . . , aℓ) of distinct elements such that S = {a1, . . . , aℓ}
satisfies
∑
a∈S a = k and |S + S| 6 ck/ℓ. Given such a sequence a, for each j ∈ [ℓ], set
Sj =
{
a1, . . . , aj
} ∩ J,
4Here, as usual, 00 = 1.
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where J was defined in (11), and define
Bj =
{
y ∈ N : ∣∣(Sj + y) \ (Sj + Sj)∣∣ 6 δ6|Sj|}. (14)
We make the following key claim.
Claim. Suppose that the intervals [J∗, (1 + δ)J∗] and [(1 − δ)J∗, J∗] contain more than δ5ℓ
elements of
{
a1, . . . , aδℓ
}
each. Then
|Bj| 6
(
2
3
+ δ
)
|S + S|
for every δℓ 6 j 6 ℓ.
Proof of claim. Fix j with δℓ 6 j 6 ℓ. Recall from (14) that
∣∣(Sj + y) \ (Sj + Sj)∣∣ 6 δ6ℓ
for every y ∈ Bj , and that 2 · span(Sj) = span(Sj + Sj). We claim that(
1−
√
δ
)
span(J) + span(Bj) 6 span(Sj + Sj). (15)
Indeed, since [(1 − δ)J∗, J∗] contains more than δ5ℓ elements of {a1, . . . , aδℓ}, and hence of
Sj , it follows that x
∗ +max(Bj) ∈ Sj + Sj for some x∗ ∈ Sj ∩ [(1− δ)J∗, J∗]. Similarly, our
assumption on [J∗, (1 + δ)J∗] ∩
{
a1, . . . , aδℓ
}
implies that x∗ + min(Bj) ∈ Sj + Sj for some
x∗ ∈ Sj ∩ [J∗, (1 + δ)J∗], and therefore
span(Sj + Sj) > span(Bj) + x
∗ − x∗ > span(Bj) + span(J)− δ(J∗ + J∗).
But by (13) we have span(J) >
√
δ
(
J∗ + J∗
)
, so (15) follows.
Now Sj ⊂ J , and so 2 · span(J) > span(Sj + Sj), which, together with (15), implies that
span(Bj) 6
1 +
√
δ
2
span(Sj + Sj) =
(
1 +
√
δ
)
span(Sj). (16)
Next, define the set
A =
{
a ∈ Sj :
∣∣(a +Bj) ∩ (Sj + Sj)∣∣ > (1− δ)|Bj|}.
Note that
|Sj \A| · δ|Bj| 6
∣∣{(a, y) ∈ Sj ×Bj : a+ y 6∈ Sj + Sj}∣∣ 6 δ6|Sj| · |Bj|,
and hence |A| > (1− δ5)|Sj|. Let A∗ = minA and A∗ = maxA, and consider the set
D =
(
A∗ +Bj
) ∪ (A∗ +Bj).
Subclaim: |D| > 3|Bj|/2.
Proof of subclaim. Since [J∗, (1+δ)J∗] and [(1−δ)J∗, J∗] each contain more than δ5ℓ elements
of
{
a1, . . . , aδℓ
}
and |A| > (1− δ5)|Sj|, we have
span(A) > span(Sj)− δ
(
J∗ + J∗
)
>
(
1− 2
√
δ
)
span(Sj),
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where the second inequality follows by (13), and the fact that 2 · span(Sj) > span(J). Thus,
by (16),
span(Bj) 6
(
1 +
√
δ
)
span(Sj) 6
(
1 + 4
√
δ
)
span(A) 6 2 · span(A),
and so
∣∣(A∗ +Bj) ∩ (A∗ +Bj)∣∣ 6 |Bj|/2, which easily implies the subclaim. 
Finally, observe that |D \ (Sj + Sj)| 6 2δ|Bj| by the definition of A. Hence(
3
2
− 2δ
)
|Bj | 6 |Sj + Sj| 6 |S + S|,
as required. 
Now, recall that (by definition) for every set S, the intervals [J∗, (1+δ)J∗] and [(1−δ)J∗, J∗]
each contain at least δ3ℓ elements of S. Let I(S) denote the collection of orderings of the
elements of S such that the intervals [J∗, (1 + δ)J∗] and [(1 − δ)J∗, J∗] each contain more
than δ5ℓ elements of
{
a1, . . . , aδℓ
}
, and write a ∈ I if a ∈ I({a1, . . . , aℓ}). Observe that,
given a random ordering a = (a1, . . . , aℓ) of the elements of S, the probability that a ∈ I(S)
is at least 1/2. Thus there are at least ℓ!/2 orderings a ∈ I for each set S.
In order to count sequences a ∈ I, recall that J0 =
{
a ∈ S : a 6 δk/ℓ} and b = |J0|, let
Jˆ0 =
{
j ∈ [ℓ] : aj ∈ J0
}
, and set
Q =
{
1, . . . , δℓ
} ∪ {j ∈ [ℓ] : aj 6∈ Bj−1 and j 6∈ Jˆ0}.
We claim that if a ∈ I, then |Q| 6 5δℓ. To see this, recall that r = |S \ (J ∪ J0)| 6 3δℓ,
and suppose that there are at least δℓ values of j > δℓ with aj+1 ∈ J \Bj . Then each such
j adds at least δ6|Sj| > δ11ℓ new elements to SJ + SJ , since a ∈ I implies that |Sδℓ| > δ5ℓ.
But then
|S + S| > |SJ + SJ | > δℓ · δ11ℓ > ck/ℓ,
since ℓ3 > Ck = k/δ13 > ck/δ12, which contradicts our assumption.
Thus, by the Claim, and setting q = |Q|, the number of choices for S is at most
2ℓ/3∑
b=0
5δℓ∑
q=0
2
ℓ!
(
ℓ
q
)(
k + q − 1
q − 1
)(
ℓ
b
)(
δk
ℓ
)b((
2
3
+ δ
)
ck
ℓ
)ℓ−q−b
. (17)
Indeed, for each choice of the sets Jˆ0 and Q, and the values of aj for each j ∈ Jˆ0 ∪Q, there
are at most |Bj| 6
(
2
3
+ δ
) |S + S| choices for each remaining element aj+1. Recall that
q 6 5δℓ, by the observations above, and that each set S is counted at least ℓ!/2 times as a
sequence a ∈ I. Since |S + S| 6 ck/ℓ, (17) follows.
Finally, note that the summand in (17) is bounded above by
2
ℓ!
(
eℓ
q
· 2k
q
· 3ℓ
2ck
)q (
eℓ
b
· δk
ℓ
· 3ℓ
2ck
)b((
2
3
+ δ
)
ck
ℓ
)ℓ
=
2O(δℓ)
ℓ!
(
3eℓ2
cq2
)q (
3eδℓ
2cb
)b(
2ck
3ℓ
)ℓ
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which is maximized with b = 3δℓ/2c and q = 5δℓ, and so is at most
2γℓ
(
2cek
3ℓ2
)ℓ
,
where γ = γ(δ, c0) → 0 as δ → 0 for any fixed c0 > 0. Since we chose δ = δ(c0) to be
sufficiently small, the theorem follows. 
The proof of Theorem 1.4 is almost identical to the proof of Theorem 1.3 given above; we
need only to add the following observations: that Sj ⊂ Bj, and that aj+1 6∈ Sj.
Proof of Theorem 1.4. Let δ > 0, and note that without loss of generality we may assume
that δ is sufficiently small. Suppose that ℓ ∈ N is sufficiently large and that (ℓ
2
)
6 k 6 ℓ2/δ,
and set c0 = 2ℓ
2/k. Let C = C(δ3, c0) > 0 be given by Theorem 1.3, and note that since
δ 6 ℓ2/k 6 2, C depends only on δ. Let λ > 2 and set c = λℓ2/k, and note that λℓ = ck/ℓ
and ℓ3 > (δℓ)k > Ck.
We are therefore in the setting of Theorem 1.3, and hence we can repeat the proof above
up to (17), except replacing δ everywhere by δ3. Using the observations that Sj ⊂ Bj and
aj+1 6∈ Sj, we deduce that the number of choices for S is at most
ℓ∑
b=0
5δ3ℓ∑
q=0
2
ℓ!
(
ℓ
q
)(
k + q − 1
q − 1
)(
ℓ
b
)(
δ3k
ℓ
)b∏
j∈Z
((
2
3
+ δ3
)
|S + S| − |Sj|
)
, (18)
where Z =
{
j > δ3ℓ : aj+1 ∈ Bj
}
, so in particular |Z| = ℓ− q − b.
Recalling that |Sj| > j − q− b and |S + S| 6 λℓ, and applying the AM-GM inequality, we
see that
∏
j∈Z
((
2
3
+ δ3
)
|S + S| − |Sj |
)
6
((
2
3
+ δ3
)
λℓ+ q + b− 1|Z|
∑
j∈Z
j
)ℓ−q−b
,
and hence (18) is at most
ℓ∑
b=0
5δ3ℓ∑
q=0
2O(δ
2ℓ)
ℓ!
(
e3kℓ
q2
)q (
δ3ek
b
)b(
2λℓ
3
− ℓ
2
+
3(q + b)
2
)ℓ−q−b
. (19)
Since
(
ℓ
2
)
6 k 6 ℓ2/δ and λ > 2, the summand in (19) is maximized with q = 5δ3ℓ and
b 6 3δ2ℓ/c, and hence (19) is at most
2δℓ
(
(4λ− 3)e
6
)ℓ
,
as required. 
We end this section by briefly discussing the factor (3/2)ℓ which separates the bound in
Theorem 1.3 from that in Conjecture 1.5. Although it may seem obvious that we lost this
factor in the subclaim, where one might hope that |D| > (2− δ)|Bj|, we remark that this is
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in fact not the case. Indeed, let x ≪ y ≪ z, and consider the set Sj = (T + z) ∪ (T + 2z),
where T = U ∪ W is composed of U = [y, y + x] and W , a random subset of [0, 2y] of
density ε. Note that if δz > 2y, then this set is dense near its extremes, and moreover
Bj ≈ [z, 2y + z] ∪ [2z, 2y + 2z] and Aj ≈ (U + z) ∪ (U + 2z). Thus
Aj +Bj ≈
[
y + z, x+ 3y + z
] ∪ [y + 2z, x+ 3y + 2z] ∪ [y + 3z, x+ 3y + 3z]
has size roughly 3|Bj|/2, and so in this case the subclaim is sharp.
It therefore seems that in order to prove Conjecture 1.5, one would have to use some
structural properties of Sj . Indeed, since Bj ≈ Bj+1 for each j ∈ [ℓ] and a typical Sj is a
‘random-like’ subset of B1 ∪ . . . ∪ Bj−1, one might hope to bound the probability that (i.e.,
the number of Sj for which) in the subclaim we have |D| < (2− δ)|Bj|. However, since the
bounds in Theorems 1.3 and 1.4 will suffice to prove Theorems 1.1 and 1.2, we shall not
pursue this matter here.
6. Proof of Theorems 1.1 and 1.2
We are now ready to prove Theorem 1.1, which generalizes the Cameron-Erdo˝s Conjecture
to sum-free sets of size m, and its structural analogue, Theorem 1.2. Both theorems will
follow from essentially the same proof; we shall first prove Theorem 1.1, and then point
out how the proof can be adapted to deduce Theorem 1.2. As noted earlier, we shall for
simplicity assume throughout that n is even.
The proof is fairly long and technical so, in order to aid the reader, we shall start by
giving a brief sketch. The argument is broken into a series of six claims, each relying on the
earlier ones; the first five being relatively straightforward, and the last being somewhat more
involved.
We begin, in Claim 1, by using the Hypergeometric Janson Inequality to give a general
upper bound on the number of sum-free m-sets I ⊂ [n] with S = I ∩ [n/2] fixed. In Claim 2,
we use this bound, together with Propositions 2.3 and 4.2, to prove the theorem in the case
m > (1/2− δ)n. Then, in Claim 3, we use Claim 2, Propositions 2.3 and 4.2, and induction
on n, to deal with the case |S| > δm. Writing ℓ = |S| and k =∑a∈S(n/2− a), in Claims 4
and 5 we use Claims 1, 2 and 3 and Lemma 5.1 to deal with the (easy) cases ℓ = O(n/m)
and k ≫ ℓ2n/m. Finally, in Claim 6, we deal with the remaining (harder) cases; however,
since we now have ℓ3 > Ck, we may apply Theorem 1.3 in place of Lemma 5.1. In fact, it
turns out that when m = Θ(n) the bound in Theorem 1.3 is not quite strong enough for our
purposes, but in this case we have |S + S| = O(|S|), and so may instead use Theorem 1.4.
Each of the claims is stated in such a way as to facilitate the deduction of Theorem 1.2,
which follows by exactly the same argument, with a couple of minor tweaks.
Proof of Theorem 1.1. Fix δ > 0 sufficiently small, let C = C(δ) > 0 be a sufficiently large
constant, and let n ∈ N and 1 6 m 6 n/2. We shall show that there are at most 2Cn/m(n/2
m
)
sum-free m-subsets of [n]. We shall use induction on n, and so we shall assume that the
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result holds for all smaller values of n. Since the result is trivial if m 6 C1/3
√
n (since then
2Cn/m
(
n/2
m
)
>
(
n
m
)
), we shall assume that m > C1/3
√
n, and thus that n is sufficiently large.
For any set I ⊂ [n], let
S(I) =
{
x ∈ I : x 6 n/2}
denote the collection of elements of I which are at most n/2, as in the statement of Theo-
rem 1.2. Moreover, given a set S ⊂ [n/2], let S ′ = {x ∈ S : x > n/4}.
We begin by giving a general bound on the number of sum-free m-sets I ⊂ [n] with
S(I) = S, for each S ⊂ [n/2]. For each ℓ ∈ [m] and k ∈ N, let S(k, ℓ) denote the collection
of sets S ⊂ [n/2] such that |S| = ℓ and∑
a∈S
(n
2
− a
)
= k.
The following claim follows easily from the Hypergeometric Janson Inequality.
Claim 1. For every k, ℓ ∈ N with ℓ 6 m/2, and every S ∈ S(k, ℓ), there are at most
min
{(
n/2− |S ′ + S ′|
m− ℓ
)
, C ·max
{
e−km
2/2n2 , e−km/8nℓ
}( n/2
m− ℓ
)}
sum-free m-sets I ⊂ [n] such that S(I) = S.
Proof of Claim 1. Since I is sum-free and S ′ ⊂ I, it follows that I contains no element of
S ′ + S ′ ⊂ {n/2 + 1, . . . , n}. Since S(I) = S and |S| = ℓ, the first bound follows. For
the second bound, we use the Hypergeometric Janson Inequality. Define the graph G of
‘forbidden pairs’ by setting
V (G) =
{
n/2 + 1, . . . , n
}
and E(G) =
{{x, x+ s} : s ∈ S},
and observe that I is an independent set in G, and that G has k edges and maximum degree
at most 2ℓ, since S(I) = S ∈ S(k, ℓ).
Let µ and ∆ be the quantities defined in the statement of Lemma 4.3 and note that we
are applying the lemma with |X| = n/2 and |R| = m− ℓ. Recalling that ℓ 6 m/2, we have
µ = k · (m− ℓ)
2
(n/2)2
>
km2
n2
and ∆ 6 (2ℓ)2
(
k
ℓ
)(
m− ℓ
(n/2)
)3
6
32kℓ(m− ℓ)3
n3
.
Thus µ/2 > km2/2n2 and µ2/2∆ > km/8nℓ, and so the claimed inequality follows. 
In the calculation below, we shall on several occasions wish to make the assumption that
n− 2m > δn. The next claim deals with the complementary case.
Claim 2. If m >
(
1
2
− δ
)
n, then there are at most
(
1
2ℓ
+
1
n2
)(
n/2
m
)
sum-free m-sets
I ⊂ [n] such that |S(I)| = ℓ and I 6⊂ On.
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Proof of Claim 2. The result is trivial if ℓ = 0, so let us assume that ℓ > 1. Recall that
n/2 > m > C1/3
√
n, and hence m > n/3 > C1/4
√
n logn, and that δ > 0 is sufficiently small
and C = C(δ) > 0 is sufficiently large. Thus, by Proposition 2.3, there exists ε = ε(δ) > 0
such that all but 2−εm
(
n/2
m
)
sum-freem-sets I ⊂ [n] satisfy either |I\On| 6 δm, or |I\B| 6 δm
for some interval B of length n/2. Moreover, by Proposition 4.2 there are at most 1
n3
(
n/2
m
)
sum-free m-sets I ⊂ [n] such that 1 6 |I \ On| 6 δm. It thus suffices to count sum-free
m-sets I ⊂ [n] such that |I \B| 6 δm for some interval B of length n/2.
We shall divide into two cases, depending on the size of S(I) ∩ [n/4].
Case 1:
∣∣S(I) ∩ [n/4]∣∣ > ℓ/4.
Suppose |I \ B| 6 δm for some interval B of length n/2. If ∣∣S(I) ∩ [n/4]∣∣ > ℓ/4 > δm,
it follows that I must contain at least (1− δ)m > ⌈3n/8⌉ elements less than 3n/4, which is
impossible since I is sum-free. So assume that ℓ 6 4δm and note that, by our assumption
on |S(I)∩ [n/4]|, we have S(I) ∈ S(k, ℓ) for some k > ℓn/16. Thus, by Claim 1, and setting
γ = 10−3, there are at most∑
k>ℓn/16
∑
S∈S(k,ℓ)
C ·max
{
e−km
2/2n2 , e−km/8nℓ
}( n/2
m− ℓ
)
6 n3
(
n/2
ℓ
)
e−γn
(
n/2
m− ℓ
)
(20)
sum-free m-sets I ⊂ [n] with |S(I)| = ℓ, ∣∣S(I) ∩ [n/4]∣∣ > ℓ/4 and |I \ B| 6 δm for
some interval B of length n/2. Since ℓ 6 4δm, δ > 0 is sufficiently small, and (trivially)(
n/2
m−ℓ
)
6
(
n/2
ℓ
)(
n/2
m
)
, this is at most 1
n3
(
n/2
m
)
, as required.
Case 2: |S(I) ∩ [n/4]| < ℓ/4.
Fix some set S ⊂ [n/2] with |S| = ℓ and such that S ′ = S \ [n/4] has more than 3ℓ/4
elements. Then |S ′ + S ′| > 3ℓ/2 and hence, using (3), it is easy to see that(
n/2− |S ′ + S ′|
m− ℓ
)
6
(
n/2− 3ℓ/2
m− ℓ
)
=
(
n/2− 3ℓ/2
t− ℓ/2
)
6
(
t
n/2− t
)ℓ/2(
n/2
t
)
, (21)
where t = n/2−m 6 δn. By Claim 1, the right-hand side of (21) is an upper bound on the
number of sum-free m-sets I ⊂ [n] with S(I) = S.
Let us first count sets I such that min(I) > n/2 − 2ℓ, i.e., such that a(I) := n/2 −
min(S(I)) 6 2ℓ. Then there are at most 22ℓ choices for the set S(I), and so, by (21), there
are at most
22ℓ
(
n/2− |S ′ + S ′|
m− ℓ
)
6
(
16t
n/2− t
)ℓ/2(
n/2
t
)
6
1
2ℓ+1
(
n/2
m
)
sum-free m-sets I ⊂ [n] with |S(I)| = ℓ and a(I) 6 2ℓ.
Now, let us count sets I such that min(I) > n/2 − 2ℓ, i.e., such that a = a(I) > 2ℓ.
Observe that, since n/2 − a ∈ I, then I contains at most a elements of the set {n/2 +
1, . . . , n/2+a}∪{n−a+1, . . . , n}. Thus I contains at least m−a− ℓ > m−3a/2 elements
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of {n/2 + a + 1, . . . , n − a}. The remaining elements are contained in a set of size 3a, and
thus, by (3), there are at most
23a
(
n/2− 2a
m− 3a/2
)
= 23a
(
n/2− 2a
t− a/2
)
6 23a
(
t
n/2− t
)a/2(
n/2
t
)
6
1
2ℓ+1
(
n/2
m
)
sum-free m-sets I with a(I) > 2ℓ, where again t = n/2−m 6 δn. Summing over the various
cases, the claim follows. 
From now on we shall assume that n− 2m > 2δn. Recall that Claim 1 allows us to count
sum-free sets with at most δm elements less than n/2. We shall use the induction hypothesis
to count the sets I that have more than δm elements in [n/2].
Claim 3. There are at most δ ·2Cn/m(n/2
m
)
sum-free m-sets I ⊂ [n] with at least δm elements
less than n/2.
Proof of Claim 3. Recall that m > C1/3
√
n and that C = C(δ) > 0 is sufficiently large.
Thus, by Proposition 2.3, there exists ε = ε(δ) > 0 such that all but 2−εm
(
n/2
m
)
sum-free
m-sets I ⊂ [n] satisfy either |I \On| 6 δm, or |I \B| 6 δm for some interval B of length n/2.
Moreover, since δ > 0 is sufficiently small, by Proposition 4.1 there are at most 2Cn/2m
(
n/2
m
)
sum-free m-sets I ⊂ [n] with |I \On| 6 δm. We may therefore restrict our attention to the
collection X of sum-free m-sets I ⊂ [n] that satisfy |I \ B| 6 δ3m for some interval B of
length n/2.
First, we shall show that there are only few sets in X which contain more than δ3m
elements less than n/2 − 2δ2n. Indeed, such a set contains at most δ3m elements of the
interval {n− 2δ2n + 1, . . . , n} and hence, by the induction hypothesis and (3), there are at
most
2C(n−δ
2n)/(m−s)
(
n/2− δ2n
m− s
)(
2δ2n
s
)
6 2Cn/m
(
1− 2δ2)m−s( 2m
n− 2m
)s(
2eδ2n
s
)s(
n/2
m
)
such sets with s 6 δ3m elements greater than n− 2δ2n. Summing over s, and recalling that
n− 2m > δn, it follows that there are at most
δ3m∑
s=0
2Cn/me−2δ
2(m−s)
(
2m
δn
· 2eδ
2n
s
)s(
n/2
m
)
6 δ3m · e−δ2m
(
4e
δ2
)δ3m
2Cn/m
(
n/2
m
)
(22)
such sets, which is at most δ2 · 2Cn/m(n/2
m
)
, since δ > 0 was chosen sufficiently small and
m > C1/3 is sufficiently large.
It only remains to count the sets in X which contain at least δm− δ3m > δm/2 elements
of the interval {n/2− 2δ2n, . . . , n/2}, and at most δ3m elements less than n/2− 2δ2n. Note
that m 6 5δn (else there are no such sets), and so by (3) we have(
n/2− δm
m− a− b
)
6
(
n/2− δm
n/2
)m−a−b(
m
n/2−m
)a+b(
n/2
m
)
6
(
3m
n
)a+b(
n/2
m
)
. (23)
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Now, |S + S| > 2|S| − 1 for every S ⊂ Z and so, by Claim 1, there are at most
δ3m∑
a=0
m−a∑
b=δm/2
(
n/2
a
)(
2δ2n+ 1
b
)(
n/2− δm
m− a− b
)
such sum-free sets. But by (23) this is at most
δ3m∑
a=0
m−a∑
b=δm/2
(
3em
2a
)a(
6eδ2m
b
)b(
n/2
m
)
6 m2
(
3e
2δ3
)δ3m (
12eδ
)δm/2(n/2
m
)
6 e−δm
(
n/2
m
)
,
so this completes the proof of the claim. 
From now on, we may restrict our attention to those sum-free subsets I ⊂ [n] for which
|S(I)| 6 δ3m. The remainder of the proof involves some careful counting using Theorems 1.3
and 1.4 and Lemma 5.1. We shall break up the calculation into three claims. In the first
two, which are fairly straightforward, we count the sets I for which |S(I)| is small (Claim 4)
or
∑
a∈S(I)(n/2− a) is large (Claim 5). Finally in Claim 6, which is much more delicate, we
count the remaining sets.
Claim 4. If ℓ 6 (2Cδ)n/m, then there are at most 2Cn/2m
(
n/2
m
)
sum-free m-sets I ⊂ [n] with
|S(I)| = ℓ.
Proof of Claim 4. Let k ∈ N and fix a set S ∈ S(k, ℓ). By Claim 1, there are at most
C ·max
{
e−km
2/2n2 , e−km/8nℓ
}( n/2
m− ℓ
)
(24)
sum-free m-sets I ⊂ [n] with S(I) = S. Recall that ℓ 6 δ3m and n− 2m > δn, and suppose
first that e−km
2/2n2 > e−km/8nℓ, i.e., that ℓ 6 n/4m. By Lemma 5.1, there are at most
(
e2k
ℓ2
)ℓ
choices for S, and hence, using (2), we can bound the number of sets I as follows:
∑
k
∑
S∈S(k,ℓ)
C · e−km2/2n2
(
n/2
m− ℓ
)
6
∑
k
C
(
e2k
ℓ2
)ℓ
e−km
2/2n2
(
2m
n− 2m
)ℓ(
n/2
m
)
. (25)
Now, using (4) to bound the sum over k, this is at most
C2
(
e2
ℓ2
· 2m
δn
)ℓ(
2n2ℓ
em2
)ℓ+1(
n/2
m
)
6
(
Cn
m
)3(
4en
δmℓ
)ℓ(
n/2
m
)
6 2Cn/3m
(
n/2
m
)
,
where in the last two steps we used the bound ℓ 6 n/4m.
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Suppose next that e−km
2/2n2 6 e−km/8nℓ, i.e., that n/4m 6 ℓ 6 (2Cδ)n/m. The calculation
is almost the same:∑
k
∑
S∈S(k,ℓ)
C · e−km/8nℓ
(
n/2
m− ℓ
)
6
∑
k
C
(
e2k
ℓ2
)ℓ
e−km/8nℓ
(
2m
n− 2m
)ℓ(
n/2
m
)
6
(
Cn
m
)3(
4e
δ
)ℓ(
n/2
m
)
6 2Cn/3m
(
n/2
m
)
, (26)
where we again used Lemma 5.1, (2), (4) and the bound ℓ 6 (2Cδ)n/m. 
Claim 5. If ℓ > n/4m, then there are at most e−ℓ
(
n/2
m
)
sum-free m-sets I ⊂ [n] such that
S(I) ∈ S(k, ℓ) for some k > ℓ2n/δm.
Proof of Claim 5. The calculation is similar to that in the previous claim. Indeed, note
that (24) still holds, and that our assumption that ℓ > n/4m implies that e−km
2/2n2 6
e−km/8nℓ. In place of (4), we shall use the inequality
∞∑
k=ℓ2n/δm
(
e2k
ℓ2
· 2m
δn
)ℓ
e−km/8nℓ 6
16nℓ
m
(
2e2
δ2
)ℓ
e−ℓ/8δ 6 e−ℓ, (27)
which holds since g(x) = xae−bx is decreasing on [a/b,∞) and g(x + 1/b) < g(x)/2 if
x > 3a/b. (Note that we have ℓ2n/δm > 3ℓ · 8nℓ/m since δ > 0 is sufficiently small.) Since
|S(k, ℓ)| 6 (e2k
ℓ2
)ℓ
by Lemma 5.1, it follows from (27) and (2) that
∑
k>ℓ2n/δm
∑
S∈S(k,ℓ)
(
n/2
m− ℓ
)
e−km/8nℓ 6
∑
k>ℓ2n/δm
(
e2k
ℓ2
· 2m
δn
)ℓ
e−km/8nℓ
(
n/2
m
)
6 e−ℓ
(
n/2
m
)
.
By Claim 1, this is an upper bound on the number of sum-free m-sets I ⊂ [n] such that
S(I) ∈ S(k, ℓ) for some k > ℓ2n/δm, as required. 
The following claim now completes the proof of Theorem 1.1.
Claim 6. If k 6 ℓ2n/δm and ℓ > (2Cδ)n/m, then there are at most(
2O(δℓ)
(
3
2
√
e
)ℓ
+ e−δm
)(
n/2
m
)
sum-free m-sets I ⊂ [n] with S(I) ∈ S(k, ℓ).
This is the most difficult case, and we shall have to count more carefully, using Theorem 1.3
(in the case m = o(n)) and Theorem 1.4 (in the case m = Θ(n)). Recall that, given a set
S ⊂ [n/2], we set S ′′ = S ∩ [n/4] and S ′ = S \ S ′′. For simplicity, we shall fix integers
k′, ℓ′ ∈ N and consider only sets S ∈ S(k, ℓ) with |S ′| = ℓ′ and∑
a∈S′
(n
2
− a
)
= k′.
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Set ℓ′′ = ℓ− ℓ′ and k′′ = k − k′, and note that summing over choices of k′ and ℓ′ only costs
us a factor of kℓ = O(ℓ4), which is absorbed by the error term 2O(δℓ).
Proof of Claim 6. We begin by slightly improving the bound in Claim 1; this will allow us
to show that almost every sum-free set I of size m > C
√
n logn contains no element less
than n/4. To be precise, we shall show that since n − 2m > δn and ℓ 6 δ3m, there are at
most
C
∑
S∈S(k,ℓ)
max
{
e−δℓ
′′m2/n, e−δm
}(n/2− |S ′ + S ′|
m− ℓ
)
+ e−δm
(
n/2
m
)
(28)
independent m-sets I ⊂ [n] with S ∈ S(k, ℓ).
To prove (28), we shall partition into two sets by setting
S1(k, ℓ) =
{
S ∈ S(k, ℓ) : |S ′ + S ′| > δn},
and S2(k, ℓ) = S(k, ℓ) \ S1(k, ℓ). By Claim 1, and using (3), there are at most(
n/2
ℓ
)(
n/2− δn
m− ℓ
)
6
(
1− 2δ)m−ℓ(2m
δn
)ℓ(
en
2ℓ
)ℓ(
n/2
m
)
6 e−δm
(
n/2
m
)
,
choices for I with S(I) ∈ S1(k, ℓ), since n− 2m > δn and ℓ 6 δ3m.
Suppose now that S ∈ S2(k, ℓ). Similarly as in the proof of Claim 1, we apply the
Hypergeometric Janson Inequality to the graph G with
V (G) =
{
n/2 + 1, . . . , n
} \ (S ′ + S ′) and E(G) = {{x, x+ s} : s ∈ S ′′}.
Observe that k′′ > ℓ′′n/4, and hence G has at least
k′′ − (2ℓ′′)|S ′ + S ′| > 2ℓ′′
(n
8
− |S ′ + S ′|
)
>
ℓ′′n
8
edges, and maximum degree at most 2ℓ′′. Hence, letting µ and ∆ to be the quantities defined
in the statement of Lemma 4.3, we have
µ >
ℓ′′n
8
· (m− ℓ)
2
(n/2)2
>
ℓ′′m2
3n
and ∆ 6
n
2
· (2ℓ′′)2( m− ℓ
n/2− δn
)3
6
20(ℓ′′)2m3
n2
.
Thus µ/2 > δℓ′′m2/n and µ2/2∆ > δm, and so (28) follows.
In order to complete the calculation, we break into cases according to the order of magni-
tude of m. We begin with the central range.
Case 1: C
√
n logn 6 m 6 δn.
For each c > 0 let S(c)(k, ℓ) denote the collection of sets S ∈ S(k, ℓ) with
ck′
ℓ′
6 |S ′ + S ′| 6 (1 + δ)ck
′
ℓ′
.
We shall first bound the sum in (28) restricted to S(c)(k, ℓ), for each c > c0 = δ2, and then
sum over choices of c. To simplify the calculations, let us also fix k′ and ℓ′, and count only
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those S ∈ S(c)(k, ℓ) such that |S ′| = ℓ′ and ∑a∈S′(n/2 − a) = k′; as noted above, there are
only O(ℓ4) choices for k′ and ℓ′ and this will be absorbed by the error term 2O(δℓ).
We shall use Theorem 1.3 to bound the number of sets S ∈ S(c)(k, ℓ); we may do so since
(ℓ′)3
k′
>
ℓ3
2k
> ℓ · δm
2n
> Cδ2,
which follows since k′ 6 k 6 ℓ2n/δm and (2Cδ)n/m 6 ℓ 6 δ3m, which together imply that
ℓ− ℓ′ = ℓ′′ = ∣∣S ∩ [n/4]∣∣ 6 4k
n
6
4ℓ2
δm
6 δℓ. (29)
Thus, by Theorem 1.3 and (3), it follows that∑
S∈S(c)(k,ℓ)
max
{
e−δℓ
′′m2/n, e−δm
}(n/2− |S ′ + S ′|
m− ℓ
)
(30)
is at most
2O(δℓ)
(
2cek′
3ℓ′2
)ℓ′ (
n/4
ℓ′′
)
max
{
e−δℓ
′′m2/n, e−δm
}(n− 2ck′/ℓ′
n
)m−ℓ(
2m
n− 2m
)ℓ(
n/2
m
)
. (31)
Note that we used both the lower bound |S ′ + S ′| > ck′/ℓ′ and the upper bound |S ′ + S ′| 6
(1 + δ)ck′/ℓ′ from the definition of S(c)(k, ℓ). Since m 6 δn and ℓ = ℓ′ + ℓ′′, we have(
2cek′
3ℓ′2
)ℓ′ (
n/4
ℓ′′
)(
2m
n− 2m
)ℓ
6 2O(δℓ)
(
4cek′m
3nℓ′2
)ℓ′ (
em
2ℓ′′
)ℓ′′
, (32)
and since e−δm
2/n 6 n−C and ℓ′′ 6 ℓ 6 δ3m, we have(
em
2ℓ′′
)ℓ′′
max
{
e−δℓ
′′m2/n, e−δm
}
6 1. (33)
Hence (30) is at most
2O(δℓ)
(
4cek′m
3nℓ′2
)ℓ′
exp
(
−2ck
′(m− ℓ)
ℓ′n
)(
n/2
m
)
. (34)
Finally, using (4) to sum over k′, and summing over ℓ′, we obtain an upper bound on (30) of
∑
ℓ′
2O(δℓ)
(
4cem
3nℓ′2
)ℓ′ (
ℓ′2n
2ce(m− ℓ)
)ℓ′+1(
n/2
m
)
6 2O(δℓ)
(
2
3
)ℓ(
n/2
m
)
,
where the error term was able to absorb the extraneous terms because n/m 6 ℓ 6 δ3m.
Applying the above bound on (30) with c = δ2(1 + δ)t, and summing over integers 0 6
t 6 n/δ2m, we obtain a bound for the sum in (28) over sets S ∈ S(k, ℓ) such that
δ2 · k
′
ℓ′
6 |S ′ + S ′| 6 n
δm
· k
′
ℓ′
.
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For those with |S ′ + S ′| 6 δ2k′/ℓ′, the argument above gives an upper bound on (30) of
∑
ℓ′
2O(δℓ)
(
4δ2ek′m
3nℓ′2
)ℓ′ (
n/2
m
)
6
(
4δ
)ℓ(n/2
m
)
in place of (34), since we have no lower bound on |S ′ + S ′|, and the last inequality follows
since k/ℓ2 6 n/δm. For sets S ∈ S(k, ℓ) with |S ′+S ′| > (n/δm) · k′/ℓ′, we apply Lemma 5.1
in place of Theorem 1.3 to obtain, instead of (31), an upper bound of,
2O(δℓ)
(
e2k′
ℓ′2
)ℓ′ (
n/4
ℓ′′
)
max
{
e−δℓ
′′m2/n, e−δm
}(
1− 2k
′
δmℓ′
)m−ℓ(
2m
n− 2m
)ℓ(
n/2
m
)
.
By the same argument as before, this is at most
2O(δℓ)
(
2e2k′m
nℓ′2
)ℓ′
exp
(
−2k
′(m− ℓ)
δmℓ′
)(
n/2
m
)
6
(
2e2
δ
)ℓ′
e−ℓ
′/3δ
(
n/2
m
)
, (35)
where the last inequality follows since k′ 6 k 6 ℓ2n/δm (by assumption), ℓ/ℓ′ 6 2O(δ),
ℓ 6 δ3m and k′ >
(
ℓ′
2
)
(otherwise S(k′, ℓ′) is empty). Summing over k′ and ℓ′, and using the
fact that ℓ′ > (1− δ)ℓ, it is easy to see that this is at most (2
3
)ℓ (n/2
m
)
, as required.
Putting together the various cases, we see that (28) is bounded above by
2O(δℓ)
(
2
3
)ℓ(
n/2
m
)
+ e−δm
(
n/2
m
)
,
and since 2/3 < 3/2
√
e, this proves the claim for C
√
n log n 6 m 6 δn.
We next observe that the case m 6 C
√
n log n can be easily reduced to the case above.
Case 2: C1/3
√
n 6 m 6 C
√
n logn.
The proof is the same in Case 1, except for the following step. Instead of the bound(
em
2ℓ′′
)ℓ′′
max
{
e−δℓ
′′m2/n, e−δm
}
6 1, which holds when m > C
√
n logn, we claim that since
m > C1/3
√
n we have (
em
2ℓ′′
)ℓ′′
max
{
e−δℓ
′′m2/n, e−δm
}
6 2δℓ. (36)
Indeed, if ℓ′′ > n/m then the left-hand side of (36) is at most 1, since ℓ′′ 6 δ3m. On the
other hand, if ℓ′′ 6 n/m then(
em
2ℓ′′
)ℓ′′
max
{
e−δℓ
′′m2/n, e−δm
}
=
(
em
2ℓ′′
· e−δm2/n
)ℓ′′
6 2n/2δm 6 2δℓ,
since me−δm
2/n 6 n/δm, as in the proof of Proposition 4.1, and the function x 7→ (c/x)x is
maximized when x = c/e; the last inequality holds since ℓ > (2Cδ)n/m. The remainder of
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the calculation is exactly as in Case 1 and so (28) is at most
2O(δℓ)
(
2
3
)ℓ(
n/2
m
)
+ e−δm
(
n/2
m
)
,
as claimed. This completes the proof of the claim for all C1/3
√
n 6 m 6 δn.
Finally, we turn to the case m = Θ(n). We shall assume first that m 6 n/4, and then (in
Case 4) show how the result for m > n/4 follows by the same argument.
Case 3: δn 6 m 6 n/4.
The calculation in this case is similar to that in Case 1, except we shall use Theorem 1.4
in place of Theorem 1.3. Indeed, recall that C = C(δ) is sufficiently large, and observe that
k′ 6 k 6
ℓ2n
δm
6
2
δ2
· ℓ′2 and ℓ′ > (Cδ)n
m
> 4Cδ,
since 4 6 n/m 6 1/δ, recalling that k 6 ℓ2n/δm, ℓ > (2Cδ)n/m and ℓ′′ 6 δℓ by (36). Hence
we may apply Theorem 1.4 for each 2 6 λ 6 2/δ3, and deduce that there are at most
2δℓ
′
(
(4λ− 3)e
6
)ℓ′
sets S ′ ∈ S(k′, ℓ′) such that |S ′ + S ′| 6 λ|S ′|.
Now, for each λ > 0 let S(λ)(k, ℓ) denote the collection of sets S ∈ S(k, ℓ) such that
λ|S ′| 6 |S ′ + S ′| 6 (1 + δ)λ|S ′|.
As in Case 1, we shall fix k′ and ℓ′ and count only those S ∈ S(λ)(k, ℓ) such that |S ′| = ℓ′
and
∑
a∈S′(n/2− a) = k′; once again, there are only O(ℓ4) choices for k′ and ℓ′ and this will
be absorbed by the error term 2O(δℓ).
Now, by Theorem 1.4 and (3),∑
S∈S(λ)(k,ℓ)
max
{
e−δℓ
′′m2/n, e−δm
}(n/2− |S ′ + S ′|
m− ℓ
)
(37)
is at most
2O(δℓ)
(
(4λ− 3)e
6
)ℓ′ (
n/4
ℓ′′
)
max
{
e−δℓ
′′m2/n, e−δm
}( 2m
n− 2m
)ℓ(
n− 2λℓ′
n
)m−ℓ(
n/2
m
)
.
Note that we used both the lower bound |S ′ + S ′| > λ|S ′| and the upper bound |S ′ + S ′| 6
(1 + δ)λ|S ′| from the definition of S(λ)(k, ℓ). By the same argument as in Case 1 (see (32)
and (33)), we have(
n/4
ℓ′′
)
max
{
e−δℓ
′′m2/n, e−δm
}( 2m
n− 2m
)ℓ′′
6
(
em
ℓ′′
)ℓ′′
max
{
e−δℓ
′′m2/n, e−δm
}
6 1, (38)
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since m 6 n/4, e−δm
2/n 6 n−C and ℓ′′ 6 ℓ 6 δ3m. Thus (37) is at most
2O(δℓ)
(
(4λ− 3)e
6
)ℓ′
exp
(
− 2λℓ
′m
n
)(
2m
n− 2m
)ℓ′(
n/2
m
)
,
since ℓ = ℓ′+ℓ′′ and ℓ 6 δ3m (so the term eO(λℓ
2/n) is absorbed by the error term). By simple
calculus5, it is straightforward to show that if λ > 3(1− δ) then this is at most
2O(δℓ)
(
3
2
√
e
)ℓ(
n/2
m
)
, (39)
as required.
Applying the bound (39) with λ = 3(1−δ)(1+δ)t, and summing over integers 0 6 t 6 1/δ2,
we obtain a bound for the sum in (28) over sets S ∈ S(k, ℓ) such that
3(1− δ)|S ′| 6 |S ′ + S ′| 6 1
δ3
· |S ′| 6 (1 + δ)1/δ2 |S ′|.
For those with |S ′+S ′| > |S ′|/δ3, we apply Lemma 5.1 to obtain, exactly as in (35), a bound
of
2O(δℓ)
(
e2k′
ℓ′2
)ℓ′ (
n/4
ℓ′′
)
max
{
e−δℓ
′′m2/n, e−δm
}(
1− ℓ
′
δ3n
)m−ℓ(
2m
n− 2m
)ℓ(
n/2
m
)
.
By (38), this is at most
2O(δℓ)
(
e2k′
ℓ′2
)ℓ′
exp
(
−ℓ
′(m− ℓ)
δ3n
)(
n/2
m
)
6
(
e2
δ2
)ℓ′
· e−ℓ′/δ
(
n/2
m
)
6 δℓ
(
n/2
m
)
,
since δn 6 m 6 n/4, ℓ 6 δ3m and k′ 6 ℓ2n/δm 6 ℓ2/δ2.
Finally, for those S ∈ S(λ)(k, ℓ) with λ < 3(1 − δ), we shall need a different weapon.
Observe that
|S ′ + S ′| 6 (1 + δ)λ|S ′| 6 3|S ′| − 4,
since 3δ2|S ′| > δ2ℓ > 4, which holds by (36) and since ℓ > (2Cδ)n/m > 8Cδ. Hence, by
Freiman’s 3k − 4 Theorem, it follows that S ′ is contained in an arithmetic progression of
length at most
|S ′ + S ′| − |S ′|+ 1 6 (λ− 1 + 3δ)|S ′|,
which implies that there are at most k2
(
(λ−1+3δ)ℓ
ℓ
)
sets S ′ such that S ∈ S(λ)(k, ℓ). Since
|S ′ + S ′| > 2ℓ′ − 1 and k = O(ℓ3), it follows that (37) is bounded above by
2O(δℓ)
(
(λ− 1)ℓ
ℓ
)(
2m
n− 2m
)ℓ(
n− 2λℓ
n
)m(
n/2
m
)
6 2O(δℓ)
(
4
e3/2
)ℓ(
n/2
m
)
.
The final inequality again follows by simple calculus: the left-hand side is bounded from
above by its value with λ = 3 and m = n/4. Since 4/e3/2 < 3/2
√
e, the claim follows in this
case also.
5The function (4x−3)y3(1−2y) e
1−2xy on [3(1− δ),∞)× (0, 1/4] is maximized at (3(1 − δ), 1/4).
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The proof is essentially complete; all that remains is to show that case m > n/4 can be
deduced easily from the case above.
Case 4: n/4 6 m 6 (1/2− δ)n.
We shall reduce this case to the previous one. Indeed, setting t = n/2 − m and noting
that δn 6 t 6 n/4 and
(
n/2−λℓ
m−ℓ
)
=
(
n/2−λℓ
t−(λ−1)ℓ
)
, we find that (37) is at most
2O(δℓ)
(
(4λ− 3)e
6
)ℓ(
2t
n− 2t
)(λ−1)ℓ(
n− 2λℓ
n
)t(
n/2
t
)
. (40)
Since |S+S| > 2|S| − 1 for every S ⊂ Z, we have λ > 2− δ, and the same calculation shows
that (40) is at most
2O(δℓ)
(
3
2
√
e
)ℓ(
n/2
m
)
,
as required. This completes the proof of Claim 6. 
Finally, let us put together the pieces and show that Claims 1–6 prove Theorem 1.1. By
Claim 2, there are O
(
n/2
m
)
sum-free m-subsets of [n] for every m >
(
1
2
− δ)n. By Claim 3, if
m 6
(
1
2
− δ)n then there are at most δ · 2Cn/m(n/2
m
)
such sets with at least δm of its elements
less than n/2. By Claim 4, there are at most 2Cn/2m
(
n/2
m
)
such sets I with |S(I)| = ℓ(I) 6
(2Cδ)n/m, and by Claim 5 there are at most O
(
n/2
m
)
such sets such that k(I) > ℓ2n/δm
and ℓ(I) > n/4m. Finally, by Claim 6, there are at most O
(
n/2
m
)
such sets which were not
contained in any of the previous cases, i.e., such that ℓ(I) > (2Cδ)n/m and k(I) 6 ℓ2n/δm.
The induction step, and hence Theorem 1.1, now follows. 
We now sketch how the above proof may be adapted in order to prove Theorem 1.2.
Proof of Theorem 1.2. Let δ > 0 be a sufficiently small constant, and let ω = ω(n) be an
arbitrary function such that ω →∞ as n→∞. Let C > 0 be sufficiently large, let m,n ∈ N
satisfy m > C
√
n logn, and consider the sum-free m-sets I ⊂ [n] such that I 6⊂ On. For
simplicity, given such a set I let us write ℓ(I) = |S(I)|, k(I) = ∑a∈S(I)(n/2 − a) and
a(I) = n/2−min(S(I)).
Suppose first that m >
(
1
2
− δ)n. Then, by the proof of Claim 2, there are o(n/2
m
)
such
sets with a(I) >
√
ω =
√
ω(n), which implies that |S(I)| 6 √ω and k(I) 6 ω for almost
every sum-free m-set in [n], as required. Hence we may assume that m 6
(
1
2
− δ)n.
Next, we observe the following strengthening of Claim 3 when m > C
√
n log n.
Claim 3′. If m > C
√
n log n, then there are o
(
n/2
m
)
sum-free subsets I ⊂ [n] of size m with
I 6⊂ On and at least δm elements less than n/2.
Proof of Claim 3 ′. The proof is almost identical to that of Claim 3. The only difference is
that when we bound the number of sum-free m-sets I such that 1 6 |I \ On| 6 δm, we
replace Proposition 4.1 by Proposition 4.2, which holds for m > C
√
n logn, and implies that
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there are at most o
(
n/2
m
)
such sets. When bounding the size of the collection X of sum-free
m-sets I ⊂ [n] that satisfy |I \B| 6 δ3m for some interval B of length n/2, we use (22) and
note that
m · e−δ2m
(
4e
δ2
)δ3m
2Cn/m
(
n/2
m
)
6 2−δ
3m
(
n/2
m
)
,
since δ3m > Cn/m for m > C
√
n logn. The rest of the proof is exactly the same. 
By Claim 3′, we may restrict our attention to sum-free m-sets I ⊂ [n] such that I 6⊂ On
and |S(I)| 6 δm. By Claims 5 and 6, there are o(n/2
m
)
such sets with ℓ(I) > Cn
m
+ ω(n).
However, if ℓ(I) 6 Cn
m
+ ω(n) and
k(I) >
C4n3
m3
+ ω(n)4 >
ℓ2n
δm
,
then combining the proofs of Claims 4 and 5 proves the theorem. Indeed, first note that
by Claim 5 there are o
(
n/2
m
)
sum-free m-sets I with ℓ(I) > max{n/4m,ω}. If ℓ(I) 6 n/4m
then, by (25) in the proof of Claim 4, there are at most
∑
k>Cn3/m3+ω
C
(
e2k
ℓ2
)ℓ
e−km
2/2n2
(
2m
n− 2m
)ℓ(
n/2
m
)
(41)
such sets. Now, recall that n − 2m > δm and note that (41) is decreasing exponentially in
k. Thus if m = o(n), then (41) is at most
4n2
m2
· (Ce−C)n/2m(n/2
m
)
= o
(
n/2
m
)
,
and if m = Θ(n) then (41) is at most
4n2
m2
· ωlogωe−
√
ω
(
n/2
m
)
= o
(
n/2
m
)
.
Finally, if n/4m 6 ℓ 6 ω then (26) and a similar calculation implies there are at most
∑
k>ω4
C
(
e2k
ℓ2
)ℓ
e−km/8nℓ
(
2m
n− 2m
)ℓ(
n/2
m
)
6 ω5ωe−ω
2/32
(
n/2
m
)
= o
(
n/2
m
)
such sum-free sets I, as required. This completes the proof of Theorem 1.2. 
Finally, we prove that the bounds on ℓ(I) = |S(I)| and k(I) = ∑a∈S(I)(n/2 − a) given
by Theorem 1.2 are best possible up to a constant factor. Indeed, we shall show that if
C
√
n logn 6 m = o(n) and ε > 0 is sufficiently small, then almost every sum-free m-subset
I ⊂ [n] satisfies ℓ(I) > εn/m and k(I) > εn3/m3.
30 NOGA ALON, JO´ZSEF BALOGH, ROBERT MORRIS, AND WOJCIECH SAMOTIJ
To see that almost every such I satisfies ℓ(I) > εn/m, note that by Lemma 5.1 the number
of m-sets I ⊂ [n] satisfying ℓ(I) 6 εn/m and k(I) 6 2Cn3/m3 is at most
εn/m∑
ℓ=0
(
e2
ℓ2
· 2Cn
3
m3
)ℓ(
n/2
m− ℓ
)
6
εn/m∑
ℓ=0
(
e2
ℓ2
· 2Cn
3
m3
· 3m
n
)ℓ(
n/2
m
)
6
2εn
m
(
6e2C
ε2
)εn/m(
n/2
m
)
6 2O(
√
εn/m)
(
n/2
m
)
,
where the first inequality follows from (2) and the fact that m = o(n), and the second
inequality follows from the fact that
(
6e2Cn2
m2ℓ2
)ℓ
is increasing for ℓ ∈ (0, εn/m]. On the other
hand, by Proposition 3.1, there are at least 2cn/m
(
n/2
m
)
sum-free m-sets in [n], and since
C
√
n logn 6 m = o(n), by Theorem 1.2 almost all of them satisfy k(I) 6 2Cn3/m3. Thus
almost all sum-free m-sets I ⊂ [n] satisfy ℓ(I) > εn/m, as claimed.
To prove that almost every sum-free m-subset I ⊂ [n] satisfies k(I) > εn3/m3 we again
apply Lemma 5.1. Indeed, observe that the number of m-subsets I ⊂ [n] satisfying ℓ(I) 6
2Cn/m and k(I) 6 εn3/m3 is at most
2Cn/m∑
ℓ=0
(
e2
ℓ2
· εn
3
m3
)ℓ(
n/2
m− ℓ
)
6
2Cn/m∑
ℓ=0
(
e2
ℓ2
· εn
3
m3
· 3m
n
)ℓ(
n/2
m
)
6
3Cn
m
· exp
(
2
√
3ε · n
m
)(n/2
m
)
6 2O(
√
εn/m)
(
n/2
m
)
,
where the first inequality follows from (2) and the fact that m = o(n), and the second
inequality follows from the fact that
(
3εe2n2
ℓ2m2
)ℓ
is maximized when ℓ =
√
3ε(n/m). By Propo-
sition 3.1 and Theorem 1.2, there are at least 2cn/m sum-free m-sets in [n] and almost all of
them satisfy ℓ(I) 6 2Cn/m. It follows that, if ε > 0 is sufficiently small, then almost all
sum-free m-sets I ⊂ [n] satisfy k(I) > εn3/m3, as required.
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