When the number of variables p is larger than the sample size n of a dataset generated from a Gaussian Graphical Model, the maximum likelihood estimation of the precision matrix does not exist. To circumvent this difficulty, in [14] , the authors assume a faithful property on the models and propose a procedure based on conditioning on only one variable. The aim of this paper is to devise a new PC-algorithm (partial correlation), uPC-algorithm, for estimating a high dimension undirected graph associated to a faithful Gaussian Graphical Model. First, we define the separability order of a graph as the maximum cardinality among all its minimal separators. We construct a sequence of graphs by increasing the number of the conditioning variables. We prove that these graphs are nested and at a limited stage, equal to the separability order, this sequence is constant and equal to the true graph.
Introduction
Let us consider X (1) , . . . , X (n) , where X (i) = (X 1 (i), . . . , X p (i)) is an i.i.d sample of size n generated from a multivariate Gaussian distribution
where µ ∈ IR p is the mean vector, Σ, a p×p definite positive matrix, is the covariance and K = (k ij ) is the precision matrix. As an example of this kind of data, we consider the expression levels of p genes among n different experiences. So, X 1 , . . . , X p are the p genes and X j (i) is the expression level of the j th gene for the i th experience. Our main problem in this paper is to find an estimation of the interactions which exist between the genes. The interaction between a pair of genes (X i , X j ) is known (see for example [15] , [12] , [3] ) to be quantified using partial correlation coefficients, called in this paper full partial correlation coefficient (fpcc) :
where V = {1, . . . , p} represents the set of genes X i . Note that the computation of these fpcc needs the computation of the estimation of the covariance matrix which is a p × p matrices.
It is well known that under the Gaussian hypothesis, the nullity of this fpcc is equivalent to no interaction between two given genes which means in term of probability that X i is independent from X j given all the rest of variables X −ij = (X l , l ∈ V \ {i, j}). So :
We can conclude from (2) and (3), that all the gene interactions, which compose the genetic network, can be obtained by detecting the zero coefficients in the precision matrix K. In the literature, this problem is knowing as Gaussian Graphical Models (GGM ) estimation ( [13] , [6] , [2] ). These models are a family of multivariate Gaussian distributions that can be defined from a given undirected graph G = (V, E) as described here :
• V = {1, . . . , p} is the set of vertices where each vertex v in V represents a component X v in X = (X v , v ∈ V )
• E is the set of edges which are simple lines between two vertices and it is defined by
Property (4) is called the pairwise Markov property ( [6] ). Many methods are proposed to estimate either the corresponding undirected graph or the precision matrix. Most of them require the maximum likelihood estimation of K which exists only when the number of observations n is greater than the number p of variables. But in the case of the genetic data this situation rarely occurs. Moreover we have exactly the inverse situation : p is much more larger than n. From a statistical point of view, a solution was proposed in a recent paper (see [14] ) which recalls the idea of the algorithm devised in Chapter 6 of [7] . However, the method focuses only on the estimation of a special graph called 0 − 1 graph constructed by detecting conditional independence between each pair of the variables given only one of the rest of the variables. By this method, only the inverse of the matrices of the maximum size equal to 3 × 3 has to be computed. To use this method an additional hypothesis is required on the considered GGM : the faithfulness of the distribution with respect to G (see definition 2 or see [14] and [7] ). This latter hypothesis guarantees that G collects all the marginal and the conditional independencies in the distribution. From the theorem 4, which is the central result of this paper, we can conclude that the estimated 0 − 1 graph contains many more edges then the true graph. Therefore the true one is equal to the 0 − 1 graph only if it is a tree. Unfortunately, this case is not the most frequent one in the GGM even for sparse graphs.
The solution proposed here also assumes the faithful hypothesis on GGM and it is described as follows. First we define the separability order of a given connected undirected graph G which is the maximum cardinality among all minimal separators of G. After, we prove that G is exactly equal the graph obtained by conditioning on a number of variables equal to its separability order. We also prove that there exists a sequence of nested graphs with an increasing separability order starting with the covariance graphs (see [1] and [9] ), finishing with the true graph. So this result helps us to devise a new algorithm, uPC-algorithm, belonging to the class of PC-algorithms (see [7] , [11] and [4] ). Briefly these algorithms work as follows : starting from the complete graph and successively excluding an edge when detecting conditional independency. They are specially used for the estimation of Directed Acyclic Graphs (DAGs) (see for example [4] , chapter 6 in [7] ) by looking for the conditional independences among the neighbors. This paper is then organized as follows. The next section is devoted to some reviews on GGM, faithfulness and graphs where we will define the separability order. In section 3, we state theorem 4, which is the central result of this paper, and we give its proof. Section 4 is devoted to the description of the uPC-algorithm. In section 5, we give a simulation study on the algorithm where we verify its efficiency and consistency.
2 faithful Gaussian Graphical Models
Terminologies on graphs
An undirected graph G = (V, E) is a pair of sets where V is the set of vertices and E is the set of edges. For i, j ∈ V , we write i ∼ G j when i and j are adjacent in G, i.e (i, j) ∈ E.
For any non-adjacent vertices i ∼ G j in a connected graph G and for any S ⊆ V \ {i, j}, we say that S is a separator of i and j in G if any path between i and j in G intersect S. Consequently, any S ⊇ S is also a separator of i and j. So, S is called a minimal separator of i and j, if for any S ⊂ S and S = S, S can not be a separator of i and j. Then, we denote by ms G (i, j) the set of minimal separators of i, j in G. The set ms G (i, j) = ∅ when i, j are in two different connected components of G. Let us now give the definition of separability order.
Definition 1
The separability order of a given undirected connected and non-complete graph G = (V, E) is
Note that if G is a connected graph with os(G) = m, we can find between any two non-adjacents vertices i and j in G a subset S ⊆ V \ {i, j} with |S| = m and which is a separator of i and j in G.
Example 1 : In figure 1, we give two examples of undirected graphs with different separability orders. Here we give a description of the algorithm that can be used for computing this separability order
Algorithm 1 Start with m = 1 2. return to (1) until you finish with all possible pairs,
Let us note that the problem of determining the separability order graph is different from the famous mincut problem (see [5] ) which determines the minimal subset cutting the graph into two different connected components. For example the graph described in fig 2 has a separability order equal to 2 but the mincut's cardinal is equal to one. 
Markov properties on GGM and faithfulness
A GGM associated to an undirected graph G = (V, E) where V is the set of variables, is defined as a family of Gaussian multivariate distribution which satisfies the property (4) which is in this case (see [6] ) equivalent to a more powerful property called the global Markov property : let i ∼ G j and S ⊆ V \ {i, j} :
As an example, we can read from the graph (b.) in the figure fig. 1 , that {1} separates {2, 4} from {3}. So X 3 ⊥ ⊥ X {2,4} | X 1 . Note also that the inverse of (6) is not always true (see examples in [14] ) and when it is true we say that P is faithful to G :
Definition 2 P is faithful with respect to G if P belongs to a GGM associated to G and for any i ∼ G j and S ⊆ V \ {i, j} :
In this paper, we also need to recall some properties on other kinds of GGM which are known as covariance models ( [1] and [9] ). These models are generally represented by graphs with bi-directed edges. Here we just note them by G 0 and we will see in the next subsection (4) the 0 corresponds to the fact that we do not need any conditioning to define these graphs. Hence, from a given Gaussian distribution P = N p (µ, Σ) we associate the undirected graph G 0 = (V, E 0 ) in the following way : let i and j are two vertices in
Property (8) is then called pairwise Markov property with respect to G 0 . On this kind of graphs, we can also define a global Markov property : let i ∼ G 0 j and
Note that Gaussian distributions satisfy (9) and in this framework, this latter property is equivalent to (8) (see [9] ). This latter property will be used in the proof of lemma 3 which shows that G 1 could be a contained in G 0 .
m−Graphs
Now we define some special coefficients that measure the conditional independence between two variables, with a given fixed number of variables. Let us recall first, that we denote by ρ ij·S the partial correlation coefficient between X i and X j given X S = (X l , l ∈ S) where i, j ∈ V and S ⊆ V \ {i, j}.
An m−partial correlation coefficient between two variables X i and X j is defined by
Note that the absolute value of the fpcc defined in (2) is an m−partial correlation coefficient with m = p − 2. Now we will define a new family of undirected Markov graphical models Definition 4 Let m ∈ {0, 1, . . . , p − 2} and X = (X v , v ∈ V ) be a random vector with distribution P and let G = G m = (V, E m ) be an undirected graph. We say that P satisfies the pairwise m-Markov property with respect to G m if for any non adjacent pair of vertices (i, j) in G m there exists a subset S ⊆ V \ {i, j} with cardinality equal to m such that
G m is also called m − graph associated to a distribution probability P Note that when P is a multivariate Gaussian distribution, the condition (11) is equivalent to the following
Then G 0 , the m−graph associated to m = 0, is the covariance (or independence) graph defined in (8) . Also the 0-1 graph defined in [14] is the undirected graph where a set of vertices is equal to E 0 ∩E 1 . We will prove later (see lemma (3) ) that E 1 ⊆ E 0 and so the 0 − 1 graph is exactly the 1 − graph.
True graph and m-graphs
In this section, P is a multivariate Gaussian distribution which is faithful to a connected non-complete graph G. The following lemma shows that the full conditional independence in P can be known only by conditioning at maximum on m variables where m is the separability order of the graph.
Lemma 1 Let X = (X 1 , . . . , X p ) be a r.v. in IR p with distribution P belonging to a GGM associated to G = (V, E) non-complete and connected. Let G m be the m−graph associated to P . If so(G) = m and P is faithful to G,
. Now, using the faithful property, we can say that S separates i and j ⇒ i ∼ G j Lemma 2 Let X = (X 1 , . . . , X p ) be a r.v. in IR p with distribution P belonging to a GGM associated to G = (V, E). G q = (V, E q ) and G q = (V, E q ) are resp. q−graph and q −graph associated to P . If P is faithful to G and q ≥ q ≥ 1, then G q ⊆ G q .
Proof.
Using faithful property, we can say that S separates i and j ⇒ ∃ S ⊃ S |S | = q , S separates i and j ⇒ ρ ij·S = 0 ⇒ i ∼ G q j.
Lemma 3 Let X = (X 1 , . . . , X p ) be a r.v. in IR p with distribution P belonging to a GGM associated to G = (V, E). Let G 0 = (V, E 0 ) and G 1 = (V, E 1 ) be resp. the 0−graph and 1−graph associated to P . If so(G 0 ) = m 0 < p − 2 and G 0 connected then
Proof. Let i, j ∈ V , i ∼ G 0 j, and so(G 0 ) = m 0 ⇒ ∃ S ⊆ V \ {i, j}, |S| = m 0 and S separates i and j in G 0 .
Let
Theorem 4 Let X = (X 1 , . . . , X p ) be a r.v. in IR p with distribution P belonging to a GGM associated to G = (V, E). For all k ∈ {0, . . . , p − 2} we denote by G k the k − graph associated to P . Suppose i. P is faithful to G.
ii. G 0 is connected and so(G 0 ) = m 0 < p − 2
iii. G is non-complete, connected and so(G) = m
Then we have
Proof. The faithful hypothesis guarantees that G ⊆ G k for any 1 ≤ k ≤ m.
The uPC-algorithm 4.1 Tools for the algorithm
Let us first prove a lemma which will be very useful for the construction of the uPC-algorithm. This lemma 5 says that the faithfulness property is closed under marginalization. So this result will be used in the following way : at each iteration, we will split the estimated graph according to its connected component and we will then continue running the algorithm on each of them.
Lemma 5 Let P be a probability distribution of a random vector X = (X v , v ∈ V ), V = {1, . . . , p}, belonging to a GGM associated to an undirected graph G = (V, E).
are two connected components of G. Suppose that P is faithful to G. Let P k be the marginalization of P on V k . Then P k is faithful to G k for k = 1, 2.
Proof. Let S be a separator in G k of two vertices i ∼ G k j. The subset S is also a separator in G of i and j. Then X i ⊥ ⊥ P X j | X S , or S ∪ {i, j} ⊂ V k and so
Our procedure for excluding one edge in the estimation of a k − graph G k will be the following. Suppose that i ∼ G k−1 j and we want to decide either to keep or exclude this edge. First we take one subset S ⊆ V \ {i, j} with cardinality k and we perform the following hypothesis testing :
Either we accept H ij·S 0 and we exclude this edge then we will not test in the next iterations. Or we reject it and we repeat this test first for all subsets of V \ {i, j} with cardinality equal to m.
Let us first recall, that the algorithm is applied to a dataset X (1) , . . . , X (n) , where
) is supposed to be generated from a multivariate Gaussian distribution.
In the algorithm, we perform for each pair of possible edge (i, j) the test described in (14) using the Fisher's z-transform of the sample partial correlation coefficient ( ρ ij·S ) 2 , where S ⊆ V \ {i, j} and |S| = k. Under H ij·S 0 the test statistic
has a N 0, (n − k − 3) −1 (see [8] ) distribution. Let t(α, n, k) be the corresponding (1 − α)-quantile. Note that, the genetic networks correspond generally to very sparse graphs, so they contain many small connected components. The number of exclusion edge tests will decrease very rapidly with k, because at each step we will get smaller and smaller components.
Description of the algorithm
This paragraph is devoted to the description of our new PC-algorithm that we have called the uPC-algorithm referring to undirected graphs.
Algorithm 2 Fix α and M a maxi. num. of iterations and let k = 0 and estimate G 0
2d. Let l = l + 1 and go to 2c.
3. Let k = k + 1 and return to 2.
Simulation Study

Estimating the true graph
The numerical results were obtained using scripts written on R 1 . Also the simulations were done using a computer with a celeron processor with characteristic 1.40 GHz and 504 Mo RAM and they take from 15 to 45 minutes in each example.
The simulated data was generated using also GeneTS package on R (see ([10]) ). The simulation study is organized in the following way.
1. We fix the number of vertices p (we have take p = 30 and p = 50).
2. We fix s (see Table 1 ) the number of connected components of the graph and (η 1 , . . . , η s ) the percentage of present edge in each connected component. We have choose connected component with a number of vertices varying from 3 to 10 in the case of p = 30 and from 2 to 8 in the case of p = 50.
3. We use the command ggm.simulate.pcor of the package ggm on R in order to generate s definite positive matrices K 1 , . . . , K s . Each one has a size equal to the corresponding connected component.
4.
We take K a p × p matrix with with diagonal blocks equal to (K 1 , . . . , K s ).
5. From this matrix K we determine the true graph G t ; the no-interaction in the graph corresponds to a null coefficient in K. The constructed graph G t is sparse : the percentage of present edge is 14% in the case of 30 vertices and 5.7% in the case of 50 vertices. In Table 1 , we recall all the caracteristics of our two examples.
6. We generate 50 duplications of datasets from a multivariate Gaussian distribution belonging to a GGM associated to G t and with precision K. The generated datasets have a sample size n = 20, 50, 80, 200, 300, 400, 500.
7. we run the uPC-algorithm for each datasets and each time we compute the estimation of G 0 , G 1 , G 2 , G 3 and G 4 respectively the 0 − graph, 1 − graph, 2 − graph, 3 − graph and 4 − graph as defined in definition 4. We stop at G 4 because in the two examples the maximum separability order of the connected component of the generated true graphs is equal to 4 (see table 1) . We fix a level of significance of the edge exclusion test at 5%.
8. For each dataset, we compute U and V which are respectively the number of true excluded edge and the number of false added edge (see table 2 ). And then, we compute, for a fixed sample size, the fdr (false discovery rate), the fpr (false positive rate), the tdr (true discovery rate) and the tpr (true positive rate). These quantities are described in (16), (17), and (18). Table 2 : Different errors computed in the simulation study
The graphs presented in figures 3 and 4 show the progress of the fpr (corresponding to the type one error) and the tdr (corresponding to the power of the procedure). Let us first note that G 1 corresponds to the estimation of the true graph using 0 − 1 graph's method described in [14] . We can observe that the curve (triangular points) in the fpr 's graph (see figure (a) in fig. 3 and fig. 4 ) increases with the sample size and the curve (triangular points) in the tdr 's graph (see figure (b) in fig. 3 and fig.  4 ) decreases with the sample size. Therefore we can conclude that there is an important instability in the estimation of the true graph using this method. This result is somewhat expected because the generated graphs have connected components with separability order equal to 4 (much larger than one).
Note that, the estimation of G t by G 3 and G 4 are satisfactory : fpr decreases with sample size and tdr increases with sample size. This fact was expected because the separability order of the generated graphs is equal to 4.
Estimating the separability order
The aim of this section is to show by simulation study that the estimated graph using the uPC-algorithm described in this paper have a separability order almost equal to the separability order of the true graph. We use here the same method of simulations used in the previous section. We have generate two graphs G t (30) and G t (50) respectively with p = 30 and p = 50 vertices and with characteristic similar to those generated in the previous section (see Tab. 1) . Except that the maximum separability order (mso) of the connected components of G t (50) is equal to 3 and the mso of the connected components of G t (50) is equal to 5. Our study consists of estimating the mso of the true graph by the rank of the stopping iteration in the uPC-algorithm. That's means that the estimated mso corresponds to the first time that we get G k = G k−1 . As we have done 50 duplications of the dataset, we compute then the frequency of each occurrence. For example, in the case of G t (50) and sample size n = 200, we have found that 66% in our simulations the estimated mso is equal to 3. The table Tab. 3 shows the evolution of these frequencies in function of the sample size.
First, we note that in almost of the cases the mso of the estimated graph is very similar to the true ; generally the most frequent corresponds to the true mso.
Sample size, n 20 50 80 200 300 400 500 G t (50) Frequency of 2 60% 30% the estimated mso 3 38% 92 % 56 % 66% 24% 26% 28% 4 42 % 70% 68% 38%
G t (30) Frequency of 3 56% 58% 44% 16% 14% 18% the estimated mso 4 38% 52 % 42% 58% 54% 34% 5 24% 38% 40% Table 3 : Estimated mso. Empty cells correspond to very low frequency.
Conclusion
In this paper, we first defined the separability order of undirected graphs as the maximal cardinality among all minimal separators between any pair of non adjacent vertices. Once, this graph parameter was determined, we had proved that the undirected graph associated to a given GGM could be determined by conditioning on only a number of variables equal to this separability order. This result is very useful in the specific case : the number of observations is smaller than the number of variables which is very frequently seen in genetic data. The algorithm devised in this, the uPC-algorithm, is then based on this result and gives an estimation of the true graph from a given dataset. We also attempted to prove, using a simulation study, the efficiency of this algorithm.
