Fisher information and delocalization thermodynamics by Pennini, Flavia et al.
ISSN (EN LINEA): 1850 - 1158
INFORMACION DE FISHER Y TERMODINAMICA DE LA DESLOCALIZACION
FISHER INFORMATION AND DELOCALIZATION THERMODYNAMICS
F. Pennini1’2, A. Plastino1 and G.L. Ferri3
1 Instituto de Física, La Plata, (CONICET-IFLP), Facultad de Ciencias Exactas, 
Universidad Nacional de La Plata (UNLP), C.C. 727, (1900) La Plata, Argentina 
2 Departamento de Física,, Universidad, Católica, del Norte, Av. Angara,os 0610, Antofagasta,, Chile 
3 Facultad de Ciencias Ex;a,cta,s, Universidad, Nacional de La Pam,pa,
Peru y Uruguay, Santa Rosa, La Pampa, Argentina, gif err i@ exactas. unlpam. edu. ar
Establecemos relaciones de tipo termodinámico entre i) el grado de deslocalización en el espacio de 
fases, ii) la medida de información de Fisher, y iii) la entropía canónica de Shannon para el oscilador 
armónico cuántico unidimensional. Esto provee un nuevo punto de vista tanto en el significado de 
la medida de Fisher como en el carácter de las relaciones de incerteza térmicas.
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We establish thermodynamic-like connections among i) the degree of phase-space delocalization, 
ii) Fisher’s information measure , and iii) the canonical Shannon entropy for the one-dimensional 
thermal quantum harmonic oscillator (HO). This yields some new insights both into the meaning 
of the Fisher measure and into the character of thermal uncertainty relations.
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I. INTRODUCCIÓN
Muchos trabajos se dedican actualmente a una variedad 
de aplicaciones físicas de la medida de información de 
Fisher (I) (Véase, por ejemplo, [1-5]). Frieden y Sof- 
fer [1] han mostrado que la medida de información de 
Fisher provee de un poderoso principio variacional, que 
conduce a la mayoría de los Lagrangianos canónicos de 
la física teórica [1, 2]. Además, I provee una caracteri­
zación interesante de la “flecha del tiempo”, alternativa 
a la asociada a la entropía de Boltzman [6, 7]. También se 
puede replicar la estructura de transformada de Legen- 
dre de la termodinámica, sin cambios, si uno reemplaza 
la entropía de Boltzman-Gibbs-Shannon S por la medi­
da de información de Fisher I, de modo tal que el uso 
de la medida de Fisher permite el desarrollo de una ter­
modinámica que parece ser capaz de tratar situaciones 
de equilibrio y de no-equilibrio, de manera similar a la 
convencional [4]. Desentrañar las múltiples facetas de la 
información de Fisher y sus vinculaciones a la física es 
actualmente un tópico de amplio interés.
Continuando con un trabajo anterior [8] de dos de los au­
tores, exploramos la termodinámica de la deslocalización 
en el espacio de las fases para una distribución de Husimi 
en el caso de un oscilador armónico, y su conección con 
la medida de Fisher. Hasta donde sea posible, usaremos 
la notación de Anderson y Halliwell [9].
La formulación de la mecánica cuántica en el espacio 
de fases más elaborada, es la debida a Wigner [10]. A 
cada estado cuántico se le puede asignar una función 
en el espacio de las fases (la función de Wigner). 
En algunos casos esta función puede alcanzar valores 
negativos, lo que la inhabilita para una interpretación 
probabilística. Esta particular limitación fue superada 
por Husimi [11]. La mecánica cuántica puede ser comple­
tamente reformulada en términos de las distribuciones 
de probabilidad de Husimi [12, 13]. En la presente 
comunicación enfocamos nuestra atención, siguiendo 
a Anderson y Halliwell [9], en la descripción térmica 
del oscilador armónico (OA) y su deslocalización en 
el espacio de las fases a medida que su temperatura crece.
En la sección II revisamos algunos aspectos fundamen­
tales de la descripción del ensemble canónico del OA 
desde el punto de vista de los estados coherentes [9], y 
discutimos algunas ideas relacionadas con la medida de 
información de Fisher. En la sección III, exploramos sus 
propiedades termodinámicas con respecto a la desloca­
lización en el espacio de las fases. También revisamos las 
relaciones de incerteza térmicas. Finalmente trazamos al­
gunas conclusiones en la sección IV.
II. NOCIONES PRELIMINARES
Estados coherentes y distribución de Husimi
Anderson y Halliwell [9] analizan las distribuciones 
mecanocuánticas en el espacio de fases en términos de 
los estados coherentes |z) del oscilador armónico, autoes- 
tados del operador â [14, 15]
Hq = fiw [â^â + 1/2]; à = i(f2hwrn)~í/‘2p + (ma:/Th^^x 
c2z = (x/ffv+ip/ffp)
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z = (mx/2K)2/2 x + ifhxm/2') 2¡2p
= x' + ip', con x' = x¡2<jx\ p'=p/2(jp
ax = ap = (limx/2)1/2; <tx<tp = S./2. (1)
Las varianzas <j están evaluadas en el estado fundamental 
del OA. Los estados coherentes generan un espacio de 
Hilbert, constituyen una base sobre-completa y obedecen 
la regla de completitud [14]:
= y iz,p}(x,pi=i
d2z = d3?(z) dS(z) = = áx'áp. (2)
2n
Una cantidad importante es p(x,p) = (z|p|z), la función 
distribución “clásica” asociada a la matriz p del sistema. 
La función p,(x,p) se normaliza de la siguiente forma
/ V(X',P') = !, (3)
y usualmente se la conoce como distribución de Husi- 
mi [11].
Tiene particular interés aquí discutir el caso de equili­
brio, representado por la distribución canónica de Gibbs, 
donde la matriz densidad “térmica” está dada por
p = Z-1e-^, (4)
con Z = TcZ111). la función partición, y > = 1/ksT, 
donde T es la temperatura y ks es la constante de Boltz- 
mann (que haremos igual a uno de aquí en adelante). 
Particularizando para el OA, con autoestados |n) aso-
Mup) = (ApW) = (1 - (8)
ciados a los autovalores de energía
(5)
= bx (n +
se tiene





de modo que la distribución p queda [9]
Transcribimos a continuación, para referencias futuras, 
expresiones bien conocidas del OA para la entropía S, 
la energía media U, el calor específico Cy, y la función 




e/37iwCy -ß2 (dU/dß~)v =
Medida de información de Fisher
Esta importante medida de información fue la adelanta­
da por R. A. Fisher en la década de los veinte del siglo 
pasado (Para un estudio detallado, véase [1, 2]). Consi­
deremos un “escenario” 6 — x en el que tenemos un sis­
tema especificado por un parámetro físico 0, mientras que 
x es una variable estocástica (x e 3?^) y /g(x), la densi­
dad de probabilidad para x (que también depende de 0). 
Uno hace una medición de x y tiene que hacer, con esta 
medida la mejor inferencia posible acerca de 6. Llamamos 
a esa estimación 6 = 6(x). ¿Qué tan bien puede deter­
minarse 0? La teoría de la estimación [18] establece que 
el mejor estimador posible 0(x), después de examinar un 
número muy grande de muestras x, sufre un error medio 
cudrático e2 de 6 que obedece una relación que involucra 
la I de Fisher, le2 = 1, donde la medida de información 
de Fisher es de la forma
irn = / dx/,(x){A^wy2,
Este “mejor” estimador es el llamado estimador efi­
ciente. Cualquier otro estimador exhibe un error medio 
cuadrático mayor. Todos los estimadores deben ser in­
sesgados, deben satisfacer (0(x)) = 6. La información de 
Fisher tiene una cota inferior: no importa cuál parámetro 
del sistema uno elija para medir, I debe ser mayor o igual 
que la inversa del error cuadrático medio asociado con el 
experimento. Este resultado,
le2 > 1,




Un caso particular de gran importancia es el de las fami­
lias traslacionales [2, 3], o sea, funciones distribución cuya 
forma no cambie bajo desplazamientos en 6. Estas fun­
ciones distribución son invariantes frente a corrimientos, 
y para ellas la información de Fisher adopta una forma 
más simple [2]
/* f d ln f (x) 1
Ifinvariante desplazó) = / dx/(x) < --- —-----  > .
(12) 
La medida de Fisher es aditiva [2]: Si x and p son varia­
bles independientes I(x,p) = I(x) + I(p). Note que para 
6 = t = (x,p) (un punto en el espacio de las fases), 
nos encontramos con una situación de invariancia por 
corrimiento. Puesto que al definir z en términos de las 
variables x y p, éstas están en unidades de sus respectivas 
desviaciones estándar, la medida de Fisher asociada con 
la distribución p(x,p) = p,(r), será de la forma [3]
InZ = -ß^- — ln{l (9)
35 - ANALES AFA Vol. 17 LA PLATA 2005 - 35
(13)a2
dinp(p, x) 2 dinp(p, x)
dx dp
Dada la expresión (8) para p,, IT llega a ser
IT = 1 - r i/'-" => 0 < IT < 1, (14)
de lo que de inmediato se sigue que [8] IT e? (/?, w) = 1, 
de modo que la medida de Fisher construida con la dis­
tribución de Husimi es la más adecuada para estimar la 
“posición en el espacio de fases” \z\. La estimación efi­
ciente es posible para todas las temperaturas [8]. Final­
mente, a partir de la ecuación (14) podemos reformular 
la expresión para p, (8) de una manera Gaussiana 
(15)
con el máximo en el origen. Vemos que IT controla tanto 
la altura como la dispersión (~ [2JT]-1). Surge así una 
interpretación original de la medida de información de 
Fisher: el control de la localización. Note también que
d£ = dIT d/3 =
dT d(3 dT T2 ’ 1 }
de modo que la información de Fisher decrece exponen­
cialmente a medida que crece la temperatura.
III. DESLOCALIZACIÓN EN EL ESPACIO DE 
FASES
¿Cómo es que nuestra distribución Gaussiana pierde “lo­
calización” en el espacio de fases a medida que se inyecta 
energía y/o temperatura en nuestro sistema? En vista de 
las consideraciones anteriores, definimos, por convenien­
cia un factor de deslocalización en el espacio de fases, D 
como
D = 1/IT => 1 < D < oo
= hco^e-^D. (17)
Para la tasa de crecimiento de la energía de excitación 
con T (9), tenemos,
sf=c'- (18>
Si volvemos a las ecuaciones (9) y miramos la expresión 
para la entropía, veremos que es posible reescribirla en la 
forma
S = (3E — \nIT = (3E + \nD 
II = -p^E + pCv + h^p^e-^D 
_ fíAE d\nD 2 
= /3dT+^“/?E’
Aunque es tentador hacer la interpretación “macroscópi­
ca”
(19)
5 = 5(E,D), (20)
Figura 1: S, ¡3E y InD, en función del parámetro adimensional 
t = T/hat
el tercer término del lado derecho de (19) lo prohíbe, 
puesto que da cuenta de la “correlación” C = dS/dT — 
[/3dE/dT + dliiD/d,T] = —/32E entre las cantidades D y 
E, que no son realmente independientes: un incremento 
en S no es simplemente la suma de incrementos en D y 
E. De todos modos, de acuerdo a la primer línea de (19), 
la entropía es aportada de modo tal que parte de ella se 
origina en la energía de excitación, y la parte restante 
es aportada por la deslocalización en el espacio de fases. 
Note también que para (3 suficientemente pequeño, (T 
suficientemente alta), términos de segundo orden en [3 
pueden despreciarse, en consecuencia, D y E llegan a 
“desacoplarse” y es válido (20). En tal caso, tiene sentido 
escribir 
(21)
lo que da otro significado a la medida de Fisher. La figu­
ra 1 muestra S, [3E y InD, en función del parámetro 
adimensional t = T/ñw.
Incertezas “térmicas”
Enfoquemos ahora nuestra atención en las variables 
reales del espacio de fases x, p (no x', p') y comencemos 
con los resultados obvios: = 0. Se demuestra
en [8] que
(AMp)2 = x _2|_^ ,
fl
AM = A^xA^p = — => = h. (22)
-ir
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La “localización” en el espacio de fases es posible con las 
distribuciones de Husimi, sólo hasta h. Esto debe com­
pararse con las incertezas evaluadas de una marea pu­
ramente cuántica, sin usar las distribuciones de Husimi. 
Apelando al teorema del virial, [16] se puede afirmar fácil­
mente que [8]
A.r Ap = —
eßh^ + x
e/3huj _  i
2 A.r Ap
1 + e-l3^ ' (23)=> AM =
Cuando (3 —> oo, es dos veces el mínimo valor cuántico 
para A.rA/c y A/( —> h la celda mínima en el espacio de 
fases. Los resultados cuántico y semiclásico coinciden a 
altas temperaturas. Finalmente, se verifica fácilmente [8] 
que las relaciones de incerteza de Heisemberg, adquieren 
el aspecto
E' 1 r ei
Aw 4---- hD + -p co 2 OJ
(24) 
siendo gobernada por una función de incerteza térmica F, 
de modo que para T variando en [0, oo], el rango de val­
ores posibles de A.r Ap, es [7¿/2, oo]. La ecuación (24) es 
una relación de incerteza térmica de “Heisemberg-Fisher” 
(para una discusión acerca del concepto de incerteza 
térmica, véase por ejemplo, [5, 20, 21]). F(J3, w) crece tan­
to con E como con D. El resultado usual S./2 se alcanza 
para D mínimo, y para energía de excitación cero. Para 
dF/dT, a diferencia de lo que ocurre con dS, se puede es­
tablecer F = F(E, D), puesto que 2dF = bdl) \ w ¡ JE. 
Se puede escribir entonces
dF\ _h ídF\ _ 1
ÃF))K F \dÉJD~2¿’ (25)
dándole una apariencia termodinámica a la función de 
incerteza F que arroja nueva luz sobre el significado de 
h y w. Los incrementos en dF de la función de incerteza 
térmica F son de dos tipos i) de la energía de excitación 
que aporta una contribución b'vjw y ii) del factor de 
deslocalización D.
V. CONCLUSIONES
Nuestro estudio de la deslocalización térmica en el es­
pacio de fases ha arrojado algunos resultados interesantes 
que pasamos a enumerar: hemos
1) provisto de una forma Fisher para la distribución de 
Husimi (Ecuación (15)),
2) conectado la dispersión de la distribución Gaussiana 
de Husimi con la medida de Fisher y definido una canti­
dad útil, el factor de deslocalización Z>,
3) demostrado que la entropía S se puede expresar enter­
amente en términos de la energía de excitación E y del 
factor de deslocalización Z>,
4) demostrado que para temperaturas suficientemente al­
tas, las variables “macroscópicas” de las que depende la 
entropía, son ciertamente E, y D,
5) en ese régimen, la información de Fisher se comporta 
como un “calor específico” de deslocalización (Ecuación 
(21)),
6) introducido una función incerteza F que se comporta 
como un potencial termodinâmico y es una función de la 
energía de excitación E y del factor de deslocalización D,
7) La constante de Plank puede “leerse” como la deriva­
da parcial de F con respecto a D a E constante. El creci­
miento de la incerteza por unidad de deslocalización es 
justamente h
Estos resultados están restringidos al oscilador armónico. 
Sin embargo, éste es un sistema tan importante, que cons­
tituye más que un mero ejemplo. Actualmente es de par­
ticular interés para la dinámica de átomos bosónicos y 
fermiónicos contenidos en trampas magnéticas [22-24], 
como así también para cualquier sistema que tenga nive­
les equidistantes en la vecindad del estado fundamental, 
como núcleos, o líquidos de Luttinger.
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