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Abstract: The Herzog and Son prescription [1] for computing real–time Green functions
for finite temperature gauge theories from their gravity dual is generalized to fermions.
These notes explain how such an extension involves properties of spinors in a curved,
complexified space–time.
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1. Introduction
The gauge–string duality relates some classes of field theories to dual string theories in
specified background space–times [2]. While string theory in a curved background does
not generally lends itself to tractable calculations and even to our understanding, its low–
energy supergravity limit is far more compliant. In the case of asymptotically AdS spaces,
the dual field theories are in the large ’t Hooft coupling limit. The AdS/CFT corre-
spondence thus provides a framework for understanding strongly–coupled gauge theories.
Recent work has been devoted to computing transport coefficients [3, 4, 5, 7, 8, 6] and
gaining insight into dynamic and nonequilibrium settings [9, 10] from the correspondence.
Most of them required a real–time formulation of finite temperature field theory. The way
real–time correlators can be derived in AdS/CFT is hinted by the following analogy. There
is a doubling of the degrees of freedom in the Schwinger–Keldysh real–time prescription
(reviewed in Section 2 of this paper). On the other hand, the Penrose diagrams of asymp-
totically AdS spacetimes with a black hole1 exhibit two boundaries (cf. Figure 1. below),
on which the dual gauge theory fields live. This conjecture was proved by Herzog and Son
[1]. They showed how the 2× 2 matrix of two–point correlation functions for a scalar field
and its doubler partner field is reproduced from the AdS dual supergravity action. Their
work also made it clear that the thermal nature of black hole physics gives rise to the ther-
mal nature of its dual field theory. In these notes, we would like to extend their work and
find out how black hole physics gives rise to real–time correlators of fermionic operators
in a dual finite–temperature field theory. While deriving real–time propagators of vector
field operators from AdS/CFT is an obvious extension of the scalar field case expounded
in [1], the case of fermions proves less straightforward. The analysis presented below relies
on a treatment of spinor fields in curved space–times and on their transformation laws
under global symmetry transformations. We begin by reviewing in the next section the
1whose temperature is that of the dual gauge theory, according to the AdS/CFT correspondence
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Figure 1: Kruskal diagram for AdS–Schwarzschild black hole
Schwinger–Keldysh formalism for real–time finite temperature field theory. This section
collects results usually dispersed among the literature, as this formalism is usually exposed
for a scalar field. We present the 2 × 2 matrix of two–point correlation functions for a
fermionic operator and its link with the retarded and advanced propagators. Section 3
reviews how the retarded Green function for a fermionic operator at strong coupling can
be computed from the dual supergravity spinor classical action in AdS/CFT. Section 4 is
devoted to a short review of spinors in curved and complexified space–times. These are
important for the analysis of Section 5 where we review the relationship between positive–
and negative–energy modes of a wave equation and analyticity conditions in the com-
plex Kruskal planes of the underlying background. These conditions lead to the real–time
propagators for fermionic operators from the dual boundary action in the gauge–gravity
duality.
Recently, there has been a sustained interest in fermions from theories with gravity du-
als. In [11] the two–point function for a fermionic operator in a non–relativistic conformal
field theory is computed. The gravity dual corresponds to fermions propagating in a back-
ground with the Schro¨dinger isometry. The authors of [12] argue that the gauge–gravity
correspondence proves a useful tool for exploring fermionic quantum phase transitions. The
retarded fermion Green function is found from an analysis of the solutions to the Dirac
equation and its quasi–normal modes in an AdS Reissner–Nordstro¨m black hole. Real–time
correlators for non–relativistic holography have been considered recently in [13], where the
construction of [14, 15] is involved. For an explanation of how their construction general-
izes the one due to [1] used here to the case of distinct sources on the R and L boundaries
of a Penrose diagram, see [16]. It would be interesting to apply the approach contained in
the present notes to more general geometries, possibly duals to non–relativistic conformal
field theories [17, 18, 19, 20]. This paper offers to explain how Schwinger–Keldysh n–point
functions can be computed from string theory, thus emphasizing the latter as a relevant
approach to tackle some models or phases of condensed matter physics.
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2. Review of Schwinger–Keldysh formalism for fermions
The Schwinger–Keldysh prescription allows for a study of real–time Green functions by
introducing a contour C in the complex time plane [21, 22]. Fields live on this time contour.
The forward and return contour of the path are labelled by indices i1 and i2 respectively.
The idea is that the quantum dynamics does the doubling of the degrees of freedom required
for describing non–equilibrium states. The starting point I at time ti and the ending point
B at ti − iβ are identified and fermionic fields are such that ΥI = −ΥB. In the remainder
of this paper, the conventions for the propagators are those of [23].
✲
C
✉A
ti tf
tf − iσ✛
✉
❄
ti − iβ
B
Figure 2: The Schwinger–Keldysh contour
The action splits into contributions from the four parts of the contour:
S =
∫
C
dtCL(tC),
=
∫ tf
ti
dtL(t)− i
∫ σ
0
dτL(tf − iτ)−
∫ tf
ti
dtL(t− iσ)− i
∫ β
σ
dτL(ti − iτ), (2.1)
where
L(t) =
∫
dd−1~xL [Υ(t,x), Υ¯(t,x)] . (2.2)
The generating functional is defined as
Z =
∫
DΥDΥ¯ exp
(
iS + i
∫ tf
ti
ddxη¯1Υ1 + i
∫ tf
ti
ddxΥ¯1η1 − i
∫ tf
ti
ddxη¯2Υ2 − i
∫ tf
ti
ddxΥ¯2η2
)
,
(2.3)
where the sources η1,2 and the fields are such that{
η1(t,x) = η(t,x), Υ1(t,x) = Υ(t,x),
η2(t,x) = η(t− iσ,x), Υ2(t,x) = Υ(t− iσ,x). (2.4)
The same relations hold for their conjugates. The contour–ordered Green functions are
mapped into a matrix whose components are indexed by the position on the contour:
iG(j, k) =
1
i2
δ2 lnZ [η1,2, η¯1,2]
δηjδη

k
= i
(
G11 G12
G21 G22
)
. (2.5)
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The time in the components of this matrix of Green function is standard time and in the
operator formalism{
G11(t,x) = −i〈TΥ(t,x)Υ(0)〉, G12(t,x) = +i〈Υ(0)Υ(t,x)〉,
G21(t,x) = −i〈Υ(t,x)Υ(0)〉, G22(t,x) = −i〈TˆΥ(t,x)Υ(0)〉.
(2.6)
Note the sign reversal in G12 as compared to the case where the fields are bosonic. T and
Tˆ denote the time–ordering and anti–time–ordering operators. The fields are taken in the
Heisenberg picture. Those Schwinger–Keldysh correlators are related to the retarded and
advanced Green functions through{
GR(x− y) = −iθ(x0 − y0)〈
{
Υ(x),Υ(y)
}〉,
GA(x− y) = +iθ(y0 − x0)〈
{
Υ(x),Υ(y)
}〉. (2.7)
The relation
GR(x− y) = G∗A(y − x) (2.8)
is valid, irrespective of the fields obeying a Bose–Einstein or Fermi–Dirac statistics. Using
(2.6), (2.7) and the completeness relation for a complete set of state results in

G11(k) = −ReGR(k) + i tanh( k02T )ImGR(k),
G12(k) = − 2ieσk
0
1+eβk0
ImGR(k),
G21(k) =
2ie(β−σ)k
0
1+eβk0
ImGR(k),
G22(k) = ReGR(k) + i tanh(
k0
2T )ImGR(k).
(2.9)
When σ = β2 — a value which will naturally appear in the following — G12(k) = −G21(k).
σ = 0 yields G21(k) = G
>(k) and G12(k) = G
<(k). Since G21(k) − G12(k) |σ=0=
2iImGR(k), the relationship
GR(k) −GA(k) = G>(k)−G<(k) (2.10)
holds as required whatever the quantum statistics of the fields under consideration. The
main purpose of these notes is to show how the above relations (2.9) are derived in
AdS/CFT. Herzog and Son [1] obtain analogous relations for a scalar field. As it turns
out, when one tries to extend their result to correlators of fermionic operators one runs
one runs into some specific and non completely obvious issues.
3. Review of fermionic retarded correlators in AdS/CFT
This section reviews fermions in AdS/CFT [24, 25]. The prescription for computing re-
tarded fermionic Green functions draws on the approach of Iqbal and Liu [26, 27], where
conjugate momenta for supergravity fields are defined with respect to a r–foliation. This
is suggestive of some sort of stochastic quantization interpretation of the AdS/CFT corre-
spondence.
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Consider a boundary fermionic operator O whose gravity dual is a spinor field Ψ. The bulk
background space–time metric
ds2 = grrdr
2 + gµνdx
µdxν (3.1)
is subjected to the asymptotically–AdS conditions
gtt, gii ∼ r2, grr ∼ 1/r2, r →∞. (3.2)
The d–dimensional boundary is a r → ∞. The AdS/CFT prescription for computing
n–point functions of a quantum field theory from a classical supergravity action goes as〈
exp
[∫
ddx
(
χ¯0O + O¯χ0
)]〉
QFT
= eiSSUGRA[χ0,χ¯0], (3.3)
where χ0 = limr→∞ rd−∆Ψ and ∆ is the scaling dimension of O, related to the mass m of
the bulk spinor. Imposing such a Dirichlet boundary condition on spinors requires care,
especially given that this condition must relate a spinor in the bulk in d + 1 dimensions
to one in d space-time dimensions on the boundary. Given that our focus is on Green
functions, the quadratic part of the action for ψ meets our purpose. It is given by
S = i
∫
M
dd+1x
√−g (Ψ¯ΓMDMΨ−mΨ¯Ψ)+ S∂M , (3.4)
with Ψ¯ = ΨΓt. The covariant derivative is specified by the spin connection ωabM :
DM = ∂M +
1
4
ωabMΓ
ab, (3.5)
where Γab = Γ[aΓb]. Upper–case letters stand for abstract space–time indices, while lower–
case ones denote tangent frame indices. The two are linked through a choice of vielbein eaM ,
defined by GMN = e
a
Me
b
Nηab, with ηab a d+ 1–dimensional Minkowski metric of signature
(−,+,+, ...,+) such that {
Γa,Γb
}
= 2ηab. (3.6)
The inverse vielbein satisfy ηab = GMNe
M
a e
N
b . The spin connection components are given
by ωabc = e
M
a ωbcM and ωabc =
1
2 (Cbca + Cacb − Cabc), where [ea, eb] = ∇eaeb−∇ebea = Ccabec.
Alternatively ωabM can be viewed as the components of 1–forms ω
M in Cartan’s structure
equations [28]. Whenever a specific index appears as a label on a Gamma matrix, it refers
to that particular index in the tangent frame. For d even, a convenient choice for the bulk
Gamma matrices is
Γµ = γµ, Γr = γd+1, (3.7)
γµ being the boundary gamma matrices and γd+1 being proportional to their product.
When d is odd, it is appropriate to choose
Γµ =
(
0 γµ
γµ 0
)
, Γr =
(
1 0
0 −1
)
. (3.8)
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They satisfy the Clifford algebra. So, for general d
Ψ = Ψ+ +Ψ−, Ψ± = Γ±Ψ, Γ± =
1
2
(1± Γr) , (3.9)
with Ψ± being opposite chirality Weyl spinors when d is even, and d–dimensional Dirac
spinors for d odd. Whatever the value of d the number of components of the fermionic op-
erator O is always half that of its dual Ψ. Quite generally [29], Appendix B, D–dimensional
gamma matrices are constructed by noticing that for D even, increasing D by 2 doubles
the size of the Dirac matrices. They can therefore be constructed iteratively, starting in
D = 2 with
Γ0 =
(
0 1
−1 0
)
, Γ1 =
(
0 1
1 0
)
, (3.10)
to the following in D = 2k + 2
Γµ = γµ
⊗(−1 0
0 1
)
, ΓD−2 = I
⊗(0 1
1 0
)
, ΓD−1 = I
⊗(0 −i
i 0
)
. (3.11)
Here, γµ, µ = 0, ...,D− 3 are 2k × 2k gamma matrices and I is the 2k × 2k identity matrix.
When D is odd, simply add ΓD = Γ or −Γ to the set of D− 1 gamma matrices. Note that
from our conventions for the metric and anti–commutation relations the 0–component of
gamma matrices is anti–hermitian while other matrices are hermitian. In order to solve the
equations of motion near the boundary and find the scaling dimension ∆ of the fermionic
operator O, one refers to the usual Frobenius procedure of trying for solutions of the type
r−ρ
∑∞
n=0Ψn(t, x
i)/rn. Ψn are boundary spinors. Consider for instance the case of pure
AdS, ds2 = r2(−dt2 + dx2) + dr2
r2
. Setting eµ = rdxµ, er = dr
r
, the non–vanishing spin
coefficients
ωtr = −rdt, ωir = rdxi. (3.12)
The Dirac equation [
/D −m]Ψ = 0, (3.13)
with /D = ΓMDM , becomes
rΓr∂rΨ+
i
r
Γ . kΨ+
d
2
ΓrΨ−mΨ = 0, (3.14)
where Γ . k = γµkµ. Then ρ must be set to ρ =
d
2 ±m and Ψ0 is annihilated by 12 (1± Γr),
respectively. Incidentally, the scaling dimension is therefore found to be ∆ = d2 +m. The
leading asymptotic behaviour of Ψ± is then
Ψ+(k, r) = χ0(k)r
m− d
2 + λ0(k)r
− d
2
−m−1,Ψ−(k, r) = ψ0(k)r−
d
2
−m + µ0(k)rm−
d
2
−1(3.15)
Note that the dominant term (whenm ≥ 0) has been denoted χ0 on purpose, as a reference
to the source for the dual operator O in (3.3):
lim
r→∞ r
d−∆Ψ+ = χ0. (3.16)
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Inserting this back into their equation of motion yields{
ψ0(k) = − iγ . kk2 (1 + 2m)λ0(k);
µ0(k) = − iγ . k1−2mχ0(k).
(3.17)
If one then demands that the solution be regular in the whole of AdS space, it turns out
that χ0 and ψ0 are not independent. Note that this is not apparent from the analysis
presented above where χ0 and ψ0 are the boundary values of the fields Ψ+ and Ψ−. A
general solution to the Dirac equation near the boundary is a superposition of those fields.
However the Dirac equation can be solved exactly in a few cases, including pure AdS. In
this latter case, suitable solutions are given by
Ψ+ =


r−
d+1
2 Km+ 1
2
(√
k2−ω2
r
)
κ+, k
2 > 0,
r−
d+1
2 H
(1)
m+ 1
2
(√
ω2−k2
r
)
κ+, ω >
√
k2,
r−
d+1
2 H2
m+ 1
2
(√
ω2−k2
r
)
κ+, ω < −
√
k2,
(3.18)
κ+ denoting a constant spinor. Regularity as r → 0 then imposes that
ψ0(k) = − iγ . k
k2
(k2 )
2mΓ(12 −m)
Γ(12 +m)
χ0(k). (3.19)
More generally ψ0 and χ0 are related by a matrix S:
ψ0(k) = S(k)χ0(k). (3.20)
Regularity in the bulk and a given boundary condition χ0 for Ψ+ whenm ≥ 0 then uniquely
determine a solution Ψ to the classical equations of motion. Similar relations apply for Ψ¯+
and Ψ¯−. Note that relations such as (3.19) or (3.20) are on–shell relations. Other off–shell
histories contributing to the variational principle can be constructed as superpositions of
independent Ψ+ and Ψ−. We now turn to a discussion of the variational principle. The
boundary term in (3.4) will be determined from stationarity of the action. That one cannot
fix all the components of Ψ and Ψ¯ but must rather set conditions on, say, χ0, χ¯0, and leave
ψ0, ψ¯0 free to vary
2, stems from the Dirac equation being first order in derivatives. Varying
with respect to Ψ, Ψ¯ the Euclidean action
S = −
∫
M
dd+1x
√
gΨ¯
(
1
2
(→
/D −
←
/D
)
−m
)
Ψ, (3.21)
one finds a surface term, i.e. δS = C∂M+ bulk term, where the bulk term involves radial
derivatives and is proportional to the equations of motions, while
C∂M =
1
2
∫
∂M
ddx
(
δψ¯0χ0 + χ¯0δψ0
)
(x),
=δ
{
1
2
∫
∂M
ddx
(
ψ¯0χ0 + χ¯0ψ0
)
(x)
}
, (3.22)
2On–shell they become functions of the boundary conditions χ0, χ¯0.
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given that δχ0 = 0 and δχ¯0 = 0, as explained above. Since C∂M does not vanish, that
the action must be stationary requires that one adds to it a boundary term S∂M such
that C∂M = −δS∂M . Actually, since they are fixed, one may add any function of χ0 and
χ¯0 to the action without breaking the stationarity condition. However conditions such as
locality, absence of derivatives and invariance under the asymptotically AdS symmetries
seem to uniquely select a boundary term [25]. Hence, after another Wick–rotation to go
back to a Lorentzian signature,
S∂M = −i
∫
∂M
ddx
√
ggrrΨ¯+Ψ−. (3.23)
The factor of grr entering the square root comes from the vielbein. We now review the
prescription derived by Iqbal and Son [26, 27] for computing retarded propagators. It
amounts to taking Euclidean canonical momenta conjugate to Ψ± with respect to a r–
foliation:
Π+ = −
√
ggrrΨ¯−, Π− = −
√
ggrrΨ¯+. (3.24)
Then (3.15) and (3.16) result in
〈O〉χ0 = − lim
r→∞ r
∆−dΠ+,
= ψ¯0. (3.25)
From (3.20), i.e. ψ0 = Sχ0, and analytic continuation, one obtains retarded correlators in
Lorentzian signature:
GR(k) = iS(k)γt. (3.26)
The γt gamma matrix arises since GR ∼ 〈OO〉, rather than 〈OO¯〉.
4. Spinors in complexified space–time
In order to generalize the work of Herzog and Son [1] to fermions, it is necessary to consider
spinors in curved space–time. Besides, a potential difficulty arises given that [1] relies
crucially on analycity of complexified Kruskal coordinates. [30], section 6.9, has a few pages
devoted to spinors in complex space–times. [31, 32] provide a complementary treatment of
spinors and twistors. A spin space ℵ of complex dimension two comes with each point of
the underlying space–time manifold. The members of such a space are negative–chirality,
dotted, say, Weyl spinors. Undotted spinors are members of the complex conjugate space
ℵ¯. The manifold being complexified, ℵ and ℵ¯ must be viewed as independent spaces, so
that pairs of spinors ξα and ξ¯α˙ which previously determined one another under complex
conjugation, are replaced by a pair of independent such spinors. A complexified space–time
originates from a real underlying space–time by allowing its coordinates to take on complex
values and by extending the metric coefficients analytically to the complex domain. Note
that this is distinct from a complex space–time where generally no subspace can be singled
– 8 –
out as real. Defining a spinor basis or dyad {ςα, ıα} for ℵ and {ς¯ α˙, ı¯α˙} for ℵ¯, each comes
bestowed with its own indices–lowering ǫαβ spinor or ǫ¯α˙β˙ spinor, such that ǫ(ς, ı) = γ and
ǫ¯(ς¯ , ı¯) = γ¯. When γ = 1, the dyad is called a spin–frame. Associated with any spin frame
is a null tetrad
l = ςς¯, m = ςı¯, n = ı¯ı, m¯ = ıς¯ , (4.1)
which spans the tensor product space ℵ⊗ ℵ¯. This illustrates the standard connection
between world–tensor indices a as a pair of spinor indices, one dotted and one undotted.
From ǫ and ǫ¯, a symmetric metric on T is built such that
g(l, n) = 1, g(m, m¯) = −1, (4.2)
with all other scalar products vanishing, i.e.
gab = ǫαβǫα˙β˙. (4.3)
ℵ⊗ ℵ¯ endowed with this scalar product has the structure of a tangent space to a complex-
ified manifold. In the Newman–Penrose formalism a basis for the tangent space is a null
tetrad consisting of two real vectors and one complex–conjugate pair of vectors. Consider
the complexified manifold obtained from a metric of type (3.1) describing a geometry with
a horizon. Let U and V label its Kruskal coordinates. In the context of an asymptotically
AdS black hole geometry they are introduced below around (5.3). Staying general for now,
a basis for the tangent space is given by four null vectors
∂
∂U
,
∂
∂V
,
∂
∂ζ
= eiφ cot
θ
2
,
∂
∂ζ¯
= e−iφ cot
θ
2
, (4.4)
with ∂
∂ζ
parameterizing the anti–celestial sphere. It is related to ∂
∂ζ¯
by an antipodal map.
Let us map l, n, m and m¯ to ∂
∂U
, ∂
∂V
, ∂
∂ζ
and ∂
∂ζ¯
, respectively. The spinors ς and ı are
then associated with the null vectors ∂
∂U
and ∂
∂V
, respectively. Given that the vector U ∂
∂U
is parallely transported along the orbits of ∂
∂U
and those of ∂
∂V
(all the same for V ∂
∂V
)
∇ ∂
∂U
[
U
∂
∂U
]
= 0, ∇ ∂
∂V
[
U
∂
∂U
]
= 0, (4.5)
the spinors
√
V ı and
√−Uς or √−V ı and √Uς are parallely transported across the full
U and V complex planes. Equation (4.5) results from U = const. and V = const. each
corresponding to null geodesics. Geodesics are defined such that their tangent vector field n
obeys ∇nn = 0. Generally any vector T is said to be parallely transported along the orbits
of vector field n if ∇nT points in the direction of T . This happens above with n = ∂∂U and
T = U ∂
∂U
: ∇ ∂
∂U
[
U ∂
∂U
]
= U∇ ∂
∂U
∂
∂U
+
(
∂
∂U
[U ]
)
∂
∂U
. The parametrization of a geodesic can
be rescaled so that α = 0, though, α being the proportionality factor between ∇nT and T
above.
This choice of spinor basis will appear naturally in Section 5.
√−U and the likes are pivotal
in generating Fermi–Dirac distribution functions. We should also note that even though
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the AdS setting presented below involves spinors in a bulk geometry of dimension five, the
present discussion on spinors in a complexified four–dimensional space–time is of relevance
due to the decomposition (3.9) of a general bulk spinors evolving in d+ 1 dimensions into
d–dimensional spinors. The latter are used in the following as in, e.g., [24, 25, 26], and
while in five dimensions an extra fifth basis vector should appear in (4.4), it is irrelevant for
the present purpose. Ψ± spinors will be expanded in the basis constructed out of Kruskal
coordinates and ı, ς.
5. Real–time correlators from gravity
While the results about to be derived below should be applicable to a broader class of
finite–temperature field theories with a gravity dual, we focus on theories arising from
non–extremal D3 branes. Boundary values of supergravity fields in the resulting AdS5
background provide the N → ∞, g2YMN → ∞ limit of N = 4 SU(N) supersymmetric
Yang–Mills correlators. In the near–horizon limit the metric on a stack of non–extremal
D3 branes reads3
ds2 = (πTRr)2
(−f(r)dt2 + dx2)+R2 dr2
r2f(r)
, (5.1)
where f(r) = 1 − 1
r4
. The boundary is a r → ∞ and the horizon at r = 1. Here, T is the
Hawking temperature of this AdS–Schwarzschild black hole and R is the radius of AdS.
The analysis of [1] relies on the behaviour of a scalar field in this background. Near the
horizon, r
piT
= 1+ ǫ, solutions to the wave equation behave as eik
0r∗ and its conjugate, with
k0 = ω and r∗ being the tortoise coordinate:
dr∗
dr
=
1
πT
1
r2f(r)
, r∗ =
1
2πT
(
arctan(r) + log
√
r − 1
r + 1
)
. (5.2)
The Kruskal coordinates are defined as{
U = − e−2piT (t+r
∗)
2piT ,
V = e
2piT (t−r∗)
2piT .
(5.3)
The Penrose diagram of Figure 1. is constructed from these coordinates. The retarded and
advanced solutions comport themselves as{
e−iωtf(k, r) ∼ e− iω2piT ln(V ), in–falling,
e−iωtf∗(k, r) ∼ e iω2piT ln(−U), out–going. (5.4)
When we considered solutions to the wave equation, we were working in the R–quadrant,
U < 0, V > 0. However, as explained in [1] if one extends the mode functions to the
complex U and V planes, one finds that positive–frequency solutions to the wave equation
are analytic in the lower U and V complex planes. A solution is composed of only negative–
frequency modes provided it is analytic in the upper U and V planes. With regard to
3Setting R = 1 for convenience.
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the modes of (5.4) one then requires that the solution be analytic in the lower V plane
and the upper U plane. Since in the r − t coordinates one can solve the wave equation
independently in the R and L regions of the Penrose diagram one obtains the following set
of mode functions in each quadrants:
uR,i(k) =
{
e−iωtf(k, r), in R
0, in L
uL,i(k) =
{
0, in R
e−iωtf(k, r), in L
uR,o(k) =
{
e−iωtf∗(k, r), in R
0, in L
uL,o(k) =
{
0, in R
e−iωtf∗(k, r), in L
(5.5)
Only two linear combinations can be built which meet the above criterium on holomor-
phicity. These are
{
uo = uR,o + αouL,o,
ui = uR,i + αiuL,i.
(5.6)
From the behaviour close to the horizon of the solutions and the analyticity requirement,
the in–going and out–going cross–connecting functions αi and αo are constrained to be{
αo = e
piω
2 ,
αi = e
−piω
2 .
(5.7)
In order to carry a similar analysis to the case of fermions, one must first check that solutions
to the Dirac equation in an AdS–Schwarzschild background (5.1) behave as e−iωr∗ and its
conjugate. In such a background4 the spin coefficients are
ωtr = −r
(
1 +
1
r4
)
dt, ωir = r
√
fdxi. (5.8)
The Dirac equation then reads

[
− iω√
f
γt + i~γ . ~k
]
A(m)Ψ+(k, r) =
[
−ω2
f
+ k2
]
Ψ−(k, r),[
− iω√
f
γt + i~γ . ~k
]
A(−m)Ψ−(k, r) = −
[
−ω2
f
+ k2
]
Ψ+(k, r),
(5.9)
where A(m) = r
[
r
√
f(r)∂r +
d−1
2
√
f(r) +
(1+ (piT )
4
r4
)
2
√
f(r)
−m
]
. Focusing on the terms relevant
for the near–horizon behaviour, solutions of the type r
4
√
f(r)
e±iωr
∗
satisfy these equations.
Note that it is crucial that the Γ0 matrix be anti–hermitian. This leading near–horizon
behaviour of solutions to the Dirac equation in a curved background is reminiscent of the
forms of the solutions found in [33] in the course of this study of second–quantization for
neutrino fields in a Kerr background. From the previous discussion on parallely–transported
spinors in the complex U and V planes, one is led to consider the following set of mode
4Setting R = 1, piT = 1 for convenience.
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functions in each quadrant:
ψR,i =
{
e−iωt
√
V f(k, r)ı, in R
0, in L
ψL,i =
{
0, in R
e−iωt
√−V f(k, r)ı, in L
ψR,o =
{
e−iωt
√−Uf∗(k, r)ς, in R
0, in L
ψL,o =
{
0, in R
e−iωt
√
Uf∗(k, r)ς, in L
(5.10)
The mergers f(k, r)
{√−U√
V
}
behave as r
4
√
f(r)
epiT teiωr
∗
, as required for solutions to the
Dirac equation, except for the extra e±piT t term, which could be inserted in the defini-
tions of the modes in (5.13) below. As for the scalar case reviewed above, the conditions
that positive–frequency solutions are analytic in the lower U and V complex planes and
negative–energy modes are analytic in their upper counterparts leads to the following linear
combinations {
ψo = ψR,o + βoψL,o,
ψi = ψR,i + βiψL,i.
(5.11)
The behaviour of the solutions close to the horizon fixes{
βo = ie
piω
2 ,
βi = −ie−piω2 .
(5.12)
The out–going and in–going solutions in (5.11) form a basis for a spinor field defined over
the full Kruskal plane of the AdS–Schwarzschild geometry
Ψ−(r) =
∑
k
[a(ω,k)ψo(k, r) + b(ω,k)ψi(k, r)] . (5.13)
In accordance with our discussion on the variational principle for spinor fields in AdS/CFT
we do not expand the Ψ+ field. Its leading–order part in an expansion near the bound-
ary is fixed. One must fix the “position” and leave the “momentum” free to vary in a
set of canonically conjugate pairs given by χ¯0 and ψ0. The coefficients a(ω,k), b(ω,k)
are determined by requiring that (5.13) approaches ΨR−(k) and ΨL−(k) on their respective
boundaries:

[
a(ω,k)
√−Uς + b(ω,k)√V ı
]
r∂M
= ΨR−(k),
−
[
a(ω,k)epiω
√
U(−)ς − b(ω,k)√−V (−)ı
]
r∂M
= −ie−piω2 ΨL−(k),
(5.14)
The function f(k, r) is normalized such that f(k, r∂M ) = 1 at the boundary. The overall
minus sign on the r.h.s. of the second equation results from the effect on spinor fields of
time reversal from going to the R–quadrant to the L one5:
T−1Ψ+,α(x)T = −Ψ+,α(T x), T−1Ψα˙−T = +Ψ−,α˙(T x). (5.15)
5Our conventions for the Clifford algebra differ from those of [34]. This affects in particular the Γ5
matrix. Hence the overall sign flip in (5.15) as compared to the more familiar equation (40.32) from [34].
Also, recall that raising or lowering a spinor index comes with a minus sign. The meaning of
(5.14) is as a set of two equations for two unknown spinors, a(ω,k)
√−Uς and b(ω,k)√V ı.
The second equation in (5.14) involves the same unknown spinors but in the L quadrant,
which introduces extra
√−1. Taking care of those additional factors of i which occur in
going from
{ √
U√−V
}
to
{√−U√
V
}
, (5.14) leads to


a(ω,k)
√−U |r∂M ς = 1epiω+1
[
ΨR−(k) + e
piω
2 ΨL−(k)
]
,
b(ω,k)
√
V |r∂M ı = 1epiω+1
[
epiωΨR−(k)− e
piω
2 ΨL−(k)
]
.
(5.16)
Here, n(ω) = 1
eβω+1
is the Fermi–Dirac distribution. A computation of real–time Green
functions from the standard AdS/CFT prescription is now in order. The classical boundary
action in r − t coordinates is
S∂M = −i
∫
∂M
ddk
(2π)d
√−ggrrΨ¯+(−k, r)Ψ−(k, r)
= −i
∫
ddk
(2π)d
√−ggrrΨ¯+(−k, r)Ψ−(k, r) |rR −i
∫
ddk
(2π)4
√−ggrrΨ¯+(−k, r)Ψ−(k, r) |rL
(5.17)
For a scalar field the second integral would have come with the opposite sign. Here, however
one must recall that spinor fields behave non–trivially when they cross the L quadrant
where time ordering is reversed. While Ψ¯Ψ is invariant under time–reversal, what we are
really considering instead is an expression where Ψ¯+ is fixed whereas Ψ− is free to vary.
The unusual sign is associated with the latter’s transformation under time reversal, (5.15).
Using (5.13) and (5.16) the boundary action becomes
S∂M =− i
∫
d4k
(2π)4
√−ggrrn(ω)uR,o(k)
[
Ψ¯R+(−k)ΨR−(k) + e
βpi
2 Ψ¯R+(−k)ΨL−(k)
]
− i
∫
d4k
(2π)4
√−ggrrn(ω)uR,i(k)
[
e
βω
2 Ψ¯R+(−k)ΨR−(k)− eβωΨ¯R+(−k)ΨL−(k)
]
+ i
∫
d4k
(2π)4
√−ggrrn(ω)uL,o(k)e
βω
2
[
Ψ¯L+(−k)ΨR−(k) + e
βω
2 Ψ¯L+(−k)ΨL−(k)
]
− i
∫
d4k
(2π)4
√−ggrrn(ω)uL,i(k)e−
βω
2
[
eβωΨ¯L+(−k)ΨR−(k)− e
βω
2 Ψ¯L+(−k)ΨL−(k)
]
.
(5.18)
Equations (3.26) and (2.8), which for fermionic operators reads GA,ab(k) = G
∗
R,ba =
−iS∗(k)γtba = iS∗(k)γtab – from Γ0 being anti–hermitian, cf., e.g., (3.11) – and the near–
boundary expansions of ΨR,L± yield

GRR(k) = −i
[
n(ω)eβω(−i)GR(k) + n(ω)(−i)GA(k)
]
= −ReGR(k) + i tanh( ω2T )ImGR(k),
GLL(k) = −i
[−n(ω)(−i)GR(k)− n(ω)eβω(−i)GA(k)] = ReGR(k) + i tanh( ω2T )ImGR(k),
GRL(k) = −in(ω)e
βω
2 [(−i)GR(k)− (−i)GA(k)] = − 2ie
βω
2
1+eβω
ImGR(k),
GLR(k) = −in(ω)e
βω
2 [−(−i)GR(k) + (−i)GA(k)] = 2ie
βσ
2
1+eβω
ImGR(k).
(5.19)
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These are the Schwinger–Keldysh propagators (2.9) with σ = β2 for a fermionic operator
dual to the supergravity field Ψ. One can redefine ΨL(k) to obtain real–time propagators
with arbitrary 0 < σ < β. Let us illustrate how (5.19) is obtained and focus on GRR(k).
The relevant terms from the boundary action are
−in(ω)√−ggrr [uR,i(k)eβωΨ¯R+(−k)ΨR−(k) + uR,o(k)Ψ¯R+(−k)ΨR−(k)].
The first one comes with an in–going mode. One then uses the near–boundary expansion for
ΨR± and the relation (3.20), i.e. ψ0(k) = S(k)χ0(k), to translate this term into an expression
proportional to the retarded propagator. On the other hand, the second term in brackets
involves an out–going mode. It must be associated with an advanced Green function
[35]. One then writes
√−ggrrΨ¯R+(−k)ΨR−(k) =
√−ggrrΨ¯R−(k)ΨR+(−k) which is equal to
S∗(k)χ¯R0 (k)χR0 (−k) = S∗(k)χ¯R0 (−k)χR0 (k). This finally leads to the stated result. We have
thus checked that Schwinger–Keldysh correlators for fermionic operators and the standard
relations among them and the retarded, advanced and symmetric propagators hold in
AdS/CFT by taking functional derivatives of boundary part of the dual supergravity action.
This prescription can be generalized to higher–point functions of a fermionic operator,
provided the non–quadratic parts of the action for its dual supergravity spinor field are
known.
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