I. INTRODUCTION
Grid scheduling is a sophisticated decision making that operates at different levels of grids. Local scheduling is used at the level of cluster, usually to balance load. Global schedulers that is grid schedulers may be used to map user jobs to resource according to their requirements [1] .
Computational Grid: Grid computing is a network that may connect many computers through connection to solve problems requiring a large number of processing cycles and involving huge amount of data. Most commonly grid network is used to take a processor speed when the computers are not in use like screen saver mode. In that time that particular system processor speed is equally passes to all other working computers. So the entire network speed will be high. Grids integrate network, computation, information, and communication to providing a virtual environment for task management. The grid network can be typically grouped with an autonomous administrative domain, communicate with high-speed processor. The more time it takes for an ant to travel down the path and back again, the more time the pheromones have to evaporate [2] . A short path, by comparison, gets marched over more frequently, and thus the pheromone density becomes higher on shorter paths than longer ones. Pheromone evaporation also has the advantage of avoiding the convergence to a locally optimal solution. If there were no evaporation at all, the paths chosen by the first ants would tend to be excessively attractive to the following ones. In that case, the exploration of the solution space would be constrained [3] . Scheduling Grid: A High level scheduler can be used to select brokers or grids to a specific job. The scheduling mechanisms are related to the adaption decisions in autonomously behaving systems. A Grid scheduler computes one or more schedules for jobs that can be specified at launching-time. The structure of a scheduler may depend on the number of resources managed, and the domain in which resources are located [4] . Basically there are three different schedulers are used in grid network; centralized, decentralized and hierarchical. Grid scheduling algorithms are classified into two categories: Static and Dynamic. Launching-time scheduling for parallel process applications, where configuration and mapping decision are taken before execute the application. PSO is created for task scheduling. And some the properties are used to update the particle position and find the current position of each particle. These are, (i) Exchange information with its neighbors (ii) Memorize a previous position (iii) Ability to use information to make a decision.
The velocity updation is based on three terms; Inertia, Cognitive Learning, Social Learning. These are used for particle's migration. The rest of the paper is organized as follows: Section 2 presents the Related Work, Section 3 describes the Problem Formulation. In section 4 proposed work of PSO. Section 5 explained the Max Min PSO. Section 6 done the Randomized Load balancing. Results are discussed in section 7. Section 8 gives the Conclusion of this paper and finally future work is done in section 9.
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C. Kalpana [9] . An improved PSO Algorithm was proposed by BU Yan-ping, et al., against the optimal objective to minimize the total completion time [10] . This presents an improved particle swarm optimization (PSO) algorithm with discrete coding rule for grid scheduling problem. The collective and social behavior of living creatures motivated researchers to undertake the study of Swarm Intelligence. The main properties of the collective behavior can be pointed out as follows.
The idea of PSO originates from the social behavior of swarms of birds or fish schools. It has been reported that each bird or fish in the swarm in a school moves according to the information given by others in the neighborhood. Similar to the GA, there is a population called a swarm in PSO, and every individual in the swarm is called a particle which represents a solution to the problem. In an iteration, each particle moves in the search space from one position to another according to the information from its neighborhood.
III. PROBLEM FORMULATION
The idea of PSO originates from the social behavior of swarms of birds or fish schools. It has been reported that each bird or fish in the swarm in a school moves according to the information given by others in the neighborhood. Similar to the GA, there is a population called a swarm in PSO, and every individual in the swarm is called a particle which represents a solution to the problem. In an iteration each particle moves in the search space from one position to another according to the information from its neighborhood. The distance for which the particle moves in one iteration is called velocity and the position of the particle is evaluated by an object function. Each particle records the best position it found in the previous iteration as a local best. A global best position is chosen from the local bests of all the particles.
A. PSO Algorithm 1. Initialize a population array of particles with random positions and velocities on D dimensions in the search space. loop 2. For each particle, evaluate the desired optimization fitness function in D variables.
3. Compare particle's fitness evaluation with its pbest i . If current value is better than pbest i , then set pbest i equal to the current value. 4. Identify the particle in the neighborhood with the best success so far, and assign its index to the variable gbest 5. Change the velocity and position of the particle according to the velocity equation 6. If a criterion is met (usually a sufficiently good fitness or a maximum number of iterations), exit loop. end loop
B. Position Updation
Based on velocity particle position is updated. From the Updation pbest and gbest [14] are calculated according to QoS constraints.
Where V i k = Velocity of particle i at iteration k V i k+1 = Velocity of particle i at iteration k+1 ω = Inertia Weight c j = Acceleration Coefficients j=1,2 rand i = Random number between 0 and 1 X i k = Current position of particle i at iteration k pbest i = Best position of particle i gbest = Position of best particle in a population X i k+1 = Position of the particle I at iteration k+1.
IV. PROPOSED PSO
The main objective of this paper is to reduce the time of the schedule required to complete the execution of all tasks by a set of resources. Also the tasks are rescheduled from over loaded resources to under loaded resources which results in further reduction of makespan. The makespan, cost and deadline are used as performance measure. Particles are constructed by fitness value based on three QoS constraints such as makespan, cost and deadline.
A. Makespan Constraints
The particle with the minimum time has the greater probability to be chosen. Initialization of particle with makespan as
Where t i = Time of task, P j = Processor speed of resources.
B. Cost Constraints
The particle with the minimal cost has the greater probability to be chosen. Initialization of particle with cost as www.ijorcs.org
Where Cost j = Cost of each task.
C. Deadline Constraints
The particle with the minimal deadline has the greater probability to be chosen. Initialization of particle with deadline as = − In max pso tasks are scheduled in decreasing order by t 1 > t 2 > t 3 ….t N , where N is the number of task. After the arrangement of task value velocity is calculated based on makespan. In max pso tasks are scheduled in increasing order by t 1 < t 2 < t 3 ….t N , where N is the number of task. After the arrangement of task value velocity is calculated based on makespan. For load balancing, the one task from the overflowed resource is exchanged with a task from the underflowed resource subject to the availability of the resources.
VI. RANDOMIZED LOAD BALANCING
Load balance in the computational grid is another important factor. Load balancing in order to share the available resources in computational grid, result in reduction of the average completion time of task. Load balance is applied here to interchange the maximum task value to minimum task value as well as minimum task value to maximum task value to the appropriate resources are balanced. This method can be iterated until all resources are balanced. www.ijorcs.org 
VIII. CONCLUSION
In this paper randomized load balancing, particle is calculated with max PSO and min PSO. This new concept is developed in java platform. The major objective of grid scheduling is to reduce the makespan, cost and increase the deadline. The algorithm is developed based on PSO to find a proper resource allocation to jobs in Grid Environment. In this paper, Particle Swarm Optimization (PSO) Algorithm is developed based on three QoS makespan, cost and Deadline. Results show that PSO is better than ACO according to makespan, cost and Deadline. finally the particle is randomly selected for load balancing. Future work can focus on, Reliability and throughput, To implement and evaluate different QoS and different Job error ratio.
