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Guest editors’ foreword
This special issue of Theoretical Computer Science is dedicated to the Sixteenth International Conference on
Algorithmic Learning Theory (ALT 2005) held in Singapore, October 8–11, 2005. It contains six articles that were
among the best in the conference.1 The authors of these papers have been invited by the special issue editors to submit
completed versions of their work for this special issue. Once received, these papers underwent the usual refereeing
process of Theoretical Computer Science.
“Learning” is a complex phenomenon that is studied in different scientific disciplines. A computer program with
the ability to “learn” contains mechanisms for gathering and evaluating information and, consequently, for improving
its performance. Algorithmic Learning Theory provides a mathematical foundation for the study of learning programs.
It is concerned with the design and analysis of learning algorithms. The analysis proceeds in a formal model such as to
provide measures for the performance of a learning algorithm or for the inherent hardness of a given learning problem.
The variety of applications for algorithms that learn is reflected in the variety of formal learning models. For instance,
we can distinguish between a passive mode of “learning from examples” and active modes of learning where the
algorithm has more control over the information that is gathered. As for learning from examples, a further decision is
whether we impose statistical assumptions on the sequence of examples or not. Furthermore, we find different success
criteria in different models (like “approximate learning” versus “exact learning”).
The papers in this special issue offer a broad view on the current research in the field including studies on several
learning models (such as Bayesian and statistical models, PAC-learning, query-learning, inductive inference, and
defensive forecasting). Below we briefly introduce each of the papers and provide on the way some background
information about the respective underlying learning models.
Bayesian learning refers to the problem of inferring the unknown parameters of a distribution (chosen from a known
parameterized class of distributions). Typically the a priori distribution for the unknown parameters gives support to a
wide range of parameters, whereas the a posteriori distribution is peaked around the true parameter values. Variational
Bayesian Learning results from Bayesian Learning by introducing a simplifying assumption (in the case where there
are hidden variables) that makes the approach computationally more tractable. Empirically it is known to have good
generalization performance in many applications. Watanabe andWatanabe provide some additional theoretical support
by proving lower and upper bounds on the stochastic complexity in the Variational Bayesian Learning of the mixture
of exponential families.
In the PAC-learning model, the learner receives as input training examples, drawn at random according to an
unknown distribution and labeled according to an unknown target function f , and returns a “hypothesis” h that
(with high probability of success) is a close approximation of f . While the first papers on PAC-learning focused
on binary classification problems with the probability of misclassification as an underlying pseudo-metric, there
have been many extensions of the basic model since then. The paper by Palmer and Goldberg deals with so-
called Probabilistic Deterministic Finite State Automata (PDFA). A PDFA, in contrast to a DFA (its deterministic
counterpart), performs random state transitions and thus represents a probability distribution over strings. In a recent
1 The conference proceedings, including preliminary versions of these papers, appeared as Lecture Notes in Artificial Intelligence, vol. 3734,
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paper from 2004, it was shown by Clark and Thollard that the class of PDFAs is polynomially pac-learnable where
the polynomial (which bounds sample size and run-time) depends on the size of the target PDFA, a measure
for the “distinguishability” of states and the expected length of strings generated from any state. Their pseudo-
metric (measuring the distance between the target distribution and the hypothesis) is the KL-divergence. By passing
from KL-divergence to the variation distance (still useful for pattern classification tasks), Palmer and Goldberg are
able to considerably simplify the proof for PAC-learnability and to remove the dependence on the expected string
length.
In the query-learning model, the learner is allowed to put certain queries to an oracle. The learning performance is
measured by the number and type of queries needed to exactly (sometimes approximately) identify an unknown
target concept f (where “concept” means “binary-valued function”). Among the most popular query types are
“membership queries (MQs)” (asking for the class label of an instance) and “equivalence queries (EQs)” (asking for
a “counterexample” to the current hypothesis). Bennet and Bshouty investigate the possibility of learning “attribute-
efficiently” (such that the time-bound grows only sub-linearly with the number of irrelevant attributes) with “corrupted
oracles” (whose answers may occasionally be wrong or missing). Their main result is that an attribute-efficient
learner expecting a perfectly reliable oracle of type MQ or EQ can be converted into an attribute-efficient learner
that copes with corrupted oracles. (This extends a result from FOCS 2004, where attribute-efficiency had not been an
issue.)
Jain, Lange and Zilles extend work by Lange and Zilles from COLT 2004 and ALT 2004. The latter papers
revealed surprising relations between Gold-style learning and query-learning of indexable classes of recursive
languages. In their contribution to this special issue, they examine (arbitrary) classes of recursively enumerable
languages and analyze which of the relations still hold. It turns out that, although some of the relations
are lost, there is still a nice hierarchy with several cross-connections between Gold-style learning and query-
learning.
In Gold’s model of learning in the limit from positive data, the learner should identify an unknown recursive (or
recursively enumerable) target language L (where L belongs to a class C that is known to the learner). To this end, it
receives a “text” (basically an infinite list of the words in L). It keeps track of a (description of a) “hypothesis” that is
updated after the reception of the next word from the text. We say that C is learned in the limit, if the learner is able
to identify every language L ∈ C after finitely many steps.
Jain and Kinber consider the following variant of learning in the limit from positive data: given a text for a union
of n (pairwise disjoint) languages, find in the limit m grammars such that each of them generates some union of the n
languages and every of the n languages occurs in exactly one of these unions. The paper provides considerable insight
into this model.
The final paper in this special issue deals with strategies for defensive forecasting, thereby coping with the
problem of predicting (in an online fashion) the binary label associated with a given instance. The setting is
agnostic, i.e., it is not assumed that there is a hidden function (or distribution) which maps instances to labels.
Instead of using a comparison class or expert advice (such that the learner competes with the best function
from the comparison class or with the best expert), the analysis aims at verifying two abstract properties of the
Forecaster’s prediction algorithm: being “well calibrated” and having “high resolution”. If a prediction p ∈ [0, 1]
is viewed as the Forecaster’s “confidence” that the (unknown) binary label associated with a given instance x
is 1 (where the label is revealed by the adversary after the Forecaster made its commitment), then being well
calibrated roughly means that the Forecaster’s confidence estimates are accurate on average. Having high resolution
roughly means that the Forecaster is “sufficiently specific” to the given instance x . Vovk describes a prediction
algorithm for the Forecaster that provably is well calibrated and has high resolution. The algorithm is kernel
based. The analysis is quite involved with results given in terms of the Fermi–Sobolev norm of Lipschitzian
functions.
We would like to thank all the referees for their efficient work and their thorough reports. Special thanks go to the
members of the program committee of ALT 2005 who helped us to single out a sample of papers that, on one hand,
are among the best ones of the conference and, on the other hand, nicely represent the richness of and the diversity
within the field of algorithmic learning. We are very grateful to all authors for submitting their papers and for all their
efforts to improve and to polish their articles.
Finally, we are particularly grateful to Giorgio Ausiello for the opportunity to compile this special issue.
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