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RESUME
Cet article traite de l’intégration d’un système de vision
doté d’une caméra classique et d’une caméra thermique dans
un logiciel de navigation maritime basé sur un environne-
ment virtuel (EV). Nous présentons ensuite un champ ex-
ploratoire autour de la réalité augmentée (RA) en situation
de mobilité et les différentes applications liées aux métiers
de la mer apportées grâce à l’ajout de cette fonctionnalité.
Ce travail est réalisé grâce à une convention CIFRE au sein
de la société MaxSea.
Mots Clés : Réalité Augmentée, Environnement Mixte,
Analyse d’Image, Fusion de données extéroceptives,
Facteur Humain.
1 INTRODUCTION
Les progrès continus des nouvelles technologies entraînent
une prolifération de machines portables toujours plus intel-
ligentes et plus puissantes. Les capacités des machines em-
barquées à bord d’un navire permettent maintenant d’offrir
au personnel de bord une qualité de traitement et un vo-
lume d’information jusque-là inégalés. Dans un environne-
ment hostile telle que la mer, l’utilisateur à besoin d’un flux
d’informations pertinentes. L’aide informatique à la gestion
des navires est donc de plus en plus importante et le tout
numérique est une évolution inéluctable. Les trois objectifs
principaux sont :
– L’amélioration de la sécurité (des biens, de l’environne-
ment et des personnes).
– L’augmentation des gains de productivité (pêche, ...).
– Les représentations nécessaires pour la maîtrise de
l’environnement (pour s’orienter, où suis-je ?, où vais-
je ? ...).
Ces objectifs conduisent les éditeurs de logiciels maritimes
à développer des plateformes toujours plus évoluées, en pro-
posant des environnements virtuels très riches et une mise à
jour en temps réel des informations. Il existe de nombreuses
sociétés sur le marché du logiciel de navigation maritime
embarqué séparées en deux catégories. Une première par-
tie contient celles qui développent une application permet-
tant de tirer profit des capteurs embarqués (radar, sondeur,
GPS, ...) comme Rose Point [4], éditrice du logiciel Coastal
Explorer (Figure 1d) ou MaxSea International [14], éditrice
du logiciel MaxSea TimeZero (Figure 1b). D’autre sociétés
proposent des plateformes matérielles en plus de leurs ap-
plications logicielles comme Furuno [10] (Figure 1c) ou Gar-
min [11] (Figure 1a).
(a) Garmin (b) MaxSea
(c) Furuno (d) Coastal Explorer
Figure 1: Applications de Navigation
Ces environnements permettent d’améliorer grandement
la navigation en ne montrant que l’information nécessaire,
par exemple en fusionant les photographies satellites de la
terre et la cartographie maritime comme la PhotoFusion en
Figure 2 proposée par MaxSea [14].
Figure 2: PhotoFusion (MaxSea) [14]
Il existe un grand nombre de type de données différentes
dont la pertinence dépend du contexte d’utilisation. De plus,
il faut également prendre en compte les pertes de repères
dues au mauvais temps, quand les conditions météorolo-
giques se dégradent (brume, brouillard, mer agitée, ...). La
réaction émotionnelle est d’autant plus forte que les condi-
tions sont extrêmes en mer comme en montagne.
Nous décrivons tout d’abord comment nous avons incor-
poré un système de vision à un logiciel de navigation mari-
time et les multiples modes de télécommande de la caméra.
Dès lors, nous sommes capables d’augmenter le flux vidéo
par des informations de l’application d’aide à la navigation
maritime. Nous nous appuyons sur les travaux du projet
LookSea de la société « Technology System, Inc » [20] en ne
proposant pas de système utilisant un casque. Les fonction-
nalités de réalité augmentée proposées ouvrent de nouveaux
champs exploratoires pour la géolocalisation comme la ma-
nipulation d’entité virtuelle dans le réel.
Enfin, la concept même de réalité augmentée n’est pas que
purement technologique : il repose également sur les aspects
liés à la perception humaine qui dépend aussi de l’héritage
génétique et culturel des individus [6]. Il est donc néces-
saire de prendre en compte le facteur humain et le stress
causé par des conditions de mer difficiles qui sont suscep-
tible d’augmenter les risques d’accidents [12] et de s’adapter
à l’utilisateur et au contexte d’utilisation [18, 7].
2 ENVIRONNEMENT VIRTUEL
La finalité de la réalité virtuelle est de permettre à une
personne (ou à plusieurs) une activité sensori-motrice et cog-
nitive dans un monde artificiel, crée numériquement, qui
peut être imaginaire, symbolique ou une simulation de cer-
tains aspects du monde réel[16]. Dans [15], Paul Milgram
définit en 1994 le concept de Réalité Mixte (Figure 3) qui
offre un continuum reliant le monde réel (MR) et la Réalité
virtuelle (RV) en passant par la Réalité augmentée (RA), la














Figure 3: Continuum Réel - Virtuel[15]
Dans notre contexte, l’utilisateur à bord d’un navire, se
trouve alternativement dans trois des quatre situations de la
Réalité Mixte :
1. Le Monde Réel dans lequel il est plongé naturellement.
2. La Réalité Augmentée par l’adjonction des « informa-
tions métier » utiles depuis l’ajout de notre système de
vision détaillé plus tard.
3. La Réalité Virtuelle adaptée à l’utilisation expliqué
dans la section suivante.
2.1 L’outil de navigation
L’outil principal de navigation centralise les données pro-
duites par l’ensemble du matériel embarqué (radar, sondeur,
GPS, ...) et les conjugue avec des bases de données de car-
tographie maritime, côtière ou de rivière.
Figure 4: Flux d’informations
L’outil de navigation informe l’utilisateur de l’état de l’en-
vironnement grâce à une visualisation qui fusionne ces dif-
férentes informations en fonction des commandes provenant
de l’utilisateur via l’IHM (Figure 4).
Bien que basés sur une cartographie maritime en deux
dimensions, les logiciels actuels proposent très souvent des
vues en trois dimensions afin d’accroître le réalisme et ainsi
optimiser la recherche d’orientation de l’utilisateur.
Dans cet outil, on trouve couramment les objets suivants,
dérivés directement du métier de la navigation :
– WayPoints (WP) : Objet représentant une balise si-
gnalant une position géographique particulière.
– Route : Succession de points par lesquels l’utilisateur
à planifier le passage
– Trace : Succession de point par lesquels le navire est
déjà passé.
– Cibles : Les cibles se composent de deux grandes fa-
milles : les ARPA et les AIS.
– ARPA : Automatic Radar Plotting Aids : Aide à la
détection de cibles (mouvante ou non) à partir d’un
éco radar.
– AIS : Automatic Identification System : Système
d’échange automatique de messages entre navires.
Tous ces objets sont présents dans les logiciels de navigation
et sont affichés sur la cartographie. Dans la Figure 5, on
peut voir un Navire (en rouge), deux WayPoints (en jaune
avec une étoile noire) et une Route (en rouge) ajoutés à
l’affichage de la cartographie. Ces objets, déssinés de manière
vectorielle, sont déplaçables par l’utilisateur (sauf le bateau
dont la localisation dépend de la position du GPS).
Figure 5: Une Vue de l’Environnement Virtuel
3 PILOTAGE DU SYSTEME DE VISION
Nous proposons dans une seule et unique application,
deux présentations distinctes (RA et EV) mais complémen-
taires pour l’utilisateur.
Nous avons placé une caméra vidéo motorisée sur un na-
vire. Cette caméra est motorisée sur deux axes. Elle dispose
d’un axe de rotation en Azimuth de 360° et d’un axe de
rotation en Elevation d’environ 90°. Elle intègre un gyro-
scope deux axes pour compenser les mouvements du bateau
causés par la flottaison. Cette caméra a aussi la particula-
rité de disposer d’un mode de vision classique noir et blanc
(daylight/lowlight) permettant de voir de jour et sous une
faible exposition et un mode de vision thermique ultra sen-
sible dans le « moyen infrarouge » (longueur d’onde de 2,5 à
25 ￿m). Le flux vidéo est incrusté dans l’écran principal du
logiciel comme le montre la Figure 8.
Il est possible de piloter la caméra motorisée de quatre
manières différentes. La première consiste à utiliser des com-
mandes explicites. Lorsque le curseur est placé dans la fe-
nêtre du flux vidéo et que l’utilisateur presse le bouton cen-
tral de la souris, il lui est possible d’envoyer un ordre à la
caméra. La vitesse de déplacement des moteurs de la caméra
est directement proportionnelle à la distance qui sépare le
pointeur de la souris du centre de la fenêtre du flux vidéo.
La seconde possibilité est un pilotage implicite qui ne né-
cessite pas la manipulation directe des degrés de liberté de
la caméra. Il est possible depuis un menu contextuel de la
cartographie (ou de tout objet dessiné à l’écran) de deman-
der à la caméra de s’orienter dans la direction de l’objet ou
de la zone en question comme illustré en Figure 6, et cela à
partir d’un simple clic. Nous avons baptisé cette fonctionna-
lité comme étant une « Réalité Cliquée », par opposition au
concept de « Réalité Cliquable » mis en avant par Laurence
Nigay dans [13].
Il est possible d’obtenir un suivi de cible (mouvante ou
non). Une fois la cible choisie par l’utilisateur, elle peut être
verrouillée depuis un menu contextuel dans l’environnement
virtuel (Figure 6b) afin que la caméra ne laisse pas la cible
quitter son champ de vision. Ce verrouillage est réalisé tech-
niquement par la mise à jour en temps réel de l’orientation
de la caméra en fonction de la position de la cible ainsi que,
de la position et de l’orientation du bateau.
(a) Radar + Bateau + WP (b) Menu Contextuel
Figure 6: EV et Menu Contextuel
Le troisième mode de pilotage de la caméra est basé sur
l’utilisation des WayPoints qui représentent une position
dans l’environnement réel. Les WayPoints sont créés par
l’utilisateur, qui peut modifier leur position (entre autre) à
sa guise. Si l’utilisateur décide de verrouiller une cible avec
la caméra de type WayPoint par exemple, il lui est possible
ensuite de piloter la caméra en déplaçant le WayPoint ver-
rouillé dans l’environnement virtuel.
Enfin, le quatrième possibilité de piloter la caméra est le
mode de Supervision illustré en Figure 7 où un objet flottant
à la surface de l’eau est visible grâce au mode thermique de
la caméra. Cette information, une fois traitée, pourra lever
une alarme dans la plateforme de navigation.
Figure 7: Supervision permettant de mettre en évidence un
obstacle
Figure 8: RA et EV (WP dans l’EV et dans vidéo)
4 EXEMPLE D’ENRICHISSEMENT
Nous proposons d’utiliser le flux vidéo afin de l’enrichir
par des informations de l’environnement virtuel de l’appli-
cation d’aide à la navigation maritime. Il s’agit d’un système
de réalité augmentée avec moniteur vidéo (vision indirecte),
où le monde virtuel est augmenté par le flux vidéo, (cin-
quième catégorie de la taxonomie introduite par Milgram
en 1994 [15]). Il faut cependant remarquer que la caméra
n’est pas fixée au dispositif de visualisation, mais placée
quelque part sur le navire, la position de la caméra par rap-
port à l’antenne GPS étant connue. Comme nous sommes
dans un contexte de mobilité, l’augmentation du flux vidéo
fait face à certaines difficultés [23] pour calculer la pose de
la caméra. Il nous est en effet impossible d’équiper de mar-
queurs artificiels [21, 19, 3] tous les éléments du monde réel.
Nous devons donc mettre en œuvre un calcul de la pose de
la caméra par un système sans marqueur (« markerless »).
De telles techniques exploitent les caractéristiques naturelles
existantes dans la scène réelle tels que les coins, contours et
les segments de droites [22, 5, 9] invariant à certaines trans-
formations. De notre côté, nous avons opté pour l’intégration
d’un flux vidéo géo-référencé dans un environnement virtuel
où tous les éléments sont eux-mêmes géo-référencés comme
en [17, 1].
En s’appuyant sur la taxonomie fonctionnelle de
Fuchs [16], nous allons montrer en quatre points en quoi
notre plateforme de réalité augmentée d’aide à la navigation
maritime se rapproche des concepts admis et en quoi elle
propose de nouveaux champs exploratoires.
4.1 Réalité Documentée
A l’image de la fonctionnalité de Réalité Documentée de
Fuchs et Moreau, notre flux vidéo peut être enrichi d’infor-
mations identifiant ce qui est visible depuis la caméra, mais
sans alignement entre le réel et le virtuel. On remarque que
cette fonctionnalité ne respecte pas la troisième propriété
des systèmes de réalité augmentée proposée par Azuma [2].
Nous illustrons en Figure 9 les informations de marée dont
la hauteur est représentée par le remplissage d’une petite




Figure 9: Une simple information synthétique non recallée
4.2 Réalité à Compréhension (ou a visibilité) augmentée
Il s’agit d’incruster des informations sémantiques telle que
la fonction ou la référence des objets réels sur les images
de la scène réelle [8]. Nous nous appuyons sur les données
géo-référencés des objets pour informer l’utilisateur sur leur
position comme en Figure 10 par exemple où l’on voit l’infor-
mation de localisation de l’entrée d’un port depuis une vue à
bord. Dans cette fonctionnalité, il est possible de prendre en
compte la partie thermique de notre système de vision dont
le flux est aussi augmenté, comme présenté précédemment
en Figure 7.
Figure 10: Une information synthétique recallée permet une
meilleure lecture de la scène
4.3 Association Réel et Virtuel
Cette fonctionnalité représente l’ajout d’objets virtuels à
la scène réelle, ou le remplacement d’objets réel par des ob-
jets virtuels comme la représentation en 3D de la côte ou des
fonds. En plus du problème d’alignement des deux mondes,
on se trouve aussi face à un problème de masquage du réel
par le virtuel ou inversement. Le problème des occultations
peut être partiellement résolu grâce aux techniques de seg-
mentation d’images (seuillage, découpage en régions, ...) per-
mettant de dissocier la mer et le ciel des autres éléments de
la scène réelle. Compte-tenu des hypothèses métiers, il est
de plus donner la priorité à l’ajout d’un élément virtuel.
Pour l’alignement des deux mondes virtuels, nous utili-
sons une centrale inertielle disposée sur le navire et prenant
en compte le roulis, le tangage et le lacet du bateau. Cette
centrale dispose d’un accéléromètre trois axes, d’un gyro-
scope trois axes et de deux récepteurs GPS éloignés dont la
différence de phase permet de calculer l’attitude du navire.
La compensation des mouvements du bateau se fait direc-
tement en appliquant ces mouvements à la caméra virtuelle
de l’environnement 3D.
4.4 Réalité Virtualisée
On passe d’un environnement à l’autre. D’une part,
notre plateforme est composée d’un EV représentant entière-
ment l’environnement réel (cartographie, météo, fonds sous-
marins, côtes, navires environnants, ...) qui peut servir de
substitut à la réalité. D’autre part, nous avons également
la possibilité d’augmenter le flux vidéo par des objets vir-
tuels vectoriels n’ayant aucune réalité physique (WayPoints,
Routes, Trace, Bouées, ...) comme dans la Figure 11.
Figure 11: Objets virtuels sans réalité physique
5 CONCLUSION
Dans un contexte de fortes évolutions dans les Interfaces
Homme-Machine (IHM) de systèmes mobiles, nous explo-
rons les possibilités offertes par la constitution d’un nouvel
environnement mixte suite à l’intégration dans une unique
application, d’un environnement virtuel riche et d’un envi-
ronnement de réalité augmentée. Nous essayons de répondre
à la demande de l’utilisateur qui varie en fonction des condi-
tions de navigation. Les fonctionnalités apportées par la réa-
lité augmentée doivent donc différer suivant les personnes et
les conditions météorologique, d’où l’obligation d’apporter
des informations contextuelles.
6 TRAVAUX FUTURS
Etant donné le caractère exploratoire de cette plateforme,
plusieurs travaux nous semblent important à approfondir.
Outre le défi de l’alignement du monde réel avec le monde
virtuel que les mouvements de bateau ne facilitent pas, il
nous semble important d’explorer les voies de recherche sui-
vantes divisées en deux catégories. La première concerne les
travaux technologiques et techniques et la seconde est rela-
tive au facteur humain.
D’un point de vue technologique, nous souhaitons tendre
vers un mode de supervision plus intelligent en associant un
traitement d’image du flux classique et du flux thermique
pour réaliser une levée d’alarme par exemple et à terme avoir
un effet sur le pilote automatique navire. Une autre voie se
profile dans la fusion des données extéroceptives dans la me-
sure où la vision par ordinateur vient compléter les données
des autres instruments de bord (radar, sondeur, AIS, ...).
D’autre part, nous nous proposons de déterminer dans
quelle mesure cette plateforme aide l’utilisateur à répondre
à ses besoins d’orientation. Sous quelles conditions il est plus
naturel d’utiliser un EV ou la RA pour naviguer et dans
quelle mesure il est possible de contextualiser l’information.
Et enfin, nous souhaitons étendre notre plateforme afin
qu’elle puisse se généraliser en plateforme de RA disposant
d’un EV pouvant être utilisée autant sur mer (en bateau)
que sur terre (en voiture ou à pied).
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