At time 0 start to observe a Brownian path. Based upon the information, which is continuously updated through the observation of the path, a stopping time is determined such that the path is as close as possible to its unknown ultimate maximum over a finite time interval. The closeness is measured by a q-mean or by a probability distance. This can be formulated as an optimal stopping problem. The method of proof relies upon a representation of a conditional expectation of the gain process and the principle of smooth fit (at a single point).
Introduction
The ultimate maximum of a Brownian motion observed during a finite time interval is unknown at any point of time in that interval and only becomes known at the terminal time. At time 0 start to observe the Brownian path. The problem is to determine a stopping time -based only on the information accumulated to date -that secures that the path is as close as possible to the ultimate maximum over the given time interval. The closeness is measured by a q-mean or by a probability distance in this paper. The problem can be interpreted as predicting the unknown ultimate maximum. This has applications to financial mathematics regarding decisions on anticipated market movements without knowing the exact date of the optimal occurrence. In mathematical terms the problem is formulated the following way. Let (B t ) 0≤t≤1 be a standard Brownian motion started at zero and let (F t ) 0≤t≤1 be the natural filtration generated by (B t ). Denote the maximum process associated with (B t ) by S t = max 0≤r≤t B r . For fixed q > 0 and ε > 0, the problem is to compute the two value functions
where τ is a stopping time of (B t ), and to find an optimal stopping time in each of the two optimal stopping problems, that is, a stopping time for which the optimum is attained. The measured distances between S 1 and B τ are expressed in terms of which in this paper are called the q-mean distance function and the probability distance function, respectively.
The gain processes in the two problems are not adapted to the filtration and hence the problem falls outside the class of stopping problem studied in general optimal stopping theory (see [8, Chapter 3] ). Problem (1.1) was initially solved in Graversen, Peskir & Shiryaev [3] in the case of the mean-square distance, that is, D(s−x) = (s−x)
2 . Research in optimal stopping problems of functions of the Brownian motion and its associated maximum process was started by Jacka [4] and later by Dubins, Shepp & Shiryaev [2] .
The main aim of the present paper is twofold. First, this paper extends results of [3] which cover the situation of the mean-square distance. Second, the paper introduces a new type of problem based on measuring the distance between S 1 and B τ by a probability distance. Explicit formulas are derived for the value functions and the optimal stopping times are displayed for both types of measuring the distance.
The rest of this section is devoted to establishing a basic connection between the two problems and standard finite-horizon optimal stopping problems, which are simpler to work with. The next result with its proof is an extension of the "prediction" result in [3, Section 3] . Let
and Φ(y) =
denote the density and the distribution functions of a standard normal variable, respectively.
are, respectively, the density and the distribution functions of S t .
Proof. Fix 0 < t < 1. The stationary independent increments of (B t ) give that
Since S 1−t ∼ |B 1−t |, the density and the distribution function of S 1−t are f 1−t and F 1−t and the above expectation for x ≤ s is
Substituting this formula in the above equation the result follows.
Remark 1.2.
It is only the stationary independent increments of (B t ) and the finite expectation of S 1 that are used to prove Proposition 1.1. The result can therefore, be extended to processes with these two properties.
Recalling, the function 
Thus, (1.1) and (1.2) are rewritten as ordinary optimal stopping problems, that is, the gain processes are adapted to the filtration. The above optimal stopping problems can be further simplified. The key fact that (|B t |) 0≤t≤1 and (S t − B t ) 0≤t≤1 are equal in law by Lévy's distributional theorem (see [7, Theorem 2.3 , Chapter VI]), together with facts from general optimal stopping theory, show that the stopping problems are equivalent to evaluating
These two problems are standard finite-horizon optimal stopping problems and are inherently two-dimensional problems.
Remark 1.3.
The idea in [3] to solve problem (1.1) with q = 2 is the following; using a stochastic integral representation of the ultimate maximum S 1 and because
2 problem (1.1) can be rewritten as an equivalent path-dependent integral optimal stopping problem. This approach does only work for this particular D(·). However, the idea indicates that for other choices of D(·) it will prove useful to condition the gain process on the filtration as is done above.
Prediction by a q-mean distance
The first main result is contained in the next theorem and is the solution of problem (1.1).
For The right drawing is the maximum process S t (ω) associated with the Brownian path. 
The same argument shows that the optimal stopping time is given by
Proof. Let q > 1 be given and fixed. Recall from Section 1 that problem (1.1) is equivalent to the standard finite-horizon optimal stopping problem
The method of deterministic time-change (see [6] ) can be applied due to the form of the gain function in problem (2.4). Let T t = 1 − e −2t be the time-change and let (Z t ) t≥0 be the time-changed process given by
is the strong solution of the stochastic differential equation
which can be verified by Itô's formula, where (β t ) t≥0 is the Brownian motion given by
For more details see [3] and [6] . Therefore, (Z t ) is a diffusion with the infinitesimal generator
Since the time-change t → T t is strictly increasing, if σ is a stopping time of (Z t ) then τ = T σ is a stopping time of (B t ) and vice versa. Then by the foregoing facts, it is straight forward that
where H(·) is given in (2.2). Problem (2.4) reduces to computing
where the infimum is taken over all stopping times σ of (Z t ). This is a one-dimensional optimal stopping problem and it can be solved by a standard approach. Therefore, introduce the problem
for z ∈ R, where Z 0 = z under P z and the infimum is taken as above. The first step to solve problem (2.7) is to apply heuristic arguments to establish a candidate for the value function and a candidate for the optimal stopping time. From general optimal stopping theory, the stopping time
should be optimal where z q > 0 is the optimal stopping point to be found. Due to the stochastic differential equation (2.5) and the domain of continuous observation (−z q , z q ) the value function V * (·) should be even. To compute the value function z → V * (z) and to determine z q in view of (2.7) and (2.8) it is natural to formulate the following system
with L Z as in (2.6). The system (2.9)-(2.11) is a free-boundary (Stefan) problem.
The general solution to (2.9) is
where C 1 and C 2 are unknown constants. As noted above the value function should be even so that C 2 = 0 and hence
and the Lebesgue measure of those t > 0 for which Z t = ±z q is zero. Then Itô-Tanaka formula and (2.5) yield that
is a continuous local martingale and hence
Let σ be any stopping time for (Z t ) and choose a localization sequence {γ n } of bounded stopping times of (M t ). Then
for all n ≥ 1 where the first inequality follows from V (z) ≤ H(|z|) for all z. Letting n → ∞ and using Fatou's lemma and finally taking the infimum over all stopping times shows that (2.14)
is valid. To prove equality in (2.14) and that σ zq is optimal it is enough to verify that
Equation (2.13) yields that
and taking expectation on both sides implies that V (z) = H(z q )E z (e −qσz q ) because E z (M σz q )= 0. Indeed by Burkholder-Davis-Gundy inequality and the fact that
where C is a constant (see also Remark 2.5 below). The conclusion is that
Remark 2.3. If 0 < q ≤ 1, the value function is given by
and an optimal stopping time is τ * ≡ 0. For 0 < q < 1, the calculations to compute (2.7) are similar to the case q > 1 and the details will be omitted. The following formulas are valid. The value function in (2.7) is
where
is the parabolic cylinder function (see [1, Chapter 19] ). The optimal stopping time (2.7) is given by τ * = inf{ t > 0 :
For q = 1, problem (1.1) is trivial since for any stopping time τ ≤ 1, the optional sampling theorem implies that E(S 1 − B τ ) = E(S 1 ). Therefore, any stopping time is optimal.
A result from general optimal stopping theory states that (2.3) is the minimal optimal stopping time for problem (1.1), that is, if τ # is another optimal stopping time for (1.1) then τ * ≤ τ # P-a.s. One would expect that the minimal optimal stopping time τ (q) * converges to the minimal optimal stopping time τ (1) * ≡ 0 for q ↓ 1, but this is not true in this case. Indeed, z q ↓ z + ≥ 1 for q ↓ 1 where z q is the unique strictly positive root of (2.1). Thus
(1) * for q ↓ 1. This is illustrated in Figure 1 and 2 where z q is numerically calculated for different values of q.
Remark 2.4. If D(s − x) = (s − x)
2 , the following problem is equivalent to problem (1.1)
In this case B τ * is the optimal predictor estimator of the ultimate maximum S 1 that minimise the variance of the error.
Remark 2.5. The argument to verify (2.15) extends to a more general setting and leads to the following explicit formulas for the Laplace transform of σ z q = inf{ t > 0 :
For λ > 0, define the function l λ (z) = E z (e −λσz q ). General Markov process theory gives that z → l λ (z) solves (2.9) (with q = λ) and satisfies l λ (±z q ) = 1. The argument quoted above gives
for λ > 0. Since (|B t |) 0≤t≤1 and (S t − B t ) 0≤t≤1 are equal in law, the stopping time τ * from (2.3) is distributed as the stopping timeτ = inf{ 0 ≤ t ≤ 1 :
This observation together with Brownian scaling and time-change, shows that E(1 − τ * ) λ/2 = E 0 (e −λσz q ). Thus, it is not difficult to get that
q . For the special cases λ = 2 and λ = 4 the formula reads
and then it is easy to calculate
and Var(τ * ) = 2z
.
The expectation and variance of τ * are also calculated in [3] by a different method.
Prediction by a probability distance
Recall from Section 1 that problem (1.2) is equivalent to the finite-horizon optimal stopping problem W
The method of time-change does not simplify this problem. Therefore, introduce the problem
for 0 ≤ t ≤ 1 and x ∈ R, where B 0 = x under P x and τ is a stopping time of (B t ). Denote the first passage time of the reflected Brownian motion by
For any stopping time τ ≤ 1−t, letτ be the first passage time after time τ to the level ε of (|B t |), i.e.τ = inf{ t > τ : |B t | = ε }.τ is a stopping time of (B t ) and in view of the gain function
The conclusion to draw is that in problem (3.1) it is only optimal to stop if |B τ | = ε on the set {τ < 1 − t}. Therefore, the principle of smooth fit is not satisfied in the usual sense, that is, the value function W * is not C 1 at all points of the boundary of the domain of continued observation (see [8, Chapter 3.8] ). This is due to the discontinuous gain function.
In order to establish a candidate for the solution for problem (3.1), general theory combined with Brownian scaling property prompts that the strategy to defer stopping until the remaining time is 1 − t − t (ε) * and then stop the first time that (|B t |) is equal to ε, that is,
should be optimal where t (ε) * is to be found. The crucial point to establish a candidate for the optimal strategy is how to determine t (ε) * . A priori this is not clear. By virtue of the gain function is continuous in the time variable t -together with the guessed shape of the domain of continued observation -an intuitive argument leads to that the value function should be smooth at the point (t (ε) * , ε). This intuitive argument is denoted the principle of smooth fit at a single point. The principle provides a method to determine t (ε) * and is the key idea in the approach to solve problem (3.1).
To do this, determine t (ε) * , define the function by
is only continuous at
is not differentiable at x = ε for any t ∈ [0, 1] then set t (ε) * = 0. Hence Brownian scaling property implies that
for y > 0 and it is then possible to derive an equation for ε * . Indeed, computing the function W (ε) (t, x) using the density h x ε (·) gives that
for 0 ≤ x < ε and
Therefore, ε * is the unique positive root of the equation
Numerical calculation gives that ε * ≈ 1.17. So the candidate for the optimal strategy is 
(ε) * , strong Markov property and Itô's formula imply that
where this last equality following from
for t < 1 and |x| = ε which is a fact from general Markov process theory. It was used that the infinitesimal generator of (B t ) is given by
and W (t, x) is smooth at the point (t, |x|) = (t (ε) * , ε). In other words, the candidate for the value function satisfies the principle of smooth fit at a single point.
The proposed solution to problem (3.1) tranformed back to the initially problem (1.2) is stated in the following theorem. 
dy.
In both cases the optimal strategy is to defer stopping until the remaining time is 1 − t (ε) * and then stop the first time that (S t − B t ) is equal to ε (see Figure 3) , that is, τ * = inf{ t 
