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Abstract
Electrochemical energy storage systems become increasingly important due
to the advent of large-scale renewable energy generation and electric mo-
bility. Commercial lithium-ion batteries achieve an acceptable performance,
but cannot fulfill the expectations of society. Metal-air batteries offer high
theoretical energy densities and are a major candidate for next-generation
energy storage. Theory-based models improve researchers’ understanding of
complex electrochemical systems and guide development. Along this line, we
validate our models with experiments and suggest battery design optimizations
throughout this work.
In this thesis, we discuss the development of consistent modeling meth-
ods and their implementation to advance metal-air and lithium-ion batteries.
Non-equilibrium thermodynamics is the point of origin for deriving consistent
equations for reaction and transport in electrochemical systems based on
various electrolytes. Structural changes due to dissolution and crystallization
reactions determine the behavior of metal-air batteries. With analogous model-
ing methodologies, we study the morphologic evolution of the solid electrolyte
interphase in lithium-ion batteries. Our electrochemical continuum theories
describe mesoscopic processes at the interfaces of battery electrodes as well
as macroscopic processes governing battery cell performance.
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Chapter 1
Introduction
1.1 History and motivation
The history of battery research is tightly linked to the development of electric
devices [14]. The first electrochemical cell was developed by Alessandro Volta
following a dispute with Luigi Galvani in the late 1700s [15]. The Voltaic pile,
combining zinc and copper electrodes facilitated research on electromagnetism
and electrochemistry in the following decades. The improvements of the Voltaic
pile culminated in the invention of Georges-Lionel Leclanché in 1866. His
battery consisted of a zinc anode and a manganese oxide-carbon cathode,
the prototype of today’s primary alkaline-manganese batteries. This zinc-
manganese battery soon spread out to power the telegraphic revolution.
In contrast to primary batteries, secondary batteries are electrically recharge-
able. Gaston Planté in 1859 and Waldmar Jungner in 1901 demonstrated the
rechargeable lead-acid and nickel-cadmium batteries. These batteries served
their purpose for many applications from lighting to transportation. Between the
late 1960s and early 1990s new portable applications emerged and demanded
for secondary batteries with higher energy densities. These applications
comprise the portable consumer electronic market and implantable medical
devices [15]. The nickel-metalhydrate battery is a successful advancement of
the nickel-cadmium battery and applied in electric mobility. The zinc-air battery
can be viewed as an advancement of the zinc-manganese battery, but it has
only reached widespread commercial success as primary battery despite many
demonstrator projects [16, 17]. At the moment, the lightweight metal lithium is
the clear frontrunner [15]. The lithium-ion battery is entering almost all possible
markets in portable, mobile, and stationary applications.
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In the last decade, research on energy storage technologies accelerated
again because they are indispensable for reaching a carbon neutral society.
Especially batteries store high grade electric energy with very high efficiencies
and can easily be integrated into the existing electricity infrastructure [18]. They
attempt to take over the traffic sector and contribute to leveling intermittent
renewable energy production. Lithium-ion batteries stand out because they
offer high energy and power densities at very low costs [19]. Despite steady
improvements in terms of energy density and cost, it is believed that new cell ar-
chitectures are necessary to achieve the same comfort as oil-powered devices.
Prospective candidates to outperform lithium-ion batteries include metal batter-
ies, e.g., lithium metal [20], and conversion batteries, e.g., magnesium-sulfur
and zinc-air [21].
In this habilitation, we study processes and structures on multiple length
scales in multiple battery architectures with a multi-disciplinary approach.
Based on our theoretical understanding, we propose design improvements for
lithium-air batteries, zinc-air batteries, and lithium-ion batteries. We start from
non-equilibrium thermodynamics, which is known from (statistical) physics,
derive continuum models, which are frequently used in (chemical) engineering,
and describe reaction and transport in (physical) chemistry [22]. Because
electrochemical devices rely on the interplay of multiple length scales, our
models are applied to processes from the molecular scale to the cell scale.
Let us illustrate this interconnectedness: The discharge products in lithium-
air batteries must be accommodated inside the battery cell. In the case of
aqueous lithium-air batteries, our cell simulations show that lithium hydroxide
precipitates on the negative electrode [2]. For aprotic electrolytes, instead,
precipitation happens inside the positive electrode [1]. A microscopic surface
model shows how the morphology of precipitated lithium oxide depends on
the applied current density [8]. The same modeling methodology predicts the
morphology of the solid electrolyte interphase (SEI) that grows on the standard
negative electrode of lithium ion batteries [10–12]. In zinc-air batteries, an
interphase of zinc oxide forms near the surface of zinc metal and determines
the cell performance [4]. The chemical composition and morphology of this
interphase of precipitants must be taken into account when designing new
zinc-air battery electrolytes [5].
In the remaining of this chapter, we introduce the status of research on
metal-air batteries (see section 1.2) and lithium ion batteries (see section 1.3).
1.2 Metal-air batteries 3
Then in section 1.4, we briefly review theoretical methods used in battery
research. Finally, an overview of this research summary is given in Sec. 1.5.
1.2 Metal-air batteries
This introduction to metal-air batteries is an edited excerpt of our recent review
[6]. In the ever-growing search for safe and high-performance energy storage
technology, development of metal-air batteries is taking on new importance [19].
The promise of these systems is clear: a significant increase in energy density
over lithium-ion batteries, utilization of abundant materials, and improved safety
[23]. While great progress has been made in their development, challenges
remain before secondary metal-air batteries can become widely commercially
viable.
Metal-air batteries comprise a metal electrode (e.g., Li, Na, Li, Si, Mg,
Al, Fe etc.), electrolyte (aqueous or non-aqueous), and a bi-functional air
electrode that is open to an oxygen reservoir. The basic operating principle
is to electrochemically reduce O2 from air and oxidize the metal electrode to
reversibly form solid metal-oxides. This design achieves gravimetric energy
densities two to five times that of lithium-ion batteries. Figure 1.1 compares
the theoretical energy density and specific energy of metal-air systems.
Research into a variety of metal-air chemistries is ongoing. The very
negative potential of Mg metal makes magnesium-air systems appealing [24],
but magnesium-air batteries are severely limited by the corrosion of the Mg
electrode in aqueous electrolytes [25] and by electrolyte decomposition in
non-aqueous electrolytes [26]. Ionic liquid electrolytes have been proposed for
magnesium-air systems, but they also suffer from electrochemical instability
[27]. Another interesting contender is aluminum-air because Al is an abundant
and safe material. However theses systems are susceptible to corrosion and
have not demonstrated adequate cycling stability [28]. The natural abundance
and safety of sodium combined with its comparable properties with lithium
have driven research into sodium-air, but a fully reversible system has not been
demonstrated [29–31]. Silicon-air batteries have also attracted attention [32].
Experimental studies of silicon-air systems have been performed in both ionic
liquid [33] and alkaline electrolytes [34], but they still face multiple challenges.
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Figure 1.1 Overview of the theoretical energy density and specific energy
(including oxygen) of commonly researched metal-air batteries. Values are
calculated considering the specific mass and volume of the discharge product
with the OCV and charge transferred in the cell reaction. Reprinted from Clark
et al. [6].
Among the metal-air systems under development, lithium-air and zinc-air are
the most promising [17, 23, 35].
1.2.1 Lithium-air batteries
Lithium-air batteries have been researched for decades, but have only become
a widely-pursued topic since the early 2000s. The electrolyte has proved to be
a limiting factor in the development of lithium-air batteries. Both non-aqueous
and aqueous electrolyte configurations are common for lithium-air systems.
The beginning of the lithium-air battery research wave focused on aprotic
electrolytes. The first work on the aprotic lithium-air system was performed
in 1996 by Abraham et al. [36], who proposed an overall reaction forming
Li2O2 or Li2O. Early aprotic lithium-air cells were based on a carbonate solvent,
but it has since been shown that carbonate solvents are unstable, producing
lithium-carbonates during discharging and evolving CO2 during charging [37–
40]. These days, carbonate electrolytes have been abandoned in favor of
ether and ester solvents with lithium salts [41, 42]. A second challenge for
lithium-air batteries in aprotic electrolytes relates to the precipitation of Li2O2.
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When this solid precipitates in the cathode, it can form a dense layer over
the carbon surface, inhibit the transfer of electrons, and limit the cell capacity
[43]. Alternatively, lithium oxide precipitates in toroidal particles [8, 44–46].
Finally, it has been noted that oxygen transport in aprotic eletrolytes is typically
a challenging factor in lithium-air battery performance, especially at higher
current densities [1, 47]. This has motivated researches to learn from the
success of the gas diffusion electrode in fuel cells and pursue investigations of
lithium-air batterys with aqueous electrolytes.
Li metal reacts violently with water, which has until recently limited the
use of aqueous electrolytes for lithium-air systems. Glass ceramic layers
over the Li electrode can protect the metal electrode while still allowing the
electrochemical reaction to proceed [48–50]. In alkaline aqueous electrolytes,
the discharge product is LiOH · H2O. In these systems, LiOH · H2O tends to
precipitate at the separator-anode interface [2, 49], which reduces the risk
of pore clogging in the cathode as observed in aprotic lithium-air batteries.
However, when aqueous alkaline electrolytes are exposed to air, dissolved
CO2 reacts with OH
– to form carbonates, which slowly reduces the conductivity
of the electrolyte and limits the lifetime of the cell [4, 51]. After the recent wave
of interest in the development of Li-air batteries, significant challenges remain
[40, 52–58].
1.2.2 Zinc-air batteries
Zn-air batteries stand alone as the only fully mature metal-air system and have
been successfully commercialized as primary cells for many years. They are
particularly suitable for low-current applications like hearing aids. One major
advantage of Zn as an electrode material is that, unlike Li, it is stable in water.
In their most common configuration, zinc-air batteries contain a metallic Zn
electrode, porous separator, aqueous KOH electrolyte, and a bi-functional air
electrode. While zinc-air batteries have been quite successful as primary cells,
there are a number of hurdles that limit their electrical rechargeability and
provide opportunities for further research [17].
The most well-known challenges relate to the aqueous KOH electrolyte.
When the zinc-air battery is operated in air, CO2 can dissolve in the electrolyte
and react with OH– to form CO3
2– [51]. This parasitic reaction reduces the
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conductivity of the electrolyte, slows down the cell reactions, and eventually
kills the cell [4]. A second challenge for the electrolyte is the evolution of
hydrogen gas. The potential of the Zn electrode reaction is below the potential
for hydrogen evolution, which causes the electrolyte to be thermodynamically
unstable [6]. However, H2 evolution on the Zn surface can be kinetically
suppressed with dopants, such as Hg, In, or Bi [59–61]. Metal electrodes offer
the possibility of achieving very high energy density. However, the formation of
mossy or dendritic metal structures during charging can cause the electrode
to change shape [62]. A further challenge in Zn electrode design is the
passivation of the electrode surface due to ZnO precipitation [4, 63, 64].
To address these challenges, this work contributes to the development of
alternative electrolytes, e.g., alkaline with additives [4, 65, 66], near-neutral
aqueous [5, 67, 68], and ionic liquid [9, 69–71]. Further research is devoted to
material development to address the lifetime limitations and cell engineering to
improve the performance of these systems [72]. The development of secondary
zinc-air batteries has progressed to the point that they could become feasible
for stationary storage applications and some Start-Ups like Eos Energy Storage
[73] and Fluidic Energy [74] have begun to commercialize the technology. Zinc-
air systems offer perhaps the most immediate and reliable pathway to a viable
secondary metal-air battery.
1.3 Lithium-ion batteries
Lithium-ion batteries consist of two porous electrodes which are separated by
an electrically insulating and porous membrane [75]. Typically, electrodes and
separators are about 100 µm and 10 µm thick, respectively. These films are
enclosed by metallic current collectors and folded or rolled to yield the actual
battery. A liquid carbonate-based electrolyte is then filled into the pores of
its constituents. The commercial materials for positive electrodes are oxides
or phosphates that act as a host structure for the so-called intercalation of
lithium atoms [76, 77]. Graphite can host lithium atoms in its layer structure and
acts as the standard lithium negative electrode [78]. The image of lithium-ion
batteries as rocking chair battery can bee drawn [79]. Lithium ions are stored
in the graphite, during discharge they move through the electrolyte into the
oxide cathode, during charge they move back into the graphite electrode.
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Figure 1.2 (a) Cross section through the graphite electrode (left, x < 0), and a
SEI with dual layer structure. Solvent, Li ions and electrons are mobile species
and move as indicated by the corresponding arrows. Reduction reactions
(indicated red), consume these species and facility SEI growth. (b) SEI volume
fraction gained by averaging the structure above in planes parallel to the
electrode surface. Reprinted from Single et al. [11].
The development of graphite intercalation electrodes was the key to the
success of lithium-ion batteries because the electrolytes used are unstable
at the working potentials of most lithium battery electrodes. The electrolyte
decomposition products form the so-called solid electrolyte interphase (SEI)
that is protecting the electrolyte and slows down its decomposition (see figure
1.2) [80, 81]. Its growth, however, does never stop completely and the thickness
of the SEI is found to grow with the square root of time during the lifetime of the
battery [82]. The mechanism behind this continued SEI growth is still discussed
among researcher. In this work, we give the first indirect experimental evidence
for lithium interstitial diffusion as underlying mechanism [10–12]. Nevertheless,
lithium transport through the SEI remains possible and is typically not limiting
battery performance.
The SEI is in the focus of many processes that limit lifetime, performance,
and safety of lithium-ion batteries. The main capacity fade during battery
storage stems from the consumption of lithium due to the continued growth of
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SEI [83, 84]. During battery cycling, the graphite particles undergo a notable
volume change that exerts stress on the graphite material and the SEI, leading
to an increased defect rate in the electrode. Furthermore, healing a broken
SEI consumes further lithium and electrolyte. This volume change is even
more pronounced for potential high-capacity materials for negative electrodes
like lithium metal or silicon [85]. Therefore, understanding of the mechanical
properties of SEI is our long-term goal. At high rates and low temperatures,
it is favorable for lithium ions not to intercalate into graphite, but to plate as
metallic lithium onto the graphite surface. Lithium plating is partly reversible,
but irreversible loss of lithium metal contributes to capacity fade [86]. Even
worse, lithium metal tends to form high surface area structures like whiskers,
mossy structures, or dendrites that might penetrate the separator and short-
circuit the battery [20, 87]. This is an example of a trigger event for battery
overheating. If the SEI decomposes through exothermic reactions above a
critical temperature, many degradation reactions are ignited. This thermal
runaway is the main cause for fatal battery failure. Dependent on the cathode
material, a thin cathode electrolyte interphase forms reminiscent of the SEI
[88].
1.4 Theoretical methods
We review modeling methodologies for electrochemical cells in the following.
Batteries like almost all modern technology products rely on the interplay of
multiple length scales (see Table 1.1). On each relevant length and time scale,
specifically designed models have gained maturity during the last decade.
By combining several sub-models into one multi-scale model, we are able to
describe the performance and degradation of batteries.
1.4.1 Atomistic quantum chemistry
Quantum physics is governing the structure and interaction of individual atoms
on the nano-scale. Density functional theory (DFT) naturally predicts static
atomistic properties, e.g., crystal structures, thermodynamic energies, and
electronic band structures [89]. This success is transferred to dynamic situ-
ations, e.g., catalytic processes on electrode surfaces [90, 91] and electron
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Name Length Battery effect
System 1 m battery pack
Macro 1 mm elementary cell
Micro 10 µm electrode pore, electrode partice
Meso 100 nm electrode surface, particle crack
Nano 1 nm crystal structure, atomic defect
Table 1.1 Length scales in battery research.
transport [43, 92], for which DFT nicely explains experimental trends. Still on
the nano-scale, semi-classical methods, e.g., Kinetic Monte Carlo (KMC) and
molecular dynamics (MD), take the input from DFT for structure and kinetics
and compute the common motion of thousands of particles, e.g., diffusion
coefficients in intercalation compounds [92] and mechanical properties of SEI
material [93, 94]. DFT, KMC, and MD simulation results are employed for
parameter calculations within this habilitation.
1.4.2 Non-equilibrium thermodynamics
This habilitation relies on continuum models based on the fundamental works of
John Newman at the University of California in Berkeley on electrolyte transport
in porous electrodes from the 1970s [95]. This first approach is best suited to
describe the thermal behavior of whole battery cells in engineering terms [1]. In
recent years, physically more consistent approaches have been introduced to
electro-chemical modeling that describe strongly interaction systems on smaller
scales, such as the transport of ions in concentrated electrolytes [22, 96],
rates of electrochemical reactions [97–99], dynamic phase boundaries in/on
electrode particles [8, 61, 100–102], or electrochemical interfaces [9, 103–
106], too. These models of non-equilibrium thermodynamics are derived from
a single energy functional of the system.
Consistent non-equilibrium thermodynamics pushes the frontier of contin-
uum models towards lower scales. Central battery mechanisms find place on
the meso-scale, e.g., SEI formation, precipitation reactions. The variety of
phenomena only allows to enlist examples of meso-scale models: Phase-field
theories describe moving phase boundaries and predict the suppression of
phase separation in lithium iron phosphate [61, 100], Nernst-Planck models
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capture electrochemical double layers at electrochemical interfaces for various
electrolytes [103, 105, 107], and growth models evaluate the long-term growth
of SEI [11, 85, 108]. In this work, we contribute to this research endeavor by
predicting nucleation, i.e., rates of the oxygen reduction reaction [7], phase
separation in Li2O2 [8], double layers in ionic liquids [9], and long-term growth
of SEI [10–12].
3D micro-structure resolved simulations of battery cells have been made
possible by consistent electrolyte transport theories [22, 96] and the advance in
computational power. These simulations capture the diffusion-migration of ions
in the electrolyte between the electrodes from the cell level to the electrode
pores and the diffusion of lithium inside the intercalation material of the elec-
trode particles. They give insights into the effect of electrode inhomogeneity on
safety, e.g., by predicting the thermodynamic onset conditions for plating [109],
and allow to optimize the electrode structure, e.g., by estimating the effect
of thicker electrodes [110]. In this habilitation, we show how our meso-scale
models can be integrated in 3D micro-structure resolved simulations of battery
cells.
On the macro-scale cell level, the electrolyte transport equations for con-
centrations and electric potential are often homogenized and solved in a single
dimension connecting the two electrodes [1, 111, 112]. Diffusion in represen-
tative electrode particles is then taken into account in an additional artificial
dimension. The resulting 1D+1D porous electrode theory was invented by
Newman [95] and successfully applied to many battery types. Despite their
widespread use, shortcomings of the Newman model exist. In this habilitation,
we take special care and discuss that our findings do not rely on unknown
empirical parameters. 3D micro-structure resolved simulations show that
the Newman model faithfully simulates mean quantities, but that fluctuations
are significant [22]. In the case of next-generation batteries, e.g., metal-air
batteries, however, the battery design is not final, material properties, and
electrochemical processes are not accurately known. Therefore, the detailed
results of 3D simulations are often not needed. 1D simulations of mean quanti-
ties, instead, give the right qualitative insights to speed-up the experimental
development and test novel design proposals. Therefore, we make use of
1D cell models and propose new cell designs for lithium-air [1–3] and zinc-air
batteries [4–6].
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1.4.3 Network models
System level battery models are typically based on electric circuits. This allows
to model the thermal distribution in cylindrical batteries [113] or to analyze the
state-of-charge of batteries [114]. Because these models are very empiric
and rely on parameterization, they are often accompanied by measurement
techniques, e.g., impedance spectroscopy [115]. Models on this length scale
are not included in this work.
1.5 Overview
We will now proceed with the overview of this research summary. As stated
above, the models in this habilitation can be divided into macro-scale and
meso-scale models. The modeling methodology and the consistent derivation
of equations from non-equilibrium thermodynamics is the unifying structure. In
order to illustrate this, we introduce the reader to concepts and terminology
of our modeling approach in chapter 2. Starting from the non-equilibrium free
energy, we sketch the derivation of the equations for transport in electrolyte
and for electrochemical reaction rates. These equations can describe the
behavior of battery cells. In micro-structure resolved battery models, they are
solved directly. We further describe a volume-average of these equations and
obtain the equations for one-dimensional cell simulations. Unique modeling
elements for metal-air batteries are briefly mentioned and discussed in detail
in chapter 3, i.e., multi-phase coexistance in gas diffusion electrodes, theory of
nucleation and growth, quasi-particle model for complex electrolytes. Finally,
we show how meso-scale surface models are derived along the same lines
and discuss similarities and differences with macro-scale models. Here we
describe surface growth models and electrochemical double layers.
Our macro-scale models are summarized in chapter 3. Lithium-air batter-
ies with aprotic electrolytes receive most attention [1], but we demonstrate
the unique benefits of using aqueous electrolytes [2]. In the cathode, solid,
gaseous, and liquids phases coexist and we validate our model of phase
coexistence [3]. Performance of aqueous lithium-air batteries is limited by
precipitation of lithium hydroxide close to the negative electrode. We study the
effect of this inhomogeneous nucleation and growth process [2]. We extend
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our approach to zinc-air batteries [4]. Here the sub-models take into account
zinc oxide diffusion barriers, reactions of carbon dioxide to carbonate ions, and
homogeneous electrolyte reactions. We show that inhomogeneous nucleation
of ZnO limits the rechargeable capacity and that the lifetime of the standard
alkaline electrolyte is limited by carbon dioxide absorption. Neutral aqueous
electrolytes based on ammonia buffer rely on a multitude of possible zinc
species complexed by chloride, ammonia, or hydroxide. We present a novel
modeling concept that makes possible the dynamic simulation of battery cells
with such buffered electrolytes. As a consequence, we are the first to simulate
novel zinc-air battery cells with these electrolytes and propose novel electrolyte
compositions for further experimental research [5].
In chapter 4, we summarize our meso-scale models. We studied the
oxygen reaction process. In aqueous electrolytes, reaction intermediates and
elementary reaction barriers are well-known from DFT calculations [90, 91]
and we constructed a mean-field theory of the reaction process on the platinum
surface that demonstrates a change in reaction mechanism as a function of
applied potential [7]. In non-aqueous electrolytes, the reaction process is less
clear because the electrochemical oxidation/reduction of oxygen is interwoven
with the precipitation/dissolution of lithium oxide. We showed with a phase-field
approach how the precipitates grow into big micro-meter sized particles [8]
at small current densities. At large current densities, however, a few nano-
meters thick, passivating lithium-oxide film forms. This exemplifies the strong
scale-coupling in electrochemical systems.
We develop a model for the growth of SEI [10, 11]. Going beyond the
standard continuum models for SEI growth, we make no prior assumption on
the dominant growth limiting transport mechanism and predict the morphology
of SEI. Assuming a single SEI formation reaction, we predict the growth of a
porous SEI. In the presence of additional formation reactions, we study two
mechanisms that lead to a dual-layer SEI with a compact, non-porous, inner
layer. Finally, we compare different growth-limiting transport mechanisms and
find that charge transport through the SEI is most likely limiting its growth.
Then, we validate our model understanding with specific experiments. Jossen
et al. show that the SEI growth rate strongly depends on the graphite potential
and the graphite state-of-charge [83]. We analyze that this agrees excellently
with diffusion of neutral radicals through the SEI, but not with conduction of
electrons [12].
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The electrochemical stability of electrolytes and the quest for battery
chemistries with higher voltages motivates research on novel electrolytes,
e.g., ionic liquids. As shown previously, these electrolytes show a rich quasi-
crystalline behavior at electrode surfaces [103, 116]. We develop a rigorous
physics-based model that captures bulk and surface properties together as
well as the impact of additives. Our model predicts the appearance of a quasi-
crystalline layer structure in the electrolyte near the electrode. Small amounts
of charged additives have the ability to destroy this order. Again, this work aims
at understanding the boundary between the meso-scale and the macro-scale
world.

Chapter 2
Theory and model
In this chapter, we summarize the unifying modeling framework used in this
habilitation. More detailed discussions are given in the modeling sections of
the original publications on which this habilitation is based. The first section
2.1 describes the idea that the free energy functional generates the continuum
model and derives the fundamental equations for ionic transport in electrolytes
and electrochemical reactions at electrodes. Then, we formulate the method
of volume averaged cell simulations in section 2.2 and derive surface growth
models from a free-energy functional in section 2.3.
2.1 Non-equilibrium thermodynamics
2.1.1 Thermodynamics
We define the state of our models by a set of independent variables, e.g.,
the electrolyte potential φ(x, t) and the concentrations of ions ci(x, t) in the
electrolyte. The model dynamics, i.e., the time evolution, is stated by a system
of partial differential equations and algebraic conditions of this model state. It
is often a difficult task to find this system of equations directly. Therefore, we
do not start the modeling process from these equations, but we start from the
free energy of the system. In this way, modeling affects only a single equation,
the rest is a rigorous derivation based on statistical physics and mathematics.
The derived models are denoted consistent because they obey the laws of
physics. We use the framework of rational thermodynamics [117, 118] and
its applications to electrochemical systems [22, 96, 119]. The original papers
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contained in this cumulative habilitation extend the approach to multi-species,
multi-phase, and incompressible systems [2, 4, 9].
The following illustration is based on the derivation of a transport theory
for N arbitrarily charged species in electrolytes which is in preparation for
publication, see Hoffmann et al. for reference [9]. We divide the Helmholtz
free energy
F =
∫
fHdV + F int (2.1)
into a local part described by a single-particle free energy density fH and a
many-particle interaction energy F int. The latter contains energetic contribu-
tions involving more than one particle, e.g., molecular attraction. We take into
account F int in section 2.3 only.
Here, we choose the single-particle free energy density for the isothermal
case
fH =
E⃗D⃗
2
+
K
2
(
1−
N∑
α=1
ναcα
)2
+ RT
N∑
α=1
cα ln
(cα
c
)
+ f intH (cβ) (2.2)
modeling electrostatic energy, elastic energy, entropy, mean chemical inter-
action energy, respectively. We express f intH in terms of activity coefficients
fβ via
∂f intH
∂cβ
= µ0β + RT ln(fβc). The elastic energy enforces the volumetric in-
compressibility constraint
∑N
α=1 ναcα = 1 [2, 4, 107, 119, 120] because we let
the bulk modulus diverge K →∞. Making use of the conservation of energy,
momentum, and mass, an equation for the rate of entropy production is derived
[22]
R = τ : κ˜− j⃗ · ∇⃗ϕ−
N∑
α=1
N⃗α · ∇⃗µα ≥ 0, (2.3)
where τ is the electrochemical stress tensor and κ˜ is the strain rate tensor.
The semi-positiveness of the entropy production restricts the dependence of
particle flux densities N⃗α and electric current density j⃗ on concentrations cα
and electric potential ϕ (see section 2.1.2). For this habilitation it is most
important that the derivation of the entropy production results in an expression
for the chemical potential
µα =
δF [c ]
δcα
=
∂f
∂cα
= µ0α + RT ln(fαcα). (2.4)
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Here, the second equality assumes F int = 0 and the third equality neglects the
contribution of the Maxwell pressure. These assumptions are valid in the bulk
electrolyte far away from electrode surfaces.
2.1.2 Transport theory
We describe the derivation of transport equations from the free energy in
Stamm et al. [4]. Here, we illustrate the equations by discussing the funda-
mental case of a binary salt. For simplicity, we assume constant temperature
and vanishing viscosity, i.e. τ = 0.
First, we note that the flux densities Nα in equation 2.3 are not indepen-
dent. The velocity of the first species, typically the solvent, is determined by
momentum conservation, i.e.,
∑N
α=1MαNα = 0. In the bulk electrolyte, we use
electro-neutrality which is the first order approximation of the Poisson equation,
i.e.,
∑N
α=1 zαcα = 0. Thus, for a binary salt the flux density and concentration
of the cation alone determines the entropy production
R = −⃗j · ∇⃗ϕ− N⃗+ · ∇⃗µ ≥ 0, (2.5)
where we introduce the salt chemical potential µ. The thermodynamical fluxes
j⃗ and N⃗ fulfill the Onsager reciprocal relations, which we write compactly as(
N⃗+
j⃗
)
= −O
(
∇⃗µ
∇⃗ϕ
)
= −
(
O11 O12
O21 O22
)(
∇⃗µ
∇⃗ϕ
)
. (2.6)
The Onsager matrix O has to be positive semi-definite to ensure positive
entropy production R ≥ 0. This leads to the equations
N⃗+ = −D · ∇⃗c+ + t+⃗j
z+F
, (2.7)
j⃗ = −κ · ∇⃗φ− κt+ − 1
z+F
(
∂µ
∂c+
)
∇⃗c+, (2.8)
which depend on the electrochemical potential of the cation z+Fφ = z+Fϕ+ µ.
This theory relies on the three parameters diffusion coefficient D, conductivity
κ, and transference number t+. In conclusion, we brought the equations into
the form of Newman’s concentrated solution theory [95].
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In the absence of reactions, concentration and charge density are con-
served. Taking the local charge neutrality of the electrolyte into account, salt
concentration c and electrolyte potential φ satisfy
∂c+
∂t
= −∇⃗N⃗+ + ∇⃗ (c+v⃗) , (2.9)
0 = −∇⃗⃗j . (2.10)
It is a small, but important finding of this work that electrolyte incompressibility
in multi-species systems leads to the volumetric constraint
∑N
α=1 ναcα = 1 [2].
This is utilized to determine the center-of-mass velocity v
∇⃗v⃗ =
N∑
α=1
να∇⃗N⃗α, (2.11)
which holds for non-constant partial molar volumes να, too.
2.1.3 Reaction kinetics
Electrochemical reaction rates are typically modeled with Butler-Volmer ex-
pressions. Recently, thermodynamically consistent expressions have been
derived [97, 98] and extensions towards Marcus-Hush-Chidsey kinetics have
been discussed [99, 121]. Here, we show schematically how Butler-Volmer
expressions take complex chemical potentials into account.
We want to find the reaction rate per electrode surface area I of the redox
reaction
O + ze−  R. (2.12)
The chemical potentials of the oxidized, the activated intermediate, and the
reduced states are written in terms of standard and excess chemical potentials
µO = µ
0
O + µ
ex
O , µA = µ
0
A + µ
ex
A , µR = µ
0
R + µ
ex
R . (2.13)
The electrochemical potentials are µ˜α = µα + zαFϕ. The equilibrium voltage
of this reaction under standard conditions is
∆ϕ0 = ϕ0electrode − ϕ0electrolyte = −
µ0R − µ0O
zF
= −∆µ
0
zF
. (2.14)
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We model forward and backward reactions separately. In the case of rare tran-
sitions, the concentration of the activated state is determined by the Boltzmann
distribution. A certain fraction of particles in the activated state is assumed to
finish the half-reaction. We enforce detailed balance and get the reaction rates
I = k˜0
[
exp
(
−( µ˜A − µ˜O
RT
)
− exp
(
− µ˜A − µ˜R
RT
)]
. (2.15)
With the symmetry factor α, we interpolate the energy of the intermediate state
µ˜A = (1− α)µ˜O + αµ˜R and find
I = k˜0
[
exp
(
−αzFη
RT
)
− exp
(
(1− α)zFη
RT
)]
(2.16)
dependent on the true overpotential η = ∆ϕ− ∆ϕ0 + ∆µex or
I = k0
[
eµ
ex
O /RT · exp
(
−αzF∆∆ϕ
RT
)
− eµexR /RT · exp
(
(1− α)zF∆∆ϕ
RT
)]
(2.17)
dependent on the apparent overpotential ∆∆ϕ = ∆ϕ−∆ϕ0. The last expression
makes clear how the excess chemical potentials influence the reaction rates
and can deal with complex chemical potentials. In the basic scenario, the
excess chemical potentials are based on equation 2.4 with the activity aα =
fαcα, yielding
I = k0
[
aO · exp
(
−αzF∆∆ϕ
RT
)
− aR · exp
(
(1− α)zF∆∆ϕ
RT
)]
. (2.18)
2.2 Volume-averaged cell models
The equations for electrolyte transport in equations 2.9 and 2.11 can be solved
in the three-dimensional micro-structure of porous electrodes with the reaction
rates in equation 2.18 as boundary conditions. This approach is essential for
the improvement of lithium-ion batteries [22, 96]. 3D simulations are, however,
numerically difficult and rely on accurate electrode tomography [110, 122] or
reconstruction [109, 123]. Note that the mean of such micro-structure resolved
simulations can be obtained with simpler volume-averaged one-dimensional
simulations [22]. Because metal-air batteries have not yet converged into a
clear structural design, we present novel insights into their behavior through
careful one-dimensional volume-averaged cell simulations in this habilitation
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[1–5]. This one dimension extends from the negative electrode through the
separator to the positive electrode.
The method of volume-averaging is described in detail by Whitaker [111]
and applied to batteries by Newman [95, 124]. In this section, we present
the resulting equations for coupled electrolyte transport and electrochemical
reactions [4]. We model the effects of porosity εe and tortuosity on the fluxes
via the factor εβe , with the Bruggeman coefficient β. The effective flux densities
are
N⃗eff+ = −εβeD∇⃗c+ − εβe
t+
z+F
j⃗ , (2.19)
j⃗eff = −εβeκ∇⃗φ− εβeκ
t+ − 1
z+F
(
∂µ
∂c+
)
∇⃗c+ . (2.20)
In our volume-averaged approach, reactions appear as species-related source
terms Si and we track the amount of lithium ion per composite volume in the
transport equations. Thus, the continuity equations 2.9 become
∂εec+
∂t
= −∇⃗N⃗eff+ + ∇⃗
(
εβec+v⃗
)
+ S+, (2.21)
0 = −∇⃗⃗jeff +
N∑
α=1
zαFSα . (2.22)
We find the transport equations with the definition of the effective fluxes in
equations 2.19 and 2.20
∂εec+
∂t
= ∇⃗ · (εβeD∇⃗c+)+ ∇⃗ · (εβe t+z+F j⃗
)
+ ∇⃗ (εβec+v⃗)+ S+ , (2.23)
0 = ∇⃗ · (εβeκ∇⃗φ)+ ∇⃗ · (εβeκt+ − 1z+F
(
∂µ
∂c+
)
∇⃗c+
)
+
N∑
α=1
zαFSα . (2.24)
The species-related source terms
Sα =
∑
j
sjναj (2.25)
depend on the reaction-specific source terms sj , where ναj denotes the stoi-
chiometric index of species α in reaction j . The reaction-specific source terms
are generally given by the Butler-Volmer rate (see equation 2.18) and the
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specific surface areas Aj through sj = Aj · Ij . The volume-average for the
velocity equation 2.11 is stated in Stamm et al. [4].
We model the multi-phase coexistence in gas diffusion electrodes with
a so-called Leverett approach [2, 3], which had previously been applied in
models of fuel cells [125, 126]. The Leverett function, J(s), uses empirical
constants to approximate the saturation s of a porous structure as a function
of the capillary pressure, (pe − pg)
pe − pg = J(s)
√
εeσ2
Be
. (2.26)
We use Darcy’s law [127] to connect electrolyte velocity v⃗e and pressure pe in
porous media
v⃗e = −Be
ηe
∇⃗pe . (2.27)
Here Be denotes the permeability of the electrodes with respect to the elec-
trolyte, σ the electrolyte surface tension, and ηe the dynamic viscosity of the
electrolyte.
2.3 Surface models
By inserting the standard chemical potential in equation 2.4 into the transport
equations 2.9 and the standard Butler-Volmer rate in equation 2.18, we accu-
rately represent the macroscopic behavior of electrochemical cells as outlined
in section 2.2 above. For the understanding of electrochemical processes at
electrode surfaces, however, we have to take into account interactions among
molecules and surface energies of solids. We develop our models on small
mesoscopic length scales by adjusting the free energy functional F in equation
2.1.
The kinetics of multi-step and multi-electron electrochemical reactions is
modeled by studying the dynamics of surface concentrations of reactants
and reaction intermediates coupled by reaction rates in equation 2.18. We
model the oxygen reduction reaction based on DFT energies [91, 128] and find
that interactions between surface adsorbents have to be taken into account
[129, 130]. We choose the most fundamental interaction model and restrict
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ourselves to the pairwise interaction of adsorbents on neighboring surface
sites [7]. In this case, the interaction free energy is
F int =
n
2
∫ ∑
α,β
E intαβ
cα,surf · cβ,surf
Γsurf
dA, (2.28)
where E intjk is the interaction energy between surface species α and β, cα,surf is
the surface concentration of species α, and Γsurf is the surface site density. n =
6 is the coordination number on a hexagonal lattice, i.e., the number of nearest-
neighbors. The chemical potential of interactions follows by differentiation
µintα =
δF int[csurf]
δcα,surf
= n
∑
β
E intαβ
cβ,surf
Γsurf
. (2.29)
This nearest-neighbor interaction could potentially include renormalized higher
order interactions.
The chemical potential of solid precipitants also enters the Butler-Volmer
rate equation 2.17. Typically, this contribution is neglected because the de-
posits are sufficiently homogeneous. We, however, show how to capture the
morphology of solid precipitants in the free energy by adding its surface en-
ergies as quasi-interactions [8]. Together with an homogeneous free energy
that oscillates between molecular monolayers, we simulate particle nucleation
via spinodal decomposition. The surface growth theory is formulated on a
one-dimensional model surface. Our continuous description of the free energy
density,
F int =
∫ {
1
2
[
A
(
σ1D⊥ + σ
1D
∥
)
+ σ1D⊥ − σ1D∥
]− σ1D⊥ e−βh2/2d|} dx (2.30)
smooths the orientation-dependent surface energy (first term) [131] and dis-
tributes the nucleation energy σ1D⊥ to initiate growth over a few monolayers with
β = 6 (second term). The geometrical factor A converts substrate length to
normal surface length [132],
A =
√
1 +
(
∂h
∂x
)2
, (2.31)
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where h(x) is the heights of the Li2O2 deposits at position x . The interaction
chemical potential then follows from
µint =
δF int[c ]
δc
= d∥d⊥
δF [h]
δh
. (2.32)
The inhomogeneous chemical potential reproduces the Cahn-Hilliard gradient
expansion [133] for small inclinations
∣∣∂h
∂x
∣∣≪ 1. Inserting the chemical potential
into the rate equation 2.17 results in the generalized Allen-Cahn equation for
electrochemistry [98, 134].
Electrochemical double layers form at electrode surfaces because ions
accumulate to shield the electric potential jump at the interface. Gouy and
Chapman first modeled ion concentration and potential distribution by taking
into account the Maxwell-Boltzmann distribution. In our framework, this re-
quires to replace the charge conservation equation in equation 2.9 with the
Poisson equation for the electric potential. Ionic liquids are governed by large
correlations and show a clear multilayer structure at the electrode interface
[103, 116]. We model this behavior by making explicit the hardcore-nature of
ions in the free energy functional [9]
F int[c ] =
1
2
∑
α,β
∫
Ω
cα(x⃗)Fαβ(x⃗ − y⃗)cβ(y⃗)dx⃗dy⃗ . (2.33)
Our choice of the repulsive interaction Fαβ(x⃗ − y⃗) represents impenetrable
hard spheres, i.e., the repulsive interaction is non-zero in a small volume Ω
determined by the particle-radii. By solving appropriate transport equation with
the resulting chemical potential, we realize generalized Cahn-Hillard equations.

Chapter 3
Modeling of electrochemical cells
This chapter puts our original contributions to battery cell modeling in the
context of current research. Our summary highlights two aspects, the evolution
of battery design and the development of modeling methodology. We study
aprotic lithium-air batteries, aqueous alkaline lithium-air batteries, aqueous
alkaline zinc-air batteries, and aqueous neutral zinc-air batteries:
[1] J. P. Neidhardt, D. N. Fronczek, T. Jahnke, T. Danner, B. Horstmann
and W. G. Bessler. A Flexible Framework for Modeling Multiple Solid,
Liquid and Gaseous Phases in Batteries and Fuel Cells. Journal of The
Electrochemical Society 159, A1528–A1542 (2012).
[2] B. Horstmann, T. Danner and W. G. Bessler. Precipitation in aqueous
lithium–oxygen batteries: a model-based analysis. Energy & Environ-
mental Science 6, 1299 (2013).
[3] T. Danner, B. Horstmann, D. Wittmaier, N. Wagner and W. G. Bessler.
Reaction and transport in Ag/Ag2O gas diffusion electrodes of aqueous
Li-O2 batteries: Experiments and modeling. Journal of Power Sources
264, 320–332 (2014).
[4] J. Stamm, A. Varzi, A. Latz and B. Horstmann. Modeling nucleation
and growth of zinc oxide during discharge of primary zinc-air batteries.
Journal of Power Sources 360, 136–149 (2017).
[5] S. Clark, A. Latz and B. Horstmann. Rational Development of Neutral
Aqueous Electrolytes for Zinc-Air Batteries. ChemSusChem 10, 4735–
4747 (2017).
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Our recent review article contains the results of these original publications.
Thus, we adopt a few of its sentences in this chapter 3. Note that it presents
original work on theory-based engineering of zinc-air batteries, too:
[6] S. Clark, A. Latz and B. Horstmann. A Review of Model-Based Design
Tools for Metal-Air Batteries. Batteries 4, 5 (2018).
3.1 Aprotic lithium-air batteries
Motivated by the experiments of Abraham et al. [36], the current research on
lithium-air batteries focuses on non-aqueous electrolytes. Soon, it became
clear that carbonate-based electrolytes and carbon-based electrodes tend to
decompose in these systems [39–41, 135]. Lithium peroxide Li2O2 is the main
discharge product and crystallizes in the positive electrode [136, 137]. The re-
search is now focusing on electrolyte stability [138–142], the morphology of the
discharge product [44, 46, 143], and its dependence on electrolyte properties
[45, 53, 144, 145]. A couple of reviews and perspectives summarize prospects
and state-of-the-art [29, 55–57, 146–148]. We contributed to this research with
the first model of nucleation and growth of Li2O2-particles discussed in section
4.2 [8].
In 2012, we modeled the discharge behavior of aprotic Li2O2 batteries
[1] building on a few prior models [37, 149–151] and followed by numerous
continuum models [46, 143, 152–159]. Our model neglects the possible
passivation of the electrochemical surface in the positive electrode due to
Li2CO3 and Li2O2 films [37, 43]. We highlight a very fundamental problem
of non-aqueous metal-air batteries: Cathodes are flooded and oxygen must
diffuse from the oxygen inlet through the electrolyte to the active electrode
surface. We model the diffusion of dissolved oxygen and the oxygen reduction
reaction [1],
2Li+ +O2 + 2e
− 
 Li2O2 (3.1)
with the equations for transport and reactions outlined in section 2.2 (see figure
3.1a). Our multi-phase management couples the Butler-Volmer rate to the
change in solid volume fraction of Li2O2
∂εLi2O2
∂t
= νLi2O2SLi2O2 (3.2)
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Figure 3.1 (a) Illustration of multi-phase reactions taking place on the micro-
scale during the operation of Li-O2-batteries. (b) Spatial profile of O2 concen-
tration inside the porous cathode at various SOC and a current density of
i = 0.5 A/m2. Reproduced from Neidhardt et al. [1].
with the volume fraction νLi2O2 and the reaction source term SLi2O2 (see equation
2.25). An increase in Li2O2 volume fraction corresponds to a decrease in
porosity εe = 1− εLi2O2.
Our simulations show that a steep oxygen concentration gradient builds
up from the oxygen inlet towards the separator even at low current densities
i = 1 A/m2 (see figure 3.1b) [1]. This effect is due to the low oxygen solubility
and slow oxygen diffusivity in the aprotic solvent. As a consequence, the
oxygen reduction reaction is concentrated in a region close to the oxygen inlet.
Therefore, Li2O2 predominantly forms near the oxygen inlet and blocks the
electrolyte pores. This results in a further slowing down of oxygen transport
and accelerates the pore blocking. When the electrolyte-filled pores are
completely blocked, the cell voltage sharply decreases and the discharge ends.
To summarize, oxygen transport through the electrolyte in a flooded cathode is
so slow that it limits discharge capacity and discharge currents.
3.2 Aqueous alkaline lithium-air batteries
Aqueous electrolytes solve the challenges discussed above for aprotic elec-
trolytes: the precipitation of the discharge product does not occur in the cathode
and gas diffusion electrodes enable fast oxygen transport. Different designs
containing aqueous electrolytes are discussed in literature [48]. The lithium
metal anode is a persistent challenge for aqueous lithium-air batteries. The
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Figure 3.2 Schematic representation of Li-O2 battery with gas diffusion elec-
trode and precipitation of LiOH · H2O on sedimenting dust particles in a bulk
separator region. Reproduced from Horstmann et al. [2].
invention of suitable solid anode protection layers by Visco et al. [160], has
enabled aqueous lithium-air batteries. Research on improving conductivity and
stability of anode protecting layers is ongoing [161–163]. A further challenge is
the absorption of CO2 in alkaline electrolytes, which we discuss in section 3.3
[4, 51]. The unique prospects of alkaline electrolytes for lithium-air batteries,
however, motivate a steady research by a couple of groups [48–50, 148, 164–
167].
Prior to our model of an alkaline lithium-air battery, only a single modeling
study existed [149, 168]. The existing model treated the oxygen reduction
reaction and the subsequent precipitation of lithium hydroxide monohydrate
within a single global reaction in a flooded cathode in analogy to the aprotic
lithium-air battery [1, 47]. Our model, instead, takes into account the specifics
of aqueous electrolytes and presents approaches to influence precipitation
[2, 3]. We address the two most important benefits of aqueous alkaline
electrolytes for lithium-air batteries, i.e., nucleation and growth of the discharge
product and multi-phase oxygen transport in gas diffusion electrodes. A
scheme of our 1D continuum model is shown in figure 3.2. During discharge,
lithium metal dissolves at the anode
Li
 Li+ + e− , (3.3)
while dissolved oxygen is reduced in the cathode
O2
e + 2H2O+ 4e
− 
 4OH− . (3.4)
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In this way, the salt concentration in the electrolyte raises until the solubility
limit of LiOH is exceeded and solid LiOH · H2O precipitates
Li+ +OH− +H2O
 LiOH · H2O . (3.5)
For aqueous electrolytes, gas diffusion electrodes are available in which gas
and liquid phases coexist [169]. This ensures fast oxygen transport through the
gas phase and good utilization of electrode surface area in the cathode. Our
macro-homogeneous model captures this behavior via a Leverett-J-function
[170] and a Darcy flow [126] as outlined in section 2.2. In an effort to parameter-
ize and validate this model of gas diffusion electrodes, we measured IV-curves
and performed impedance spectroscopy in an half-cell setup [3]. Our theory
compares favorably with experiments in a wide range of salt concentrations,
temperatures, and overpotentials.
We make use of the classical theory of nucleation and growth to study
inhomogeneous precipitation. It divides the reaction chemical potential of
disc-shaped nuclei of radius r in a bulk and a surface term [171–174]
∆µ = ∆µV + ∆µV = −4
3
π
r 3
a3
· 2kT lnS + 2πra · γ, (3.6)
where γ is the macroscopic surface energy, a the lattice constant. The super-
saturation ratio S = cLi+/c
solubility
Li+
is the driving force for nucleation. Surface
energy dominates in case of small nuclei, bulk energy in case of large nuclei.
The maximum ∆µ determines the critical reaction chemical potential ∆µcrit
[174]
∆µcrit =
πγ2a4
2kT lnS
. (3.7)
The nucleation rate is modeled as activation process with the critical chemical
potential ∆µcrit as barrier [171]
∂N
∂t
∝ N0 · exp
(
−∆µ
crit
kT
)
. (3.8)
We study variations in N0, which is the number of sites on which nucleation
can occur [2].
Our cell simulations explain that the discharge product of metal-air bat-
teries in aqueous electrolytes preferentially precipitates close to the negative
electrode [2, 4]. As shown in figure 3.3, the low transference number of Li+
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Figure 3.3 Spatial profiles of salt concentration, volume fraction of LiOH · H2O
crystals, and specific surface area of precipitation during galvanostatic cell
discharge i = 10 A/m2 at times (A) before LiOH · H2O nucleation, (B) at
LiOH · H2O nucleation, (C) during LiOH · H2O growth, and (D) at the end of
discharge. Precipitation occurs mainly close to the anode due to the small
transference number of Li+. Reproduced from Horstmann et al., [2].
leads to a concentration gradient in the cell. This gradient favors nucleation
of LiOH · H2O on the anode protecting layer explaining earlier experimental
measurements [49]. In contrast, crystallization in aprotic electrolytes mainly
occurs in the positive electrode (see section 3.1). The reason behind this
difference is the concentration and mobility of the reduced oxygen species.
Hydroxide ions OH– (or H2O and H
+) efficiently transport reduced oxygen in
aqueous electrolytes. This is for example represented by the low transference
number of Li+ in LiOH solutions. As a consequence, the reaction between
fast reduced oxygen and slow cations takes place in the anode. In aprotic
electrolytes, instead, oxygen O2 is reduced to unstable superoxide O2
–. Thus,
reduced oxygen stays close to the surface and Li2O2 precipitates in the posi-
tive electrode. We emphasize that precipitation in the metal electrode is often
advantageous for battery design because the dissolved metal leaves room for
precipitants.
Furthermore, we evaluate two design improvements for aqueous lithium-air
batteries. First, we confirm that gas diffusion electrodes sustain higher current
3.3 Aqueous alkaline zinc-air batteries 31
Figure 3.4 Operational schematic of (a) alkaline and (b) near-neutral zinc-air
battery. The various (electro)chemical reactions are indicated by the colored
ovals and triangles; white arrows indicate discharging and black arrows indicate
charging. Dashed lines show important transport paths. Based on the local pH
and speciation, a variety of solid discharge products may precipitate. Reprinted
from Clark et al. [5, 6].
densities than flooded electrodes. Second, we propose a bulk separator region
that can efficiently take up precipitants. If a LiOH · H2O deposit is continuously
steered, energy densities are found to remain constant up to current densities
of i = 100 A/m2.
3.3 Aqueous alkaline zinc-air batteries
Our results in section 3.2 affirm the value of aqueous electrolytes for metal-air
systems. Besides relatively low rates of hydrogen evolution, zinc metal is
stable in water. Therefore, aqueous zinc-air batteries stand out as the single
commercialized metal-air battery. As primary battery they are used in hearing
aids; as rechargeable battery they have reached a mature development state
[17, 62, 65, 175–178]. Most importantly, the reversible precipitation of ZnO
takes place in the negative electrode and does not passivate the zinc metal
surface. As a consequence, zinc-air batteries can be electrochemically cycled
a few hundred times. Furthermore, their constituent materials are abundant,
non-toxic, and cheap [23].
A couple of challenges remain. During repeated deposition and dissolution,
metallic zinc changes its shape on various length scales, e.g., microscopic
dendrites grow [179] and the electrode structure is rearranged [180]. Therefore,
design improvements for zinc metal electrodes are subject of current research
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Figure 3.5 Volume fractions during galvanostatic discharge at 125 Am−2 at
characteristic times: (a) Dip: No ZnO is precipitating. Zn dissolves slightly
faster next to the separator. (b) Plateau: ZnO nucleated and precipitating in
the part of the anode close to the current collector. Zn dissolution is slowed
down in the presence of ZnO. (c) Step: Zn is completely dissolved in the part
of the anode in which no ZnO is nucleated. (d) Drop: A thick ZnO film slows
down the dissolution of the remaining Zn. Reproduced from Stamm et al. [4].
[181, 182]. Furthermore, in contact with air, atmospheric carbon dioxide enters
the cell and reacts to carbonate in the electrolyte [51, 183].
Several modeling studies support the research on zinc-air batteries [183–
187]. We refine these approaches and perform the first spatially resolved
simulation of precipitation and carbon dioxide absorption [4]. Our model is
parametrized and validated in-house with the commercial zinc-air coin cell
Varta PowerOne PR44 Type p67. The operational scheme of our model is
shown in figure 3.4a. During discharge, the anodic Zn is oxidized to zincate
Zn(OH)4
=, which is the only Zn-species in our model [188]
Zn + 4OH− 
 Zn(OH)4= + 2e− . (3.9)
In the gas diffusion electrode, oxygen is reduced according to equation 3.4. If
the zincate concentration raises above its solubility limit, precipitation of ZnO
becomes possible thermodynamically
Zn(OH)4
= 
 ZnO + H2O+ 2OH− . (3.10)
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We employ the multi-phase model in the gas diffusion electrode and the
classical theory of nucleation and growth introduced in section 3.2. A porous
ZnO layer is assumed to form around the Zn particles, which acts as diffusion
barrier [63, 184, 189]. We model carbon dioxide absorption and carbonate
formation
CO2 + 2OH
− 
 CO3= +H2O (3.11)
with a simplified macroscopic pseudo first-order reaction rate [190–192]. Our
model for a KOH with dissolved ZnOH4
= and CO3
– goes beyond the standard
concentrated solution theory for binary electrolytes discussed in section 2.1.2.
We derive consistent transport equations for multi-species electrolytes and
replace the flux densities in equation 2.7 with
N⃗α = −Dα∇⃗cα − tα
zαF
j⃗ , (3.12)
j⃗ = −κ∇⃗ϕ+ κ
N∑
α=1
tα
zαF
(
∂µα
∂cα
)
∇⃗ci . (3.13)
Our experimental tests of button cells show four characteristic phases in the
discharge voltage [4]. Firstly, a dip signals nucleation of ZnO. Secondly,
the voltage stays constant as expected for a conversion chemistry. Thirdly,
a voltage step occurs that we explain below. Fourthly, the voltage decays
due to the growth of the ZnO diffusion barrier. Our 1D cell model clarifies
the mechanism behind this observation [4]. For high current densities, the
electrolyte concentration gradients that develop in the cell are strong enough
that Zn(OH)4
2– does not reach the critical super-saturation for nucleation in
the anode-separator interface and ZnO does not nucleate. As a result, the
surface concentration of OH– in this region is much higher than in areas of the
electrode covered by a ZnO film. When the uninhibited Zn near the separator
is completely utilized, the overpotential of the dissolution reaction increases,
causing the observed drop in cell voltage. This behavior is reflected in the
time evolution of volume fractions shown in figure 3.5. We propose that Zn
electrodes should contain a small amount of ZnO powder. In this way, the
effects of inhomogeneous ZnO nucleation can be avoided.
Furthermore, our simulations demonstrate how carbon dioxide absorption
limits battery lifetime to two months (see equation 3.11). Formation of carbon-
ate CO3
= entails an irreversible reduction of hydroxide concentration, zincate
solubility, and electrolyte conductivity. Therefore, without special precautions
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[51], the lifetime of alkaline zinc-air batteries is limited to a few months. This is
hardly tolerable for rechargeable batteries.
3.4 Aqueous neutral zinc-air batteries
Zinc-air batteries with near-neutral chloride-based electrolytes could address
this electrolyte carbonation issue. In 1973, Jindra et al. first applied a ZnCl2-
NH4Cl electrolyte in zinc–air batteries [193]. Recently, they have been ex-
perimentally investigated again [67, 68, 73]. The initial results are promising,
but the composition and behavior of these electrolytes during cell operation
is unclear. We present a continuum framework for modeling pH buffered
aqueous electrolytes, and apply it to study zinc-air batteries with pH adjusted
ZnCl2−NH4Cl electrolytes [5]. The main reactions in a zinc-air battery are
shown in Fig. 3.4b.
We want to study pH adjusted ZnCl2−NH4Cl electrolytes over a wide range
of conditions. Thus, it is necessary to take into account the speciation of
the electrolyte, e.g., the complex formation of Zn2+ with Cl–, OH– and NH3.
Furthermore, we solve the computational challenge to follow the dynamics
of solutes whose concentrations vary over orders of magnitude, e.g., the
concentration of OH– at different pH [5, 6]. In thermodynamic equilibrium, for a
generic reaction, the concentrations of reactants are related by
νA A + νB B
 νC C + νD D,
(cA)
νA · (cB)νB
(cC)
νC · (cD)νD = β (3.14)
with the thermodynamic stability constant β. Such tabulated stability constants
allow to predict the thermodynamic equilibrium composition of the electrolyte.
We extend this standard methodology to dynamic situations [5] by assuming
that the homogeneous speciation reactions in the electrolyte are very fast and
stay in equilibrium. Quasi-particles are defined as a linear superposition of
their constituents
cβ =
N∑
α=1
τα,βcα, (3.15)
where τα,β describes the stoichiometry of the solute in the quasi-particle. These
quasi-particle represent the conserved quantities of the speciation reactions.
We show that it is sufficient to simulate only the dynamics of quasi-particles [5].
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Figure 3.6 Electrolyte composition of near-neutral zinc-air battery during cycling.
At the end of discharging, (a) zinc in the gas diffusion electrode (GDE) exists
as Zn(NH3)4, (c) NH3 accumulates in the GDE, and (e) the pH value in the
GDE becomes slightly more alkaline. At the Zn electrode, NH3 is consumed
by dissolving zinc and the pH value becomes slightly more acidic. At the end
of charging, (b) zinc in the GDE exists exclusively as zinc–chloride complexes,
(d) NH3 depletes in the GDE, and (f) the pH becomes acidic in the GDE. Zinc
deposition causes the concentration of NH3 and the pH value to increase.
Reprinted from Clark et al. [5].
These quasi-particles can be chosen such that they stay in a comparable order
of magnitude for any pH value. Our novel approach significantly reduces the
number of independent variables and parameters in the dynamic simulations.
First, we utilize an equilibrium thermodynamic model of the electrolyte [5].
As a function of pH, it predicts speciation and zinc solubility. Possible solid
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precipitants are ZnCl2 · 2 NH3, ZnCl2 · 4 Zn(OH)2 · H2O, Zn(OH)2, and ZnO.
Reasonable energy densities can only be obtained if the electrolyte salt is not
part of the cell reaction and the discharge product is Zn(OH)2 or ZnO. Our
analysis, however, confirms that earlier design proposals lead to unstable
electrolytes and precipitation of ZnCl2 · 2 NH3 and ZnCl2 · 4 Zn(OH)2 · H2O
[67, 68].
Integrating the thermodynamics into our dynamic quasi-particle model, we
simulate experiments on near-neutral zinc-air batteries [67, 68]. Figure 3.6
shows concentration profiles of in the cell proposed by Goh et al. during cycling
[67]. The Zn electrode is on the left and the gas diffusion electrode (GDE) is
on the right of the domain. To maintain a neutral pH in the GDE, the buffer
reaction NH4
+ 
 NH3 +H+ counteracts the pH shifts inherent in the oxygen
reaction. As more NH3 is produced, it forms dominant complexes with Zn
2+ as
shown in figure 3.6a. Because there is an excess of NH4
+ in the electrolyte, the
buffer reaction is uninhibited and the pH during discharging is relatively stable
(see figure 3.6e). During charging, the buffer reaction is reversed and NH3
is converted to NH4
+. As NH3 is depleted, zinc-chloride complexes dominate
in the GDE (see figure 3.6b). Some of the NH3 that was produced during
discharge diffuses into the bulk electrolyte and cannot be quickly recovered.
When NH3 is locally depleted, the buffer reaction becomes limited and the pH
in the GDE becomes acidic (see figure 3.6f). Acidic pH values can accelerate
catalyst degradation and limit the lifetime of the cell.
Finally, we employ our dynamic model to discuss how cell architecture and
electrolyte composition can be adjusted to optimize for buffering capacity and
discharge product [5]. To this aim, we study various electrode and separator
dimensions. We propose a novel electrolyte composition with relatively high
Cl– content and near-acidic pH. Our simulations confirm a stable buffering
capacity and the desired precipitation of Zn(OH)2.
Chapter 4
Modeling of electrochemical
surfaces
Our original contributions to the theory of electrochemical surfaces are de-
scribed in this chapter. They are based on the theoretical framework of non-
equilibrium thermodynamics outlined in chapter 2. We study the elementary
kinetics of oxygen reduction reaction, the rate dependence of Li2O2 nucleation,
the multilayer structure of ionic liquids at electrodes, and the growth of solid
electrolyte interphase:
[7] D. Eberle and B. Horstmann. Oxygen Reduction on Pt(111) in Aqueous
Electrolyte: Elementary Kinetic Modeling. Electrochimica Acta 137, 714–
720 (2014).
[8] B. Horstmann, B. Gallant, R. Mitchell, W. G. Bessler, Y. Shao-Horn and
M. Z. Bazant. Rate-Dependent Morphology of Li2O2 Growth in Li-O2
Batteries. The Journal of Physical Chemistry Letters 4, 4217–4222
(2013).
[9] V. Hoffmann, G. Pulletikurthi, T. Carstens, A. Lahiri, A. Borodin, M. Scham-
mer, B. Horstmann, A. Latz and F. Endres. Influence of a Silver Salt
on the Nanostructure of an Au(111) Ionic Liquid Interface: an Atomic
Force Microscopy Study and Theoretical Concepts. Physical Chemistry
Chemical Physics 20, 4760–4771 (2018).
[10] F. Single, B. Horstmann and A. Latz. Dynamics and morphology of solid
electrolyte interphase (SEI). Physical Chemistry Chemical Physics 18,
17810–17814 (2016).
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[11] F. Single, B. Horstmann and A. Latz. Revealing SEI Morphology: In-
Depth Analysis of a Modeling Approach. Journal of The Electrochemical
Society 164, E3132–E3145 (2017).
[12] F. Single, A. Latz and B. Horstmann. Identifying the Mechanism of
Continued Growth of the Solid-Electrolyte Interphase. ChemSusChem
11, 1950–1955 (2018).
4.1 Elementary kinetics of oxygen reduction re-
action
On the meso-scale, we contributed to understanding of the oxygen reaction
process [7]. The oxygen reduction reaction (ORR) is fundamental to many
technologies, e.g., oxygen sensors, fuel cells, and metal-air batteries [194].
Unfortunately, the rate of the oxygen reduction reaction is limiting the efficiency
of air electrodes for energy storage and the quest for optimized catalysts
is ongoing [90, 195]. Pt performs best as ORR catalyst, but the observed
overpotentials are typically 0.3V [196, 197]. This lack of efficiency is traced
back to the transfer of four elementary charges [90].
In aqueous electrolytes, reaction intermediates and elementary reaction
barriers are well-known from DFT calculations [90, 91, 128, 129, 198–205].
Our contribution is based on detailed DFT calculations of Jacob et al. [91,
128], who study the ORR in acid aqueous electrolyte on Pt(111). Mean-
field theories of surface adsorbents estimate the reaction rates under non-
equilibrium conditions [206–209]. We highlight the necessity to take into
account interactions between surface adsorbents in order to get reasonable
predictions. Our consistent modeling method is outlined in section 2.3.
We observe a trend in reaction mechanism as a function of applied potential
as shown in figure 4.1 [7]. At very high voltages, the surface is blocked
by O in our simulations. At high voltages, the reaction proceeds via the
direct dissociation of oxygen. At low voltages, the dominant pathway is the
protonization of molecular oxygen, i.e., the formation of HO2 or H2O2, and
a subsequent dissociation. At very low voltages, the surface is blocked by
hydrogen H. These conclusions are illustrated with the surface coverages in
figure 4.1a. They correspond to a change in Tafel slope in the polarization
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(a) (b)
Figure 4.1 (a) Polarization curve from elementary kinetic modeling on Pt(111)
in acidic electrolyte. We observe a change in Tafel slope at U = 0.7 V signaling
a change in reaction mechanism. The red lines represent Tafel slopes at
high and intermediate cell voltages fitted to the polarization curve. The blue
dashed lines demonstrate the measurement uncertainty for the Tafel slope
at intermediate cell voltages (see text). Below U = 0.2 V, the reaction rate
decreases due to surface blocking by H. (b) Coverages of the surface species
over the cell voltage. The surface is blocked by H at low cell voltages and by
O at high cell voltages. Reproduced from Eberle et al. [7].
curve (see figure 4.1b). We confirm the change in reaction mechanism with a
sensitivity analysis and analytic estimates of the Tafel slopes.
Generally, our simulations quantitatively and qualitatively agree with pre-
cision experiments [196, 197]. The simple model for adsorbent-adsorbent
interactions in equation 2.29, however, leads to some deviations from exper-
iments. At very high voltages, OH is believed to cover the Pt(111 ) surface
[200, 210, 211], whereas our simulations result in a coverage with O. At high
cell voltages, an oxygen reaction order close to unity is measured [196, 212],
but our model predicts lower values.
4.2 Morphology of Li2O2 electrodeposition
In non-aqueous electrolytes, the reaction process is less clear because the
electrochemical oxidation/reduction of oxygen is interwoven with the precipita-
tion/dissolution of Li2O2. Experiments on lithium-air batteries with ether-based
electrolytes revealed that the electronically insulating discharge product Li2O2
can deposit in micro-meter sized toroid-like morphologies [213] or in nano-
meter sized, passivating films [40]. Particles form at small current densities and
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Figure 4.2 (a) Scheme of the (1+1)-D surface model. Individual Li2O2
molecules are added on top of a surface crystal of height h(x, t) at the rate
∂h/∂t. d∥ and d⊥ are the distances between molecules in the horizontal and
vertical direction. (b) Homogeneous Gibbs free energy density of a Li2O2
deposit versus surface height h. The system is in metastable equilibrium at
integer h/d∥. The nucleation barrier σ⊥ must be overcome during growth of the
first monolayer h ≤ d∥. Reproduced from Horstmann et al. [8].
films at large current densities [44, 214]. We created the first meso-scale model
for aprotic lithium-air batteries and explained this current dependence of the
Li2O2 morphology through a transition in nucleation behavior [8]. Subsequent
modeling studies studied the meso-scale growth process of toroid-shaped
particles [45, 46, 143]. The role of electrolyte properties for the growth of Li2O2
particles is subject of current research [53, 144, 145].
We use the variational theory of electrochemical kinetics [98, 100, 215–
218], which predicts the suppression of phase separation in LiFePO4 nanopar-
ticles, and apply it to classical surface-growth models [131, 219, 220]. Our
theory is an example of thermodynamic (in)stability in driven open systems
[134].
The electrodeposition oxygen reduction reaction (ORR),
2Li+ +O2 + 2e
− 
 Li2O2 (4.1)
is modeled on a carbon surface in (1+1)-dimensional space, i.e., through the
height of the crystal h(x) as a function of the projected surface coordinate x
(see figure 4.2a). In this way, Li2O2 molecules align in columns and grow at
the electrochemically controlled rate
∂h
∂t
= d∥A⊥
I(µ,∆ϕ)
2e
, (4.2)
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where the two dimensional current density I(x, t) is given by the Butler-Volmer
equation 2.17. d∥,d⊥,A∥, and A⊥ describe the area of top facets (⊥) and
side facets (∥) of individual molecules in one (d) and two dimensions (A).
The continuous evolution of h(x, t) is a standard mathematical description of
surface growth [132]. We apply a galvanostatic condition and solve for the
electric potential jump ∆ϕ. The chemical potential is derived from the free
energy functional F [h] as shown in section 2.3 (see equations 2.1 and 2.29).
The bulk free energy∫
fHdV =
∫
2e
d⊥π
[
−E0π h
d∥
+ E1 sin
2(π
h
d∥
)
]
dV (4.3)
encodes the open circuit voltage E0 and the activation barrier between com-
plete molecular monolayers E1. The homogenous part of the free energy
density is shown in figure 4.2b. A nucleation barrier must be overcome to de-
posit the first monolayer. Local energy minima correspond to the meta-stability
of full molecular monolayers.
Via linear stability analysis, a transition in surface growth is identified. We
calculate the exponential growth rate s(λ, I¯) of fluctuations with wavelength
λ in a film homogeneously growing with current density I¯. The dynamics are
unstable for all currents if ∂µ/∂h < 0. Instabilities develop into particles if they
grow faster than the homogeneous film s > A⊥I¯/2e. We plot this condition for
marginal stability in figure 4.3a. Growth is most unstable during nucleation
of the first monolayer. Thus, at intermediate currents, nucleation of particles
can be followed by homogeneous growth at thicker coatings. The numerical
stability analysis shown in figure 4.3b confirms this picture. The growth regimes
are separated by the exchange current density evaluated at the spinodal point
Ic = I0(h = d∥/4), where instabilities emerge. At I¯ ≪ Ic, the growth of distinct
particles is signaled by a large surface roughness; at I¯ . Ic an intermediate
regime of particle coatings exists; at I¯ > Ic, a passivating film grows.
By parameterizing the exchange current density I0 with experimental Tafel
analysis, we validate our simulations with experiments on high-surface area
carbon nanotubes. An excellent agreement in the current dependence of
growth morphologies is found between theory and experiment. Because we
neglect defects, surface capacities, and transport processes, the predicted
cell voltages do not quantitatively agree with the measured ones. Our model
captures the nucleation of Li2O2 and predicts disc-shaped particles at low
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Figure 4.3 (a) Dependence of spinodal region on the applied current. The
curves give the boundary between particle growth and film growth according
to linear stability analysis. The black line corresponds to the most unstable
wavelength λ→∞, the blue line to the most stable wavelength λ = 3d⊥. (b)
Surface roughness after numerical evolution to mean height h = 2d∥. The
standard deviation ∆[h] of h(x) normalized by mean height h is depicted as a
function of mean discharge rate I¯. The dashed lines illustrate the transition from
growth of discrete particles over particle coating to film growth as a function of
discharge current I¯. Reproduced from Horstmann et al. [8].
enough current densities. Indeed, disc-shaped particles are precursors of
aggregated toroid-like particles as shown by electron microscopy [221]. We
demonstrate that simulated aspect ratio and particle distance are consistent
between theory and experiment [8].
4.3 Electrochemical double layers in ionic liquids
Electrolyte instability is often limiting performance and lifetime of batteries.
In this habilitation, for example, we encounter absorbtion of carbon dioxide
in alkaline electrolytes [4], precipitation of electrolyte salt [5], low tolerance
to dissolved superoxide [1, 8], and growth of solid electrolyte interphase on
negative electrodes [10–12]. Two types of electrolytes promise to solve these
challenges, solid electrolytes [222] and room temperature ionic liquids (RTIL)
[69]. RTILs are molten salts at room temperature. These liquids have wide
electrochemical and thermal windows, good ionic conductivities, usually low
vapor pressures at room temperature and high solubilities for a variety of
compounds [223]. As a consequence, RTILs are viewed as candidates for
electrolytes in next-generation batteries, e.g., metal-air batteries [69]. The
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smooth electrodeposition of metals from RTILs, e.g., Al, Si, and Zn [70, 224–
226], constitutes an important step towards their application [227].
The breakthrough of RTILs as electrolytes is hindered by their complex spe-
ciation in the bulk [228] and their interfacial structure formation [103]. Atomic
force microscopy (AFM) is a useful tool to image the atomic structure at elec-
trode surfaces and elucidate their quasi-crystalline structure with alternating
cation and anion rich layers [229–231]. Recently, the influence of water on
the Au(111)/[EMIm]TfO interface was studied [116]. The multilayer structure
is predominant up to 30 vol% water, above this concentration the multilayer
structure is strongly disturbed. Our collaborators performed a similar study
for the influence of dissolved AgTFSA on the Au(111)/Py1,4TFSA interface [9].
In contrast to neutral water, charged silver ions strongly disturb the multilayer
structure even at very small concentrations cAg & 0.5 · 10−3 mol/l.
The interfacial behavior of RTILs is studied with various theoretical ap-
proaches on different scales. Classical density functional theory (DFT) [232,
233] and molecular dynamics (MD) [234, 235] resolve many of the micro-
scopic complexities of individual molecules and intermolecular interactions,
but remain limited to small length and time scales. Continuum theories predict
the multilayer structure of the electrochemical double layer in ionic liquids
[103, 236, 237]. These models highlight the fundamental relations behind the
multilayer structure by neglecting microscopic details. In this way, they connect
meso-scale surface and macro-scale bulk properties of RTILs.
We derived a rigorous physics-based model from non-equilibrium thermo-
dynamics [9]. Our model goes beyond previous continuum models as it takes
into account the full hardcore interaction between molecules and describes
the effect of additives, e.g., water or salt. Firstly, we derive transport equations
for RTILs in the bulk as outlined in section 2.1.2. In Hoffmann et al. [9] we
show the equations for ternary systems taking into account mixtures with water
or silver ions. Note that a model for an unconstrained number of species
with arbitrary charges is behind these presentations and will be submitted for
publication soon. The development of a novel transport theory is necessary
for RTILs because standard models for lithium ion batteries assume a neutral
solvent [22, 95]. Secondly, we take into account hardcore interactions between
ions as a strong repulsion between particles at atomistic separations as shown
in equation 2.33. These microscopic details become relevant in the nano-sized
electrochemical double layer.
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Figure 4.4 Multilayer structure of ionic concentrations in the vicinity of a nega-
tively charged electrode surface. (a) Without hardcore interactions, we observe
depletion of anions and crowding of cations. (b) With hardcore interactions,
a quasi-crystalline structure of alternating layers forms. Reproduced from
Hoffmann et al. [9].
Modeling makes separating the effect of different material properties pos-
sible. In a first step, we simulate the static electrochemical surface layer of
a binary RTIL without hardcore interactions in figure 4.4a. At a negatively
charged electrode, cations are attracted by the electric field to the interface
and the electrochemical surface layer becomes positively charged. At low
overpotentials, the charge density decays exponentially as predicted by Gouy
and Chapman for dilute electrolytes. The width of this charged double layer is
the Debye length [9, 95]. At larger overpotentials, the volumetric constraint on
ions,
N∑
α=1
ναcα = 1, (4.4)
imposed through equation 2.11 counteracts the electric field and leads to
crowding of cations and depletion of anions. In a second step, we include
hardcore interactions via equation 2.33 (see figure 4.4b). Because the ionic
diameters are incommensurate with the required screening charge, alternating
mono-layers of cations and anions form. This phenomenon is denoted over-
screening. Our simulations show that the electrochemical double layer can
become much larger than the Debye length.
For validation, we compare forces on the AFM tip with our simulation by
multiplying the Lorentz with the molecular volume in Hoffmann et al. [9]. We
find that both quantities agree within one to two orders of magnitude. This is an
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excellent agreement if we take into account the differing set-ups. We simulate
elastic perturbations of an equilibrium state. In contrast, ions are pushed away,
when the AFM tip penetrates the multilayer structure.
Our model is the first to take into account the impact of neutral and charged
additives, e.g., water and ionic silver onto the electrochemical double layer. By
assuming small concentrations of the additive, we find
∇⃗
(
ln
cadditive
c0
)
= −Fzadditive
RT
∇⃗ϕ. (4.5)
In the case of water, equation 4.5 predicts a constant concentration. Therefore,
the multilayer structure can only be disrupted by large water concentrations
as shown in experiments [116]. The concentration of charged silver additives
(zAg = 1) in contrast, obeys a Boltzmann distribution. Therefore, the silver ion
concentration grows exponentially towards a negatively charged electrode. For
the potential difference ∆ϕ = −0.2V between bulk electrolyte and electrode,
the silver concentration at the electrode is cAg = 2.4 · 103 cAg;bulk and becomes
relevant compared to the RTIL (cAg ∼ 1 ·mol/l) for cAg;bulk ≥ 0.4 · 10−3 mol/l.
This agrees excellently with our experiments which show a disruption of the
multilayer structure for bulk concentrations cAg & 0.5 · 10−3 mol/l [9]. Our anal-
ysis, however, becomes complicated by chemical interactions in the electrolyte.
Most importantly, speciation can lead to varying charge numbers [228, 238] as
shown for neutral aqueous electrolytes in this habilitation [5].
4.4 Growth of solid electrolyte interphase (SEI)
Above, we discuss reactions on electrode surfaces [7], electrochemical double
layers at electrode surfaces [9], and nucleation on electrode surfaces [8].
However, bare electrode surfaces are rare inside batteries. On negative
electrodes of lithium-ion batteries, a thin layer of electrolyte reduction products
forms as described in section 1.3. Even though this solid electrolyte interphase
(SEI) suppresses the further electrolyte reduction, continued SEI grows is the
main contributor to lithium-ion loss, capacity fade, and limited battery lifetime
[83, 84]. Since 1979 a multitude of experimental research has been performed
[80, 239–243], but several key questions about SEI chemistry and mechanisms
remain unanswered. Most importantly, the origin of continued SEI growth was
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not identified prior to our work [12]. The experimentally observed square-root-
of-time dependence of capacity fade suggests a transport limitation, but it
does not distinguish between different transport mechanisms. We developed
a series of models to predict additional dependencies, i.e., morphology of
SEI and potential dependence of SEI growth [10–12]. Dedicated experiments
can then identify the long-term growth mechanisms (LTGM), e.g., neutron
reflectometry [244] and battery storage at various SoC [83, 84].
Atomistic simulation methods address elementary processes in the SEI.
DFT simulations elucidate reaction [245] and transport processes [246, 247].
MD simulations cover the short-term SEI formation during the first battery
cycles [93, 248]. Continuum models are used to study possible LTGMs [10–
12, 85, 108, 247, 249–256].
a) Diffusion of solvent/salt molecules/anions through nano-sized SEI pores
[10–12, 85, 249, 250, 256]
b) Electron tunneling through a dense, inner layer of the SEI [250, 251]
c) Electron conduction through the SEI [10–12, 108, 250, 252, 254]
d) Diffusion of neutral radicals such as lithium interstitials [11, 12, 246, 247]
All mechanisms are in good agreement with the experimentally observed
square-root-of-time dependence of capacity fade. Note that Tang et al. use the
potential dependence of capacity fade to rule out solvent diffusion as possible
LTGM [250].
We developed the one-dimensional growth model shown in figure 1.2 and
predict SEI porosity ε(t, x) and thickness L(t) [10, 11]. This is possible by
taking into account two counter-propagating transport processes, i.e., motion of
charges from the electrode to the electrolyte and motion of solvent molecules
from the electrolyte to the electrode. We volume-average the SEI in planes
parallel to the electrode surface and model transport with the porous electrode
model introduced in section 2.2. In this way, we simulate the spatially-resolved
dynamics of solvent concentrations, electrolyte convection velocity, electric
SEI potential, and SEI porosity (see equation 3.2). We derive expressions for
the specific surface area of SEI compounds,
Ai =
6
a0
ε
(
ε˜i +
a20
6
∂2ε˜i
∂x2
)
, ε˜i = εi + εinit, (4.6)
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that take into account the enlarged surface area at the SEI front through a
second derivative of the SEI volume fractions εi . Here, a0 describes the size of
elementary domains inside the SEI. This phase-field-like approach smooths
the porosity profile and allows propagation of SEI into the electrolyte. Because
we want to elucidate the universal SEI properties, we simplify SEI chemistry
and consider up to two reactions at a time, namely the combinations I, I+II
and I+III. We model a single reduction reaction for solvent (EC) and co-solvent
(DMC) [11]
2EC + 2Li+ + 2e− → LiEDC + R, (I)
DMC+ Li+ + e− → LiMC + R. (II)
with gaseous by-products R. As alternative, we implement the conversion
reaction,
0.1LiEDC + Li+ + e− → 0.6Li2O+ 0.4C. (III)
Conversion reactions change the volume of solids. Below a critical volume
fraction of solid SEI εSEI < εcritSEI, we assume that the volume change is ac-
commodated locally. Above it εSEI > εcritSEI, a displacement or convection of the
solid is modeled [12]. In the following subsections, we present simulations
of a single-layer SEI and a dual-layer SEI. Finally, we compare our model
predictions with experiments and identify diffusion of neutral radicals as LTGM.
4.4.1 Single-layer SEI
In our first simulations, we assume that the solvent EC is reduced and the
co-solvent DMC is inert [10, 11]. Electrons are conducted through the solid
SEI and solvent molecules diffuse through the electrolyte-filled SEI pores. A
typical evolution of SEI volume fraction εLiEDC is shown in figure 4.5a. We
find that the SEI growth rate is limited by electron conduction and that the
SEI predominantly grows at its front [10]. Therefore, SEI thickness grows
like the square-root of time in agreement with capacity fade experiments
[257]. By assuming that SEI growth occurs only at the SEI front, we derive an
analytic formula for SEI thickness evolution which is in excellent agreement
with simulations and experiments (see figure 4.5b). Besides SEI thickness,
our model predicts SEI porosity. We find that the SEI volume fraction is almost
constant. It approaches a stable value ε∗SEI determined by electrolyte transport
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Figure 4.5 Simulation of single-layer SEI. (a) Time evolution of the SEI volume
fraction. (b) SEI thickness evolution from experiment [85, 257] (dots), simula-
tion [10] (dashed) and analytic theory [10] (lines). Reproduced from Single et
al. [10].
properties, e.g., the Bruggeman coefficient β (see equation 2.19), because
the SEI is growing faster than the solvent molecules can diffuse into the SEI.
Our analytic estimate for the stable volume fraction ε∗SEI agrees nicely with the
simulations.
As alternative mechanism for charge transport from the electrode through
the SEI into the electrolyte, diffusion of neutral radicals was proposed [11, 12,
246, 247]. In the case of lithium interstitial diffusion, lithium ions take up an
electron at the electrode-SEI interface, diffuse as neutral lithium interstitials
through the SEI, and release an electron at the SEI-electrolyte interface. SEI
profiles simulated with this mechanism share the same features as those
described above for electron conduction [11].
4.4.2 Dual-layer SEI
Additional SEI formation reactions lead to a dual-layer SEI with a compact,
non-porous, inner layer [11]. In the case of co-solvent reduction with reactions
I and II, our model shows an inner dense layer and an outer porous layer (see
figure 4.6a). As the primary SEI compound LiEDC is formed by EC reduction,
EC concentration in the SEI pores becomes very small. The co-solvent DMC,
however, is present in the SEI and can be reduced due to the low electric
potential close to the electrode. In the case of a conversion of the primary SEI
compound with reactions I and III, the critical volume fraction of solid SEI εcritSEI
determines the porosity of the inner layer (see figures 4.6b and 4.6c).
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Figure 4.6 (a) SEI volume fraction evolution with active co-solvent. (b) and
(c) show the SEI volume fraction of a dual layer SEI formed with inert co-
solvent and unstable Li2EDC. These simulations differ in the choice of ε
crit
SEI.
Reproduced from Single et al. [11].
We further analyze the growth of a dual-layer SEI analytically [11]. The
ratio between the thickness of the inner and the outer layer is determined by
electrode potential and material parameters. Simulations illustrate that this
stationary thickness ratio is quickly re-attained after the SEI is disturbed. Most
importantly, SEI thickness and capacity fade grow with the square-root of time
for dual-layer morphologies, too.
4.4.3 Identifying the long-term growth mechanism
We study the transition from electron conduction to solvent diffusion as limiting
growth mechanism by taking into account solid convection in a single-layer SEI,
[11]. Imposing low critical SEI volume fractions εcritSEI, solvent diffusion becomes
rate limiting. This moves the reaction zone to the electrode-SEI interface. Our
stability analysis shows that SEI growth rate is very susceptible to porosity
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Figure 4.7 (a) Open circuit voltage of the negative electrode gained by av-
eraging the lithiation and delithiation voltages (half cell, cycled at C/20). (b)
Experimentally obtained relative capacity after 9.5 months of storage (crosses)
compared to that predicted by four different long-term growth mechanisms
(lines) . Reproduced from Single et al. [12].
fluctuations if solvent diffusion is rate-limiting. Therefore, an inhomogeneous
SEI thickness distribution would be observable if solvent diffusion was the
LTGM.
As final highlight of this habilitation, we compare the predictions of different
LTGMs with dedicated experiments [12]. Jossen et al. show that the SEI
growth rate strongly depends on graphite potential and state-of-charge (SoC)
[84]. We create simple theories based on the four LTGMs enlisted above:
electrolyte diffusion, electron tunneling, electron conduction, and lithium inter-
stitial diffusion. As shown in figure 4.7, solvent diffusion does not reproduce a
SoC dependence. The SoC dependence of electron conduction and electron
tunneling does not agree with the experiment for any reasonable choice of
parameters. Only a mechanism such as lithium interstitial diffusion results in a
promising agreement with the experiment and remains as candidate for the
LTGM.
Chapter 5
Summary and Outlook
In this habilitation, we contribute to the development of electrochemical systems
(see chapter 1) by improving consistent theory-based models derived from
non-equilibrium thermodynamics (see chapter 2). Electrochemical devices
rely on processes on a multitude of length scales. Our continuum models
explain effects from the meso-scale to the macro-scale. By combining several
sub-models into one multi-scale model, we predict the performance and steady
degradation of batteries. In some cases, our theoretic proposals for materials
and structures are successfully realized experimentally.
On the macro-scale, this habilitation focuses on next-generation batteries
based on air electrodes (see chapter 3). Metal-air batteries promise overwhelm-
ingly high energy densities. We develop 1D models explaining experimental
results and proposing new research directions. These 1D models on the
macro-scale are coupled to sub-models on the micro-scale representing the
main performance limitations. Lithium-air batteries with aprotic electrolytes
receive most attention [1], but we demonstrate the unique benefits of using
aqueous electrolytes [2, 3]. We refine our approach in the case of zinc-air
batteries which are the most advanced type of metal-air batteries [4]. Neutral
aqueous electrolytes based on ammonia buffer are tolerable to atmospheric
carbon dioxide. We present a novel modeling concept that makes possible the
dynamic simulation of such buffered electrolytes. As a consequence, we were
the first to simulate these cells and proposed novel electrolyte compositions
for further experimental research [5].
Meso-scale processes determine battery performance and safety (see
chapter 4). The rate of oxygen reduction, for example, is quite low and limits
the efficiency of metal-air batteries. We analyze the oxygen reaction in a
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mean-field approach and discuss the adoption of density functional theory for
parameter determination [7]. In aprotic lithium-air batteries, the morphology of
crystallized lithium oxide determines charge capacity. We use a phase-field like
approach for modeling the electrochemically-driven surface growth and explain
its current dependence [8]. The quest for battery chemistries with higher
cell voltages motivates research on novel electrolytes, e.g., ionic liquids. We
develop a rigorous physics-based model that captures both bulk and surface
properties. Our validated simulations interpret the impact of additives on the
multilayer electrochemical surface layers of ionic liquids [9].
Commercialized lithium-ion batteries stand out among energy storage
devices because they offer good energy and high power densities. We develop
a novel model for growth of the meso-scale solid electrolyte interphase (SEI)
determining the safety of lithium-ion batteries [10–12]. Going beyond the
standard SEI models, we predict the morphology of SEI. From the potential
dependence of SEI growth rate, our model predicts the mechanism behind
continued SEI growth. We present the first indirect experimental evidence that
neutral radicals carry a negative charge and diffuse through the SEI [12].
The work in this habilitation suggests further research in several directions.
We show that metal-air batteries are in a promising state of research and
that experimental progress is accelerated by theory-based rational design [6].
Models in 2D and 3D will successively become expedient, when research and
development converges to a few cell setups, e.g., for zinc-air batteries. Alter-
native next-generation batteries, including metal-ion batteries, keep equally
good prospects. Our consistent modeling based on non-equilibrium thermody-
namics is especially fruitful for advancing progress on novel electrolytes, e.g.,
buffered aqueous solutions and ionic liquids. We will contribute to research on
bulk and surface properties by studying speciation in the bulk and structuring
at surfaces. The development of lithium-ion batteries will be addressed by
phase-field like models of metal deposition and SEI growth as lithium metal
and silicon electrodes try to outperform carbon-based negative electrodes.
Finally, we highlight that stochastic processes and structures are prevalent
in batteries. For example, the internal structure of an individual battery and
the external condition it is exposed to are unknown. Furthermore, modeling
is based on complexity reduction and produces intrinsically uncertain output.
Therefore, one should not over-interpret the accuracy of local and deterministic
simulation results. Instead, battery lifetime and safety should be described
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with statistics. However, this notion is hardly mentioned in the field of battery
modeling. Therefore, future models on all length scales will benefit from a
stochastic perspective.
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Multi-phase management is crucial for performance and durability of electrochemical cells such as batteries and fuel cells. In this
paper we present a generic framework for describing the two-dimensional spatiotemporal evolution of gaseous, liquid and solid
phases, as well as their interdependence with interfacial (electro-)chemistry and microstructure in a continuum description. The
modeling domain consists of up to seven layers (current collectors, channels, electrodes, separator/membrane), each of which can
consist of an arbitrary number of bulk phases (gas, liquid, solid) and connecting interfaces (two-phase or multi-phase boundaries).
Bulk and interfacial chemistry is described using global or elementary kinetic reactions. Multi-phase management is coupled to
chemistry and to mass and charge transport within bulk phases. The functionality and flexibility of this framework is demonstrated
using four application areas in the context of post-lithium-ion batteries and fuel cells, that is, lithium-sulfur (Li-S) cells, lithium-
oxygen (Li-O) cells, solid oxide fuel cells (SOFC) and polymer electrolyte membrane fuel cells (PEFC). The results are compared
to models available in literature and properties of the generic framework are discussed.
© 2012 The Electrochemical Society. [DOI: 10.1149/2.023209jes] All rights reserved.
Manuscript submitted March 23, 2012; revised manuscript received June 15, 2012. Published August 14, 2012.
Electrochemical cells for energy storage and conversion, such as
batteries and fuel cells, are characterized by the presence of multiple
solid, liquid and/or gaseous phases. These phases are essential for cell
functionality. Therefore, understanding and optimization of multi-
phase management is among the key factors to onward development
of electrochemical energy technology:
(1) Bulk solid and gaseous phases store the chemical energy (e.g.,
H2 and O2 in fuel cells; lithium and lithium compounds in
batteries).1,2
(2) Bulk solid and liquid phases provide electronic and ionic con-
duction pathways.3
(3) Secondary solid phases play a key role in cell durability
and cyclability, for example, secondary phase formation in
solid oxide fuel cells (SOFC)4,5 or complex phase formation-
dissolution cycles in lithium-sulfur (Li-S)6 or lithium-oxygen
(Li-O) batteries.7
(4) Management of the liquid water phase is a crucial issue regarding
the performance of polymer electrolyte membrane fuel cells
(PEFC).8
(5) Electrochemical reactions take place at the boundaries between
bulk phases, giving rise to the concepts of two-phase and three-
phase boundaries. Spatial or temporal variation of bulk phase
volume fractions affects local microstructure and, therefore,
electrochemical reactivity.
In this article we present a generic framework for modeling the
properties and interconversion of multiple solid, liquid and/or gaseous
phases in fuel cells and batteries. High flexibility is achieved through
the following approach. The computational domain consists of up to
seven layers (electrodes, separator, channels, current collectors). Each
layer can have an arbitrary number of bulk phases (gaseous, liquid,
solid). Each bulk phase can consist of an arbitrary number of chem-
ical species. Each layer can also host an arbitrary number of phase
boundaries. Each phase boundary can host an arbitrary number of
surface-adsorbed species. Each phase boundary also accommodates
arbitrary (electro)chemical reactions between bulk or surface species.
Within a single modeling tool, this framework allows for the descrip-
tion of many different applications. In this article, examples will be
presented from the context of Li-S-batteries, Li-O batteries, SOFCs,
∗Electrochemical Society Student Member.
∗∗Electrochemical Society Active Member.
dPresent address: Offenburg University of Applied Sciences, Badstrasse 24,
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and PEFCs. In the case of Li-S and Li-O batteries, results will be
compared to models available in literature; in the case of SOFCs and
PEFCs, original results will be presented.
The body of fuel cell and battery modeling literature is vast (cf.
background section below). Model development has been followed
along relatively independent lines for SOFCs, PEFCs, and lithium-
ion batteries (LIB). The present approach combines those lines into
one single tool. This has several advantages: (1) Flexibility in mod-
eling: The framework can host various existing as well as future
electrochemical cells with little or no need for additional model de-
velopment – the main emphasis can be put on parameterization. (2)
Flexibility in simulation: Multiple scientists work on one single com-
putational tool, thereby considerably reducing development time. (3)
Minimization of modeling and simulation errors: Model extensions
can rely on a base of established and validated sub-models; the sim-
ulation methodology is established and free from computing errors.
(4) Multi-phase detailed-chemistry functionality: We are not aware of
commercial modeling tools that allow the treatment of multi-phase
management or elementary kinetic electrochemistry. (5) Increased
knowledge transfer between different fields, for example, new cells as
combination of existing half-cells (fuel cell and Li-O), precipitation
(Li-S and aqueous Li-O), gas diffusion electrodes (PEFC and Li-O).
After giving a detailed assessment of background literature, this
article presents the modeling and simulation framework. Central parts
are the multi-phase management and the approach for handling phase
formation and phase transitions as special case of bulk reactions. In the
following, background on four different applications and simulation
results for these cases will be shown and discussed: (1) Discharge
of a Li-S battery, where complex phase formation-dissolution can be
reproduced; (2) discharge of a Li-O battery, where four individual
phases contribute to the cathode reaction; (3) formation of nickel
oxide in the anode of an SOFC; and (4) liquid water formation and
pore flooding in PEFCs. Finally, the methodology will be discussed
and the results summarized.
Background and motivation
Mathematical modeling and numerical simulation is becoming in-
creasingly important for both understanding the complex processes
taking place in electrochemical cells, as well as supporting the opti-
mization of cell and system design. Modeling and simulation are being
carried out on all spatial scales – from the atom to the system. This
article and the following literature overview focuses on the continuum
scale of the basic cell repeat unit, consisting of the two electrodes,
the electrolyte/separator, and the two current collectors; this is the
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smallest possible fully functional electrochemical cell. In technical
applications, the thickness of the repeat unit varies approximately
between 100 μm (lithium batteries) and 5 mm (fuel cells).
A large body of modeling literature is available for this scale. LIB
models have been pioneered by Newman and co-workers as early
as in the 1970s9,10 and are being widely used today.11–14 Modeled
battery chemistries include mostly intercalation systems (e.g., LiC6,
LiCoO2), but also phase-change materials such as LiFePO4. Several
review articles are available.15–18 Only few studies are available for
multi-phase systems such as Li-S19 and Li-O.20,7,21 These studies serve
as basis for assessing the functionality of the present framework.
SOFC models show their own development line. They were ini-
tially presented in the 1990s by a number of groups22–26 and are be-
ing widely used today.27,28 Several review articles are available.29–34
Models focusing on multi-phase behavior such as secondary-phase
formation are scarce.35
PEFC models have also been developed since the 1990s,36–38 in-
cluding their various types (low-temperature PEFC, direct methanol
fuel cells (DMFC), high-temperature PEFC). Different than in LIB
and SOFC, the modeling of bulk phase formation is today standard
in the low-temperature PEFC and DMFC literature, namely, the for-
mation and transport of liquid water. The approach is referred to as
two-phase model (liquid and gas-phase water), sometimes also as
three-phase model (referring to water dissolved in Nafion-type mem-
branes). There are a number of reviews.39–41 Moreover, the formation
of ice as solid bulk phase has been modeled in the context of cold-start
behavior.42 In the latter case, the respective systems of PEFC cathodes
(2 H+ + 12 O2 + 2 e− → H2O(s)) and Li-O cathodes (2 Li+ + O2+ 4 e− → Li2O2(s)) show considerable similarity.
Based on this literature overview, our development of a generic
modeling framework is motivated as follows:r There are considerable similarities in the modeling methodol-
ogy used in LIB, PEFC and SOFC. These similarities are exploited
within a generic framework, leading to significant synergies and thus
increased efficiency in model development.r Knowledge transfer between different fields is enhanced, for
example, by combining half cells (battery and fuel cell to Li-O) or
using the same components (gas diffusion electrodes in PEFC and
Li-O).r As many model equations are similar in the various electrochem-
ical cells, a generic framework offers a validated base functionality,
strongly reducing modeling and simulation errors.r In LIB and SOFC, only very few present models are capable of
describing the evolution of bulk phases. The development of a generic
framework opens up new directions in modeling these systems.r Finally, a generic framework opens pathways for systems be-
yond those discussed in this article; this includes aqueous lithium-
oxygen cells, redox flow cells, direct methanol fuel cells with CO2
bubble formation, and other battery and fuel cell types.
A number of generic commercial codes are available and being
used for modeling electrochemical cells. Those are usually based
on built-in computational fluid dynamics (CFD) functionality, which
can be coupled to additional mathematical models either via equa-
tion interpreters (e.g., COMSOL Multiphysics) or via coupling to
user-defined C/Fortran code (e.g., ANSYS, STAR-CD). Due to their
high-level CFD capability, those tools are particularly useful for
2D/3D transport on structurally complex computational domains.
However, integrating multi-step electrochemical reaction mechanisms
and multi-phase management can be tedious, as systems of rate equa-
tions need to be implemented manually. The present modeling frame-
work provides a complementary functionality: While transport is mod-
eled on structurally simple 1D+1D computational domains, complex
electrochemistry (thermodynamics, multi-step kinetics with parallel
and side reactions, mixed-potential formation) and phase management
(solid, liquid, gaseous) functionality is provided based on simple text
input files.
Modeling and simulation framework
Computational domain and definition of constituents.— The com-
putational domain for the generic framework is shown in Fig. 1. It
represents the basic repeat unit of a battery or a fuel cell. The model
is based on the following assumptions and constituents:
(1) The computational domain consists of up to seven layers, as
shown in Fig. 1. The base cell functionality requires at least three
layers, representing anode, cathode and electrolyte/separator.
Additional layers can be added for gas supply (gas channels),
for example in Li-O batteries and fuel cells, and for current
collection. The layers are characterized by their macroscopic
geometry (thickness).
(2) Each layer consists of an arbitrary number of bulk phases. They
can either be solid, liquid, or gaseous. The phases are charac-
terized by their respective volume fraction ε and density ρ. For
layers consisting of multiple phases, a continuum (homogeniza-
tion) approach is applied.27 For the systems studied here, the
phases are shown schematically in Fig. 2.
(3) Each bulk phase consists of an arbitrary number of chemical
species. This can be a single species making up a bulk phase
(e.g., S8 in bulk sulfur), or a mixture of species in the gas phase
or a liquid solvent. The species are characterized by their con-
centrations c (or mole fractions X).
(4) Each layer can also contain an arbitrary number of phase
boundaries. These can be two-phase boundaries (interfaces) or
three-phases boundaries (edges). They are characterized in the
continuum approach by their volume-specific area AV and the
volume-specific boundary length lV, respectively. Area and
length generally depend on the volume fraction of the adja-
cent bulk phases; this dependence describes the influence of
microstructure on reactivity. Phase boundaries are illustrated in
Fig. 2 for the systems studied here.
(5) Optionally, surface-adsorbed species can be defined at each in-
terface. This allows to describe electrochemical reactions based
y
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Figure 1. Fundamental repeat unit consisting of up to seven layers represent-
ing the modeling domain for batteries and fuel cells. Dotted lines represent
optional components.
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Figure 2. Illustration of multi-phase reactions taking place on the micro-scale
during the operation of batteries (top) and fuel cells (bottom).
on elementary kinetics.29 Surface adsorbates are characterized
by their coverage θ.
(6) An arbitrary number of chemical reactions takes place at each
phase boundary. Reactions may involve species from one or
several adjacent bulk phases and/or surface-adsorbed species.
(7) Mass and charge transport occur within the modeling domain.
We model different transport scale regimes in a multi-scale ap-
proach, which are separately solved in 1D and coupled through
the exchange of boundary conditions: (1) Gas flow along fuel
cell channels (x direction), (2) mass and charge transport through
the porous composite electrodes and the solid or liquid elec-
trolyte/separator (y direction), (3) surface transport towards
three-phase boundaries in fuel cells43 or bulk transport in active
material particles (z direction).44 This approach allows capturing
all relevant physicochemical transport processes while keeping
computational cost at a reasonable level. Each scale can be indi-
vidually enabled, leading to either 1D, 1D+1D, or 1D+1D+1D
computational domains.
(8) The model is assumed isothermal.
Within this generic framework, different applications differ only in
number and type of constituents (layers, phases, boundaries, species,
reactions) as well as their structural, chemical and transport properties.
The flexibility described here is achieved via a generalized implemen-
tation of the computational domain and model equations (see Section
on Simulation Methodology).
Governing transport equations.— Mass and charge transport take
place within bulk phases (e.g., molecules in the gas phase, ions in
liquid electrolytes, electrons in solid conductors). Depending on the
layer and phase type, different transport mechanisms are possible.
For clarity, the governing equations are summarized in Table I. The
derivation of these equations has been described in detail earlier45,27,43
and is therefore not included here, except liquid-electrolyte charge
transport which will be described below. We model the following
transport processes:
(1) Channels/gas-phase: Gas-phase convective and diffusive flow,
described with a one-dimensional form of the Navier-Stokes
equations (Table I, Eqs. (40)–(43)).
(2) Porous electrodes/gas-phase: Diffusive and convective flow, de-
scribed by coupled diffusion (Stefan-Maxwell law using Bosan-
quet diffusion coefficients that account for ordinary and Knudsen
diffusion) and pressure-driven flow (Darcy law) (Table I, Eqs.
(44)–(46)).
(3) Porous electrodes/liquid-electrolyte phase: Diffusion and mi-
gration of ions, described under assumption of electroneutrality
using concentrated or dilute solution theory (Table I, Eqs. (47)–
(51)).
(4) Porous electrodes and separator/solid phase: Electronic and ionic
charge transport, described by Ohm’s law (Table I, Eqs. (52) and
(53)).
(5) Cell current and voltage are derived from the electric potential
distribution and the current due to electrochemical reactions and
double layer charge/discharge (Table I, Eqs. (54)–(58)).
In the channels, mass transport is modeled in one dimension x in
flow direction. In the electrodes, mass transport is modeled in one
dimension y perpendicular to the membrane/separator. This yields
an overall 1D+1D model. In the present framework, the model can
be extended by surface transport perpendicular to the three-phase
boundary43 or by bulk-phase transport in active materials particles,44
giving rise to overall 1D+1D+1D models (not used in the applications
presented here).
Mass and charge transport in liquid electrolytes.— Transport in
liquid electrolytes is commonly described using concentrated solu-
tion theory17 or, alternatively, by diluted solution theory46,44 which
neglects interactions between dissolved species. Here, we cast these
two theories into one consistent framework of equations.
Continuity of species i in a liquid electrolyte is given by the Nernst-
Planck equation,47
∂(εci )
∂t
= −div
(
−Deffi grad ci − Dmigr,effi grad φelyt
)
+
∑
m
AVms˙i,m
[1]
where transport occurs via diffusion (gradient of concentration ci) and
migration (gradient of the electric potential in the electrolyte φelyt), and
chemical source terms occur at all phase boundaries m. The effective
transport coefficients Deffi and D
migr,eff
i account for the microstructure
of the medium (see Sec. Mass and charge transport coefficients). We
assume electroneutrality to determine the electric potential (cf. Table I,
Eq. (49)).
0 = −
∑
i
zi F divJi +
∑
m
zi F AVms˙i,m [2]
In dilute solutions, the migration coefficients Dmigri are given as a
function of the diffusion coefficients Di according to
Dmigri =
zi F
RT
ci Di . [3]
The theory of concentrated solutions requires more parameters.
Here we restrict ourselves to a binary salt (z+ = |z−|) with a single
cation (Li+) and a single anion (PF6−) without convection. Such binary
solutions are commonly17 described by the equations
∂(εc)
∂t
= −div (DLiPF6 grad c) +
i t+
z+ F
, [4]
and
i = −σD
c
grad c − σ grad φelyte, [5]
with σD = 2z+ F (t+ − 1) c
∂μ+
∂c
and the chemical potential μ+ of Li+.
We transform these equations into our framework (Eq. 1) by choosing
D± = DLiPF6 +
t±
z± F
σD
c±
[6]
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Table I. Summary of transport models included in the present framework (cf. List of symbols for definitions).
Physicochemical process Model equation
Gas-phase transport in channels45
Continuity
∂ρ
∂t
= − ∂(ρν)
∂x
+ P
cha
chem
Acha
∑
s˙chai Mi [40]
Momentum conservation
∂(ρv)
∂t
= − ∂(ρvv)
∂x
− ∂p
∂x
− P
cha
h
Acha
τw [41]
Species conservation
∂(ρYi )
∂t
= − ∂(ρvYi )
∂x
− ∂ j
diff
i
∂x
+ P
cha
chem
Acha
s˙chai Mi [42]
Ideal gas law p = ρRT ∑
i
Yi /Mi [43]
Gas-phase transport in porous electrodes27
Species conservation
∂(εcg Xi )
∂t
= − ∂ J
diff
i
∂y
− ∂ J
flow
i
∂y
+
∑
m
AVms˙i,m ([44]
Diffusive fluxes: Stefan-Maxwell law
∂(cg Xi )
∂y
=
∑
j∈Sg
Xi J diffj − X j J diffi
Deffi j
[45]
Pressure-driven porous fluxes: Darcy flux J flowi = Xi cg
B
μ
∂p
∂y
[46]
Charge transport in liquid electrolytes46,17
Sepcies conservation
∂ (εci )
∂t
= − ∂ Ji
∂y
+
∑
m
AVms˙i,m [47]
Species fluxes Ji = −Deffi
∂ci
∂y
− Dmigr,effi
∂φelyt
∂y
[48]
Charge conservation 0 = −∑
i
zi F
∂ Ji
∂y
+∑
m
zi F AVms˙i,m [49]
Coefficients: Dilute solution theory44 Dmigri =
zi F
RT
ci Di [50]
Coefficients: Concentrated solution theory (this work) D± = D0 + t±
z± F
σD
c±
and Dmigr± =
t±
z± F
σ [51]
Charge transport in solid ionic and electronic conductors27
Coupled ionic and electronic charge transport (anode and cathode) ∂
∂y
(
σelyt fσ ∂ (φ)
∂y
)
= −
(
iVF + iVdl
)
[52]
Ionic charge transport (solid electrolyte) ∂
∂y
(
σelyt
∂φelyt
∂y
)
= 0 [53]
Cell current and voltage27
Cell voltage E = φelde,ca − φelde,an [54]
Total current density (anode and cathode) i =
∫ Lelectrode
y=0
(iF + idl)dy [55]
Current density due to electrical double layer (anode and cathode) idl(t) = AdlCdl
∂(φ)
∂t
[56]
Faradaic current density iF =
∑
m
Fs˙electron,m AVm +
∑
n
Fs˙electron,nlVn [57]
Potential step (anode and cathode) φ = φelde–φelyt [58]
and
Dmigr± =
t±
z± F
σ [7]
with t− = 1 − t+.
(Electro-)chemistry rate laws.— The species continuity equa-
tions in the porous electrode (Table I, Eqs. (44) and (47)) include
source terms s˙i due to interfacial reactions. According to mass-action
kinetics,48 the net production rate of species i due to an (electro-)
chemical reaction is given by
s˙i = vi
⎛
⎝k f ∏
j∈R f
a
v′j
j − kr
∏
j∈Rr
a
v′′j
j
⎞
⎠ , [8]
where kf and kr are the forward and backward rate constants, νi denotes
the stoichiometric coefficient of species i, aj the activities, and ν′ and
ν′′ represent the positive stoichiometric coefficients for all reactants of
the forward and backward reaction, respectively. The activity depends
on the type of each species. For gas-phase and dissolved species it is
equal to concentration [mol m−3], for surface adsorbates it equal to
surface concentration [mol m−2], and for solid bulk phases it is unity.
The forward rate constant is given by a modified Arrhenius ex-
pression,
kf = kf0T β exp
(
− E
act
f
RT
)
exp
(
−αzF
RT
φ
)
, [9]
where kf0 is the preexponential factor, T the temperature, E actf the acti-
vation energy, β a temperature exponent, and R the ideal gas constant.
In case of a charge-transfer reaction, the last exponential term repre-
sents the influence of the electric potential difference φ, with a net
transfer of z electrons, the Faraday’s constant F and a symmetry factor
α.48,49 For thermochemical reactions (no charges involved), z = 0, and
Eq. 9 reduces to the standard Arrhenius expression.
The reverse rate constant follows from thermodynamic consistency
using the thermodynamic data,
kf
kr
= exp
(
−G
RT
)
, [10]
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Table II. Definition of parameters for the lithium-sulfur cell; converted from Kumaresan et al.19 Values are given for T = 298.15 K and
p = 101325 Pa.
Cathode Thickness 41 μm
Control volumes 1 × 4
Bulk phases Volume fraction (ε0) Species
Density / Inital
concentration Diffusion coefficient
Sulfur 0.16 S8(solid) 2.07 · 103 kg · m−3 –
Carbon 0.062 C 2.26 · 103 kg · m−3 –
Electrolyte 0.778 C4H6O3 1.20 · 103 kg · m−3
/1.023 · 104 mol · m−3
–
Li+ 1.024 · 103 mol · m−3 1 · 10−10 m2 · s−1
PF6− 1.023 · 103 mol · m−3 4 · 10−10 m2 · s−1
S2− 8.456 · 10−10 mol · m−3 1 · 10−10 m2 · s−1
S22− 5.348 · 10−7 mol · m−3 1 · 10−10 m2 · s−1
S42− 2.046 · 10−2 mol · m−3 1 · 10−10 m2 · s−1
S62− 3.314 · 10−1 mol · m−3 6 · 10−10 m2 · s−1
S82− 1.821 · 10−1 mol · m−3 6 · 10−10 m2 · s−1
S8(dissoluted) 1.943 · 101 mol · m−3 1 · 10−9 m2 · s−1
Lithium sulfide (Li2S) 1 · 10−4 Li2S(solid) 1640 kg · m−3 –
Interfaces Specific area (A0) Reactions Forward rate Reverse rate
Sulfur-Electrolyte 1.0 · 105 m2 · m−3 S8(solid) À S8(liquid) 1.900 · 10−2 m−0.5 · mol0.5 · s−1 1 s−1
Carbon-Electrolyte 1.32 · 105 m2 · m−3 1/2 S8(liquid) + e− À 1/2 S82− 7.725 · 1013 m−0.5 · mol0.5 · s−1 2.940 · 10−27
m−0.5 · mol0.5 · s−1
3/2 S82− + e− À 2 S62− 4.331 · 1016 m · mol−0.5 · s−1 1.190 · 10−23 m4 · mol−1 · s−1
S62− + e− À 3/2 S42− 3.193 · 1014 s−1 4.191 · 10−24
m · mol−0.5 · s−1
1/2 S42− + e− À S22− 2.375 · 1011 m−0.5 · mol0.5 · s−1 7.505 · 10−24 s−1
1/2 S22− + e− À S2− 4.655 · 1012 m−0.5 · mol0.5 · s−1 4.738 · 10−22 s−1
Li2S-Electrolyte 1.0 · 105 m2 · m−3 2 Li+ + S2− À Li2S(solid) 2.750 · 10−5 m6 · mol2 · s−1 8.250 · 10−19 s−1
Separator Thickness 9 μm
Control volumes 1 × 5
Bulk phases Volume fraction (ε0) Species
Electrolyte 1.0 See cathode
Anode Thickness 100 μm
Control volumes 1 × 5
Bulk phases Volume fraction (ε0) Species Molar Gibbs energy Density / Inital
concentration
Lithium 0.63 Li 0 5.34 · 102 kg · m−3
Electrolyte 0.37 See cathode
Interfaces Specific area (A0) Reactions Forward rate Reverse rate
Lithium-Electrolyte 1 · 105 m2 · m−3 LiÀ Li+ + e− 4.086 · 10−9 m−5 · mol2 · s−1 1 m−2 · mol · s−1
where G is the molar Gibbs reaction enthalpy. The latter can be
calculated by the sum over the species chemical potentials μi
G =
∑
i∈R
νiμi =
∑
i∈R
νi (hi − T si ), [11]
where h is the molar enthalpy of formation and s the molar entropy
of formation. We correct Eq. 10 for the units of kf and kr with the
total concentration of the phases. Values for h and s are taken from
literature (either explicitly from thermodynamic tables or implicitly
by converting from kinetic data). Note that thermodynamics require
the definition of reference states, for example, the pure elements at
standard conditions and – for each solution phase – a reference dis-
solved species. For those reference species, h and/or μ are set to zero
(cf. Tables II–V).
The local volumetric faradaic current density iF is calculated from
the source term of electrons, normalized by the electrochemically
active surface area
iF =
∑
m
Fs˙electron,m AVm, [12]
with Faraday’s constant F, the net production rate of electrons s˙electron,m
and the corresponding surface area AVm , where the sum m runs over all
reactions and surfaces. For reactions including more than two phases,
the term of the surface area is replaced by the boundary length lVm ,
iF =
∑
m
Fs˙electron,mlVm . [13]
Chemistry between species within bulk phases.— Chemistry be-
tween species within bulk phases, like gas-phase reactions, is included
in our framework and described by Eqs. 8–11. However, it can be nec-
essary to describe reactions for special cases by additional expressions.
One example is modeling the solubility of gas in a liquid phase, such
as molecular oxygen inside the electrolyte of a Li-O battery,
O(gas)2 À O
(elyt)
2 . [14]
In this case, thermodynamics for the reaction follows from Henry’s
law,48
pi = ci K , [15]
which states, that the partial pressure p of species i is proportional to
its concentration ci in the liquid (valid at chemical equilibrium for low
solvent concentrations). K is Henry’s constant.
Surface and interfacial chemistry.— Electrochemical reactions are
interfacial processes taking place at surfaces and phase boundaries.
There are different approaches to account for interfacial reactions,
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Table III. Definition of parameters for the lithium-oxygen cell; converted from Andrei et al.7 Values are given for T = 298.15 K and p = 101325
Pa. Reverse reaction coefficients follow from thermodynamic consistency.
Cathode
channel Length × Width − Species Initial concentration
Control volumes 1 × 1 O2 0.21 mol · mol−1
N2 0.79 mol · mol−1
Cathode Thickness 750 μm
Control volumes 1 × 35
Bulk phases Volume fraction (ε0) Species Molar Gibbs energy Density / Inital
concentration
Diffusion coefficient
Carbon 0.25 C 0 2.26 · 103 kg · m−3 –
Electrolyte 0.75 EC-EMC − 1.21 · 103 kg · m−3 /
1.07 · 104 mol · m−3
–
Li+ 0 1.0 · 103 mol · m−3 See66
PF6− − 1.0 · 103 mol · m−3 See66
O2(dissolved) −4363 1.62 mol · m−3 7 · 10−10 m2 · s−163
Lithium peroxide
(Li2O2)
0.0 Li2O2 −644 2.14 · 103 kg · m−3 –
Interfaces Specific area (A0) Reactions Forward rate
Carbon-Li2O2-
Electrolyte
8.66 · 107 m2 · m−3 2 Li+ + O2(dissolved)
+ 2 e− À Li2O2
9.23 · 1031
m7 · mol−2 · s−1
Carbon-
Gas(cathode channel)
− O2(gas) À O2(dissolved) Assumed in
equilibrium63
Separator Thickness 250 μm
Control volumes 1 × 5
Bulk phases Volume fraction (ε0) Species
Electrolyte 0.9 See cathode
Glass separator 0.1 −
Anode Thickness 0.01 μm
Control volumes 1 × 1
Bulk phases Volume fraction (ε0) Species Molar Gibbs energy Density / Inital
concentration
Lithium 1.0 Li 0 5.34 · 102 kg · m−3
Interfaces Specific area (A0) Reactions Forward rate
Lithium-Electrolyte 1 · 108 m2 · m−3 LiÀ Li+ + e− 1.31 · 10−7 m · s−1
that is, global kinetics and elementary kinetics.29 In a global kinetic
approach, surface-adsorbed intermediates are neglected, either be-
cause they are not relevant (e.g., solution/dissolution reactions, elec-
tron transfer to species in solution without catalyst), or because their
properties are unknown or too time-consuming to model (e.g., when
applying half-cell electrochemical reactions such as O2 + 4 H+ + 4 e−
À 2 H2O). In these cases, interfacial reactions are assumed to take
place between species of adjacent bulk phases, and reaction rates only
depend on the concentration of the reactants in the bulk phases.
In an elementary kinetic approach, reactions involve sur-
face adsorbates. This includes surface-surface-reactions (Langmuir-
Hinshelwood type mechanism), charge transfer, adsorption and
desorption, as well as bulk/surface reactions (Eley-Rideal type
mechanisms).29,50 Surface chemical kinetics are calculated accord-
ing to Eqs. 8–11. The absolute production rates of bulk species are
obtained by multiplying area-specific (or line-specific) rates of pro-
duction with the surface area AV or the boundary length lV, respectively
(cf. Table I, Eqs. (44) and (47)).
Multi-phase management
Multi-phase management is a core component of the present mod-
eling framework. The volume fraction of a bulk phase can change by
three different processes, phase formation/dissolution, phase transi-
tion, and phase transport:
(1) Phase formation/dissolution is characterized by mass transfer
from one phase to another by an (electro-)chemical reaction. For
example, considering the oxidation of nickel metal by oxygen
creates a new phase of solid nickel oxide (NiO), dissolving the
nickel phase,
2Ni + O(gas)2 À 2NiO. [16]
Reaction kinetics of the phase formation/dissolution can be de-
scribed by Eqs. 8–11.
(2) Phase transition describes the change between different states of
aggregation. Even though a phase transition is not a chemical
reaction in a conventional sense, it obeys the laws of thermody-
namics and can be treated as special case of a reaction between
two bulk phases. Therefore we apply the formulation above (see
Eqs. 8–11) to phase transitions as well. For example, the transi-
tion from liquid water to steam is written as reversible reaction,
H2O(liquid) À H2O(gas). [17]
(3) Phase transport occurs, for example, in PEFCs where liquid wa-
ter moves due to a gradient in capillary pressure. Phase transport
is not considered in the present models.
Modeling the evolution of phases participating in these processes
requires the introduction of a multi-phase management. Its purpose is
accounting for the volume fractions ε of all phases within a layer as a
function of time and spatial location inside the cell. Mass conservation
of each phase i is described in terms of the mass density (ρε) via the
continuity equation,
∂(ρi εi )
∂t
= Ri Mi , [18]
where ρi is the density and Mi the mean molar mass of phase i. We
assume that phase formation/dissolution reactions occur at interfaces
between two or more phases. The rate of formation Ri follows from
the chemical source terms s˙i,m of all reactions m involving phase i,
including surface reactions, surface/gas phase reactions, surface/bulk
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Table IV. Definition of parameters for the solid oxide fuel cell. Values are given for T = 1073 K and p = 101325 Pa. Reverse reaction coefficients
follow from thermodynamic consistency.
Cathode
channel Length × Width 0.05 × 0.001 m Species Initial concentration
Control volumes 10 × 1 O2 0.21 mol · mol−1
N2 0.79 mol · mol−1
Cathode Thickness 20 μm
Control volumes 10 × 7
Bulk phases Volume fraction (ε0) Species Molar enthalpy Molar entropy Density
LSM 0.3 – – – –
YSZ 0.3 YSZ − − 6100 kg · m−3
VYSZ 0 kJ · mol−177 0 J · K−1mol−177 −
O2−YSZ −236.4 kJ · mol−177 0 J · K−1mol−177 −
Gas 0.4 (τ = 2) See channel
Interfaces Specific length (l0) Reactions Forward rate Activation energy
LSM-YSZ-Gas 3.95 · 108 m · m−3 O2 + 2 VYSZ + 4 e−
À 2 O2−YSZ
6 m8 · kmol−2 · s−173 125 kJ · mol−173
Separator Thickness 20 μm
Control volumes 10 × 7
Bulk phases Volume fraction (ε0) Species
YSZ 1.0 See cathode
Anode Thickness 500 μm
Control volumes 10 × 22
Bulk phases Volume fraction (ε0) Species Molar enthalpy Molar entropy Density
Nickel 0.33 Ni 24.2 kJ · mol−178 69.2 J · K−1mol−178 8908 kg · m−3
YSZ 0.34 See cathode
Gas 0.33 (τ = 8.568) See channel
Nickel oxide (NiO) 1 · 10−9 NiO −190.1 kJ · mol−179 113.9 J · K−1mol−179 7450 kg · m−3
Interfaces Specific area (A0) Reactions Forward rate Activation energy
Nickel-YSZ-Gas 4.55 · 108 m2 · m−3 H2 + O2−YSZ À H2O
+ VYSZ + 2 e−
7 · 106 m5 · kmol−1 · s−173 235 kJ · mol−173
Nickel-NiO-YSZ-Gas 2.3 · 106 m2 · m−3 Ni + H2OÀ NiO + H2 1 · 10−4 m4 · kmol−1 · s−1 120 kJ · mol−1
Ni + O2−YSZ À NiO
+ VYSZ + 2 e−
1 · 10−7 m4 · kmol−1 · s−1 120 kJ · mol−1
Anode
channel Length × Width 0.05 × 0.001 m Species Initial concentration
Control volumes 10 × 1 H2 0.1 mol · mol−1
H2O 0.9 mol · mol−1
reactions, and charge-transfer reactions. It is given by
Ri =
∑
m
s˙i,m AVm, [19]
where AVm accounts for the volume specific surface area corresponding
to reaction m. For reactions including more than two phases, the term
of the active surface area is replaced by the active boundary length lVm
inbetween all involved phases,
Ri =
∑
m
s˙i,mlVm . [20]
Phase formation/dissolution reactions, like growth of solid struc-
tures out of the electrolyte or gas-phase, can cause changes to the total
volume of the solid materials. As a result the pressure and/or volume
of the system can vary. This effect is handled by defining compress-
ible phases. If present, the gas phase fulfills this role (e.g., in fuel
cells): Upon solid volume fraction increase, gas-phase volume frac-
tion decreases and gas-phase pressure increases, as described by the
ideal gas law. If no gas phase is present (e.g., in batteries), we assign
the liquid electrolyte the property of a “compressible” phase: Upon
solid volume fraction increase, electrolyte volume fraction decreases,
and concentrations of electrolyte species increase. This assumption
ensures mass conservation. It could also be interpreted as presence of
a buffer volume for the liquid phase not included in the computational
domain (e.g., by slight expansion of the cell dimensions). A full de-
scription of such effects would require the integration of a mechanical
model (describing pressure increase and compression effects inside
the electrode) as well as convective liquid flux into the buffer volume,
which is out of the scope of the present work. For convenience, we
solve for the volume fraction of the compressible phase by applying
the constraint
∑
i
εi = 1. [21]
Eqs. 18–21 are of central importance for modeling multi-phase
behavior of electrochemical systems. Firstly, they allow following the
dynamic change of bulk phases, which is fundamental for both batter-
ies (where the state of charge is directly related to volume fractions)
and fuel cells (where secondary phase formation represents important
degradation mechanisms). More importantly, they allow a direct cou-
pling to both chemical kinetics (via modification of interfacial areas)
and transport (via modification of transport coefficients and available
transport pathways). This will be further described below.
Feedback between multi-phase management and
structure/chemistry/transport
Microstructural properties.— The spatial appearance of secondary
phases, as well as changes in the volume fractions of primary phases,
has multiple effects on structure, chemistry and bulk transport pro-
cesses. Concerning microstructure, key parameters used in the present
model are the volume-specific two-phase interfacial areas AVm,n be-
tween two bulk phases m, n, and the volume-specific three-phase
specific lengths lVm,n,o between three phases m, n, o. We use a general
expression to describe their dependence on changes of bulk-phase
Journal of The Electrochemical Society, 159 (9) A1528-A1542 (2012) A1535
Table V. Definition of parameters for the polymer electrolyte fuel cell. Values are given for T = 354 K and p = 101325 Pa. Reverse reaction
coefficients follow from thermodynamic consistency.
Cathode
channel Length × Width 0.9282 × 0.002 m Species Initial concentration
Control volumes 8 × 1 O2 0.17 mol · mol−1
N2 0.68 mol · mol−1
H2O 0.15 mol · mol−1
Cathode Thickness 30 μm
Control volumes 8 × 9
Bulk phases Volume fraction (ε0) Species Molar enthalpy Molar entropy Density
Pt/C 0.3 – – – –
Nafion 0.3 H+ −100 kJ · mol−1 0 J · K−1mol−1 −
Gas 0.4 See channel
Water(liquid) 1 · 10−7 H2O(liquid) −281.620 kJ · mol−178 82.8851 J · K−1mol−178 1000
kg · m−3
Interfaces Specific area (A0) Reactions Forward rate Activation energy
Pt/C-Nafion-Gas 2.3 · 106 m2 · m−3 4 H+ + O2 + 4 e− À
H2O(liquid)
1 · 1026 m13 · mol−1 · s−1 300 kJ · mol−1
Water(liquid)-Gas 1 m2 · m3 H2O(liquid) À H2O(gas) 1.48 · 104 K0.5 · m · s−1 42 kJ · mol−1
Separator Thickness 50 μm
Control volumes 8 × 9
Bulk phases Volume fraction (ε0) Species
Nafion 1.0 See cathode
Anode Thickness 0 μm (flat anode)
Control volumes 8 × 1
Bulk phases Volume fraction (ε0) Species
Pt/C 0.3 –
Nafion 0.4 See cathode
Gas 0.3 See channel
Interfaces Specific area (A0) Reactions Forward rate Activation energy
Pt/C-Nafion-Gas 2.3 · 106 m2 · m−3 H2 À 2 H+ + 2 e− 1 · 1051 m · s−1 300 kJ · mol−1
Anode
channel Length × Width − Species Initial concentration
Control volumes 1 × 1 H2 0.85 mol · mol−1
H2O 0.15 mol · mol−1
volume fractions,
AVm,n = AV0 · fm,n(εm, εn), [22]
lVm,n,o = lV0 · fm,n,o(εm, εn, εo), [23]
where AV0 is the initial surface area and lV0 the initial boundary length.
The functions f describe the change of AV0 or lV0 depending on the
volume fractions of adjacent phases. These relationships can be either
empirical, or based on geometrical considerations.
In this work, empirical relationships are used for all solid-
electrolyte interfaces in the Li-S cathode according to
fSolid−Electrolyte =
(
εsolid
εsolid,0
)1.5
, [24]
for the nickel-YSZ-gas three-phase boundary in the SOFC anode
according to
fNickel−YSZ−Gas =
(
εnickel
εnickel,0
εYSZ
εYSZ,0
εgas
εgas,0
)10
, [25]
and for the gas-platinum interface in the PEFC cathode according to
fPlatinum−Gas =
εgas
εgas,0 + εliquid,0 . [26]
In the PEFC model, water evaporation/condensation takes place
at the vapor/liquid interface. In order to avoid numerical instabilities,
which may occur when reaching volume fractions equal to zero, we
assume that the boundary vanishes for very low as well as for very
high volume fractions εliquid, according to
fLiquid−Gas = 1 − exp(−ξεliquid) − exp(ξ(εliquid − εgas,0 − εliquid,0)),
[27]
with ξ = 100.
Based on geometrical considerations, other relationships can be
derived. For example, assuming the formation of a surface film in a
system of cylindrical pores7 yields an expression used for the carbon-
electrolyte interface in the Li-O cathode,
fCarbon−Electrolyte =
√
εelyt. [28]
Fig. 3 shows the dependence of volume-specific surface area or
length on volume fraction according to the relationships given in
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Figure 3. (color online): Effect on volume-specific two-phase or three-phase
boundary as function of change in bulk volume fraction for the cases used in
this work.
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Eqs. 24–28. A large value of the exponent in Eq. 24 and Eq. 25 means
a strong microstructural influence on bulk phase volume fraction and
phase boundaries. Three-phase boundaries are expected to be more
strongly influenced by the three adjacent bulk phases than two-phase
boundaries.
Interfacial chemistry.— Chemical source terms in the governing
equations are proportional to the volume-specific boundaries (cf.
Table I, Eqs. (44) and (47)). Therefore, changes in microstructure
directly influence reaction rates. Let us illustrate this at the case of
a Li-S cell discharge: If bulk sulfur volume fraction tends to zero
due to dissolution reactions (Eq. 18), the sulfur-electrolyte interfacial
area also tends to zero (Eq. 24), which in turn reduces the dissolution
reaction rate to zero (Eq. 19).
Mass and charge transport coefficients.— In the continuum ap-
proach used in this work, mass and charge transport are described
through effective coefficients (diffusion coefficients, conductivities).
They are assumed to depend on volume fraction εi as well as on
tortuosity factor τi2 of the bulk phase according to
Deffi =
εi
τ2i
Di and σeffi =
εi
τ2i
σi , [29]
where D is a diffusion coefficient (e.g., gas-phase or liquid-phase
species diffusion coefficient), σ is a conductivity (solid-phase ionic
or electronic conductivity), and τ is a tortuosity. In other cases (e.g.,
concentrated solution theory in liquid electrolytes) we combine these
dependencies in a Bruggemann coefficient β,
Deffi = εβ Di and σeffi = εβσi . [30]
Transport capacitances.— In the transport equations, the time
derivative of the conservation variable includes the volume fraction
of the respective phase (cf. Table I, Eqs. (44) and (47)). This can
be interpreted as a chemical capacitance. The dynamic behavior of
mass and charge transport is thus strongly influenced by multi-phase
management.
Simulation methodology
The modeling framework presented in this paper is mathemati-
cally represented by a differential-algebraic equation (DAE) system
that describes the implicit relationship between cell current density i
and cell voltage E (Table I, Eqs. (54) and (55)) under consideration of
multi-phase management (Eq. 18 and 21), chemistry (Eqs. 8, 12, 19),
and transport processes (Table I, Eqs. (40)–(51)). In our implementa-
tion, we can solve either for E when i is specified, or for i when E is
specified, or for i and E when the power density P = i · E is specified.
The model framework was implemented into the in-house software
package DENIS (detailed electrochemistry and numerical impedance
simulation).27 In order to evaluate the chemical source terms (s˙i in
Eq. 8), we use the software CANTERA developed by Goodwin and
co-workers.51 CANTERA is an open-source software for solving com-
plex chemical reaction systems based on conveniently-structured input
files. We connect CANTERA (written in C++) to our in-house soft-
ware DENIS (written in C/C++), making the full CANTERA func-
tionality available during DENIS runtime. For numerical simulation,
the computational domain is spatially discretized using the finite-
volume method. The numbers of control volumes for all examples
discussed in this work are listed in Tables II–V. Number and distribu-
tion of control volumes was chosen such that a further increase did not
affect the calculated results within 0.5% and 5% for the discretization
in y and x dimension, respectively. The resulting DAE system is solved
using LIMEX.52,53 For determining consistent initial values, LIMEX’s
built-in Newton solver yields good stability.54 The code takes advan-
tage of several subroutines from Numerical Recipes.55 Analytic ex-
pressions for specific boundaries (Eqs. 22 and 23) are evaluated using
muParser.56 The full model functionality is controlled via two ASCII
input files, a DENIS input file controlling phase management, trans-
port parameters and simulation methodology, and a CANTERA input
file controlling thermodynamic and kinetic properties of phases and
species.
Lithium-sulfur battery
Background.— The lithium-sulfur (Li-S) battery is a promising
system for energy storage. Its energy density (up to 2.6 kWh/kg) is
the highest of all “closed-system” batteries known. Even though the
system has been known for decades,57 recently it gained increasing
attention due to the demand for lightweight high-capacity batteries
for application in electric vehicles.21
While the negative electrode of a Li-S cell consists of pure metal-
lic lithium, the positive electrode typically is a compound of finely
dispersed sulfur, electronically conducting carbon, and a stabilizing
binder.6 The overall reaction of the Li-S cell can be formulated as
S8 + 16LiÀ 8Li2S. [31]
Unlike in lithium-ion batteries, where Li atoms are intercalated into
various lattice materials, all reactants and products are pure solids. The
charge and discharge processes involve the dissolution and precipi-
tation as well as the chemical transformation of these materials. The
reaction proceeds over a large number of intermediate sulfur species at
different oxidation states, which are partially soluble. The large num-
ber and different properties of those intermediates represent a major
challenge in understanding Li-S electrochemistry. Several proposed
mechanisms for the reduction of sulfur in the Li-S cell have been
published.19,58,59,57 The Li-S battery model presented here is based on
the work of Kumaresan et al.19
Modeling and simulation.— Table II defines the layers, bulk
phases, phase boundaries, species and reactions used in the Li-S
model. The parameters have been converted from Kumaresan et al.19
The model assumes a conversion of metallic lithium and solid sulfur to
solid Li2S via the reaction pathway shown in Table II. Even though all
reactions take place at liquid/solid surfaces, no explicit surface states
(i.e., adsorbates) are resolved. Furthermore, to simplify the model
and reduce the number of parameters, side reactions are neglected in
this work. Galvanostatic discharge was simulated at a current of
0.34 A · m−2, corresponding to a discharge rate of C/50.
Results.— Fig. 4 depicts the simulated discharge curve together
with the volume fractions of the S8 and Li2S phases. From this figure,
the two distinct stages of the discharge curve, which are observed in
experiment,60 can be explained: During the first stage, solid sulfur is
present in the cell and the voltage remains relatively high. In the sec-
ond stage, when all solid sulfur is completely dissolved, the voltage
drops until it reaches a plateau as soon as solid Li2S starts to form from
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Figure 4. Lithium-sulfur battery: A typical Li-S low current discharge curve
alongside with the volume fractions of pure sulfur and Li2S.
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Figure 5. (color online): Lithium-sulfur battery: Concentrations of ions in the
electrolyte during the galvanostatic discharge shown in Fig. 4.
dissolved Li+ and S2− ions. This can be further understood from the
concentration variation of the dissolved intermediate species shown in
Fig. 5. As long as there is still solid sulfur in the cathode, the concen-
tration of dissolved sulfur S8(liquid) in the electrolyte remains constant.
During this stage, the main reaction taking place is the reduction of
S8(liquid), accompanied by the formation of various polysulfides. Once
the reservoir of solid sulfur is used up, the concentrations of S8(liquid)
and subsequently S82− and S62− start to decrease. The electrical cur-
rent now results from the reduction of the polysulfides down to S2−,
which is removed from the solution by precipitation of Li2S. Note that,
only by including detailed multi-phase management into the model,
the typical discharge curve and in particular the minimum between
the two stages of the discharge (cf. Fig. 4) can be reproduced.
Lithium-oxygen battery
Background.— Li-O batteries receive great attention in the current
literature due to their large theoretical energy density (11.9 kWh/kg
without the O2 mass), which is a factor of ∼5 above that of con-
ventional Li-ion technology.61 At the cathode, four bulk phases are
involved in the reaction according to
2Li+(electrolyte) + O(gas)2 + 2 e−(carbon) À Li2O(solid)2 . [32]
Added catalysts such as MnO2 may represent a fifth bulk phase.
Connected to the multi-phase management, a long list of issues needs
to be solved for Li-O batteries.62 The formation of solid lithium oxide
as product phase can clog pore space and/or form an insulating film
on the carbon support. Oxygen solubility and diffusivity are very
low in organic electrolytes.63 Furthermore, standard carbonate-based
electrolytes decompose during discharge of Li-O cells.64 Aqueous
electrolytes are interesting alternatives, but their reactivity toward
lithium is a major security risk.
Modeling attempts of Li-O cells are scarce,20,7,21,65 compared to the
large body of experimental work. The modeling literature focuses on
problems arising from the deposition of solids in the porous cathode
as a result of discharge (e.g., Li2O2)7 or degradation (e.g., Li2CO3)
reactions.20 These solids accumulate in the porous structure of the
cathode.
Modeling and simulation.— Table III defines the layers, bulk
phases, phase boundaries, species, and reactions used in the Li-O
model. The model has been converted from Andrei et al.,7 exchang-
ing the electrolyte. Our modeling framework captures solid-phase
deposition conveniently: Eq. 18 describes the creation of solid re-
action products, Eq. 21 the consecutive change in porosity, i.e., the
volume fraction of the electrolyte. The reduction in porosity trig-
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Figure 6. (color online): Lithium-oxygen battery: Discharge curves at various
current densities between 0.1 A/m2 and 1 A/m2.
gers two effects: The transport speed in the electrolyte is reduced re-
sulting in pore clogging, described by Bruggemann coefficients (see
Eq. 6), and the surface area of the cathodic discharge reaction de-
creases, described via Eq. 28. Other authors assume that a layer of
insulating reaction products passivates the cathode surface,20 an effect
neglected in the present work.
The electrolyte is in equilibrium with air at the cathode surface
(y = 0 in Fig. 6). The oxygen concentration at the interface is deter-
mined by Henry’s law (see Eq. 15). The equilibrium concentration of
oxygen determines its flux into the electrolyte; all other species obey
no-flux conditions at the cell boundaries.
We treat the transport of the salt LiPF6 in the aprotic solvent
EC:EMC (3:7) with concentrated solution theory17 (Eqs. 4, 5). For O2
diffusion we apply Eq. 1, assuming that the low oxygen concentration
does not influence the Li+-transport. As described above, carbonate-
based solvents decompose in a Li-O cell. Nevertheless, we choose
this standard solvent because its properties have been completely
measured. Transport parameters for the salt (Li+ diffusion coefficient,
transference number, conductivity, activity coefficient) are taken from
Nyman et al.,66 transport and thermodynamic parameters for oxygen
(O2 diffusion coefficient, Henry constant) are taken from Xu et al.63
We take into account the finite electronic conductivity of the cathodic
graphite matrix.7 The reaction mechanisms and the discharge prod-
ucts in Li-O cells are not fully understood yet, but thermodynamic
calculations predict that the formation of Li2O2 is favored against the
formation of other oxides.
Results.— Fig. 6 shows discharge curves for various current den-
sities between 0.1 A · m−2 and 1 A · m−2. Those comparatively low
values were chosen because the low solubility and diffusivity of oxy-
gen in the organic electrolyte limits the performance of the system
(cf. below). After an initial drop due to activation and concentration
overpotentials, the voltage remains nearly constant for a long period.
The discharge capacity is limited by pore clogging due to Li2O2 de-
position, as discussed in the following.
Fig. 7 shows spatial profiles along the cathode thickness. Initially
(SOC = 100%), oxygen concentration and current production are ho-
mogeneously distributed in the cathode (Fig. 7a/7b). Quickly, a steep
concentration gradient of oxygen evolves due to its slow transport
and low solubility (Fig. 7a). Thus, the reaction mainly proceeds at
the front of the cathode (Fig. 7b). In this region, Li2O2, which is
deposited during discharge, is concentrated (Fig. 7c). Consequently,
the volume fraction of the electrolyte-filled pore space decreases in
time, especially at the front of the pores. This enhances the problem
of slow oxygen transport until the pores are completely blocked
(Fig. 7c). In Fig. 7d we show that inhomogeneities and pore clog-
ging are accelerated at high discharge currents.
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Solid oxide fuel cell
Background.— As example for secondary phase formation in solid
oxide fuel cells (SOFC) a two-dimensional model incorporating nickel
(Ni) oxidation is presented. Oxidation of Ni inside the nickel/yttria-
stabilized zirconia (Ni/YSZ) composite anode is one of the prominent
degradation modes of SOFCs. As an insulating material, nickel ox-
ide (NiO) blocks the electrochemically active areas of the electrodes,
reducing the active triple-phase boundary.67,68 Additionally, NiO for-
mation can cause irreversible structural damages, because its molar
volume is about 69.9% higher as it is for metallic nickel.5
Two different pathways of the oxidation process can be distin-
guished. The first possible mechanism is a themochemical reaction,
driven by molecular oxygen (O2) or a high water content of the fuel
gas,
Ni + 1/2O2 À NiO [33]
Ni + H2OÀ NiO + H2 [34]
These reactions take place at the interface between metallic nickel
and gas phase. The thermodynamic equilibrium between Ni, NiO and
O2 depends on temperature and local oxygen partial pressure. Ther-
modynamics predict a limiting oxygen partial pressure; above this
partial pressure, NiO formation is thermodynamically favored, below
this partial pressure Ni formation takes place.69–71 During SOFC
operation, high O2 partial pressures can occur if the fuel utilization
is too high, causing a low H2/H2O ratio at some parts of the cell.
The second oxidation mechanism is the electrochemical oxidation
of Ni,72 taking place at the interface between YSZ and metallic Ni,
Ni + O2− À NiO + 2 e− [35]
Here the metal is reduced by oxygen ions from the electrolyte, releas-
ing electrons. This may be the case, for example, upon an interruption
of the fuel supply during galvanostatic operation.
Modeling and simulation.— Table IV defines the layers, bulk
phases, phase boundaries, species, and reactions used in the SOFC
model. The model shown here includes both oxidation pathways (Eqs.
33–35). Electrochemical hydrogen oxidation and oxygen reduction at
anode and cathode, respectively, are formulated as global reactions,
with kinetics taken from experiments of Bessler et al.73 Kinetics for
the nickel oxidation reactions are assumed, since no applicable exper-
imental data are available to date. The feedback between Ni oxidation
and cell performance was taken into account by applying a loss in ki-
netic performance via reducing three-phase boundary length (Eq. 23).
The model can be used to simulate the spatial and temporal evolu-
tion of NiO volume fraction and cell performance for different operat-
ing scenarios (e.g., cell voltage cycling or high fuel utilization). Here
we show results for NiO formation upon cycling to a low voltage of
0.34 V at T = 1073 K in highly humidified fuel gas. The anode gas is
composed of 10% H2 and 90% H2O with an inflow rate of 5 m/s, and
the cathode gas is air with a flow rate of 1 m/s.
Results.— Fig. 8 shows the temporal evolution of cell current and
average NiO volume fraction for a voltage variation over 12 h op-
erating time with a fuel gas composition of 10% H2 and 90% H2O.
Starting at t = 0, the voltage is linearly reduced from OCV down to
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Figure 8. (color online): Solid oxide fuel cell: Formation of nickel oxide
during polarization down to low voltages in highly humidified fuel gas.
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Figure 9. (color online): Solid oxide fuel cell: Spatial evolution of NiO for-
mation inside the porous anode. Shown are the first 100 μm from the solid
electrolyte. A volume fraction of 51% corresponds to the totally available pore
space.
0.34 V within 1 h (black line). At this level it is held for 11 h. As
expected, lowering the voltage leads to an increase of current den-
sity (blue line). The blue dotted line, which holds a constant level
between 1 and 12 hours, shows the simulated current density without
considering Ni oxidation. NiO volume fraction (green line) starts to
increase from t = 0.6 h until it reaches a maximum value of after
about 10.5 h. Ni oxidation is delayed relative to the voltage variation;
with the parameters used in the present study, it occurs on a time
scale of around 10 hours. Ni oxidation leads to a reduction of current
density which is due to the combined effects of three-phase boundary
length reduction and porosity decrease. Under the presently assumed
operating conditions with low fuel utilization (40%), the nickel oxide
volume fraction does not increase above 1.6 Vol.-%.
Fig. 9 shows the spatially resolved evolution of NiO volume frac-
tion inside the porous anode during the voltage variation shown in
Fig. 8. Three time points are chosen, which correspond to the begin-
ning (t = 1 h), the intermediate region (t = 3 h), and the end (t = 10 h)
of the oxidation process. The simulations show that NiO formation
starts close to the solid electrolyte at the gas outlet side. In the follow-
ing hours it spreads through the anode, increases concentration and
finally develops the highest values close to the solid electrolyte at the
gas outlet side. Note that a volume fraction of 51% corresponds to the
total available pore space. The model allows identifying the regions
and time scale of NiO formation and therefore enables the develop-
ment of optimized operating strategies for avoiding degradation due
to Ni oxidation.
Polymer electrolyte membrane fuel cell
Background.— One of the key issues for the functionality of PE-
FCs is proper water management.8 On the one hand, sufficiently high
water content is required for high proton conductivity of the mem-
brane. Insufficient humidification of the inflow gases leads to a drying-
out of the membrane, causing an increase in resistance. On the other
hand, oxygen transport may be blocked due to high liquid water con-
tent at the cathode side (so-called flooding). In this section we focus on
the second aspect, demonstrating the breakdown of fuel cell function
caused by flooding.
In PEFCs, liquid water may occur due to two mechanisms: First,
it is created by the oxygen reduction reaction at the cathode side,
O2 + 4 H+ + 4 e− À 2 H2O(liquid) [36]
Second, depending on partial pressure and temperature, gaseous
water may condensate to liquid water or liquid water may evaporate
into the gas phase, respectively, according to
H2O(liquid) À H2O(gas). [37]
Furthermore, water is dragged from anode to cathode side via
electro-osmosis.
Modeling and simulation.— Table V defines the layers, bulk
phases, phase boundaries, species, and reactions used in the PEFC
model. The model used here is based on the single-phase PEFC model
of Eschenbach et al.,74 which is extended by liquid water forma-
tion, as described in the following. The liquid water evaporation rate
(Eq. 37) can be described by the Hertz-Knudsen equation75
RH2O = α
p0(T ) − p√
2πM RT
, [38]
where α is the so-called evaporation coefficient, which strongly de-
pends on the particular flow situation (cf. 75), p denotes the partial
pressure of water, whereas p0(T ) is the temperature dependent satu-
ration pressure, which can be approximated by
p0(T ) = p1 exp
(
−H
R
(
1
T
− 1
T1
))
, [39]
where p1 is the vapor pressure at temperature T1 and H the en-
thalpy of evaporation. Thus, the evaporation rate constant can be
brought into the form of an Arrhenius expression (Eq. 9) with kf0= (αp1)/(ρH2O,(liquid)) · (M/(2πR))0.5 · exp(H/(RT1))), β = −0.5,
Eact = H and z = 0.
In this model we investigate the flooding in the cathode catalyst
layer (CL), which occurs due to the mechanisms described above.
The increase of liquid water content in the catalyst layer leads to a
reduction of the pore space, i.e., lowers the diffusion of oxygen. This
eventually causes a breakdown of the cell function. To demonstrate
this, we increase the power density within 50 seconds up to 800
W/m2 and subsequently keep it constant. We consider inlet air with
relative humidity RH = 0.3 at temperature T = 354 K and pressure
p = 101325 Pa. The evaporation coefficient is assumed to be α =
0.01. Note that in the present simulations we do not include gas
diffusion layers or microporous layers, which would alter the flooding
behavior.
Results.— Fig. 10 shows the time evolution of current density and
cell voltage. In the first 50 seconds the values change according to the
linear increase of the power density. Subsequently the power density
is kept constant. However, the volume fraction of liquid water inside
the CL increases with time (Fig. 11), which leads to a decrease of the
cell voltage. In order to keep the power density constant, this drop of
the cell voltage is compensated by an increase of the current density.
Eventually, at about t = 168 s, the cell function breaks down, since the
CL is almost completely flooded. Fig. 11 shows the spatial distribution
of liquid water in the CL at three different points in time. Liquid water
is mainly created close to the membrane, where the oxygen-reduction
reaction takes place. Furthermore, liquid water is created faster at
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Figure 10. (color online): PEM fuel cell: Temporal evolution of power density,
current density and cell voltage.
the inlet of the channel due to the higher oxygen concentration and
consequently high local current density. At t = 150 s the CL is already
highly flooded. Note that a volume fraction of 40% corresponds to the
total available pore space.
Discussion
In the previous Sections, results for four different electrochemical
systems dominated by multi-phase effects were presented. Two cases
are based on published parameters (Li-S19 and Li-O7), and two cases
represent original models (SOFC, PEFC).
The Li-S and Li-O simulations can be used to assess the accuracy
and performance of our simulations. Both models are based on pub-
lished models.20,7,19 Our framework reproduces the literature results
qualitatively identical and quantitatively very closely. The difference
arises from a different choice of model parameters here (Li-O: Trans-
port coefficients based on experiments;66 Li-S: additional product
phase Li2S2 not considered here). For identical parameters, our simu-
lations yield the quantitatively identical results compared to literature.
Note that the current modeling framework does not use Butler-Volmer
type equations. Instead, an elementary kinetic description based on
mass-action kinetics with potential-dependent kinetic coefficients is
used (cf. Eqs. 8–11). The coefficients, as given in Tables II, III, IV, V,
were converted from the exchange current densities given in literature.
Note also that both models yield results that compare qualitatively well
with typical published experiments on these systems.19,76 A quantita-
tive comparison and validation with experimental data is subject of
ongoing studies.
The SOFC and PEFC simulations further demonstrate the flexibil-
ity of the framework. In the case of SOFC, we could simulate for the
first time the phase-change behavior due to nickel oxidation – one of
the prominent degradation mechanisms in the SOFC anode – and its
influence on cell performance. In the case of PEFC, flooding by liq-
uid water and subsequent performance breakdown was successfully
reproduced.
Using a generic framework may increase computational effort,
as system-specific code optimization is difficult. The computational
times of the four models shown above strongly depend on the number
of grid points (x × y) and are 3 min (Li-O, 1 × 41 grid points), 40 s
(Li-S, 1 × 13 grid points), 15 h (SOFC, 10 × 38 grid points) and 14 h
(PEFC, 8 × 29 grid points), all on a standard desktop computer. The
computing time is naturally longer for the 2D models (SOFC, PEFC)
than for the 1D models (Li-S, Li-O). For moderate discretization,
the simulations are considerably faster than real time for 1D models,
and slower than real time for 2D models. The performance strongly
depends on the discretization used. For example, in the case of Li-O, if
the discretization is changed to 36 or to 206 grid points, computational
time changes nonlinearly to 22 s or to 3.5 h, respectively. Note that the
code is not particularly optimized for speed; for example, we estimate
that a proper exploitation of the Jacobian structure might decrease
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Figure 11. (color online): PEM fuel cell: Spatial evolution of liquid water
inside the porous cathode. A volume fraction of 40% corresponds to the totally
available pore space.
computing time by a factor of 10 for 2D models. A comparison with
literature is difficult. Andrei et al. (Li-O) claim a time of < 1 min,
however without stating their discretization; Kumaresan et al. (Li-S)
do not comment on computing time.
Summary and Conclusions
Multi-phase management is crucial for both performance and dura-
bility of batteries and fuel cells. In this paper we have presented
a generic framework for describing the spatiotemporal evolution of
gaseous, liquid and solid phases, as well as their interdependence with
interfacial (electro-)chemistry and structure in a continuum descrip-
tion. The modeling domain consists of up to seven layers (current
collectors, channels, porous electrodes, separator/membrane), each of
which can consist of an arbitrary number of bulk phases (gas, liquid,
solid) and connecting interfaces (two-phase or multi-phase bound-
aries). Chemical source terms for global or elementary interfacial
reactions are calculated based on mass-action kinetics with potential-
dependent kinetic coefficients. Mass and charge transport within bulk
phases is described using a 1D+1D approach. The functionality and
flexibility of this framework was demonstrated using four application
areas in the context of post-lithium-ion batteries and fuel cells.
Lithium-sulfur (Li-S) batteries are characterized by a complex
sulfur redox chemistry. Based on eight chemical reactions (including
charge transfer and dissolution/precipitation reactions) between four
solid phases and eight electrolyte-dissolved species, we were able to
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predict the discharge behavior. The discharge curve consists of two
distinct plateau regions, one of which corresponds to the dissolution
of solid sulfur, the other one to the precipitation of lithium sulfide.
The functionality of lithium-oxygen (Li-O) cells is based on the
presence of four phases in three different states of aggregation at the
positive electrode (gas-phase O2, liquid-phase dissolved Li+, solid-
phase Li2O2, solid-phase electronic conductor). The performance of
the Li-O battery is limited by oxygen transport in the electrolyte.
Thus, already at moderate discharge currents the reaction and its
product Li2O2 are concentrated near the cathode-gas interface and
block the pores of the cathode. When the oxygen transport through the
electrolyte is completely inhibited, the discharge stops prematurely.
Nickel-based solid oxide fuel cell (SOFC) anodes are sensitive
toward formation of nickel oxide upon high fuel utilization (chemical
pathway) or low cell voltages (electrochemical pathway). The forma-
tion of NiO was shown to occur predominantly in the composite anode
close to the solid electrolyte and close to the channel outlet. Although
the global current/voltage characteristic is only moderately affected,
full Ni oxidation can occur locally.
Water management of polymer electrolyte membrane fuel cells
(PEFC) is of high importance for good performance. Water evapora-
tion/condensation is integrated into the present framework as chemical
reaction. Spatiotemporal simulation of water saturation in the PEFC
cathode shows flooding, which eventually inhibits the cell function.
The present methodology provides a useful tool for understand-
ing and optimizing multi-phase management in electrochemical cells.
Due to its flexibility, it allows rapid, efficient and robust modeling
and simulation. It furthermore enables knowledge transfer between
previously separated development lines for various battery and fuel
cell models.
Acknowledgments
JPN and WGB acknowledge funding from the Initiative and Net-
working fund of the Helmholtz Association. DNF acknowledges fi-
nancial support of the Foundation of the German Industry (sdw). TJ
acknowledges funding from the European Union within the PRE-
MIUM ACT project supported by the FCH-JU (2009 JTI project). TD
and BH acknowledge funding from the German Federal Ministry of
Education and Research (2011 BMBF 03X3624B). The authors thank
Klaus Go¨ckelmann (DLR) for supporting software development.
List of Symbols
Introduced
Symbol Unit Meaning in Eq.
AVm m2 · m−3 Volume-specific surface area
corresponding to reaction m
1
AV0 m
2 · m−3 Initial volume-specific surface area 22
Acha m2 Channel cross-sectional area 40
B m2 Permeability of the porous
electrode
46
ci mol · m−3 Concentration of species i in a bulk
phase
1
cg mol · m−3 Total gas-phase concentration 44
Cdl F · m2 Area-specific double layer
capacitance
56
Deffi ,
Dmigr,effi
m2 · s−1,
m−1 · s−1 · V−1
Effective transport coefficients of
species i
1
E V Cell voltage 54
Eactf J · mol−1 Activation energy of forward and
reverse reactions
9
fσ Ratio of ionic conductivity of
porous over bulk electrolyte
52
F C · mol−1 Faraday’s constant 2
hi J · mol−1 Molar enthalpy of species i 11
i Index of species and phases 1
iF A · m−3 faradaic current density 4
jdiffi kg · m−2 · s−1 Mass diffusion flux of species i 42
Ji mol · m−2 · s−1 Flux of species i 2
J flowi mol · m−2 · s−1 Darcy flux of species i 46
kf, kr Forward and backward rate
constant
8
kf0 Preexponential factor in Arrhenius
equation
9
K Pa Henry’s constant 15
lVm m · m−3 Volume-specific three-phase
boundary length corresponding to
reaction m
20
lV0 m · m−3 Initial volume-specific three-phase
boundary length
13
m Index of chemical reactions and
interfaces
12
Mi kg · mol−1 Mean molar mass of phase i 18
p Pa Pressure 15
P W · m−2 Power density
Pchachem m Electrochemically active channel
perimeter
40
Pchah m Hydrodynamic channel perimeter 41
R J · K−1 · mol−1 Ideal gas constant 3
R  Ohmic resistance
Ri mol · m−3 · s−1 Net rate of production of phase i 18
si J · K−1 · mol−1 Molar entropy of species i 11
s˙chai mol · m−2 · s−1 Exchange rate of species i between
porous electrode and channel
40
s˙i,m mol · m−2 · s−1
mol · m−1 · s−1
Chemical production rate of
species i in reaction m (in units of
m−2 for two-phase reactions and
m−1 for three-phase reactions)
1
s˙electron,m mol · m−2 · s−1
mol · m−1 · s−1
Electron production rate in reaction
m (in units of m−2 for two-phase
reactions and m−1 for three-phase
reactions)
12
t s Time 1
t± Transference number 4
T K Temperature 9
v m · s Channel velocity 40
x m Spatial position in dimension of
channel length
Xi Mole fraction of species i 45
x m Spatial position in dimension of
channel length
y m Spatial position through channel
thickness
Yi Mass fraction of species i 42
z Number of electrons transferred in
charge-transfer step
2
z± Number of ions transferred 4
α Symmetry factor of charge transfer
reaction
9
α Evaporation coefficient 38
β Temperature exponent in Arrhenius
equation
9
β Bruggemann coefficient 30
φ V Electric potential difference
between electrode and electrolyte
9
G J · mol−1 Molar Gibbs reaction enthalpy 10
εi Volume fraction of phase i 1
ε0 Initial volume fraction 24
φ V Electric potential 1
η V Overpotential
μ kg · m−1 · s−1 Gas-phase viscosity 46
μi J · mol−1 Chemical potential of species i 11
vi Stoichiometric coefficient of
species i
11
ρ kg · m−3 Density 18
σ S · m Solid-phase ionic or electronic
conductivity
5
τ Tortuosity of a porous phase 29
τw kg · m−1 · s−2 Shear-stress factor 41
ξ Fit parameter describing the
microstructure of an electrode
27
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Precipitation in aqueous lithium–oxygen batteries: a
model-based analysis
Birger Horstmann,*abc Timo Dannerabc and Wolfgang G. Besslerabd
In this paper we present a model of the discharge of a lithium–oxygen battery with aqueous electrolyte.
Lithium–oxygen batteries (Li–O2) have recently received great attention due to their large theoretical
speciﬁc energy. Advantages of the aqueous design include the stability of the electrolyte, the long
experience with gas diﬀusion electrodes (GDEs), and the solubility of the reaction product lithium
hydroxide. However, competitive speciﬁc energies can only be obtained if the product is allowed to
precipitate. Here we present a dynamic one-dimensional model of a Li–O2 battery including a GDE and
precipitation of lithium hydroxide. The model is parameterized using experimental data from the
literature. We demonstrate that GDEs remove power limitations due to slow oxygen transport in solutions
and that lithium hydroxide tends to precipitate on the anode side. We discuss the system architecture to
engineer where nucleation and growth predominantly occurs and to optimize for discharge capacity.
Broader context
Rechargeable batteries are generally believed to be an important ingredient in future carbon-neutral energy systems, both for stationary and mobile applica-
tions. Stationary applications primarily demand low cost per energy stored, while mobile ones demand low mass per energy stored. Because standard lithium
intercalation batteries cannot meet all application requirements for, for example, electric vehicles and grid storage, new battery concepts are currently explored
relying on conversion chemistries. During operation of conversion batteries, crystalline phases are formed inside the battery cell. Especially lithium–oxygen
batteries receive great attention due to their potentially large gravimetric energy density. In lithium–oxygen batteries, lithium ions and oxygen molecules react to
form solid reaction products. Most research is focused on batteries with organic electrolytes where lithium peroxide is formed. Here we provide a model-based
analysis of lithium–oxygen batteries with aqueous electrolyte and highlight their advantages. Interestingly, the reaction product rst dissolves in the electrolyte
before it precipitates as solid lithium hydroxidemonohydrate. Our model predicts that precipitation occurs outside the electrode explaining earlier experimental
observations. This is advantageous as the electronically insulating precipitates do not hinder the electrode reactions as observed for organic electrolytes.
1 Introduction
The lithium–oxygen (Li–O2) chemical system is a promising
candidate for next-generation batteries. Above all, their theo-
retical energy density is outstanding.1–6 In this respect, several
designs with various electrolytes have been proposed. Most
experiments and models focus on liquid aprotic electrolytes,
but the ones used in state-of-the-art lithium-ion batteries
decompose in the positive electrode during cycling.7–14 Solid
electrolytes grant stability, but their ionic conductivities are low
at room temperature.15,16 In this paper we illustrate that designs
based on aqueous electrolytes are viable alternatives:17–22
(1) Oxygen reduction and evolution are well studied and
reversible (cf., alkaline fuel cells and electrolyzers23).
(2) Aqueous electrolytes oﬀer a large ionic conductivity, not
requiring thin-lm electrodes (cf., Pb battery17).
(3) Water is highly abundant and environmentally friendly.
Some challenges with Li–O2 batteries remain:
(1) Oxygen solubility and diﬀusivity are low.24
(2) The reaction product lithium hydroxide precipitates and
blocks transport paths.25
(3) The lithium metal anode strongly reacts with water.
(4) In contact with carbon dioxide lithium carbonates are
formed.26
In the present work, we circumvent the last two challenges
with adjusted model assumptions. Our model assumes the
availability of a perfect lithium conducting membrane. Lithium
ions can pass this innitely thin layer without any resistance; all
other species cannot pass it. We further assume to work with
pure oxygen instead of ambient air. In this way, we can model
fully functioning cells.
In this article, we address the rst two challenges, that is,
oxygen transport and precipitation, and show that these do not
represent major obstacles in aqueous-electrolyte based Li–O2
cells. In aqueous electrolytes, gas diﬀusion electrodes (GDE) are
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frequently used, for example, for sensors and fuel cells.27 In
GDEs hydrophobic material, e.g., polytetrauoroethylene
(PTFE) or polyvinylidene uoride (PVDF), enables the coexis-
tence of gaseous and aqueous phases. If oxygen is supplied to
the reaction centers through the gas phase of such GDEs,
oxygen transport does not limit the cell performance. In this
study, we compare the performance of cells with ooded elec-
trodes to ones with GDEs.
During discharge of an aqueous Li–O2 battery, lithium ions
are produced in the anode and hydroxide ions in the cathode
until the dissolved LiOH concentration reaches its solubility
limit cs z 5.2 mol l
1 (T ¼ 298.15 K). When discharge
continues, lithium hydroxide monohydrate (LiOH$H2O)
precipitates. The theoretical energy density of this battery with
respect to the mass of water when discharged from cOH ¼ 0 to
cOH ¼ cs is
E ¼ Fc
s
LiOHU0
rH2O
¼ 490 W h kg1; (1)
whereas the theoretical energy density of a cell fully discharged
to solid LiOH$H2O is
E ¼ FU0
MLiOH$H2O
¼ 2200 W h kg1: (2)
Thus, the solid form of the nal reaction product is indis-
pensable to reach the energy density of current lithium inter-
calation technologies.2 However, solid LiOH$H2O can block
transport paths.28 Our simulations based on the classical theory
of nucleation and growth show that LiOH$H2O particles
predominantly nucleate close to the lithium anode, that is, not
in the cathode, in agreement with experimental ndings.20 This
results from a salt concentration gradient in the cell. We will
discuss how cells could be designed to inuence precipitation
and avoid pore blocking.
Modeling batteries aims at understanding experimental
results and evaluating potential cell concepts. Continuum
simulations at the cell level were pioneered by Newman,29 who
coupled the ionic transport in porous electrodes with Butler–
Volmer kinetics at the active surfaces.30 Recently, phase trans-
formation kinetics in batteries became an important topic.31
Major electrodematerials, e.g., lithium iron phosphate, undergo
phase transformations during battery operation that result in
distinct features in cell voltage. Models of such batteries
combine transport in porous media with phase transformation
kinetics in active particles. On the one hand, inhomogeneities in
the reaction rates emerge even on themicro-scale and electrolyte
transport is crucial.30,32–37 On the other hand, the description of
phase boundaries inside active particles requires a thermody-
namically consistent approach that allows us to include the full
variational chemical potential.38 Under certain conditions this
results in suppression of phase separation.32,39–41 Next-genera-
tion battery chemistries such as lithium–air or lithium–sulfur
represent a diﬀerent class of phase-change systems, where
phases do not transform inside solid particles or only on active
surfaces, but also in the bulk electrolyte.
Despite considerable experimental activities on Li–O2
batteries, only few modeling studies have been shown so far.
Most modeling activities treat Li–O2 batteries with aprotic
electrolytes,42–47 and focus on the deposition of solid lithium
oxides or lithium carbonates in the cathode. On the one hand,
these deposits can block pore space and inhibit the transport of
oxygen into the cathode.42–44,46,47 Since most oxygen is available
at the oxygen inlet, reaction products tend to deposit there, so
that nally oxygen cannot enter the cathode. On the other hand,
these isolating deposits can passivate active surfaces.45 To the
best of our knowledge, only one single model for aqueous
electrolytes has been published.28 This model treats the oxygen
reduction reaction and the subsequent precipitation of lithium
hydroxide monohydrate within a single global reaction in a
ooded cathode. Therefore, it predicts that LiOH$H2O crystal-
lizes in the cathode and blocks pore space. Our model, instead,
takes into account the specics of aqueous electrolytes and
presents approaches to inuence precipitation.
This paper contains a comprehensive model of the cell due
to the lack of data on experimental Li–O2 batteries with aqueous
electrolytes. Our basic principle for model development is to
make the simplest realistic assumptions. At the present stage,
the model allows us to predict why a cell fails, but not when it
fails. Even though experimental validation is still missing, the
model allows analyzing potential design and operation
scenarios.
Our paper is structured as follows. We present the mathe-
matical and physical description of our model in Section 2. We
arrange this presentation into physical topics, that is, electro-
chemical reactions, oxygen dissolution, transport phenomena,
phase coexistence in GDEs, and precipitation. In Section 3 we
present the parameterization of the model based on the litera-
ture available for aqueous solutions. We nd in Section 4.1 that
preferential nucleation close to the anode can be the capacity-
limiting process in Li–O2 batteries. In Section 4.2 we address
power limitations during battery discharge in ooded elec-
trodes and in GDEs. We discuss in Section 4.3 implications of
our ndings on potential cell architecture. Finally, we conclude
in Section 5.
2 Physical and mathematical model
In this section our model framework is outlined, which is
partially relevant for a wider range of electrochemical systems,
for example, the dynamic gas diﬀusion electrode or the
precipitation, as occurring in fuel cells and non-aqueous Li–O2
batteries. We begin by outlining our implementation of clas-
sical electrochemical modeling,30 i.e., electrochemistry (see
Section 2.2), oxygen dissolution (see Section 2.3), and convective
transport (see Section 2.4). Then we discuss the phase coexis-
tence of gaseous and liquid phases in gas diﬀusion electrodes
(see Section 2.5). Finally, we extract the kinetics of crystalliza-
tion from the classical theory of nucleation and growth in
Section 2.6.
2.1 Computational domain
During discharge of a Li–O2 battery, oxygen enters the GDE
from a gas channel and dissolves in the aqueous electrolyte (see
1300 | Energy Environ. Sci., 2013, 6, 1299–1314 This journal is ª The Royal Society of Chemistry 2013
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Fig. 1). At catalytically active surfaces in the cathode, oxygen and
water electrochemically react to form hydroxide ions. While
these OH ions migrate through the cell to the anode, the Li+
counter-ions migrate in the opposite direction. They are elec-
trochemically formed at a lithiummetal foil, pass a lithium-ion-
conducting membrane, which prevents direct contact between
lithium metal and the aqueous electrolyte, and dissolve in the
electrolyte. Lithium hydroxide monohydrate particles will
nucleate when the ion concentration increases suﬃciently
beyond its solubility limit. In the GDE, gaseous oxygen and
liquid electrolyte coexist. On the one hand, an overpressure tries
to push water into the GDE, on the other hand, the capillary
eﬀect of hydrophobic binders, e.g., PTFE or PVDF, tries to keep
it out and leave space for the gas phase.
We model these processes along a single direction, associ-
ated with the y-coordinate, and divide the computational
domain into the lithium anode, the separator, the cathode, and
the gas channel. The details of our model are outlined below as
a combination of transport physics and chemical reactions.
Even though our model is intrinsically dynamic, we make sure
that it is thermodynamically consistent and describes stationary
states correctly. All symbols are dened in the List of symbols.
2.2 Electrochemical reactions
Two electrochemical half-cell reactions enter our model. In the
anode, lithium dissolves in the electrolyte
Li% Li+ + e. (3)
The reaction rate is calculated with global (i.e., single-step)
electrochemical kinetics
_san ¼ kfanexp

 aanFDFan
RT

 krancLiþexp

ð1 aanÞFDFan
RT

(4)
where DFan ¼ Fan  Felyte is the potential step between the
lithium anode and the electrolyte. The cathodic oxygen reduc-
tion reaction in alkaline water
Oaq2 + 2 H2O + 4 e
% 4 OH (5)
is also modeled by global kinetics
_sca ¼ kfcacO2cH2O2 exp

 acaFDFca
RT

 krcacOH 4exp

ð1 acaÞFDFca
RT

:
(6)
Thermodynamics determines the open-circuit voltage under
equilibrium conditions (_sca ¼ _san ¼ 0). Consequently, the rates
of the reverse reactions kran, k
r
ca are calculated from the rates of
the forward reaction, kran ¼ kfancLi+1exp(Dman/RT) and krca ¼
kfcacO2cH2O
2cOH
4exp(Dmca/RT), where Dman and Dmca are the
Gibbs reaction enthalpies.48
2.3 Oxygen dissolution
Dissolution from gaseous phases is thermodynamically
described by Henry's law, csO2 ¼ HpO2 with the solubility csO2 .
Henry's law does not include kinetics. Therefore, we model
oxygen dissolution within our framework as chemical reaction
(see ref. 47)
Og2$ O
aq
2 . (7)
Thus, we can naturally model the oxygen dissolution kinetics
with the rate equation
_ss ¼ kfspO2  krscO2 (8)
The solubility is determined by the equation _ss ¼ 0, i.e., by
the ratio of the reaction rates. We choose to parameterize the
solubility via thermodynamic data and set
krs
kfs
¼ pO2
cO2
exp

Dms
RT

: (9)
We determine the forward rate constant kfs ¼
0.01(2pMO2RT)
0.5 from the Hertz–Knudsen equation,49
assuming that one percent of gas particles hitting the phase
boundary enter the liquid.
2.4 Transport
Three transport mechanisms are relevant in this article: diﬀu-
sion and migration of dissolved species, convection of the
liquid solvent, and convection of the gas phase.
Lithium and hydroxide ions as well as oxygen molecules are
dissolved in the electrolyte. While oxygen travels from the gas
channel to the cathode surface, the lithium hydroxide ions carry
charge between the electrodes. First, we describe the transport
of this binary salt with concentrated solution theory.29,50 We
reformulate the traditional equations.47 The concentrations of
dissolved particles obey the continuity equations
v

3elyteci

vt
¼ div~j Di  div~j Mi  div

ci~velyte

þ Aspez _si: (10)
The third term in eqn (10) is due to the convective transport
of the electrolyte (see eqn (15)), the fourth term is the total
production rate due to reactions (see Sections 2.1, 2.2, and
2.5),47 and the rst two terms are the ionic currents due to
Fig. 1 Schematic representation of a Li–O2 battery with a gas diﬀusion
electrode.
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diﬀusion and migration, respectively. For lithium c+ and
hydroxide c ions the latter are determined by
~j D ¼ 3belyteDgradc, ~j M ¼ 3belyteDM gradFelyte. (11)
The diﬀusion and migration coeﬃcients are chosen
according to concentrated solution theory
D ¼ D0 þ t
zF
kD
c
and DM ¼
t
zF
k (12)
with kD ¼ 2/z+F(t+  1)c+kvm+/vc+. Here t+ is the transference
number of lithium ions, D0 is the self-diﬀusion coeﬃcient of
lithium hydroxide salt, and k is its conductivity. The Bruggeman
coeﬃcient b takes into account the porosity and tortuosity of
the medium. We achieve electro-neutrality by postulating local
charge conservation
0 ¼
X
i
ziF
v

3elyteci

vt
¼
X
i
ziF
h
 divj~Di  divj~Mi  div

3elyteci~velyte

þ Aspez _si
i (13)
and choosing electro-neutral initial conditions. Eqn (13) deter-
mines the electric potential Felyte. We assume here that the
transport of dissolved oxygen molecules does not inuence the
ionic transport.44,45 In the case of neutral oxygen molecules,
the uxes in eqn (10) are given by
j~DO2 ¼ 3belyteDO2gradcO2 and j~MO2 ¼ 0: (14)
Eqn (11)–(14) describe the transport of all dissolved species
relative to the solvent. The dynamics of the solvent, however, are
treated diﬀerently. In a closed battery cell, solvent transport is a
minor eﬀect and disregarded in typical models.30 In an open Li–
O2 battery with a GDE, solvent transport is a major issue for two
reasons. Firstly, the solvent H2O is consumed in the cathode
during discharge making a constant ux of water into the GDE
necessary. Secondly, the phase coexistence of gas and liquid in
the GDE requires knowledge of the state of each phase,
including pressure (see Section 2.4). A pressure gradient drives
water transport and in turn water transport reduces the pres-
sure gradient.
We determine the solvent velocity from Darcy's law, inspired
by fuel cell models,51
~velyte ¼ Belyte
helyte
gradpelyte (15)
with the viscosity helyte of the liquid phase. The oxygen gas obeys
the analogous equation48
~vgas ¼  Bgas
hgas
gradpgas; (16)
where hgas is the viscosity of gaseous oxygen.
2.5 Gas diﬀusion electrode
Gas diﬀusion electrodes (GDEs) contain hydrophobic materials,
e.g., PTFE or PVDF. Therefore, the aqueous electrolyte cannot
fully ood the electrode. The coexistence of liquid electrolyte
and gaseous oxygen in a GDE for a Li–O2 battery allows for
signicantly faster oxygen ow towards the electro-active sites
via the gas phase (see Fig. 1).
As shown below, our description of multi-phase transport in
GDEs takes into account the real equation of state of the liquid
phase, rarely done in battery modeling. This is crucial here in
order to simulate the consumption of solvent at nearly constant
salt concentration.
We keep track of the states of the coexisting phases through
macroscopic parameters along the computational direction, for
example, 3s(y), ps(y), and balance their pressures with an
empirical coarse-grained approach.52–54 In this way, we neglect
details of the complex pore network containing hydrophilic/
hydrophobic and microscopic/mesoscopic pores. More sophis-
ticated approaches are employed in some steady-state fuel cell
models,27 which are, however, beyond the scope of the present
modeling approach.
In the following, we outline our model equations. Phase
coexistence is constrained by the total volume at each position y
X
s
3sðpsÞ ¼ 1; (17)
where the sum extends over all phases s. The volume fractions 3s
depend on the pressures ps of the phases. In a Li–O2 battery
under regular operating conditions, only liquid and gas are
compressible and depend on pressures. Therefore, eqn (17)
represents a condition for the pressures of the gas phase pgas
and the liquid phase pelyte. In the hydrophobic environment of
the GDE, the aqueous phase has a larger pressure than the
gaseous phase. This phenomenon is analogous to regular
capillary depression. We describe it with the empirical law52–54
pcapillary ¼ pgas  pelyte ¼ J(s), (18)
where J(s) is the Leverett function and s ¼ 3elyte(3elyte + 3gas)1 is
the saturation of the liquid phase in the free pore space. The
equation of state 3gas(pgas) is given by the ideal gas law
pgasVgas ¼ NgasRT (19)
and the equation of state 3elyte(pelyte) by67
X
i
vVelyte
vNi
ci ¼ 3elyte: (20)
Eqn (20) follows from basic thermodynamics valid for any
phase. The partial molar volume vVelyte/vNi of species i splits up
into two parameters, the partial molar volume V at standard
pressure p0 and the partial molar compressibility k
vVelyte
vNi
¼ Vi þ ðp p0Þki (21)
With these equations of state at hand, we can determine the
pressures pgas and pelyte based on eqn (17) and (18). Since the gas
phase is absent outside the GDE, eqn (17) (together with eqn
(20)) suﬃces to determine the system dynamics there.
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2.6 Nucleation and growth
Because precipitation of lithium hydroxide monohydrate
LiOH$H2O
Li+(aq) + OH(aq) + H2O% LiOH$H2O (22)
determines the discharge capacity of an aqueous Li–O2 battery
(see Section 4), we develop a detailed model of its kinetics.
When the salt concentration cLi+ ¼ cOH increases suﬃciently
beyond the solubility limit csLiþ , small stable crystal clusters
nucleate and start to grow. The process of precipitation involves
two main steps, nucleation of seed crystals and subsequent
growth of nuclei. It is governed by the quantum behavior of
crystals containing 10 particles and the classical behavior of
crystals of size 1 mm. Consequently, mechanisms of precipi-
tation strongly vary with precipitate and conditions. We choose
to model precipitation within the classical theory of nucleation
and growth (CNG).55–58 The theoretical validity of this
phenomenological theory has been a subject of discussions,55
but it has been shown to agree with experiments aer adjusting
its parameters.59 In Section 4.3 we analyse the sensitivity of our
model to the critical parameters. The CNG assumes that the
reaction enthalpy of formation of a single crystal nucleus of size
n consists of a bulk and a surface term55–58
DG ¼ DGV + DGA ¼ n2kTln S + A(n)g, (23)
where g is the macroscopic surface energy and the factor of 2
arises for a binary salt. The supersaturation ratio S ¼ cLiþ=csLiþ is
the driving force for nucleation. For larger nucleus sizes the
bulk energy is increasingly negative, whereas the surface energy
is increasingly positive. Thus, the former dominates for large
crystals and the latter for small crystals. In Fig. 2 we illustrate
that the nucleus formation energy DG passes a maximum at a
critical nucleus size ncrit. Crystal clusters must exceed this crit-
ical size before they can grow in a stable way. In the case of
heterogeneous disc-shaped nucleation58 the critical formation
energy is
DGcrit ¼ g
2a4
2kT ln S
: (24)
The rate of nucleation of critical nuclei is then estimated as55
_N ¼ D0aD2ZN0 exp

 DGcrit
kT

: (25)
Here the last term represents the activation of a critical
complex from thermal uctuations, N0 is the number of sites on
which nucleation can occur, the Zeldovich factor Z ¼ (DGcrit/
3pkT)0.5/ncrit expresses the fact that a critical nucleus can
disintegrate again, and the activation frequency for diﬀusion
D0aD
2 describes a diﬀusion-limited nucleation process. It is
diﬃcult to determine N0, we will address this issue below.
Aer this brief discussion of nucleation, we turn to crystal
growth. In the simplest case, one can assume linear growth.
This is predicted by the excellent bulk diﬀusion model55 at large
supersaturation ratios S > 105, which we generally nd in our
case. Furthermore, linear growth is observed experimentally for
quite soluble substances like, for example, potassium chlo-
ride.60,61 The reaction rate for this growth process is
_scryst ¼ D0
d

cLiþ  csLiþ

; (26)
where d is the diﬀusion layer thickness. We treat the diﬀusion
layer thickness as a parameter (see below).
Aer summarizing the results of CNG in eqn (25) and (26),
we are now describing the application of this theory in the Li–O2
battery model. In this paper we will distinguish two cases,
rstly, nucleation on functional surfaces in the cathode and the
separator (see Fig. 3a), and, secondly, nucleation on sediment-
ing dust particles in a separator of pure electrolyte (see Fig. 3b).
These two models diﬀer in the number of nucleation sites N0
entering eqn (25) and, consecutively, in the specic area for
crystal growth Aspezcryst.
In the presence of surfaces as in the pore space of a GDE,
heterogeneous nucleation on the surfaces (supports) usually
dominates homogeneous nucleation. Exact modeling of
heterogeneous nucleation requires knowledge of contact angles
between crystalline and supporting materials. Battery cells,
Fig. 2 Formation energy of crystal nucleus consisting of n particles. The bulk
contribution DGV is decreasing with size and the surface contribution DGA is
increasing with size. The total formation energy goes through a maximum at the
critical energy DGcrit.
Fig. 3 Schematic depiction of precipitation kinetics: (a) nucleation on surfaces in
a porous separator and a cathode, and (b) nucleation on dust particles inside a
separating bulk electrolyte with sedimentation due to gravity.
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however, contain plenty of diﬀerent materials and surface
morphologies so that an exact approach is not feasible. Thus,
we assume disc-shaped heterogeneous nucleation valid for
nucleation on crystal material itself (see Fig. 3a). The area
supporting the nucleus evolves according to
vA
spez
cryst
vt
¼ prcrit2 _NðN0Þ with N0 ¼ Aspez;0cryst a2: (27)
Here Aspez,0cryst is the specic surface area of the pristine
cathode/separator surfaces. LiOH$H2O can subsequently crys-
tallize on top of these discs according to eqn (26), where we
assume a constant diﬀusion layer thickness d ¼ d0 determined
by the pore structure. Crystal growth is described with a single
volume fraction
v3cryst
vt
¼ _scrystAspezcrystVMcryst: (28)
As a result, we simulate nucleation and growth of column-
shaped crystals on surfaces in the cell.
In state-of-the-art lithium batteries, both the cathode and the
separator are porous so that nucleation on surfaces will domi-
nate. In the following we discuss an alternative cell design (see
Fig. 3b). Due to the large ionic conductivity of aqueous elec-
trolytes, e.g., lead-acid batteries, a reservoir of pure electrolyte
can serve as the separator, as proposed by Stevens et al.20 In
such separators, nucleation predominantly occurs on dust
particles. These could be small amounts of foreign particles that
enter the cell during its assembly, detached carbon particles, or
LiOH$H2O particles from previous battery cycles. In fact, true
homogeneous nucleation has been seldom measured. The
crystal nuclei sediment due to gravity and form a reservoir of
precipitates at the bottom of the cell. Under these conditions,
crystal nuclei of diﬀerent sizes coexist.62 We evolve the size
distribution of spherical crystal nuclei
N(r) ¼ f(r)dr (29)
with radii r via the equation
vf ðrÞ
vt
¼ _Ndr01dr0  f s1 
v
vr

f
dr
dt

: (30)
The rst term in eqn (30) describes nucleation of crystals,
where the nucleation rate is _N with a constant N0 (see eqn (25))
and the rst discretization compartment contains radii from
0 to dr0. The second term in eqn (30) describes sedimentation
due to gravity, modeled as a decay process with typical time
sðrÞ ¼ h3elyte
vðrÞ : (31)
Here h is the height of the battery and
vðrÞ ¼ 2
9
r2
g

rLiOH$H2O  relyte

h
(32)
the sedimentation velocity from Stoke's law. The last term in
eqn (30) represents crystal growth with radial growth rate60
dr
dt
¼ VMcryst _scrystðdÞ; (33)
where the diﬀusion layer thickness d ¼ r(1 + vr/D0)0.285 is
determined by sedimentation.56 By integrating the crystal size
distribution we get the volume fraction 3cryst ¼ VMcrystNA1
Ð
(4/3)
pr3fdr of sedimenting crystals and the volume fraction of the
crystal reservoir at the cell bottom
v3res
vt
¼ VMcrystNA1
ð
4
3
pr3f s1drþ _scrystAspezres VMcryst: (34)
The second term in eqn (34) denotes direct crystal growth of
the reservoir from solution if a lm of LiOH$H2O had already
been formed at the cell bottom, i.e., Aspezres ¼ h1 for 3res $ rcrit/h
and Aspezres ¼ 0 for 3res < rcrit/h. This is the same as heterogenous
crystal growth (see eqn (28)).
The latter cell design with nucleation on dust particles
contains a separator that can accommodate the precipitate. At
the end of discharge, the separator should be completely and
homogeneously lled with LiOH$H2O to increase capacity.
This can be achieved, for example, by shaking the cell or stir-
ring the crystal reservoir. We model stirring via a diﬀusion
equation
v3res
vt
¼ Cdivðgrad3resÞ: (35)
that makes the reservoir homogeneous along the computa-
tional direction y.
3 Parameterization and computational
details
In Section 2 we presented the general modeling approach. In
this section we discuss the parameters for the specic simula-
tion of an aqueous Li–O2 battery. These parameters are based
on measurements of lithium hydroxide solutions published in
the literature. Our simulations are isothermal at temperature
T0 ¼ 298.15 K. However, we parameterize over a wide temper-
ature range to support future studies on aqueous lithium
batteries.
3.1 Geometric structure
We divide the computational domain into the oxygen channel,
the cathode, and the separator (see Table 1). A lithium foil
terminates the separator. We compare the performance of
diﬀerent cell designs. Thus, we distinguish between a standard
cathode (a GDE, cf. Fig. 1), and an alternative cathode (a fully
ooded cathode). We further distinguish between a standard
separator (a porous one with surface nucleation, cf. Fig. 3a), and
an alternative separator (containing only electrolyte with
nucleation on sedimenting dust particles, cf. Fig. 3b). Gaseous
oxygen can enter the cell from the channel; apart from this, the
battery cell is closed.
In this paper, capacities are given with respect to the mass of
water. The initial mass of water with respect to the cell area is
0.27 kg m2 (GDE, surface nucleation), 0.29 kg m2 (GDE,
nucleation on dust particles), and 0.45 kg m2 (ooded elec-
trode, surface nucleation); the mass of carbon is 0.28 kg m2
(rS ¼ 2260 kg m3); the separator mass is negligible. The mass
1304 | Energy Environ. Sci., 2013, 6, 1299–1314 This journal is ª The Royal Society of Chemistry 2013
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of oxygen bound in the cell aer discharge, 0.3 mg mA1 h1,
depends on capacity.
The height of the battery is h ¼ 10 cm (entering the model in
the case of sedimentation, see eqn (31)). The typical diﬀusion
layer thickness in the GDE is d0 ¼ 10 mm (see eqn (26)). The
balance between the volume fractions of gaseous oxygen and
liquid electrolyte in GDEs is determined by capillary pressure
(see eqn (18)). We describe it based on Kumbur et al.52 with the
Leverett function
JðsÞ ¼ 1:5 106½0:000178T þ 0:1247

293 K
T
6
½0:05ð0:04690:00152$0:05 0:0406s2 þ 0:1430s3Þ þ 0:0561lnðsÞ
(36)
for s > 0.03 and J(s) ¼ 0 for s # 0.03. Eqn (36) describes a gas
diﬀusion layer from SGL with ve weight percent PTFE loading.
We assume an ideal microporous layer that prevents the elec-
trolyte from leaking into the oxygen channel. The stirring
coeﬃcient is C ¼ 109 m2 s1 (see eqn (35)).
3.2 Thermodynamics
The chemical potentials of species in the electrolyte are a
function of the standard potentials m0i , the activities ai, the
partial molar volumes Vi, and the partial molar compressibil-
ities ki
mi ¼ m0i + ln ai + Vi(p  p0) + ki(p  p0)2. (37)
The standard molar enthalpies hQi , entropies s
Q
i , and
capacities cp,Qi for the species O
g
2, H2O, Li
+, and OH are taken
from Atkins' Physical chemistry.63 From these values we calcu-
late the temperature-dependent thermodynamic data for the
standard states according to
H0i ¼ hQi + (T  T0)cp,Qi , (38)
S0i ¼ sQi + Rcp,Qi ln(T/T0) (39)
m0i ¼ H0i  TS0i . (40)
The remaining thermodynamic parameters are found in the
context of LiOH and Oaq2 solubilities below.
The solubility of oxygen in alkaline water strongly depends
on the salt concentration, an eﬀect referred to as salting-out. If
lithium hydroxide is added to the solution, the solubility of
oxygen is reduced and gaseous molecular oxygen evolves.
First, we parameterize the solubility in pure water with
the measurements reviewed by Tromans.64 We deduce as
standard thermodynamic properties hQo2 ¼ 5:090 kJ mol1,
sQO2 ¼ 166:95 J mol1 K1, and c
p;Q
O2 ¼ 209:35 J mol1 K1 in the
concentration scale. Salting-out is described via the empirical
Setchenov relation65

mO2  m0O2
.
RT ¼ ln
 
cO2
mol l1
!
þ kscacLiþ : (41)
From the measurements of Lang and Zander65 and Elliot
et al.66we deduce ksca¼ 0.01057/(T 277). In Fig. 5 we show that
the solubilities obtained in this way agree well with the
measurements of Elliot et al.,66 but disagree with the measure-
ments of Lang and Zander65 However, the trend of the latter
agrees with our t (see Fig. 5).
Measurements of the solubility of lithium hydroxide in water
are reviewed in the work of Monnin and Dubois.25 In this
reference, the activities of the solution are taken into account.
These are tted with the Pitzer formalism in the molality scale,
which is based on the Debye–Hu¨ckel theory.67 The correct t
for the Pitzer parameter AF is given in ref. 68. The thermody-
namic data of LiOH$H2O are hQLiOH$H2O ¼ 787:07 kJ mol1,
sQLiOH$H2O ¼ 83:352 J1 mol1 K1, and c
p;Q
LiOH$H2O
¼ 9:7674 J mol1
K1, as determined from the solubility data reviewed in the
work of Monnin and Dubois (see Fig. 4).25
We further determine the partial molar volumes of H2O, Li
+,
and OH from the measurements of Herrington et al.69 and
Table 1 Structure of porous cell components. If two values are given in the
cathode, the ﬁrst corresponds to a cell with a GDE and the second to a cell with a
ﬂooded electrode. In the separator, the ﬁrst corresponds to a cell with a porous
separator and the second to a cell with a bulk separator region
Channel Pressure 101 325 Pa
Phases (species) Volume fraction
Gas (Og2) 1.0
Cathode Thickness 500 mm
Phases (species) Initial volume fraction
Gas (O2) 0.375/0.0
Liquid electrolyte
(H2O, Li
+, OH, Oaq2 )
0.375/0.75
LiOH$H2O 0.0(r ¼ 1510 kg m3)
Carbon 0.25
Separator/anode Thickness 100 mm
Phases (species) Initial volume fraction
Liquid electrolyte
(H2O, Li
+, OH, Oaq2 )
0.8/1.0
LiOH$H2O 0.0
Glass separator 0.2/0.0
Lithium metal (Li+) 0.0
Fig. 4 Solubility of lithium hydroxide in aqueous solution for various tempera-
tures. The symbols represent measurements by Monnin and Dubois25 The solid
line represents the ﬁt with thermodynamic data hQLiOH$H2O, s
Q
LiOH$H2O
, and cp;QLiOH$H2O
(see text).
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Roux et al.70 In Fig. 6 we compare our t with these measure-
ments, which are scarce at high salt concentrations. The partial
molar volumes Vi are tted with the Pitzer formalism again (this
is possible because Vi ¼ vmi/vp holds), where we include the
volumes at innite dilution as additional parameters.67,69 The
Pitzer parameters are given in Table 2.
We parameterize the partial molar compressibilities
according to Millero et al.71 for NaOH, but exchange the partial
molar compressibility of Li+ at innite dilution with the
measurement of Roux et al.70 for LiOH. The partial volumes and
compressibilities are important for the liquid equation of state
only (see eqn (20) and (21)). Thus, we neglect the partial molar
volume of dissolved oxygen due to its low concentration (VO2 ¼
kO2 ¼ 0).
3.3 Transport and kinetics
Electrolyte transport properties strongly depend on viscosity h.
The viscosity of lithium hydroxide solutions was measured by
Laliberte.72 With the Einstein–Stokes relationship, we extend
the range of measurements of lithium diﬀusivity at innite
dilution73
D ¼ 6:8 109 m2 s1
hH2O
h
T
T0

8:90466 104mLiþ 4
 0:0127732mLiþ 3 þ 0:0538298mLiþ 2  0:0381098mLiþ
þ 0:856882 	
(42)
and the oxygen diﬀusivity in pure water74
DO2 ¼ 1:693 106 m2 s1
hH2O
h
exp

 16 739 J mol
1
RT

(43)
to a wider range of salt concentrations and temperatures. The
conductivity of a lithium hydroxide solution is75
k ¼ (37.72629 + 0.13245T/K)  (27.60862
 0.14199T/K)mLi+  1.39623mLi+2 (44)
and the transference number is
t+ ¼ 0.1637 (45)
We use the standard Bruggeman coeﬃcient b ¼ 1.5.29
Convective transport is governed by the permeabilities (see eqn
(15) and (16)),76 in the GDE we use
Bgas ¼ 5  1012 m2(1  s)3.5, Belyte ¼ 5  1012 m2  s3.5. (46)
In the separator we employ the quasi-innite permeability
Belyte ¼ 109 m2.
The kinetics of the (electro-)chemical reactions depend on
the specic surface areas and the forward reaction rates. In this
paper, the former are Aspezca ¼ 106 m1, AspezO2 ¼ 104 m1, and
Aspez,0cryst ¼ 106 m1; Aspezan is chosen to represent a non-porous
lithium foil; the latter are kfan ¼ 3.84  1015 mol m2 s1 (ban ¼
0.5) and kfca ¼ 1.1  1017 m4 mol3 s1 (bca ¼ 0.09).77
The surface energy g of LiOH$H2O is taken from the theo-
retical prediction of Mersmann78
g ¼ 0:414 kT
a2
ln

cs
LiþV
M
LiOH$H2O

(47)
which is in good agreement with the ts of Nielsen et al. to
experiments.59
3.4 Simulation methodology
All simulations are performed with the multi-phase electro-
chemical simulation tool DENIS.47,48 The computational
domain is divided into 55 compartments with widths between 1
mm and 40 mm, simulations of ooded cathodes utilize a ner
discretization at the oxygen inlet. The crystal size distribution is
simulated with 29 discretization compartments. We use nite-
volume discretization along the computational domain and
upwind nite-element discretization for the crystal size distri-
bution. Rate equations are evaluated using the soware CAN-
TERA.79 The discretized equation system is numerically time-
integrated with LIMEX.80,81
Fig. 5 Oxygen solubility at various salt concentrations and temperatures. The
black squares and red circles represent measurements by Elliot et al.,66 the blue
triangles represent measurements by Lang and Zander.65 The solid lines represent
ﬁts according to eqn (41).
Fig. 6 Density of lithium hydroxide solution at various salt concentrations and
temperatures. The squares and circles refer to the measurements of Herrington
et al.69 and Roux et al.70 respectively.
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4 Results and discussion
In this section we discuss the predictions of the model outlined
in Sections 2 and 3. We concentrate on understanding and
overcoming power and capacity limitations of aqueous Li–O2
batteries. Above all, this paper highlights that in aqueous Li–O2
batteries crystallization tends to occur close to the anode. Thus,
we begin by explaining this inhomogeneous crystallization
eﬀect in Section 4.1. In Section 4.2 we demonstrate how GDEs
oﬀer higher power densities than ooded electrodes. By engi-
neering the cell design, crystallization can be altered and cell
capacities can be increased as described in Section 4.3.
4.1 Inhomogeneous precipitation
First, we study the galvanostatic discharge of a Li–O2 battery with
a GDE and a porous separator at moderately high currents i ¼
10 A m2 (see Fig. 7). Note that current densities are given with
respect to the macroscopic separator area in this one-dimen-
sional model. The cell takes 7.7 h to discharge. For comparison,
commercial lithium-ion batteries can be completely discharged
in less than 1 h at currents up to i ¼ 60 A m2.35,82
The Li–O2 battery discharges in two stages (see Fig. 7).
Initially, up to point B, the salt concentration rises from its
initial value to the solubility limit, the voltage decreases slowly,
and LiOH$H2O does not form. Aer point B, the salt concen-
tration remains constant, slightly above its solubility limit, the
voltage is constant, and the LiOH$H2O volume fraction
increases linearly in time. Eventually, at point D, an abrupt drop
in cell voltage represents the end of discharge. This happens
well before the mean volume fraction of LiOH$H2O (ca. 0.095 at
point D) reaches the void pore volume (0.375 for the electrode,
0.8 for the separator, cf. Table 1). During discharge, Li+ forms at
the anode and OH in the cathode. When the salt concentration
increases, oxygen solubility decreases due to salting-out (see
eqn (41)). Therefore, the cell voltage slightly decreases during
this rst stage. LiOH$H2O crystals nucleate while the salt
concentration is slightly overshooting at point B (this will be
discussed below, cf. Fig. 11). Subsequently, LiOH$H2O particles
grow at a constant rate owing to a small but constant super-
saturation and a constant precipitation surface area. During
this period the cell voltage is nearly constant. This voltage
plateau is typical for conversion reactions under stationary
operating conditions, as for example observed in fuel cells. We
explain the abrupt end of discharge in the following.
Fig. 8 shows spatial proles of dissolved salt concentration,
precipitate volume fraction, and the surface area of precipita-
tion during discharge. At point A, we observe a salt concentra-
tion gradient with increasing concentration towards the
separator and the anode. We emphasize that this is a funda-
mental property of aqueous Li–O2 batteries due to the small
transference number of Li+ (see eqn (45)). Due to this small
transference number, the electric potential in the electrolyte
induces faster transport of OH than of Li+. The salt concen-
tration gradient must counteract this asymmetry in order to
maintain electroneutrality. At point B, just aer the nucleation
phase, the specic surface area of precipitation shows that most
crystal nuclei have formed next to the anode. Consequently, at
point C, most LiOH$H2O is present in this region. The
concentration prole has regained a monotonous increase aer
the turmoil of nucleation, although inhomogeneous precipita-
tion reduces its gradient. At point D, just before end of
discharge, the reason for capacity limitation becomes obvious:
A lm of LiOH$H2O forms at the separator/anode interface,
completely blocking the lithium ion transport. The battery tries
to overcome the transport limitations and further increases the
salt concentration near the anode. This results in resumed
nucleation (see also Fig. 11) and accelerated end of discharge.
In Fig. 9 we illustrate the role of convective ow for the cell
performance. The pressure is approximately constant in the
separator and drops from the separator towards the oxygen
channel in the cathode. The magnitude of the pressure drop
increases during cell discharge. It drives the convection of elec-
trolyte from the separator into the GDE, where H2O is constantly
consumed in the oxygen reduction reaction (see eqn (5)). The
Table 2 Pitzer parameters for electrolyte volume, ﬁtted to polynoms g ¼P
n
gn

T
K
n
n V0Liþ MH2O=V
0
H2O
83 vAF/vp84 vbF0 /vp vb
F
1 /vp vC
F/vp
1 0 0 2.437359  107 0 0 0
0 7.314575  105 5.585541  103 3.776468  109 7.217791  1010 5.443222  109 4.335196  1010
1 7.532795  107 9.323917  101 2.333318  109 2.833843  1012 4.358444  1011 1.404855  1012
2 2.524541  109 5.295044  101 6.308666  1014 0 8.388285  1014 0
3 2.837367  1012 1.513766  103 6.788572  1017 0 0 0
4 0 2.181633  106 0 0 0 0
5 0 1.261439  109 0 0 0 0
Fig. 7 Discharge of a Li–O2 battery with a GDE and surface nucleation at i¼ 10 A
m2. Cell voltage (red line), average volume fraction of LiOH$H2O (black line), and
average salt concentration (blue line) are shown. The dashed lines and capital
letters refer to data shown in Fig. 8.
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increasing drop reects the increasingly inhomogeneous liquid
phase saturation in the GDE (see eqn (18) and (36)) and leads to
slightly inhomogeneous reaction rates in the GDE. The inset of
Fig. 9 depicts the decrease in overall electrolyte pressure during
cell discharge. The pressure decreases slowly and nonlinearly up
to point B, it decreases fast and linearly aer point B. The
nonlinearity stems from the dependence of the liquid equation
of state (see eqn (20)) on the salt concentration. Aer nucleation,
the mean pressure decreases faster because H2O is now
consumed by LiOH$H2O formation, too (see eqn (22)).
In summary, we have illustrated the main processes inside
an aqueous Li–O2 battery with a GDE during discharge. The cell
fails due to inhomogeneous precipitation, particularly due to
the formation of a lm of LiOH$H2O at the separator/anode
interface. This prediction of our model agrees with experiments
and explains the observed lm of LiOH$H2O on the anode-
protecting membrane.20
4.2 Rate dependence
Fig. 10 shows the cell behavior during galvanostatic discharge at
various currents. The discharge proceeds in the same way as
described in Section 4.1 for all currents. An initial voltage drop
due to polarization resistances (increasing with current) is fol-
lowed by a slow linear voltage decrease due to salting-out. A
constant voltage plateau occurs aer the onset of LiOH$H2O
nucleation. The discharge ends abruptly due to inhomogeneous
precipitation. The initial voltage drop is missing at low currents
i # 0.1 A m2 due to negligible overpotentials in the cathode. It
is worth noting that the salt concentration reaches its solubility
limit and LiOH$H2O starts to nucleate at approximately the
same capacity with respect to the mass of H2O for any discharge
rate; the amount of H2O determines the amount of salt that can
be dissolved in the cell. Most importantly, we observe that the
discharge capacity is signicantly rate-dependent for high
currents i $ 10 A m2. At higher discharge currents the salt
concentration gradient is larger and nucleation is more
inhomogeneous. Therefore, precipitation is increasingly
Fig. 8 Spatial proﬁles of salt concentration, volume fraction of LiOH$H2O crystals, and the speciﬁc surface area of precipitation during galvanostatic cell discharge (i¼
10 A m2) at times A, B, C, D (see Fig. 7). Precipitation occurs mainly close to the anode due to the small transference number of Li+ (see eqn (45)).
Fig. 9 Pressure drop in electrolyte during discharge of a Li–O2 battery,
normalized to Dp ¼ 0 at the oxygen channel y ¼ 0. The pressure drops inside the
GDE from the separator to the oxygen channel, driving convective ﬂow of elec-
trolyte into the GDE. The inset depicts the average electrolyte pressure in the cell
that decreases during discharge due to water consumption.
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inhomogeneous and the capacity smaller with increasing
discharge current.
The overvoltage at the voltage plateau increases with the
logarithm of the discharge current in Fig. 10. This indicates that
the discharge power is limited by the kinetics of the oxygen
reduction reaction (see eqn (5)) in the cathode alone. The ionic
transport is fast in aqueous electrolytes, indicated by the small
concentration gradients shown in Fig. 8. Thus electrolyte
transport and electrode tortuosity do not contribute signi-
cantly to the overvoltage at the discharge rates considered.
Analyzing the specic surface area for crystal growth illus-
trates the crystallization process (see Fig. 11). The surface area
sharply increases twice, rstly, when precipitation begins
(120 mA h gH2O
1) and, secondly, when discharge ends. Between
these events, the surface area is constant during discharge, yet,
it depends signicantly on current densities. The sharp rises of
the surface area correspond to nucleation events. When the salt
concentration reaches the critical supersaturation, crystal
nucleation sets in. Supersaturation keeps increasing, until the
nucleated particles support enough crystal growth. Then,
supersaturation is reduced and nucleation stops. At larger
discharge currents, more crystal nuclei are required to
counteract dissolved salt formation. Therefore, the surface area
for crystal growth increases with discharge current. At the end
of discharge, transport of ions between the electrodes becomes
restricted by precipitates. Consequently, the salt concentration
must rise to overcome this and nucleation occurs again.
In Fig. 12a and c we show the volume fraction of all phases at
the end of discharge. Whereas the crystal volume fraction is very
inhomogeneous at themoderately high current i¼ 10 Am2 (see
Fig. 12a), it is quite homogeneous at the small current i ¼ 0.1 A
m2 (see Fig. 12). This is why inhomogeneous precipitation
limits the discharge capacity at high rates only (see Fig. 10). We
observe in Fig. 12c that free volume is still available in the GDE at
the end of discharge. The water in the GDE has been consumed
nearly completely and the electrolyte pressure cannot deliver
additional water into the cathode. This means that inhomoge-
neous precipitation is not limiting the capacity at low rates.
For comparison, we investigate the discharge of a Li–O2
battery with a ooded cathode. In this simulation, we neglect
the liquid equation of state and electrolyte convection; the
density of water is kept constant at rH2O ¼ 985 kg m3; oxygen
can only dissolve in the electrolyte from the gas channel.
Therefore, oxygen transport is due to electrolyte diﬀusion only,
which limits the cell performance. Resulting discharge behavior
is shown in Fig. 13, and spatially resolved oxygen concentration
proles are shown in Fig. 14. Most importantly, battery power is
strongly reduced in ooded electrodes, that is, voltages are
500 mV lower. The at voltage plateau observed for GDEs
(Fig. 10) is absent for ooded cathodes, instead voltages are
monotonically decreasing during discharge (Fig. 13). Large
currents i $ 100 A m2 cannot even be sustained with ooded
electrodes. As shown in Fig. 14, the reason for this behavior is
the slow oxygen transport in the liquid phase of a ooded
cathode, leading to large concentration gradients and conning
electrochemical activity to an electrode volume close to the
channel. The rate-dependent capacity (end of discharge) is
again due to inhomogeneous precipitation, as discussed above
for GDEs (see also Fig. 12b and d). In conclusion, GDEs oﬀer
signicantly better performance because they strongly reduce
oxygen transport limitations as compared to ooded electrodes.
4.3 Design of precipitation
Aer demonstrating the high performance of aqueous Li–O2
batteries with GDEs, we further address the rate-dependent
discharge capacity due to inhomogeneous precipitation. As
pointed out earlier (see Section 2.5), aqueous electrolytes oﬀer
high conductivities and allow the use of large non-porous
separator regions. In such separator regions, precipitation will
probably occur on sedimenting dust particles (see Fig. 3b). In
the GDE, however, crystals still nucleate on surfaces. The single
unknown parameter in our nucleation model is the density of
nucleation sites N0 (see eqn (25)). One can imagine designing
this number by voluntarily adding dust particles. This motivates
our approach to optimize the discharge capacity by varying the
number of nucleation sites.
We illustrate the eﬀect of varying the number of nucleation
sites in the separator region, N0, with Fig. 15 by discussing the
Fig. 10 Cell voltage during galvanostatic discharge of a Li–O2 battery with a
GDE for various discharge currents.
Fig. 11 Speciﬁc surface area for crystal growth in the separator region during
cell discharge at various currents. After an initial nucleation period, the speciﬁc
surface stays constant during crystal growth. At end of discharge, nucleation
becomes dominant (see text).
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electrolyte volume at the end of discharge. For small N0, more
crystals nucleate in the cathode than in the separator and
consequently discharge ends due to electrolyte depletion at the
cathode–separator surface. For large N0, instead, most crystals
nucleate in the separator and discharge ends due to electrolyte
depletion in the separator. At intermediate N0, LiOH$H2O grows
uniformly in the cathode and the separator. Taking into account
achievable water purities and surface defect densities, experi-
mental values might be slightly higher than the optimum value
N0 ¼ 1018.5 m3 found with this model. However, crystallization
outside the cathode is advantageous because it avoids the
problem of passivation of active surfaces.
This optimization of the cell capacity is summarized for
diﬀerent N0 in Fig. 16. The cell capacity is maximum at inter-
mediate N0, when precipitation occurs in both cathode and
separator regions. A bulk separator region has the advantage
that external forces (i.e., stirring) can be applied in order to
homogenize the sedimented LiOH$H2O, schematically
described by eqn (35). This stirring process does not aﬀect the
cell performance at low N0, when precipitation in the cathode
dominates. But it is advantageous for large N0, when precipi-
tation in the separator is critical to cell performance.
Fig. 12 Volume fraction of phases at end of galvanostatic discharge for a (a) GDE at i ¼ 10 A m2, (b) ﬂooded electrode at i ¼ 10 A m2, (c) GDE at i ¼ 0.1 A m2, and
(d) ﬂooded electrode at i ¼ 0.1 A m2.
Fig. 13 Cell voltage during galvanostatic discharge of a Li–O2 battery with a
ﬂooded electrode (see text) for various discharge currents.
Fig. 14 Dissolved oxygen concentration proﬁle along cell coordinates at 50%
SOC for a GDE (see Fig. 7) and a ﬂooded electrode (see Fig. 13). The concentration
rapidly drops in the ﬂooded electrode due to the low diﬀusivity of oxygen in
water, even at moderate discharge currents. In the GDE the oxygen concentration
is nearly constant.
1310 | Energy Environ. Sci., 2013, 6, 1299–1314 This journal is ª The Royal Society of Chemistry 2013
Energy & Environmental Science Paper
Pu
bl
ish
ed
 o
n 
06
 F
eb
ru
ar
y 
20
13
. D
ow
nl
oa
de
d 
by
 U
ni
ve
rs
ita
t U
lm
 o
n 
22
/0
5/
20
13
 1
6:
43
:4
0.
 
View Article Online
The surface energy g is another important parameter for
adjusting the classical theory of nucleation and growth to
experiments.59 In this paper we choose g ¼ 0.026kT/a2 (see eqn
(47)), justied by theory and experiments.78 A sensitivity analysis
of the discharge capacity on g is presented in Fig. 17. By varying
g over one order of magnitude, we vary the nucleation barrier by
two orders of magnitude (see eqn (24)). Without stirring the
capacity increases signicantly with g. With stirring the
capacity is higher and slightly depends on the surface energy
non-monotonically. A greater surface energy generates a greater
nucleation barrier and a greater critical supersaturation. Thus,
the ratio of salt concentration gradient and critical supersatu-
ration decreases with g so that precipitation becomes more
homogeneous. Without stirring this directly results in an
increased capacity. Because stirring creates homogeneous
deposits, it enables good capacities even at low critical super-
saturations and low g. The non-monotonic behaviour of the
capacity with stirring is due to the complex interplay of inho-
mogeneous precipitation in cathode and separator regions with
diﬀerent void volumes and nucleation kinetics. To summarize,
we nd that our model results are sensitive to the exact value of
the surface energy g for precipitation of LiOH$H2O. However,
our general conclusions remain valid and the optimized cell
depends on g only weakly.
During the discharge we keep track of the particle size of
sedimenting nuclei. A typical distribution is shown in Fig. 18.
The particle radius r  10, ., 100 mm is determined by the
interplay of crystal growth and sedimentation. The size distri-
bution depicted varies along the cell dimension due to inho-
mogeneous nucleation.
Finally, in Fig. 19 we compare the energy density of galva-
nostatic discharge of the three designs studied here: First, a
GDE with a porous separator, second a ooded cathode with a
porous separator, and third a GDE with a bulk separator. In the
third case, we use optimized conditions, that is, nucleation on
dust particles in the separator, stirring, and N0¼ 1018.5 m3. We
observe that ooded electrodes show energy densities compa-
rable with GDEs at low discharge rates. However, they cannot
deliver the current densities of modern lithium-ion batteries (i
$ 10 A m2). At high rates, corresponding to discharge in less
than one hour (i¼ 100 Am2), GDEs oﬀer three times larger cell
capacities. If we adjust the cell design to the precipitation
process, we can reduce capacity fading and further increase the
energy density at high rates. A next optimization step would be
to enlarge the separator region, which would reduce the relative
mass overhead in the cell.
We close this section with a brief outlook on the inuence of
inhomogeneous precipitation and cell design concepts on
charging. On the one hand, a deposit-free cathode oﬀers
undisturbed electrochemical surface reactions and transport
paths also during charge. On the other hand, inhomogeneously
distributed precipitates may limit power densities during
charge. While the driving force for dissolution, that is, the
diﬀerence between salt concentration and solubility, is greater
within the porous cathode, the reaction area for dissolution is
Fig. 15 Volume fraction of a electrolyte at end of discharge with nucleation on
dust particles and stirring at various N0 (see red dots in Fig. 16). At large N0
precipitation occurs mainly in the cathode, at small N0 precipitation mainly occurs
in the separator. Cell capacity is largest at intermediate N0 (see Fig. 16).
Fig. 16 Discharge capacity of a Li–O2 battery after galvanostatic discharge at i¼
10 A m2 with nucleation on dust particles (see Section 2.6) as a function of
density of nucleation centers in the separator N0. The capacity for nucleation on
surfaces from Fig. 7 is included as a gray line. The capacity increases at large N0,
when the LiOH$H2O crystals are actively stirred (red dots) compared to the situ-
ation without stirring (black squares).
Fig. 17 Discharge capacity of a Li–O2 battery after galvanostatic discharge at i¼
10 A m2 with nucleation on dust particles (see Section 2.6) as a function of
surface energy g, that is, the nucleation barrier (see eqn (24)). The number of
nucleation centers N0 ¼ 1018.5 is chosen to optimize the capacity (see Fig. 16). In
this article we use the surface energy g ¼ 0.026kT/a2 from theoretical predic-
tions,78which agree with measurements.59 Our simulation results strongly depend
on the nucleation barrier.
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greater in the porous separator close to the anode. In a realistic
cycling scenario, these eﬀects will not balance each other and
cycling eﬃciency will be reduced. In a bulk separator, however,
this issue can be solved by actively distributing the precipitate
in the separator, for example by rotating the battery. This would
increase the area for dissolution signicantly. In summary, a
bulk separator region is also advantageous during charging.
5 Conclusions
Lithium–oxygen (Li–O2) batteries have recently received great
attention due to their large theoretical specic energy. Advan-
tages of the aqueous design include the stability of the elec-
trolyte, the existing long-term experience with gas diﬀusion
electrodes (GDEs), and the solubility of the reaction product
lithium hydroxide. Not many experimental results on aqueous
Li–O2 batteries have been published, because a number of
challenges must be overcome, including the need for a suitable
lithium-ion-conducting membrane, a durable lithium metal
anode, and strategies to mitigate carbon dioxide poisoning. In
this situation, mathematical models have the unique potential
to analyze and optimize the fundamental operating principle
and therefore support cell development in its initial stages.
In this article we have presented the development and
application of a multi-physics continuum model of aqueous Li–
O2 batteries with gas diﬀusion electrodes. A particular feature of
the model is the detailed description of precipitation dynamics
based on the classical theory of nucleation and growth.
Parameters were taken from the extensive published literature
on aqueous solutions. Therefore, the model is completely
determined by measured parameters.
Simulations of discharge behavior, including detailed
spatiotemporal analysis, were performed for diﬀerent cell
designs and operating conditions. The results showed that
batteries with GDEs have high power densities and at
discharge curves. They are superior to cells with ooded elec-
trodes. Inhomogeneous precipitation of solid LiOH$H2O was
predicted to be the capacity-limiting process at high discharge
rates relevant for applications. At these rates, precipitation was
shown to occur predominantly at the interface between the
separator and the anode. This can be interpreted as formation
of a solid product lm on the anode, explaining earlier experi-
mental ndings.20 Note that this tends to keep solid and insu-
lating reaction products out of the porous cathode, possibly a
huge advantage over non-aqueous Li–O2 batteries. Further
simulations showed that the capacity limitation can be reduced
by adapting the cell design to the underlying physical processes.
Therefore, precipitation of reaction products will not be a key
problem for aqueous Li–O2 batteries. Solid reaction products
are in fact necessary to reach competitive energy densities.
To conclude, this paper highlights two major advantages of
aqueous Li–O2 batteries over non-aqueous designs. First, the
availability of GDEs reduces limitations due to slow oxygen
diﬀusion. Second, precipitation tends to occur outside of the
cathode and to not poison the active surfaces in the cathode.
These specic advantages tend to be neglected among the
multitude of research on non-aqueous Li–O2 batteries.
List of symbols
Symbol Unit Meaning
ai — Symmetry factor
b — Bruggeman coeﬃcient
d, d0 m Diﬀusion layer thickness around LiOH$H2O
nucleus
hj kg s
1 m1 Viscosity of phase
3j m
3 m3 Volume fraction of phase
g J m2 Surface energy of LiOH$H2O
kk m
3 mol1 Pa1 Partial molar compressibility of species
kD A m1 Transport parameter of lithium hydroxide
solution
k A V1 m1 Conductivity of lithium hydroxide solution
mi J mol
1 Chemical potential of species
m0i J mol
1 Chemical potential of species in the standard
state
Dmi J mol
1 Partial molar Gibbs reaction enthalpy
Fig. 18 Particle size distribution density (see eqn (29)) at y ¼ 600 mm (blue), y ¼
550 mm (red), y ¼ 500 mm (black) at 50% SOC during galvanostatic discharge of a
Li–O2 battery (i ¼ 10 A m2) with nucleation on dust particles and stirring. The
lines are interpolations of the simulation results (squares, dots, and triangles). The
number of nucleation centers N0 ¼ 1018.5 is chosen to optimize the capacity (see
Fig. 16).
Fig. 19 Energy density of a Li–O2 battery with diﬀerent designs: a GDE with
surface nucleation, a ﬂooded electrode with surface nucleation, and a bulk
separator with nucleation on sedimenting dust particles and stirring. In the latter
case, the number of nucleation centers N0 ¼ 1018.5 is chosen to optimize the
capacity at i ¼ 10 A m2 (see Fig. 16).
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(Contd. )
Symbol Unit Meaning
Fj V Electric potential of phase
DFi V Electric potential step for reaction
rk kg m
3 Mass density of species
A(n) m2 Surface area of LiOH$H2O nucleus
a m Length scale of LiOH$H2O, a ¼ (VMcryst)1/3NA1
aD m Length scale of LiOH
aq, aD ¼ (cLi+)1/3NA1
ak — Activity of species
Aspezk m
2 m3 Specic surface of reaction
Bj m
2 Permeability of porous material
C m2 s1 Coeﬃcient for stirring of LiOH$H2O reservoir
ck mol m
3 Concentration of species
csk mol m
3 Solubility of species
D0 m
2 s1 Self-diﬀusion coeﬃcient of Li+
Dk m
2 s1 Diﬀusion coeﬃcient of species
DMk mol m
1 s1
V1
Migration coeﬃcient of species
E W h kg1 Gravimetric energy density
f(r), N(r) m1, — Size distribution of LiOH$H2O nucleus
DG,
DGcrit,
DGV, DGA
J mol1 Formation energy of crystal nucleus
g m s2 Standard gravity
h M Height of battery cell
H mol m3 Pa1 Henry's constant
H0k J mol
1 Standard partial molar enthalpy of species
hQk , s
Q
k ,
cp,Qk
Thermodynamic data of species
~jD,~j
M
 mol m
2 s1 Diﬀusion and migration ux
J(s) Pa Leverett function
kfi, k
r
i Forward and backward kinetic coeﬃcient of
reaction
Mk kg mol
1 Molar mass of species
n, ncrit — Number of particles in LiOH$H2O nucleus
N0 m
3 Number of nucleation sites
_N s1 m3 Nucleation rate of LiOH$H2O
Nj mol Number of particle of phase or species
pk Pa Partial pressure of species, pressure of phase
r m Radius of LiOH$H2O nucleus
S — Relative supersaturation of LiOH
S0k J mol
1 Standard partial molar entropy of species
_si mol m
2 s1 Rate of reaction
s — Saturation of the liquid phase in GDE
tk — Transference number of species
U0 V Open-circuit voltage
VMj m
3 mol1 Molar volume of phase
vg m s1 Velocity of sedimentation
Vk m
3 mol1 Partial molar volume of species
~vj m s
1 Convection velocity of phase
Vj m
3 Volume of phase
y m Coordinate along modelling domain
Z — Zeldovitch factor
zk — Charge number of species
List of constants
Symbol Value
F 96 485.256 A s mol1
k 1.380662  1023 J K1
(Contd. )
Symbol Value
NA 6.0221367  1023 mol1
p0 101 325 Pa
R 8.3145353 J k1 mol1
T0 298.15 K
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a b s t r a c t
Aqueous lithiumeoxygen batteries are promising candidates for electric energy storage. In this paper we
present and discuss a multiphase continuum model of an aqueous lithiumeoxygen single cell including
reactions and transport in a porous gas diffusion electrode (GDE). The model is parameterized using in-
house half-cell experiments and available literature data on aqueous electrolytes. We validate our
transport model with cyclic voltammetry and electrochemical impedance spectroscopy measurements
over a wide range of temperatures (25, 40, 55 C) and electrolyte concentrations (0.1e2 M). We observe
very good agreement between simulations and measurements during oxygen reduction conditions. A
sensitivity analysis of the validated model demonstrates the inﬂuence of the porous structure on GDE
performance and gives directions for the future development of electrodes.
 2014 Elsevier B.V. All rights reserved.
1. Introduction
Recent years showed a strong public interest in the topic of
battery-powered electric vehicles. However, the energy density of
state-of-the-art lithium-ion technology [1e3] is not sufﬁcient to
reach driving ranges comparable to those of cars with conventional
combustion engines. Therefore, a focus of research turned to so
called post-lithium-ion technologies, including lithiumesulfur (Lie
S) and lithiumeoxygen (LieO2) [3]. LieO2 batteries [4e7] are
particularly interesting due to their very high theoretical energy
density. Still, there are many challenges in the development of this
type of battery [8], including insufﬁcient cycling efﬁciency and
lifetime.
Research on metaleair batteries (ZneO2, LieO2, AleO2, MgeO2,
etc.) using aqueous electrolytes started in the early 1960s [9]. The
many practical problems associated with the technology, however,
obviated a successful development other than for small primary
cells. A renewed interest grew when Abraham et al. [10] demon-
strated the use of organic electrolytes in LieO2 batteries. During
discharge the solid reaction product Li2O2 is supposed to form in
the porous structure of the cathode:
2Liþ þ O2 þ 2e#Li2O2: (1)
In this case, the capacity of the LieO2 cell is limited by the low
conductivity of Li2O2 [11e15] and an insufﬁcient supply of oxygen
through the pore space [16e19]. However, the standard electrolytes
* Corresponding author. Helmholtz Institute Ulm, Albert-Einstein-Allee 11, 89069
Ulm, Germany. Tel.: þ49 (0)731 50 34306; fax: þ49 (0)731 50 34011.
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used in lithium-ion technology were found to be unstable in LieO2
batteries [7,20,21]. Thus, the focus of research currently concen-
trates on ﬁnding a suitable and stable organic electrolyte [22e24].
Aqueous electrolyte systems offer an interesting alternative
[25]. The lithium salt solutions used in aqueous electrolytes are
highly conductive [26] and, most importantly, the alkaline envi-
ronment offers reversible electrochemistry over a wide potential
window. The oxygen reduction reaction (ORR) [27] and oxygen
evolution reaction (OER) in alkaline media are given by
2H2Oþ O2 þ 4e#4OH: (2)
At the anode lithium metal is typically used to attain high en-
ergy densities. However, lithium reacts vigorously with water. A
challenge for this system is therefore the development of a water-
impermeable separator which is stable towards lithium and the
alkaline electrolyte [28]. Several groups dedicated their efforts to
this topic and demonstrated stable operation over a large number
of cycles [29e31].
During discharge, the concentrations of Liþ and OH ions in-
crease until the solubility limit is reached and solid LiOH$H2O
precipitates in the battery according to
Liþ þ OH þ H2O#LiOH$H2O: (3)
This can cause problems similar to the aprotic system, that is,
pore clogging and coverage of active surfaces. Yet, solid discharge
products are necessary to reach high energy densities. The two-
step mechanism of aqueous-electrolyte cells (Eqs. (2) and (3))
offers interesting design options, as charge transfer and precipi-
tation can be spatially separated in contrast to organic-electrolyte
cells (Eq. (1)). For example, the problem of pore clogging can be
solved by the use of bulk separators as proposed by Stevens et al.
and Horstmann et al. [32,33]. Here, the anode protective layer
(APL) can be coated with a polymer such that the precipitates
accumulate on the bottom of the separator. This way the solid
products do not block or passivate the GDE and higher capacities
can be reached.
The cathode material and design is of key importance for cell
functionality. In the present work, we propose and demonstrate the
use of gas diffusion electrodes (GDE) for aqueous LieO2 cells. GDEs
allow attaining high power densities which are necessary for the
propulsion of electric vehicles. A GDE usually consists of a porous
catalyst layer (CL) which is placed on a support material such as a
metal mesh for mechanical stability. The coexistence of gas and
liquid phases in the porous structure ensures a fast transport of
oxygen and a large speciﬁc surface area.
The saturation management is of utmost importance for the
successful operation of the GDE as it determines the transport
within the porous network. On the one hand a dry operation will
hamper GDE performance due to insufﬁcient transport of the
reactants in the liquid phase. On the other hand a ﬂooded elec-
trode limits the transport of oxygen to the active sites. The
development of LieO2 cathodes beneﬁts from the extensive work
done on this topic in fuel cell research [34]. Here, many studies
deal with the transport and water management in gas diffusion
layers (GDLs) of polymer electrolyte membrane fuel cells
(PEMFCs) [35e41].
Mathematical models are very helpful for understanding the
interplay of transport and kinetics in these complex systems. Thus,
a validated continuum model has to be regarded as an important
tool which allows a concerted development of GDE structure and
properties in order to optimize its performance. First models on
transport in GDEs of alkaline fuel cells were developed on the
assumption of thin electrolyte ﬁlms [42] within the porous
electrode. This was later extended to the model of ﬂooded
agglomerates [43]. A good agreement with experimental ﬁndings
was reported [44] for the latter type.
In this work we follow a twofold approach to increase under-
standing of relevant processes in GDEs of aqueous LieO2 batteries.
We perform half-cell experiments in a three-electrode setup with
commercial Ag2O electrodes [45]. The extensive parameter ﬁeld is
then used to parameterize and validate a 1D continuummodel. The
model includes electrochemical reactions, multi-phase transport in
the GDE, as well as solid precipitation. This paper is structured as
follows: In the ﬁrst part of this article we explain the measurement
setup and give an overview of experimental ﬁndings (Section 2). In
Section 3 we present a 1D continuum model of a GDE operating in
aqueous LiOH solutions. The model is parameterized (Section 4.1)
and validated (Section 4.2) based on data from the literature and
our own experiments. The validated model is then used in Section
4.3 for the identiﬁcation and discussion of important parameters,
such as porosity, tortuosity or electrode thickness, in order to
improve the performance of the GDE.
2. Experiments
2.1. Experimental setup
We used a silver/silver oxide electrode from Bayer Material
Science [45] for our measurements. The electrode was made up of a
nickel mesh and a catalyst layer consisting of Ag2O, Ag, and PTFE.
The total thickness of the electrode was w560 mm. An electron
micrograph of the cross-section through the electrode is shown in
Fig. 1. The inset on the right shows a close-up view of the porous
structure in the catalyst layer. The thin connecting ﬁbers stem from
the hydrophobic binder and ensure the coexistence of a gas and a
liquid phase in the void volume. The electrode was structurally
characterized using mercury intrusion porosimetry and krypton
adsorption measurements (Porotec). Structural parameters are
listed in Table 1. The experimental setup is described in detail in
Ref. [46].
Aqueous solutions of LiOH were prepared from LiOH$H2O (98%
Alpha Aesar) and demineralized water at room temperature (0.1,
0.2, 1 and 2 M). The cell was operated under puriﬁed oxygen at-
mosphere at atmospheric pressure. A SGL 35DC gas diffusion layer
(Sigracet) was used to prevent leakage of the electrolyte into the
gas channel. The temperature of the electrolyte solution was
controlled via a water bath. We used the HydroFlex electrode (RHE,
Gaskatel) as reference electrode directly in the electrolyte solution.
An IM-6 Electrochemical Workstation (Zahner) controlled the
electrochemical measurements.
Fig. 1. Electron microscope image of an Ag2O gas diffusion electrode studied in this
work. The inset shows a close-up image of the microstructure of the catalyst layer.
Smaller particles are connected by thin ﬁlaments forming larger agglomerates. The
thin ﬁlaments originate from the hydrophobic binder.
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2.2. Electrochemical characterization
Measurements for oxygen reduction and oxygen evolution at a
ﬁxed electrolyte concentration were consecutively performed with
the same electrode and in the same electrolyte solution. Prior to the
measurements we fully reduced the electrode at 500 mV vs. RHE
[46]. This ensured a characterization under stable conditions. First
we recorded cyclic voltammograms and electrochemical imped-
ance spectra for the ORR at 25, 40, and 55 C. After these mea-
surements we fully oxidized the electrode at a voltage of 1850 mV
vs. RHE and reran the same protocol under oxygen evolution con-
ditions. Finally, we repeated the CV measurements at 55 C in the
ORR regime in order to check the electrode for possible degrada-
tion. A fresh electrode of the same batch was used for each con-
centration. In the following Sections 2.2.1 and 2.2.2 we discuss the
typical features of cyclic voltammograms and impedance spectra of
the porous Ag GDE. Measurements at different concentrations
showed qualitatively similar results. Therefore, we restrict our
discussion on the measurements in 1 M LiOH solution. Results at
other concentrations are shown in the course of model validation in
Section 4.2.
2.2.1. Cyclic voltammetry
As mentioned above, cyclic voltammograms were recorded
separately in the ORR and OER regime. The potential range covered
was 1100 mVe500 mV (ORR) and 1400 mVe1950 mV (OER),
respectively. In order to avoid signiﬁcant double layer currents, we
chose a slow scan rate of 1 mV s1.
The cyclic voltammograms for the ORR are shown in Fig. 2 at
potentials below 1.1 V vs. RHE. After an initial drop, the cathodic
current stabilized at a small value. At even lower potential the
current linearly increased with overpotential during the forward
scan. A rise in temperature led to steeper slopes in the linear
region. The maximum current was drawn at the turning point of
the potential scan. Below potentials of 1 V the forward and the
backward sweep collapsed onto a single line. The initial drop in
current can be tentatively attributed to a reduction of remaining
small amounts of silver oxides. Surface layers of Ag2O could have
formed at potentials close to the equilibrium potential of silver
oxide reduction (1173 mV vs. RHE). At higher overpotentials
Ag2O was fully consumed and the current was produced by the
continuous reduction of oxygen alone. The porous structure of
the GDE allowed good transport of reactants and caused a linear
increase of current towards higher overpotentials. We did not
observe a limiting current even at potentials as low as 100 mV.
This demonstrates a good supply of oxygen to the active sites of
the GDE. Thus, the peak performance of the electrode was not
determined by mass or charge transport processes. The negli-
gible contribution of a double layer current to the total current
was conﬁrmed by the collapsing lines of the forward and the
backward scan. The facile kinetics showed an increase of ORR
activity at elevated temperatures. A dashed line in Fig. 2 repre-
sents the repetition of the CV measurements after operating the
electrode under oxygen evolution conditions. It shows the same
features as for the fresh electrode. The lower current, however, is
a clear indication for a degradation of the electrode during ox-
ygen evolution. Possible degradation mechanisms are discussed
below.
Cyclic voltammograms of the oxygen evolution are shown
above 1.4 V in Fig. 2. At low overpotentials, we measured a small
and constant anodic current. After a small dip, the current
continuously increased towards higher potentials. A gap of
around 0.01 A cm2 existed between the forward and the back-
ward scan. At high currents the measurement signal showed
signiﬁcant noise. This coincided with the observation of gas
bubble formation on the GDE surface [47]. These bubbles
obstructed the transport of reactants in the porous electrode. The
statistical process of bubble nucleation generated noise which
could be seen in the current signal. Mechanical damage of the
electrode was not observed. In the potential range studied, silver
exhibits several oxidation states [48]. The small dips in the for-
ward and backward scan arose from the corresponding changes
in oxidation states. Some of these states are reported to dissolve
in alkaline electrolytes [49,50]. The resulting changes in the
surface morphology in turn led to a degradation of GDE perfor-
mance. This could also have been an explanation for the gap
between forward and backward scan. Another possible reason
might have been a depletion of hydroxide ions in the liquid
electrolyte due to transport limitations.
Table 1
Summary of geometrical and structural parameters for each modeling domain.
Initial values for saturation in the cathode (volume fraction of gas and electrolyte)
and electrolyte composition change due to different operating conditions.
Cathode Thickness (LGDE) 560 mm
Discretization points 30
Porosity 0.48
Mean pore diameter 1 mm
Phases Species
Conductor e
Gas OðgasÞ2
Electrolyte H2O, OH, Liþ, O
ðaqÞ
2
Electrolyte Thickness (LEB) 10 cm
Discretization points 10
Sample holder (LSH) 2 cm (g ¼ 30)
Reference electrode (Lref) 5 mm
Porosity 1
Phases Species
Electrolyte H2O, OH, Liþ, O
ðaqÞ
2
Anode Thickness 100 mm
Discretization points 1
Porosity 0.99
Phases Species
Conductor e
Electrolyte H2O, OH, Liþ, O
ðaqÞ
2
Atmosphere Phases Species
Gas OðgasÞ2
Fig. 2. Experimental cyclic voltammograms under oxygen reduction (0.5e1.1 V) and
oxygen evolution (1.4e1.95 V) conditions at 25, 40 and 55 C. The collapsing lines of
forward and backward scan under oxygen reduction demonstrate a negligible inﬂu-
ence of the double layer current and a good transport of reactants. The dotted line
refers to a repeated measurement of a cathodic cycle at 55 C after operating the
electrode under oxygen evolution conditions. The lower cathodic currents indicate a
degradation of the electrode during oxygen evolution.
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2.2.2. Electrochemical impedance spectroscopy
We report electrochemical impedance spectra (EIS) during ox-
ygen reduction only. Under oxygen evolution conditions, the for-
mation of gas bubbles heavily deteriorated the measurement
signal. We used EIS to identify relevant physical processes at
various polarizations. Impedance spectra were recorded in the
frequency range from 100 mHz to 10 kHz. At each working point,
the system was polarized for 5 min at a constant voltage before a
sinusoidal excitation with an amplitude of 5 mV was imposed.
Fig. 3 shows Nyquist plots of impedance spectra at various po-
larizations in 1 M LiOH solution and at a temperature of 25 C. The
symbols represent data points from our measurements and the
solid lines are the result of a ﬁt to the equivalent circuit depicted in
the inset of Fig. 5. The recorded spectra show features typical for
porous electrodes [51]. The lowest impedance in the complex plane
diagram corresponds to the highest frequency of the sinusoidal
excitation. Towards lower frequencies the imaginary part linearly
increased at an angle of approximately 45 with the real axis.
Attached to this linear region we saw a depressed semi-circle. The
radius of the semi-circle and thus the resistance of the electrode
decreased at higher polarizations.
The resistance in the limit of inﬁnite frequencies corresponded
to the combined ohmic resistance of electrode and liquid electro-
lyte. The conductivity of silver, however, is very high and the
contribution of the electrode to the resistance can be neglected
[52]. If the signal of the excitation was not penetrating the whole
pore space of the GDE [51], a linear increase of the imaginary part
was observed. This feature typically appeared if the penetration
depth lwasmuch smaller than the characteristic length scale of the
pore network. In the present case the characteristic length was
approximately given by the thickness of the electrode LGDE. The
penetration depth follows as [51]
l ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:5rZelodeselyte
q
: (4)
Here Zelode is the impedance of the electrode, r the mean pore
diameter and selyte the speciﬁc conductivity of the electrolyte
solution.
At a frequency of 1 kHz l is around 3 mm for the measurements
shown in Fig. 3. The impedance of the electrode and the penetra-
tion depth increase [53] towards lower frequencies. At 1 Hz l is
already around 20 mm and the ac signal is able to penetrate the
whole pore space. In this case, the impedance is comparable to one
of a ﬂat electrode and is represented by a deformed semi-circle in
the complex plane diagram. The diameter of the semi-circle is
representative of the charge transfer resistance of the ORR. This is
consistent with the observed decrease in kinetic resistance at
higher polarizations.
3. Modeling
Weuse the electrochemical modeling software DENIS [19,54] for
our numerical simulations outlined below. Originally developed for
the simulation of fuel cells, we recently showed its ability to model
LieO2 batteries. Our model for aqueous LieO2 batteries is described
in detail in Ref. [33]. Wewill summarize it brieﬂy, and discuss some
modiﬁcations which are due to a different geometry. A list of sym-
bols is given in Table 2, the constitutive equations of the model are
provided in Table 3, and the kinetic mechanism is given in Table 4.
3.1. Model description
Fig. 4 schematically depicts the modeling domain describing the
experimental setup (Section 2.1). In the 1D continuum model, the
Fig. 3. Nyquist plot (100 mHze10 kHz) of impedance spectra recorded in aqueous 1 M
LiOH solution at a temperature of 25 C. The corresponding Bode plot can be found in
Fig. 7. Symbols represent experimental data and lines show results of the ﬁt to the
equivalent circuit model (see Fig. 5).
Fig. 4. Schematic depiction of the modeling domain. The geometry represents the
experimental half-cell setup introduced in Section 2.1. In our 1D continuum model we
consider a transport of reactants in cathode, electrolyte bath and anode. During
discharge oxygen is consumed in the cathode (ORR) and released by the reverse re-
action (OER) at the anode.
Fig. 5. Conductivity of electrolyte solution at various concentrations and temperatures.
Open circles represent our experimental data as a result of the ﬁt to the equivalent
circuit (inset). Data from the literature (open triangles) [26] is shown for comparison.
The solid line represents the best ﬁt to the combined set of data (see Eq. (7)). Inset:
Equivalent circuit model for porous electrodes [46]. The circuit consists of the elec-
trolyte resistance Rel, the charge transfer resistance (Rct) and double layer capacitance
(cdl). Zpore represents a transmission line element [60].
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time evolution of concentrations and potentials is determined
based on conservation equations for mass and charge, respectively.
We simulate CV and EIS measurements at various temperatures.
The system is assumed to be isothermal during the measurements.
During discharge pure oxygen gas enters the GDE at constant
temperature and pressure and dissolves in the liquid electrolyte
(Table 4, Eq. (37)). Dissolution is modeled as chemical reaction in
our modeling approach (Table 3, Eqs. (34)e(36)). The kinetics of the
dissolution reaction follow from the HertzeKnudsen equation. We
assume that 1% of themolecules hitting the gaseliquid interface are
absorbed in the electrolyte [33]. Dissolved oxygen reacts with
water and electrons forming hydroxide ions (Table 4, Eq. (38)).
Transport in the gas phase and in the liquid phase is modeled by the
NaviereStokes equations (Table 3, Eqs. (12)e(15)) and concentrated
solution theory (CST) (Table 3, Eqs. (17)e(23)), respectively [54,33].
We assume electroneutrality to determine the potential distribu-
tion in the liquid electrolyte (Table 3, Eq. (25)). The electronic re-
sistivity of the GDE can be safely neglected due to the high
conductivity of silver [52]. Effective transport coefﬁcients in the
liquid electrolyte are calculated via the Bruggeman correlation
(Table 3, Eq. (21)).
ceff ¼ εbelytec0 ¼ sε0ð Þ
bc0;
where b is the so-called Bruggeman coefﬁcient and εelyte the vol-
ume fraction of the electrolyte. εelyte can be calculated from the
porosity of the electrode ε0 and its saturationwith liquid electrolyte
s. The Bruggeman coefﬁcient is a measure for the tortuosity of
transport pathways in the porous structure. We assume that it is
independent of the saturation and use the standard value 1.5 in our
calculations. In the porous structure of the GDE, gas phase and
liquid electrolyte are in mechanical equilibrium. The electrolyte
saturation s is determined by the capillary pressure pc which is
deﬁned as
pc ¼ Dp ¼ pgas  pelyte ¼ selyte
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ε0
Belyte
r
JðsÞ; (5)
where pgas and pelyte are the pressures in the gas and liquid phase,
respectively, selyte is the surface tension of the electrolyte solution
with respect to air [55,56], and Belyte the permeability calculated
from KozenyeCarman equation [54,57]. We parameterize the
phenomenological Leverett function J(s) according to Hao et al. [41]
(see Section 4.1). The pressure level in the liquid phase is deter-
mined by the hydrostatic pressure of the electrolyte bath. In our
experiment, the liquid pressure is adjusted to meet the pressure of
the gas phase (Dp ¼ 0). The volume fractions of the gas and the
liquid phase follow from their respective equations of state (Table 3,
Eqs. (16) and (24)) [33]. In Ref. [33] we consider the precipitation of
solid LiOH$H2O. In our experiments we keep the concentration of
LiOH in the electrolyte bath well below the solubility limit. Thus,
the formation of LiOH$H2O is neglected in this study. At the counter
electrode, wemodel the formation of oxygen via Eq. (40) (OER). The
evolved oxygen is dissolved in the electrolyte and assumed to be in
equilibrium with a surrounding O2 atmosphere (Eq. (39)). We do
not explicitly model the reference electrode in our approach. The
electrolyte potential at the position of the reference electrode
(yref ¼ 5 mm) directly constitutes the potential of a standard
hydrogen electrode (SHE).
3.2. Simulation methodology
For the numerical simulation, all transport equations are dis-
cretized using a ﬁnite-volume (FV) approach in one dimension
Table 3
Summary of model equations [54,19] (cf. list of symbols for deﬁnition).
Process Model equation Nr.
Gas-phase transport in porous electrodes
Species
conservation v

εgascgasXi

vt
¼ vJ
diff
i
vy
 vJ
conv
i
vy
þ
X
m
AVm _si;m (12)
Diffusive
ﬂuxes vðcgasXiÞ
vy
¼ 
X
j˛Sg
XiJdiffj  XjJdiffi
Deffij
(13)
Convective
ﬂuxes Jconvi ¼ ygasXicgas (14)
Flow
velocity
ygas ¼ Bgas
hgas
vpgas
vy
(15)
Equation
of state rgas ¼
pgas
RT
M (16)
Liquid-phase transport in porous electrodes
Species
conservation
vðεciÞ
vt
¼ 
v

Jdiffi

vy

v

Jmigri

vy
 v

Jconvi

vy
þ
X
m
AVm _si;m (17)
Diffusive
ﬂuxes Jdiffi ¼ Ddiff ;effi
vci
vy
(18)
Migrative
ﬂuxes
Jmigri ¼ D
migr;eff
i
vfelyte
vy
(19)
Transport
coefﬁcients Ddiff ¼ D0 þ
t
zF
sD
c
and Dmigr ¼
t
zF
s (20)
Effective
coefﬁcients ceff ¼ εbelytec0 ¼ ðsε0Þ
bc0 (21)
Convective
ﬂuxes Jconvi ¼ yelyteci (22)
Flow
velocity
yelyte ¼
Belyte
helyte
vpelyte
vy
(23)
Equation
of state X
i
h
Vi þ

pelyte  p0

ki
i
ci ¼ εelyte (24)
Charge
conservation
0 ¼
X
i
ziF
"
Jdiffi þ Jmigri þ Jconvi þ
X
m

AVm _si;m
#
(25)
Phase management in porous electrodes
Phase
growth vεi
vt
¼ Mi
X
m

AVm _si;m

(26)
Volume
restriction
X
i
εiðpiÞ ¼ 1 (27)
Current and voltage
Half cell
voltage E ¼ felde;ca  felyte;ref (28)
Potential
step DF ¼ felde  felyte (29)
Current
density
i ¼
ZLelde
y¼0
ðiF þ idlÞdy (30)
Double layer
current
idl ¼ AVdlcdl
vðDFÞ
vt
(31)
Double layer
capacity
cdl ¼
εðc; TÞε0
ydl
(32)
Faraday
current iF ¼
X
m

FAVm _selectron;m

(33)
Reactions and kinetics
Species
source
term
_si ¼ ni kf
Y
j˛Rf
a
n0j
j  kr
Y
j˛Rr
a
n00j
j

(34)
Forward
rate constant
kf ¼ k0f exp
 
 E
act
f
RT
!
exp

 bzF
RT
DF

(35)
Thermodynamic
consistency kf
kr
¼ exp

DG
RT

(36)
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(denoted by y). We discretize the GDE with 30 non-uniform com-
partments. The smallest FV-compartments are located at the
boundary to the electrolyte bath. Their width is chosen as 0.56 mm
in order to resolve the penetration depth of the ac signal (Eq. (4)).
The electrolyte bath itself is discretized with 10 equally-spaced FV-
compartments. This coarse discretization is justiﬁed by small gra-
dients in concentration and electrolyte potential in the bath. In our
model we take into account the changes in the cross-sectional area
A of the electrolyte bath (Fig. 4). The resulting equation for the
conservation of the mass of species i in the liquid phase is
vðεciÞ
vt
¼ 1
A
v

A

Jdiffi þ J
migr
i þ Jconvi

vy
: (6)
Modeling and simulation methodologies are implemented in
the software DENIS [19,54]. We use the software package Cantera
[58] for the calculation of (electro-) chemical source terms and the
DAE solver LIMEX [59] for time-integration of the set of equations.
Electrochemical impedance spectra are calculated by a step exci-
tation of the reference electrode potential and numerical time
integration of the current response [53]. The potential and current
traces are Fourier transformed to obtain the impedance spectra in
the frequency domain.
4. Results and discussion
In this section we discuss the results of measurements and
simulations. First, we use the experimental data for the parame-
terization of the continuummodel (Section 4.1). Model parameters,
that is, the electrolyte conductivity, the kinetics of the ORR, the
double layer capacitance, and the Leverett function, are determined
in 1 M solution. We validate our model with CV and EIS measure-
ments at various salt concentrations in Section 4.2. Note that we
use a single set of parameters for all calculations.
Finally, in Section 4.3, we perform a sensitivity analysis of our
continuum model to identify the most important parameters for
electrode design.
4.1. Model parameterization
The model is parameterized based on data from our own ex-
periments and from literature. Thermodynamic and transport pa-
rameters are taken from Ref. [33]. A list of geometric parameters of
the setup and structural parameters of the GDE can be found in
Table 1. Chemical reactions and corresponding kinetic parameters
are summarized in Table 4.
We use an equivalent circuit model for the analysis of the
electrochemical impedance spectra (see Fig. 5). Equivalent circuit
models are a viable and widely-used tool to identify physical pro-
cesses and to extract physical parameters [60]. The elements of the
equivalent circuit are adjusted to match the experimental data. The
error in the ﬁt is less than 3% for all measurements. This indicates a
reasonable representation of physical processes. The circuit con-
sists of the electrolyte resistance Rel in line with an RC element,
representing the charge transfer resistance (Rct) and double layer
capacitance (cdl) at the electrode-electrolyte interface. The porous
electrode element Zpore denotes a transmission line model, which
reﬂects the porous structure of the GDE [60]. The elements of this
equivalent circuit are described in detail in Ref. [46]. From the
equivalent circuit model we extract the electrolyte conductivity
and double layer capacitance. The experimental IV curves in turn
are used to determine the kinetic parameters and the saturation of
the GDE.
4.1.1. Electrolyte conductivity
The measured electrolyte conductivity is shown as function of
temperature and LiOH concentration in Fig. 5. Our data is in good
agreement with data from the literature also shown in Fig. 5
[26,61]. The solid line in Fig. 5 represents a ﬁt to the combined
set of data according to
selyte ¼ ð3:83584þ 0:01363TÞ þ ð49:6837þ 0:2193TÞcLiOH
þ ð1:54934 0:01038TÞc2LiOH:
(7)
The ﬁt agrees well with the experimental data at high concen-
trations. At low concentrations the conductivity increases strongly
with increasing salt concentrations. Therefore, this region is
afﬂicted with small uncertainties (Fig. 12).
4.1.2. Double layer capacitance
Upon characterization under transient conditions (CV, EIS), the
electrical double layer at the electrodeeelectrolyte interface leads
to additional capacitive currents. The roughness of the surface or
slow adsorption of ions and chemical impurities on the surface can
cause a dispersion of the capacitance. A constant phase element
(CPE) can capture this dispersive behavior [51]. In our equivalent
circuit we use a pure capacitive element and accept a minor
decrease in ﬁtting accuracy. Fig. 6 shows the double layer
Table 4
Summary of reactions in the different layers following Eq. (35).
Reaction Equation Nr. Parameters Value Units
Cathode
O2 solution
OðgasÞ2 #O
ðaqÞ
2 (37)
AV 1$104 m1
k0 1.1$102 s1
Ea 0 kJ mol1
O2 reduction
OðaqÞ2 þ 2H2Oþ 4e#4OH (38)
AV 3.3$106 m1
k0 9.6$104 m6 kmol2 s1
Ea 21.76 kJ mol1
b 0.149 e
Anode
O2 dissolution
OðgasÞ2 #O
ðaqÞ
2 (39)
AV 1$102 m1
k0 1.1$102 s1
Ea 0 kJ mol1
O2 evolution
OðaqÞ2 þ 2H2Oþ 4e#4OH (40)
AV 2$104 m1
k0 9.6$104 m6 kmol2 s1
Ea 21.76 kJ mol1
b 0.149 e
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capacitance in 1 M LiOH solution at various polarizations. The
capacitance decreases continuously and approaches a constant
value at high overpotentials. The inﬂuence of temperature is less
prominent in our measurements.
We model the electric double layer as an ideal parallel-plate
capacitor. The area speciﬁc capacitance cdl is given by
cdl ¼
εε
0
ydl
; (8)
where ε is the dielectric constant of the solution,
ε
0 ¼ 8.85$1012 F m1 the permittivity of vacuum and ydl the
thickness of the double layer. In lack of experimental data for LiOH
we use the dielectric constant for NaOH solution [62,63]. The
capacitance at small overpotentials is very high and a polarization
dependence of the capacitance alone does not explain the strong
decrease of the ﬁtted parameters. Most likely, the equivalent circuit
ﬁt includes ad- or desorption processes of ions on the electrode
surface. Therefore, we neglect the potential dependence of cdl and
adjust ydl to ﬁt our experimental data at high polarization where
the capacitance approaches a constant value. The capacitance of
our model is shown as dotted line in Fig. 6. We use a double layer
thickness ydl of 5.0 A, which approximately corresponds to two
layers of molecular water [64] on the electrode surface. We justify
our simpliﬁed description of the electrical double layer by
comparing the relaxation times s ¼ Rctcdl of the charge transfer
process. In a Bode plot, s corresponds to the frequency at the
maximum of the imaginary part. The position of the simulated
maxima in Fig. 7 agrees fairly well with our experiments. We
extrapolate cdl to other salt concentrations by using the correlations
for ε given in Refs. [62,63] in Eq. (8).
4.1.3. ORR kinetics
For the calculation of kinetic parameters we utilize the data
from CV measurements in 1 M LiOH solution. We eliminate mass
transport effects from the porous electrode by correcting the
measured potential for corresponding overpotentials. The effective
overpotential heff is
Fig. 6. Double layer capacitance in 1 M LiOH solution. Symbols represent the double
layer capacitance from the ﬁt to the equivalent circuit model at various polarizations.
The dotted line represents the capacitance of the model and is included as a guide for
the eye.
Fig. 7. Bode plots of impedance spectra in 1 M LiOH solution at 40 C and various
polarizations. Symbols represent the experimental data and solid lines show the re-
sults of the continuum simulations. The graph demonstrates the good agreement of
our simulations with the experiments and validity of our model of the electric double
layer.
Fig. 8. Tafel analysis for the ORR in 1 M LiOH solution at temperatures of 25, 40 and
55 C. Open circles show the experimental data of our CV measurements. The data is
corrected for effects of mass transport. The dashed lines represent the best Tafel ﬁt at
overpotentials between heff ¼ 150 mV and 200 mV. The inset shows the Arrhenius plot
of the pre-exponential factors which were determined according to our kinetic model
from the exchange current densities. All kinetic parameters are summarized in Table 4.
Fig. 9. Leverett function J(s) as proposed by Kumbur et al. [39] (without MPL) and Hao
et al. [41]. The correlations describe the relation between capillary pressure and
saturation in porous media. Our ﬁt is determined by adjusting an offset to the corre-
lation of Hao et al. [41] to get a good agreement between simulated and measured IV
curves (see Fig. 10).
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heff ¼ h Rtoti; (9)
where Rtot ¼ Rel þ Zpore is the total mass transport resistance. Rel
and Zpore are determined from the equivalent circuit model. The
Tafel plot with corrected overpotentials is shown in Fig. 8. A straight
line is ﬁtted to the Tafel regime between heff¼ 150mV and 200mV.
The Tafel slope of w100 mV decade1 gives a symmetry factor
bCathode of w0.15 [65]. We determine the exchange current den-
sities for three different temperatures as the intercept of the Tafel
line with the line of zero overpotential. For the calculation of rate
constants, we assume a ButlereVolmer type global kinetic model
(see Eq. (34)). The frequency factor and activation energy follow
from the Arrhenius plot shown in the inset of Fig. 8. The kinetic
parameters are summarized in Table 4. A short derivation of the
parameters of the ORR can be found in the appendix.
4.1.4. Saturation of the GDE
In Ref. [33] we use the correlation of Kumbur et al. [39] for the
calculation of GDE saturation. It was developed for the saturation of
carbon cloth type GDLs in PEMFCs. The predicted saturations at
Dp ¼ 0 are very low. Wang et al. [66] point out that the saturation
strongly depends on the structure of the medium. Therefore, we
use the simpliﬁed expression of Hao et al. [41] (Fig. 9) and adjust
the offset of the Leverett function J(s) to ﬁt our experimental IV
curves in 1 M LiOH solution, as shown in Fig. 10. The resulting
Leverett function is given by
JðsÞ ¼ 1:34$103 þ 0:00498e9:404ðs0:5Þ  0:00397e11:19ðs0:5Þ:
(10)
This function gives a good agreement between simulated and
experimental IV-curves over the complete investigated tempera-
ture and polarization range. The small deviation at high h is dis-
cussed in Section 4.2.1. Our model predicts a saturation of about
w47%. This reﬂects the wetting behavior of water on Ag surfaces
[67] and is slightly below the values previously used in the
modeling of alkaline fuel cells [68,69].
4.2. Model validation
The model as outlined above is used to simulate the electro-
chemical measurements described in Section 2.2. We focus here on
the oxygen reduction regime because of electrode degradation and
a noisy signal during oxygen evolution. Liquid-phase transport
processes during oxygen reduction and oxygen evolution are
expected to be similar.
In the following Sections we validate our model separately for IV
curves and impedance spectra. For both techniques our simulations
agree very well with the experiments over a wide range of con-
centrations, temperatures and overpotentials.
4.2.1. Cyclic voltammetry
We simulate a potential sweep at a scan rate of 1 mV s1, like in
our experiments. Both experiments and model show a stationary
Fig. 10. IV curves in 1 M LiOH solution at various temperatures. The saturation of the
GDE was adjusted to obtain a good agreement between experiments (symbols) and
simulations (solid lines).
Fig. 11. IV curves in aqueous LiOH solution. The concentration of electrolyte solution
was varied between 0.1 and 2 M. Graphs a)ec) show a comparison between simulation
(solid lines) and experiment (symbols) at 25, 40 and 55 C, respectively.
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behavior at these low scan rates, therefore, results are presented as
IV curves. In Fig. 11 we compare IV curves of measurements and
simulations for various temperatures. As explained in the previous
Section 4.1.4, we adjust the saturation dependence J(s) to give a
good ﬁt in 1 M LiOH solution. The good quantitative agreement
with the experimental data at other concentrations proves the
validity of our model.
The model slightly overpredicts current densities at high over-
potentials as already seen in Section 4.1.4. This indicates that rele-
vant rate-limiting processes at high overpotentials and currents are
not fully represented in the current model. Pinnow et al. [44] report
a change in the apparent Tafel slope of their experiments on silver
GDEs in NaOH solution. They explain it with a possible change in
the adsorption isotherm of reaction intermediates and use a second
Tafel slope at high overpotentials. Similar observations for Pt cat-
alysts in alkaline media [70,71] support this assumption. In the
present model we use one single-step charge-transfer reaction to
describe the kinetics at all concentrations, temperatures and
overpotentials. A more rigorous elementary kinetic description of
the ORR could give some additional insights on this topic [27,72,73].
However, such a detailed treatment of kinetics is out of the scope of
this work on transport phenomena of porous electrodes. Similar
changes in the slope of the IV curve are also reported for PEMFCs
[74,75]. This effect is attributed to a limited supply of O2 through a
thin ﬁlm of ionomer on the electrode surface. The nature of this
additional transport resistance is not yet fully understood and
subject of ongoing research. Suzuki et al. show that the dissolution
of O2 in the ionomer might be the rate limiting step [75]. However,
we could not conﬁrm this observation for our aqueous system (see
Section 4.3.1).
In the case of a limiting transport of O2, wewould expect smaller
deviations of the IV curves at low concentrations. The solubility and
diffusivity of O2 is high at low salt concentrations in the electrolyte
[76,77,33]. Still, we observe the same discrepancy to our experi-
ments. In the literature, ﬂooded agglomerate models are suggested
to include the transport of O2 in the agglomerate and electrolyte
ﬁlm [44,75]. This requires an additional parameterization of the
model with unknown structural quantities of the agglomerate. For
the sake of simplicity and in order to avoid ”over-parameterization”
we do not pursue this approach here.
4.2.2. Electrochemical impedance spectroscopy
Impedance spectra from simulation and experiment are shown
in Fig. 12 for various conditions. Overall, simulations and experi-
ment are in a good qualitative agreement. We again stress that we
use only one set of physical parameters for our simulations for all
experimental conditions. This is an important difference to equiv-
alent circuit models, where each spectrum is ﬁtted individually. Our
continuum model reproduces the characteristic shape of imped-
ance spectra of porous electrodes in the complex plane. Its features
are described in detail in Section 2.2.2. The intersection with the
real-axis is in good agreement for experiments and simulations at
high concentrations. At lower concentrations we see minor de-
viations of our simulated data. We attribute this to a lower accuracy
of the ﬁt of ionic conductivity in this region (see Section 4.1.1). At
lower frequencies we observe a depressed semi-circle closing into a
straight line with a slope of 45, originating from transport and
reaction in the porous electrode. The diameter of the semi-circle
corresponds to the resistance of the ORR. At low temperatures
and h the model overpredicts the experiments, whereas at high
temperatures and h experiments are underpredicted. This
discrepancy is consistent with the trends observed for IV curves
(Section 4.2.1). Deviations at high temperatures and h are probably
due to additional transport resistances or changes in the reaction
mechanism of the ORR which we do not capture in our simpliﬁed
1D model. The increased resistance at low temperatures and h is
due to our ﬁtting procedure as we adjust J(s) to get a good agree-
ment at higher currents (see Section 4.1.4).
4.3. Discussion of parameters
We next perform a sensitivity analysis of the validated contin-
uum model in order to identify the most important physico-
chemical processes. The relative sensitivity sz of the current den-
sity i on the change of parameter z is given by
Fig. 12. Impedance spectra of the Ag electrode in the complex plane at various con-
ditions. Symbols represent the experimental data and solid lines are the results of the
impedance simulations of our continuum model. a) Spectra in 0.1 M solution and a
polarization of 700 mV vs. RHE. b) Series of spectra at various overpotentials in 1 M
solution and at a temperature of 25 C. c) Spectra at 40 C and a polarization of 900 mV
vs. RHE.
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sz ¼

i i0	i0
z z0
.
z0
: (11)
The parameters are varied individually by 5% of their original
value (indicated by superscript 0). We perform the sensitivity
analysis at 300, 500 and 700mV overpotential. A sensitivity close to
zero indicates parameters with only a small impact, whereas a high
sensitivity reveals a limiting inﬂuence on the system performance.
A sensitivity of unity means direct proportionality between the
varied parameter and the current.
Results of the sensitivity analysis in 1M LiOH at 25 C are shown
in Fig. 13. The parameters are grouped according to their effect on
physical processes. The ﬁrst part shows kinetic parameters, the
second part transport parameters and the third part geometrical
parameters. In the following discussion we put an emphasis on the
structural parameters, which are important design parameters for
the future development of GDEs.
4.3.1. Kinetic parameters
The kinetic parameters of the GDE show the highest impact
on the system performance. This highlights the need for the
development of novel catalysts [47,78e80]. Especially the sym-
metry factor of the ORR exhibits the highest sensitivity of all
parameters. The kinetic parameters of the anode show a negli-
gible sensitivity. This is expected in the simulated three-electrode
setup and conﬁrms our model of the counter electrode (Section
3.1). The dynamics of the O2 dissolution at the cathode are rep-
resented by the rate constant of the reaction k0O2 . Even at high
overpotentials and currents we do not see a limiting effect of the
O2 dissolution in our model based on the HertzeKnudsen equa-
tion (see Section 4.2.1).
4.3.2. Transport parameters
The sensitivity of transport parameters is comparatively small.
Even at high overpotentials the diffusion coefﬁcients of LiOH and O2
in the liquid phase show only a small inﬂuence on the performance.
Particularly, the impact of DO2 is negligible. This is due to the
excellent transport of O2 in the gas phase of the GDE. Additionally,
we neglect the transport resistance in the electrolyte ﬁlm on the
electrode surface. Thus, a slightly higher inﬂuence can be expected
for the 3D system (see Section 4.2.1). Similarly, the sensitivity of the
transference number t and the diffusion coefﬁcient of LiOH DLiOH
are quite small. This can be attributed to the high ionic conductivity
of the aqueous electrolyte. However, these parameters are very
important during deep discharge of the battery as they determine
the local precipitation of solid LiOH$H2O. The low sensitivity of
these transport parameters is beneﬁcial for the accuracy of our
model. They are calculated based on several assumptions from the
literature [33]. An exception is the ionic conductivity of the elec-
trolyte selyte. Its signiﬁcance is due to the comparatively large
electrolyte region between the GDE and the reference electrode.
Here, a large drop in the electrolyte potential occurs. This decreases
the potential step DF which drives the electrochemical reaction in
the GDE. In a real battery this distance is much smaller. Still the
importance of this parameter for the transport of ions will be
signiﬁcant.
4.3.3. Structural parameters
The structure of the GDE shows a high inﬂuence on the system
performance. Porosity ε0 and tortuosity s are important parame-
ters for the transport of reactants (see Eq. (21)). In the present
model, the tortuosity is determined by the Bruggeman coefﬁcient
b (Eq. (21)). High porosities improve the supply of reactants to the
active sites on the electrode surface. In contrast, a high Brugge-
man coefﬁcient decreases the effective transport properties and
causes the negative sign of the sensitivities. The speciﬁc surface
areas at the cathode AVCathode and anode A
V
Anode are multiplicative
factors in the rate expression of the electrochemical source term
(Eq. (17)). Thus, their sensitivity is the same as k0Cathode and k
0
Anode,
respectively.
The thickness of the electrode is an important parameter
regarding the power density of the GDE. The sensitivity strongly
depends on the applied overpotential. Fig. 14a shows the local
Faradaic current along the y direction of the GDE. At low over-
potentials the ORR proceeds in the whole GDE at almost the same
rate. At high overpotentials the local current shows a considerable
gradient, strongly increasing from the gas inlet towards the porous
electrode/electrolyte bath interface. The gradient is caused by the
ohmic resistance of the electrolyte. It is enhanced by a gradient of
dissolved O2 as shown in Fig. 14b (solid lines, discussed below). If
the gradient in the local Faradaic current is small, a change in
thickness causes a higher sensitivity compared to sensitivities at
higher gradients.
The open symbols in Fig. 14b represent the solubility of O2 (i.e.,
the concentration in the limit of thermodynamic equilibrium). The
solubility of O2 depends on the local concentration of LiOH. This
effect is known as salting-out [76,77]. During oxygen reduction
the local concentration of LiOH in the electrode increases in an
inhomogeneous way such that higher concentrations are present
close to the porous electrode/electrolyte bath interface. Fig. 14
shows that for all overpotentials, the simulated concentration
(which includes transport limitations and salting-out) is very
close to the solubility (which includes only salting-out). Thus, the
decrease in O2 concentration towards the electrolyte (yca ¼ LGDE)
Fig. 13. Sensitivity analysis (Eq. (11)) at 300, 500, and 700 mV overpotential. Upper
part: kinetic parameters, middle part: transport parameters, bottom part: geometrical
parameters. The sensitivity of bCathode is divided by 5 for convenience.
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is only due to salting-out and not due to a mass transport limi-
tation of O2. This demonstrates the good supply of O2 even at high
overpotentials.
The sensitivity of the saturation is represented in the form of
the Leverett function J(s). Although the sensitivity is small in the
studied parameter range close to 0.47, the saturation is crucial for
the transport of reactants. In Fig. 15 we compare the performance
of the system for several Leverett functions from the literature
(see Fig. 9). In the correlations of Kumbur et al. [39] we neglect
the contribution of the micro-porous layer (MPL). The other
correlations are taken from Hao et al. [41] and are the basis for
our own ﬁt to the experimental data. Note that the predicted
saturations range from 0.05 (Kumbur et al.) to 0.88 (Hao et al. for
imbibition).
The Leverett function of Hao et al. for imbibition gives the
highest saturation and the simulated electrode shows the best
performance in terms of current density. The IV curves of other J(s)
are shifted towards higher overpotentials, i.e., the resulting current
density is lower. The reason is a slower transport of reactants which
is due to smaller effective transport coefﬁcients in the liquid elec-
trolyte (see Eq. (21)). Thus, a large part of the overpotential is
needed to sustain the transport of reactants and less can be used to
drive the electrochemical reaction. This study clearly shows the
importance of the saturation on the system performance. Further
investigations, experimentally as well as theoretically, are needed
for a better description of two-phase ﬂow in the porous structure of
the GDE.
5. Conclusions
Aqueous LieO2 batteries are interesting candidates for mobile
applications due to their high theoretical energy density. We have
presented a combined modeling and experimental study of the
performance and properties of an Ag/Ag2O gas diffusion electrode
(GDE) in aqueous lithium hydroxide solutions for the use in LieO2
batteries.
In the ﬁrst part of this work, we discussed results of half-cell
measurements for ORR and OER. We performed cyclic voltamme-
try and electrochemical impedance spectroscopy at various LiOH
concentrations (0.1e2 mol l1), temperatures (298.15e328.15 K),
and polarizations (500e1100 and 1400e1950 mV vs. RHE). The
electrode showed high performance in the ORR regime. The trans-
port of oxygen through the gas phase was found to be fast and not
rate limiting. In the OER regime, we observed degradation of the
electrode. The measurements provide an excellent basis for subse-
quent parameterization and validation of a 1D continuum model.
In the second part of this work, we presented a physico-
chemical model of the half-cell experiments. The model accounts
for the dissolution and reduction of oxygen in the electrolyte, as
well as for the two-phase transport of gas-phase oxygen, liquid
phase, and dissolved ions in the porous electrode. All parameters
stem either from our own experiments or the extensive literature
on aqueous electrolytes.
The results of our simulations agree favorably with the experi-
ments over the whole temperature and concentration range stud-
ied. Our model reproduces the characteristic shapes of impedance
spectra and IV curves. At high overpotentials, however, small de-
viations in IV curves and impedance spectra were observed, prob-
ably due to a change in reaction mechanism or additional transport
resistances.
Continuum modeling contributes to gaining a fundamental
understanding of relevant physico-chemical processes in the elec-
trode and allows a systematic development of the electrode per-
formance. To this aim, we have identiﬁed critical parameters via
sensitivity analysis of the validated model. The ORR reaction ki-
netics were shown to have the biggest impact on the electrode
performance. This highlights the need for further development of
highly efﬁcient catalysts. Also the electrode micro-structure, which
determines the transport of reactants to the active surfaces, in-
ﬂuences the battery performance. In this respect, the saturation of
the GDE pores with liquid electrolyte is very important. Detailed
investigations of this issue have been carried out both experi-
mentally [35e40] and theoretically [41,81,82] in the context of PEM
fuel cells. In the present study, the wetting behavior of the Ag-GDE
is not known precisely. A closer determination of the electrolyte
saturation in the GDE is subject of work in progress.
Fig. 15. Simulated IV curves for different correlations of the Leverett function from the
literature ([41,39]). Resulting saturations span from 0.05 (Kumbur et al.) up to 0.88
(Hao et al. for imbibition).
Fig. 14. Spatial proﬁles of Faradaic current a) and concentration of dissolved O2 b) in the cathode at various overpotentials. Simulations are run at a temperature of 25 C and a LiOH
concentration of 1 M. Symbols in graph b) indicate the O2 concentration in thermodynamic equilibrium. The gas inlet is at y ¼ 0, the electrolyte bath at y ¼ 560 mm.
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Appendix A. Derivation of kinetic parameters
Reaction equations in our framework [54,19,58] follow the law
of mass action kinetics according to
_si ¼ ni kf
Y
j˛Rf
a
n0j
j  kr
Y
j˛Rr
a
n00j
j
1
A
0
@ (A.1)
where kf is given in Arrhenius form as function of temperature and
the potential step at the electrodeeelectrolyte interface
kf ¼ ~kf ðTÞexp

 bzF
RT
DF

¼ k0f exp
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RT
DF

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(A.2)
The Faradaic current iF results as the sum of all charge-transfer
reactions
iF ¼
X
m

FAVm _selectron;m

: (A.3)
In the present case the only reaction contributing to the Faradaic
current is the oxygen reduction reaction
OðaqÞ2 þ 2H2Oþ 4e#4OH: (A.4)
Table 2
List of symbols.
Symbol Unit Meaning Eq.
A e Cross-sectional area perpendicular to y direction (21)
AVm m
2 m3 Volume-speciﬁc surface area (12)
Bj m2 Permeability of the porous electrode (15) and (23)
ci mol m3 Concentration of species i in a bulk phase (17)
cdl F m2 Area-speciﬁc double layer capacitance (31)
Deffi m
2 s1 Effective diffusion coefﬁcient of species i (21)
Dmigri
m2 s1 Effective migration coefﬁcient of species i (21)
E E Cell/half-cell voltage (28)
Eactf J mol
1 Activation energy of forward and reverse reactions (35)
F C mol1 Faraday constant (25)
i Index of species or phases (12)
i A m2 Current density (30)
iF A m3 Faradaic current density (33)
idl A m3 Current density from electric double layer (31)
j Index of species or phases (18) and (19)
Ji mol m2 s1 Flux of species i (14)
kf, kr Forward and backward rate constant (36)
k0 Pre-exponential factor in Arrhenius equation (35)
m Index of chemical reactions and interfaces (12)
Mi kg mol1 Molar mass of species i (16)
Mj kg mol
1 Mean molar mass of phase j (16)
pj Pa Pressure (15)
r m Pore radius (4)
R J K1 mol1 Ideal gas constant (16)
R U cm2 Ohmic resistance e
s Saturation of porous electrode (21)
_si mol m
2 s1 Chemical production rate of species/phase i (34)
t s Time (12)
t Transference number (20)
T K Temperature (16)
Vi m
3 mol1 Partial molar volume (24)
Xi Mole fraction of species i (13)
y m Spatial position through thickness (12)
z Number of electrons transferred in charge-transfer step (35)
zi Charge of species i (20)
Z mU cm2 Impedance (4)
bm Symmetry factor of charge transfer reaction (35)
b Bruggeman coefﬁcient (21)
DF V Electric potential difference (29)
DG J mol1 Gibbs free energy of the reaction (36)
ε Relative permittivity (8)
ε
0 F m1 Permittivity of vacuum (8)
εi Volume fraction of phase i (12)
ε0 Porosity (21)
ki m
3 mol1 Pa1 Partial molar compressibility (24)
l m Penetration depth of AC signal (4)
h V Overpotential (9)
hj kg m1 s1 Viscosity (23)
ni Stoichiometric coefﬁcient of species i (34)
fj V Electric or ionic potential (19)
rj kg m3 Density (16)
s S m Ionic or electronic conductivity (20)
c e Variable for effective transport properties (21)
z e Parameters in the sensitivity analysis (11)
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The equation for the Faradaic current follows from Eqs. (A.1)e
(A.3) as
iF ¼ 4F ~kf ðTÞcO2c2H2O exp

 bzF
RT
DF

~krðTÞc4OH exp
ð1 bÞzF
RT
DF

(A.5)
In the limit of high overpotentials (Tafel analysis) we can neglect
the backmost part of Eq. (A.5).
iF ¼ 4F~kf ðTÞcO2c2H2O exp

 bzF
RT
DF

(A.6)
We deﬁne the exchange current density i0 by
i0 ¼ 4F~kf ðTÞcO2c2H2O: (A.7)
By inserting i0 in Eq. (A.6) we get the well-known form of the
Tafel equation
iF ¼ i0 exp

 bzF
RT
DF

: (A.8)
A Tafel analysis yields the parameters i0 and b at each temper-
ature. We calculate ~kf ðTÞ from Eq. (A.7) and determine the pre-
exponential factor k0f and the activation energy of the reaction
from the Arrhenius plot shown in the inset of Fig. 8. For our sim-
ulations we use a temperature average value of b.
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a b s t r a c t
Metal-air batteries are among the most promising next-generation energy storage devices. Relying on
abundant materials and offering high energy densities, potential applications lie in the ﬁelds of electro-
mobility, portable electronics, and stationary grid applications. Now, research on secondary zinc-air
batteries is revived, which are commercialized as primary hearing aid batteries. One of the main ob-
stacles for making zinc-air batteries rechargeable is their poor lifetime due to the degradation of alkaline
electrolyte in contact with atmospheric carbon dioxide. In this article, we present a continuum theory of
a commercial Varta PowerOne button cell. Our model contains dissolution of zinc and nucleation and
growth of zinc oxide in the anode, thermodynamically consistent electrolyte transport in porous media,
and multi-phase coexistance in the gas diffusion electrode. We perform electrochemical measurements
and validate our model. Excellent agreement between theory and experiment is found and novel insights
into the role of zinc oxide nucleation and growth and carbon dioxide dissolution for discharge and
lifetime is presented. We demonstrate the implications of our work for the development of rechargeable
zinc-air batteries.
© 2017 Elsevier B.V. All rights reserved.
1. Introduction
Energy production by renewable energies, i.e., wind or solar
power, is ﬂuctuating. Therefore, special efforts are required to
match energy production and consumption. Traditional power
plants are not ideal to compensate for energy ﬂuctuations, espe-
cially because renewable energies are strongly decentralized.
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Furthermore, portable electronic devices and electro-mobility rely
on compact energy storage devices. Metal-air batteries are prom-
ising candidates to fulﬁll this demand, because of their high speciﬁc
energy density and the use of cheap and abundant materials. These
batteries are open at the cathode and use atmospheric oxygen.
Several metals, e.g., lithium, sodium, and zinc, are potential
active anode materials in metal-air cells [1]. The high theoretical
energy density of lithium-air batteries has stimulated a lot of
research [2]. For aprotic electrolytes, the challenge is to inﬂuence
growth mechanisms in order to maximize capacity, while main-
taining sufﬁcient reversibility [3e9]. Aqueous lithium-air batteries
require a stable lithium conducting anode protection [10e13]. Non-
aqueous sodium-air cells rely on cheap materials having similar
challenges as lithium-air batteries [14e16].
Zinc-air batteries stand out as the single commercialized metal-
air battery. Primary zinc-air button-cells have a long history in
hearing aids. Therefore, also rechargeable zinc-air batteries are in a
very mature state [1,17e21]. The discharge product is not passiv-
ating and crystallization is reversible. Metallic zinc (Zn) anodes are
stable in aqueous electrolytes and can withstand a few hundred
cycles. The cells can work with ambient air for a few months. The
theoretical speciﬁc energy density of zinc-air batteries reaches
1100 Wh kg1 with respect to the mass of Zn [1]. The button cell
studied in this work delivers the practical energy density
300 Wh kg1 at 100 Am2, which is still about three times as high
as batteries in modern electric vehicles [22].
Besides its energy density, zinc-air cells offer a couple of addi-
tional advantages, e.g., comparatively constant discharge voltage,
long storage life, no reactionwith water, large abundance of Zn, low
costs, and high environmental safety [23]. However, unsolved is-
sues for secondary zinc-air cells remain, particularly with respect to
cycle life and lifetime. Major challenges are passivation due to zinc
oxide (ZnO) precipitation, shape changes of metallic Zn during
cycling, and sluggish kinetics of oxygen reduction [1].
Furthermore, atmospheric carbon dioxide enters the cell and
reacts to carbonate in the electrolyte [24,25]. This process entails an
irreversible reduction of hydroxide concentration, zincate solubil-
ity, and electrolyte conductivity. Therefore, without special pre-
cautions, the lifetime of alkaline zinc-air batteries is limited to a few
months, which is especially troublesome for secondary cells.
Most research on zinc-air batteries is devoted to improving the
alkaline system [17], based on modeling [26], in-situ x-ray mea-
surements [27], and designing nano-materials [19]. Novel research
makes use of alternative electrolytes, i.e., aqueous neutral electro-
lytes [28] to mitigate carbonate formation or ionic liquids [29] to
enable reversible Zn deposition.
In order to improve the cycle life of zinc-air batteries, a better
understanding of its elementary processes seems necessary. To
address this issue, several models on zinc-air cells are discussed in
the literature [25,30e32], based on the general, macroscopic, and
one-dimensional model for porous electrodes proposed by New-
man et al. [33,34].
Sunu and Bennion [30] develop a one dimensional, time
dependent model of the Zn anode of zinc-air batteries, based on
concentrated ternary electrolyte theory [34]. It is found that elec-
trolyte convection in Zn anodes can lead to a redistribution of Zn
inside the anode and into the cathode upon cycling. The redis-
tributed Zn blocks electrolyte pores or electrically shortens the cell.
Isaacson et al. [35] discuss a similar, but two dimensional model for
Zn electrodes.
Mao and White [31] extend Sunu's model resolving the sepa-
rator region. It is found that potassium zincate does not precipitate
under realistic conditions [36]. Deiss et al. [32] describe a similar
model for secondary zinc-air cells based on dilute solution theory,
which reaches a fairly good agreement with experimental
discharge curves.
Schr€oder and Krewer [25] develop a model of secondary cells,
including a gas diffusion electrode and the effect of atmospheric
carbon dioxide. As this model is zero-dimensional, it cannot resolve
the nonuniform reaction distribution in the Zn anode [27]. The
model demonstrates the reduction in lifetime due to carbonization
of the alkaline electrolyte.
In this paper, we develop a one dimensional model for both
porous electrodes. Three-phase-coexistence in the gas diffusion
electrode [12,13] and inhomogeneous reaction distributions in the
Zn anode are modeled at the same time. The electrolyte transport
model is based on rational thermodynamics taking into account
diffusion, migration, and convection [37,38]. For the ﬁrst time in
zinc-air batteries, we model the nucleation and growth of ZnO and
its impact on Zn dissolution. The kinetics of carbon dioxide ab-
sorption is described as ﬁrst order reaction based on a microscopic
model [39]. Our model is parametrized and validated with the
commercial zinc-air coin cell Varta PowerOne PR44 Type p675 used
for hearing aids. We can correlate characteristic features in the
discharge curves with speciﬁc processes inside the battery, e.g.,
nucleation of ZnO and diffusion of reactants through ZnO. The
limited battery lifetime is explained with carbonation of the
electrolyte.
Our paper is structured as follows: First, we give a brief over-
view of cell design, composition, and the chemical reactions during
the discharge process (see Sec. 2). Next, we describe our homoge-
neous, one-dimensional, continuum cell model (see Sec. 3) and its
parameterization (see Sec. 4). Then, we discuss galvanostatic
discharge (see Sec. 6) and lifetime (see Sec. 7). In each of these two
sections, we compare experiments and simulations. The excellent
agreement between theory and experiment allows the discussion
of internal battery processes based on simulations. Finally, we
summarize our ﬁndings in Sec. 8.
2. Zinc-air button cell
In this section, we describe the structure and components of the
Varta PowerOne hearing aid battery PR44 Type p675 (see Fig. 1).
Anode, separator, cathode, and electrolyte are important for cell
performance and described in the subsequent sections.
2.1. Composition and design of zinc-air button cells
The porous anode consists of metallic Zn powder connected to
the current collector. The pores are ﬂooded with electrolyte. Zn as
active material dissolves during discharge at the solid-liquid phase
Fig. 1. Components and structure of a zinc-air button cell.
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boundary. The ﬁne powder with its large surface area provides a
fast and homogeneous Zn dissolution. A void space beneath the
cover of the anode accommodates the volume change due to the
conversion of active material in the anode. We assume that this
void space is ﬁlled with gas at standard pressure which does not
interact with the cell, but can leave it through the gas diffusion
electrode (GDE).
The electrolyte in the VARTA cell is an aqueous potassium hy-
droxide solution at 32wt%. This electrolyte is optimized for con-
ductivity realizing the best combination of ionic strength and
viscosity. Additionally, this potassium hydroxide solution offers fast
oxygen reduction kinetics.
The separator is made of a microporous ﬁltering paper. It pre-
vents electric contact between the two electrodes, but allows the
electrolyte to pass through.
As cathode, metal-air batteries employ a gas diffusion electrode
(GDE) which fulﬁlls two functions. On the one hand, it supplies the
cell with atmospheric oxygen, but keeps the electrolyte inside the
cell. To this aim, the GDE contains a hydrophobic binder, repelling
the aqueous electrolyte and enabling the coexistence of gas and
liquid phases. On the other hand, the GDE reduces dissolved oxy-
gen, providing hydroxide to the electrolyte. The cathode is ﬁlled
with a non-noble catalyst, i.e., manganese oxide, to improve reac-
tion kinetics at low costs. The speciﬁc surface area for oxygen re-
action is enlarged by using a highly porous structure [20].
2.2. Reactions
The main reactions in a zinc-air battery are shown in Fig. 2.
During discharge the anodic Zn is oxidized. However, Zn does not
directly transform into ZnO, but dissolves as zincate ZnðOHÞyx into
the electrolyte. The dominant type in the strongly alkaline elec-
trolyte is ZnðOHÞ¼4 [40], and we assume this is the only Zn species in
the electrolyte. The chemical equation for the oxidation is
Znþ 4OH#ZnðOHÞ¼4 þ 2e: (I)
The overall reaction can be divided into elementary ﬁrst order
reactions. Several reaction mechanisms are suggested with three
[41,42] or four elementary reactions [30,43]
Znþ OH#ZnðOHÞ þ e (I.a)
ZnOHþ OH#ZnðOHÞ2 (I.b)
ZnðOHÞ2 þ OH#ZnðOHÞ3 þ e (I.c)
ZnðOHÞ3 þ OH#ZnðOHÞ¼4 : (I.d)
In both cases oxidation of ZnðOHÞ2 is found to be rate limiting.
If the zincate concentration raises above its solubility limit,
precipitation of ZnO becomes possible thermodynamically
ZnðOHÞ¼4#ZnOþ H2Oþ 2OH: (II)
The reaction takes place on the Zn surface and forms a porous
ZnO layer, which retards the hydroxide supply of the anode.
Thereby, it reduces the cell voltage and passivates the electrode
once the layer is getting to thick [30,44]. If the overvoltage at the Zn
surface becomes too large, ZnO type II forms as a compact ZnO layer
and completely passivates the Zn. We omit ZnO type II in our
model, since the cell voltage in our experiments does not allow its
formation in the typical working domain U >1:1V [42].
In the GDE at the gas-liquid phase boundary, atmospheric ox-
ygen is dissolved [45] in the electrolyte
Og2#O
e
2: (III)
Subsequently, dissolved oxygen is reduced to hydroxide at the
active cathode surfaces
0:5Oe2 þ H2Oþ 2e#2OH: (IV)
The kinetics of oxygen reduction can be understood based on its
elementary reaction steps [46,47] and depends on the employed
catalyst [48].
The carbonate reaction is the major degradation process [24].
Atmospheric carbon dioxide dissolves and reacts to carbonate [36]
CO2 þ 2OH#CO¼3 þH2O: (V)
In an alkaline medium the rate limiting reaction step is [49]
CO2 þ OH!kOH HCO3 (V.a)
immediately followed by the reaction
HCO3þOH/CO¼3þH2O: (V.b)
The carbonate has various negative effects on the cell perfor-
mance. The concentration of hydroxide, the main charge carrier,
decreases. This leads to a loss of conductivity and enhances the
passivation of the anode. Furthermore, carbonate inhibits both of
the electrochemical reactions, because the decrease in hydroxide
concentration reduces the solubilities of zincate and oxygen.
3. Physical and mathematical model
In this section, we introduce a thermodynamically consistent
model for zinc-air cells. Our continuummodel represents effects on
a single dimension connecting anode, separator, and cathode. We
start with a simple diffusion-migration model and successively add
convection and reactions to it. First, we state a few central as-
sumptions which keep our model simple:
 We model an isothermal system since temperature variations
are negligible in small zinc-air button cells.
 The electrolyte is locally charge neutral because we are not
interested in capacitive effects.
 The electrolyte is strictly incompressible, i.e., its volume does
not respond to pressure.
Fig. 2. Reactions in the primary zinc-air cell: I) Zn dissolution, II) ZnO precipitation, III)
Oxygen absorption into the electrolyte, IV) Oxygen reduction, V) Dissolution of at-
mospheric carbon dioxide and carbonate formation.
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 The partial pressures in the gas phase are constant because it is
connected to the atmosphere and transport of gases is signiﬁ-
cantly faster than transport in the electrolyte.
 No electrolyte is leaking out off the battery. Consequently, all
electrolyte ﬂuxes equal zero on the simulation domain
boundaries.
In the following, we denote the solvent H2O, the three kinds of
anions OH, Zn(OH)4¼, CO3¼, and the cation Kþ with the indices 0, 1,
2, 3, and þ, respectively.
3.1. Electrolyte diffusion and migration
Wemodel diffusion andmigration based on Latz et al. [37,38]. In
this subsection, we discuss transport neglecting volume changes,
chemical reactions, and convection. The latter means that we
describe transport relative to the center of mass motion of the
electrolyte. In the following subsections, we will step by step
develop a realistic model with volume changes and chemical re-
actions, as well as convection. In the ﬁrst part of this section, we
present our model for pure electrolytes.
Dissolved oxygen can diffuse in the electrolyte
vtcO2 ¼ V
!
$

DO2 V
!
cO2

: (1)
For the sake of clarity, we omit the dissolved oxygen below,
knowing that it appears only in small amounts and does not in-
ﬂuence the transport of the dominant species. According to Latz
et al. [38], the entropy production rate in polarizable systems in an
external electromagnetic ﬁeld in the isothermal case is
ℛ ¼  j!$V!F
X3
i¼1
N
!
i$V
!
mi: (2)
Here N
!
i denotes the particle ﬂux density of species i, j
!
the
current density, mi :¼ ~m0ðMi þ ziMþÞM10 þ ~mi þ zi~mþ the effective
chemical potential and F the electrical potential, which holds
E
!¼ V!F. The effective chemical potentials mi for the anions are
valid in the center-of-mass frame assuming local charge neutrality.
The thermodynamical ﬂuxes j
!
and N
!
i fulﬁll the Onsager
reciprocal relations, which we write compactly as
N!1; N!2; N!3; i!T¼ M $V!m1; V!m2; V!m3; V!fT ; (3)
with the scaling i! :¼ j!F1 and f :¼ FF. In this scaling, the Ons-
ager matrix M is deﬁned as
M :¼ D þ ~k t!5 t!; (4)
with ~k :¼ kF2, D :¼ diagð~D1; ~D2; ~D3;0Þ, and
t! :¼ ðt1;t2;t3;1ÞT with ti :¼ tiz1i . Here ti, k and F denote the
transference numbers, the electrolytic conductivity and the Faraday
constant, respectively.
The Onsager matrix has to be positive-semideﬁnite, since the
entropy production rate ℛ is always non-negative in a physical
system. This is obviously fulﬁlled, if ~Di  0 and ~k  0, due to the
simple calculation
x!TM x!¼
Xn
i¼1
~Dix
2
i þ ~kð x!$ t!Þ: (5)
The consequences of the reciprocal relations for the thermo-
dynamical ﬂuxes are more apparent in the standard notation. We
express these equations in terms of concentrations, which is more
convenient. Assuming that the chemical potential mi≡miðciÞ of any
species depends on the corresponding concentration only, we ﬁnd
N
!
i ¼ DiV
!
ci 
ti
ziF
j
!
; (6)
j
!¼ kV!Fþ k
F
X3
i¼1
ti
zi

vmi
vci

V
!
ci: (7)
with Di :¼ ~Di

vmi
vci

denoting the diffusion coefﬁcients.
In the absence of reactions, concentration and charge density
are conserved. Taking the local charge neutrality of the electrolyte
into account, they satisfy the continuity equations
vtci ¼ V
!
$N
!
i and 0 ¼ V
!
$ j
!
: (8)
Combining these relations with Eqs. (6) and (7), we ﬁnally ﬁnd
the transport equations
vtci ¼ V
!
$

DiV
!
ci
þ V!$ ti
ziF
j
!
(9)
0 ¼ V!$kV!F V!$
 
k
F
X3
i¼1
ti
zi

vmi
vci

V
!
ci
!
(10)
In the second part of this section, we consider the electrodes.
Therefore, we now allow three coexisting phases: gas, liquid, and
solid.
Taking the porous electrode into account changes the model in
two ways: ﬂuxes in porous media differ from unhindered ﬂuxes in
pure liquids and the transport equations are only applied to the
electrolyte volume.
We deﬁne the volume fraction of each phase as εi :¼ ViVtotal. This
deﬁnition obviously yields
1 ¼ εs þ εe þ εg; (11)
where the indices s, g, and e denote the solid phase, the gas phase,
and the electrolyte, respectively. In agreement with Ref. [34], we
model the effects of porosity and tortuosity on the ﬂuxes via the
factor εbe, with the Bruggeman coefﬁcient b ¼ 1:5.
The effective ﬂux density equations are (see eqs. (6) and (7))
N
!eff
i ¼ εbeDiV
!
ci  εbe
ti
ziF
j
!
; (12)
j
!eff ¼ εbekV!Fþ
ε
b
ek
F
X3
i¼1
ti
zi

vmi
vci

V
!
ci: (13)
3.2. Reactions in porous electrodes
In this section, we incorporate the reactions described in Sec. 2.2
into our model. Then particle ﬂux density and current density are
not conserved quantities. In our macro-homogeneous approach,
reactions appear as species-related source terms Si (see eq. (18)) in
the transport equations. Thus, the continuity Eq. (8) become
vtðεeciÞ ¼ V
!
$N
!eff
i þ Si (14)
and
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0 ¼ V!$ j!
eff

X3
i¼1
ziFSi: (15)
We ﬁnd the macro-homogeneous transport equations with the
deﬁnition of the effective ﬂuxes 20 and 13
vtðεeciÞ ¼ V
!
$

ε
b
eDiV
!
ci

þ V!$

ε
b
e
ti
ziF
j
!þ Si (16)
0 ¼ 
X3
i¼1
ziFSi þ V
!
$

ε
b
ekVF

 V!$
 
ε
b
ek
F
X3
i¼1
ti
zi

vmi
vci

V
!
ci
!
:
(17)
The species-related source terms depend on the reaction-
speciﬁc source terms sj
Si ¼
X
j2J
sjnij; (18)
where J ¼ fI;…;Vg denotes the set of all reaction indices and nij
the stoichiometric index of species i in reaction j. The reaction-
speciﬁc source terms sj are discussed in the following. Generally,
the source terms si ¼ Ai$ji are the products of the surface-related
reaction rates ji and the speciﬁc surface areas Ai.
3.2.1. Zn oxidation/dissolution
To model the surface-related reaction rate of ﬁrst order elec-
trochemical reactions, a thermodynamically consistent Butler-
Volmer approach is applied [50,51].
j ¼ j0
	
exp

a
zF
RT
h

 exp

 ð1 aÞ zF
RT
h


; (19)
with the exchange current density
j0 :¼ k

cO
cstd
ð1aÞ cR
cstd
a
(20)
and the activation overpotential
h ¼ h0 þ RT
zF
ln

cO
cR

: (21)
Here R, a, z, cO, and cR denote the universal gas constant, the
symmetry factor, the number of exchanged electrons, and the
concentration of the oxidizing and the reducing agents, respec-
tively. The second term on the right hand side takes the chemical
potential differences into account, which are caused by the species
concentrations in the electrolyte.
Even though the Zn oxidation is not an elementary one-electron
reaction (see Reaction I in Sec. 2.2), complex rate expressions based
on the rate determining electron transfer exist [30,43]. As, however,
diffusion through the ZnO layer is limiting Zn dissolution, we can
employ the simpler consistent global rate expression [25,32].
jI ¼ 2kI
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c4s;OHcZnðOHÞ¼4
c5std
vuut sinh F
RT
ha

; (22)
where we choose the symmetry factor a ¼ 0:5. Here kI denotes the
kinetic coefﬁcient and cs;OH the hydroxide concentration at the Zn
surface, in contrast to the hydroxide bulk concentration
cOH ¼ cb;OH . The overpotential yields
ha ¼ Dfa  Df0a þ
RT
zF
ln
0
@ c4s;OH
cZnðOHÞ¼4 c
3
std
1
A: (23)
Thereby, Dfa :¼ fa  fe is the potential difference between
anode and electrolyte and Df0a is the open circuit half-cell potential
at standard concentrations.
For determining the speciﬁc surface area AI of the anode, we
assume that the Zn electrode consists of spherical particles with
radius rZn. Thus, the constant density of spherical Zn particles
NZn ¼
3ε0Zn
4p

r0Zn
3
(24)
depends on initial volume fraction ε0Zn and radius r
0
Zn. At each time
step and position, we calculate Zn radius and speciﬁc surface area
according to
rZn ¼

3εZn
4pNZn
1
3
; AI ¼ 4pNZnr2Zn: (25)
The ZnO layer formed around dissolved Zn particles was imaged
by Shao-Horn [52,53]. First, ZnO type I forms a porous shell ﬁlled
with electrolyte and the remaining Zn particle. We assume that the
ZnO ﬁlm forms uniformly with a constant porosity εf on each of the
Zn particles in a certain control volume. The ﬁlm thickness is dZn :¼
rZnO  r0Zn with the constant inner radius r0Zn and the growing outer
radius
rZnO ¼ r0Zn
 
1þ 1
1 εf
εZnO
ε
0
Zn
!1
3
: (26)
The hydroxide concentration cs;OH at the Zn surface is limited
by diffusion through the porous ﬁlm and by hydroxide consump-
tion due to Zn oxidation sI at the surface [43,44]. Hydroxide
transport is described by spherical diffusion
4sI
A0I
¼ ε3:5f DOH
cb;OH  cs;OH
dZn
rZnO
r0Zn
: (27)
driven by the concentration gradient between the bulk cb;OH and
surface cs;OH concentration. We increase the Bruggemann coefﬁ-
cient to 3.5 here, in order to simulate the diffusion limitation
proven experimentally. This value is realistic for compact materials
[54,55].
3.2.2. Oxygen reduction
Wemodel the rate of oxygen reduction (see Reaction IV) via the
symmetric Butler-Volmer approach [56].
jIV ¼ 2kIV
cOH
cstd
ﬃﬃﬃﬃﬃﬃﬃﬃ
cO2
cO2std
4
s
sinh

F
RT
hc

; (28)
with the activation overpotential
hc ¼ Dfc  Df0c þ
RT
zF
ln
0
B@
ﬃﬃﬃﬃﬃﬃﬃﬃ
cO2std
cO2
vuut c2OH
c2std
1
CA: (29)
The oxygen reduction overpotential dominates the cell over-
potential, but remains almost constant during discharge. This jus-
tiﬁes our approach to make use of simple, but consistent global
reaction kinetics. More complex rate expressions are discussed
elsewhere [46].
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The oxygen reduction does not change the surface of the GDE.
Our simulations show that almost no ZnO precipitates in the
cathode. Consequently, we assume that the speciﬁc surface AIV
remains constant during discharge.
3.2.3. ZnO nucleation and growth
Thermodynamics allows ZnO to grow for concentrations above
the solubility limit csat of zincate (see Reaction II). However,
nucleation requires greater concentrations [12] and supersatura-
tion ratios up to s :¼ cZnðOHÞ¼4 =csatz4 are reported for Zn anodes
[44]. Precipitation is typically diffusion limited for reactions with
large supersaturation ratios s [12,30], yielding
jII ¼ ε3:5f DZnðOHÞ¼4
cZnðOHÞ¼4  csat
dZnO
(30)
with the diffusion layer thickness dZnO. Here we apply the same
Bruggemann factor as in Eq. (27). The speciﬁc surface area for ZnO
precipitation AII depends on nucleation and growth of ZnO parti-
cles. This process can be described with classical nucleation theory
[12]. We apply a more phenomenological approach to keep the
model numerically simple. Nucleation occurs abruptly in our model
if the concentration exceeds a critical supersaturation ccrit, an
additional parameter. The speciﬁc surface area is
AII ¼
(
4pNZnr2ZnO cZnðOHÞ¼4 > ccrit∨εZnO > ε
0
ZnO
0 else:
(31)
To avoid a discontinuity, we linearly ramp up the speciﬁc surface
area until 100 ZnO monolayers are deposited.
3.2.4. Oxygen dissolution
The solubility of oxygen in water (see Reaction III) depends
linearly on the partial oxygen pressure via Henry's Law [12,45]
cO2 ¼ 10
KsO2Hc;pO2 pO2 ; (32)
where Hc;p is Henry's constant and pO2 the partial oxygen pressure.
The dependence of solubility on salt concentration, denoted salting
out, is described with the Sechenov constant Ks [57].
The kinetics of oxygen dissolution is given by the Hertz-
Knudsen equation [12,58]
jIII ¼
pO2x
cO2

2pMO2RT
0:5

cO2  cO2

: (33)
where x denotes the ratio of dissolved molecules to molecules
hitting the gas-liquid phase boundary. The speciﬁc surface area AIII
corresponds to the gas-liquid phase boundary and is assumed
constant during the discharge process.
3.2.5. Carbon dioxide absorption
Upon absorption, carbon dioxide immediately reacts and forms
carbonate (see Reaction V). Due to its high rate, this reaction takes
place in a small layer at the gas-liquid phase boundary thinner than
the resolution of our 1D model. Therefore, we include a simpliﬁed
macroscopic pseudo ﬁrst-order reaction rate in our cell model. In
the following, we derive it from a microscopic diffusion-reaction
model [39,59,60].
We calculate the concentration of dissolved carbon dioxide in
one dimension (y2½0;∞Þ) perpendicular to the phase boundary at
y ¼ 0. Diffusion determines its transport since the pressure
gradient in the thin surface layer is negligible. Hence, the carbon
dioxide concentration fulﬁlls the simple diffusion-reaction
equation [60]
vtcCO2ðy; tÞ ¼ DCO2v2ycCO2ðy; tÞ  sCO¼3 ðy; tÞ; (34)
with the rate sCO¼3 of Reaction V (see below).
Let us assume that the carbon dioxide concentration remains in
equilibrium at the phase boundary. We estimate the solubility cCO2
for the dissolution of carbon dioxide with Henry's law and ﬁnd the
boundary condition
cCO2ð0; tÞ ¼ cCO2 ¼ 10
KsCO2Hc;pCO2pCO2 : (35)
The rate of the microscopic Reaction V depends linearly on the
deviation of the concentration from equilibrium, according to
Danckwerts et al. [49].
sCO¼3 ¼ kOHcOH

cCO2  ceqCO2

c2std: (36)
Here kOH denotes the kinetic constant of the rate determining
step (see Reaction V.a) for carbon dioxide absorption in alkaline
media. The equilibrium concentration ceqCO2z0 is negligibly small. In
the thin ﬁlm, we assume a constant hydroxide concentration. The
simpliﬁed local reaction rate yields
sCO¼3 ¼ kOHcOHcCO2c2std: (37)
On macroscopic time scales, reaction and diffusion through the
thin surface layer are fast. Thus, the concentration proﬁle is sta-
tionary cCO2 ð0; tÞ ¼ 0. This simpliﬁes the partial differential equa-
tion (34) to the ordinary differential equation
DCO¼3 v
2
xcCO2ðyÞ ¼ kOHcOHcCO2ðyÞc2std: (38)
We solve for the concentration proﬁle
cCO2ðyÞ ¼ cCO2exp
 

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kOHcOH
DCO2c
2
std
s
y
!
: (39)
Next, we evaluate the macroscopic reaction rate by integrating
the microscopic, local reaction rate sCO¼3 ðyÞ and get
jV ¼
Z∞
0
sCO¼3 ðyÞdy (40)
¼ cCO2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kOHcOHDCO2
q
c1std: (41)
The surface area for oxygen and carbon dioxide absorption AV ¼
AIII is the gas-liquid phase boundary surface.
3.3. Electrolyte convection
Reactions can change the volume available for electrolyte (see
Sec. 3.4) and the electrolyte composition (see Sec. 3.2). For
incompressible electrolytes, such volume changes lead to convec-
tion. In this section we add convection to the transport theory
described in Sec. 3.1 determining transport relative to the center of
mass. The convective velocity v! is deﬁned via the ﬂux of the center
of mass motion r :¼P
i
Mici [37].
vtðεerÞ ¼ V!$

ε
b
er v
!
e

þ
X
i
MiSi: (42)
We employ this transport equation to calculate the concentra-
tion of water in our model.
The convective ﬂux density of each species in the electrolyte is
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N
!conv;eff
i ¼ εbecive!. Above we discuss diffusion and migration rela-
tive to the center of mass. Therefore, the convective ﬂux density is
added to the transport Eq. (16).
vtðεeciÞ ¼ V
!
$

ε
b
eDiV
!
ci

þ V!$

ε
b
e
ti
ziF
j
!þ V!$εbeci v!eþ Si:
(43)
Note that convection has no inﬂuence on the current density
because the electrolyte is locally charge neutral.
Next, we describe how the convective velocity depends on
electrolyte composition. Our Ansatz is that the convective velocity
is such that the electrolyte equation of state remains fulﬁlled
[12,13]. The electrolyte equation of state can be expressed in terms
of volumes. This is non-trivial because in general
VsolutionsVsolute þ Vsolvent. The volume change of the solution,
caused by adding one more particle of species i, is denoted partial
molar volume Vi of species i. At constant pressure and temperature
it still depends on the composition of the solution [61]. Since the
volume is an extensive property, the equation of state is
1 ¼
Xk
i¼1
ciViðc1;…; ckÞ; (44)
wherewe parametrize the partial molar volumes Vi as a function of
electrolyte composition in this paper. Together with Eq. (43), we
ﬁnd the following equation for the convective velocity
V
!
$

ε
b
e v
!
e

¼ vtεe 
Xk
i¼1
Vi
	
Si þ V
!
$

ε
b
eDiV
!
ci

þ V!$

ε
b
e
ti
ziF
j
!

:
(45)
Continuum models of gas diffusion electrodes in fuel cells and
metal-air batteries [12,62] use Darcy's law to connect electrolyte
velocity v!e and pressure pe in porous media
v!e ¼ Be
he
V
!
pe: (46)
Here Be denotes the permeability of the electrodes with respect
to the electrolyte and he the dynamic viscosity of the electrolyte.
3.4. Solid and gas phases
In this subsection, we describe volume changes due to transport
and reactions. The dynamics of the volume fractions of solid phases
is determined by the appropriate source terms [45].
vtεZn ¼ VZnSZn and vtεZnO ¼ VZnOSZnO (47)
with the constant molar volumes Vi.
In the real button cell, the gas phase is present in a compact void
space under the anode lid (see Sec. 2.1) and in the gas diffusion
electrode. In our model, we consider this void space to be evenly
distributed throughout the anode and the separator and keep the
model numerically simple. Due to its large kinematic viscosity,
convection of gas is two orders of magnitude faster than convection
of electrolyte at the same pressure gradient. Therefore, we assume
that the partial pressures pCO2 and pO2 as well as the overall pres-
sure pg remain constant throughout the cell.
As frequently done for gas diffusion electrodes [12,13], our
model relies on pressure saturation curves which can either be
measured or calculated with 3D Lattice-Boltzmann simulations
[63]. It is a complex task to lay out the gas diffusion electrode such
that it contains an even mixture of electrolyte and gas phase.
Commercial button cells, however, are well-designed and the
speciﬁc form of the Leverett J-function does hardly inﬂuence our
simulation results. Let the saturation ~s of the porous media be the
ratio of the electrolyte volume to the void space
~s :¼ Ve=ðV0e þ V0g Þ ¼ εe=ðε0e þ ε0gÞ. Then the saturation is determined
by the electrolyte pressure (see Eq. (46)) via the Leverett J-function
[12,13]
Jð~sÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Be
εss2
s
pc :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Be
εss2
s 
pe  pg

: (48)
Here pe, pg, pc denote the pressure in the electrolyte, the gas
phase, the capillary pressure, respectively. s is the surface tension
between electrolyte and GDE and Be is the GDE permeability for
electrolyte.
3.5. Galvanostatic condition
The external current density icell must always match the density
of exchanged electrons in the electrochemical reactions in each of
the electrodes [38]. For the cathode this yields
icell ¼
Z
Vc
zIVFsIVdx: (49)
Since the electrolyte is modeled charge neutral, it is sufﬁcient to
consider this constraint in a single electrode (see Eq. (17)).
4. Parameterization and computational details
4.1. Parameterization
We model the Varta PowerOne hearing aid coin cell battery
PR44 type p675. Therefore, the parameters represent this battery
type. Decades ago, thermodynamics [57,64e68] and ionic transport
[30,34,39,64,67,69e73,73e76] in the aqueous alkaline electrolyte
(32 weight percent KOH) were accurately studied with experi-
ments. We discuss the parameters in the Supplementary Materials
A. Our thermodynamic parameters and transport parameters are
based on the extensive literature. In contrast, the reaction kinetics
are not known with sufﬁcient accuracy. Therefore, we choose to
adjust them such that the simulated discharge curves match the
measured ones. Nevertheless, we make sure that the reaction pa-
rameters are reasonable by comparing to the literature data
[12,30,32,44,77e79]. We want to highlight that the qualitative
features of our simulation results are robust against variations of
the kinetic parameters.
4.2. Computational details
For the simulations, we implement our model in Matlab. The
ﬁnite volume method is used for space discretization [80]. Time
evolution is performed by the implicit, Matlab built-in solver
ode15i.
5. Experimental setup and procedure
The electrochemical experiments were carried out with com-
mercial Varta PowerOne hearing aid batteries PR44 Type p675 on a
multichannel modular potentiostat/galvanostat VMP3 from Bio-
Logic Science Instruments (France). According to the IEC 60086-2
norm, the seal of the cells was removed 10 min before starting each
experiment, in order to activate the battery.
Afterwards, two different kinds of test were performed on the
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commercial zinc-air cells:
 Galvanostatic discharge After recording the open circuit voltage
(OCV) for 30 s, the cells were discharged by applying a constant
current ranging from 25 to 125 Am2. The voltage was moni-
tored over time, until it reached the value of 0.9 V, which was
selected as the end of discharge cut-off.
 Lifetime analysis Firstly, in order to reach the voltage plateau, the
cells were subject to a galvanostatic discharge step, whose
length and current density was selected to be either 5 h at 100
Am2 or 10 h at 50 Am2. Afterwards, the cells were left to relax
and the OCV recorded for 24 h. After such rest period the cells
were partially discharged with a constant current pulse of 100
Am2 or 50 Am2 for 10 min. The cell voltage at the end of each
pulse was used to monitor the aging of the cell (see Figure B.1 in
the Supplementary Materials). Such OCV-pulse pattern was
repeated for several days, until the voltage at the end of the
pulse dropped to the cut-off value of 0.9 V.
The tests were performed at room temperature and atmosphere
if not stated otherwise. Therefore, small ﬂuctuations in the
discharge voltage proﬁles can be addressed to uncontrollable
environmental changes in the laboratory over the experiment
time-span.
In order to ensure the reproducibility of the experimental re-
sults, each kind of test was repeated at least once. Despite small
variation due to uncontrollable factors (e.g., air ﬂow in the labo-
ratory, temperature ﬂuctuation, and eventual differences among
the cells coming from the factory), the qualitative features neces-
sary to validate the modeling was always observed. For sake of
brevity, we report the most representative measurements only.
6. Galvanostatic discharge
In this section, we discuss the discharge of the zinc-air button
cell at various currents. Our simulations allow to study internal
variables like ion concentrations and phase distributions which are
not directly accessible experimentally. Therefore, we interpret the
experimental and theoretical discharge curves by analyzing the
simulated internal variables in parallel. The procedure for experi-
ment and simulation is described in detail in Sec. 5.
6.1. Experiment
Discharge proﬁles at various current densities are plotted in
Fig. 3. The voltage generally decreases with increasing discharge
current. We observe four characteristic features in each discharge
curve:
1. At the beginning of the discharge process, the voltage drops
rapidly until a minimum is reached. Then the voltage recovers
slightly. This feature occurs at the same discharged capacity
regardless of the current.
2. After the initial dip, the cell voltage remains nearly constant for
more than half of the discharge time. This plateau is wider at
smaller discharge currents.
3. At the end of the voltage plateau, the voltage drops rapidly. This
voltage step is larger at higher currents and most pronounced at
i ¼ 125 Am2. At the smallest current density i ¼ 25 Am2, it is
hardly recognizable.
4. After the voltage step, the cell voltage decreases, until it reaches
the cut-off voltage.
6.2. Simulation
The simulated discharge curves at various currents are depicted
in Fig. 3b.We observe the same four characteristics in the simulated
discharge proﬁles as in the experiments (see Sec. 6.1). After a
pronounced dip, the voltage remains constant during most of the
discharge. The voltage plateau ends with a deep voltage step. Po-
sition and magnitude of the step depend on the applied current.
Finally, the voltage drops and approaches the cut-off voltage.
6.2.1. Voltage dip
First, we discuss the initial voltage dip for the discharge current
i ¼ 125 Am2. Activation of the slow oxygen reduction leads to a
sharp instantaneous voltage drop from the OCV. The voltage dip is a
signature for the nucleation of ZnO. We illustrate this based on the
mean ion concentrations in the anode (see Fig. 4a).
Fig. 4a depicts the mean concentrations of hydroxide and zin-
cate ions. Initially, the zincate concentration increases linearly,
while the hydroxide concentration decreases linearly. Subse-
quently, the zincate concentration decreases slightly, while the
hydroxide concentration increases. Then the hydroxide concen-
tration at the Zn surface decreases, while the bulk hydroxide con-
centration increases.
During Zn oxidation, hydroxide is consumed and zincate is
formed. This explains the initial linear increase in zincate concen-
tration and the decrease in hydroxide concentration. A lower hy-
droxide and a higher zincate concentration result in a larger
overpotential in the anode. When the critical supersaturation is
reached, ZnO starts to nucleate and zincate precipitates as ZnO.
With increasing area for precipitation, the zincate concentration
decreases and the hydroxide concentration increases. This results
in an increase in cell voltage. We will explain the ﬁnal drop in hy-
droxide concentration at the Zn surface with the diffusion through
ZnO below and correlate it to the cell potential.
Fig. 3. (a) Experimentally measured and (b) simulated cell voltage proﬁles during
galvanostatic discharge at various current densities. The four key features in the
voltage curves are marked with numbers and discussed in the text 1) initial voltage
dip, 2) voltage plateau, 3) voltage step, 4) voltage decay.
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6.2.2. Voltage plateau
After the nucleation of ZnO, the battery discharges in a quasi-
stationary regime as expected for conversion reactions. Only the
amounts of Zn and ZnO change and affect the surface areas in the
anode. This stationary regime is clearly demonstrated by the
cathodic and anodic overpotentials during discharge shown in
Fig. 4b. The instant reaction activation overpotentials are very
pronounced. The cathodic overpotential dominates and remains
constant throughout the full discharge. In the plateau region, the
anodic overpotential increases slightly before it rapidly increases
after the voltage step. This ﬁnal increase is due to the diffusion
limitation through ZnO (see below).
6.2.3. Voltage step and decay
At the end of the plateau region, a step in cell voltage occurs.
Such behavior is typically interpreted with a change in reaction
mechanism. The insights from our simulation show, however, that
the voltage step originates from the inhomogeneous nucleation of
ZnO.
To explain this mechanism, we plot the volume fractions of all
phases in the button cell in Fig. 5. We observe that ZnO does not
nucleate next to the separator, but precipitates next to the current
collector. There a ZnO ﬁlm passivates the Zn and limits its disso-
lution. Thus, during the voltage plateau the uncovered Zn close to
the separator is preferentially dissolved. When the voltage step is
reached, this uncovered Zn is completely gone (see Fig. 5c). The
remaining Zn is already covered with a thick ZnO ﬁlm. After the
voltage drop, the Zn beneath this thick ﬁlm takes over and its
oxidation becomes responsible for the cell current. These obser-
vations explain the voltage step. It results from the sudden change
from the oxidation of uncovered to covered Zn that requires a jump
in the driving force for oxidation.
We highlight the importance of electrolyte management based
on Fig. 5. Initially, a huge void space ﬁlled with gas is present
throughout the anode. This is a model representation of the gas
space on top of the anode in the real button cell. During discharge
the solid volume fraction increases as Zn is converted into ZnO. The
void space ensures that the electrolyte is not leaking out of the gas
diffusion electrode. This void space just stays open at the end-of-
discharge demonstrating that this VARTA button cell is well opti-
mized. In conclusion, we ﬁnd that the electrolytic parameters
remain stable during battery discharge and charge. Furthermore, a
well optimized gas diffusion electrode guarantees stable oxygen
concentrations throughout the cell at these relatively low current
densities, as shown previously [12].
Next, we want to understand the origin of this inhomogeneous
precipitation from the concentration proﬁles depicted in Fig. 6. It
shows hydroxide concentration at the electrode surface and in the
bulk together with zincate concentration. Note that the potassium
concentration is the sum over these anionic concentrations. We
observe that the hydroxide concentration is increasing towards the
cathodewhereas the zincate concentration is maximal in the anode
close to the separator. At the voltage dip, the rising zincate con-
centration surpasses the supercritical concentration next to the
current collector where potassium concentration and zincate sol-
ubility are lowest (see Supplementary Materials A1.2). Next to the
separator, potassium concentration and solubility are higher and do
not allow ZnO nucleation.
During further discharge, the concentration of hydroxide at the
Zn surface is decreasing in the presence of the ZnO ﬁlm (see Fig. 6d
and Fig. 4a). This causes the ﬁnal cell voltage loss and increase in
anode overpotential at 125 Am2. The ZnO ﬁlm is growing during
discharge and acts as a diffusion barrier for hydroxide (see Eq. (27)).
6.2.4. Discharge currents
In this section, we compare the simulated discharge curves for
various current densities (see Fig. 3b). It is clear that reaction rates,
transport rates, and thus the overpotential depend on the discharge
current. Higher currents generally result in higher overpotentials.
In Fig. 3b, on closer examination it is found that only the discharge
curve at 125 Am2 shows the typical shape for diffusion limitations.
We ﬁnd in our simulations that the discharge at lower currents is
limited by the total Zn amount in the anode.
The voltage step is an important ﬁnding of this paper. The dis-
charged capacity at which this step occurs decreases with
increasing discharge current. This can be explained by comparing
the proﬁles of the speciﬁc active surface areas for ZnO precipitation
in Fig. 7a. The active surface areas increase from current collector to
separator in the anode. Next to the separator, no surface area is
available. This region increases with increasing discharge current.
The increase in surface area from the current collector to the
separator shows that ZnO growth is preferred close to the separator
and leads to larger ZnO shells. The absence of surface area next to
the separator is explained above via inhomogeneous nucleation. A
faster discharge leads to a larger overshoot of the zincate concen-
tration above the supercritical limit, which increases the nucleated
surface. Thus, the region without ZnO is smaller and the voltage
step is observed at a lower discharged capacity.
6.2.5. Battery cycling
The implications of our analysis for the development of
rechargeable zinc-air batteries are demonstrated by simulating one
Fig. 4. (a) Mean concentration of hydroxide and zincate in the anode during galva-
nostatic discharge at 125 Am2. The zincate concentration rises until the critical su-
persaturation is reached consuming more hydroxide than replaced by oxygen
reduction. Then ZnO nucleates and precipitation starts. In the following, the concen-
tration of zincate decreases slowly due to the growing active surface area of the pre-
cipitation reaction. Accordingly, the bulk hydroxide concentration increases again. The
hydroxide concentration at the Zn surface is dropping at the end of discharge due to
the diffusion through the ZnO shell. (b) Overpotentials during galvanostatic discharge
at 125 Am2. The high cathodic overpotential remains nearly constant during the
discharge process. It is the origin of the initial activation overpotential in the voltage
proﬁle (see Fig. 3b) and thereby the plateau voltage. The ﬁnal growth of the anodic
overpotential originates from the loss of hydroxide concentration at the Zn surface (see
Fig. 4a) and determines the drop in the cell voltage proﬁle.
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recharge after a full discharge to the ﬁxed capacity Q ¼ 407 mAh or
the voltage cut-off U ¼ 1:1 V (see Supplementary Materials D). We
consider two scenarios: First, we prepare a pure Zn anode; second,
we admix 2 volume percent ZnO. In the latter case the voltage dip
during discharge disappears. This is because the admixture of ZnO
makes its nucleation needless and guarantees more homogeneous
Fig. 5. Volume fractions during galvanostatic discharge at 125 Am2 at characteristic times (see Fig. 3): (a) Dip: No ZnO is precipitating. Zn dissolves slightly faster next to the
separator. (b) Plateau: ZnO nucleated and precipitating in the part of the anode close to the current collector (see Fig. 6). Zn dissolution is slowed down in the presence of ZnO. (c)
Step: Zn is completely dissolved in the part of the anode in which no ZnO is nucleated. (d) Drop: A thick ZnO ﬁlm slows down the dissolution of the remaining Zn.
Fig. 6. Various concentration proﬁles during galvanostatic discharge at 125 Am2 at characteristic times (see Fig. 3): (a) Dip: Zincate concentration is maximum. Critical super-
saturation is reached next to the current collector, where zincate solubility is low due to low potassium concentration. (b) Plateau, and (c) Step: Hydroxide bulk concentration and
zincate concentration remain nearly constant. Hydroxide surface concentration decreases in parts of the anode due to growing ZnO ﬁlm. (d) Drop: Hydroxide concentration at the
Zn surface is small and limits Zn dissolution.
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deposition of ZnO. As a consequence, Zn dissolves more
homogeneously.
We compare the corresponding rechargeable capacities in
Fig. 7b. Let us explain the different regimes for the example of a
pure Zn anode. At very low current densities i(15 Am2, CO2 ab-
sorption limits the capacity. At intermediate current densities
15 Am2(i(80 Am2, the rechargeable capacity remains almost
constant because it is limited by the amount of accessible ZnO. At
80 Am2(i(110 Am2, dissolution of ZnO is capacity limiting
even though ZnO remains available in the anode. Above
ia 110 Am2, discharge capacity is limiting. We observe that the
admixture of ZnO increases the rechargeable capacity because ZnO
and Zn remain evenly distributed. This effect is most pronounced at
relatively low currents where the surface area for ZnO dissolution is
capacity limiting. To conclude, admixture of ZnO leads to more
homogeneous precipitation/dissolution and increases the
rechargeable capacity of zinc-air batteries.
6.3. Validation and discussion
Finally, we compare measured (see Fig. 3a) and simulated
discharge (see Fig. 3b). Note that this paper highlights the quali-
tative agreement of our theory-based continuum modeling with
electrochemical measurements and gives novel insight based on
simulations. Excellent quantitative agreement, which is not the aim
of this paper, could be gained by adding more parameters and
performing extensive parameter adjustments. Nevertheless, we
discuss potential model reﬁnements in the following. The four
characteristic features, i.e., voltage dip, voltage plateau, voltage
step, and voltage drop, are found in both, theory and experiment.
Around the voltage dip, the cell potentials do not exactly agree.
Activity coefﬁcients are not included in our modeling, but would
affect the cell potential when the zincate concentrations is
supercritical at the voltage dip. The increase of the voltage after the
dip is very sharp in our simulations. This might be a result of our
mean-ﬁeld description of the nucleation process assuming that
nucleation happens in one burst. In reality, small islands might
nucleate, grow, and merge to form closed ZnO shells. In this case of
agglomeration, the speciﬁc surface area for ZnO precipitation
would approach full coverage more continuously. This effect would
lead to a slower increase in cell voltage.
Magnitude and position of the voltage step agrees very well
between model and measurement. At small current densities the
voltage step is barely visible in the measured discharge curves,
whereas it can still be observed in the simulation. This is a conse-
quence of the lower noise level in the simulations. This excellent
agreement supports our interpretation that the voltage dip signals
inhomogeneous nucleation. In secondary zinc-air cells it would be
advantageous to precipitate ZnO and dissolve Zn homogeneously.
This can be achieved by preparing the anode as amix of ZnO and Zn.
The added ZnO will act as nucleation seed for precipitation. This
method will reduce the initial discharge capacity, but improve the
cycle life of the Zn anode.
The ﬁnal diffusion limited voltage drop represents a signiﬁcant
shortcoming of our model. In simulations, the diffusion limited
regime is only found at 125 Am2, whereas in experiments, it seems
to occur at smaller currents, too. It is interesting that the mea-
surements show a non-monotonous dependence of total discharge
capacity on cell current. Furthermore, this behavior at the end of
discharge is not exactly reproducible in our experiments. This in-
dicates that the end of discharge is inﬂuenced by degradation.
Degradation strongly depends on lab conditions, e.g., moisture,
temperature. Examples of degradation mechanisms are hydrogen
evolution, corrosion of the current collectors, and formation of type
II Zn. Type II Zn is not contained in our model but would create an
additional diffusion barrier at low enough voltages U(1:1V at the
end of discharge [52]. Also, taking into account a Zn radius distri-
bution would result in a smoother decay of Zn surface area at the
end of discharge and a smoother decay in cell voltage as observed in
our measurements [12,81]. We capture diffusion limitations at the
end of discharge by the simpliﬁed rate Eqs. (27) and (30) for Zn
dissolution and ZnO precipitation and propose microscopic
modeling of electrolyte transport around individual Zn particles.
7. Lifetime analysis
We study the lifetime of the zinc-air button cell (see Sec. 5 for
measurement sequence) in this section. To this aim, we perform
experiments and simulations giving insights into the underlying
degradation process. Our measurement procedure is described in
detail in Sec. 6.1. First, we prepare the cell through a continuous
discharge and let ZnO nucleate. Every following day we measure
the steady-state voltage for the current densities 100 Am2 or 50
Am2. When the cut-off voltage of 0.9 V is reached, we ﬁnish our
measurement. The measured voltage as a function of time is shown
in the Supplemental Materials in Fig. B1.
Various aging proﬁles are plotted in Fig. 8a. During the daily
measurements, the voltages increase slightly for around 10 days
before starting to decrease slowly. Accelerated voltage decay and
cell failure occur after one to two months. The voltage proﬁles are
not reproducible and contain a signiﬁcant amount of noise. In
contrast, during short galvanostatic discharge, the voltages are well
reproducible. We attribute this noise to the ﬂuctuating environ-
mental conditions in our lab, e.g., temperature, pressure, and air
composition. A reference measurement in a climate chamber yields
smoother results, even though the air composition is not
controlled.
Lifetime simulations are depicted in Fig. 8a. The voltage is
Fig. 7. (a) Active surface for ZnO precipitation during galvanostatic discharge at
various current densities. For higher current densities the region where no ZnO pre-
cipitates is smaller. Therefore, the capacity at which all Zn is dissolved in this region is
smaller for higher currents and the voltage step occurs at lower capacities. (b)
Rechargeable capacity after discharge to Q ¼ 407 mAh (90% capacity) or U ¼ 1:1V. By
mixing ZnO into the Zn anode, the rechargeable capacity increases.
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decreasing within a day in our simulations before decreasing
logarithmically. The lifetime is limited to 40 days. We study the
origin of cell failure by plotting mean ion concentrations in Fig. 8b.
The absorption of carbon dioxide and formation of carbonate leads
to an almost linear increase in carbonate concentration (see Reac-
tion V). Because this carbonate formation consumes hydroxide, the
hydroxide concentration in the electrolyte is reduced signiﬁcantly.
A low hydroxide concentration results in low zincate solubility. The
battery cell ﬁnally fails due to this decrease in hydroxide concen-
tration and zincate solubility which slow down the further disso-
lution of Zn. Note that this mechanism does not involve the
precipitation of solid carbonates as shown for alkaline electrolytes
before [36]. Instead, the reduction in pH is the major consequence
of carbon dioxide absorption and the cause for cell failure.
A strategy for mitigating carbon dioxide absorption is illustrated
in the Supplementary Materials C. We simulate how a decrease in
carbon dioxide content in the feed gas extends the lifetime. Drillet
et al. analyze the use of carbon dioxide ﬁlters to this aim [24].
We now compare the simulated voltage proﬁle with the
measured one (see Fig. 8a). Generally, the simulated voltages are 50
mV too large. This deviation is less distinct during galvanostatic
discharge (see Sec. 6). It stems from the relaxation in zincate and
hydroxide concentration during battery storage. Agreement would
be improved by substituting the global electrochemical kinetics
(see Eqs. (22) and (28)) with adjusted expressions [30,43,56] that
weaken the dependence of reaction kinetics on ionic concentra-
tions. The good agreement in the voltage slope and the lifetime
shows that our simulations qualitatively capture the lifetime
limitation. This level of agreement is reached by using a relatively
small surface area for carbonate formation, which is two orders of
magnitude smaller than expected. Previous studies show a shorter
battery lifetime [24,25] of around 10 days. Therefore, we hypoth-
esize that the measured VARTA button cell is optimized to reduce
carbon dioxide absorption.
8. Conclusion
Zinc-air batteries were proposed as promising candidates for
stationary energy storage due to the use of abundant materials. In
this article, wemodel the discharge of a commercial zinc-air button
cell and validate it with experiments. Our simulations describe
electrolyte convection and take into account nucleation and growth
of the discharge product. We ﬁnd that the primary zinc-air battery
exhibits inhomogeneous deposition and dissolution of ZnO and Zn.
Adding ZnO to the zinc anode is shown to improve the rechargeable
capacity even though it reduces the initial discharge capacity.
Additionally, we show that battery lifetime is limited by carbon
dioxide absorption into the aqueous alkaline electrolyte. This effect
can be mitigated by using carbon dioxide ﬁlters or employing
neutral electrolytes.
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Appendix A. Parameterization
We model the Varta PowerOne hearing aid coin cell battery PR44 type p675. Therefore, the parame-
ters represent this battery type. Decades ago, thermodynamics and ionic transport in the aqueous alkaline
electrolyte (32 weight percent KOH) were accurately studied with experiments. Thus, in Appendix A.1
we describe thermodynamic parameters and in Appendix A.2 we discuss transport parameters based on
the extensive literature. In contrast, the reaction kinetics are not known with sufficient accuracy. There-
fore, we choose to adjust them such that the simulated discharge curves match the measured ones (see
Appendix A.3). Nevertheless, we make sure that the reaction parameters are reasonable by comparing to
the literature data. We want to highlight that the qualitative features of our simulation results are robust
against variations of the kinetic parameters.
Basic material parameters and physical constants are given in Tab. A.4. Experiments and Simulations
are performed under standard conditions (see Tab. A.3).
In our model, the void space beneath the anode lid, which compensates the volume expansion of the
active material, is distributed homogeneously along the anode (see 3.4). We adjust the volume fraction of
zinc to get the observed cell capacity of 460 mAh. The (initial) volume fractions and cell dimensions are
stated in Tab. A.5.
Appendix A.1. Thermodynamics
Appendix A.1.1. Half-Cell Potentials
The standard half-cell potential for zinc oxidation is ∆φ0a = −1.285V and for oxygen reduction is
∆φ0c = 0.401V at standard conditions relative to the standard hydrogen electrode [64].
Appendix A.1.2. Solubilities
The solubility in pure water depends on the partial gas pressure by Henry’s law (see Eq. 32) with
Henry’s constants Hp,cO2 = 7.7942 · 104 m3Pa mol−1gas and H
p,c
CO2
= 2.98 · 104 m3Pa mol−1gas for oxygen and
carbon dioxide, respectively [65]. At large salt concentrations (32 wt% KOH), the solubility is reduced
and we must take into account salting out (see Eq. 32). The Sechenov constant is approximated as [57]
Ks =
∑
i
hici, (A.1)
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Ion hi / m3mol−1
Potassium 0.922 · 10−4
Hydroxide 0.839 · 10−4
Zincate 1.423 · 10−4
Carbonate 1.423 · 10−4
Table A.1. Coefficients for Sechenov constant [57] (see Eq. A.1). The value for ZnOH=4 is chosen to be equal to the one for CO
=
3 .
where the coefficients hi are given in Tab. A.1. At initial electrolyte concentrations, we find the solubilities
c∗O2 = 13.4 mol m
−3 and c∗CO2 = 1.1 mol m
−3.
We calculate the solubility csat of zincate depending on the potassium concentration cK [66]
csat =
−0.21cstd + 0.975 · 10−1cK + 0.125 · 10−2 c
2
K
cstd
if cK > 2.1cstd
0 else .
(A.2)
Note that zinc dissolution is possible even for csat = 0 due to supersaturation.
Appendix A.1.3. Molar Volumes
The electrolyte density ρ is [67]
ρ =
(
1024.1 + 846.6w1 + 307.1w21 + 1039w2
)
kg m−3. (A.3)
Here, the weight percentage w1 of potassium hydroxide is defined with respect to the solution H2O-KOH,
while that of zinc oxide w2 is defined with respect to the whole electrolyte H2O-KOH-ZnO.
We calculate the partial molar volumes V¯i from the density in the following [61]. For this purpose, we
introduce the molality b j := N jm−10 , where m0 denotes the mass of H2O. The density is ρ = mV
−1
e with
the electrolyte mass m = m0(1 +
∑3
j=1 M jb j) and the molar masses of the salts M j. Then the partial molar
volume is
V¯ j :=
∂Ve
∂n j
=
∂
∂n j
(
m
ρ
)
=
∂
∂b j
(
1 +
∑
j M jb j
ρ
)
= − 1
ρ2
(
∂ρ
∂b j
) 1 + 3∑
i=0
biMi
 + 1ρM j . (A.4)
Molalities b j and weight percents w j are related through w j = w0b jM j. By summing over all species, we
find w0 = 1/(1 +
∑2,3
j=1 M jb j) and
w j =
b jM j
1 +
∑2,3
j=1 M jb j
. (A.5)
The sum includes ZnO for w2, but not for w1 here because Siu et al. define weight percent in two different
ways [67].
The partial molar volume of the solvent is then determined from Eq. 44
V¯0 = M0
1 +
∑3
j=1 M jb j
ρ
−
3∑
j=1
V¯ jb j
 . (A.6)
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Ion Notation Value / S m2mol−1 Source
Potassium λK+ 7.35 · 10−3 [64]
Hydroxide λOH− 19.8 · 10−3 [64]
Zincate λZn(OH)=4 9.035 · 10−3 [30]
Carbonate λCO=3 6.98 · 10−3 [64]
Table A.2. Ionic conductivity at infinite dilution
Carbonate is not included in the measurement stated in Eq. A.3. We choose to treat one K2CO3
molecules as two KOH molecules in the density calculations. Consequently, we determine its partial
molar volume from that of KOH, such that the density is consistent
V¯K2CO3 =
MK2CO3
2MKOH
V¯KOH (A.7)
Note that Eq. A.3 uses the salt ZnO, but our model uses K2Zn(OH)4. The stoichiometry (see Reaction
II) gives
V¯K2Zn(OH)=4 = 2V¯KOH + V¯ZnO + V¯H2O (A.8)
Appendix A.2. Transport
Appendix A.2.1. Diffusion
Davis et al. [69] measure and show the diffusion coefficient of oxygen in potassium hydroxide solution
DO2 =
[
1.5 · 10−9 exp(−0.2878cOH−
cstd
) + 0.4 · 10−9
]
m2
s
. (A.9)
According to May et al. [70] the diffusion coefficient of zincate depends linearly on potassium ion con-
centration and is independent from zincate concentration
DZnOH4 =
[
−9.33 · 10−11 cK
cstd
+ 1.2 · 10−9
]
m2
s
. (A.10)
The remaining diffusion coefficients stay approximately constant in the relevant electrolyte concentration
range. From literature, we find the diffusion coefficient of hydroxide [71], carbonate [72], and carbon
dioxide [39] to be
DOH− = 3.5 · 10−9 m2s−1 , (A.11)
DCO=3 = 0.82 · 10−9 m2s−1 , (A.12)
DCO2 = 1.5 · 10−9 m2s−1 . (A.13)
Appendix A.2.2. Migration
Liu et al. [73] show that a linear mixture rule is applicable for the determination of the conductivity κ
in concentrated KOH based systems
κ = ΛKOHcOH− + 2ΛZn(OH)=4 cZn(OH)=4 + 2ΛK2CO3cCO=3 , (A.14)
where the conductivity of binary potassium hydroxide solutions κKOH = ΛKOHcK+ is fitted by See et al.
[74] as a function of potassium concentration. The equivalent conductivities of zincate is ΛZn(OH)=4 =
7 ·10−4 Sm2mol−1 [73] and of carbonate are ΛZn(OH)=4 = (−7.14cK+/cstd + 78.18) ·10−4 Sm2mol−1 [64, 73].
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A definition of transference numbers for binary electrolytes is discussed in [34]. Generalizing the
definition by applying the above mentioned mixture rule, the transference number of the ion species i in
the electrolyte with the three salts becomes
ti :=
ci|zi|λi
cK+λK+ +
∑3
j=1 c j|z j|λ j
. (A.15)
We calculate the transference numbers from the mobility at infinite dilution which are known. Values for
the ionic conductivities λi are given in table A.2.
We model the chemical potentials as dilute solutions and get its derivative with respect to the concen-
tration
∂µi
∂ci
=
RT
ci
. (A.16)
Appendix A.2.3. Multi-Phase Transport
The dynamic viscosity ηe of aqueous potassium hydroxide solutions is given by Siu et al. [67] the
permeability of the gas diffusion electrode at the initial saturation s˜0 = 0.63 is Be = 1 · 10−14 m2 [75].
Linear interpolating of the data in [76] yields the surface tension
σ =
[
7.2252 · 10−5 m
3
kg
ρe − 6.1263 · 10−4
]
kg
s2
. (A.17)
We shift the Leverett J-function [75], such that the pressure of both, gas and liquid phase, is the standard
pressure at the initial saturation s˜0
J = 1.34 · 10−3 + 4.98 · 10−3 exp(9.404(s˜ − s˜0))
− 3.97 · 10−3 exp(−11.19(s˜ − s˜0)) .
Appendix A.3. Reactions
The reaction kinetics are not as accurately known as transport parameters for zinc-air batteries. There-
fore, we adjust the kinetics of the two electrochemical reactions to reach quantitative agreement for the
discharge curves in simulation and measurement. Nevertheless, we discuss that their orders of magnitude
agree with the available literature.
Appendix A.3.1. Zinc Morphology and Surface Areas
We assume that spherical zinc particles are covered by a porous zinc oxide shell (see Sec. 3). This
determines the specific surface areas AI for the zinc dissolution (see Eq. 25) and AII for the zinc oxide
precipitation (see Eq. 31). The initial radius of the zinc particles is r0Zn = 35 µm as shown in Ref. [77].
We choose the porosity of the zinc oxide film to be f = 0.05 which is quite low, but still in agreement
with Ref. [44]. We adjust the critical supersaturation to be ccrit = 3.5 csat according to Ref. [44].
Appendix A.3.2. Cathode Structure and Specific Surface Areas
The reaction surface of the oxygen and carbon dioxide absorption is the gas-liquid phase boundary
in the GDE. From the lifetime experiment, we find the specific surface area AIII = AV = 3 · 102 m−1,
which is quite low. In the cathode, zinc oxide precipitates on the active surface AII = AIV, which we keep
constant during discharge. We assume that this surface coincides with the gas-liquid phase boundary
AIV = 3 · 102 m−1.
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Name Notation Value Unit
Temperature T 298.15 K
Current density icell 100 A m−1
Standard pressure pstd 101 325 Pa
Standard concentration cstd 1 000 mol m−3
Partial pressure oxygen pOg2 21 219 Pa
Partial pressure carbon dioxide pCOg2 39 Pa
Standard oxygen concentration cO2,std 0.867 mol m
−3
Table A.3. Conditions for experiment and simulation. The partial gas pressures represent ambient air and are taken from Ref. [68].
The standard oxygen concentration corresponds to equilibrium with oxygen gas at standard pressure.
Appendix A.3.3. Kinetic Coefficients
We adjust the kinetic constant kI = 1.8 · 10−6 mol m−2s−1 (cf. [32]) for zinc dissolution. At typical
concentrations, this value corresponds to the exchange current density i0 ≈ 1 Am−2. This value is two
orders of magnitude lower than measured on pure zinc [30]. Modern zinc anodes, however, contain
additives in order to suppress hydrogen evolution. These additives can also slow down zinc dissolution.
Our adjusted kinetic coefficient for oxygen reduction kIV = 3 · 10−10 mol m−2s−1 corresponds to the
exchange current i0 ≈ 10−4 Am−2. This results in the exchange current density iGDE0 ≈ 10−5 Am−2 with
respect to the cross-section of the whole GDE in approximate agreement with the measurements of Drillet
et al. for carbon based gas diffusion electrodes coated with MnO2 [78].
The kinetic constant kIII of oxygen dissolution follows from the Hertz-Knudsen equation 33. We
assume that one percent ξ := 0.01 of the gas molecules hitting the gas-liquid phase boundary enter the
electrolyte [12]. The kinetics of ZnO growths is determined by the diffusion layer thickness δZnO = 1 µm
resulting in kinetics similar to previous models [32, 25].
The kinetic coefficient of the carbonate reaction kV := kOH−cOH− (see Eq. 37) follows from the kinetic
constant kOH− of the rate determining step (see Reaction V.a) [79]
kOH− = 8.38
mol
m3s
· 10(0.11cK+ +0.11cOH−+0.17cCO=3 )/cstd . (A.18)
Appendix A.4. Initial Conditions
The initial conditions are given in Tab. A.6. Varta PowerOne hearing aid batteries PR44 type p675
contain 32 wt% potassium hydroxide electrolyte. Accordingly, we choose the concentrations of water
and potassium. For numerical reasons we set small initial concentrations for carbonate and zincate. Then
we calculate the hydroxide concentration, such that charge neutrality is granted.
In our model the void space on top of the anode is homogeneously distributed throughout the cell.
The volume fraction of zinc is adjusted to give the observed cell capacity of 460 mAh (see Tab. A.5). The
initial zinc particle radius is r0Zn = 35 µm [77].
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Name Notation Value Unit
Ideal gas constant R 8.3144 J mol−1K−1
Faraday constant F 96485 C mol−1
Boltzmann constant kB 1.3806488 · 10−23 m2kg s−2K−1
Molar mass
Water MH2O 18.015 · 10−3 kg mol−1
Potassium MK 39.0983 · 10−3 kg mol−1
Oxygen MO2 31.9988 · 10−3 kg mol−1
Hydroxide MOH− 17.00734 · 10−3 kg mol−1
Zincate MZnOH=4 133.4094 · 10−3 kg mol−1
Carbon dioxide MCO2 44.0095 · 10−3 kg mol−1
Density Water ρH2O 997.048 kg m
−3
Molar volume zinc VZn 9.16 · 10−6 m3mol−1
Molar volume zinc oxide VZnO 14.5 · 10−6 m3mol−1
Table A.4. Basic material parameters and physical constants [64].
Name Notation Ano. Sep. Cat. Unit
Cell diameter 11 · 10−3 m
Length La,Ls,Lc 4.5 · 10−3 0.1 · 10−3 0.3 · 10−3 m
Volume fraction
Zinc 0Zn 0.185 - - -
Zinc oxide 0ZnO 1·10−7 1·10−7 1·10−7 -
Inactive material 0inact - 0.185 0.185 -
Electrolyte 0e 0.515 0.515 0.515 -
Gas phase 0g 0.3 0.3 0.3 -
Initial zinc particle diameter r0Zn 75 µm
Table A.5. Geometry for simulating the VARTA PowerOne button cell PR44 type p675.
Name Notation Value Unit
Density electrolyte ρ0e 1301 kg m
−3
Concentration
Water c0H2O 49105 mol m
−3
Potassium c0K+ 7419.9 mol m
−3
Oxygen c0O2 0.0134 mol m
−3
Hydroxide c0OH− 7417.9 mol m
−3
Zincate c0ZnOH=4 1 mol m
−3
Carbonate c0CO=3 10
−8 mol m−3
Table A.6. Initial conditions for electrolyte composition at 32wt% KOH.
APPENDIX B EXPERIMENTAL SEQUENCE 7
Appendix B. Experimental Sequence
Figure B.1. Lifetime analysis at 100 Am−2. The voltage is shown as a function of measurement time. After an initial discharge
for 5 h, the cell is discharged for ten minutes every day. The figure depicts the measurement in the first four days, the gray arrays
separate the measurements on different days.
Appendix C. Carbon Dioxide Filter
Figure C.2. Simulated lifetime analysis at 100 Am−2. The voltage is shown as a function of measurement time. The discharge
proceeds with varying carbon dioxide content in the feed gas. The voltage is measured every 24h, 240h, 2400h for 380ppm CO2,
38ppm CO2, 3.8ppm CO2, respectively. We find that the lifetime is approximately inversely proportional to the carbon dioxide
content.
APPENDIX D BATTERY CYCLING 8
Appendix D. Battery Cycling
Figure D.3. Simulated voltage curves during discharge and charge as a function of discharged capacity at various current densities.
The discharge proceeds to 90% capacity Q = 407 mAh or to the voltage cut-off at U = 1.1 V. The initial anode consists of (a) pure
Zn and (b) a mixture of 2 volume percent ZnO and 98 volume percent Zn.
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Introduction
Zinc–air batteries (ZABs) are promising candidates for next-
generation energy storage. They offer a high theoretical
specific energy (1086 WhkgZnO
@1) and energy density
(6093 WhLZnO
@1), use abundant and non-hazardous materials,
and have superior operational safety characteristics. In fact, pri-
mary ZABs using alkaline aqueous KOH electrolytes are already
widely utilized for low-current commercial applications such as
hearing aids. Unfortunately, the electrical rechargeability and
calendar life of these cells are limited. When operated in air,
dissolved CO2 reacts with OH
@ to produce CO3
2@. This reaction
reduces the ionic conductivity of the electrolyte and slows
down the cell reactions.[1] Furthermore, inhomogeneous zinc
dissolution and dendritic deposition cause the Zn electrode to
change shape and severely limit the cycle life of the cell.[2] Im-
proving the cycling stability of zinc batteries is currently a
widely researched topic.[3–11] Aqueous electrolytes with near-
neutral pH values were proposed[12–14] as a possible solution to
this challenge, and the first steps towards commercialization
have been taken.
Aqueous ZnSO4 and ZnCl2 electrolytes are commonly used
in industrial zinc electroplating processes. As weakly acidic sol-
utions, the coulombic efficiency of Zn electrodeposition in
these electrolytes is nearly 100%.[15] Considering in addition
their high electrical conductivity, sulfate- and chloride-based
electrolytes are favorable for secondary-zinc-battery applica-
tions. Experimental studies show that zinc batteries based on
these electrolytes can be reliably operated over hundreds or
even thousands of cycles.[13,14,16–18] However, to keep the pH
value of the electrolyte in the near-neutral regime, a buffer so-
lution is required to counteract the effects of the oxygen-re-
duction and oxygen-evolution reactions. In the case of ZnCl2,
this is accomplished by the addition of NH4Cl and NH4OH. The
state of the aqueous zinc ion in buffered electrolytes and the
solubility of solid precipitates in the near-neutral pH regime is
very complex.[15,19–21] A thorough understanding of the compo-
sition of the electrolyte and its behavior during cell operation
is necessary to develop a feasible battery. In this paper, we de-
velop a framework for modeling the performance of buffered
aqueous electrolytes in zinc batteries and apply it to the
ZnCl2–NH4Cl system.
ZnCl2–NH4Cl has a long history in commercial electrochemi-
cal systems, dating back to the 19th century as the standard
electrolyte for zinc–carbon (or so-called Leclanch8) batter-
ies.[19,22] These batteries consist of a zinc metal anode and a
MnO2/carbon-paste cathode. Because of their low cost and reli-
ability, non-alkaline zinc–carbon batteries held a significant
market share well into the 20th century. A major topic of re-
search in the development of Leclanch8 batteries is the impact
of electrolyte composition on performance and capacity. It is
commonly noted in the literature that for low NH4Cl concentra-
tions (e.g. , less than 10 wt%) the discharge product is amor-
phous zinc chloride hydroxide monohydrate (simonkolleite,
ZnCl2·4Zn(OH)2·H2O) whereas for higher NH4Cl concentrations
the solid product is crystalline zinc diammine chloride
Neutral aqueous electrolytes have been shown to extend both
the calendar life and cycling stability of secondary zinc–air
batteries (ZABs). Despite this promise, there are currently no
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ZABs. Traditional continuum models are numerically insuffi-
cient to simulate the dynamic behavior of these complex sys-
tems because of the rapid, orders-of-magnitude concentration
shifts that occur. In this work, we present a novel framework
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ous electrolytes. We apply our model to conduct the first
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(ZnCl2·2NH3).
[23–25] Furthermore, it is suggested that because of
its crystallization morphology, ZnCl2·2NH3 poses a higher risk
of passivation than ZnCl2·4Zn(OH)2·H2O.
[26] Unlike alkaline zinc
batteries, there is not a standard formulation for the Leclanch8
electrolyte. The ZnCl2/NH4Cl ratio of the electrolyte is adjusted
based on the application of the battery.[26] In today’s zinc–
carbon batteries, ZnCl2–NH4Cl has mostly been abandoned in
favor of KOH because of its high conductivity.
The ongoing search for post-lithium electrochemical energy
storage technologies has revived interest in neutral zinc–air
batteries. The cheap and non-hazardous materials on which
this battery is based, combined with the possibility to achieve
a high energy density, make this system a promising contender
for sustainable stationary energy storage. The first application
of ZnCl2–NH4Cl in zinc–air batteries was published by Jindra
et al. in 1973.[12] They found that a low OH@ concentration in
the electrolyte eliminates the formation of carbonates, poten-
tially extending the calendar life of the cell. Nonetheless, the
cycling stability was poor. In 2014, Goh, et al.[13] investigated
the use of additives such as polyethylene glycol (PEG) and thi-
ourea to improve the homogeneity of zinc electrodeposition.
Their cell could be operated continuously for over 1000 h and
achieved around 100 cycles. A neutral ZAB developed by Sum-
boja et al. in 2016 was operated continuously for over 2000 h
and achieved around 500 cycles.[14] Although each of these
groups has highlighted the importance of the electrolyte com-
position for optimizing cell performance, there is currently no
theoretical analysis of zinc–air batteries using buffered aque-
ous electrolytes.
Figure 1 shows an operational schematic of a ZAB with
ZnCl2–NH4Cl electrolyte. The battery consists of a metallic Zn
electrode and a porous gas-diffusion electrode (GDE) loaded
with a bifunctional air catalyst. MnO2 is the most commonly
used non-precious metal catalyst.[17,27] The liquid electrolyte
separates the electrodes and conducts ions across the cell. De-
pending on the distance between the electrodes, this region
may or may not contain a porous separator to prevent an in-
ternal short circuit.
When the cell is discharged, the metallic Zn electrode dis-
solves and forms aqueous Zn2+ ions, which can then form
complexes with other species in solution [Eq. (1)] ,
ZnÐ Zn2þ þ 2 e@, E0 ¼ @0:762 V ð1Þ
The exact composition of these zinc complexes is highly sensi-
tive to the conditions in the electrolyte and will be discussed
in detail in the following sections. When the solubility limit of
zinc is reached, various solid products including ZnO, Zn(OH)2,
ZnCl2·4Zn(OH)2·H2O, and ZnCl2·2NH3 can precipitate. At the
GDE, the oxygen reduction reaction (ORR) consumes dissolved
O2 and H
+ and produces H2O [Eq. (2)] ,
0:5O2
aq þ 2Hþ þ 2 e@ Ð H2O, E0 ¼ 1:229 V ð2Þ
There is a tendency for the electrolyte to become alkaline be-
cause of the loss of H+ . However, the weakly acidic nature of
the electrolyte acts as a pH buffer [Eqs. (3) and (4)] ,
NH4
þ Ð NH3 þ Hþ, and ð3Þ
Zn2þ þ nNH3 Ð ZnðNH3Þn2þ, ð4Þ
which stabilizes the pH value in the neutral regime.
It is important to note that the ability of the electrolyte to
stabilize the pH value in the neutral range is attributable to
the interactions between ZnCl2 and NH4Cl. The equivalence
point of the NH4
+/NH3 buffer
[28] is at pH 9.8. A solution con-
taining only NH4Cl would stabilize the pH value for a short
time, but the electrolyte would quickly become alkaline as the
concentration of NH3 increases. When NH4Cl is mixed with
ZnCl2, Zn
2+ ions form complexes with the NH3 in solution,
which are stable in the in pH range of roughly 6–10. By provid-
ing a means to take up free NH3, the presence of these zinc–
ammine complexes increases the capacity of the buffer solu-
tion in the neutral range.
When the cell is charged, the oxygen evolution reaction
(OER) consumes H2O and produces O2
aq and H+ at the GDE.
Zn2+ is deposited from its aqueous forms at the Zn electrode.
Again, the buffer reactions stabilize the pH value in the near-
neutral domain. As zinc is redeposited from its aqueous state,
the concentration decreases to a point below its saturation
concentration and the solid precipitates dissolve.
Previous studies simulated ZABs with alkaline KOH electro-
lytes.[1, 29–32] Although much of the same methodology may be
applied to ZABs with neutral electrolytes, there is one signifi-
cant gap. The strongly alkaline composition of standard rough-
ly 30 wt% KOH electrolytes helps maintain a constant pH
value during operation. As a result, the thermodynamic stabili-
Figure 1. Operational diagram of a zinc–air battery with ZnCl2–NH4Cl electro-
lyte. The colors show the various (electro)chemical reactions in the cell ; the
shapes have no special meaning. The white arrows indicate the direction of
these reactions during discharging; the black arrows indicate the direction
during charging. The dashed arrows show important transport pathways.
Gaseous oxygen molecules enter the cell through the GDE and dissolve in
the electrolyte (green). Dissolved oxygen molecules in the GDE are reduced
with the help of a bifunctional catalyst and react with H+ to form H2O (red).
The loss of H+ disturbs the equilibrium of the NH4
+/NH3 species, and the
buffer reaction stabilizes the pH value in the GDE (yellow). The metallic Zn
electrode dissolves to form aqueous zinc ions, which can then form com-
plexes with NH3 and Cl
@ (orange). Based on the local pH value and concen-
trations of Zn2+ , NH3, and Cl
@ , a variety of solid discharge products may pre-
cipitate (purple). ZnO is the most desirable product, and chlorine-containing
solids are least desirable.
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ty of the dominant aqueous zinc species (Zn(OH)4
2@) also re-
mains constant. Other investigations[20,21] of the thermodynam-
ic stability of zinc–ligand complexes in ZnCl2–NH3Cl show that
within the near-neutral pH domain even slight changes in the
pH value can induce significant shifts in the dominant zinc
complex. This, in turn, influences both the physicochemical
properties and the buffering capacity of the electrolyte. There-
fore, a dynamic cell-level model of a ZAB with a near-neutral
electrolyte should also consider the coupled effects of pH
value and aqueous zinc concentration. Our quasiparticle ap-
proach makes this possible.
In this work, we present the first mathematical model of
zinc–air batteries with aqueous ZnCl2–NH4Cl electrolytes. In the
following sections, we discuss the thermodynamic basis for
our model (electrolyte equilibrium thermodynamics) and pres-
ent a new method for modeling buffered aqueous electrolytes
(quasiparticle model). We provide an overview of the parame-
ters and conditions implemented in the model (computational
details) and discuss the predictions of the resulting simulations
(results and discussion). We compare the results of our simula-
tions with existing experimental measurements, perform an ini-
tial optimization of the ZAB cell, and suggest topics for further
research.
Model Development and Application
Electrolyte equilibrium thermodynamics
In this section, the equilibrium thermodynamics of aqueous ZnCl2–
NH4Cl solution is discussed. A framework for the thermodynamic
model of this system was already laid out in existing works.[20,21]
The first step in modeling the dynamic behavior of ZnCl2–NH4Cl
was to understand its equilibrium composition. In the electrolyte,
zinc may exist as either free Zn2+ ions or zinc–ligand complexes.
Within the near-neutral pH range, the stability of the aqueous
zinc–ligand complexes is very sensitive to changes in the electro-
lyte environment.[19–21,33] Understanding the coupled effects be-
tween the formation of these complexes and electrolyte pH value
is essential to interpret the performance of the ZAB. To predict this
behavior, we developed a thermodynamic model of aqueous
ZnCl2–NH4Cl in the near-neutral pH domain.
Our model considered a total of 16 aqueous species. These in-
cluded elementary species (H+ , OH@ , Zn2+ , Cl@ , NH4
+ , and NH3),
zinc–chloride complexes (ZnCl+ , ZnCl2, ZnCl3
@ , and ZnCl4
2@),
zinc–ammine complexes (Zn(NH3)
2+ , Zn(NH3)2
2+ , Zn(NH3)3
2+ , and
Zn(NH3)4
2+), and ternary zinc complexes (ZnCl3(NH3)
@ and
ZnCl(NH3)3
+). Additionally, four solid discharge products were pos-
sible in the model: ZnO, Zn(OH)2, ZnCl2·4Zn(OH)2·H2O, and
ZnCl2·2NH3.
The homogeneous electrolyte reactions and their corresponding
thermodynamic equilibrium constants[20, 21,28] are summarized in
Table 1. According to the law of mass action, for a system at con-
stant temperature the value of the equilibrium quotient is con-
stant. For example, the equilibrium quotient of the ZnCl4
2@ reaction
is expressed as ½ZnCl4
2@ A
Zn2þ½ A Cl@½ A4 ¼ b, where b=100.30. In this notation,
square brackets are used to denote concentrations ([X]=cX) in
molL@1. Using these equilibrium expressions, the concentration of
any aqueous species can be expressed in terms of its stability con-
stant and a combination of Zn2+ , Cl@ , and NH3.
The electrolyte was prepared by adding NH4OH to an aqueous so-
lution of ZnCl2–NH4Cl until the desired pH value was achieved. As
such, the total amount of chloride, zinc, and nitrogen in the
system were known and conserved quantities. They were deter-
mined from the weighted sums of the concentrations of the com-
ponent species. The total (T) chloride and zinc concentrations are
expressed as Equations (5) and (6):
½ClAT ¼½Cl@Aþ
X4
m¼1
m ½ZnClm2@mAþ 3 ½ZnCl3ðNH3Þ@Aþ
½ZnClðNH3Þ3þA
ð5Þ
½ZnAT ¼½Zn2þAþ
X4
n¼1
½ZnðNH3Þn2þAþ
X4
m¼1
½ZnClm2@mAþ
½ZnCl3ðNH3Þ@Aþ ½ZnClðNH3Þ3þA
ð6Þ
where m and n describe the stoichiometry of the zinc–chloride and
zinc–ammine complexes, respectively. The nitrogen atoms in the
system are distributed between ammonium and ammonia. The
total amount of ammonia is given by Equation (7):
½NH3AT ¼½NH3Aþ
X4
n¼1
n ½ZnðNH3Þn2þAþ ½ZnCl3ðNH3Þ@Aþ
3 ½ZnClðNH3Þ3þA
ð7Þ
and the total nitrogen content is expressed as Equation (8)
½NAT ¼ ½NH3AT þ ½NH4þA ð8Þ
Finally, the local electroneutrality condition in the system must
hold, which gives the following relation [Eq. (9)]:
2 ½ZnAT þ ½NH4þAþ ½HþA@½ClAT@½OH@A ¼ 0 ð9Þ
Considering the twelve equilibrium expressions in Table 1, the con-
served quantities in Equations (5), (6), and (8), and the electroneu-
trality condition in Equation (9), we had sixteen equations and
could solve for the sixteen unknown concentrations in the electro-
lyte.
When the solubility of zinc in the electrolyte is exceeded, solid
products precipitate. These reactions reduce the total zinc, chlo-
ride, and nitrogen concentrations in the liquid phase, and the for-
mation of solid products plays a decisive role in the performance
of the ZAB. Table 2 lists the various solid discharge products con-
sidered in our model, their thermodynamic solubility products and
Table 1. Homogeneous reactions in the electrolyte and the correspond-
ing thermodynamic stability constants[20,21,28] for ionic strengths 2–8.
Reaction log10b
Zn2++Cl@QZnCl+ 0.10
Zn2++2Cl@QZnCl2 0.06
Zn2++3Cl@QZnCl3@ 0.10
Zn2++4Cl@QZnCl42@ 0.30
Zn2++NH3QZn(NH3)2+ 2.38
Zn2++2NH3QZn(NH3)22+ 4.88
Zn2++3NH3QZn(NH3)32+ 7.43
Zn2++4NH3QZn(NH3)42+ 9.65
Zn2++3Cl@+NH3QZnCl3(NH3)@ 3.15
Zn2++Cl@+3NH3QZnCl(NH3)3+ 7.90
NH3+H
+QNH4+ 9.80
OH@+H+QH2O 13.96
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theoretical energy densities as the final discharge products of a
neutral ZAB. To incorporate the effects of precipitation into our
model, we expressed the solubility, for example of ZnCl2·2NH3, as
[Zn2+][Cl@]2[NH3]
2=Ksp, where the solubility product constant Ksp=
10@6.42 (molL@1)5 and the concentrations are in molL@1.
The final discharge product in ZABs should be ZnO. It is well docu-
mented that the product of zinc batteries with ZnCl2–NH4Cl elec-
trolyte is either ZnCl2·2NH3 or ZnCl2·4Zn(OH)2·H2O, depending on
the pH value and ZnCl2/NH4Cl ratio.
[23–26,33,35, 36] The precipitation of
these products presents two main challenges for cell design: they
consume chloride from the electrolyte and they have molar vol-
umes that are significantly larger than zinc metal.
The molar volume of the precipitates has two effects on cell per-
formance: it reduces the overall energy density of the battery and
it can contribute to the flooding of the GDE. The theoretical
energy density of a ZAB based on each of the final discharge prod-
ucts was calculated as Equation (10):
1Ep¼ 2F
UOC
V
ð10Þ
where UOC is the open-circuit voltage of the cell [V] , F is the Fara-
day constant [Ahmol@1] , and V is the molar volume of the solid
product and consumed electrolyte [Lmol@1] . The ZAB was assumed
to be rigid with a fixed volume. Volume expansion caused by the
precipitation of these solids forces electrolyte into the GDE and de-
grades the performance of the cell. The loss of chloride causes the
ionic conductivity of the electrolyte to decrease.
Using the model described above, we determined the equilibrium
composition of the electrolyte and the zinc solubility given the ini-
tial formulation.
Quasiparticle model
We present a method for modeling the dynamic behavior of buf-
fered aqueous electrolytes. The following derivation is geared to-
wards readers active in modeling and simulation. Experimentally
inclined readers may wish to continue to the section on computa-
tional details.
A method of modeling electrolyte transport on the continuum
scale was already derived and validated.[1,37–45] An overview of this
method applied to ZABs is provided in the Supporting Information.
The transport of solutes in the electrolyte was derived from non-
equilibrium thermodynamics[1] and can be expressed in generic
terms by the mass-continuity equation [Eq. (11)] ,
@ðcieeÞ
@t
¼@~r? ~NDMi
0 /
@ ~r? ~NCi
0 /
þ _si ð11Þ
(where t is time, ee is the volume fraction of the electrolyte, ~N
DM
i is
the diffusion–migration flux, ~N
C
i is the convection flux and s˙i is the
source term) and the charge-continuity equation [Eq. (12)] ,
0 ¼@~r?~j þ
X
i
zi _si ð12Þ
(where ~j is the electrolyte current density and zi is the charge
number of the solute).
Transport in strongly acidic or basic electrolytes is driven only by
heterogeneous chemical reactions, such as those shown in Tables 3
and 4; thus, the continuity equations described above can be
easily solved. However, in buffered neutral electrolytes, homogene-
ous electrolyte reactions can cause the concentrations of individual
solutes to shift by orders of magnitude, as shown in the previous
section. The enormous changes in concentration make a numerical
solution for the continuity equations infeasible. Our quasiparticle
framework addressed this challenge. By defining a set of quasipar-
ticles that described the conserved quantities of the homogeneous
reactions, we were able to easily solve the continuity equations
and determine the state of the electrolyte under dynamic condi-
tions.
Generic form
Please note that the quasiparticles represent quantities that are
conserved in the homogeneous reactions. The concentration of
the quasiparticles (cq) can be defined in terms of the concentra-
tions of its constituent components [Eq. (13)]
cq¼
X
i
ti;qci ð13Þ
where ti,q describes the stoichiometry of the solute i in the quasi-
particle q and may take on values ti;q 2 Z .
The homogeneous electrolyte reactions are listed in Table 1. The
solute source term attributable to these reactions (_shi ) was defined
as Equation (14)
_shi ¼
X
r
~k
h
r ni;r ð14Þ
where ~k
h
r is the rate of the homogeneous reaction r and ni,r is the
stoichiometric coefficient of the solute i in the reaction r. Using the
stoichiometric coefficient for the quasiparticle (ti,q), the solute
source term was converted into a source term for the quasiparti-
cles [Eq. (15)]:
Table 2. Solid discharge products with the corresponding thermodynam-
ic solubility products[20, 21,34] and theoretical energy densities of a cell with
pH 7.
Precipitate log10Ksp 1
E [WhLprecip
@1]
ZnCl2·2NH3 @6.42 303
ZnCl2·4Zn(OH)2·H2O @14.2 948
Zn(OH)2 @17 1782
ZnO @16.7 6093
Table 3. Fundamental reactions of the zinc–air cell.
Reaction E0 [V]
ZnQZn2++2e@ @0.762
0.5O2(aq)+2H
++2e@QH2O 1.229
O2(g)QO2(aq) –
Table 4. Precipitation reactions in ZnCl2–NH4Cl.
Reaction
Zn2++2Cl@+2NH3QZnCl2·2NH3(s)
5Zn2++2Cl@+9H2OQZnCl2·4Zn(OH)2·H2O(s)+8H+
Zn2++2H2OQZn(OH)2(s)+2H+
Zn2++H2OQZnO(s)+2H+
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_shq¼
X
i;r
~k
h
r ni; rti;q ð15Þ
We demanded that the relation
P
i ni; rti;q¼ 0 holds, such that for
any ~k
h
r Equation (16) was valid:
_shq¼0 ð16Þ
Thus, the homogeneous reactions do not contribute to the quasi-
particle source term.
Mathematically speaking, the quasiparticles were defined such that
the vectors ~ti¼
P
q ti;q~eq spanned the kernel of the matrix n
T. Con-
sidering that the electrolyte is locally charge neutral, the number
of quasiparticles needed to describe the system (nq) is given by the
difference of the number of solutes (ns) and the number of homo-
geneous reactions (nhr), nq=ns@nhr@1.
By assuming that the kinetics of the homogenous electrolyte reac-
tions are fast, we calculated all individual solute concentrations
from a few quasiparticle concentrations. The transport of the quasi-
particles is determined by the transport of their individual constitu-
ents, assuming that the homogeneous reactions occur very quickly.
Therefore, the diffusion–migration flux for quasiparticle q becomes
Equation (17):
~N
DM
q ¼
X
i
ti;q~N
DM
i ¼ebe
X
i
ti;qDi~rci
0 /
þ
X
i
ti;q
ti
ziF
. -
~j ð17Þ
where b is the Bruggeman coefficient, Di is the diffusion coefficient,
zi is the charge number, and ti is the transference number of the
solute. The convective flux of quasiparticle q is defined by Equa-
tion (18):
~N
C
q¼ebecq~ve ð18Þ
where ~ve is the center-of-mass velocity of the electrolyte. How the
electrolyte equation of state and current-density equation are de-
rived can be found in the Supporting Information. Now the trans-
port equations for the quasiparticles can be expressed as
@ðcqeeÞ
@t
¼@~r? ebe
X
i
ti;qDi~rci
0 /
þ
X
i
ti;q
ti
ziF
. -
~j
" #
@~r? e~becq~ve
0 /
þ_se;pq
ð19Þ
0 ¼@~r?~jþ
X
zi _s
e
i ð20Þ
where _se;pq is the source term due to the combined electrochemical
and precipitation reactions, and _sei is the source term due to the
electrochemical reactions.
Because charge is conserved in the homogeneous reactions, they
do not contribute to the electroneutrality equation. Our quasiparti-
cle formulation provides a simple method for modeling a series of
coupled chemical reactions taking advantage of the conservation
of atom numbers and charge. In the next section, we applied this
model to the ZnCl2–NH4Cl system.
Quasiparticle framework in the ZnCl2–NH4Cl system
The ZnCl2–NH4Cl system consists of 16 solutes spanning 12 homo-
geneous reactions. Therefore, three quasiparticles were needed. To
describe the quantities conserved in the homogeneous electrolyte
reactions, we defined the following quasiparticles: ammonia (fNH3),
ammonium (fNH4), and zinc (fZn). According to the definition in
Equation (13), the concentrations of the ammonia and zinc quasi-
particles are expressed as Equation (21)
fNH3h i¼ NH3½ AþX4
n¼1
n Zn NH3ð Þn2þ½ Aþ ZnCl3 NH3ð Þ@½ Aþ
3 ZnCl NH3ð Þ3þ½ A@ Hþ½ Aþ OH@½ A
ð21Þ
and Equation (22)
½fZnA ¼ Zn2þ½ AþX4
n¼1
Zn NH3ð Þn2þ½ Aþ
X4
m¼1
ZnClm
2@m½ Aþ
ZnCl3 NH3ð Þ@½ Aþ ZnCl NH3ð Þ3þ½ A
ð22Þ
The concentration of the ammonium quasiparticle is expressed as
Equation (23):
fNH4h i¼ NHþ4@ >þ Hþ½ A@ OH@½ A ð23Þ
The sum of fNH4 and fNH3 gives the total concentration of nitrogen
[Eq. (24)] whereas the total chloride concentration [Eq. (26)] is ex-
pressed by a combination of fNH4 and fZn, assuming local electro-
neutrality. The total zinc concentration is given by fZn [Eq. (25)] .
N½ AT¼ fNH3h iþ fNH4h i ð24Þ
Zn½ AT¼ ½fZnA ð25Þ
Cl½ AT¼ 2 fZnh i þ fNH4h i ð26Þ
We defined quasiparticles such that the homogeneous reactions
do not contribute to the quasiparticle source term [as shown in
Eq. (16)] . The source term is instead governed by the electrochemi-
cal and precipitation reactions listed in Tables 3 and 4. We rewrote
the stoichiometric equations for these reactions to reflect the qua-
siparticle definitions, as shown in Table 5.
To solve the system, we defined the initial pH value and the total
chloride and total zinc concentrations of the system. The concen-
tration of the quasiparticles are given by the mass and charge-con-
tinuity equations [Eqs. (19) and (20)] , and we used Equations (24),
(25), and (26) to solve for [Zn2+] , [Cl@] , and [NH3] . With these quan-
tities, the concentrations of all 16 aqueous solutes and the volume
fractions of the four solids could be determined.
Computational details
In this section, we discuss the computational details of our model,
including the initial conditions and loads used for the simulations.
More information on this topic, as well as a complete list of the
Table 5. Reactions that contribute to the quasiparticle source terms.
Reaction
ZnÐfZnþ2e@
1
2O2 aqð Þþ2fNH4þ2e@Ð2fNH3þH2O
5fZnþ8fNH3þ9H2OÐ8fNH4þZnCl2?4Zn OHð Þ2?H2OðsÞfZnþ2fNH3ÐZnCl2?2NH3ðsÞfZnþ2fNH3þ2H2OÐ2fNH4þZn OHð Þ2ðsÞfZnþ2fNH3þH2OÐ2fNH4þZnOðsÞ
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physical, chemical, and numerical parameters[13, 14,20, 21,27, 28,42, 43,46–61]
implemented in the model, is presented in greater detail in the
Supporting Information.
Model implementation
Our ZAB model consisted of a system of 13 equations: 5 solid-
volume-conservation equations, 4 mass-continuity equations, 1
charge-continuity expression, 1 electrolyte-mass-continuity equa-
tion, 1 electrolyte-pressure equation of state, and 1 galvanostatic
expression. A complete list of the equations is available in the Sup-
porting Information. A 1D finite volume model was developed in
MATLAB to implement the theory described above. The mesh was
generated with fixed compartment sizes in the Zn electrode and
GDE and a variable cell size in the separator. The system of equa-
tions was solved using the ode15i solver, a fully implicit solver for
differential and algebraic equations.
The computational domain of the ZAB model consisted of the Zn
electrode, separator, and GDE. The domain began at the Zn elec-
trode current collector (x=0) and ended at the GDE current collec-
tor (x=Lcell), where Lcell is the total thickness of the cell.
Simulation conditions
Our first full-cell simulation was based on the ZAB developed by
Goh et al.[13] The electrolyte was 0.51m ZnCl2–2.34m NH4Cl with
the pH value adjusted to 6 through the addition of NH4OH. For
simplicity, this electrolyte is referred to in the text as Electrolyte A.
The anode was a polished zinc foil with a thickness of 0.5 mm, and
the cathode was a carbon GDE loaded with 4.5 mgcm@2 MnO2 as
catalyst. The Zn electrode and the GDE were 30 mm apart and sep-
arated by an electrolyte bath. The cell was discharged at
5 mAcm@2 for 4 h and charged at 2.5 mAcm@2 for 8 h. This cell is
referred to in the text as Cell A.
Our second full-cell simulation was based on the work of Sumboja
et al.[14] The electrolyte was 0.26m ZnCl2–5m NH4Cl with the pH
value adjusted to 7. This electrolyte is referred to in the text as
Electrolyte B. The anode was a polished zinc foil with a thickness
of 0.5 mm, and the cathode was a carbon GDE loaded with
4.5 mgcm@2 MnO2. The electrodes were 24 mm apart and separat-
ed by an electrolyte bath. The cell was discharged at 1 mAcm@2
for 2 h and charged at 1 mAcm@2 for 2 h. This cell is referred to in
the text as Cell B.
Finally, we performed a series of simulations in which the electro-
lyte composition and cell architecture were adjusted to represent a
feasible battery. Simulations were carried out to optimize the sepa-
rator thickness, electrolyte composition, and the architecture of
the Zn electrode. The performance of these cells was rated accord-
ing to pH stability, composition of the discharge product, and the
overall energy density of the battery. The optimization simulations
were performed under galvanostatic conditions with a charge–
discharge current density of 1 mAcm@2.
Results and Discussion
In this section, we present the results of our simulations and
discuss the significant findings. We begin by considering the
equilibrium composition of the electrolyte and its dependence
on the pH value and zinc and chloride concentration. We con-
tinue by analyzing the galvanostatic cycling performance of
Cell A and compare it with the modifications introduced in
Cell B. Finally, we present an optimization of cell performance
based on cell design and electrolyte composition and discuss
important aspects for future development.
Electrolyte composition
The composition of aqueous ZnCl2–NH4Cl strongly depends on
the total zinc and chloride concentrations as well as on the pH
value of the solution.
Figure 2 shows the distribution of zinc–ligand complexes for
a system of constant total zinc and chloride concentrations
with variations in the pH value. At low pH values, the concen-
tration of NH3 in solution is very low. As a result, Zn
2+ tends to
form complexes with Cl@ ions. As the pH value of the system
increases, NH4
+ begins to dissociate and more NH3 becomes
available. In the neutral pH range, ternary zinc–chloride–
ammonia complexes dominate. Finally, NH3 is available in sig-
nificant quantities and zinc–ammine complexes (Zn(NH3)4
2+)
dominate.
The buffering effect in the near-neutral pH range is deter-
mined by the formation of zinc–ammine complexes. As a weak
acid, NH4Cl acts as a pH buffer on its own, NH4
+QNH3+H+ .
But as the concentration of NH3 in the solution increases, the
reaction approaches its equivalence point and the pH becomes
alkaline. By taking up excess NH3, the zinc–ammine complexes
allow the NH4
+QNH3+H+ reaction to act as a proton source
while keeping the concentration of free NH3 relatively low. As
shown in Figure 2, the zinc–ammine complexes stabilize the
pH value in the range between circa 6 (where ZnCl3(NH3)
@
begins to dominate) and circa 9.8 (where the NH4
+/NH3 reac-
tion reaches its equivalence point). This is one of the main rea-
sons why the electrolyte should be a mix of ZnCl2 and NH4Cl
and not a pure solution of one or the other. Figure 3 presents
the thermodynamic stability diagrams of both the zinc–ligand
complexes and the solid precipitates for a fixed total chloride
concentration while varying the pH value and total zinc con-
centration. The colored regions correspond to dominant zinc–
ligand complexes, the colored lines show the solubilities of the
Figure 2. Aqueous zinc complex distribution vs. pH value for 0.51m ZnCl2–
2.34m NH4Cl electrolyte. At acidic pH values, low NH3 concentrations cause
the solution to be dominated by zinc–chloride complexes. As the pH in-
creases, more NH3 becomes available, leading first to mixed complexes in
the near-neutral domain and finally to the dominance of zinc–ammine com-
plexes.
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precipitates, and the dashed lines represent paths of constant
total nitrogen concentration. Because the total nitrogen con-
centration is constant (in the absence of precipitation and
evaporation), the electrolyte composition will follow the
dashed lines as the cell is discharged or charged. For pH
values between 6 and 10, zinc can be dissolved without signifi-
cantly altering the pH value. This represents the buffer effect
caused by the uptake of NH3 by the zinc–ligand complexes.
The precipitates considered in the model are insoluble in
the near-neutral pH domain. Consider the system shown in
Figure 3a. By locating the initial condition of pH6 and [Zn]T=
0.51 molL@1 (Electrolyte A) and following the dashed path of
constant nitrogen concentration, ZnCl2·4Zn(OH)2·H2O is the
first solid to precipitate, followed by Zn(OH)2 and ZnO. The
thermodynamically favored solid discharge product can
change according to the pH value and the amount of chloride
in the electrolyte, as shown in Figure 3b. Starting at the initial
conditions pH 7 and [Zn]T=0.26 molL
@1 (Electrolyte B), the
path of constant nitrogen concentration leads directly into the
region of ZnCl2·2NH3 insolubility. Therefore, it is possible to
tune the initial composition of the electrolyte to favor the de-
sired discharge product. This shift in the solid product was also
noted in experimental investigations of zinc–carbon batter-
ies.[26,36]
Cell operation and experimental validation
Our simulations elucidate the physicochemical processes that
occur in the cell during galvanostatic operation. We begin by
simulating the performance of neutral ZABs reported in litera-
ture. The experimental evaluation of Cell A[13] shows that under
the operating conditions considered in the simulation it can
be operated for up to 26 full charge–discharge cycles over
about 13 days. We investigate the changes in the electrolyte
during cycling, compare the simulated cell voltage with the ex-
perimental voltage profiles, and predict possible causes of fail-
ure. The development of Cell B builds on the progress of
Cell A. The experimental investigation[14] shows that the cell
can be stable operated for 540 cycles over 90 days. We simu-
late the design changes introduced in Cell B and consider
what effects could be responsible for the gain in lifetime.
First, the basic processes occurring in the ZAB during galva-
nostatic cycling are investigated. Figure 4a, c, and e show the
concentration profiles of zinc, NH3, and pH value as the cell is
discharged. When the discharge of Cell A begins, the metallic
Zn electrode is dissolved to form aqueous species, which may
exist as either zinc–ligand complexes or solvated Zn2+ ions. At
the GDE, the ORR consumes H+ , and the NH4
+QNH3+H+ re-
action (combined with the uptake of NH3 by the zinc–ligand
complexes) stabilizes the electrolyte pH value. Figure 4a shows
that at the end of discharge zinc in the GDE exists mostly as
complexes with NH3. Once zinc exists exclusively as Zn(NH3)4
2+ ,
then its capacity to take up excess NH3 is exhausted and the
concentration of NH3 increases as shown in Figure 4c. When
the concentration of NH3 approaches its equivalence point
with NH4
+ , the pH value becomes steadily more alkaline in the
GDE, as shown in Figure 4e. At the Zn electrode, the small
amount of NH3 present is taken up by the excess Zn
2+ ions
and the pH value becomes slightly more acidic.
Figure 4b, d, and f show the concentration profiles in the
cell during charging. When the cell is charged, aqueous zinc is
redeposited at the Zn electrode. At the GDE, the OER produces
H+ and the equilibrium of the NH4
+QNH3+H+ reaction
moves towards NH4
+ . The NH3 that had formed complexes
with Zn2+ during discharge is now released back into the solu-
tion to stabilize the equilibrium with NH4
+ . Figure 4b shows
that at the end of charging, zinc in the GDE has released all of
the available NH3 and exists exclusively as zinc chloride com-
plexes. Figure 4d shows that during the OER, the concentra-
tion of NH3 in the GDE steadily decreases as it is converted
into NH4
+ . Once the NH3 released from the locally available
zinc complexes is exhausted, additional NH3 must diffuse into
the GDE from the separator. However, some of the zinc–
ammine complexes produced during discharge diffuse into the
bulk electrolyte and they cannot be quickly transported to the
GDE. These effects have significant consequences for the pH
value in the cell. Because the amount of NH3 in the GDE is no
longer sufficient to convert the H+ produced by the OER into
NH4
+ , the pH value becomes acidic at the end of charging.
This effect is shown in Figure 4 f. Conversely, the increase in
the concentration of NH3 at the Zn electrode causes the pH
value in that region to become slightly more alkaline.
MnO2 is often used as an OER catalyst in alkaline and neutral
solutions, but it is known to be unstable under acidic condi-
tions due to the dissolution of Mn.[62–64] If the pH value in the
GDE drops to a value of 1 or below, as occurs during the
charging of Cell A (Figure 4 f), the risk of accelerated catalyst
degradation is increased.
Figure 3. Dominant aqueous zinc complexes and discharge product solubilities for a total chloride concentration of (a) 3.36 mol L@1 (Cell A) and
(b) 5.54 molL@1 (Cell B). Each colored region of the charts corresponds to the composition of the dominant zinc complex (unit less). The solid lines correspond
to the solubility of the various precipitates. The dashed lines show paths of constant nitrogen concentration in the electrolyte.
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Figure 5 compares the simulated cell voltage over three
cycles with experimental data. During discharge, there is a
slight negative slope in the cell potential, which can be attrib-
uted to the pH shift in the GDE. Between the first and second
discharges there is a positive shift in cell potential. In our
model it is circa 100 mV, in the experimental data it is circa
250 mV. This shift in discharge voltage is due partly to the in-
crease in the active surface area of the Zn electrode.
Initially, the Zn electrode is a polished sheet, but when zinc
is electrodeposited, it takes on a porous morphology. This
leads to an increase in the active surface area of the Zn elec-
trode and a decrease in the overpotential of the electrochemi-
cal reaction. Our model considers this effect by altering the
pore size of the deposited zinc. More information on this topic
is available in the Supporting Information. However, the over-
potential of the zinc reaction cannot be solely responsible for
a 250 mV voltage shift. There may be other mechanisms (such
as activation of the MnO2 catalyst) occurring simultaneously,
which could increase the magnitude of the voltage shift be-
tween the first and second discharge. Further experimental
data is required to accurately characterize this effect.
As noted in the previous sections, the final product has a
significant effect on cell performance. In the case of Cell A,
however, the discharge capacity is rather small and the cell is
Figure 4. Electrolyte composition in Cell A during discharging and charging. At the end of discharging (a), zinc in the GDE exists as Zn(NH3)4
2+ . Once the ca-
pacity of zinc to take up NH3 is completely utilized, NH3 accumulates in the GDE (c). As the NH4
+/NH3 solution approaches its equivalence point, the pH value
in the GDE becomes steadily more alkaline (e). At the Zn electrode, the small amount of NH3 present is taken up by excess Zn
2+ and the pH value becomes
slightly more acidic. When the cell is charged, the production of H+ in the GDE pushes the equilibrium of the ammonium buffer back towards NH4
+ . The
zinc–ammine complexes release NH3 back to the solution as charging progresses, and at the end of charging, zinc in the GDE exists exclusively as zinc–chlo-
ride complexes (b). To stabilize the pH value in the GDE, there must be NH3 available for the conversion into NH4
+ . However, a considerable amount of the
NH3 produced during discharging diffuses into the bulk electrolyte and cannot be quickly recovered. This leads to a depletion of NH3 in the GDE (d). At the
Zn electrode, the concentration of NH3 increases because of the redeposition of zinc. Without NH3 to stabilize the pH value, the electrolyte in the GDE be-
comes acidic (f). At the Zn electrode, the loss of aqueous Zn2+ and the relative excess of NH3 cause the pH value to increase.
Figure 5. Simulated voltage profile of Cell A over three charge–discharge
cycles, compared with experimental results ;[13] jd=5 mAcm
@2, td=4 h,
jc=2.5 mAcm
@2, tc=8 h.
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operated with an excess of electrolyte. Few solids precipitate,
and they have little effect on the cell performance.
In summary, Cell A shows that a zinc–air battery can be relia-
bly cycled in the ZnCl2–NH4Cl electrolyte. However, the shift to-
wards acidic pH values in the GDE can limit the material stabili-
ty and cell lifetime. Cell B addresses one of these challenges.
The results of our simulation are very similar to those in Cell A,
with one notable exception: the pH value in Cell B remains in
the near-neutral regime when cycled. By avoiding the drop to
acidic pH values, the stability of the catalyst and GDE is main-
tained, and the cell lifetime is improved. The pH profile of the
cell at the end of discharge and end of charge are shown in
Figure 6.
There are a few factors that contribute to the gain in pH sta-
bility. First, Cell B is charged at a lower current density, which
reduces the NH3 concentration gradient and allows more of
the capacity of the buffer solution to be utilized. Second, the
initial pH value of the electrolyte is 7 instead of 6. That means
that initially there is more NH3 in solution. More importantly,
the state of the aqueous zinc ion is dominated by zinc–
ammine complexes. As the pH drops to more acidic values,
these complexes can release NH3 to the electrolyte. Third, the
separator length is shorter, which reduces the magnitude of
the NH3 concentration gradient and limits the distance NH3
can diffuse away from the GDE. More information is available
in the Supporting Information.
Although Cell B does show a dramatic gain in lifetime and
pH stability over Cell A, it is operated at a lower current densi-
ty and to a shallower depth of discharge (DoD). Our simula-
tions show that the zinc solubility in the electrolyte is barely
breached, and few solids precipitate.
Cell B represents another important step towards designing
a practical neutral zinc–air cell, but questions remain. In the
following simulations we show what happens when the cell is
discharged to states at which significant amounts of solids pre-
cipitate, and investigate how the electrolyte composition and
cell design may be optimized.
Cell-design optimization
The experimental studies modeled in the previous section
show the general viability of the neutral electrolyte for secon-
dary zinc–air battery applications. However, these cells are op-
erated at relatively shallow DoDs, thereby avoiding complica-
tions that could arise due to the precipitation of chlorine-
containing solids.
The precipitation of solids in the zinc–air cell induces a
volume expansion, which has the potential to flood the GDE. A
means of moderating the electrolyte level is necessary to avoid
this effect. In commercial ZAB button cells, a gas void is includ-
ed in the Zn electrode,[1] which provides room for the elec-
trode to expand during discharge without forcing electrolyte
into the GDE. We introduce this mechanism in our model by
considering the entire domain of the ZAB to be a porous struc-
ture, the saturation of which is calculated using the Leverett
approach described in the Supporting Information. The porous
structures are initially 40% saturated.
The Zn electrode used in the experimental studies is a pol-
ished foil. While this is beneficial for studying the kinetics of
the electrochemical reaction, it is impractical for use in a real
battery. Commercial ZABs use zinc powder with particles on
the order of 100 mm in diameter.[65] This powder may then be
mixed with binder and electrolyte to form a paste. We consider
a Zn paste electrode for our optimizations. Cells A and B fea-
ture a bath of excess electrolyte. This ensures that the cell
always has sufficient amounts of electrolyte available, but it
can lead to strong concentration gradients, increase the inter-
nal resistance of the cell, and lower the overall energy density.
It is beneficial to design the cell using a thinner separator.
Figure 7 shows the pH profile across the cell for various sep-
arator thicknesses at the end of charging. Reducing the thick-
ness of the separator improves the performance of the battery
in three notable ways. First, it reduces the length of the trans-
port paths in the battery, allowing more efficient utilization of
NH3. Second, the reduced volume of the electrolyte accelerates
the precipitation of solids, which stabilizes the buffer solution.
Third, the reduction of excess volume increases the energy
density of the cell. The simulations show that for low current
densities (1 mAcm@2), separator lengths less than 2 mm are
Figure 6. pH profiles of Cell B at the end of the first discharge cycle and end
of the first charge cycle.
Figure 7. Gradients of the pH value at the end of charging for different sep-
arator distances versus the normalized length of the cell.
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sufficient to maintain a stable pH value. As the energy density
is inversely proportional to the separator length, we choose a
0.5 mm separator for the remainder of the optimizations.
With the optimum size of the separator defined, we turn our
attention to the electrolyte composition. We define a standard
test architecture to evaluate the effects of different electrolytes
on battery performance. Our standard cell consists of a Zn
electrode 5 mm in length, a 0.5 mm separator, and a 0.5 mm
GDE. The cell is operated at 1 mAcm@2. We first search for elec-
trolyte compositions that thermodynamically favor the desired
discharge product. Then we evaluate the stability of the elec-
trolytes during cell operation.
According to existing studies on zinc–carbon batteries and
the thermodynamic analysis presented previously, the thermo-
dynamically favored discharge product in most cases is either
ZnCl2·2NH3 or ZnCl2·4Zn(OH)2·H2O. As these solids precipitate,
the aqueous chloride concentration decreases, altering the
properties of the electrolyte. For the system to function as a
zinc–air battery, the discharge product should be ZnO or alter-
natively Zn(OH)2.
To predict an electrolyte composition that features a stable
chloride concentration in the near-neutral pH regime and pre-
cipitates as either ZnO or Zn(OH)2, we revisit the thermody-
namic analysis from the section on electrolyte composition.
The risk of precipitating chlorine-containing solids increases
with increasing the total chloride concentration. For a total
chloride concentrations of circa 3molL@1 and pH values above
7.5, Zn(OH)2 is the thermodynamically favored product. The ini-
tial electrolyte composition should be formulated such that it
is at the solubility limit of Zn(OH)2 to facilitate precipitation.
We therefore propose an electrolyte composition of 0.5m
ZnCl2–1.6m NH4Cl with the pH adjusted to 8 (referred to in the
text as Electrolyte C). Evaporation of NH3 through the GDE is
not considered in this analysis and should be a topic for fur-
ther research. More information on this topic is available in the
Supporting Information.
We evaluate the performance of Electrolytes A, B, and C by
simulating the complete discharge of the test cell architecture
to a cut-off voltage of 0.6 V. Figure 8a shows the total volume
fractions of solid precipitates in the cell and the total chloride
concentration versus discharged capacity, and Figure 8d shows
the cell voltage and average pH value in the GDE for Electro-
lyte A. The discharge occurs in three stages. In the first
stage, the total chlorine concentration decreases as
ZnCl2·4Zn(OH)2·H2O precipitates. The pH value in the GDE be-
comes steadily more alkaline. This is because the precipitation
of ZnCl2·4Zn(OH)2·H2O only removes 1.6 OH
@ for every Zn2+
precipitated. In stage 2, the chloride concentration decreases
to the lower solubility limit of ZnCl2·4Zn(OH)2·H2O and the
dominant discharge product shifts to Zn(OH)2. The pH value in
the GDE begins to stabilize, because the precipitation of
Zn(OH)2 removes 2OH
@ for every Zn2+ precipitated. In the final
stage, the capacity of the buffer solution is exhausted and the
pH value in the GDE becomes alkaline. Small amounts of ZnO
precipitate.
Figure 8b and e shows the discharge characteristics of a test
cell with Electrolyte B. Again, the discharge occurs in three
stages. In the first stage, the total chloride concentration de-
Figure 8. Stability of the total chloride concentration and pH value in ZAB standard test architecture (LZn=5 mm) during discharge for various electrolyte
compositions. For electrolytes with high initial chloride concentrations (a) and (b), the precipitation of chlorine-containing solids reduces the total chloride
concentration until Zn(OH)2 begins to precipitate. By reducing the total chloride concentration and moving to slightly alkaline pH values (c), the discharge
product becomes exclusively Zn(OH)2 and the chloride content of the electrolyte is stabilized. The pH stability of the electrolyte is also affected by the dis-
charge product. For electrolytes in which ZnCl2·4Zn/OH)2·H2O precipitation dominates, the buffer solution is not effectively replenished and the pH is unstable
(d). The effects of the pH variations can be seen in the cell potential. The precipitation of ZnCl2·2NH3 and Zn(OH)2 adequately stabilizes the pH value [(e) and
(f)] . For these reasons, ZnO or Zn(OH)2 are the desired discharge products.
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creases rapidly as ZnCl2·2NH3 precipitates and the pH value
remains stable. The second stage begins when the total
chloride concentration is reduced to a level at which
ZnCl2·4Zn(OH)2·H2O precipitation is favored. The pH value be-
comes steadily more alkaline because of insufficient removal of
OH@ . In the final stage, the discharge product shifts to Zn(OH)2
and the total chloride concentration and pH value stabilize.
Figure 8c and f shows the discharge characteristics of a test
cell using Electrolyte C. The composition of this electrolyte is
tuned to favor only Zn(OH)2 precipitation. The results show
that both total chloride concentration and pH value remain
stable throughout the discharge of the cell. The end of dis-
charge occurs when the Zn electrode is passivated by Zn(OH)2.
The shift in the solid discharge product observed in these
simulations can be clarified by re-examining the thermody-
namic stability plots in Figure 3. For high chloride concentra-
tions, neutral pH values, and total zinc concentrations less
than 1 molL@1, the battery discharge follows a path that takes
it directly into the region of ZnCl2·2NH3 insolubility (Figure 3b).
When the total chloride concentration in the electrolyte is re-
duced, as shown in Figure 3a, the dominant discharge product
becomes ZnCl2·4Zn(OH)2·H2O for slightly acidic-neutral pH
values and Zn(OH)2 for slightly alkaline pH values.
This analysis yields a few significant insights for zinc–air
battery design. First, ZnCl2·2NH3 and ZnCl2·4Zn(OH)2·H2O are
not desirable discharge products. The precipitation of these
solids consumes chloride from the electrolyte and reduces the
effectiveness of the pH buffer. Second, electrolytes featuring a
high initial chloride concentration will eventually converge to a
steady-state chloride concentration at or near the solubility
limit of ZnCl2·2NH3 and ZnCl2·4Zn(OH)2·H2O. Therefore, it
should be noted that any advantages of high chloride concen-
tration (e.g. , improved conductivity) are only valid for shallow
discharges. Third, it is possible to tune the initial concentration
of the electrolyte to exclusively precipitate Zn(OH)2, as demon-
strated by our proposed Electrolyte C composition. Favoring
the precipitation of Zn(OH)2 over chlorine-containing solids is a
modest improvement for cell operation. However, a means to
thermodynamically or kinetically favor ZnO precipitation
should be a topic for ongoing research.
Finally, we consider the design of the Zn electrode, which
strongly influences the capacity and energy density of the bat-
tery. It is well known that passivation caused by the precipita-
tion of solid products on the electrode surface is perhaps the
biggest challenge limiting the full utilization of zinc in batter-
ies. In alkaline zinc batteries, a shell of ZnO or Zn(OH)2 forms
around the zinc particles.[65] This shell isolates the surface of
the zinc particle from the electrolyte and limits the transport
of aqueous species to and from the electrode surface. When
the thickness of the ZnO shell surpasses a critical value, the re-
sistance to mass transport becomes so great that the concen-
trations of aqueous species at the zinc surface are depleted
and the reaction cannot proceed. When this occurs, the elec-
trode is said to be passivated.
Although this effect has been extensively studied in alkaline
electrolytes, there is little research dedicated to the passivation
process in the ZnCl2–NH4Cl system. It is thought that
ZnCl2·2NH3 is crystalline and dense and therefore presents a
high resistance to the transport of solutes between the elec-
trolyte and electrode. On the other hand, ZnCl2·4Zn(OH)2·H2O
is amorphous and porous and presents a lower resistance to
mass transport.[26] Therefore, it is likely that ZnCl2·4Zn(OH)2·H2O
is less passivating than ZnCl2·2NH3 and could help achieving a
higher zinc utilization in the battery. This should be the subject
of a more in-depth study. For the purpose of this optimization,
we assume that the zinc particles are spheres with an initial di-
ameter of 100 mm. When the thickness of solid precipitates
around the particle exceeds 5 mm, the particle is considered to
be passivated.
Figure 9 shows the energy density of zinc–air batteries con-
sidering the electrolyte compositions A, B, and C discussed
previously. An electrolyte composition that favors ZnO precipi-
tation is not immediately apparent. However, it is commonly
noted that Zn(OH)2 can undergo a decomposition to ZnO.
Therefore, we evaluate what the performance of a theoretical
ideal electrolyte would be, if the precipitation of ZnO were
achieved. We set the composition for this idealized electrolyte
at 0.5m ZnCl2–2m NH4Cl pH 7 (referred to in the text as Elec-
trolyte D). For this analysis the Zn electrode thicknesses are
varied from 0.5 to 20 mm. A cutoff voltage of 0.6 V is used as a
reference.
For small Zn electrodes, solid precipitates accumulate and
passivate the electrode quickly. As the size of the electrode in-
creases, the passivation risk becomes less severe and a higher
fraction of the zinc is utilized, leading to a higher energy densi-
ty. For thick Zn electrodes, the long transport path for the
aqueous species destabilizes the pH value in the GDE and re-
duces the energy density and lifetime of the cell. This is
strongly the case in Electrolyte A. As shown in Figure 8a, the
precipitation of ZnCl2·4Zn(OH)2·H2O cannot stabilize the buffer
solution and the pH value becomes steadily more alkaline. This
effect is exacerbated by the longer transport paths of thick Zn
electrodes. The energy density of a cell with Electrolyte A
peaks at 116 WhL@1. Electrolyte B shows increased pH stability,
resulting in improved energy density up to Zn electrode thick-
Figure 9. Energy density of the zinc–air cell with various electrolyte compo-
sitions versus Zn electrode thickness considering a cutoff voltage of 0.6 V.
For thin Zn electrodes, the energy density is limited by the passivation of
zinc. For thick Zn electrodes, the pH instability causes a drop in cell voltage.
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nesses of about 10 mm. The energy density of a cell with Elec-
trolyte B peaks at 132 WhL@1. Electrolyte C shows a modest im-
provement in energy density over Electrolytes A and B, peak-
ing at 151 WhL@1. Our simulations show that a theoretical ideal
electrolyte in which only ZnO is precipitated could give rise to
an energy density of 952 WhL@1, which is comparable to com-
mercial alkaline zinc–air button cells.[1] This improvement is at-
tributable to the lower molar volume and more favorable pas-
sivation characteristics of ZnO, as outlined in Tables 2 and 4.
Conclusions
We have developed the first continuum model to simulate the
performance of zinc–air batteries (ZABs) with ZnCl2–NH4Cl elec-
trolytes. The model is based on a quasiparticle approach to de-
scribe the dynamic behavior of buffered aqueous electrolytes.
Our simulations can determine the transient and concentra-
tion-dependent behavior of the electrolyte during cell opera-
tion. The results of these simulations are in accord with exist-
ing experimental investigations from the literature and suggest
topics for future research.
The thermodynamic analysis presented in this work shows
that the composition of the electrolyte is complex and highly
sensitive to changes in pH value, total zinc concentration, and
total chloride concentration. Even small shifts in these quanti-
ties can change the state of the aqueous Zn2+ ion and alter
the thermodynamically favored precipitate.
Cell-level simulations show that concentration and pH gradi-
ents develop in the ZAB during operation and have a signifi-
cant impact on both performance and lifetime. Although
ZnCl2–NH4Cl is able to buffer the pH value of the electrolyte,
the practically achievable capacity of the buffer is limited by
the transport of NH3 between the gas-diffusion electrode
(GDE) and the separator. For cell architectures featuring a large
separator, NH3 produced during discharge cannot be readily
recovered when the cell is charged, causing the pH value in
the GDE to become acidic. This effect can be mitigated by de-
creasing the thickness of the separator and increasing the ini-
tial pH value of the electrolyte. We propose that this effect is
partially responsible for the experimentally documented gain
in lifetime in the cell observed by Sumboja et al.[14] in compari-
son to that reported by Goh et al.[13]
We present an initial optimization of electrolyte composition
and cell architecture. Electrolytes with a high initial chloride
concentration will eventually converge to a lower chloride con-
centration near the solubility limit of ZnCl2·2NH3 and
ZnCl2·4Zn(OH)2·H2O as these solids precipitate. By altering the
initial composition of the electrolyte to reflect this inevitable
shift and increasing the pH value to slightly alkaline values, the
system can be tuned to exclusively precipitate Zn(OH)2.
The thickness of the Zn electrode should be adjusted ac-
cording to the needs of the system and the composition of
the electrolyte. The capacity of cells with thin Zn electrodes is
limited by the passivation of zinc by the solid discharge prod-
ucts. Cells with thick Zn electrodes are limited by the large pH
value and concentration gradients that lower the equilibrium
potential of the oxygen-reduction reaction. Although tuning
the cell to precipitate Zn(OH)2 instead of chlorine-containing
solids marginally improves the energy density of the cell, this
improvement is small compared to the energy densities ach-
ievable with ZnO as the discharge product. Further research
should be directed at ways to favor ZnO precipitation in the
near-neutral pH regime.
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A Modeling Electrolyte Transport
As stated in the main text, the general framework for modeling electrolytes in electrochemical
systems is derived and validated in existing works.1–4
The transport of solutes in the electrolyte is derived from non-equilibrium thermodynamics1
and can be expressed in generic terms by the mass continuity equation
∂(ciεe)
∂t
= −~∇ · ( ~NDMi )− ~∇ · ( ~NCi )+ s˙i, (1)
where ~NDMi is the diffusion-migration flux,
~NCi is the convection flux, and s˙i is the source term,
and the local electroneutrality equations
0 = −~∇ ·~j +
∑
i
zis˙i, (2)
where ~j is the electrolyte current density and zi is the charge number of the solute.
A.1 Diffusion-Migration Flux
The first term in the mass continuity equation describes the concentration change due to the
diffusion-migration flux. The diffusion-migration flux,
~NDMi = ε
β
eDi~∇ci +
ti
ziF
~j, (3)
features two coupled components: a diffusion term which is driven by the concentration gradient
of the species and a migration term which describes the fraction of the electrolyte current density,
~j, the flux of the species comprises. The transport coefficients are multiplied with a pre-factor, εβe ,
to account for the effects of the porous structure. In this factor, εe is the volume fraction of the
electrolyte and β is the Bruggeman coefficient.
1
Table 1: Fundamental reactions of the zinc-air cell.
Reaction E0 / V
Zn⇀↽Zn2+ + 2e− -0.762
1
2O2(aq) + 2H
+ + 2e−⇀↽H2O 1.229
O2(g)⇀↽O2(aq) -
The electrolyte current density is driven by both the potential gradient in the electrolyte and
the gradient in the chemical potential of the charged species. It is defined as
~j = εβe
(
− κe~∇φe −
∑ κti
ziF
∂µi
∂ci
~∇ci
)
, (4)
where κe is the ionic conductivity of the electrolyte, φe is the electric potential of the electrolyte,
ti is the transference number of the ion, and zi is the ion charge number. The chemical potential
is defined as µi = RT ln
(
ci
c0
)
.
For uncharged solutes, like oxygen, the diffusion-migration flux simplifies to Fick’s law. Recently,
it has been discussed that Fick’s law might be too inaccurate to model oxygen transport.5 But in
the GDE, the oxygen transport occurs mainly through the gas phase.2
A.2 Chemical Reactions
The concentrations in the electrolyte are also affected by the chemical reactions in the cell. For a
neutral ZAB, these reactions can be placed into two categories: heterogeneous reactions (occurring
at an interface between two phases) and homogeneous reactions (occurring in the bulk of a single
phase). The heterogeneous reactions in the ZAB include electrochemical, precipitation, and gas
dissolution reactions listed in Tables 1 and 2. In this section, we discuss only the heterogeneous
reactions. The effects of the homogeneous reactions are discussed in the main text.
Three quantities are needed to characterize the heterogeneous reactions and their effect on the
system: the reaction rate, kr, the specific active surface area, A
sp
r , and the stoichiometric coefficient,
νi,r. The product of these quantities yields a particle source term of species i from reaction r,
s˙i =
∑
r
νi,rkrA
sp
r , (5)
which is included in the electrolyte transport equations.
The stoichiometric equations and standard potentials of the electrochemical reactions are listed
in Table 1. The reaction rates of the electrochemical reactions are calculated using the Butler-
Volmer approximation,6,7 assuming a single-step reaction mechanism
kr = k0,r
[
exp
(
αa,rnrF
RT
ηr
)
−
exp
(
− αc,rnrF
RT
ηr
)]
.
(6)
2
Table 2: Precipitation reactions in ZnCl2−NH4Cl.
Reaction
Zn2+ + 2 Cl− + 2 NH3 ⇀↽ ZnCl2 · 2 NH3(s)
5 Zn2+ + 2 Cl− + 9 H2O ⇀↽ ZnCl2 · 4 Zn(OH)2 ·H2O(s) + 8 H+
Zn2+ + 2 H2O ⇀↽ Zn(OH)2(s) + 2 H
+
Zn2+ + H2O ⇀↽ ZnO(s) + 2 H
+
This simplification8 is justified as the electrochemical reactions remain at a stable working point.
The reaction rate constant, k0,r, corresponds to the exchange current density. The surface over-
potential, ηr, is the driving force for the reaction and is defined from thermodynamics. Under
equilibrium conditions, the rate of the forward and backward reactions are equal, causing no net
reaction to occur. Using the Nernst equation, the equilibrium voltages for the electrochemical
reactions listed in Table 1 are calculated as:
UZn = −0.762V + RT
2F
ln
cZn
c0Zn
, (7)
UGDE = 1.229V +
2.303RT
F
(
− pH + log
√
cO aq2
c0O2
)
, (8)
for the Zn electrode and the GDE, respectively. The potential jump at the surface of the electrode
is V = φd − φe. The surface overpotential is defined as the difference between the potential drop
at the electrode surface and the equilibrium half-cell voltage, ηr = Vr − Ur.
The ORR/OER occurs at the so-called three-phase boundary in the GDE, and we assume that
this specific surface area is constant. The zinc dissolution/deposition reaction occurs at the interface
between the zinc metal and the electrolyte. The Zn electrode may change shape during the charge
and discharge processes, affecting the active surface area available for the electrochemical reaction.
The specific active surface area is defined as a function of zinc volume fraction,9 and is expressed
as
AspZn =
6
aZn
εZn(1− εZn), (9)
where εZn is the volume fraction of the zinc and aZn is the pore diameter of the metallic zinc phase.
The dissolution of oxygen into the electrolyte from the gas phase is modeled as described in
existing works.1,2 The solubility of oxygen in the electrolyte is determined by Henry’s law, [O aq2 ] =
HpO2 . The kinetics of the reaction are defined as kO2 = k
f
spO2 − kbs [O2]. For cell operation at low
current density, we assume that the pressure of oxygen in the GDE remains constant,2 indicating a
state of equilibrium, and the kinetics of the forward reaction are defined using the Hertz-Knudsen
equation.
Finally, the precipitation reactions occur when the concentration of aqueous zinc species exceeds
the solubility limit. The rate of these reactions is assumed to be diffusion limited. It is described
by the diffusion of the limiting species and the degree to which the solubility has been exceeded,
kr =
DZn
δ
(cZn − csatr )
c0Zn
, (10)
3
where DZn is the zinc diffusion coefficient, δ is the diffusion length, cZn is the aqueous zinc con-
centration, and csatr is the zinc saturation concentration of the solid. We define the specific surface
area for the precipitation reactions as
Aspp =
6
as
εs(1− εs), (11)
where as is the pore size of the solid phase and εs is the total solid volume fraction.
A.3 Convection Flux
Solid, liquid, and gas phases coexist in the ZAB, and the saturation of the porous structures may
change due to the chemical reactions. To model this effect,1–4 we first note that the equation of
state for the electrolyte allows to solve for the liquid volume fraction.∑
V¯ici = 1, (12)
where the partial molar volume of the solute, V¯i, is a material parameter. With the volume fraction
of the electrolyte known, the saturation of the GDE is calculated as
s˜ =
εe
1− εs , (13)
while noting that the sum of the volume fractions of the solid, liquid, and gas phases must be equal
to 1.
εe + εs + εg = 1. (14)
Based on a predetermined pressure-saturation curve, J(s˜), obtained either experimentally or
via numerical methods such as Lattice-Boltzmann,10 the pressure in the electrolyte is determined
with the following expression,
pcap = pg − pe = −J(s˜), (15)
assuming that the pressure of the gas, pg, is constant.
The electrolyte pressure drives a convective flux in the cell. The flow is assumed to be incom-
pressible, isothermal and laminar. A Darcy approach3 is therefore sufficient. The center of mass
velocity of the electrolyte is defined as
~ve = −Be
µe
~∇pe, (16)
where Be is the permeability of the porous medium and µe is the viscosity of the electrolyte. The
convective flux is then expressed as
~NCi = ε
β
e ci ~ve. (17)
With the definitions for mass flux and chemical reactions presented above, we can now revisit
the transport equations for the electrolyte.
4
A.4 Transport Equations
Considering the expressions for mass continuity and local electroneutrality shown in equations 1
and 2, and the definitions provided in equations 3, 17, and 5 we can define the set of transport
equations for the solutes in the electrolyte as
∂(ciεe)
∂t
=− ~∇ · (εβeDi~∇ci + tiziF~j)−
~∇ · (εβe ci ~ve)+∑
r
νi,rkrA
sp
r ,
(18)
0 = −~∇ ·~j +
∑
i,r
ziνi,rkrA
sp
r . (19)
To determine the concentration of the solvent, we add an additional transport equation to
describe the center of mass continuity of the bulk electrolyte, based on the velocity in equation 16
∂(ρεe)
∂t
= ~∇ · (εβe ρ~ve) +∑
i
Mis˙i. (20)
These transport equations are sufficient to model most electrochemical systems. But in the case
of neutral ZABs, the large quantity of possible solutes and the potential for orders-of-magnitude
shifts in concentration make it numerically unfeasible to solve the transport equations for each indi-
vidual species. To address this challenge, we develop a new quasi-particle framework for modeling
electrolyte transport, as outlined in the main text.
B Parameterization and Computational Details
In this section we present an overview of the parameters and computational details implemented in
the model.
B.1 Electrolyte Transport
To describe the transport of the electrolyte, 5 solute parameters are required: molar mass, Mi,
charge number, zi, diffusion coefficient, Di, conductance, λi, and partial molar volume, V¯i. Values
for these parameters are either obtained from literature or estimated. A complete list is shown in
Table 3.
There are currently only a few experimental studies investigating the transport parameters
of the ZnCl2−NH4Cl electrolyte. The diffusion coefficients and ionic transport parameters for
the ZnCl2 −KCl−H2O system are well documented.11,12 This data is used to parameterize the
transport properties of the zinc-chloride species. We model the diffusion coefficients of the ZnClx
species as equal. No satisfactory experimental data characterizing the transport of zinc-ammine
species could be found in the literature. Therefore, estimates for these parameters were obtained
through the Stokes-Einstein and Nernst-Einstein relations13 using experimental viscosity data and
theoretically calculated solvated radii.14
Di =
kbT
6piµeri
, (21)
5
λi =
Di|zi|F 2
RT
. (22)
Sasaki, et al.15 investigate the density and viscosity of the ZnCl2−NH4Cl electrolyte at various
mixed concentrations. Their work shows that when the concentration of ZnCl2 is low, the density of
the electrolyte increases with increasing NH4Cl concentration. But for high concentrations of ZnCl2,
the density of the electrolyte decreases with increasing NH4Cl concentration. This indicates a shift
in the state of the Zn2+ ion due to changes in the solution pH and total chlorine concentration,
confirming the prediction of our thermodynamic model. Because of the shifting state of the zinc
ion and the quantity of aqueous species which are present, this experimental data is insufficient to
determine the partial molar volumes of the solutes.16 Therefore, the model considers the partial
molar volumes of the electrolyte component species at standard conditions.17–21
The equilibrium concentrations of the solutes are calculated using the thermodynamic stability
constants available in existing works.22–24
With the parameters of the individual solutes known, the transport properties of the bulk
electrolyte can be calculated. The ionic conductivity of the electrolyte is defined according to its
equivalent conductance and the total chlorine concentration
κe =
Λe
cCl
. (23)
The equivalent conductance of the electrolyte is the weighted sum of the conductance of the indi-
vidual ions:
Λe =
∑
i
Xiλi, (24)
Xi =
cizi∑
j cjzj
. (25)
The concentration of the solvent is calculated using the equation of state for the electrolyte
(derived from the Gibbs-Duhem equation),
1 =
∑
V¯ici, (26)
where i refers to the unified set of solutes and solvent. The density of the electrolyte is then
calculated as
ρe =
∑
Mici. (27)
Using this approach and the parameters listed in Table 3, we calculate the ionic conductivity and
density of the electrolytes, shown in Table 4.
A dimensionless Leverett function is used to model the pressure saturation characteristics of the
GDE. This function takes the form
J(s˜) = A+BeC(s−0.5) −De−E(s−0.5) = pc
σ
√
B0
ε0
, (28)
where pc is the capillary pressure, σ is the surface tension of the electrolyte, B0 is the permeability,
and ε0 is the porosity of the GDE. The coefficients of the Leverett function were determined using
a Lattice Boltzmann simulation of a reconstructed GDE structure.10
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Table 3: Transport parameters of aqueous species.
Species Mi /
g ·mol−1
zi /
−
Di ×109 /
m2 · s−1
λ0i × 104 /
S ·m2 · equiv−1
V¯i × 106 /
m3 ·mol−1
ZnCl+ 100.8 +1 1.10[ 12] 35∗ -1.28[ 20]
ZnCl2 136.3 0 1.10
[ 12] - 24.82[ 20]
ZnCl –3 171.7 -1 1.10
[ 12] 35[ 12] 53.9[ 20]
ZnCl 2–4 207.2 -2 1.10
[ 12] 55[ 12] 81∗
Zn(NH3)
2+ 82.4 +2 1.12∗ 84.2∗ 7.5∗
Zn(NH3)
2+
2 99.4 +2 1.14
∗ 85.7∗ 39.2∗
Zn(NH3)
2+
3 116.5 +2 1.09
∗ 81.5∗ 70.9∗
Zn(NH3)
2+
4 133.5 +2 0.83
∗ 62.7∗ 102.6∗
ZnCl3(NH3)
– 188.8 -1 1.10∗ 41.3∗ 86.4∗
ZnCl(NH3)
+
3 151.9 +1 1.10
∗ 41.3∗ 97.2∗
H+ 1.0 +1 9.31[ 13] 349.8[ 13] 0
OH– 17.0 -1 5.26[ 13] 197.6[ 13] -4.18[ 18]
NH +4 18 +1 1.95
[ 13] 73.4[ 13] 18.13[ 19]
NH3 17 0 1.94
[ 25] - 24.43[ 19]
Cl– 35.5 -1 2.03[ 13] 76.34[ 13] 17.79[ 19]
Zn2+ 65.4 +2 0.71[ 13] 53[ 13] -24.3[ 18]
O aq2 32 0 1.5
∗ - 30.38[ 17]
H2O 18 0 - - 18
[ 16]
*Estimated
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Table 4: Calculated physical properties of the electrolytes.
Property Unit Electrolyte A Electrolyte B Electrolyte C Electrolyte D
κe S ·m−1 31.1 44.7 26.1 28.6
ρe kg ·m−3 1117.1 1134.7 1091.2 1104.6
Table 5: Leverett function parameters.
Coefficient Value
A 0.1872
B 0.02523
C 8.707
D 0.09515
E 5.622
B.2 Reaction Kinetics
The reaction rates of the electrochemical reactions are modeled using a Butler-Volmer approach, as-
suming a single-step reaction mechanism. In the Zn electrode, the rate constant of the electrochem-
ical reaction is defined according to an experimental Tafel analysis in NH3−NH4Cl electrolyte.26
It is well known that the shape of the Zn electrode changes as zinc metal is stripped and
redeposited. This change in the morphology of the electrode affects the active surface area available
for the reaction. We calculate the specific active surface area as a function of the zinc volume fraction
with the equation
AspZn =
6
aZn
εZn(1− εZn), (29)
where εZn is the volume fraction of the zinc and aZn is the pore diameter of the metallic zinc
phase.9,27 The experimental cells we simulate use a polished zinc foil as the electrode. When the
zinc is redeposited during charging, it does not return to its original dense and smooth state; rather,
it takes on a mossy character. To model this effect, we consider a Zn electrode in which the zinc
volume fraction is very high in the bulk (e.g. 0.95) and decreases to 0 at the interface to the
separator. We define the initial pore size such that the specific active surface area of the electrode
fulfills the condition, ∫ LZn
0
Asp(x)dx = 1. (30)
The zinc which is deposited during charging is assigned a pore size of 10 µm.
The kinetics of the ORR/OER on MnO2 in neutral solution are shown to be sluggish and
complex.28–30 It is experimentally noted that the onset potential of the OER is independent of pH
in the slightly acidic to neutral pH range.29 Given an estimated specific active surface area of the
of 4500 m2 ·m−3, the kinetic rate constant is chosen to fit the experimental data available.29,31
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Table 6: Kinetic parameters for the electrochemical reactions.
Parameter Value Unit
kZn0 8× 10−6 mol ·m−2 · s−1 26
αZna 0.5 -
αZnc 0.5 -
AZnsp f(εZn) m
−2 ·m−3
kGDE0 4× 10−17 mol ·m−2 · s−1
αGDEa 0.5 -
αGDEc 0.5 -
AGDEsp 4.5× 103 m−2 ·m−3
B.3 Numerical Solution
The ZAB model consists of a system of 13 equations, listed in Table 7. The system is implemented
in MATLAB 2014a and solved using the implicit differential equation solver ode15i.
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Table 7: System of equations for the ZAB model.
Description, Solver Variable, Equation
Solid Phase Volume Conservation, εp,
∂εp
∂t = Vps˙p
Solute Mass Continuity, ciεe,
∂(ciεe)
∂t = −~∇ ·
(
~NDMi
)− ~∇ · ( ~NCi )+ s˙i
Electrolyte Mass Continuity, ρe,
∂(ρeεe)
∂t = −~∇ ·
(
~NCe
)
+
∑
Mis˙i
Electrolyte Pressure Equation of State, εe,
εe =
∑
V¯i(ciεe)
Electrolyte Charge Continuity, φe,
0 = −∇ ·~j +∑ ziF s˙i
Galvanostatic Condition, UGDE,
jcell =
∫
2FkGDEA
sp
GDEdx
The local concentrations of the quasi-particles are sufficient to determine the total concentration
of Zn, Cl, and N which can then be used to solve for the local concentrations of the various solvents,
as described in Section 3 of the main text.
C Simulation Results
C.1 Thermodynamics
To better understand the buffering capacity of the electrolyte, we examine the distribution of
ammonium and ammonia species as a function of pH. Figure 1 shows the concentrations of NH +4 ,
NH3, and NH3 containing Zn complexes for 0.51 M ZnCl2 - 2.34 M NH4Cl on a linear scale (a)
and a logarithmic scale (b). For acidic pH values, the concentration of NH3 is practically zero.
Electrolytes in this region would be unable to buffer acidic pH shifts, as there is no NH3 available
to convert into NH +4 . At pH 6, there are a small amount of zinc-amine complexes in solution, which
could act as NH3 donors to buffer acidic pH shifts, however the capacity would be very limited.
Likewise, for pH values ≥ 9.8, the concentrations to NH3 and NH +4 are roughly equal. Electrolytes
in this range would be able to buffer acidic pH shifts, but unable to buffer alkaline pH shifts. For
ideal buffering performance, the electrolyte should contain an initial total NH3 concentration about
halfway between its lower and upper limit. For this electrolyte composition, that would correspond
10
to ca. pH 8.
Figure 1: Concentrations of NH +4 , NH3, and NH3 containing Zn complexes for 0.51 M ZnCl2 - 2.34
M NH4Cl on a linear scale (a) and a logarithmic scale (b).
A thermodynamic stability analysis is performed to determine an electrolyte composition that
favors Zn(OH)2 precipitation. The results are shown in Figure 2. For a fixed total zinc concentration
of 0.5 M, Zn(OH)2 precipitation is favored for low total chlorine concentrations (less than 3.5 M)
and slightly alkaline pH values (greater than 7.5). As shown in Figure 1, the optimum pH for
buffering performance is also ca. 8. Therefore, we propose an electrolyte composition of 0.5 M
ZnCl2 - 1.6 M NH4Cl, pH 8 for further investigation.
C.2 Cell A
The Zn electrode utilized in the experimental cells31,32 is a polished foil. Initially, the sheet is non-
porous and has a low active surface area. We propose that when the cell is cycled, the morphology
of the re-deposited zinc takes on a more porous morphology (mossy or dendritic) than the original
foil. This effect is partially responsible for the experimentally observed gain in cell potential after
the first cycle. To model this behavior, we follow the method outlined in Section B.2.
Figure 3 compares the Zn volume fractions (a) and specific surface areas (b) initially and after
the first charge. When the cell is discharged, the bulk of the foil becomes more porous due to the
dissolution of zinc. The transport of aqueous zinc ions into/out of this porous structure is limited.
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Figure 2: Thermodynamic stability diagram for a fixed total zinc concentration of (a) 0.5 M and (b)
1 M. For slightly alkaline pH values (e.g. 8), Zn(OH)2 is the thermodynamically favored precipitant.
Therefore when the cell is charged, zinc tends to redeposit from the electrolyte on the surfaces
which are easiest to reach. This is responsible for the hump in the zinc volume fraction at the foil
surface after charging. The morphology of this re-deposited zinc is much more porous than the
original foil. This increases the specific surface area available for the reaction and further favors
the development of mossy or dendritic structures on the surface.
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Figure 3: Volume fraction (a) and specific surface area (b) of the Zn electrode in Cell A initially
and after the first charge.
C.3 Cell B
Cell B is operated at a lower current density (1 mA · cm−2) and for a shorter period (2 hours
discharge, 2 hours charge) than Cell A. Figure 4 shows the distribution of zinc species in Cell B
during (a) discharge and (b) charge. The initial pH of the electrolyte is 7. As a result, ternary zinc-
chlorine-ammonia complexes tend to dominate the electrolyte composition. Figure 4a shows that
at the end of discharge, only about a third of the zinc in the GDE exists as Zn(NH3)x complexes.
Furthermore, Figure 4b shows that at the end of charging there is still a significant amount of zinc-
amine complexes present in the electrolyte. These results indicate that even with the concentration
gradients in the cell, the electrolyte in Cell B is able to successfully buffer the pH during operation.
13
Figure 4: Concentrations of zinc ions in Cell B at (a) the end of the first discharge and (b) the end
of the first charge.
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Abstract: The advent of large-scale renewable energy generation and electric mobility is driving
a growing need for new electrochemical energy storage systems. Metal-air batteries, particularly
zinc-air, are a promising technology that could help address this need. While experimental research
is essential, it can also be expensive and time consuming. The utilization of well-developed
theory-based models can improve researchers’ understanding of complex electrochemical systems,
guide development, and more efficiently utilize experimental resources. In this paper, we review the
current state of metal-air batteries and the modeling methods that can be implemented to advance
their development. Microscopic and macroscopic modeling methods are discussed with a focus
on continuum modeling derived from non-equilibrium thermodynamics. An applied example of
zinc-air battery engineering is presented.
Keywords: metal-air; zinc-air; modeling; simulation; computational chemistry
1. Introduction
In the ever-growing search for safe and high-performance energy storage technology, development
of metal-air batteries is taking on new importance [1]. The promise of these systems is clear: a significant
increase in energy density over Li-ion batteries, utilization of abundant materials, and improved
safety [2]. While great progress has been made in their development, challenges remain before
secondary metal-air batteries can become widely commercially viable.
Metal-air batteries comprise a metal electrode (e.g., Zn, Li, Mg, Al, etc.), electrolyte (aqueous
or non-aqueous), and a bi-functional air electrode (BAE). The basic operating principle is to
electrochemically reduce O2 from air and oxidize the metal electrode to reversibly form solid
metal-oxides. In this way, both the volume and the weight of the battery can be significantly reduced
compared to Li-ion systems. Figure 1 compares the theoretical energy density and specific energy
of metal-air systems. In some non-ideal cases the precipitation of the solid discharge product can
consume active electrolyte components, reducing the achievable energy density [3]. Research into
a variety of metal-air chemistries is ongoing. The homogeneous deposition of Mg metal makes Mg-air
systems appealing [4–6], but aqueous Mg-air batteries are severely limited by the corrosion of the Mg
electrode. Ionic liquid electrolytes have been proposed for Mg-air systems, but they also suffer from
electrochemical instability, particularly during charging, and the reversibility of the cell is limited [7].
Another interesting contender is Al-air. Al is an abundant and safe material, and Al-air batteries
have high theoretical energy density and specific energy values [8–10]. However theses systems are
susceptible to corrosion and have not demonstrated adequate cycling stability. The natural abundance
and safety of sodium combined with its comparable properties with lithium have driven research
into Na-air [11–13]. These systems are still in a very early stage of research. Si-air batteries have
Batteries 2018, 4, 5; doi:10.3390/batteries4010005 www.mdpi.com/journal/batteries
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also attracted attention [14]. They have a high theoretical energy density and are stable in aqueous
electrolytes. Experimental studies of Si-air systems have been performed in both ionic liquid [15] and
alkaline electrolytes [16], but they currently face challenges with the reversibility of the solid discharge
product, precipitation, and pore blockage. Among the metal-air systems under development, Li-air
and Zn-air are the most promising [17–19].
Figure 1. Overview of the theoretical energy density and specific energy (including oxygen) of
commonly researched metal-air batteries. Values are calculated considering the specific mass and
volume of the discharge product with the OCV and charge transfered in the cell reaction.
Li-air batteries (LABs) have been researched for decades [20], but have only become
a widely-pursued topic since the early 2000s. The electrolyte has proved to be a limiting factor in LAB
development. The most common electrolyte configurations of Li-air systems are aprotic (non-aqueous)
and aqueous. Mixed electrolyte systems have also been proposed. The beginning of the LAB research
wave focused on aprotic electrolytes. The first work on the aprotic Li-air system (LiPF6 in ethylene
carbonate (EC)) was performed in 1996 by Abraham, et al. [21], who proposed an overall reaction
forming Li2O2 or Li2O. Early aprotic Li-air cells were based on a carbonate solvent, but it has since
been shown that carbonate solvents are unstable, producing lithium-carbonates during discharging
and evolving CO2 during charing [22–25]. These days, carbonate electrolytes have been abandoned in
favor of ether and ester solvents with lithium salts. A second challenge for LABs in aprotic electrolytes
relates to the precipitation of Li2O2. When this solid precipitates in the cathode, it can form a dense
layer over the carbon surface and inhibit the transfer of electrons. As precipitation continues, entire
pores in the cathode may become blocked, passivating the electrode and limiting the cell capacity.
Finally, it has been noted that oxygen transport in aprotic eletrolytes can be a challenging factor in
LAB performance, especially at higher current densities [26,27]. This has motivated researches to learn
from the success of the gas diffusion electrode in fuel cells and pursue investigations of LABs with
aqueous electrolytes.
It is well known that Li metal reacts violently with water, which had previously limited the use of
aqueous electrolytes for Li-air systems. Then in 2004, a glass ceramic layer over the Li electrode was
successfully proposed to protect the metal electrode while still allowing the electrochemical reaction to
proceed [28,29]. In alkaline aqueous electrolytes, the discharge product is LiOH ·H2O instead of Li2O2.
In these systems, LiOH ·H2O tends to precipitate at the separator-anode interface [30], which reduces
the risk of pore clogging in the cathode as observed in aprotic LABs. However, when aqueous alkaline
electrolytes are exposed to air, dissolved CO2 reacts with OH
– to form carbonates, which slowly
reduces the conductivity of the electrolyte and limits the lifetime of the cell.
In the recent wave of interest in the development of Li-air batteries, many theoretical studies have
highlighted the impressive possibilities of these systems [30–36] and the company International
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Business Machines Corporation (IBM) pursued Li-air systems for commercial applications [17].
Although significant challenges remain [37–41], the future of Li-air batteries is promising.
Zn-air batteries (ZABs) stand alone as the only fully mature metal-air system and have been
successfully commercialized as primary cells for many years. They are particularly suitable for
low-current applications like hearing aids. However, their calendar life and electrical rechargeability is
limited [42]. One major advantage of Zn as an electrode material is that, unlike Li, it is stable in water.
In an effort to improve the rechargeability of ZABs, alternative near-neutral aqueous [43,44] and
ionic liquid electrolytes [45–47] have been proposed. Current research continues to focus on material
development to address the lifetime limitations and cell engineering to improve the performance of
these systems [48]. Although some hurdles remain, the development of secondary ZABs has progressed
to the point that they could become feasible for stationary storage applications and some Start-Ups like
Eos Energy Storage [49] and Fluidic Energy [50] have begun to commercialize the technology. Zn-air
systems offer perhaps the most immediate and reliable pathway to a viable secondary metal-air battery.
In this review, we examine model-based design tools that can be applied to advance development
of metal-air systems. The majority of existing models were developed for Zn-air cells, as they are the
oldest and most mature system. Therefore our review shall focus mainly on the application of models
to ZABs and highlight some important advances unique to LABs. Note that these methods are easily
translatable to other metal-air systems.
2. Zinc-Air Batteries
In this section, we present a summary of the working principle of ZABs and discuss the main
challenges hindering the development of electrically-rechargeable Zn-air systems.
2.1. Working Principle
In their most common configuration, Zn-air batteries contain a metallic Zn electrode, porous
separator, circa 30 wt % aqueous KOH electrolyte, and a bi-functional air electrode (BAE).
The BAE consists of a porous substrate and a bi-functional air catalyst (e.g., MnO2) to facilitate the
oxygen-reduction and oxygen-evolution reactions (ORR, OER) [51–53]. The design of the BAE is similar
to gas diffusion layers (GDL) from fuel cell applications. The porous BAE substrate contains carbon
fibers and binder with mixed hydrophilic and hydrophobic properties to promote the formation of the
so-called three phase boundary, while hindering the electrolyte from flooding out. The Zn electrode is
often a paste consisting of zinc metal powder, electrolyte, and binder [54]. The capacity of the cell is
determined by the Zn electrode, which is designed in such a way as to include as much active material
as possible while minimizing the effects of shape-change and electrolyte concentration gradients.
Aqueous KOH is the most common electrolyte for Zn-air batteries due to its high conductivity
(circa 600 mS · cm−1).
An operational schematic of a ZAB in alkaline electrolyte is shown in Figure 2. When the cell is
discharged, the Zn electrode is electrochemically oxidized to form Zn(OH) 2 –4 (zincate) complexes,
Zn+ 4OH− ⇀↽ Zn(OH) 2−4 + 2 e
−, E0 = −1.199 V v. RHE. (1)
Oxygen gas enters the cell through the BAE and dissolves into the electrolyte, where it is reduced
to form OH– ions,
0.5 O2(aq) +H2O+ 2 e
− ⇀↽ 2 OH−, E0 = 0.401 V v. RHE. (2)
When the saturation limit of zinc in the electrolyte is exceeded, solid ZnO precipitates mainly in
the anode and the battery achieves a stable working point,
Zn(OH) 2−4 ⇀↽ ZnO(s) +H2O+ 2OH
−. (3)
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When the cell is charged, ZnO dissolves, zinc is redeposited at the Zn electrode and oxygen gas is
evolved in the BAE. The overall cell reaction is given by
Zn+ 0.5 O2(aq)⇀↽ ZnO(s). (4)
The open-circuit voltage of a ZAB in 30 wt % KOH is 1.65 V. The high conductivity of the
electrolyte, high mobility of OH– , and reasonable kinetics of the ORR give the cell a nominal discharge
voltage of 1.2 V at current densities of circa 10 mA · cm−2 [55]. The molar volume of ZnO is 60%
larger than metallic Zn, which causes the cell to expand during discharge. Even so, ZAB button cells
demonstrate a practical energy density on the order of 1000 Wh · L−1 [55].
Figure 2. Operational schematic of an alkaline zinc-air battery. The various (electro)chemical reactions
are indicated by the colored ovals; white arrows indicated discharging and black arrows indicate
charging. Dashed lines show important transport paths.
2.2. Challenges, Progress, and Opportunities
While ZABs have been quite successful as primary cells, there are a number of hurdles that limit
their electrical rechargeability and provide opportunities for further research.
The most well-known challenges relate to the aqueous KOH electrolyte. When the ZAB is operated
in air, CO2 can dissolve in the electrolyte and react with OH
– to form CO 2 –3 [56]. This parasitic reaction
reduces the conductivity of the electrolyte, slows down the cell reactions, and eventually kills the
cell [55]. As such, the lifetime of alkaline ZABs is limited from the moment they are exposed to air.
A CO2 filter could be applied to scrub the air [57], but this adds cost and complexity to the system.
A second challenge for the electrolyte is the evolution of hydrogen gas. The potential of the Zn
electrode reaction is below the potential for hydrogen evolution, which causes the electrolyte to
be thermodynamically unstable [58]. However, H2 evolution on the Zn surface can be kinetically
suppressed with dopants, such as Hg, In, or Bi [19,59–61].
To address these challenges, current research is focused on the development of alternative
electrolytes. An ideal electrolyte for Zn-air batteries should be stable in the electrochemical window
of the cell, stable in air, conductive, non-corrosive, and thermodynamically favor the reversible
precipitation of the desired final discharge product. Alternatives include aqueous alkaline with
additives [62], which were recently evaluated by Schröder et al. [63] and Mainar, et al. [64,65]. Near-neutral
chloride-based electrolytes have been experimentally evaluated by Zong and co-workers [43,44] with
promising initial results. Chloride-based electrolytes address the carbonation issue and could improve
the quality of Zn deposition, but they struggle with the precipitation of zinc-chlorides and the strongly
oxidative nature of chlorine. Non-aqueous ionic liquid electrolytes [45,46,66–68] have been proposed
with promising results [69], but the rate of these systems is limited and much work remains to be done.
Metal electrodes offer the possibility of achieving very high energy density. However,
the formation of mossy or dendritic metal structures during charging can cause the electrode to
change shape [70] and lead to an internal short-circuit [71], killing the cell. With its low surface
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diffusion characteristics and fast deposition kinetics [72], Zn is specifically vulnerable to electrode
shape change. Achieving homogeneous Zn deposition is essential to the development of a secondary
ZAB. Electrolyte additives and alternative electrode designs have been proposed to address this
challenge [43,73–77], with mixed results.
A further challenge in Zn electrode design is the passivation of the electrode surface due to ZnO
precipitation [78]. To achieve a high energy density, the precipitation of ZnO is required. However,
when ZnO precipitates on the active surface of the Zn metal, it limits the transport of species to/from
the electrolyte. When this ZnO barrier becomes too large, the electrochemical reaction can no longer
proceed and the electrode is passivated [62,79]. ZnO passivation can take on two forms [54,80]. Type I
ZnO has a porous white morphology. It precipitates near the surface of the Zn particle, but does not
block it completely. The formation of type I ZnO is reversible. Type II ZnO forms a black dense layer
directly on the surface of the the Zn particle. It is thought that type II ZnO forms on the active sites of
the Zn metal, permanently blocking them and creating a passivating avalanche effect [81].
Finally, the development of an active, stable, and cheap bi-functional air catalyst is a hotly pursued
topic in material science [44,51,82–84]. It is difficult to find a catalyst that is suitable for both the ORR
and the OER. The alternating oxidative and reductive environments present in the BAE during cycling
further complicates this challenge, and tends to accelerate the degradation of both the BAE carbon
substrate and the catalyst. This difficultly is compounded for near-neutral electrolytes, in which the
pH of the electrolyte may vary within the buffering range. From a material science perspective,
research into new catalyst combinations and non-carbon BAE substrates is on-going. Alternative
3-electrode cell designs have also been proposed [19].
On a system level, the challenges described above have led to creative engineering solutions
including mechanically rechargeable Zn-air fuel cells with some niche applications [69]. However, the
logistical challenges of these designs prevented them from being adopted on a wide scale. The goal is
to develop a high-performance electrically rechargeable Zn-air battery. To achieve this, new ideas and
novel designs are needed on every level from material science up through system engineering. In the
following section we discuss how numerical modeling and simulation can help in this pursuit and
give an overview of recent progress.
3. Numerical Modeling and Simulation
Experimentally-based research can be expensive and time consuming. The development of
theory-based models can help guide researchers down the most promising paths, provide a framework
for interpreting experimental results, and lead to new breakthroughs in battery design.
Numerical modeling and simulation serve many purposes in metal-air battery research and
can span a wide range of space and time-scales [30,85,86]. In the following sections, we review
modeling methods commonly used in development of metal-air batteries. We begin on the material
level, highlighting methods for studying the electronic properties of catalysts and metal electrodes
as well as electrolyte thermodynamics and composition. We then move up to the electrode level,
and discuss numerical studies of electrode architecture and what considerations are important in the
design process. Finally, we give an overview of cell-level continuum modeling and discuss recent
contributions to the literature.
3.1. Material Development
The first step in designing a feasible battery must be the selection of appropriate materials.
Anode, cathode, and electrolytes all have their own, sometimes conflicting, requirements for activity
and stability. Applied modeling methods can help screen potential materials, identify promising paths
for development, and reduce the reliance on trial-and-error approaches.
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3.1.1. Electrode Materials
Catalyst development is one of the most expensive and time consuming aspects of material
research in metal-air systems. Bi-functional air catalysts can take on a wide range of compositions,
often include expensive or toxic metals (e.g., Pt, Ag, Co, etc.), and are labor intensive to produce and test.
Atomic-scale modeling methods can be applied early in the design process to screen potential catalysts.
Density functional theory (DFT) uses quantum mechanical calculations to make predictions about
the electronic structure of multi-atom systems [87]. This method allows researchers to investigate the
properties of materials considering the influence of things like surface structures and local coordination
of atoms. The basic approach of DFT is to analyze a multi-atom system as the movement of electrons
through a fixed array of atomic nuclei. Using the Born-Oppenheimer approximation, the state of
the nuclei and the electrons can be split into separate mathematical expressions [88]. In this way
the adiabatic potential energy surface of the atoms can be calculated and used to investigate the
characteristics of the material [87]. Due to the complexity of the calculations involved, the method is
confined to considering a limited number of atoms. Nonetheless it has been shown to be effective at
screening the properties of metal alloys for a variety of applications [89].
Beginning with the work of Norskov, et al. [90], there have been a wealth of DFT studies
investigating the reaction pathway, activity, and stability of materials in metal-air systems. Viswanathan
et al. have utilized DFT to predict the activity of different pure and alloyed metals [91,92]. This group
has also applied DFT calculations to investigate a range of phenomena in Li-air batteries [93,94].
In 2010, Keith and Jacob clarified a multi-pathway electrochemical mechanism for the ORR, which
showed good agreement with experimental data. Eberle and Horstmann correlated the change in
reaction pathway to an observed change in the Tafel slope [95]. In 2017, Tripkovic and Vegge elucidated
the mechanism of the ORR on Pt (111), and used their results to investigate the high activity of
Pt-alloys [96]. Non-metallic catalysts, such as nitrogen-doped graphene, are desirable due to their
safety and low cost. A multi-scale model featuring DFT of such systems was recently presented
by Vazquez-Arenas, et al. [97], and used to investigate the rate-determining step for the ORR in
KOH electrolyte
DFT simulations can also be applied to investigate metal electrode materials and solid precipitants.
Siahrostami, et al., modeled the effect of surface structure on zinc dissolution [98]. They applied their
model to simulate the dissolution of a Zn kink atom, highlighting the potential steps of the dissolution
process and predicting the overpotential of the reaction. For electro-deposition, Jäckle and Groß
propose that surface diffusion processes are key to understanding the formation of metallic surface
structures [99]. They utilized a DFT model to evaluate a range of metal anode materials for their
tendency to form dendrites. In the case of non-aqueous Li-air batteries, the precipitation of Li2O2 can
electrically isolate the cathode. DFT simulations have been applied to investigate the growth and
electronic structure of Li2O2 [31,100–103], in an attempt to mitigate the risk of passivation.
3.1.2. Electrolytes
The behavior of liquid electrolytes in electrochemical systems can be quite complex and have
a deciding influence on overall cell performance. The first step in determining the suitability of
an electrolyte for a given system is to examine its equilibrium thermodynamics.
The speciation of ions, solubility of solids, and equilibrium potential of electrodes in an electrolyte
is strongly dependent on pH and solute concentration [80,104,105]. For some systems, such as
KOH−ZnO, this behavior is rather straightforward and well-documented [80,106], while for others,
such as ZnCl2−NH4Cl, it is very complex and sensitive [3,107]. Figure 3a shows the speciation of
the Zn2+ ion in ZnCl2−NH4Cl. Understanding this behavior can be helpful in interpreting battery
performance and optimizing system design.
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Figure 3. (a) Zn speciation plot for 0.51 M ZnCl2−2.34MNH4Cl with pH adjusted by NH4OH
reproduced from Clark, et al. [3] with permission from Wiley-VCH and (b) simplified Pourbaix diagram
for [Zn]T = 0.5 M.
According to the law of mass action, for a system at equilibrium with a constant temperature,
the value of the reaction quotient is constant. For a generic reaction, this concept is expressed as,
aA+ bB ⇀↽ cC+ dD,
[A]a[B]b
[C]c[D]d
= β. (5)
The value of the constant, β, is referred to as the thermodynamic stability constant (sometimes
also called the formation or equilibrium constant). In the 1970s, Smith and co-workers assembled
an exhaustive compilation of thermodynamic stability constants of metal-ligand complexes, pKa values
of acids, and solubility products of solids for a myriad of both inorganic and organic molecules [108–111].
By incorporating these equilibrium expressions for every electrolyte reaction into simple equations
for the conservation of mass and charge, the equilibrium composition of the electrolyte and the
solubility of solids can be predicted as a function of pH and solute concentration. A framework
for such a model [112,113] was presented by Limpo, et al., in the 1990s, and was expanded upon
in more recent research [106,114]. Clark, et al., recently presented a framework for predicting the
discharge characteristics of a Zn-air cell with an aqueous near-neutral electrolyte based on equilibrium
thermodynamic considerations [3], and showed how they can be incorporated into a dynamic model.
Models of equilibrium thermodynamics can also be used to generate potential-pH, or Pourbaix,
diagrams [115]. Figure 3b shows a simplified example for the aqueous Zn system. The Nernst equation
describes the connection between solute concentration and the equilibrium electrode potential [116].
The equilibrium potentials for the electrochemical reactions in Zn-air systems [80] can be expressed as:
EZn/Zn2+ = −0.762+
RT
2F
ln([Zn2+]), (6)
EH2/H2O = 0− 2.303
RT
F
pH, (7)
EO2/H2O = 1.229− 2.303
RT
F
pH. (8)
Taking this into consideration, researchers can predict the influence of shifts in pH or solute
concentration on electrode potential. Aside from describing the voltage of the cell, this is also useful
for identifying possible parasitic reactions, such as H2 evolution or redox shuttles.
In addition to thermodynamic models, DFT can be used to screen properties of electrolytes
and their suitability for metal-air applications. One of the major challenges in aprotic LABs is the
development of a solvent that is stable and facilitates oxygen solubility and transport. In 2015,
Husch and Korth presented a study of non-aqueous LAB electrolytes [117]. In a wide-ranging
work requiring about 2 million hours of process time, they integrated DFT calculations into a larger
framework to screen 927,000 potential electrolyte solvents for high Li+ and O2 solubilities and low
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viscosity. An illustration of their work is shown in Figure 4. By strategically applying modeling methods,
Husch, et al., were able to by pass the trial-and-error approach and directly highlight electrolyte solvents
with the highest chances of success.
Figure 4. Chemical potentials for Li+ vs. chemical potentials for O2 in the bulk candidate compound are
plotted for all 927,000 compounds. Black dots indicate compounds with a viscosity below 3 cP, grey dots
indicate compounds with a viscosity below 6 cP. Reproduced from Husch, et al. [117]—Published by
the Physical Chemistry Chemical Physics (PCCP) Owner Societies.
3.2. Electrode Design
The development of active and stable materials is essential to battery design. However, care must
be taken to appropriately scale-up materials to the electrode level. In this section, we discuss modeling
tools which can help fashion suitable materials into high-performance electrodes.
3.2.1. Bi-Functional Air Electrode (BAE)
The BAE in Zn-air batteries is comprised of a porous structure (usually carbon fibers and binder)
with mixed hydrophilic and hydrophobic properties. The idea is to encourage the formation of
the so-called three-phase boundary without either over-saturating (flooding) or under-saturating
(drying out) the pores. When the cell is cycled, pressure gradients are induced in the battery due
to the precipitation and dissolution of solid products, which can change the saturation of the BAE.
To simulate this behavior, a method of predicting the pressure-saturation characteristics of the BAE
structure is needed.
The Lattice Boltzmann Method (LBM) is useful for simulating multi-phase flow in porous media.
This approach uses the Boltzmann equation to simulate the flow of fluids as a combination of collision
and streaming events of particles on a discrete lattice [118,119]. Particle positions are confined to the
nodes of the lattice and it is assumed that they can move between their current position and adjacent
nodes in discrete lattice directions. The probability to find particles at a lattice node with a velocity
component in any of the discrete directions is described by a distribution function [120]. If solid
boundaries are present in the system, no-slip boundary conditions can be introduced by a simple
bounce back scheme. Implementation of the basic LBM equations is straightforward, and there are
a variety of open-source codes available [121].
In electrochemical research [122], Lattice Boltzmann models have been applied to investigate
the transport of water in the GDL of PEM fuel cells [123–126]. One significant benefit of LBM is the
ability to simulate flow in complex geometries. Using X-ray tomography [127] or focus ion beam
scanning electron microscope (FIB-SEM) images [128], real electrode structures can be modeled in 3D
and their transport properties evaluated. Recently, Danner, et al., presented a LBM model to predict the
pressure-saturation parameters of BAEs in metal-air batteries [128]. Figure 5 shows pressure-saturation
curves calculated with LBM for both 2D and 3D simulations of real BAE structures. Their simulations
show that the pressure-saturation characteristics of air electrode substrates vary according to whether
the electrolyte is draining from the structure (configuration I) or imbibing the structure (configuration
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II). They proposed this is because the structure contains some pores that can be filled with electrolyte,
but are not easily emptied.
Figure 5. Pressure-saturation curves for real air electrode structures simulated with 2D and 3D
Lattice-Boltzmann models for (a) draining (configuration I) and (b) imbibition (configuration II).
Reproduced from Journal of Power Sources, 324, T. Danner, S. Eswara, V.P. Schulz, A. Latz, Characterization
of gas diffusion electrodes for metal-air batteries, 646–656, Copyright 2016, with permission from
Elsevier [128].
3.2.2. Metal Electrode
The design of the metal electrode is determined mostly by effects linked to passivation and shape
change. For Zn-air batteries, the precipitation of ZnO on the electrode surface can isolate it from the
electrolyte and slow down the reaction kinetics, eventually killing the electrode. It has been shown that
ZnO can take on a porous white morphology (type I) that is reversible, or a dense black morphology
(type II) that is irreversible. To model the effects of these precipitants on electrode performance,
various models have been developed.
As discussed in Section 2.2, type I ZnO is formed when the dissolved zinc concentration in the
electrolyte exceeds the saturation limit, and it precipitates near the electrode surface. This layer of
porous ZnO is generally modeled as an additional mass transport barrier [55], slowing diffusion and
migration of OH– to the electrode surface. Early models determined the passivation characteristics
using the so-called Sand equation, an empirical expression linking current density, i, and passivation
time, t, with constants, k and ie:
i = kt0.5 + ie. (9)
In 1981, Liu, et al., expanded this concept taking into account the mechanism for
type I ZnO precipitation. They proposed that the passivation due to type I ZnO occurs via
a dissolution-saturation-precipitation mechanism. Put simply, the Zn electrode dissolves until the
concentration of Zn(OH) 2 –4 exceeds the saturation limit for nucleation, and the ZnO phase grows as
the precipitation reaction proceeds. In their model, they calculate the time required to saturate the
electrolyte with Zn(OH) 2 –4 (ta), the time to precipitate type I ZnO (tb), and the time to precipitate type
II ZnO (tc), and define the passivation time as t = ta + tb + tc [78]. The resulting 0D model is a helpful
predictor of Zn electrode performance, but is not suitable for use in continuum modeling.
In the continuum model of Zn electrodes developed by Sunu and Bennion in 1980 [129],
they considered passivation by assuming that the precipitation of ZnO reduced the active surface area
available for the Zn dissolution reaction. More recently in 2017, Stamm, et al., implemented the effect
of type I ZnO passivation in a continuum model by calculating the thickness of the ZnO shell and
numerically solving for the species concentration at the surface [55], assuming Nernst-Planck transport
across the barrier. These values were then used to calculate the Nernst potential and exchange current
density of the Zn dissolution reaction.
While models for passivation due to type I ZnO are rather well developed, there are fewer
models for type II ZnO passivation. In 1991, Prentice, et al. [81] proposed that type II ZnO forms
directly on the surface of the Zn electrode, and does not follow the dissolution-saturation-precipitation
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mechanism of type I. By calculating the fractional surface coverage of various zinc-hydroxides as
a function of concentration and electrode potential, they were able to simulate rotating disk experiments.
Their simulations agreed well with experimental measurements. The model was recreated and the
results are shown in Figure 6.
Figure 6. (a) Fractional surface coverage of species on the Zn electrode surface, and (b) simulated LSV
measurement of type II ZnO passivation. Recreated from the model described by Prentice, et al. [81].
While much progress has been made in understanding the mechanisms of Zn passivation,
work remains to be done. A more unified theory of type I and type II passivation, along with
implementation in a continuum model, could be an area for future research. A dedicated review of
experimental and modeling studies of Zn electrode passivation was presented by Bockelman, et al.,
in 2017 [130].
3.3. Cell Modeling
The modeling methods described above are very useful for evaluating the properties of individual
materials or components, but researchers often need to know how these components will interact with
each other in a real electrochemical cell.
Continuum models are among the most useful and widely-applied methods for studying the
cell-level performance of metal-air batteries. This approach applies the mass and charge continuity
equations to describe the transient characteristics of spatially discretized systems [85,131]. A list of
important continuum models for metal-air systems from the literature is presented in Table 1. For most
applications, a 1D model is sufficient to describe the system. However, 2D and 3D [132,133] finite
volume models of batteries can give more in-depth information for detailed analysis. The mass and
charge continuity equations can be expressed in generic terms as,
Mass Continuity: ∂(ciεe)∂t = −~∇ · ~ND,Mi − ~∇ · ~NCi︸ ︷︷ ︸
transport
+
source︷︸︸︷
s˙i , (10)
Charge Continuity: 0 = −~∇ ·~j︸ ︷︷ ︸
transport
+
source︷ ︸︸ ︷
∑
i
zi s˙i, (11)
where ci is the concentration of solute i, εe is the electrolyte volume fraction, ~N
D,M
i is the
diffusion-migration flux, ~NCi is the convective flux, s˙i is the reaction source term,~j is the electrolyte
current density and zi is the solute charge number. A detailed derivation of these terms based on
non-equilibrium thermodynamics and their applicability to metal-air systems can be found in existing
works [3,30,55,134]. In their most general form, the continuity equations describe the local conservation
of mass and charge due to transport across the boundaries of a control volume and the presence of
a source/sink within the bulk of the control volume. To successfully implement these equations
physical models for electrolyte transport and (electro)chemical reactions are needed.
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Table 1. Comparison of continuum models for metal-air systems. Transport models listed are concentrated solution theory (CST) or dilute solution theory (DST).
Year Authors System Dimension Transport Model Notes Source
1980 Sunu, et al. Zn-Air 1D CST Zn & ZnO shape change [129]
1991 Mao, et al. Zn-Air 1D CST Precipitation of K2Zn(OH)4 [135]
2002 Deiss, et al. Zn-Air 1D DST Concentration profiles and cell voltage [136]
2010 Andrei, et al. Li-Air 1D CST LAB modeling framework [137]
2011 Albertus, et al. Li-Air 1D CST O2 transport and Li2O2 precipitation [26]
2012 Neidhardt, et al. Multiple 1D CST + Multi-Phase Flexible framework, convective transport [131]
2013 Horstmann, et al. Li-Air 1D CST + Multi-Phase Inhomogeneous Li2O2 precipitation, aqueous electrolyte [35]
2014 Danner, et al. Li-Air 1D CST + Multi-Phase Air electrode model with pressure-saturation [36]
2014 Schröder, et al. Zn-Air 0D CST Effect of air composition on cell performance [138]
2014 Arlt, et al. Zn-Air 0D CST State-of-charge monitoring with x-ray CT [139]
2014 Xue, et al. Li-Air 1D CST Li2O2 pore clogging with pore size distribution [140]
2015 Grübl, et al. Li-Air 1D CST + Multi-Phase Engineering evaluation of system design [141]
2016 Yin, et al. Li-Air 1D DST Affect of Li2O2 particle size on charging profile [142]
2017 Stamm, et al. Zn-Air 1D CST + Multi-Phase Affect of ZnO nucleation and growth on cell discharge profile [55]
2017 Clark, et al. Zn-Air 1D CST + Multi-Phase Framework for buffered near-neutral electrolytes [3]
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Chemical reaction models feature a term describing the thermodynamic driving force and
an expression of the kinetics [143]. In the case of electrochemical reactions, the most widely-used
model is the Butler-Volmer approximation [144],
k = k0
(
exp
[
αRT
nF
η
]
− exp
[
− (1− α)RT
nF
η
])
, (12)
where k0 is the rate constant (linked to the exchange current density), α is the symmetry factor, η is the
surface overpotential, and the other variables take on their usual meaning. While this approximation
is sufficient to describe simple electrodes, the precipitation of solid metal-oxides on the surface of
the metal electrode forms an insulating layer and can cause the kinetics of the electrode to deviate
from idealized models [62,79,145]. Special models of metal-electrode kinetics considering the effects of
passivation have been developed [78,81,130] and implemented [55] in continuum simulations.
The Marcus theory of charge transfer reaction kinetics is a more accurate alternative to the
Butler-Volmer approximation [146–148]. The Marcus model builds on an Arrhenius approach, in that
the pre-exponential factor is described by the electronic coupling element, Hab, and the reorganization
free energy, λ, and the exponential term containing the activation energy. In its quantum mechanical
form, the Marcus theory is expressed as
kct =
2pi
h¯
| Hab |2√
4pikBTλ
exp
[
− (λ+ ∆G
0)2
4kBTλ
]
. (13)
Marcus theory results naturally from quantum mechanics, and can be more easily linked to
simulations like DFT [149]. While this approach has been applied in some continuum models, it is
difficult to parameterize.
Electrolyte transport is modeled using a combination of expressions for diffusion, migration and
convective mass flux [116], as well as a source term stemming from the chemical reactions described
above [150,151]. While the fundamental components of electrolyte transport models are universal,
their exact form can vary based on the ionic strength [116] and pH [3] of the electrolyte. For low ionic
strength electrolytes, a simplified dilute solution theory (DST) approach can be applied to model the
diffusion and migration transport of solutes [116].
Dilute Solution Theory: ~NDi = −Di~∇ci, ~NMi = DiciziFRT ~∇φe, (14)
Concentrated Solution Theory: ~ND,Mi = −Di~∇ci − tiziF~j, ~j = −κ~∇φe +
κ
F ∑i
ti
zi
∂µi
∂ci
~∇ci. (15)
For high ionic strength electrolytes, a more complete concentrated solution theory (CST) is needed.
In this case, a coupled expression for diffusion-migration flux can be derived from non-equilibrium
thermodynamics [134,152,153]. For strongly acidic or alkaline electrolytes, the concentrations of H+ or
OH– are usually so high that concentration gradients do not affect the thermodynamic stability of the
solutes. However, for electrolytes in the weakly acidic to weakly alkaline range, the concentrations of
solutes in electrolytes can swing by orders of magnitude as pH gradients develop in the cell [80,112,113]
and can affect the performance of the cell [3]. A new method for modeling electrolyte transport in
near-neutral systems was recently proposed by Clark, et al. [3].
When metal-air batteries are operated, the precipitation and dissolution of solids and the
conversion of H2O by the ORR/OER can induce a convective flux of electrolyte in the cell [30].
In general terms, the convective flux can be expressed as
~Ni
C
= ci~ve, (16)
where ~ve is the center-of-mass velocity of the electrolyte. This adds an additional level of complexity to
metal-air battery models over closed systems, such as Li-ion, which often apply a simpler Nernst-Planck
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model. A method for considering multi-phase convective flow in continuum models was presented by
Horstmann, et al. [30] and is discussed in detail later in the text.
Continuum models of ZABs have been developed intermittently since the 1980s. The first
1D continuum model of a Zn electrode in an alkaline ZAB was developed in 1980 by Sunu and
Bennion [129]. It was based on the general 1D model for concentrated transport in porous electrodes
outlined by Newman [116]. Their simulations showed the inhomogeneous precipitation of ZnO and
investigated the shape change of the Zn electrode during cycling. In 1992, Mao and White [135]
developed an extended model that also resolved the separator and air electrode. They found
that K2Zn(OH)4 does not precipitate and compared simulated cell voltages with experimental
measurements. Ten years later, Deiss, et al. [136] performed ZAB cycling simulations with a 1D model
of the Zn electrode and separator based on dilute solution theory. They studied the redistribution of
Zn and the development of concentration gradients in the cell.
In recent years, there has been a boom in continuum modeling frameworks for both Zn-air
and Li-air systems, with some areas of overlap. In 2012, Neidhardt, et al., presented a flexible
continuum modeling framework for multi-phase management, with direct application to a variety of
electrochemical systems [131]. In their work, they applied this framework to simulate a range of fuel
cells and batteries to demonstrate the versatility of the approach. In their simulations of non-aqueous
Li−O2 batteries, they noted that the system is limited by a combination of slow oxygen transport and
blockage of cathode pores with Li2O2.
To address the oxygen transport and passivation challenges associated with aprotic LABs,
Horstmann, et al., were motivated to examine precipitation in alkaline aqueous LABs [30]. Their model
featured two important developments. The first was the introduction of pressure-saturation expression
to simulate the electrolyte flooding and drying-out of the BAE. The saturation of porous structures was
described with a so-called Leverett approach, which had previously been applied in models of fuel
cells. The Leverett function, J(s), uses empirical constants to approximate the saturation of a porous
structure as a function of the capillary pressure, (pe − pg):
J(s) =
√
Be
ε0σ2
(pe − pg) = A+ BeC(s−0.5) − De−E(s−0.5). (17)
In this expression, Be is the electrolyte permeability, ε0 is the porosity of the electrode, σ is the
surface tension, and pe and pg are the pressure in the electrolyte and gas phases, respectively. In the
expression for the Leverett function, s is the electrode saturation and the remaining variables are
constants. These constants can be determined experimentally or predicted numerically by combining
3D structure characterization with LBM simulations [128]. With the pressure of the electrolyte and
the saturation of the BAE known, the convective velocity of the electrolyte can be solved using
a Darcy model:
~ve = −Be
ηe
~∇pe, (18)
where ηe is the viscosity of the electrolyte. Their simulations found that the availability of gas
diffusion electrodes for aqueous systems reduces the oxygen transport limitations seen in non-aqueous
LAB systems.
The second development was the implementation of a model for LiOH ·H2O precipitation based
on the classical theory of nucleation and growth. By defining terms for the reaction enthalpy of
formation for both the bulk and surface of the nucleus, they identified the critical formation energy
and nucleus size. Considering a diffusion limited precipitation mechanism and the supersaturation of
Li+ as the driving force for nucleation and growth, they were able to simulate the spatially resolved
precipitation of LiOH ·H2O. The results, shown in Figure 7, indicate that LiOH ·H2O does not block
the cathode pores. Rather it precipitates mostly near the separator-anode interface, thereby addressing
the passivation challenge in aprotic LABs.
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Figure 7. Spatial profiles of salt concentration, volume fraction of LiOH ·H2O, and the specific
surface are of precipitation during galvanostatic cell discharge (i = 10 mA · cm−2). Li+ concentration
increases before LiOH ·H2O nucleates (A) As the discharge progresses, LiOH ·H2O nucleates (B) and
precipitates (C) until the cell fails due to a solid film forming at the separator-anode interface (D).
Precipitation occurs mainly close to the anode due to the small transference number of Li+. Reprinted
from Horstmann, et al. [30]—Reproduced by permission of The Royal Society of Chemistry.
In 2015, the model of Horstmann, et al., was extended by Grübl and Bessler to engineer
seven variants of aqueous alkaline LAB systems [141]. They identified improvements to the glass
separator and the development of lighter electrode materials as areas for further research. While
the potential advantages of aqueous LABs are clear, most recent modeling studies have focused on
non-aqueous systems.
One of the first continuum models for non-aqueous LABs was presented by Andrei, et al.,
in 2010 [137]. Their simulations considered the effects of cell architecture and operational conditions
on concentration profiles and cell voltage, and provided a solid foundation for further development.
Recent multi-scale modeling studies of non-aqueous LABs focus heavily on the nucleation and growth
of solids, and their affect on cell performance. A 1D continuum model of a LAB was developed by
Albertus, et al., in 2011 [26]. They found that although O2 transport can be limiting for high current
densities, the main limitation in LABs relates to the precipitation of solids. For carbonate solvents,
the dominant discharge product is Li2CO3, which, along with Li2O2, poses a strong passivation
risk to the cathode. The model was based on a CST approach for electrolyte transport. It did not
consider the effects of electrolyte convection or cathode saturation, which was identified as an area for
future development.
With the shift to non-carbonate electrolytes, the morphology of Li2O2 precipitated during
discharge became the subject of research. Knowing that pore blockage was a challenge in LAB
performance, Xue, et al., developed a continuum model to investigate Li2O2 precipitation considering
the pore size distributions of cathode materials [140]. They later extended their model to determine the
effect of both electrolyte solvent and applied current density on Li2O2 morphology [154]. A nano-scale
continuum model to study the rate-dependent growth of Li2O2 was presented by Horstmann, et al. [35].
They found that the morphology of Li2O2 shifts from discrete particles at low discharge rates to an
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electronically insulating film at high current densities. This line of research was then expanded to
consider the effects of Li2O2 precipitation on the charging process. Yin, et al., presented a continuum
model for non-aqueous LABs that links the size of the Li2O2 particles created during discharging
to the two-step voltage profile observed during charging [142]. The effect of the Li2O2 reaction
mechanism on the discharge/charge characteristics was investigated by Grübl, et al. [155]. They found
that the reaction mechanism is partially irreversible, and considered the effects of adding a redox
mediator to the electrolyte. Finally, some researchers have highlighted not only the effects of Li2O2
morphology, but also its electronic properties. Radin, et al. integrated a DFT simulation of Li2O2 with
charge carrying dopants into a simple Nernst-Planck continuum model to study ways to promote
the OER [103]. They found that dopants, such as Co and Ni could enhance the OER and improve the
rechargeability of non-aqueous LABs.
Applying continuum modeling methods to both aqueous and non-aqueous LAB development has
illuminated the challenges and the opportunities inherent to these systems. Further research is needed
into the effects of solid precipitation and oxygen transport in non-aqueous LABs and the long-term
electrolyte stability of aqueous LABs. However, the modeling studies highlighted above have shown
promising paths for further investigation.
Zn-air continuum modeling studies provide insight into challenges, such as electrolyte
carbonation, Zn electrode passivation, and improved cell design. In 2014, Schröder, et al. published a
framework for a 0D ZAB continuum model, which they utilized to study the effect of air composition
on cell performance [138]. Examining the effects of the relative humidity (RH) and carbon dioxide
content of air, they found that controlling the RH can help reduce electrolyte loss and that the presence
of CO2 can dramatically limit the lifetime of the cell. In a separate paper, they combined this model
with x-ray tomography measurements of a primary button cell to monitor the state-of-charge during
discharge [139].
Experimental tests of ZAB button cells have shown a voltage step in the middle of discharge,
particularly at high current densities [55]. In 2017, Stamm, et al., presented a model to clarify the
mechanism behind this observation. Concentration profiles from their model are shown in Figure 8.
The nucleation of ZnO requires an over-saturation of Zn(OH) 2 –4 in the electrolyte. For high current
densities, the electrolyte concentration gradients that develop in the cell are strong enough that
Zn(OH) 2 –4 does not reach the critical super-saturation for nucleation in the anode-separator interface
and ZnO does not nucleate. As a result, the surface concentration of OH– in this region is much higher
than in areas of the electrode covered by a ZnO film, as shown in Figure 8c. When the uninhibited
Zn near the separator is completely utilized, the overpotential of the dissolution reaction increases,
causing the observed drop in cell voltage. For this reason, they proposed that Zn electrodes should
contain a small amount of ZnO powder. In this way, the effects of inhomogeneous ZnO nucleation
can be avoided. Stamm, et al., also considered the effects of CO2 dissolution in the KOH electrolyte.
They found that after about 2 months, the carbonation of the electrolyte becomes so severe that the cell
can no longer function. To address this issue, they purpose employing either carbon dioxide filters or
neutral electrolytes.
ZABs with near-neutral chloride-based electrolytes could address the electrolyte carbonation
issue and have been experimentally investigated [43,44]. The initial results are promising, but the
composition and behavior of these electrolytes during cell operation is unclear. In 2017, Clark, et al.
presented a continuum framework for modeling pH buffered aqueous electrolytes, and applied it to
study ZABs with pH adjusted ZnCl2−NH4Cl electrolytes [3]. Utilizing a 0D thermodynamic model of
the electrolyte, they determined the pH stability and predicted the conditions under which a range
of solids would precipitate. Integrating this method into a 1D continuum model, they simulated the
performance of experimental near-neutral ZABs from the literature. Figure 9 shows concentration
profiles of in the cell proposed by Goh, et al. [43] during cycling. The Zn electrode is on the left
and the BAE is on the right of the domain. To maintain a neutral pH in the BAE, the buffer reaction
NH +4 −−⇀↽− NH3 +H+ counteracts the pH shifts inherent in the ORR/OER. As more NH3 is produced,
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it forms dominant complexes with Zn2+, shown in Figure 9a. Because there is an excess of NH +4
in the electrolyte, the buffer reaction is uninhibited and the pH during discharging is relatively
stable (Figure 9e). During charging, the buffer reaction is reversed and NH3 is converted to NH
+
4 .
As NH3 is depleted, zinc-chloride complexes dominate in the BAE (Figure 9b). Some of the NH3 that
was produced during discharge diffuses into the bulk electrolyte and cannot be quickly recovered.
When NH3 is locally depleted, the buffer reaction becomes limited and the pH in the BAE becomes
acidic (Figure 9f). Acidic pH values can accelerate catalyst degradation and limit the lifetime of the cell.
In their work, Clark, et al., discuss how cell architecture and electrolyte composition can be optimized
to avoid this effect and improve performance.
Continuum models can be invaluable for investigating a range of phenomena in electrochemical
cells, from the effects of discharge product precipitation to the electrolyte stability. Through the
development of theory-based models, side-by-side with experimental investigation and validation,
researchers can identify and pursue the most promising paths towards advanced metal-air batteries.
Figure 8. Various concentration profiles in an alkaline ZAB button cell during galvanostatic discharge
at 125 Am−2 at different times. (a) Before ZnO nucleates, the OH– concentration at the Zn surface
and electrolyte bulk are equal and zincate concentration reaches its maximum; (b) ZnO precipitates
inhomogeneously in the Zn-electrode, causing the OH– surface concentration to be higher near the
separator and fall as the ZnO barrier becomes thicker; (c) OH– concentration continues to fall as ZnO
passivation barrier grows; (d) OH– concentration at the Zn-electrode surface is small and limits the
further dissolution of Zn. Reproduced from Journal of Power Sources, 360, J. Stamm, A. Varzi, A. Latz,
B. Horstmann, Modeling nucleation and growth of zinc oxide during discharge of primary zinc-air
batteries, 136–149, Copyright 2017, with permission from Elsevier [55].
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Figure 9. Electrolyte composition of near-neutral ZAB in during discharging and charging. At the end
of discharging (a), zinc in the gas diffusion electrode (GDE) exists as Zn(NH3)
2+
4 . Once the capacity
of zinc to take up NH3 is completely utilized, NH3 accumulates in the GDE (c); As the NH
+
4 /NH3
solution approaches its equivalence point, the pH value in the GDE becomes steadily more alkaline
(e); At the Zn electrode, the small amount of NH3 present is taken up by excess Zn
2+ and the pH
value becomes slightly more acidic. When the cell is charged, the production of H+ in the GDE
pushes the equilibrium of the ammonium buffer back towards NH +4 . The zinc–ammine complexes
release NH3 back to the solution as charging progresses, and at the end of charging, zinc in the GDE
exists exclusively as zinc–chloride complexes (b); To stabilize the pH value in the GDE, there must be
NH3 available for the conversion into NH
+
4 . However, a considerable amount of the NH3 produced
during discharging diffuses into the bulk electrolyte and cannot be quickly recovered. This leads to a
depletion of NH3 in the GDE (d); At the Zn electrode, the concentration of NH3 increases because of
the redeposition of zinc. Without NH3 to stabilize the pH value, the electrolyte in the GDE becomes
acidic (f). At the Zn electrode, the loss of aqueous Zn2+ and the relative excess of NH3 cause the pH
value to increase. Reproduced from Clark, et al. [3] with permission from Wiley-VCH.
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4. Model-Based Battery Engineering
To provide an example of how modeling and simulation can be applied to advance zinc-air
battery development, we performed a series of cell-level continuum simulations using existing ZAB
models [3,55]. In this analysis, we optimize the thickness of the zinc electrode to maximize the
capacity of the cell while avoiding the unwanted effects of passivation. The initial composition of the
electrolyte is 7 M KOH, saturated with ZnO. The BAE and separator are both 0.5 mm in length and the
Zn-electrode is varied. The cell is galvanostatically discharged at current densities ranging from 0.1 to
50 mA · cm−2.
Figure 10a shows the magnitude of the KOH concentration drop across the cell at the end of
charging. As the thickness of the Zn electrode and the magnitude of the current density increase,
the long transport paths and large source terms induce significant concentration gradients in the cell.
This is important because KOH gradients can affect the solubility of ZnO and increase the risk of
passivation in the Zn electrode.
(a) (b) (c)
Zn Utilization  /  - Discharged Capacity  /  Ah  ·  cm-­2Magnitude of cKOH Gradient  /  mol ·  l-­1
Figure 10. (a) Magnitude of the KOH concentration gradient across the cell at the end of discharge; (b) Zn
utilization; and (c) discharged capacity as a function of Zn electrode thickness and current density.
Figure 10b presents the utilization of zinc metal in the battery. The results show that for current
densities less than circa 20 mA · cm−2, the active Zn in the electrode is essentially completely utilized
(>90%) for all Zn electrode thicknesses. However, for higher current densities, passivation of the
electrode occurs due to two competing factors. The ZnO that precipitates in the electrode acts as a
barrier to mass transport. For thick Zn electrodes, this barrier to transport is so large that the bulk
concentration of KOH in the Zn electrode drops to the point that there is insufficient hydroxide present
to form Zn(OH) 2 –4 complexes, and Zn utilization drops to circa 50%. For thin electrodes, the ZnO
transport barrier remains relatively small and the bulk KOH concentration remains in an acceptable
range. However, in these electrodes there is less active surface area available for the reaction, which
leads to a higher flux term at the surface of the Zn particles. For current densities over 30 mA · cm−2
and electrodes less than 2 mm, the magnitude of the flux term is large enough to locally deplete OH–
at the electrode surface and passivate the electrode. The Zn utilization drops to circa 80%.
Figure 10c shows the discharged capacity of the battery. Increasing the thickness of the Zn
electrode increases the amount of active material in the cell and the theoretically achievable capacity.
However, the passivation of thick electrodes at higher current densities limits the amount of Zn that
can be utilized, as shown in the previous figure. The result is that a battery with a 5 mm Zn electrode
discharged at 10 mA · cm−2 has roughly the same capacity as a battery with a 10 mm Zn electrode
discharged at 50 mA · cm−2.
When designing an alkaline ZAB, care should be taken to size the Zn electrode considering the
current requirement and the desired capacity. With this information, an informed decision can be taken
regarding how much Zn paste should be included in the battery to obtain the optimum performance.
Model-based engineering can also be applied in the testing phase of development to design
experiments with the highest chance of success. Because Zn electrodes have a high capacity and can
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only be discharged at limited rates, it takes a very long time to study their cycling characteristics.
Often, the solution is to perform “accelerated” tests with smaller electrodes or at higher current
densities, both of which increase the risk of irreversible passivation.
Consider the case in which a researcher wants to cycle a ZAB 200 times in less than 3 months.
One cycle is defined as moving between 70% and 30% state-of-charge (SOC), and the electrode
consists of a paste that is 50 vol % Zn and 50 vol % electrolyte. Figure 11a shows the time required
to complete 200 cycles under these conditions for different combinations of current density and Zn
electrode thickness.
Figure 11b shows the time required to passivate the Zn electrode. By comparing the passivation
time with the cycling time and applying an engineering safety factor of 1.3, we can mark the passivation
limitations of the system. This region is shaded in black in Figure 11c. Combinations in the red zone
of the figure exceed the time limitation, and we assume that electrodes smaller than 100 microns are
impractical to manufacture (orange). With these factors in mind, we define a region of combinations
(green) which could fit the researcher’s needs.
(a) Passivation Time  /  h
Time 
Limited
Tolerance Limited
Passivation
Limited
(b) (c)
Figure 11. (a) Time required to cycle a ZAB 200 times for various Zn electrode thickness and current
density combinations; (b) passivation time; and (c) operational window for a model ZAB.
When appropriately applied, model-based battery design can be of great value to scientists and
engineers. The tools we have reviewed and applied in this analysis give insight into every aspect of
battery performance, from the atomic structure of materials to the dynamic performance of whole cells.
Embracing an integrated approach to modeling and understanding battery performance can help
guide researchers towards achieving the goal of viable and high-performance metal-air batteries.
5. Conclusions
A variety of modeling and simulation methods can be applied to aid the development of zinc-air
and other metal-air battery systems. While many metal-air systems are currently under development,
Li-air batteries (LABs) and Zn-air batteries (ZABs) are the most promising systems.
On the material level, density functional theory (DFT) can be applied to investigate the electronic
properties of catalysts and metals. This could help to screen new catalysts for properties like activity,
stability, and selectivity and to elucidate the effect of surface structures on metal dissolution and
deposition. Furthermore, equilibrium thermodynamic models can be used to predict the speciation
of electrolytes and the solubility of precipitants. This can help determine not only the state of the
electrolyte for different pH and concentration mixtures, but also its stability within the electrochemical
window of the cell.
When it comes to electrode design, one challenge is to develop a bi-functional air electrode
(BAE) that maintains an optimum level of saturation (neither flooding nor drying out) during battery
operation. Lattice-Boltzmann-Methods (LBM) can be developed to investigate the pressure-saturation
characteristics of real BAE structures in 2D or 3D.
Physics-based continuum modeling is the most useful and widely-utilized method for simulating
the cell-level performance of metal-air batteries. Models constructed with this method are able to
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give researchers insight into a range of phenomena including the coupled effects of electrolyte
concentrations, precipitation of solids, electrode kinetics, and cell voltage. The versatility of continuum
modeling and the wide array of existing literature on the subject make it a good tool to advance the
development of metal-air batteries.
Numerical modeling and simulation studies have shown that the performance LABs with
non-aqueous electrolytes is encouraging but limited by slow oxygen transport and pore blockage
by Li2O2. DFT simulations have been applied to elucidate the electronic structure and reaction
mechanisms of Li2O2 and investigate possible alternative non-aqueous electrolyte solvents. Continuum
models have highlighted the cell-level effects of Li2O2 precipitation and O2 transport. The nucleation
and growth of Li2O2 particles and films and its effect on the reversibility and performance of
non-alkaline LABs is a major topic of research. Aqueous LABs improve oxygen transport in
the air electrode and facilitate more favorable precipitation, but the long-term stability of the
electrolyte is limited when exposed to CO2. Continuum models developed for aqueous LABs have
provided a framework for integrating the multi-phase flow in the air electrode into models of other
metal-air systems.
ZABs stand alone as the only successfully commercialized primary metal-air system so far.
Modeling studies of these systems highlight the performance of the alkaline electrolyte in air,
passivation and shape change of the Zn electrode, and cell-level engineering. Because of its historical
dominance, there is a long history of Zn-air continuum models, going back to the 1980s. Recent studies
have been provided a scheme for interpreting and understanding experimental results, and a new
framework developed to model ZABs with alternative near-neutral electrolytes could find wide
application in other electrochemical systems. Implementing these modeling tools in the design process
brings researchers closer to the goal of building high-performance and electrically rechargeable
zinc-air batteries.
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a b s t r a c t
Oxygen reduction is central to electrochemical energy storage in a carbon-neutral energy system, e.g., in
fuel cells or metal-air batteries. In this paper we discuss the kinetics of the oxygen reduction reaction in
acidic media via mean-ﬁeld modeling of surface adsorbents. We put a special focus on the importance of
interactions between adsorbents. Our study is based on detailed ab-initio simulations of thermodynamic
and kinetic parameters on the Pt(111) surface. The oxygendissociation and the hydroperoxyl dissociation
pathway are found to determine the overall reaction kinetics and to result in the double Tafel slope on
Pt(111).
© 2014 Elsevier Ltd. All rights reserved.
1. Introduction
The oxygen reduction reaction (ORR) is fundamental to many
technologies, e.g., oxygen sensors, fuel cells, and metal-oxygen
batteries [1]. Various fuel cell designs, e.g., solid-oxide fuel cells,
polymer electrolyte fuel cells, and alkaline fuel cells, were driving
investigations on theORR in the last decades [2].While fuel cells are
frequently used in military and aeronautics [3], they have not yet
achieved widespread use for energy storage. Today metal-oxygen
batteries, especially lithium-oxygen batteries, are attributed an
important role for developing a carbon neutral energy system
[4–13].
During the ORR
O2 + 4H+ + 4e−  2H2O, (1)
the oxygen molecule is reduced to two water molecules via the
transfer of four protons and four electrons. The potential of the ORR
relative to the reversible hydrogen electrode is 1.23V [1]. Alterna-
tively, the reduction can be incomplete. In this case, two electrons
are transferred resulting in production of hydrogen peroxide. Even
for complete reduction to H2O, overpotentials of 0.3V are typically
observed [14–16]. We want to develop a detailed understanding of
∗ Corresponding author. Tel.: +07315034007
E-mail address: birger.horstmann@dlr.de (B. Horstmann).
the reaction mechanism here. The development of improved ORR
catalysts would beneﬁt from such an understanding.
In this article, we model the coverage of transition metal
surfaces during ORR in a mean-ﬁeld approach, i.e., with con-
tinuum equations. Continuum models bridge the gap between
microscopic quantum theories and macroscopic electrochemi-
cal measurements. They generate understanding of a variety of
emergent phenomena in batteries. Lithium-oxygen batteries are
limited by transport in the electrolyte [17,18] or by crystallization
processes [12,13,19–21], lithium-sulfur batteries suffer from self-
discharge [22,23], lithium ion battery performance is determined
by a variety of dynamically interacting phases [24–30], and fuel
cells require fast supply with reactants [31,17,32].
Mean-ﬁeld elementary kineticsmodels rely on binding energies
of reactants and intermediates on catalyst surfaces in electrochem-
ical environments. These can be determined by quantum models,
i.e., density functional theory (DFT) [33–42]. At low enough rates,
the relative position of the free energies of the reactants and reac-
tion intermediates completely determines the catalytic activities
[36,38]. At higher rates, however, detailed kinetic modeling is
necessary to account for varying surface coverages. Wang et al.
[43] performed such elementary kinetics modeling for the ORR
via mean-ﬁeld theory of surface adsorbates. This study adjusts
the model parameters to reproduce experimental results. Further
insight into reaction mechanisms, however, requires models based
on ab-initio simulations [44]. A detailed elementary kinetics study
of theORRbased onparameters fromdensity functional theorywas
http://dx.doi.org/10.1016/j.electacta.2014.05.144
0013-4686/© 2014 Elsevier Ltd. All rights reserved.
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Fig. 1. Three reaction pathways of the ORR (OO (green line), OOH (red line) and
HOOH (black line) pathway) at a cell voltage of 0.6V. The energies include interac-
tions between surface adsorbents.
performed by Jinnouchi et al. [45]. It achieves very good agreement
with measurements at large voltages despite some approxima-
tions in the reactionmechanism. Beyondmean-ﬁeld theory, kinetic
Monte Carlo was applied to this problem [44,46].
In this paperwe discuss amean-ﬁeldmodel of the ORR based on
the detailed reaction mechanism proposed by Jacob et al. [36,37].
We highlight that we must take into account interactions among
surface adsorbents to yield reasonable predictions. Jacob et al.
[36,37] study the ORR in acid aqueous electrolyte on Pt(111), the
standard catalyst surface. They conducted detailed computations
based on DFT, including three reaction pathways and seven sur-
face species, calculating the corresponding free energies as well as
reaction barriers. We illustrate the three reaction pathways [36,37]
1. Oxygen dissociation (OO)
2. Hydroperoxyl dissociation (OOH)
3. Hydrogen peroxide dissociation (HOOH)
in ﬁg. 1. In the OO reaction pathway, adsorbed molecular oxy-
gen O∗2 dissociates into two O
∗. Then four protons/electrons are
transferred, producing two water molecules. In the OOH reaction
pathway, adsorbedmolecular O∗2 is ﬁrst reduced toHO
∗
2, before dis-
sociating into HO∗ and O∗. Consecutively, HO∗ and O∗ are further
reduced to two water molecules. In the HOOH reaction pathway,
molecular adsorbedoxygen is reduced twice toH2O
∗
2.H2O
∗
2 candes-
orb, leading to incomplete reduction of oxygen, or dissociate into
two OH∗, producing two water molecules via two proton/electron-
transfers. For each proton/electron transfer (reduction step) Jacob
et al. [36,37] consider Langmuir-Hinshelwood reaction steps (LH),
in which protons adsorb on the surface as neutral H∗ before reduc-
ing O∗, HO∗, HO∗2, or H2O
∗
2, and Eley-Rideal reaction steps (ER), in
which dissolved protons reduce O∗, HO∗, HO∗2, or H2O
∗
2 directly.
In Section 2 we describe our thermodynamically consistent
mean-ﬁeld model and in Section 3 we discuss our choice of param-
eters. Thenweapply it to simulate the activity of theORRonPt(111)
in Section 4. We describe how we manipulate the thermodynamic
and kinetic parameters from Jacob et al. [36,37] and how we add
repulsive interactions between surface adsorbents. Our analysis
explains the change in the Tafel slope of the ORR via an altered
reaction pathway and illustrates the importance of interactions
between adsorbents.
2. Model
We determine reaction rates by the mass action law
s˙i = kfi
∏
j∈educts
a−i,jj − kbi
∏
j∈products
ai,jj (2)
Table 1
Activation energies Af,act
i
and symmetry factors i for elementary reactions
with the stochiometric coefﬁcients i,j and the activities aj for the
reactions in Table 1. We emphasize that reaction equations based
on activities are thermodynamically consistent [24]. Some stud-
ies use concentrations instead, which might result in inconsistent
physical units [45].
We apply a modiﬁed Arrhenius ansatz [31,17] based on tran-
sition state theory [47] to calculate the forward reaction rate
constants kf
i
kfi =
kBT
h
exp
(
−A
f,act
i
RT
)
exp
(
−˛izFU
RT
)
= kf,0
i
exp
(
−˛izFU
RT
)
.
(3)
The potential dependent reaction barriers consist of the activa-
tion energies Af,act
i
and the electric contribution for charge transfer
reactions. The electric contribution is determined by the poten-
tial difference between electrode and electrolyte, i.e., the (half-)cell
voltage U, the symmetry factors ˛i, and the transferred charge z.
The attempt frequency kBTh is estimated with Boltzmann constant
kB, Planck constant h, and temperature T=298.15K.
The standard backward reaction rate constant kb,0
i
follows from
thermodynamic consistency, i.e., the de Donder relations,
kb,0
i
= kf,0
i
exp
(
−
∑
j∈productsi,j
s
j
+
∑
j∈eductsi,j
s
j
RT
)
(4)
with the standard chemical potentials s
j
[31]. The chemical poten-
tials
j = sj + RT ln aj (5)
consist of the standard chemical potentials s
j
and the Nernst
expressionsRT ln aj.We take intoaccount interactionsbetweensur-
face adsorbents,which are essential for a realisticmodel, and adjust
the standard chemical potentials s
j
j = 0j + Ij + RT ln aj, (6)
by introducing the interaction chemical potentials I
j
.
The interaction energy between adsorbents is a generally highly
non-linear function of all activities. In the absence of sufﬁciently
detailed ab-initio studies on the interaction energies,we choose the
simplest possible model here. We restrict ourselves to the pairwise
interactionof adsorbents onneighbouring surface sites. In this case,
the interaction energy density (per surface area) is quadratic in the
adsorbent concentration
GI = n
2
∑
jk
EIjk
cj,surf · ck,surf
surf
, (7)
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where EI
jk
is the interaction energy between surface species j
and k, cj,surf is the surface concentration of species j, and surf is
the surface site density. A quadratic interaction could potentially
include renormalied higher order interactions. We do not distin-
guish between fcc and hcc sites. n=6 is the coordination number
on a hexagonal lattice, i.e., the number of nearest-neighbours. The
chemical potential of interactions follows by derivation
Ij =
∂GI
∂cj,surf
= n
∑
k
EIjk
ck, surf
surf
(8)
A complete and consistent determination of all interaction ener-
gies EI
jk
is not available. Therefore, we estimate EI
jk
based on simple
assumptions as discussed below. More accurate interaction chem-
ical potentials though desirable are beyond the scope of this paper
because they would require exhaustive DFT calculations.
Dynamics of surface coverages j = cj,surfjsurf are governed by
dj
dt
= j
∑
i∈reaction
i,js˙i, (9)
where j is the number of surface sites occupied by species j and
surf is the surface site density [31]. In our mean-ﬁeld treatment,
the large molecules O∗2, HO
∗
2 and H2O
∗
2 occupy two surface sites,
and the small molecules H2O∗, O∗, HO∗ and H∗ occupy one surface
site.
The electric current density is determined by the charge-
transfer reactions (see Table 1).
I = Fsurf (s˙2 + s˙3 + s˙4 + s˙5 + s˙6) . (10)
In this article,westudyaqueous solutionswithpH=0andanoxy-
gen gas at atmospheric pressure. In agreement with the standard
deﬁnitions,we set the correspondingactivities tounityaO2 = aH+ =
aH2O = 1. For surface species we deﬁne activities via surface cover-
ages aj = j. We emphasize that the choice of activities is somewhat
arbitrary and strongly inﬂuences the reaction rates of the model.
This highlights the necessity to develop detailed ab-initio calcula-
tions of the attempt frequency (see Eq. 3) for a speciﬁc deﬁnition
of the activities (see Eq. 2).
We use the software tool Cantera to evaluate the reaction
rates (see Eq. 2) [47]. Our in-house software DENIS (Detailed Elec-
trochemistry and Numerical Impedance Simulation) sets up the
computation [31]. LIMEX is used to solve for the steady state of
the system of algebraic equations in Eq. 9 [48], i.e.,
dj
dt
= 0. (11)
3. Parameters
Platinum is an excellent catalyst for the ORR. The low index sur-
faces of platinum are ideally suited as model system to study the
ORR, both experimentally and theoretically [14–16,36,37]. In this
section we will discuss the ORR on the Pt(111) surface based on the
ab-initio study of Jacob et al. [36,37]. We calculate the thermody-
namic and kinetic parameters of our model from these results of
DFT.
Jacob et al. [36,37] performed detailed DFT simulations for
acidic aqueous electrolyte at T=298K and determined the chemi-
cal potentials of the surface species O∗2, HO
∗
2, H2O
∗
2, H2O
∗, O∗, HO∗,
and H∗. The chemical potentials of gaseous O2 and H2 as well as
of empty surface sites are zero by deﬁnition. Jacob et al. [36,37]
calculated the chemical potential of H2O as −4.57 eV. This num-
ber sets the open circuit voltage to 4.574 V = 1.14V. In contrast,
the experimentally observed open circuit voltage is 1.23V. This
discrepancy is caused by the electron conﬁguration of molecular
oxygen which is difﬁcult to capture in DFT calculations. In order to
Table 2
Chemical potentials of O∗2, O
∗ , HO∗ , HO∗2, H2O
∗
2, H2O
∗ , and H∗ on Pt(111).
Species O∗2 O
∗ HO∗ HO∗2 H2O
∗
2 H2O
∗ H∗
/eV −1.69 −1.70 −2.43 −2.11 −2.37 −2.83 −0.96
Fig. 2. Coverage dependent Gibbs energies GO∗ = 0O∗ + z2 EIO∗ O∗ for surfaces con-
taining only O∗ (red line) and GH∗ = 0H∗ + z2 EIH∗ H∗ for surfaces containing only H∗
(black dashed line), where EI
O∗ = 0.21eV [49] and EIO∗ = 0.08eV [50]. The black dots
represent the coverage dependent energies calculated by Légaré [49]. Note that
these Gibbs energies deviate from the corresponding standard chemical potentials,
e.g., s
O∗ = 0O∗ + zE
I
O∗ O∗
model the experimentally observed open circuit voltage, we shift
the binding free energies of all oxygen containing species O∗2, HO
∗
2,
H2O
∗
2, H2O
∗, O∗, and HO∗ accordingly. This results in the chemi-
cal potentials−1.69 eV,−2.11 eV,−2.37 eV,−2.83 eV,−1.70 eV, and
−2.43 eV, respectively (see Table 2).
In this paper, we take into account interactions between surface
adsorbents. These contribute signiﬁcantly to the overall chemical
potentials (see Eq. 8). From Jacob et al. [34] and Légaré [49] we
estimate EIO∗ = 0.21eV per interaction between oxygen atoms O∗
adsorbed on Pt(111). We use this interaction free energy for the
interaction among all surface species except for H* (see Eq. 6). For
interactions containing H*, we use EIH∗ = 0.08eV [50]. We discuss
the validity of this approximation based on simulations below. Our
choice results in corrections to the chemical potentials. If the sur-
face is completely coveredwith species occupying two surface sites
(O∗2, HO
∗
2, and H2O
∗
2), 
I
j
= 0.63eV. If the surface is completely cov-
ered with small species (O∗, HO∗, H2O∗), Ij = 1.26eV. We illustrate
this coverage dependence of free energies in ﬁg. 2.
Reaction kinetics is determined by activation energies (see Eq.
3). The values from Jacob et al. [36,37] are summarized in Table 1.
Jacob et al. [36,37] calculate the dependence of the activation ener-
gies on the electrolyte potential for ER proton transfer reactions
O∗ →HO∗, HO∗ →H2O∗, O∗2 → HO∗2, and HO∗2 → H2O∗2. We encode
this dependence in the symmetry factors˛i (see Eq. 3). LH reactions
require adsorbed hydrogen H∗. We assume the activation energy
Af,act = 0.30 eV and the symmetry factor ˛=0.50 for the transfer of
protons to the surface ∗→H∗ [36,37].
4. Results and discussion
In ﬁg. 3 we depict the simulated polarization curve. We observe
three regimes. For high cell voltages (U>0.7V) the Tafel slope
38mV/decade is low, at intermediate cell voltages (0.7V>U>0.2V)
the Tafel slope 131mV/decade is high, and at low cell voltages
U<0.2V the current decreases again. At high cell voltages, ORR
rates clearly follow a Tafel law. The Tafel slope at intermediate
D. Eberle, B. Horstmann / Electrochimica Acta 137 (2014) 714–720 717
Fig. 3. Polarization curve from elementary kinetic modeling on Pt(111) in acidic
electrolyte. We observe a change in Tafel slope at U=0.7V signalling a change in
reaction mechanism. The red lines represent Tafel slopes at high and intermediate
cell voltages ﬁtted to the polarization curve. The blue dashed lines demonstrate the
measurement uncertainty for the Tafel slope at intermediate cell voltages (see text).
Below U=0.2V, the reaction rate decreases due to surface blocking by H∗ .
cell voltages, however, is difﬁcult to measure, but lies in the range
110 . . .140mV/decade.
The general trend in Tafel slopes agrees with rotating-ring disc
experiments on single-crystalline Pt(111) surfaces [14–16], where
the Tafel slopes 60mV/decade and 120mV/decade were measured
at high and low cell voltages, respectively. The absolute values of
the overpotentials, however, are approximately 100mV lower in
our model than in experiments. This discrepancy might result from
the relatively large activation barriers calculated by Jacob et al.
[36,37] and our rough approximation for the attempt frequency
kf,0
i
.
Our modeling explains these trends in reaction activity. First,
we analyse the rates of the three dissociation reactions in ﬁg. 4.
These rates represent the three reactionmechanismsOO, OOH, and
HOOH. They increase exponentially with decreasing cell voltage
above U=0.2V. Below U=0.2V, the rates collapse, reminiscent of
the trends in current density. At high cell voltages the OO pathway
is dominating, at low cell voltages the OOH and HOOH pathways
[36–38]. Therefore,weattribute the lowTafel slope to theOOmech-
anism and the large Tafel slope to the OOH/HOOH mechanisms.
This transition in reaction mechanism can be rationalized on the
basis of the free energies of reaction intermediates (see ﬁg. 1). We
Fig. 4. Dissociation rates of the surface speciesO∗2, HO
∗
2, andH2O
∗
2, representative for
the three reaction pathways, over the cell voltage from elementary kinetics simula-
tions. The OO reaction mechanism dominates at large cell voltages, the OOH/HOOH
mechanisms at low cell voltages.
Fig. 5. Coverages of the surface species over the cell voltage from elementary kinet-
ics simulations. The surface is blocked by H∗ at low cell voltages and by O∗ at high
cell voltages.
observe that at low overpotentials protonization of HO∗2 and H2O
∗
2
is thermodynamically unfavoured, in contrast to protonization of
O∗.
In ﬁg. 5 we show the coverage of surface species. O∗ completely
covers the surface at high cell voltages U>0.8V, whereas H∗ cov-
ers it at low cell potentials U<0.2V. We conclude that strongly
adsorbed H∗ inhibits the ORR at low cell voltages. This was sug-
gested by experiments previously [14,16]. The change in reaction
mechanism and the surface blocking of H∗ adsorbents is reﬂected
in the rates of the protonization reactions in ﬁg. 6, too. We note
that the ER reaction rates are more than ten orders of magnitude
larger than the LH reaction rates. Thus, theORRmainly proceeds via
ER reaction stepswhich have signiﬁcantly lower activation barriers
than the LH steps [36,37].
The simulated O∗ surface blocking at high cell voltages demon-
strates the limitations of our simplemodel for adsorbent-adsorbent
interactions (see Eq. 6 and 7). Typically, it is believed that HO∗
covers the surface at these potentials based on two sets of experi-
ments: 1. Crystalline hydrogen bonded networks of HO∗ and H2O∗
were observed at extremely low temperatures and pressures via
microscopy [51]. 2. Improved activity of the ORR was attributed
to destabilization of HO∗ [39,52]. Calculations predict that directed
hydrogen bonds mediate attractive adsorbent-adsorbent interac-
tions and improve HO∗ binding energy [53,54]. The dynamics of
HO∗ on surfaces in aqueous electrolyte at room temperature, how-
ever, are not yet fully understood. Furthermore, counting hydrogen
Fig. 6. Reaction rates of proton transfer steps; ER (1, 2, 3, and 4); LH (5, 6, 7 and 8);
O∗2 → HO∗2 (1 and 5); HO∗2 → H2O∗2 (2 and 6); O∗ →HO∗ (3 and 7); HO∗ →H2O∗ (4
and 8). The reaction is following the ER steps over the whole potential range.
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Fig. 7. Sensitivity analysis of current density at different cell voltages ((a) 0.9V, (b) 0.6V, (c) 0.3V). We vary the preexponential factors of all reactions by 10%. The sensitivity
of charge transfer reactions conﬁrms our understanding of the reaction mechanisms.
bonds is non-trivial in presence of aqueous solutions and mixtures
of adsorbents. Therefore, further research is necessary to improve
our understanding of (attractive) hydrogen bonds on surfaces
under realistic conditions in competition with other (repulsive)
interactions [51].
Rate-limiting steps are determined by sensitivity analysis (see
ﬁg. 7). We evaluate the sensitivity
s˙i =
∣∣∣(	I/I)/(	kf,0i /kf,0i )∣∣∣ (12)
at various cell voltages by varying the preexponential factors by
+10%. This analysis of the reaction mechanism and the determi-
nation of rate-limiting steps sufﬁce to predict the change in Tafel
slopes observed in simulation (see ﬁg. 3) and experiments [13]. For
high cell voltages, the OO reaction pathway is dominant and the
reactionHO∗ →H2O∗ is rate-limiting. Since the remaining reactions
are in equilibrium, the coverage of HO∗ is in equilibrium
aHO∗ ∝ a∗
√
a exp
(
−FU
RT
)
. (13)
Assuming that the reaction O∗ →HO∗ is in the Tafel regime, we
estimate the current density with reaction 1 (see Table 1)
i ∝ aHO∗ exp
(
−0.56FU
RT
)
∝ a∗
√
a exp
(
−0.39zFU
RT
)
(14)
with the carge number z =4 and read off the symmetry factor
˛=0.39. This exactly matches the Tafel slope 38mV/decade found
in our simulation. At low cell voltages, the OOH/HOOH reaction
pathway is dominant with the two rate-limiting reactions O∗2 →
HO∗2 and HO
∗
2 → H2O∗2. The mixture of reaction pathways and the
existence of two rate-limiting steps complicate the analysis. Nev-
ertheless, we present a rough estimate of the Tafel slope. If the
coverage of O∗2 is in equilibrium, its coverage will be
aO∗2
∝ a2∗aO2 . (15)
With the rough assumption that the reaction O∗2 → HO∗2 is in
the Tafel regime, we estimate the current density (see Table 1)
i ∝ aO∗2 exp
(
−0.69FU
RT
)
∝ a2∗aO2 exp
(
−0.17zFU
RT
)
(16)
with the charge number z =4 and read off the symmetry factor
˛=0.17, i.e., the Tafel slope 87mV/decade. In summary, we proof
howthechange inTafel slopeoriginates fromthechange in reaction
mechanism.
The preceding analysis allows conclusions about the oxygen
reaction order. It was measured that the oxygen reaction order of
the ORR on Pt(111) is close to unity for all cell voltages [14,55].
Fig. 8. Polarization curve from elementary kinetic modeling. The red line neglects
adsorbent-adsorbent interactions, while the black line includes these interactions
(see ﬁg. 3). We conclude that interactions between adsorbents are necessary for an
accurate description of the ORR.
At low and intermediate cell voltages, our simulations show rate-
limiting O2 dissociation and the OOH/HOOH mechanisms. In these
cases, the oxygen reaction order unity is expected as demonstrated
in Eq. 16. At high cell voltages, however, the oxygen reaction order
for the OO mechanism expected from Eq. 14 is 0.5. Because the
density of free surface sites ∗ = a∗ decreases for increased oxygen
partial pressure (see reactions 10-13 in Tabel 1), we ﬁnd an even
smaller oxygen reaction order close to zero. Note that Jinnouchi
et al. [45] simulate realistic oxygen partial pressures, but neglect
empty sites ∗, which is thermodynamically inconsistent. We pro-
pose that detailed modeling of adsorbent-adsorbent interactions
lowers effective binding energies and resolves this issue.
Inﬁg. 8,we comparepolarization curves for different interaction
strengths between surface adsorbents. In the absence of repulsion,
the ORR proceeds in a narrow voltage window around U=0.5V
only. The current density is reduced by eight orders of magnitude,
because oxygen atoms at low overpotentials and hydrogen atoms
at high overpotentials bind very strongly to the surface and inhibit
the ORR. The reaction can only proceed at optimal overpotentials.
The strong dependence of ORR reaction kinetics on the adsorbent-
adsorbent interactions emphasizes the need for detailed studies
of the interactions among all surface adsorbents. These interac-
tions are ignored in most studies, even though their importance
is discussed in the literature [56].
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5. Conclusion
In this article we discuss elementary kinetics modeling of the
ORR on Pt(111).We implemented the detailed reactionmechanism
onPt(111) determined by Jacob et al. [36,37]which includes activa-
tion barriers aswell as entropic and electrolyte corrections. Despite
using mean-ﬁeld theory, our simulations validate the change in
reaction mechanism from OO to OOH/HOOH mechanisms. The
associated change in Tafel slope is explained by a change in the rate
determiningsteps. Inour simulations, the surface isblockedwithO∗
at lowoverpotentials andH∗ at large overpotentials.We emphasize
that these properties are strongly affected by the coverage depen-
dence of energies, i.e., the interactions between adsorbents. Our
knowledge of these interactions is not sufﬁcient for conﬁdent theo-
retical predictions.Quantitativedisagreementsbetweenmodel and
experiments are also due to superﬁcial understanding of reaction
kinetics.
In summary, we have shown that mean-ﬁeld theory is able to
capture the basics of the ORR in acidic media based on DFT without
any ﬁtting parameter. More accurate predictions will require going
beyond single particle physics both in static quantum calculations,
i.e., DFT, and (semi-)classical dynamic calculations.
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ABSTRACT: Compact solid discharge products enable energy storage devices with high
gravimetric and volumetric energy densities, but solid deposits on active surfaces can disturb
charge transport and induce mechanical stress. In this Letter, we develop a nanoscale
continuum model for the growth of Li2O2 crystals in lithium−oxygen batteries with organic
electrolytes, based on a theory of electrochemical nonequilibrium thermodynamics originally
applied to Li-ion batteries. As in the case of lithium insertion in phase-separating LiFePO4
nanoparticles, the theory predicts a transition from complex to uniform morphologies of
Li2O2 with increasing current. Discrete particle growth at low discharge rates becomes
suppressed at high rates, resulting in a ﬁlm of electronically insulating Li2O2 that limits cell
performance. We predict that the transition between these surface growth modes occurs at
current densities close to the exchange current density of the cathode reaction, consistent
with experimental observations.
SECTION: Energy Conversion and Storage; Energy and Charge Transport
Crystallization on active surfaces is essential in manybattery and electrodeposition processes. Crystalline
reaction products oﬀer the potential for compact and
lightweight energy storage, but accommodating such deposits
is challenging for electrode design. The wide range of
conditions during crystallization causes a multitude of growth
morphologies in electrochemical systems. In lead−acid
batteries, particle sizes of deposited Pb depend on voltage
sweeping rates;1 in alkaline Zn batteries or Zn−O2 batteries,
electrodeposited ZnO undergoes a transition from ﬁlm-growth
to dendritic-growth as a function of cycling depth,2 inﬂuenced
by electrolyte additives;3 in metal electrodeposition, dendritic
growth depends sensitively on the electrolyte composition and
applied current;4−6 in rechargeable lithium batteries, morpho-
logical changes in Li metal anodes during dissolution, plating,
and dendritic growth,6 are a critical challenge, subject to
ongoing modeling eﬀorts.7,8
Recent experiments on Li−O2 batteries with ether-based
electrolyte have revealed that the electronically insulating
discharge product Li2O2 can deposit in complex toroid-like
morphologies11−13 or thin ﬁlms.12−14 In contrast, only quad-
shaped particles have been observed in sodium−oxygen
batteries so far.15 Li−O2 batteries are prominent candidates
for next-generation batteries that can replace conventional
combustion technologies.16−21 Although the stability of oxygen
electrode and electrolyte remains a challenge for practical Li−
O2 batteries, ether-based electrolytes remain relatively
stable.22,23
The morphology of Li2O2 formed upon discharge in ether-
based electrolytes has an as-yet unexplained dependence on the
applied current. An evolution from single-crystalline disc to
complex toroid-like morphologies during discharge was ﬁrst
observed in nanostructured electrodes with large surface
areas9,11 (Figure 1). This has since been conﬁrmed on diﬀerent
carbon substrates at low surface speciﬁc rates.7,9,11,23,24
Although the disc-like particles reach 100 nm sizes, toroid-
like particles can grow much larger, and the electron transport
path and growth mechanisms are just beginning to be
understood.10 Regardless of this complex behavior at low
rates, however, Li2O2 forms a crystalline ﬁlm on the active
surfaces of the cathode at high surface speciﬁc rates that limits
the electrode capacity and achievable power density. When the
ﬁlm thickness approaches 5 nm, the active surfaces become
passivated, as electronic resistance increases with thickness.25
In this Letter, we model the rate-dependent morphological
transition in Li2O2 growth, using the recently developed
variational theory of electrochemical kinetics26−31 applied to
classical surface-growth models.32−34 The theory predicts a
transition, which starts in the ﬁrst monolayer, from particle
growth to ﬁlm growth when the current exceeds the exchange
current for the oxygen reduction reaction. We validate that this
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is consistent with experimental observations. The mechanism is
analogous to the suppression of phase separation in LiFePO4
nanoparticles, ﬁrst predicted by the same general theory.28−30
Theory. Existing models of Li−O2 batteries are either
macroscopic or atomistic. Cell-level models propose pore
blocking due to reaction products35−39 and surface passiva-
tion.25,40 Atomistic models discuss the surface structure of
Li2O2 crystals,
41−45 the kinetics of the oxygen reduction/
evolution in aprotic electrolytes,41,45,46 and the electron
conductivity of Li2O2.
25,42,47 Here, we develop a nanoscale
continuum model based on these atomistic studies, which
bridges the gap to macroscopic models by predicting
morphological selection in the early stages of surface growth.
We model the electrodeposition oxygen reduction reaction
(ORR),
+ + ⇌+ −2Li O 2e Li O2 2 2 (1)
on a carbon surface in (1 + 1)-dimensional space, i.e., through
the height of the crystal h(x) as a function of the projected
surface coordinate x (see Figure 2). In this way, Li2O2
molecules align in columns growing at the electrochemically
controlled rate ∂h/∂t. The continuous evolution of h(x,t) is a
standard mathematical description of surface growth.48
We choose the O−rich(0001)-surface for the top-facets and
the (1100)-surface for the side-facets.44 d|| = 0.380 nm and d⊥ =
0.313 nm are the corresponding distances between Li2O2
molecules in the bulk crystal.47 Our choice is motivated by
the Wulﬀ shape of the Li2O2 crystal, reconstructed from ab
initio simulations of the surface energies.41−44 It agrees with
microscopy of the preferred crystal orientation in disc-like and
toroid-like particles.10 Integer values of h̃ = h/d|| correspond to
completely deposited monolayers, and noninteger values
correspond to intermediate states and partially ﬁlled layers.
We extract the surface energies σ from ab initio
calculations.44 Our 1D surface model is based on σ⊥
1D =
σ⊥A⊥/d⊥ = 140 meV/d⊥ and σ||
1D = σ||6A||/2d|| = 540 meV/d||,
where A⊥ = √3d⊥2 /2 and A|| = d⊥d||/√3 are the areas of the
top-facets and side-facets of individual molecules, respectively.
The predicted Wulﬀ shape varies among diﬀerent studies,41−44
but does not aﬀect our main result below; the growth mode
goes through a transition close to the exchange current, for any
of these Wulﬀ shapes.
We describe the current density proﬁle I(x,t) using
generalized Butler−Volmer kinetics based on nonequilibrium
thermodynamics, recently developed by Bazant et al.26 and
applied to intercalation dynamics in Li-ion batteries.27−31,49
Here, we apply the theory for the ﬁrst time to surface growth,
using a diﬀerent model for the Li2O2 chemical potential,
μ δ
δ
δ
δ
= = ⊥G cc d d
G h
h
[ ] [ ]
(2)
which is the variational derivative of the Gibbs free energy G =
∫ 0Lg dx (deﬁned below), where c(x,t) = h(x,t)/(d||d⊥) is the
concentration of Li2O2 molecules per substrate length. We
choose as reference state, where μ = μΘ, the fully charged state
without any Li2O2 at room temperature, and atmospheric
pressure (h = 0, T = 298.15 K, p = 1 atm). The battery voltage,
E, has the open circuit value, E0 in this reference state. We
assume constant activities for lithium ions, oxygen molecules,
and electrons, aLi+ = aO2 = ae− = 1, during morphology selection
in the early stages of growth, since thin Li2O2 deposits (<15
molecular layers) have negligible electronic resistivity25 and
cause negligible electrolyte depletion at typical currents. In
equilibrium, the voltage increment, ΔΦ = E − E0, is then given
by the Nernst equation,
μ μΔΦ = − = −
Θk T
e
a
e2
ln
2eq
B
(3)
where a is the Li2O2 activity. The variational activity, a, and the
chemical potential, μ, determine the thermodynamics of Li2O2
deposits up to a few monolayers and depend sensitively on
their proﬁle, h(x,t) (see eq 2).
Out of equilibrium, the two-dimensional current density
I(x,t) (per substrate area) is given by the Butler−Volmer
equation,
= · −α η α η− −I A I e e[ ]e k T e k T0 2 / (1 )2 /B B (4)
in terms of the activation overpotential η, the exchange current
density I0,
26 and a geometrical factor converting substrate
length to normal surface length A,48
η = ΔΦ − ΔΦeq (5)
γ
=
α
‡
I
ek a2
0
0
(6)
Figure 1. Galvanostatic discharge of Li−O2 battery with CNT
cathode.9,10 The average Li2O2 thickness at 100 nAh/cm
2 is 1
molecular monolayer. (a) Discharge voltage for various discharge
currents. (b) TEM micrograph for I = 2 nA/cm2 at 280 nAh/cm2 with
individual particles. (c) TEM micrograph for I = 50 nA/cm2 at 840
nAh/cm2 with coating by small particles. Currents are normalized to
true surface area.
Figure 2. Scheme of the (1 + 1)-D surface model. Individual Li2O2
molecules are added on top of a surface crystal of height h(x,t) at the
rate ∂h/∂t. The dimensionless variables h̃ = h/d|| and x ̃ = x/d⊥ are used
for height and surface coordinate, where d|| and d⊥ are the distances
between molecules in the horizontal and vertical direction.
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h
x
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2
(7)
respectively. Note that in our model, I0 depends on activity,
which is a complicated function of the height proﬁle h(x). We
assume that the ﬁrst charge transfer step in the ORR (1) is rate
limiting and symmetric (α1 = 1/2), so the overall charge
transfer coeﬃcient is α = 1/4 (see Supporting Information and
also refs 41 and 46), which is consistent with the Tafel slope
measured on glassy carbon.50 The activity coeﬃcient of the
transition state γ‡ is approximately constant and can be
estimated by Marcus theory26 because it is dominated by
desolvation. Setting γ‡ = 1, the rate constant k0 is determined
by Tafel analysis below.
The thermodynamics of surface growth are deﬁned by the
Li2O2 free energy density, g = gb + gs per substrate length. We
estimate the bulk contribution as
π
π π= − ̃ + ̃
⊥
g
e
d
E h E h
2
[ sin ( )]b 0 1
2
(8)
where μΘ = −2eE0 is determined by the open circuit voltage.
Our choice is motivated by the following: With complete
molecular layers, i.e., at integer ratios h̃ = h/d||, the system is in
equilibrium (Figure 3). The voltage barrier E1 for homoepitax-
ial growth of a monolayer between these metastable equilibria
accounts for the increased free energy of reaction intermediates
(see Figure 3). The parameters E0 and E1 are taken from
galvanostatic discharge measurements. We ﬁnd the open circuit
voltage E0 = 2.96 V and the typical overpotential E1 = 0.2 V, at
which all reaction steps are downhill in energy.25,46 We add
Gaussian noise with standard deviation 0.004 V = 0.15 kBT/e to
E1 to model molecular ﬂuctuations. The microscopic surface
energy density is gs
micro = σ⊥
1D|θ(h)| + σ||
1D|∂h/∂x|. Our
continuous description,
σ σ σ σ σ= + + − − β⊥ ⊥ ⊥ − ̃g A e12 [ ( ) ]
h
s
1D 1D 1D 1D 1D /22
(9)
smoothes the orientation-dependent surface energy (ﬁrst
term)33 and distributes the nucleation energy σ⊥
1D to initiate
growth over a few monolayers with β = 6 (second term).
The chemical potential then takes the dimensionless form
μ μ κ̃ = ̃ ̃ − ̃
+
∂ ̃
∂ ̃
∂
∂
⎡
⎣⎢
⎤
⎦⎥( )
h( )
1
h
x
h
x
hom 2 3/2
2
2
(10)
where μ̃ = μ/kBT and x ̃ = x/d⊥. The homogeneous term
μ π̃ = − ̃ + ̃ ̃ + ̃ ̃ β− ̃E E h E hesin(2 ) hhom 0 1 2 /2
2
(11)
describes a uniform ﬁlm of h̃ = h/d|| layers, where E2 = βσ⊥
1Dd⊥/
2e is the nucleation voltage to initiate heteroepitaxial growth
and Ẽi = 2eEi/kBT. The inhomogeneous term reproduces the
Cahn−Hilliard (CH) gradient expansion,51 Δμ̃ ∼ κ ̃∂2h̃/∂x ̃2, for
small inclinations |∂h/∂x| ≪ 1 with a dimensionless gradient
energy penalty, κ̃ = (σ⊥
1D + σ||
1D)d||
2/(d⊥2kBT). In contrast to the
CH model, however, the gradient energy saturates at large
inclinations.
The dynamics of surface growth follow from the theory of
electrochemical nonequilibrium thermodynamics,26
μ μ∂ ̃∂ ̃ −
∂
∂ ̃ ̃ ̃
∂ ̃
∂ ̃ = ̃ ̃ ΔΦ̃⎜ ⎟
⎛
⎝
⎞
⎠
c
t x
Mc
x
I( , )
(12)
where M̃ = MkBT/(A⊥d⊥
2k0) is the dimensionless mobility for
surface diﬀusion, and I ̃ = I/(2ek0) is the dimensionless current
density scaled to the exchange current density in the standard
state (a = 1). Since the dynamics is reaction limited, the
dimensionless time, t ̃ = tA⊥k0, is scaled to the standard
exchange time per surface site. This equation generalizes the
CH and Allen−Cahn equations for electrochemistry. As in the
case of anisotropic LiFePO4 nanoparticles,
27 diﬀusion can be
neglected (M = 0) to yield the Butler−Volmer Allen−Cahn
reaction (ACR) equation,26,28 which, using eqs 3-7, takes the
dimensionless form
̃
̃ = +
= −α α μ
∂ ̃
∂ ̃
∂
∂
− ΔΦ̃ − ΔΦ̃+ ̃ + ̃
( )
h
t
e e
1
h
t
h
x
E
2
(1 ) 0+
+
(13)
where ΔΦ̃ = 2eΔΦ/kBT. For galvanostatic discharge, the ACR
equation is solved subject to the constraint of constant mean
current density,28
∫= ̃∼I L I x1 d
L
0 (14)
where L is the substrate length. Numerical integration of eq 13
with periodic boundary conditions is performed in MATLAB
employing the implicit DAE-solver ode15s, and some analytical
results are also possible.
Results. The mechanism of rate-dependent morphology can
be understood by approximating eq 13 in the linear and the
Tafel regimes of small and large dimensionless overpotential, η̃
= 2eη/kBT < 0, respectively. Since we set γ‡ = 1, the Li2O2
chemical potential only inﬂuences the backward (dissolution)
reaction. At low rates, I ̅ ≪ I0 or |η̃|≪ 1, the forward
(deposition) and backward reaction both contribute to the
overall linear response, so the Li2O2 chemical potential drives
the growth,
η μ
̃
̃ ∼ − ̃ = − ΔΦ̃ + ̃ + ̃
h
t
E( )0
+
+ (15)
Aside from the arc-length correction (left side), this is
equivalent to the classical Allen-Cahn equation. Analogous to
spinodal decompositions, homogeneous growth becomes
Figure 3. Homogeneous Gibbs free energy density ghom + 2eE0h̃/d⊥
(in units of eV/d⊥) of a Li2O2 deposit versus dimensionless surface
height h̃ = h/d|| with molecule distance d||. The system is in metastable
equilibrium at integer h̃. During growth of the ﬁrst monolayer h̃ ≤ 1, a
nucleation barrier caused by the surface energy σ⊥ must be overcome.
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unstable when ∂μ̃/∂h̃ = 0, and particles develop. In the Tafel
regime, far above the exchange current, I ̅≫ I0 or |η̃| ≫ 1, the
backward reaction is negligible, and the overall rate becomes
independent of the chemical potential,
̃
̃ ∼
α− ΔΦ̃h
t
e
+
+ (16)
enforcing ﬁlm growth. In summary, the theory predicts a
transition from particle to ﬁlm growth with increasing discharge
rate, analogous to the suppression of phase separation in
LiFePO4.
28,29
As with ion intercalation,28,29 the transition in surface growth
can be precisely identiﬁed by linear stability analysis.
Fluctuations of dimensionless wavenumber k ̃ = kd⊥ = 2π/λ ̃ in
a uniformly growing, homogeneous ﬁlm, h̃0 =
∼
I t ̃ (the base
state), grow with the exponential rate,
η
μ μ
π π β κ
η
̃ ̃ = −− ̃ −
∂ ̃
∂ ̃ −
̃ ∂ ̃
∂
= − ̃ ̃ + ̃ − ̃ + ̃ ̃− ̃ −
∼ ∼
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2
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where η̃0 is the overvoltage required for uniform growth, which
solves I(̃h̃0,η̃0) =
∼
I . We derive this equation in the Suppporting
Information (see eq S19). The dynamics are unstable (s ̃ > 0)
for all currents if ∂μ/∂h = ∂2g/∂h2 < 0. Indeed, this occurs
between the equilibria at full molecular layers (see Figure 3).
Development of instabilities into particles requires that they
grow faster than the homogeneous ﬁlm, i.e., s ̃ >
∼
I . We evaluate
this condition for marginal stability in Figure 4a for the most
unstable wavelength λ ̃ → ∞ and the most stable wavelength λ ̃
= 3 at which particles can still develop. Note that local noise
favors small wavelengths. Above a critical current, growth will
be homogeneous. This analysis overestimates the critical
currents, as it neglects the nonlinearity of the dynamics. The
transition from particle growth to ﬁlm growth is broad because
of the strong dependence of the marginal stability on the
wavelength of the ﬂuctuation. Growth is most unstable during
nucleation of the ﬁrst monolayer when the nucleation energy Ẽ2
must be overcome. Thus, at intermediate currents, nucleation
of particles can be followed by homogeneous growth at thicker
coatings.
The numerical stability analysis shown in Figure 4b conﬁrms
this picture. Far below the exchange current, the growth of
distinct particles is signaled by normalized standard deviations
of the height proﬁle h(x) larger than unity. Above the exchange
current, a tiny surface roughness signals ﬁlm growth. An
intermediate regime of particle coatings separates these
extremes.
The exchange current density I0 is determined via Tafel
analysis.12 We must carefully interpret this measurement
because the exchange current density depends on Li2O2 activity
and height proﬁle in our model (see eq 6). Experimental Tafel
analysis adjusts the Tafel slope to match the kinetics of uniform
growth at large rates, which is described by eq 16. The current
is then extrapolated from the large overpotential regime to zero
overpotential ΔΦ = 0, yielding the value I0Θ = 2ek0 = 2 nA/cm2.
It corresponds to the exchange current density in the
thermodynamic standard state, where a = 1. The thermody-
namic standard state is the fully charged battery without Li2O2,
i.e., h(x) = 0. The instabilities, however, develop close to the
spinodal point, h ≈ d||/4. Therefore, the critical current for the
transition in Li2O2 morphology is the exchange current density
evaluated at the spinodal point, i.e.,
= = = =αΘI I h d I a( /4) 500 nA/cmdc 0 0 /4 2 (18)
This exchange current agrees with the transition current
predicted by linear stability analysis as demonstrated in Figure
4. Our Tafel analysis gives the symmetry factor α = 0.1 on
carbon nanotubes (CNTs)12 and α = 0.2 on glassy carbon.50
The small apparent symmetry factor observed on CNTs could
stem from additional overpotentials, e.g., diﬀuse double layers
in the solid due to low electron conductivity in Li2O2.
52,53
Therefore, we evaluate our model for the theoretical value α =
0.25 as discussed above.
These parameters allow the quantitative comparison between
model and experiment. Electron mircoscopy images of Li2O2
on CNT electrodes during galvanostatic discharge are shown in
Figure 1b/c.9−12 The predictions of our surface growth model
are summarized in Figure 5a. At very low surface speciﬁc
discharge rates 2 nA/cm2 ≪ Ic, distinct disc-like particles
nucleate and evolve into toroid-like ones (compare with Figure
Figure 4. (a) Dependence of spinodal region on the applied current.
The curves give the boundary between particle growth and ﬁlm growth
according to linear stability analysis, i.e., S(k;̃
∼
I ) =
∼
I (see eq 17). The
black line corresponds to the most unstable wavelength λ → ∞, the
blue line to the most stable wavelength λ = 3d⊥. Dimensionless height
h̃ = h/d|| is shown. (b) Surface roughness after numerical evolution to
mean height h̃ = 2d||. The standard deviation Δ[h] of h(x) normalized
by mean height h̅ (see eqs S20, S21) is depicted as a function of mean
discharge rate I ̅ (see eq 14). The dashed lines illustrate the transition
from growth of discrete particles over particle coating to ﬁlm growth as
a function of discharge current I.̅
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1b). At intermediate rates 50 nA/cm2 < Ic, small particles are
coating the CNTs (compare with Figure 1c). At very large rates
400 nA/cm2 ≳ Ic, a ﬁlm is coating the CNTs. This prediction is
in excellent agreement with the ﬁlms observed at 1000 nm/cm2
on glassy carbon in ref 25. We note that the amorphous
coatings reported in ref 13 were observed in the regime of
intermediate currents.
Next, we validate cell voltages as shown in Figure 1a and
Figure 5b. Note that the simulations start at nonzero currents
and overvoltages. The cell voltage goes through a minimum
when 1/4 molecular monolayers are formed, and the system
becomes unstable ∂μ/∂h < 0 (see eq 17). The dip in cell
potential is determined by the nucleation energy at low rates,
i.e., σ⊥
1D. It is a bit smaller in experiment than in theory, possibly
due to surface defects, averaging over numerous CNTs and
surface capacities. Due to our choice of the symmetry factor, α
= 1/4, overvoltages are generally too low, which may also
reﬂect neglected transport and reaction processes in the solid.
Finally, we analyze the predicted particle shape and particle
density at very low currents. Our theory explains the presence
of disc-shaped particles at low rates and capacities. These were
found to be precursors of aggregated toroid-like particles.10 The
aspect ratios σ⊥
1D/σ||
1D = 0.15 found in our simulation (see
Figure 5a) agree with the theoretical Wulﬀ shape and the values
observed by microscopy in ref 10. We demonstrate this by
continuing our simulations to larger capacities, at which
individual discs can be imaged (see Figure 6a). Furthermore,
the predicted average particle distance of roughly 500 nm is
consistent with experimental imaging (see Figure 6b).
Conclusion. In this Letter, we have developed a theory of
electrodeposition based on nonequilibrium thermodynamics,
combining existing models for surface growth and electro-
chemical reaction rates. The model quantitatively describes the
experimentally observed transition from particle growth to ﬁlm
growth of Li2O2 during galvanostatic discharge of an Li−O2
battery with increasing current. The predicted transition takes
place around the exchange current Ic of the oxygen reduction
reaction evaluated at the nucleation barrier for growth of the
ﬁrst monolayer. This characteristic current is 2 orders of
magnitude larger than the exchange current I0
Θ from Tafel
analysis of high-rate ﬁlm growth observed in experiments.
Our theoretical framework for electrochemically driven
surface growth could be applied to other systems, such as
Na−O2 batteries,15 or extended to further dynamical regimes.
After the initial phase of Li2O2 particle nucleation analyzed
here, the particle morphology evolves from disc-like to toroid-
like under certain conditions.54 This may be describable by our
approach, e.g., by including electron transport and elastic strain.
Understanding the principles of Li2O2 crystallization is
important for overcoming cell performance limitations due to
the low electronic conductivity of Li2O2.
The morphological transition from heterogeneous to
homogeneous at a critical rate is a general prediction of the
variational theory of chemical kinetics.26 Using the same theory
for reaction-limited dynamics of a concentration variable, c ̃ = h̃,
such a transition was ﬁrst predicted for lithium intercalation in
LiXFePO4 nanoparticles,
28 as the suppression of phase
separation into LiFePO4 and FePO4 domains. The only
diﬀerence lies in the thermodynamics of intercalation, given
by a Cahn−Hilliard regular solution model.27 LiXFePO4
intercalation is predicted to be stable and uniform above a
critical current Ic(X), somewhat below the typical Tafel
exchange current due to coherency strain.29 In contrast,
Li2O2 growth is always unstable, but transitions from high to
low surface roughness at a critical current far above the Tafel
exchange current. In both cases, however, the transition occurs
close to the exchange current at the spinodal point due to the
exponential (Arrhenius, Butler−Volmer) dependence of the
Figure 5. Simulated surface growth for various discharge currents I.̅
(a) Height proﬁle in during galvanostatic discharge to two molecular
monolayers. The Li2O2 morphology undergoes a transition from
discrete particles (I = 2 nA/cm2), over particle coatings (I = 50 nA/
cm2) to ﬁlms (I = 400 nA/cm2) with increasing rate. (b) Cell potential
during galvanostatic discharge. The dip corresponds to the nucleation
process.
Figure 6. (a) Validation of disc-like particle morphologies realizing the
Wulﬀ-shape at I = 2 nA/cm2.10 The shaded area shows a modeled disc
shape. The aspect ratio in micrograph and model agrees. (b) The
average particle distance is in the same order of magnitude, 500 nm, in
SEM micrograph and theory.
The Journal of Physical Chemistry Letters Letter
dx.doi.org/10.1021/jz401973c | J. Phys. Chem. Lett. 2013, 4, 4217−42224221
reaction rate on the local overpotential, or free energy of
reaction.
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A.; Janek, J.; Adelhelm, P. Nat. Mater. 2012, 12, 228.
(16) Abraham, K. M.; Jiang, Z. Electrochem. Sci. Technol. 1996, 143, 1.
(17) Girishkumar, G.; McCloskey, B.; Luntz, A. C.; Swanson, S.;
Wilcke, W. J. Phys. Chem. Lett. 2010, 1, 2193.
(18) Christensen, J.; Albertus, P.; Sanchez-Carrera, R. S.; Lohmann,
T.; Kozinsky, B.; Liedtke, R.; Ahmed, J.; Kojic, A. J. Electrochem. Soc.
2012, 159, R1.
(19) Bruce, P. G.; Freunberger, S. A.; Hardwick, L. J.; Tarascon, J.-M.
Nat. Mater. 2012, 11, 19.
(20) Lu, Y.-C.; Gallant, B. M.; Kwabi, D. G.; Harding, J. R.; Mitchell,
R. R.; Whittingham, M. S.; Shao-Horn, Y. Energy Environ. Sci. 2013, 6,
750.
(21) Scrosati, B.; Garche, J. J. Power Sources 2010, 195, 2419.
(22) McCloskey, B. D.; Bethune, D. S.; Shelby, R. M.; Girishkumar,
G.; Luntz, A. C. J. Phys. Chem. Lett. 2011, 2, 1161.
(23) Lu, Y.-C.; Kwabi, D. G.; Yao, K. P. C.; Harding, J. R.; Zhou, J.;
Zuin, L.; Shao-Horn, Y. Energy Environ. Sci. 2011, 4, 2999.
(24) Black, R.; Oh, S. H.; Lee, J.-H.; Yim, T.; Adams, B.; Nazar, L. F.
J. Am. Chem. Soc. 2012, 134, 2902.
(25) Viswanathan, V.; Thygesen, K. S.; Hummelshøj, J. S.; Nørskov,
J. K.; Girishkumar, G.; McCloskey, B. D.; Luntz, A. C. J. Chem. Phys.
2011, 135, 214704.
(26) Bazant, M. Acc. Chem. Res. 2013, 46, 1144.
(27) Singh, G. K.; Ceder, G.; Bazant, M. Z. Electrochim. Acta 2008,
53, 7599−7613.
(28) Bai, P.; Cogswell, D. A.; Bazant, M. Z. Nano Lett. 2011, 11,
4890.
(29) Cogswell, D. A.; Bazant, M. Z. ACS Nano 2012, 6, 2215.
(30) Ferguson, T. R.; Bazant, M. Z. J. Electrochem. Soc. 2012, 159,
A1967.
(31) Cogswell, D. A.; Bazant, M. Z. Nano Lett. 2013, 13, 3036.
(32) Burton, W. K.; Cabrera, N.; Frank, F. C. Philos. Trans. R. Soc.
London, Ser. A: Math. Phys. Sci. 1951, 243, 299.
(33) Stone, H. A.; Margetis, D. In Handbook of Materials Modeling.
Vol. I: Methods and Models; Yip, S., Ed.; Springer: The Netherlands,
2005; Vol. I; Chapter 4.8, p 1.
(34) Margetis, D.; Aziz, M.; Stone, H. Phys. Rev. B 2005, 71, 165432.
(35) Sandhu, S.; Fellner, J.; Brutchen, G. J. Power Sources 2007, 164,
365.
(36) Williford, R.; Zhang, J.-G. J. Power Sources 2009, 194, 1164.
(37) Andrei, P.; Zheng, J. P.; Hendrickson, M.; Plichta, E. J. J.
Electrochem. Soc. 2010, 157, A1287.
(38) Neidhardt, J. P.; Fronczek, D. N.; Jahnke, T.; Danner, T.;
Horstmann, B.; Bessler, W. G. J. Electrochem. Soc. 2012, 159, A1528.
(39) Horstmann, B.; Danner, T.; Bessler, W. G. Energy Environ. Sci.
2013, 6, 1299.
(40) Albertus, P.; Girishkumar, G.; McCloskey, B.; Sanchez-Carrera,
R. S.; Kozinsky, B.; Christensen, J.; Luntz, A. C. J. Electrochem. Soc.
2011, 158, A343.
(41) Mo, Y.; Ong, S.; Ceder, G. Phys. Rev. B 2011, 84, 1.
(42) Radin, M. D.; Rodriguez, J. F.; Tian, F.; Siegel, D. J. J. Am. Chem.
Soc. 2011, 134, 1093.
(43) Radin, M. D.; Tian, F.; Siegel, D. J. J. Mater. Sci. 2012, 47, 7564.
(44) Hummelshøj, J. S.; Luntz, A. C.; Nørskov, J. K. J. Chem. Phys.
2013, 138, 034703.
(45) Viswanathan, V.; Speidel, A.; Scheffler, R.; Gowda, S.; Luntz, A.
C. J. Phys. Chem. Lett. 2013, 4, 556.
(46) Hummelshøj, J. S.; Blomqvist, J.; Datta, S.; Vegge, T.; Rossmeisl,
J.; Thygesen, K. S.; Luntz, a. C.; Jacobsen, K. W.; Nørskov, J. K. J.
Chem. Phys. 2010, 132, 071101.
(47) Ong, S.; Mo, Y.; Ceder, G. Phys. Rev. B 2012, 85, 2.
(48) Barabasi, A.-L.; Stanley, H. E. Fractal Concepts in Surface Growth;
Cambridge University Press: Cambridge, U.K., 1995.
(49) Burch, D.; Bazant, M. Z. Nano Lett. 2009, 9, 3795.
(50) Lu, Y.-C.; Shao-Horn, Y. J. Phys. Chem. Lett. 2013, 4, 93.
(51) Cahn, J. W.; Hilliard, J. E. J. Chem. Phys. 1958, 28, 258.
(52) Bazant, M. Z.; Chu, K. T.; Bayly, B. J. SIAM J. Appl. Math. 2005,
65, 1463.
(53) Biesheuvel, P.; van Soestbergen, M.; Bazant, M. Electrochim.
Acta 2009, 54, 4857.
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1. Numerical details
We numerically integrate the DAE system of Eq. 13 and Eq. 14 in MATLAB employing the
DAE-solver ode15s. It is an implicit, variable order solver. Periodic boundary conditions are used.
Spatial derivatives are calculated with first order central differencing. The spacing of grid points
is given by the distance between molecules d⊥. Simulations were performed in systems of length
L= 500 nm (Figs. 4,5,6a) and L= 1000 nm (Fig. 6b).
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1
2. Oxygen reduction reaction
Here, we explain that the global Butler-Volmer rate in Eq. 4 is based on an elementary kinetics
description of the rate of the oxygen reduction reaction. For first charge transfer step of the oxygen
reduction reaction (ORR) rate limiting, we predict the symmetry factor α = 14 . This is in good
agreement with the symmetry factor α = 0.2 for the ORR measured on glassy carbon. We take
into account the activity of dissolved oxygen aO2 and the reaction intermediate aLiO2 . Thus, we
demonstrate the dependence of the rate of the ORR on the oxygen concentration here. In the main
article, however, we work with constant oxygen pressure and assume aO2 = 1. For easy notation,
we continue to assume constant activities for lithium ions and electrons, aLi+ = ae− = 1.
The ORR reaction involves two single-electron transfer steps with lithium dioxide as the inter-
mediate species
Li++ e−+O2 −→ LiO2 (S1)
Li++ e−+LiO2 −→ Li2O2. (S2)
If the first charge transfer step is rate limiting, the second one is in equilibrium. The latter allows
us to write
kBT lna=−∆Φ+ kBT lnaLi2O (S3)
or
aLi2O = ae
− e∆ΦkBT . (S4)
The rate limiting charge transfer should determine the overall rate [Bazant, M. Accounts of Chem-
ical Research 2013, 46, 1144],
I1 = A · I10
[
e−α
1eη1/kBT − e(1−α1)eη1/kBT
]
, (S5)
where the superscript 1 denotes the first charge transfer step.
2
In the following, we will show that the global Butler-Volmer rate (see Eq. 4) used in the article
is identical to twice the elementary reaction rate (see Eq. S5), i.e., I = 2I1, if we set
α = 0.5α1. (S6)
In our case, we describe the ORR symmetric elementary charge transfers, i.e., α1 = 12 , via a global
reaction rate with α = 14 . We restate the equilibrium potential (see Eq. 3) taking into account a
varying oxygen activity aO2
∆Φeq =−kBT2e ln
(
a
aO2
)
(S7)
and give the equilibrium potential ∆Φ1eq of the first charge transfer
∆Φ1eq =−
kBT
e
ln
(
aO2
aLi2O
)
−∆Φ
= 2∆Φeq−∆Φ (S8)
making use of Eq. S4 and Eq. S7 [Bazant, M. Accounts of Chemical Research 2013, 46, 1144].
This allows us to write the overpotential of the first charge transfer step in the simple form
η1 = ∆Φ−∆Φ1eq = 2η . (S9)
Furthermore, the global exchange current (see Eq. 6) [Bazant, M. Accounts of Chemical Research
2013, 46, 1144]
I0 =
2ek0aαa1−αO2
γ‡
(S10)
3
and the one of the first charge transfer step are related by
I10 =
ek10a
α1
Li2O
a1−α
1
O2
γ‡
=
ek0aαa1−αO2
γ‡
aα
aαO2
e2αe∆Φ/kBT
I10 =
1
2
I0eα2eη/kBT . (S11)
Finally, we insert the overpotential η1 (see Eq. S9) and the exchange current I10 (see Eq. S11) into
the Butler-Volmer rate of the first charge transfer step (see Eq. S5)
I1 = A · I10
[
e−α
1eη1/kBT − e(1−α1)eη1/kBT
]
=
1
2
A · I0 · eα2eη/kBT
[
e−4αeη/kBT − e(2−4α)eη/kBT
]
= A · I0
[
e−α2eη/kBT − e(1−α)2eη/kBT
]
I1 =
1
2
I, (S12)
to yield half of the global Butler-Volmer rate stated in Eq. 4.
Let us finally rewrite the global Butler-Volmer rate in order to make clear its dependence on
oxygen activity
I = A
2ek0
γ‡
[
aO2e
−α2e∆Φ/kBT −aO2e(1−α)2e∆Φ/kBT
]
. (S13)
Thus, the pressure of O2 drives the forward rate and the activity of Li2O2 drives the backward rate.
To summarize, we demonstrated that the global Butler-Volmer rate stated in Eq. 4 is an accu-
rate describtion of the ORR. Its derivation takes into account reaction intermediates as well as the
oxygen pressure. The latter is encoded in the overpotential η1 (see Eq. S9) and the exchange cur-
rent I10 (see Eq. S11). Because transport of molecular oxygen O2 is fast in the standard electrolytes
for Li−O2 batteries and oxygen partial pressure is kept constant during experiments, we do not
expect a significant impact of oxygen activity on the electrodeposition of Li2O2.
4
3. Stability analysis
In this section, we provide additional mathematical details on the stability analysis. First, we
derive the exponential growth rate for linear instability in Eq. 17. We decompose total surface
height h˜ = h˜0+ δ h˜k˜ into height of the uniform film h˜0 and of fluctuations δ h˜k˜ of wavenumber k˜.
Their second derivative is ∂
2δ h˜
∂ x˜2 = −k˜2δ h˜. δA = 0 vanishes because A depends on h through the
square of ∂h∂x only. In order to determine δ (∆Φ˜)k˜, we study the effect of fluctuations in surface
height on the mean discharge current in Eq. 14
0 = δ ˜¯I =
1
L
∫ L
0
δ I˜dx (S14)
= −δ (∆Φ˜)k˜
[
αe−α∆Φ˜0 +(1−α)a(h˜0)e(1−α)∆Φ˜0
]
− (1−α)a(h˜0)e
(1−α)∆Φ˜0
L
∫ L
0
δ µ˜k˜dx,
where ∆Φ˜0 is the voltage step required for uniform growth, which solves I˜(h˜0, η˜0) = ˜¯I. The integral
∫ L
0
δ µ˜k˜dx=
[
∂ µ˜
∂ h˜
− k˜2 ∂ µ˜
∂ ∂ 2h˜∂ x˜2
]∫ L
0
δ h˜k˜dx= 0 (S15)
vanishes for all k˜ > 0. Therefore, according to Eq. S14, δ (∆Φ˜)k˜ = 0 vanishes, too. We can now
calculate the dynamics of the fluctuations δ h˜k˜ from Eq. 13
∂δ h˜k˜
∂ t˜
=−δ h˜k˜a(h˜0)e(1−α)∆Φ˜0
[
∂ µ˜hom
∂ h˜
− k˜2 ∂ µ˜
∂ ∂ 2h˜∂ x˜2
]
. (S16)
We want to substitute ˜¯I and η˜0 for a(h˜0) and ∆Φ˜0. To this aim, we write for the homogeneous base
state
˜¯I = e−α∆Φ˜0−a(h˜0)e(1−α)∆Φ˜0
= a(h˜0)e(1−α)∆Φ˜0
[
e−∆Φ˜0−E˜0−µ˜(h˜0)−1
]
˜¯I = a(h˜0)e(1−α)∆Φ˜0
[
e−η˜0−1
]
(S17)
5
and rewrite Eq. S16
∂δ h˜k˜
∂ t˜
=
− ˜¯Iδ h˜k˜
exp(−η˜0)−1
[
∂ µ˜hom
∂ h˜
− k˜2 ∂ µ˜
∂ ∂ 2h˜∂ x˜2
]
. (S18)
The exponential growth rate in Eq. 17 is
s˜(k˜; ˜¯I) =
∂δ h˜k˜
∂ t˜
δ h˜k˜
. (S19)
The marginal stability curve in Fig. 4 is determined by solving s˜= ˜¯I for exp(−η˜0) and substituting
into Eq. 4.
In Fig. 4, we determine surface roughness ∆[h] as normalized standard deviation of h(x) ac-
cording to
∆[h] =
√
1
L
∫ L
0
(
h(x)− h¯)2
h¯2
dx (S20)
with the mean height
h¯=
1
L
∫ L
0
h(x)dx. (S21)
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Influence of a silver salt on the nanostructure of a
Au(111)/ionic liquid interface: an atomic force
microscopy study and theoretical concepts†
Viktor Hoﬀmann,a Giridhar Pulletikurthi,a Timo Carstens,a Abhishek Lahiri,a
Andriy Borodin,a Max Schammer, bcd Birger Horstmann, bc Arnulf Latzbcd and
Frank Endres*a
Ionic liquids (ILs) form a multilayered structure at the solid/electrolyte interface, and the addition of
solutes can alter it. For this purpose, we have investigated the influence of the silver bis(trifluoromethyl-
sulfonyl)amide (AgTFSA) concentration in 1-butyl-1-methylpyrrolidinium bis(trifluoromethylsulfonyl)amide
([Py1,4]TFSA) on the layering using in situ atomic force microscopy. AFM investigations revealed that the
Au(111)/electrolyte interface indeed depends on the concentration of the salt where a typical ‘‘ IL’’
multilayered structure is retained only at quite low concentrations of the silver salt (e.g. r200 mM).
However, at 200 mM AgTFSA/[Py1,4]TFSA and above this ‘‘IL’’ multilayered structure is disturbed/varied. A
simple double layer structure was observed at 500 mM AgTFSA in [Py1,4]TFSA. Furthermore, the widths of
the innermost layers have been found to be dependent on the concentration and on the applied
electrode potentials. Our AFM results show that the concentration of solutes strongly influences the
structure of the electrode/electrolyte interface and can provide new insights into the electrical double
layer structure of the electrode/ionic liquid interface. We also introduce a semi-continuum theory to
discuss the double layer structure.
1 Introduction
The electrodeposition of silver on Au(111) is a well-investigated
example, both from surface science and from the electro-
chemical perspective due to quite similar lattice constants and
the higher surface energy of gold.1,2 Furthermore, alloying,1,3
surface reconstruction,4,5 surface crystallinity,6 and defects1 can
play a crucial role in the initial stages of metal deposition.
Moreover, the neat surfaces of gold minimize their surface
energy by reconstruction and an electrode potential dependent
lifting of Au has been reported.7,8 Specific adsorption of anions
can also promote such a lifting process2 and the strong influence
of anions on the overlayer structure was observed using atomic
force microscopy.2
Ionic liquids are interesting solvents for the electrodeposition
of reactive metals such as Al and Si, which are not accessible in
aqueous media.9,10 These liquids have wide electrochemical and
thermal windows, good ionic conductivities, usually low vapor
pressures at room temperature and high solubility for a variety of
compounds.11,12 However, the practical use of these liquids in
applied electrochemistry is hindered, as there is still no thorough
understanding of the species in the bulk phase and, especially, at
the interface.
Several ILs have been employed as electrolytes to deposit
silver, such as tetrafluoroborate,13,14 hexafluorophosphate,15,16
bis(trifluoromethylsulfonyl)amide,13,17 dicyanamide,18 trifluoro-
methylsulfonate,19,20 acetate,21 and nitrate.21 In most of these
studies the focus was on the electrodeposition and the char-
acterization of the deposited films.
In recent years, atomic force microscopy has become a
useful tool to explore/probe the electrode/electrolyte interface
(EEI) with atomic resolution.22–34 AFM force–distance curves
can provide direct insight into the adsorption structure of ions/
species in the double layer (or multilayer) on the electrode/IL
interface.22
In contrast to aqueous solutions, there are often no simple
double layers in ILs, instead the ions adopt a multilayer structure.28
In brief, the interfacial structure can be divided into the innermost
layer, the transition zone, and the bulk liquid phase.29,30 The
innermost layer is composed of the IL layer adsorbed next to
the electrode surface. These layers experience large forces when
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the AFM tip pushes through them. At the open circuit potential
(OCP) and at more negative electrode potentials the innermost
layer is usually enriched with cations. At more positive potentials
anions are usually dominant at the interface. The forces for
penetrating these layers have been shown to be more than one
order of magnitude higher than the ones for molecular
liquids.25,29,31,35–38 Interfacial properties, including the adsorption/
co-adsorption of ions at the interface, are determined by the nature
of the electrode and the electrolyte. Even a small variation in
the electrolyte composition, e.g. due to impurities39 or dis-
solved solutes,25,40 can disturb the multilayer arrangement
and can also influence electrochemical reactions. The Au(111)/
[Py1,4]TFSA interface is rather well described in the literature.
35,41
Furthermore, the solvation behaviour of AgTFSA in [EMIm]TFSA has
been investigated by spectroscopy and DFT calculations, giving a
stable complex like [Ag(TFSA)3]
2.42We have reported that water has
an influence on the Au(111)/ionic liquid interface.43 In the case of
[EMIm]TfO, a multilayer structure was predominant up to 30 vol%
water and above this concentration the multilayer structure was
strongly disturbed. In this context the question came up as to
what extent the IL layers are influenced by a solute during
electrodeposition. For this purpose AgTFSA, from which Ag is
easily deposited, has been taken as an example to study the
influence of salt concentration on the electrode/ionic liquid
interface. In the present paper we report for the first time on the
influence of silver salt concentration on the electrode/electrolyte
interface using atomic force microscopy.
The experimental work is accompanied by theoretical con-
siderations. Continuum theories allow the dynamic description
of macroscopic systems, e.g., electrochemical cells. The nano-
sized surface layers, however, are strongly aﬀected by the particle
nature of its constituents. The popular modeling approaches on
this scale are density functional theory (DFT)44–47 and molecular
dynamics (MD).48 DFT and MD simulations resolve many of the
microscopic complexities of individual molecules and inter-
molecular interactions, but remain limited to small length and
time scales. Bazant et al. have proposed a phenomenological
continuum theory which captures the multilayer structure of
the electrochemical double layer in ionic liquids.28
In this paper, we present a novel semi-continuum model
which describes ionic liquids as a continuum fluid of hard
spheres. It represents a unified theoretical framework for the
description of both scales, bulk phase and surface layers. Our
approach is derived from fundamental thermodynamical principles
and basic physical assumptions, in contrast to phenomenological
continuum theory,28,49,50 Thus, we improve the assignment between
material properties and the simulated phenomena. Most
importantly, we find that incompressibility leads to crowding
and the particle nature of fluids leads to overscreening.
Our consistent continuum model describes both the short-
range and long-range behavior of ionic liquids as well as both
static and dynamic eﬀects. This generality complements previous
modeling eﬀorts. On the one hand, DFT and MD describe
electrolytes at smaller length and time scales. Thus, they
resolve more detailed ionic properties than our model, e.g.,
molecular orientation, position, and shape, and make
quantitative predictions. The fine resolution, however, comes
at the cost of computational complexity. DFT and MD are
limited to the nano-scale dimensions of the electrochemical
double layer (EDL), whereas our model can calculate properties
of ionic liquids from the nano-scale EDL to the micro-scale
electrode structure. Most importantly, the simplicity and
abstraction of our continuummodel brings out the fundamental
principles behind the interfacial behavior of ionic liquids clearer
than do DFT or MD. Furthermore, our model is time dependent
and able to predict the contribution of transport through the
EDL structure to the apparent reaction kinetics of ionic liquids.
On the other hand, the phenomenological continuum theory
of Bazant et al. is numerically simpler than our model, but
remains restricted to binary ionic liquids and does not clearly
distinguish between diﬀerent electrolytes. Our model, instead,
applies to more complex electrolytes and clearly connects with
material properties because we derive it from non-equilibrium
thermodynamics and make explicit the hardcore nature of the
molecules. In this paper, for example, we can evaluate the eﬀect
of water molecules or silver ions onto the EDL structure of ionic
liquids and study the eﬀect of molecular size on electrolyte
properties.
2 Methods
2.1 Experimental methods
1-Butyl-1-methylpyrrolidinium
bis(trifluoromethylsulfonyl)amide ([Py1,4]TFSA) was purchased
from IOLITEC, Germany, in a purity of 99.5%. Silver bis(trifluoro-
methylsulfonyl)amide (99.5%) was procured from Solvionics,
France. The ionic liquid was dried at 100 1C under vacuum for 3
days to water values below 10 ppm. Several concentrations of AgTFSA
in [Py1,4]TFSA ranging from 50 mM to 1000 mM were prepared.
The electrochemical measurements were carried out using a
PARSTAT 2263 potentiostat/galvanostat controlled by PowerCV
and PowerStep software. A three electrode cell was used for all
electrochemical experiments. Gold on glass was used as the
working electrodes (WE) for cyclic voltammetry experiments.
The working electrode for the AFM studies was Au(111) on mica
purchased from Agilent Technologies. The electrochemical cell
was made of Teflon and clamped over a Teflon-covered Viton
O-ring onto the working electrode with a geometric surface area
of 0.3 cm2. Pt wires were used as the counter and quasi reference
electrodes, respectively. The deflection–distance curves were
obtained using a Molecular Imaging Pico Plus AFM in contact
mode inside an argon-filled glove-box at room temperature and
transformed to force–distance curves. A silicon SPM-sensor with
a spring constant of 6 N m1 from Nano World was employed
for all AFM measurements.
2.2 Mathematical model
Our mathematical model of ionic liquids is based on the
methodology of rational thermodynamics and describes a
thermodynamically consistent transport theory. The modeling
methodology has been applied to electrolytes with a dominant
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neutral solvent before, as outlined by Latz and Zausch.51
However, ionic liquids possess unique physical properties
which must be captured by fundamental principles and which
diﬀer from those of uncharged solvent electrolytes. Therefore,
transport theories for such media are not applicable to ionic
liquids. This motivates the formulation of a novel transport
theory for ionic liquids.
Furthermore, our definition of incompressibility is based on
a volumetric constraint52,53 and diﬀers from the one used in
ref. 51. Here we show how to supplement the continuum theory
with non-local interactions, modeling the particle nature of the
constituents. Therefore, our approach can be used to examine
both the bulk behavior, and the quasi-crystalline double-layer
behavior of ionic liquids.
Thermodynamics. The equations of motion are derived
following the method of Coleman and Noll supplemented by
a linear Onsager Ansatz. The central part of this method is the
free energy F. First, we assume that the free energy F(ra,D)
depends on the mass densities ra and the dielectric displacement
D only. Based on this simple assumption and the fundamental
laws of thermodynamics, the transport equations can be system-
atically derived. Second, by modeling its specific form, we specify
all the material properties of the ionic liquid. In this way, the only
freedom ofmodeling is the determination of a suitable free energy,
the rest is a rigorous mathematical consequence of this choice.
We divide the free energy
F ¼
ð
O
rjHdV þ F int (1)
into a standard part described by a single-particle free energy
density rjH and a many-particle interaction energy F
int. The
latter term contains energetic contributions involving more
than one particle, e.g., molecular attraction. In this work we
restrict Fint to hardcore repulsion.
The electrolyte equation of state is formulated as a constraint
on the concentrations ca and the partial molar volumes na, such
that
PN
a¼1 naca ¼ 1.52–54 If the partial molar volumes do not
depend on pressure, this describes incompressibility. As
consequence, we derive the convective equation of state
rv ¼ PNa¼1 narNa, where v is the convective bulk velocity and
the ionic fluxes Na measure transport in the center-of-mass frame.
The single-particle free energy density is chosen as
rjH ¼
ED
2
þK
2
1
XN
a¼1
naca
 !2
þRT
XN
a¼1
ca ln
ca
c0
 
; (2)
modeling the electrostatic energy, elastic energy, and entropy. The
elastic energy enforces the incompressibility
PN
a¼1 naca ¼ 1 because
we let the bulk modulus divergeK-N. The elastic contribution
determines the force density via the Navier–Stokes equation
r_v ¼ r K
2
1
XN
a¼1
naca
 !20@
1
A rFE
2
4
3
5: (3)
We omit the inertial forces r:v = 0 in the highly viscous ionic liquids.
Thus, we can express elastic forces in terms of electrostatic forces in
our transport equations below. The remnant of the single-particle
free energy density is analogous to the one used in ref. 51.
Hardcore particles. We describe ionic liquids as composed
of oppositely charged (valency 1) hard spheres. Although our
formalism allows implementing diﬀerent volumes for particles
of diﬀerent species, we assume an equal volume here. Our
approach allows fast simulations of both the interfacial
and bulk processes. The particle nature of the electrolyte is
modeled via an interaction contribution to the free energy. We
capture the requirement that the volume of the hard spheres
is inaccessible to distinct particles by a repulsive potential
between the particles. In particular, we choose
F int½c ¼ 1
2
X
a;b
ð
O
caðxÞFabðx yÞcbðyÞdxdy: (4)
This choice of the repulsive interaction Fab(x  y) models the
impenetrable hard spheres, i.e., the repulsive interaction is
non-zero in a small volume O determined by the particle-
radii. The mathematical form of Fab is given in the ESI.† The
modification of the chemical potentials due to this inter-
particle repulsion is derived with functional derivatives
minta ðxÞ ¼
dFH½c
dca
¼
ð
O
Fabðjx yjÞcbðyÞdy: (5)
Transport model. An Onsager Ansatz yields the equations
of motion for ionic fluxes and the electric current for the
incompressible ionic liquid ([Py1,4]TFSA) in the isothermal
limit. We restrict the following discussion to the ternary case
with the pure ionic liquid and a single additive, e.g., water
molecules or silver ions. If we know the charge density rF and
the additive concentration c3 we can calculate the concentrations
ci of all the species. This follows from the electrolyte equation of
state, n+c+ + nc + n3c3 = 1, and the expansion of the charge
density, rF = F(c+  c + z3c3). We model transport with the
following equations
qtrF = rJ  r(rFv), (6)
qtc3 = rN3  r(c3v), (7)
rF = eReDF, (8)
i.e., the continuity of charge, the continuity of the additive, and the
Poisson equation, respectively. The convection velocity is given by
rv ¼ 1
F
Mnþ Mþn
Mþz Mzþ  rJ
Mþ zn3  z3nð Þ
Mþz Mzþ

þzþ M3n Mn3ð Þ
Mþz Mzþ þ
nþ Mz3 M3zð Þ
Mþz Mzþ

 rN3;
(9)
where J denotes the electric current in the center of the mass frame
J ¼  k  rFþ k
F
 1 t3ð Þ Mrmþ Mþrm
Mþz Mzþ
 k
F
 t3 Mþrm3 M3rmþ
Mþz3 M3zþ :
(10)
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Here, the particle flux of the additive
N3 ¼ D  M3z Mz3
Mþz Mzþ  rmþ þD 
Mþz3 M3zþ
Mþz Mzþ  rm
D  rm3 þ
t3
F
 Mþ
Mþz3 M3zþ  J;
(11)
depends on the electric current, on the three chemical forces and on
the transport parameters of silver in the electrolyte solution, on the
diﬀusion coeﬃcient D, and on the transference number t3. The
chemical forces rma
rma ¼ narFrFþ RTr ln
ca
c0
 
þrminta (12)
are determined by the Navier–Stokes eqn (3) which couples the
elastic and electrostatic forces. The material parameters55,56 are
listed in the ESI.† The above set of equations describes the
dynamics and equilibrium of an ionic liquid with additive. In
this work, we focus on their stationary solution near an electrified
interface. The electrolyte structure is reflected in the electrolyte
potential distribution F and the charge density rF. In our AFM
experiments, we perturb this structure and obtain information on
its size and stability. In our simulations, we have access to the
elastic reaction of the system when subjected to mechanical
excitations. The mechanical forces in the EDL are compensated
for by electrostatic forces. As a consequence, the generalized
Lorentz force density f = rFrF appearing in the Navier–Stokes
equation resembles these mechanical forces. We obtain a force
F ¼ ðnþ þ nÞ
NA
f ¼ ðnþ þ nÞ
NA
rFrF (13)
by multiplying f with the molecular volume. This simulated force
is compared with the experimental results delivered by AFM
measurements testing the stationary multilayer structure of the
EDL. While the AFM tip approaches the electrode surface, it
penetrates the EDL and pushes ions away. Thus, the AFM
measurement is an inelastic probe of the EDL, while our
simulations determine an elastic force. Nevertheless, the simulated
and measured forces both represent the mechanical reaction to
perturbations of the system.
The formalism outlined above can be generalized to electro-
lytes with a neutral solvent and an arbitrary number of solutes.
In future work, we will extend the transport theory in this regard
and include viscous media and heat transport. It is the strength
of our consistent approach that the contributions of the solvent
are not hidden as in standard concentrated solution theory.57
3 Results and discussions –
electrochemical and interfacial
investigations of the electrolytes
3.1 Experimental results
Cyclic voltammetry has been employed to investigate the electro-
chemical behaviour of the electrolytes at varying concentrations
of AgTFSA in [Py1,4]TFSA on gold at RT. Multiple-cycles have
been recorded for AgTFSA/[Py1,4]TFSA electrolytes to investigate
changes in the interfacial processes/redox processes. All cyclic
voltammograms have been recorded first in the negative direction
from the Open Circuit Potential (OCP) to the chosen switching
potentials at a scan rate of 10 mV s1. For the neat liquid, a rise in
reduction current has been observed at B0.7 V, which can be
due to the adsorption of IL on Au (Fig. 1a).35 Quite a weak
oxidation peak has been observed at 0.9 V in the backward scan
of the CV. Upon addition of 50 mM AgTFSA to [Py1,4]TFSA, three
reduction processes have been noticed in the forward scan of the
CV (Fig. 1b). The first two reduction processes C1 and C2 could be
due to the adsorption processes of the electrolyte species and to
the underpotential deposition of Ag. The reduction process C3 can
be clearly correlated with the bulk deposition of silver.
For 50 mM AgTFSA/[Py1,4]TFSA, two oxidation processes have
been observed in the backward scan of the CV (Fig. 1c). The
oxidation process A1 0 is related to the reduction process C3 and
the oxidation process A1 is associated with the reduction
process C2. A broad reduction (CR) wave has been noticed after
the first scan, which can be related to the surface reduction
process due to a change in the electrode surface. The third and
fifth CVs also exhibit similar features to that of the first scan
except for a broad reduction process CR. For the CV of 100 mM
AgTFSA/[Py1,4]TFSA, a reduction wave is seen at C1 followed by
a reduction step at C2. Here, the reduction step C1 could be due
to an adsorption of the electrolyte, and C2 is due to the
deposition of silver, respectively. The processes A10 and A1
are correlated with the desorption of adsorbed layers of the
electrolyte from the electrode surface and with the dissolution
of the deposited silver films, respectively.
The CV of 200 mM AgTFSA/[Py1,4]TFSA (Fig. 1d) consists of a
clear reduction peak at C2 along with a broad reduction wave at
C1 in the forward scan and three oxidation steps in the back-
ward scan. The reduction process C2 with a peak at 1.6 V is
due to the bulk deposition of Ag and the process C1 is likely to
be correlated with the underpotential deposition of Ag. The
oxidation process A1 can be related to the reduction process C2.
Moreover, it has been observed that silver nanoparticles can
form chemically under light irradiance. The third and fifth CVs
exhibit similar features to those of the first scan. Furthermore,
the adsorption process that was observed in the neat IL and at
low concentrations of AgTFSA/[Py1,4]TFSA (50 and 100 mM) has
not been observed for 200 mM AgTFSA/[Py1,4]TFSA, obviously an
eﬀect of the increase in concentration of AgTFSA. In the case of
the zinc ions in ILs, it has been proposed that such interfacial
processes can be varied by the arrangement of IL anions and
cations adjacent to the electrode in the compact layer (IHP,
Inner Helmholtz Plane), which can dictate the kinetics of the
redox processes.58 Based on these electrochemical results the
question arises as to how the interfacial processes of ILs vary in
the presence of a solute and how are they dependent on its
concentration.
In order to describe the electrode/electrolyte interface (or
the interfacial structure) of ILs and solutions with a varying
concentration of silver salts, we have performed in situ Atomic
Force Microscopy (AFM) investigations. To the best of the
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authors’ knowledge, such measurements, where a systematic
variation of salt concentration has been performed, have not
yet been reported so far.
Fig. 2 shows the force vs. separation curves for an AFM tip
approaching the Au(111) surface in the neat IL and in mixtures
with two diﬀerent concentrations of AgTFSA and at three
diﬀerent electrode potentials (OCP, +0.2 V and 0.2 V). The
appearance of the AFM force curves diﬀer with varying con-
centrations of AgTFSA (addition of solute) from the force curves
of the Au(111)/IL interface.25,40,41 For the neat IL, the interfacial
structure consists of at least four discrete steps at the measured
electrode potentials, which is in agreement with the literature.
This behavior reveals a strong ion–ion interaction between the
solvation layers, as in this case by displacing the innermost
solvation layers, the AFM tip pulls the other layers as well.
For the Au(111) surface the first layer is observed at B0.6 nm
followed by the 1.5, 2.4, and 3.3 nm steps, which correspond to
widths ofB0.6 and 0.9 nm, respectively. The steps correspond
to the rupturing of successive adjacent surface layers as the
AFM tip approaches the gold surface. Furthermore, the force
required to rupture decreases for the layers farther away from
the electrode surface to the bulk, indicating a weaker ordering
of the layered structure away from the electrode surface.
Upon changing the electrode potentials to either +0.2 V or to
0.2 V, a similar multi-layered structure with a variation in the
separation of the layers can be detected (Fig. 2). For the neat IL,
the force required to rupture the layer adjacent to the electrode
was found to vary with the applied electrode potential. The
rupturing forces were found to be 10 nN, 6 nN, andB3 nN for
the neat IL at 0.2 V, at OCP, and at +0.2 V, respectively,
revealing that a relatively strong near surface structure is
present at 0.2 V. This indicates an increase in the strength
of adsorption at more negative electrode potentials. For the
neat IL at 0.2 V, the widths of the innermost and successive
layers were found to be 0.5 and B0.9 nm, revealing a strong
near surface interaction of the ions due to the applied electrode
potential. This observation is in agreement with literature data.
For 50 mM AgTFSA/[Py1,4]TFSA, a few changes have been
recorded in the force–distance curves at all measured electrode
potentials. At OCP, the width of the innermost layer is
B0.8 nm, which can either be due to a rearrangement of the
ions or to a change in the composition of the electrolyte (or
species like AgTFSA complexes are present). The widths of the
subsequent layers have been slightly increased for 50 mM
AgTFSA in comparison to the neat IL, with an average width
of 1 nm at all electrode potentials. However, the innermost
Fig. 1 Comparison of cyclic voltammograms of (a) neat [Py1,4]TFSA, (b) 50 mM AgTFSA/[Py1,4]TFSA, (c) 100 mM AgTFSA[Py1,4]TFSA, and (d) 200 mM
AgTFSA/[Py1,4]TFSA. Scan rate = 10 mV s
1.
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layer widths were found to be 0.7 nm at 0.2 V and at +0.2 V.
The increase in the width of the layers for 50 mM AgTFSA can be
attributed either to the presence of AgTFSA complexes or to
their changes in orientation (or conformers) of the species.
Furthermore, there is a marginal change in the rupturing force
in the force–distance curves. The rupturing forces were found
to be 3 nN for all electrode potentials, indicating a rather weak
near surface interaction of the ions with the electrode.
For 100 mM AgTFSA/[Py1,4]TFSA, a further increase in the
widths of the layers has been observed at all measured electrode
potentials. Typically, the width of the innermost layer was found
to be 0.9  0.1 nm at +0.2 V, OCP and at 0.2 V. The average
widths of the successive layers were found to be 1.4 nm at OCP
and at0.2 V. The force required to rupture the layers increased
to 8 nN at all the measured potentials. However, a clear change
was noticed at the 200 mM concentration wherein the number of
layers varied upon varying the electrode potential. Four clear
and distinct layers with step widths of about 1.0, 1.4, 1.5, and
1.4 nm have been observed at OCP and 0.9, 1.2, 1.4, 1.4 nm have
been noticed at 0.2 V. However, only two steps with widths of
about 0.9 and 1.5 nm have been recorded at +0.2 V. The force
required to rupture the innermost layers is found to be large at
OCP (10 nN) and at0.2 V (14 nN) compared to the one at +0.2 V,
which indicates a diﬀerence in the strength of the adsorption
of the innermost layer with the substrate. Furthermore, the
number of steps has been found to be the same at 0.2 V while
a decrease in the step width has been noticed (ca. 0.9 nm).
Quite an interesting result has been obtained at and above the
500 mM AgTFSA concentration, wherein only a single step was
noticed at all measured electrode potentials. Furthermore, a
change in the widths of the layers by varying the electrode
potentials has been found for 500 mM AgTFSA (Fig. 3). Here in
this case, one clear step with a layer width of 1 nm has been
observed at OCP, whereas the step widths were found to
decrease upon varying the electrode potential (e.g. 0.9 nm at
+0.2 V and 0.8 nm at 0.2 V). Moreover, the forces required to
rupture these layers have been nearly the same (ca. 2–3 nN).
However, no clear and discrete steps have been observed at the
OCP and at 0.2 V for 1 mM AgTFSA in the force–distance
profiles, rather gradients have been noticed. These gradient
widths were found to beB0.3 andB0.2 nm at the OCP and at
+0.2 V, respectively. The forces needed to break the layers were
around 6–7 nN in both cases. Furthermore, no clear signal was
seen at 0.2 V, which indicates that the applied electrode
Fig. 2 A comparison of the typical force–separation curves of neat [Py1,4]TFSA and of two different concentrations of AgTFSA in [Py1,4]TFSA. The curves
have been obtained at +0.2 V vs. OCP (left column), at OCP (middle column), and at 0.2 V vs. OCP (right column). [AgTFSA] = 50 mM and 100 mM.
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potential affects the interfacial structure. The analysis of force–
separation profiles at various concentrations of AgTFSA in
[Py1,4]TFSA has shown that the number of solvation layers
decreases from four layers to a single layer with an increase
in concentration from 50 to 200 mM AgTFSA in [Py1,4]TFSA. A
significant change in the widths of the innermost layers can
also be observed at 1 mM AgTFSA.
In order to interpret the present findings of the Au(111)/
[Py1,4]TFSA interfacial nanostructure at various concentrations
of AgTFSA, we compare the results with the reported ones in the
literature at varying concentrations of alkali metal salts in
ILs41,59 (e.g. LiTFSA/[Py1,4]TFSA
41 and NaFSA/[Py1,4]TFSA
59). At
OCP, five solvation layers were reported for 0.1 M LiTFSA/
[Py1,4]TFSA on Au(111). The innermost layer width was found
to be 0.16 nm for 0.1 M LiTFSA/[Py1,4]TFSA while the innermost
layer width was found to be 0.65 nm for [Py1,4]TFSA. In the case
of the 0.1 M LiTFSA/[Py1,4]TFSA, the widths of the successive
layers were found to be same (B0.7 nm) and these steps could
be related to the presence of the ion-pairs of [Py1,4]TFSA. A
similar behaviour was also seen for [Py1,4]TFSA, where a multi-
layered structure can be observed. The widths of the innermost
layers rose by increasing the concentration from 0.1 M to
Z0.5 M LiTFSA/[Py1,4]TFSA. A decrease in the number of layers
can also be observed with an increase in the concentration of
LiTFSA. Moreover, the widths of the successive layers (e.g. 2nd,
3rd and 4th layers for 0.5 M LiTFSA in [Py1,4]TFSA and 2nd and
3rd layers for 1 M LiTFSA/[Py1,4]TFSA) were found to be between
B0.85 and B0.95 nm. This indicates that the presence of
[Py1,4]TFSA ion-pairs in the successive layers was not influenced
by the presence of Li+ at the interface for varying concentrations
of Li+ between 0.1 M and 0.5 M. However, the interfacial
nanostructure was disturbed at 1 M LiTFSA/[Py1,4]TFSA upon
varying the electrode potential, which was attributed to the
formation of upd layers on the electrode. This study clearly
showed that the addition of Li+ can significantly change the
interfacial structure where [Py1,4]
+ ions are replaced by Li+,
which was observed as a decrease in the innermost layer widths
on Au(111). Furthermore, the widths of the innermost layers
were increased on increasing the concentration of LiTFSA,
which was attributed to the change in configuration between
Li+ and TFSA.41
For NaFSA in [Py1,4]FSA, the interfacial nanostructure did
not vary upon the addition of 0.05 M NaFSA to [Py1,4]FSA
59 in
which the innermost layer width was found to be nearly the
Fig. 3 A comparison of the typical force–separation curves of three different concentrations of AgTFSA in [Py1,4]TFSA. The curves have been obtained at
+0.2 V vs. OCP (left column), at OCP (middle column), and at 0.2 V vs. OCP (right column). [AgTFSA] = 200 mM, 500 mM, and 1 mM.
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same (B0.65 nm) as that of the innermost layer width for
[Py1,4]TFSA. However, the interfacial nanostructure was changed
upon increasing the concentration of NaFSA from 0.05 to
Z0.25 M in [Py1,4]FSA, wherein the width of the innermost layer
was found to be B0.35 nm for 0.25 M and 0.5 M NaFSA in
[Py1,4]FSA. In the case of NaFSA/[Py1,4]FSA at OCP, the widths of
the innermost layers were found to be invariant upon increasing
the concentration of NaFSA. Based on these two studies we can
conclude that the structure of the Au(111)/IL interface at a
higher concentrations of metal salts (e.g. 1 M LiTFSA [Py1,4]TFSA
or 0.5 M NaFSA/[Py1,4]FSA) diﬀered with that of the interfacial
structure at lower concentrations (e.g. 0.1M LiTFSA in [Py1,4]TFSA
or 0.05 M NaFSA in [Py1,4]FSA). However, in contrast to the
present studies with AgTFSA rather high concentrations of
LiTFSA and NaFSA were needed to disturb the interfacial layers.
The following salient features can be drawn from the above
discussion. An increase in the width of the innermost layer has
been noticed upon increasing the concentration of LiTFSA from
0.1 to 0.5 M in [Py1,4]TFSA (0.16 nm for 0.1 M vs. 0.25 nm for
0.5 M), which was attributed to changes in the complexation
(i.e. a change in the coordination number, C.N.) and to con-
figurational changes (i.e. cis/trans and/or monodentate/bidentate).41
For the nanostructure of the Au(111)/NaFSA-[Py1,4]FSA inter-
face, the authors have observed no significant increase in the
push-through forces for 0.05 M NaFSA in [Py1,4]FSA at various
electrode potentials. These push-through forces were almost
comparable with those of [Py1,4]FSA under similar conditions. A
significant change in the nanostructure of Au(111)/NaFSA-
[Py1,4]FSA has been observed for 0.25 M NaFSA in [Py1,4]FSA,
where the innermost layer width significantly decreased
(0.37 nm for 0.25 M FSA/[Py1,4]FSA vs. 0.68 nm for 0.05 M
NaFSA/[Py1,4]FSA). A stable interfacial structure has been found
upon further increasing the concentration from 0.25 M to 0.5 M
NaFSA.59 Here, in the aforementioned two cases, the con-
centrations of metal salts (LiTFSA/NaFSA) have been varied in
the regime of mM to M. However, in the case of AgTFSA reported
in the present paper, the interfacial structure was studied at quite
low concentrations of the salt from 50 mM to 1 mM of AgTFSA.
Moreover, we observe a similar solvation structure for salt
concentrations between 50 and 200 mM AgTFSA. The solvation
layers formed due to the presence of AgTFSA complexes from
50 to 200 mM should be the same. Therefore, the widths of
the innermost layers do not diﬀer largely in this regime of
concentration. We indeed observed a similar solvation structure
at the interface of the Au(111)/electrolyte in this regime of
AgTFSA concentrations, where the innermost layer widths were
between 0.8 and 1 nm. However, not only the orientation (cis/
trans configurations) of the solvated species on the electrode
surface change but also the solvation layers change upon further
increasing the concentration to 500 mM and above. The above
in situ AFM results reveal that the Au(111)/AgTFSA/[Py1,4]TFSA
interfacial structure is rather complex and further thorough
investigations are needed to comprehensively describe the near
surface ionic arrangement at the electrode/electrolyte interface.
In order to investigate the dynamics of the interfacial processes
that occur on Au(111), we have recorded the force–distance curves
of 50 mM AgTFSA/[Py1,4]TFSA by varying the electrode potentials to
more negative values like 0.8 V vs. OCP and then back to a more
positive value, e.g. 0.3 V. The corresponding force–distance
curves are shown in Fig. 4. Four distinct steps have been observed
in the force–distance profiles upon varying the electrode potentials
from OCP to 0.8 V. The average widths of the innermost and the
Fig. 4 A comparison of typical force–separation profiles of 50 mM AgTFSA in [Py1,4]TFSA. The curves have been obtained at various electrode potentials
from OCP to 0.8 V, the potential was held at 1 V for 2 h, and switched back to 0.3 V.
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next successive layers were found to be 0.7 and 1 nm, respectively.
However, by applying 0.8 V for two hours under the conditions
of Ag deposition the force–distance profiles show no steps
indicating that the interfacial structure is totally disturbed
during the deposition of silver on gold. The deposition process
consumes silver ions that are present at the interface resulting in
a depletion of silver complexes at the interface. A multilayered
structure is resumed after changing the potential back to 0.3 V
where the deposited silver is slowly oxidized. The reappearance
of this multilayer is typical for quite a low concentration of
AgTFSA/[Py1,4]TFSA and for the neat IL, which is due to the
presence of either AgTFSA complexes or to the ion-pair of the IL
at the interface.
In summary, the force–distance profiles obtained for
[Py1,4]TFSA and for AgTFSA/[Py1,4]TFSA are different. The results
obtained in this investigation indicate that the multilayered
structure is retained in IL solutions with quite low concentrations
of the silver salt, and slight changes have been observed for
50 and 100 mM AgTFSA at all measured electrode potentials.
The innermost layer thickness for the neat IL varies upon
changing the electrode potentials (e.g. 0.2 V vs. OCP). There
is a slight increase in the width of the innermost layer for
AgTFSA/[Py1,4]TFSA at the measured potentials, indicating an
increase in the dimensions of the ions, which could be due to
the presence of the ion-pairs of the IL in a different orientation
along with the Ag+ complexes in the interface. Furthermore, the
presence of quite low concentrations of AgTFSA complexes may
not influence the interfacial structure strongly and the inner-
most layer is still dominated by IL ion pairs. A transition in the
interfacial structure has been observed at 200 mM AgTFSA in
[Py1,4]TFSA, wherein the step width is increased with a further
increase in the average widths of subsequent layers (ca. 1.5 nm).
The increase in width of the innermost layer and the layers
extending to the bulk (i.e. either in the transition zone or in
the diffusion zone) could be due to the presence of AgTFSA
complexes as these species are large in their sizes compared to
the ion-pair sizes of [Py1,4]TFSA. A comparably large force is
required to rupture the innermost layer at this concentration
compared to the one for the neat IL and for lower concentrations
of AgTFSA/[Py1,4]TFSA, which is due to an increased strength of
adsorption of the AgTFSA complexes on the electrode surface.41
Furthermore, the number of steps has been found to decrease to
2 at +0.2 V. The decrease in the number of layers indicates a
change in the ordering of the layers (layers in the diffusion zone/
transition zone) away from the electrode surface, which is also
dependent on the electrode potential due to changes in the
electrostatic attraction.60,61
Rather a simple double layer structure is observed at 500 mM
AgTFSA, where only a single step is observed in the force–
distance profiles at all electrode potentials. Furthermore, the
tip experiences quite a low rupturing force of 2 nN indicating
that the adsorbed layer can be ruptured easily with minimum
force. Such behaviour indicates that the adsorbed layer weakly
interacts with the surface. An increase in the concentration of
AgTFSA to 1mM changes the interfacial structure completely as we
could not observe any steps in the force–distance measurements.
This indicates that the cantilever cannot find any adsorbed layers
until it reaches the electrode surface. The AFM results signify that
the concentration has a considerable influence on the interfacial
structure for Au(111)/AgTFSA in [Py1,4]TFSA. This behaviour is
rather complex and it is obviously different for aqueous electro-
lytes, where a classical EDL structure can be observed at very
dilute solutions of aqueous electrolytes.
3.2 Simulation results
For comparisonwith experiments, we simulate the static equilibrium
EDL at 200 mV overpotential. First, we simulate the behavior of
the binary ionic liquid [Py1,4]TFSA at a metallic surface. Second,
we discuss the eﬀect of neutral or charged additives. The details
of our computational method can be found in the ESI.†
In Fig. 5, we neglect the hardcore constraint to reach a better
understanding of the model (Fint = 0). The simulations show the
Fig. 5 Comparison of ionic concentrations in the vicinity of a negatively charged electrode surface. (a) Without hardcore interactions we observe the
depletions of anions and the crowding of cations. (b) With hardcore interactions a quasi-crystalline structure of alternating layers forms.
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crowding of cations at the negative electrode (see Fig. 5(a)). The
shape of the ionic layers depends on the applied potential
diﬀerence. In particular, at small electrode potentials (0.02 V
in Fig. 5(a)), the concentration of cations exhibits a distribution
of the Boltzmann-type. The cation concentration at the surface
increases with electrode potential until, at suﬃciently large
polarization (0.05 V in Fig. 5(a)), it becomes saturated due to
incompressibility because limited space is available for the ions.
This implies that the concentration of cations at the electrode
surface is bound from above. Thereby, the concentration profile
changes to the Fermi–Dirac-type. During further increase of
electrode polarization (up to 0.2 V in Fig. 5(a)), the cation layer
broadens to screen the electric field of the electrode. The decay
length of the ionic layers corresponds to the Debye-length
expected for a dilute electrolyte, lD ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2eReRTn=F2
p
 0:14 nm.
In conclusion, without the hardcore constraint we observe
the standard behavior for electrolytes at electrode interfaces.
The electric potential jump is screened by the accumulation of
ionic charges.
The simulation results change significantly if the hardcore
constraint is taken into account (see Fig. 5(b)). We observe the
formation of various alternating layers extending over 5 nm.
The first layer adjacent to the negatively charged electrode
consists entirely of cations, whereas the anions are depleted
completely. The successive layers alternate in the dominating
species and decay in amplitude, i.e., the total depletion of the minor
species does not appear any more. Finally, the concentrations of the
two species converge in the bulk electrolyte. The electrolyte potential
is in accordance with the damped oscillations of the ionic
concentrations (see Fig. 6). These oscillations show that the
ionic diameter is incommensurate with the charge required to
screen the electric potential jump.
We calculate the mechanical force as outlined in Section 2.2.
The simulated force (see Fig. 7) exhibits the characteristic peaks
observed in the AFM experiments. The spacing between the
positive peaks agrees with the molecular radius of 0.67 nm (see
the ESI†) within numerical accuracy. As shown in Fig. 5(b),
the innermost layers are dominated by a single species, in
alternating sequence. As these layer widths are qualitatively in
good agreement with the experimentally measured layer widths
for the pure IL, our model supports the interpretation of AFM
measurements to correlate the force peaks with molecular
mono-layers. The deviations between the modeled and measured
layer widths are not surprising, as our modeling approach
neglects microscopic properties, e.g., non-spherical molecular
shapes and orientation-dependent interactions.
The deviation between the simulated and experimental
forces lies between one to two orders of magnitude. This agreement
is very good if we take into account the diﬀering set-ups. The atomic
force microscope measures the penetration into a many-particle
crystalline structure, including the replacement of particles. In
contrast, we simulate elastic perturbations of an equilibrium state.
We discuss the impact of neutral and charged additives, e.g.,
water H2O and ionic silver Ag
+ onto the EDL. The dynamics of
this third species in the electrolyte is determined by eqn (11).
The small concentration of the additive species allows us to
neglect the corresponding contributions to convection and to
the electric current, setting M3E 0, n3{ n, and t3{ 1 in this
principal discussion of the EDL structure. In the stationary case
( J = 0 and N3 = 0) we find from eqn (10) and (11)
rm3 ¼ 
Fz3
RT
rF: (14)
This equation determines the chemical potential and the
concentration of the additive from the electric potential. In
particular, using eqn (12), we get
r ln c3
c0
 
¼ Fz3
RT
rF: (15)
Note that this relation connects the entropic and electric
contributions of the free energy functional.
For the neutral additive water, our theoretical analysis in
eqn (15) predicts a uniform distribution throughout the EDL,
c3 = cH2O = const. This is a consequence of the entropy forcing
Fig. 6 Electric potential in the electrolyte in the vicinity of a negatively
charged electrode surface.
Fig. 7 Simulated force on AFM tip in the vicinity of a negatively charged
electrode surface.
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neutral additives into the EDL. Therefore, large bulk concen-
trations of neutral additives are required to reach significant
concentrations in the EDL and to aﬀect its multilayer structure.
Indeed, previous experiments43 show that the addition of water
perturbs the EDL and destroys the multilayer structure only if it
makes up more than half of the solution volume.
Electric forces are to be discussed for charged additives. If
we consider silver (zAg = 1) as a third species, eqn (15) shows
that its concentration obeys a Boltzmann distribution,
cAgðxÞ ¼ c0  exp FDFðxÞ
RT
 
; (16)
where DF(x) is the electric potential diﬀerence between the
bulk electrolyte and point x in the electrolyte. If the electrode is
polarized negatively, the Boltzmann distribution describes an
exponential growth of silver concentration towards the surface.
Even if the electrode is polarized positively, the electric potential
in the electrolyte reaches large negative values due to its oscillations
shown in Fig. 6. In this case, silver accumulates behind the layer of
anions adsorbed at the electrode surface. In the case of the potential
diﬀerence DF = 0.2 V, the silver concentration at the electrode
increases to cAg = 2.4  103cAg;0. We expect that the EDL structure is
aﬀected by silver ions once their concentration at the electrode
becomes comparable with the bulk concentration of the ionic
liquid cAg B 1 M. This corresponds to the bulk silver concen-
tration cAg;0 = 0.4 mM. Indeed, as shown experimentally in
Fig. 3, the EDL structure is changing at these concentrations.
The screening of charges and electric fields cause the
electrochemical surface layer. The quasi-crystalline structure
emerges because the screening length does not fit the molecular
size of the ionic liquids. Metal ions in the surface layer can
eﬃciently shield electric forces and introduce an additional very
small molecular length scale. Therefore, we expect that the
silver ions very eﬀectively destroy the EDL multi-layer structure.
This argument, however, is complicated by the presence of
chemical interactions between the molecules. The chemical
interactions could, for example, lead to strong pairing forces. In
this case metal ions would mainly be present as a neutral complex
and might behave as neutral solutes. Alternatively, neutral solutes
could have preferred and strongly polarized bonds with solvent
molecules that destroy the quasi-crystalline structure at low con-
centrations. It remains for further studies to evaluate and classify
the eﬀect of the chemical interactions on the EDL.
4 Conclusions
The electrode/electrolyte interface of Au(111)/[Py1,4]TFSA and of
Au(111)/AgTFSA/[Py1,4]TFSA has been investigated using atomic
force microscopy. The interfacial structure (or the arrangement
of ions) remarkably varies with the concentration of AgTFSA
until the layer structure is completely disrupted. Furthermore,
changing the electrode potential has some influence on the
interfacial structure. The force–separation profiles indicate
that a multi-layer structure is found for the neat IL and this
multi-layer structure is retained at quite low concentrations of
the silver salt (50 to 100 mM AgTFSA/[Py1,4]TFSA). However, a
clear change in the electrical double layer structure has been
noticed at a 200 mM concentration of AgTFSA in [Py1,4]TFSA
wherein the interfacial layers were found to be different on
changing the applied electrode potentials. Furthermore, the
widths of the corresponding innermost layers at 200 mM
concentration are different from those ones observed at lower
concentrations of AgTFSA. A simple double layer structure has
been observed for 500 mM AgTFSA, which does not vary with the
applied electrode potential. A remarkable difference is observed
at this concentration and above, in which no layer structure has
been noticed at 1 mM concentration. The observed changes in the
widths of the innermost layer from AFM measurements could be
attributed to the orientation of the Ag species (or to the conforma-
tional changes of the anions that are coordinated to the Ag+).
Furthermore, we present a model analysis supporting these
measurements of the EDL structure. We simulate force profiles
that show themultilayer structure and agree with the experimental
observations. The distances between force peaks correspond to
ionic monolayers. We can show that in contrast to neutral
additives ionic additives like AgTFSA are attracted by an electrified
interface. Therefore, we predict in good agreement with experi-
ments that roughly 400 mM concentrations are suﬃcient to
reach large concentrations in the EDL and disrupt its structure.
By neglecting the microscopic details of chemistry, our model
highlights the fundamental relations behind the multilayer EDL
structure of ionic liquids.
The AFM results on the dynamics of the interfacial processes
reveal that the multilayer structure is disrupted completely during
the deposition of silver upon applying 0.8 V for 2 h and the
multilayer structure is retained after changing the electrode
potential back to0.3 V. This study signifies that the EDL structure
of Au(111)/IL is indeed influenced by the presence of varying
concentrations of an added salt to the IL. The general question
arises to what extent diﬀerent solutes alter IL interfacial layers and
whether the dynamic processes alter the deposit morphology.
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Influence of a Silver salt on the Nanostructure of a Au(111)/Ionic
Liquid Interface: an Atomic Force Microscopy Study and Theo-
retical Concepts
Viktor Hoffmann,a Giridhar Pulletikurthi,a Timo Carstens,a Abhishek Lahiri,a Andriy Borodin,a Max
Schammer,b,c,d Birger Horstmann,b,c Arnulf Latzb,c,d and Frank Endres∗a
A Parameters
The parameters for the ionic liquid [Py1,4]TFSA are enlisted in Table 1. The parameters for mass density
and conductivity of the ionic liquid have been measured by Iolitec.1 The value for the relative dielectric
constant is taken from the literature.2 The volume-parameters of the theory, common ionic radius and
Parameter Value Source
Density ρ / kg/m3 1.40·103 [1]
Electric conductivity κ / S/m 2.10·10−1 [1]
Dielectric constant εR 1.47·101 [2]
Particle radius r / nm 6.70·10−1 calculated
Partial molar volumes ν / m3/mol 3.02·10−4 calculated
Table 1 System parameters.
common partial molar volume, are both experimentally hardly accessible. We take a naive approach
and define the common partial molar volume as the volume given by ν =M/ρ. The total molar mass
of the ionic liquid is given by the sum of the ionic masses, where the silver ions do not contribute in the
massless limit . The complex geometry of the constituents leads to non-trivial packing effects. Such
volume-defects cannot be resolved within this framework where we model the ions by hard spheres.
As an averaged volume effect, we derive the ionic volume from the molar volume by the ratio νη/NA.3
Here, the constant packing fraction η = 0.64 corresponds to random packing of hard spheres.4 Finally,
we define the particle radius in terms of the sphere of volume half the ionic volume,
4
3
pir3 =
ην
2NA
. (1)
The relevant length scale for the interaction potential is then defined by the closest approach of the
ions, σ = 2r.
We model the interaction potential Fαβ by the product of a dimensionless shape function fσ
∗ frank.endres@tu-clausthal.de
a Institute of Electrochemistry, Clausthal University of Technology, Arnold-Sommerfeld-Strasse 6, 38678 Clausthal-Zellerfeld, Germany
b Helmholtz Institute Ulm, Helmholtzstraße 11, 89081 Ulm, Germany.
c German Aerospace Center, Pfaffenwaldring 38-40, 70569 Stuttgart, Germany.
d Universität Ulm, Albert-Einstein-Alle 47, 89081 Ulm, Germany
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weighted by a “Coulombic” dimensional prefactor
Fαβ =
F2
4piεRεσ
fσ . (2)
As shape function, we choose a Lennard-Jones type, fσ = acos(pi/2σ)/(1+bx)4, with scaling-coefficients
a,b. Beneath repulsion at short distances, this potential also takes account for attractive van-der-Waals
interactions at short distances exceeding the particle extension (see Figure 1). Again, the silver ions
do not contribute to the interaction term in the indefinitely diluted, massless and dimensionless limit.
B Computational Details
The simulation set up consists of a one-dimensional system composed of the ionic liquid as electrolyte
and an ideal planar electrode. The system length L is sufficiently large to contain the electrochemical
surface layer. We erect an equidistant spatial grid and implement the system in Matlab. We solve simul-
taneously for charge density, convection velocity and the electric potential. The system of differential
and algebraic equations is solved using the fully implicit Matlab solver ode15s.
We start from the equilibrium state of the system and increase the overpotential up to 200mV. The
initial potential of the electrode is set to zero. We set the potential of zero charge to zero, Φpzc = 0.
In our simulation, we do not consider chemical interactions between electrolyte and electrode and
have not incorporated chemical reactions. Furthermore, we neglect specific adsorption of ions at the
electrode surface. This is in contrast to the experimental set-up, in which the initial state of the system
is the OCP which might not be the potential of zero charge.
C Boundary conditions
We assume that the system is electro-neutral in the bulk electrolyte ρF(x = L) = 0 and in equilibrium
with a reference electrode Φ(x= L) = 0 and set the bulk values for charge density and electric potential
to zero. At the electrified interface, no reaction is occurring and all fluxes are vanishing, i.e., J(x= 0) =
0 and v(x= 0) = 0. The electric potential in the electrolyte Φ(x= 0) is equal to the electrode potential.
Fig. 1 Dimensionless shape function with indicated particle extension.
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Dynamics and morphology of solid electrolyte
interphase (SEI)†
Fabian Single,‡ab Birger Horstmann‡*ab and Arnulf Latzabc
We develop a novel theory for the continuous electrochemical for-
mation of porous films to study the solid electrolyte interphase (SEI) on
lithium ion battery anodes. Existing SEI studies model a homogeneous
morphology and a single relevant transport mechanism. Our approach,
in contrast, is based on two transport mechanisms and enables us to
track SEI porosity in a spatially resolved way. SEI thickness evolution
agrees with existing studies and is validated with experiments. This
consistent approach is unprecedented in SEI modeling. We predict a
non-zero SEI porosity and the dependence of morphology on
transport properties. Additionally, we capture dual-layer chemistry
and morphology. Analytic expressions which describe the parameter
dependence of all key properties are derived and discussed.
The formation of a stable interfacial layer, the so-called solid
electrolyte interphase (SEI), on graphite anodes has enabled the
success of Li-ion batteries (LIBs).1 In these batteries, electrolyte
solvent is unstable at typical working potentials.2,3 Solvent
reduction products form a thin layer separating anode and
electrolyte, the SEI. A well-formed SEI significantly slows down
further electrolyte reduction, resulting in the excellent cycling
stability of LIBs. However, electrolyte reduction and SEI formation
are never fully suppressed and remain the major cause for long-
term capacity fade.4–6
This critical role has led to numerous experimental and
theoretical studies of the SEI. Experimental results are sum-
marized in review articles and systematic studies.7–14 Recently,
isotope tracer experiments demonstrated the potential-dependent
dual-layer structure of the SEI.15–17 It is generally accepted that
the SEI consists of a dense inner layer close to the electrode and
a porous outer layer. Several long-term measurements find that
capacity fade scales with the square root of time,18–20 a strong
indication that SEI formation is a transport limited process.
This observation is explored in numerous theoretical studies
which use a single rate determining transport mechanism to
describe SEI growth. SEI formation controlled by solvent diffu-
sion is assumed by Pinson and Bazant21 and Ploehn,4 whereas
electron conduction mechanisms are considered by Peled,22
Christensen,23 Li24 and Lin.25 Most studies describe the evolution
of a homogeneous SEI layer with a sharp interface and do not
attempt to account for spatial heterogeneity. Only a few models
consider a spatially resolved interface with the electrolyte or an
inhomogeneous SEI.26,27
Despite substantial diﬀerences in the chosen rate-limiting trans-
port mechanism, all available models predict SEI thickness evolu-
tion in agreement with experiments. Thus, they remain inconclusive
with respect to the rate limiting process. Conclusions require
further observable predictions with respect to SEI morphology,
e.g., porosity and dual-layer structure. For this reason, we
develop a theory for the growth of a porous and inhomogeneous
layer. Our model studies the dynamics of film porosity in one
dimension, perpendicular to the substrate surface. This is
possible because the transport of all film precursors within
the porous structure is taken into account.
In this work we formulate and parameterize our model
specifically to describe SEI evolution, as depicted in Fig. 1.
We apply the popular porous electrode theory to the nano-
porous SEI. To this aim SEI composition and morphology are
averaged in slabs parallel to the anode surface. Thus film
growth is modeled along a single coordinate x, see Fig. 1(b).
Within the simulation domain we trace the transport of all
species involved in SEI formation. Here we assume electron
conduction in the SEI material.23 In the electrolyte, solvent
molecules diﬀuse towards the electrode.21 The electrochemical
potential of lithium ions is assumed to be constant at all times
and does not result in inhomogeneous reaction rates. This
assumption is justified because lithium ion transport in the
SEI28 is very fast compared to SEI growth, i.e., SEI growth
consumes small amounts of lithium and transport quickly
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restores local equilibrium. SEI is formed when reactions between
charge moving away from the electrode and solvent moving
towards the electrode occur. In summary, we model diﬀusion
of solvent and conduction of electrons. Therefore, electronic
conductivity and solvent diﬀusivity are key parameters.
The bulk electrolyte phase is a binary mixture of ethylene
carbonate (EC) with co-solvent dimethyl carbonate (DMC), i.e.,
EC:DMC 3:7. As we focus on morphology, SEI chemistry is
further simplified by neglecting the salt anion. Because ionic
species are neglected, double layer eﬀects29 cannot be included
in our model. Only a single representative reduction reaction
per solvent species is considered
2EC + 2Li+ + 2e- Li2EDCk + RECm, (1a)
DMC + Li+ + e- LiMCk + RDMCm. (1b)
We choose lithium ethylene dicarbonate (Li2EDC) as a product
of EC reduction30,31 and lithium methyl carbonate (LiMC) from
DMC reduction.32 Gaseous reaction byproducts Ri are neglected.
Hereinafter, indices i refer to i = EC, DMC or i = Li2EDC, LiMC
depending on the phase (electrolyte/SEI) of the corresponding
variable/parameter.
The production rate :si of each SEI compound drives the
evolution of the volume fraction ei
@ei
@t
¼ VSi _si; (2)
where %V Si is the molar volume of SEI compound i. This means a
solvation/precipitation mechanism33 is not considered. Solvent
molecules move through the electrolyte phase via diﬀusion
and convection. The evolution of solvent concentration ci is
coupled to sink terms from SEI formation with mass balance
equations
@eci
@t
¼ div jD;i þ jC;i
  ni _si; (3)
where e ¼ 1P ei is the local porosity and nEC = 2/nDMC = 1 are
stoichiometric coeﬃcients. According to Fick’s law, diﬀusion is
driven by concentration gradients jD,i = Digradci. Convection
is determined by the velocity v of the electrolyte jC,i = civ.
By treating the mixture as an incompressible fluid, we use the
volume constraint
P
V
E
i ci ¼ 1 to eliminate the co-solvent
concentration.34 Because v is the center-of-mass velocity, we
require DDMC = DECMECVDMC/(MDMCVEC) with molar masses Mi.
Volume constraint and mass balance eqn (3) together deter-
mine the convective velocity35,36
divv ¼
X
V
S
i  ni VEi
 
_si þ VEECdiv DEC DDMCð ÞgradcEC:
(4)
Conservation of ‘‘electronic charges’’ is ensured via
0 = div jE + F(2:sLi2EDC +
:
sLiMC), (5)
where the electron current depends on the electric potential F
through Ohm’s law jE = k gradF. We solve eqn (2)–(5) for the
spatially-resolved dynamics of eLi2EDC, eLiMC, cEC, F, and v within
the simulation domain [0,xmax].
Volume-averaged transport parameters Di and k contain the
eﬀects of porosity and tortuosity. The Bruggeman ansatz relates
them to their bulk values using the local porosity and SEI
volume fraction eSEI = 1  e,
Di = e
bD0i and k = e
1.5
SEIk
0, (6)
where 1.5 is the standard Bruggeman coeﬃcient for conduction37
in porous media. For simplicity, we choose the same electronic
bulk conductivity k0 for all SEI compounds. We use large values
of bB 20 in our model, representing the diﬃculty of electrolyte
transport in nano-pores.
The compound production rates :si = AiG
:
ri depend on specific
surface areas Ai, surface site density G, and reaction rates
:
ri. The
latter are given by a symmetric Butler–Volmer expression,38,39
_ri ¼ 1
2
kBT
h
ci
c0i
 ni
2
exp
EA
kBT
 
sinh
FZi
RT
; (7)
where solvent reduction is driven by the overpotentials
Zi ¼  F F0i
 þ RT
F
ln
ci
c0i
 
: (8)
Reduction reactions are in equilibrium when potential and
concentrations are F0i and c
0
i , respectively. The activation
barrier of the reaction EA is twice the desolvation energy of
Li+ in EC.40,41 We represent the irreversibility of these reactions
by setting :ri = 0 for negative Z, i.e., we disregard the oxidation
(SEI components are oxidized at F E 3.25 V42).
Fig. 1 (a) Cross section through graphite electrode, SEI and electrolyte
depicting all relevant species: solvent molecules EC, lithium ions Li+, and
electrons e. EC and e move in opposite directions (single headed
arrows). (b) Profile of the averaged SEI volume fraction along the axis
perpendicular to the electrode surface.
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A continuous expression is used for the specific surface area.
As derived in the ESI,†
Ai ¼ 6
a0
e ~ei þ a0
2
6
@2~ei
@x2
 
; ~ei ¼ ei þ einit: (9)
This smoothes the porosity profile and distributes growth such
that the SEI front has finite thickness. Additionally it enables
propagation of SEI into the electrolyte as well as numerical
convergence.
Simulation details, such as initialization, boundary condi-
tions and parameters are discussed in the ESI.†
Inert co-solvent
We start our discussion with the special case of an inert
co-solvent, i.e., we disable co-solvent reduction (:rDMC = 0) and
study the growth of an SEI with homogeneous chemistry. A
typical evolution of SEI volume fraction is depicted in Fig. 2(a).
We find that growth is concentrated at the SEI front whose
spatial width lies in the order of a0. Thus, electron conduction
through the SEI becomes the rate limiting process in our
model. The porosity inside the SEI attains a nearly constant
value e xð Þ  e ¼ 1 eSEI which we explain below. On closer
inspection we find that SEI volume fraction increases slightly
with distance from electrode.
In our model the SEI thickness grows with the square root
of time in agreement with experiments (see Fig. 2(b)). It has
been shown previously that this can be rationalized based on a
single rate limiting transport process.4,21 Therefore, we obtain
SEI conductivity by fitting the simulated thickness evolution to
experimental data. With capacity fade measurements of Liu
et al.19 and an estimate for the electrode surface area by Pinson
et al.21 we find k0 = 0.3 pS m1 at T = 15 1C and k0 = 4.5 pS m1
at T = 60 1C (with b = 25). These low electron conductivities
ensure good passivation and are below the ones for artificial
SEIs.43 The microscopic mechanism underlying this conductivity
is still under investigation. Besides conventional conduction,
successive electron tunneling25 or neutral lithium interstitial
diﬀusion28 are potential mechanisms.
In Fig. 2(c) we show that the potential increases linearly
from the value Ffinal at the electrode to F
0
EC at the SEI front.
The linearity demonstrates that crystallization inside the SEI
is negligible. A potential drop over the SEI interface is absent
because the formation reaction is fast. For a constant porosity
e* and a linear potential F(x,t) we can approximate the electric
current through the bulk SEI phase and calculate the thickness
evolution
@L
@t
¼  jE
2F
V
S
Li2EDC
eSEI
 e
1=2
SEI k
0DFEC V
S
Li2EDC
2F
1
L
; (10)
) LðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e1=2SEI k
0DFEC V
S
Li2EDC
F
s
 ﬃﬃtp : (11)
We note that SEI growth is essentially governed by the potential
diﬀerence DFEC = F
0
EC  Ffinal. Fig. 2(b) proofs the excellent
agreement between experiment, simulation and eqn (11).
We derive an expression for the nearly constant SEI porosity
e* in this SEI layer. Our approach traces the SEI formation rate
in the frame co-moving with the SEI front
deðL; tÞ
dt
¼ @e
@t
þ @e
@L
@L
@t
: (12)
With few assumptions, i.e., no convection and infinitely fast
reactions, we find that e(L,t) in eqn (12) has a stationary
solution e*. This means that in time, the porosity in the co-
moving frame tends towards this stable value. An implicit
expression for e* can be derived from eqn (12)
k eð Þ ¼ D eð ÞF
2c0EC
RT
1
2
þ b1 e

e
 
: (13)
Our simulations show that eqn (13) gives an excellent estimate
for the dependence of the porosity e* on the transport para-
meters. Very good quantitative agreement is observed for small
EC concentrations, see Fig. 2(d). It can be seen that b is the
parameter with the highest influence on film porosity. The film
porosity is a direct consequence of an interplay between solvent
species crossing the moving SEI front and SEI expansion. As the
film becomes denser, solvent transport into the film is slowed
down. Eventually further growth is distributed such that the
film expands and the density no longer increases. As shown in
Fig. 2(d), large values of b are needed to see this eﬀect. At b = 10,
film density is nearly one, eSEI  0:98.
Reactive co-solvent
In the following, we discuss simulations with simultaneous
solvent and co-solvent reduction. Fig. 3(a) depicts the corres-
ponding evolution of both SEI volume fractions. Next to the
electrode, LiMC grows ‘‘on top’’ of the Li2EDC phase. This
forms a dense inner layer with eSEI(x) E 1 while the porous
Fig. 2 Results with inert co-solvent. (a) Temporal evolution of the SEI
volume fraction eLi2EDC + einit (k
0 = 0.3 pS m1, b = 25, T = 15 1C). (b) SEI
thickness evolution from experiment19,21 (dots), simulation (dashed) and
eqn (11) (lines). (c) SEI potential distribution at diﬀerent stages of SEI
evolution, corresponding to (a). (d) Influence of b and k0 on eSEI, analytic
results from eqn (13) (dashed lines) compared to simulation results (dots).
The values were obtained by averaging eSEI(x) between 2 nm and 55 nm
after simulating the growth of a 60 nm thick layer.
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outer layer with eSEI xð Þ  eSEI remains. At F0EC = 0.8 V EC starts
to create a SEI layer with pores containing DMC as shown in
Fig. 2(a). When the potential drops below F0DMC = 0.3 V, DMC is
reduced to form LiMC. Consequently the dense layer appears
near the electrode where the potential is lower. This dual-layer
structure agrees with experimental observations.17 Similar to
co-solvent reduction, it would emerge from a conversion of the
primary SEI compound at low potentials.44 Because the reduction
potential of EC is higher than the one of the co-solvent (see
Borodin et al.45,46), SEI mostly consists of EC reduction products,
as recently validated by Grey et al.47
We compare the evolution of total SEI thickness L and the
thickness of the dense layer Ldense in Fig. 3(b). Both quickly
attain their asymptotic values corresponding to square root like
growth. Analogous to eqn (11), SEI growth is driven by potential
diﬀerences
@L
@t
¼
V
S
Li2EDC
k0
2eSEIF
e3=2SEI DFdiff
L Ldense ; (14a)
@Ldense
@t
¼
V
S
LiMCk
0
2eF
DFDMC
Ldense
 e
3=2
SEI DFdiff
L Ldense
 !
(14b)
with DFdiﬀ = F
0
EC  F0DMC. For simple notation, this equation
holds for reversible reactions only. Numerical solutions for a
slightly modified system, viable for irreversible reactions are
shown in Fig. 3(b). Both systems are identical, when qtLdense
as written in eqn (14b) is positive. The inset in Fig. 3(b)
shows that independent of initialization, the ratio R = L/Ldense
quickly approaches a stationary value Rstat stated as quadratic
expression
DFDMC
DFdiff
Rstat
2  DFDMC
DFdiff
þ e3=2SEI
 
Rstat
¼ e ﬃﬃﬃﬃﬃﬃﬃﬃeSEIp V
S
Li2EDC
V
S
LiMC
: (15)
Eqn (15) relates system parameters to the ratio of total SEI
thickness over the thickness of the dense layer. We suggest to
design the SEI and increase the ratio Rstat by adjusting electro-
lyte composition. This would increase its overall elasticity and
allow it to withstand volume changes of electrode particles.48,49
It allows the validation of our model and/or an estimate of
unknown reaction properties from observable SEI properties.
In conclusion, we formulate a novel SEI growth model which
extends the common approach of transport limited models. Our
theory predicts long-term SEI thickness evolution in agreement
with previous models and experiments, i.e., we retain square-root
like growth. Additionally, we present the first continuum model
which predicts properties of SEI structure. The competition
between two counter-moving transport mechanisms, i.e., electron
conduction and solvent diﬀusion, leads to a non-zero SEI porosity.
This is a novel insight into porous film growth beyond the standard
case of SEI formation on graphite anodes. Two distinct formation
reactions result in a dual-layer structure with a dense inner layer
and a porous outer layer. Porosity is constant within each layer.
We can understand these properties and derive formulas for
SEI thickness, SEI porosity, and thickness of the dense layer.
Long-term in situ experiments, similar to ref. 50 and 51, should
allow to test and refine our predictions. We hope that this kind of
modeling can be extended to lithium transport through the SEI
and the eﬀect of electrochemical double layers. This would
allow better understanding of SEI impedance spectra.
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services of the JUSTUS HPC facility at the University of Ulm.
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Fig. 1 Scheme for the derivation of eq (9). SEI is assumed to be con-
structed from cubes with volume a30. The surface area for growth in slice
(n) (dashed) is marked red and depends on the occupation probabilities
of slice (n) as well as on occupation probability of the neighbouring slices
(n−1) and (n+1).
Specific Surface Area
We derive an expression for the local specific surface area from
the assumption that SEI consists of cubes with edge length a0, as
shown in Figure 1. All cubes in one slice (n) are occupied with the
same probability, the local SEI volume fraction ε(n)SEI = 1− ε(n). In
this way, the surface area in slice (n) also depends on the porosity
of the neighbouring slices. This is approximated with the second
derivative of ε
Ai =
6
a0
ε
(
ε˜+
a20
6
∂ 2ε˜
∂x2
)
,
where ε˜ is the volume fraction of SEI compounds whose surfaces
can facilitate SEI formation. We assume that SEI forms only on
∗ Corresponding Author: birger.horstmann@dlr.de
a German Aerospace Center (DLR), Institute of Engineering Thermodynamics, Pfaffen-
waldring 38-40, 70569 Stuttgart, Germany
b Helmholtz Institute Ulm (HIU), Helmholtzstraße 11, 89081 Ulm, Germany
c Ulm University, Institute of Electrochemistry, Albert-Einstein-Allee 47, 89069 Ulm,
Germany
† Main file available: [Enter DOI].
‡These authors contributed equally to this work’
similar species as well as initial SEI, i.e. ε˜ = εi+ εinit.. The initial
SEI profile is needed to start the simulation, providing a nucle-
ation seed.
Boundary Conditions and Initialization
We initialize the system in equilibrium at t = 0. Thus, solvent
concentration and electric potential equal the reference and equi-
librium values c0EC andΦ
0
EC in the whole simulation domain. Both
SEI volume fractions and the convective velocity are zero ini-
tially. A smooth initial profile εinit serves as nucleation seed for
SEI growth (see Figure 2(a)). Its thickness of 2 nm is interpreted
as the electron tunneling depth through several SEI compounds1.
Note that εinit is zero for x> 2nm. The electrode potential Φ(0, t)
is determined by the state of charge (SOC) dependent potential
of graphite electrodes2. We perform an initial charge at the rate
C/20 from Φ0EC to Φfinal corresponding to a linear ramp of SOC.
Then SOC and potential Φ(0, t) on the left boundary are kept con-
stant. The boundary conditions jE(xmax) = 0, jD,i(0) = v(0) = 0
prevent electrons from leaving the simulation domain and solvent
molecules from flowing into the electrode.
Parameters
If not stated elsewhere, parameters used in figures and the re-
sults discussed are listed in Table 1. We use the partial molar
volumes V¯Ei of the pure solvents
3. Γ was calculated from V¯Li2EDC
by assuming a cubic primitive cell. Initial concentrations c0EC are
chosen to represent a 3:7 mixture by volume. Equilibrium poten-
tials are chosen to be 0.8V4 for EC and 0.3V for DMC. This value
is used because inorganic species are found below this voltage5.
It is also close to the value of 0.25V at which Zhang et al. found
a transition in SEI properties6. The diffusion coefficient is cho-
sen in the same order of magnitude as self-diffusion coefficients
measured by Hayamizu et al.7.
Methods
The system of equations (2)-(5) is solved in MATLAB using the
implicit ODE15i function. All equations are discretized with the
Journal Name, [year], [vol.], 1–2 | 1
Electronic Supplementary Material (ESI) for Physical Chemistry Chemical Physics.
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Table 1 List of simulation parameters, all potentials relative to the Li/Li+
reduction pair.
Parameter Description Value Unit
Φ0EC EC reduction potential 0.8 V
8
Φ0DMC DMC reduction potential 0.3 V
8
Φfinal electrode potential during
simulation
0.1 V
V¯EEC EC molar volume 66.7 cm
3/mol3
V¯EDMC DMC molar volume 84.2 cm
3/mol3
V¯SLi2EDC Li2EDC molar volume 56.8 cm
3/mol9
V¯LiMC LiMC molar volume 60.0 cm3/mol9
D0EC EC diffusion coefficient 10
−6 cm2/s7
c0EC EC concentration in bulk
electrolyte
4.5 mol/l
a0 pore-size and size of SEI par-
ticles
1.0 nm
Γ suface site density 4.0 µmol/m2 9
EA transition state energy 1.0 eV10,11
finite volume method. If κ vanishes (εSEI = 0), eq (5) cannot be
used to solve for the potential. For this reason, we add a small
regularization parameter ∆κ = 0.05 ·κ0 to the effective conductiv-
ity in eq (6), mimicking electron jumps into the electrolyte. The
spatial resolution used in our simulations is 0.5Å which realizes
the continuum limit.
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In this article, we present a novel theory for the long term evolution of the solid electrolyte interphase (SEI) in lithium-ion batteries
and propose novel validation measurements. Both SEI thickness and morphology are predicted by our model as we take into account
two transport mechanisms, i.e., solvent diffusion in the SEI pores and charge transport in the solid SEI phase. We show that a
porous SEI is created due to the interplay of these transport mechanisms. Different dual layer SEIs emerge from different electrolyte
decomposition reactions. We reveal the behavior of such dual layer structures and discuss its dependence on system parameters.
Model analysis enables us to interpret SEI thickness fluctuations and link them to the rate-limiting transport mechanism. Our results
are general and independent of specific modeling choices, e.g., for charge transport and reduction reactions.
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In the near future, automotive and mobile applications demand
power storage with large energy and power density. Currently, lithium-
ion batteries (LIBs) are the technology of choice for devices with these
demands. They operate at high cell potentials and offer high specific
capacities while providing long lifetimes. The latter is a consequence
of the stable chemistry of modern LIB systems. A significant part of
this stability can be attributed to the passivation ability of the solid
electrolyte interphase (SEI). This thin layer forms between the nega-
tive electrode and the electrolyte. Hence contact between these phases
is prevented and the continuous reduction of electrolyte molecules is
suppressed. These reduction processes occur because the operating
potential of the negative electrode lies well below the stability window
of the electrolyte.1 They are suppressed because reduction products
quickly form the SEI during the first charge of a pristine electrode.
The self passivating ability is one of the most important distinctions
between a well and a badly performing lithium-ion battery chemistry.
It is of such importance because the reduction reactions consume
lithium-ions, directly reducing battery capacity. However, a real SEI
is not perfectly passivating and electrolyte reduction is never com-
pletely suppressed. Consequently, the lifetime of a battery is directly
related to the long-term passivating ability of the SEI.
Numerous studies on SEI have been conducted since Peled re-
ported on this correlation in 1979.2 Most of these studies are experi-
mental, investigating cycling stability as well as SEI impedance and
composition. Theoretical studies are scarce in comparison, despite es-
tablished methods such as DFT and DFT/MD derivatives. This can be
partially explained with the chemical diversity of SEI, which has been
investigated by Aurbach et al. for decades. Results are summarized
in Refs. 3, 4 and include the study of SEI formation on graphite elec-
trodes in organic solvent mixtures. The most significant finding of this
time is that ethylene carbonate (EC) forms a stable SEI on graphite as
opposed to propylene carbonate (PC). Another focus of early studies
is the SEI composition, which has been probed by FTIR and XPS and
other techniques. Lithium carbonate (Li2CO3) and lithium alkyl car-
bonates have been reported as products from the reduction of organic
carbonates.
Studies of simplified systems, i.e., binder-free electrodes have im-
proved our understanding of SEI composition only recently.5 This
advance is also due to the use of novel experimental techniques such
as solid state NMR and TEM.6,7 The focus of these studies are the stan-
dard LiPF6/organic carbonate mixtures on graphite and silicon anodes.
zE-mail: fabian.single@dlr.de; birger.horstmann@dlr.de
They find that SEI in EC containing solvents is primarily composed
of lithium ethylene dicarbonate ((CH2OCO2Li)2, Li2EDC). Polyethy-
lene oxide is also found as a major product of EC reduction. Linear
carbonates like dimethyl carbonate (DMC) are reduced to lithium alkyl
carbonates, such as lithium methyl carbonate (CH3OCO2Li, LiMC).
These compounds play a secondary role when EC is in the solvent
mixture. This is linked to the solvation shell of lithium-ions which are
preferably coordinated to EC.6,8 Furthermore, EC has a higher reduc-
tion potential.9 Li2CO3 is not present or only found in small quantities
in recent studies.6,7,10 Its presence in several older studies is believed
to correlate to water and CO2 contamination.
The electrolyte salt has a large impact on SEI composition and
performance. It can shift the onset potential of SEI formation and
influence the total irreversible capacity during the first cycle.10,11 In
LiPF6 solutions, LiF is another major SEI compound while lithium
oxyflurophosphates (Lix PFyOz) are present in low quantities.12 The
complex LiPF6 decomposition process is investigated by Campion
and Lux.13,14
Additionally, SEI composition depends on the electrode material.
Solvent decomposition reactions proceed differently on graphite and
lithium storage alloys.15 Electrode materials exhibiting large volume
change, i.e., silicon, fail to form a stable SEI. SEI needs to be flexible
to accommodate volume changes of the underlying substrate without
damage by cracking or rupture. It is believed that these properties can
be, to some degree, provided by polymeric SEI compounds as found
when FEC is used as solvent or additive.12 Harris and Lu16,17 show,
that SEI consists of a porous outer layer and a dense inner (close
the the electrode) layer by using isotope tracer and depth profiling
techniques such as TOF-SIMS. Evidence for a dual-layer structure
is found in the chemical composition of the film. Solid state NMR
studies also suggest that SEI is at least partially porous.7
To summarize, there is a general understanding of SEI compo-
sition and morphology for few specific systems. Especially SEIs on
graphite electrodes in organic solvents are studied and optimized for
battery performance in several studies. This vast amount of infor-
mation creates the elusive conclusion that SEI is well understood.
However, several key questions about basic SEI mechanisms have
yet to be answered. Most striking is the fact that the mechanism for
lithium-ion transport through the SEI is still debated. Shi et al. pro-
pose a ”knock-of” diffusion mechanism for lithium-ion interstitials in
Li2CO3.18 Diffusion of lithium-ions through Li2EDC is modeled by
Borodin et al.19 At the same time Zhang et al. suggest that lithium-ions
diffuse and migrate along boundaries between different SEI species.20
Another open question is the process of initial SEI formation where
) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 134.60.8.85Downloaded on 2017-08-04 to IP 
Journal of The Electrochemical Society, 164 (11) E3132-E3145 (2017) E3133
nucleation and precipitation could play an important role. Ushirogata
et al. have recently suggested a “near-shore aggregation” mechanism
of electrolyte decomposition products.21 This is supported by the fact
that the occupation of the lithium-ion solvation shell seems to have
a large impact on SEI properties,6,8 which suggests that reduction re-
actions occur in solution. Alternatively, solvent molecules could be
reduced when adsorbed to the electrode. In this case, reduction prod-
ucts could attach to the electrode immediately. Finally, there is an
open discussion about the mechanism driving long term SEI growth.
The passivation of the SEI is not perfect and irreversible reduction
reactions continue throughout the battery life.22,23 This could be en-
abled by several different mechanisms, for example electron leakage
through the SEI. However, a porous SEI allowing slow solvent dif-
fusion through the film is equally plausible. In this scenario, solvent
molecules would reach the electrode if the SEI is porous or ruptured
by the “breathing” of the underlying electrode.
The lack of information on these issues can be attributed to several
reasons. The results of many common experimental techniques are
to some degree ambiguous. Interpretations of FTIR and XPS spectra
are difficult because many SEI compounds are similar to each other
and to residual electrolyte within the sample.24 Rinsing the sample of
excess electrolyte before the measurement is common, but known to
selectively damage SEI. Therefore, SEI is difficult to access experi-
mentally. Furthermore, too many variables influence SEI properties
significantly, preventing a systematic investigation. Not only the sol-
vent/salt combination but also the electrode material and its surface
treatment influence SEI formation and properties.25 Formation can
take place at different potentials, cycling rates and temperatures. Fi-
nally, SEI chemistry is known to be sensitive to air exposure which
often occurs during sample transfer. All this makes analyzing and
comparing different studies and their results difficult. Especially the
identification of universal SEI properties and mechanisms becomes
complicated.
Continuum theories describe SEI formation in a simplified way
and elucidate such universal properties. In this way, they circumvent
specifying the reaction kinetics of the SEI formation reaction. Instead,
the formation rate is limited and determined by the throughput of the
so called “rate-limiting” transport mechanism. These models assume
one such mechanism as the cause for long-term SEI growth, i.e., elec-
tron conduction26,27 and tunneling28,29 or solvent/salt diffusion.30,31
However, independent of the assumed mechanism, all of these mod-
els predict similar long-term SEI thickness evolution. Therefore, even
a successful measurement of this prediction cannot be used to confirm
the underlying assumptions.
In conclusion, theoretical models based on transport through the
SEI should predict additional measurable properties and dependen-
cies. Tang et al.32 approach this task by comparing experiments with
different models, each based on a single rate-limiting mechanism.
Because of the dependence of SEI growth rate on electrode poten-
tial, they finally conclude that electron conduction rather than solvent
diffusion is rate-limiting.
For this reason, we extend the standard approach, using two po-
tentially rate-limiting transport mechanisms at the same time and
modeling a dynamic SEI porosity. This is done in a one dimensional
framework. We describe the evolution of SEI thickness and morphol-
ogy along the axes perpendicular to the electrode surface. The overall
objective of this work is to make new observable predictions which
allow to test and validate our assumptions. Besides thickness evolu-
tion, our model can predict the formation of a porous SEI and explain
several dual-layer scenarios. These results are obtained for two differ-
ent rate-limiting transport mechanisms namely electron conduction
and diffusion of neutral lithium interstitials. Additionally, solvent dif-
fusion through the SEI pores can become the rate-limiting transport
mechanism. In fact we can smoothly transition the rate-limiting role
from the solid phase transport mechanism to solvent diffusion. This
reveals an intermediate regime where both transport mechanisms in-
fluence the formation rate.
The model and its numerical implementation are discussed in the
Model and Model implementation section. We then proceed to study
Figure 1. (a) Cross section through the graphite electrode (left, x < 0), and a
SEI with dual layer structure (right, x > 0). Solvent, Li-ions and electrons are
mobile species and move as indicated by the corresponding arrows. Reduction
reactions (indicated red), consume these species and facilitate SEI growth. (b)
SEI volume fraction gained by averaging the structure above in planes parallel
to the electrode surface.
different sets of model scenarios, in the Simulation results section. In
this way, we show how measurable SEI properties depend on specific
assumptions and allow their experimental verification. First, we study
our reference scenario, a SEI formed by a single reduction reaction.
Then, the impact of an additional SEI formation reaction is studied.
This slightly more complex SEI chemistry results in the observed dual-
layer structure of the SEI. At the end of the results section we evaluate
the effect of material laws dictating a minimum value of the SEI
porosity. We find that solvent diffusion can become the rate-limiting
transport mechanism under this assumption. We conclude the Simu-
lation results section by illustrating for which parameter set solvent
diffusion in the electrolyte or charge transport in the SEI are rate-
limiting. We elaborate how these mechanisms can be distinguished
by experiments. Finally, we discuss and summarize our results in two
dedicated sections.
Model
As mentioned above, experimental studies suggest that the SEI
is at least partially porous. We want to capture this property in our
model. Therefore, we average the SEI density in planes parallel to the
electrode surface. This results in the volume fraction profile of the SEI
εSEI, as depicted in Fig. 1. Our model describes the temporal evolution
of this profile within the simulation domain [0, xmax] which reaches
from the electrode surface at x = 0 into the bulk electrolyte phase.
We capture the local formation of each individual SEI compound
i = Li2EDC, LiMC, ... which changes the corresponding volume
fraction εi
∂εi
∂t
= ¯V iSEIn˙i , [1]
where n˙i is the production rate of SEI compound i and ¯V iSEI is the
corresponding partial molar volume. The total SEI volume fraction
equals the sum of solid phase volume fractions εi . It is directly related
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to porosity ε
εSEI =
∑
i
εi , εSEI = 1 − ε.
SEI is formed when solvent or salt species are reduced. Reduction
processes are driven by local quantities such as the electronic po-
tential and the concentration of active species. These quantities are
traced within the simulation domain as they determine the reduction
rates. Therefore, mass balance equations are solved for all relevant
electrolyte species
∂εci
∂t
= −div( jM,i + jD,i + jC,i ) + n˙i , [2]
where div denotes the divergence, div j = ∇ · j . Migration of charged
species ( jM,i ) and diffusion ( jD,i ) are the microscopic processes which
transport particles inside the electrolyte. Together with convection
( jC,i ) they determine the evolution of ci , the concentration of elec-
trolyte species i = EC, DMC. A source term n˙i couples the concen-
trations to consumption by reduction reactions, see Eq. 11. The local
porosity ε appears on the left-hand side as we use porous electrode
theory to describe the mass balance within the nano-porous SEI.33
As mentioned in the introduction, SEI chemistry is complex and
highly dependent on the lithium-ion battery chemistry. Our framework
is capable of modeling this chemistry in detail for each system indi-
vidually, however such a realization requires many parameters which
are not readily available. Large amounts of parameters for transport
and reaction kinetics would make the identification of qualitatively
significant results difficult. We simplify SEI chemistry and consider
only one or two representative reduction reactions.
Reduction reactions take place at the interface between solid SEI
material and the liquid electrolyte. SEI products precipitate immedi-
ately. Furthermore, the influence of charged species within the elec-
trolyte is simplified. We assume that the electrochemical potential
of lithium-ions is in equilibrium and constant. Lithium consumption
due to SEI growth does not perturb the concentration locally because
Li+ mobility inside the SEI is very high compared to the rate of SEI
formation. Furthermore the salt anion is neglected as an active species.
To summarize, solvent molecules are the only electrolyte species
considered in our simulation. Assuming a binary mixture of solvent
and co-solvent, two mass balance equations of type Eq. 2 are solved.
Fickian diffusion and convection are the relevant transport processes
for these species
jD,i = −Di∇ci , jC,i = civ, jM,i = 0, [3]
where Di is the effective diffusion coefficient and v the convection
velocity in the center of mass frame. One mass balance equation can
be eliminated with the constitutive relation34
1 =
∑
i
¯V iElyteci , yielding 0 =
∑
i
¯V iElyte∇ci . [4]
Here, we assume that partial molar volumes ¯V iElyte are constant and
independent of concentration. By summing all mass balance equations
(see Eq. 2) multiplied with ¯V iElyte, we obtain
div v = div
∑
i
¯V iElyte Di∇ci−
∂ε
∂t
= ¯V ECElytediv(DEC−DDMC)∇cEC−
∂ε
∂t
.
[5]
In the second line, we applied Eq. 4 to a binary solvent mixture of
EC and DMC specifically. This definition of the convection velocity
ensures that all pores are filled with an incompressible electrolyte.35,36
Because v is the center of mass velocity, the diffusive mass fluxes in
the electrolyte add up to zero∑
i
Mi jD,i = 0, [6]
where Mi is the molar mass of solvent species i . Thus, in the bi-
nary mixture, both diffusion coefficients are related, MEC DEC ¯V DMCElyte =
MDMC DDMC ¯V ECElyte.
In the solid SEI phase, we take a second transport mechanism
into account. This mechanism needs to transport a reduced species
or electrons from the electrode/SEI interface through the SEI. As
discussed in the Simulation results section, our results do not depend
on the specific transport mechanism chosen. This is important because
several different mechanisms seem plausible. For simplicity, we use
electron conduction inside the solid SEI phase in our reference case.
According to Ohm’s law, the electronic current is driven by a potential
gradient
jE = −κ∇, [7]
where κ is the effective electronic conductivity, assumed equal for all
SEI compounds. jE is an electron leakage current through the SEI
which fuels SEI formation and is much smaller than the lithium-ion
intercalation current. Charge conservation is modeled by coupling the
current to the reaction rate of each individual reaction
0 = −div jE + F
∑
j
n j r j . [8]
Here, n jr j is the rate of electron consumption of reduction reaction j .
We consider faradaic surface reactions. Each reaction j is of the
general type
∑
i
s˜
j
i Si + n j
(
Li+ + e−
)
→
∑
k
s
j
k Sk, [9]
where s˜ ji and and s
j
i are the stoichiometric coefficients. The sums in-
clude all electrolyte species and SEI compounds. In our simplified SEI
chemistry each solvent reacts to a single SEI compound. Therefore, we
use the solvent precursor as the reaction index j = EC, DMC. Reac-
tion rates r j , see Eq. 8, are determined with symmetric Butler-Volmer
expressions, see recent works by Latz and Bazant,37,38 or standard
literature, e.g.,33,39
r j = kBTh exp
(
−EA
kBT
)∏
i
(
ci
c0i
) s˜i
2
sinh
n j Fη j
RT
, [10]
where EA is the energy difference between the initial and the transition
state.
The overpotential η j is the driving force of reaction j and will be
discussed below. Oxidation of SEI compounds is only possible at high
voltages (>3.25 V, see ref. 40) which are not met in normal battery
operation. Generally, anodic reactions do not occur in our simulations
because we always polarize the electrode below the onset potential of
SEI formation. However, we need to actively prevent anodic reactions
if a second SEI compound is considered. This is achieved by using
η˜ j = max(0,η j ) for these reactions.
Source terms n˙i in Eqs. 1 and 2, consist of the sum over all reduction
reactions
n˙i =
∑
j
(
s
j
i − s˜ ji
)
ρ j r j , [11]
where ρ j is the reaction site density which depends on the type of
the reaction j . It equals ε j/ ¯V jSEI for bulk reactions in the solid SEI
phase. For solvent reduction reactions which occur at the interface
between solid SEI material and the liquid electrolyte, ρ j equals the
product A, where A is the specific surface area and  is the surface
site density. A is a function of porosity, as discussed below, while 
is assumed constant.
SEI formation reactions.—As mentioned above, every reaction
considered in our model introduces additional parameters. Therefore,
we simplify SEI chemistry. We study all reactions listed below in
different combinations, namely I, I + II and I + III. This means we
consider up to two reactions at a time.
We assume a single reduction reaction for solvent and co-solvent
2EC + 2 · (Li+ + e−) → Li2EDC + R, [I]
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DMC + Li+ + e− → LiMC + R. [II]
Gaseous by-products R are neglected in our simulation, as they
quickly escape the simulation domain. Given the potential  and
the concentration of each electrolyte species, we can express the over-
potential for these reactions.
ηEC = 0EC −  +
1
2
RT
F
ln
(
cEC
c0EC
)
, [12a]
ηDMC = 0DMC −  +
1
4
RT
F
ln
(
cDMC
c0DMC
)
, [12b]
where 0i is the reduction onset potential of solvent species i and c0i
is the corresponding reference concentration.
It is known that SEI species are to some degree unstable, espe-
cially at low potentials.41 Therefore, aside from solvent molecules,
SEI compounds can be reduced as well, forming new compounds
and by-products. Lithium oxide (Li2O) has been reported as SEI
compound which is mostly found close to the electrode surface.17,42
Therefore, we assume the formation of Li2O by successive reduction
of Li2EDC41
0.1Li2EDC + Li+ + e− → 0.6Li2O + 0.4C, [III]
where C denotes carbon. We have normalized this reaction to one
lithium-ion, i.e., electron respectively. We calculate the kinetics of
this reaction with Eq. 10. The overpotential of conversion reactions
has no concentration contribution
ηLi2EDC = 0Li2EDC − . [13]
Solid convection.—Independent of the specific conversion reac-
tion chosen, a volume mismatch between the educts and products is
typical. This volume mismatch creates an “excess volume” when the
reaction is ongoing. Excess volume can be accommodated by a poros-
ity change or by a displacement of the whole SEI such that porosity
remains constant at the location of the reaction. We consider a mix-
ture of both mechanisms by adding solid convection to the model and
defining a suitable solid convection velocity v˜. Convective fluxes need
to be considered in Eq. 1, which is therefore modified
∂εi
∂t
= ¯V iSEIn˙i − div εi v˜. [14]
In two extreme cases, the solid convection velocity is given as
εSEIdivv˜ = 0, [15a]
εSEIdivv˜ =
∑
j=conv
 ¯V jSEIρ j r j , [15b]
where the sum includes all conversion reactions.  ¯V jSEI is the excess
molar volume of the reaction. When the porosity is high, volume
changes of individual SEI particles do not induce solid convection,
as established by Eq. 15a. In Eq. 15b, the convection velocity is
defined such that SEI porosity remains unchanged locally. Therefore,
the SEI expands in response to SEI formation. Such a behavior can be
expected when the porosity is almost zero and SEI cannot become any
denser.
We model a smooth transition from local accumulation to SEI
expansion as the SEI becomes denser. The solid convection velocity
is calculated from
εSEIdivv˜ = α(εSEI)
∑
j=conv
 ¯V jSEIρ j r j , [16]
Figure 2. (a) α(εSEI) as a function of the SEI volume fraction for εcritSEI =
0.99, 0.75 and 0.5, see Eq. 17. The location of the critical value is indicated
for α3(εSEI). (b) Spatial dependence of α for a given SEI volume fraction εSEI.
where α(εSEI) models a smooth transition between Eqs. 15a and 15b.
This transition is performed in a linear way
α(εSEI) =
⎧⎨
⎩
0 εSEI ≤ εcritSEI − α,
1 εSEI ≥ εcritSEI,
1 + εSEI−εcritSEI
α
otherwise.
[17]
Here α is the width of the transition, chosen to be 0.1. The
influence of the empirical parameter εcritSEI on SEI formation will be
studied in the Simulation results section. It is one unless mentioned
otherwise. It constitutes the greatest volume fraction that the SEI
material can reach. Several versions of α(εSEI), differing in the choice
of this parameter are shown in Fig. 2a.
Transport in porous media.—The local porosity ε determines the
phase distribution in our simulation domain. Pure electrolyte and SEI
phase are represented by ε = 1 and ε = 0, respectively. If ε is between
zero and one, both electrolyte and SEI phase are present, arranged in a
porous structure. As each transport mechanism is restricted to a single
phase only, the corresponding transport parameters have to depend on
the porosity. They decrease with the volume fraction of the phase they
belong to. We use the Bruggeman ansatz to describe this behavior,
i.e., we use a power law to relate these parameters at a given porosity
to their bulk values. Bruggeman coefficients encode the structural
information of the porous structure which is lost when averaging to
obtain a one dimensional system. High values of β correspond to large
tortuosity. The effective diffusion coefficient depends on the porosity
Di = εβ DBulki , [18]
where the Bruggeman coefficient β is a parameter in our model whose
influence will be part of our study. Analogously, electron conduction
scales with the SEI volume fraction
κ = ε1.5SEIκBulk. [19]
We have chosen 1.5 as the Bruggeman coefficient for transport in the
solid SEI phase because it is the standard value. Percolation effects
are not considered by this description. Therefore transport through a
phase remains possible until the phase disappears completely, i.e., if
ε = 0 or εSEI = 0.
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Specific surface area.—Solvent reduction and SEI formation take
place at the interface between solid SEI material and the liquid elec-
trolyte. Consequently, the source term of solvent reduction reactions
is directly proportional to the specific surface area A (see Eq. 11).
The specific surface area depends on the local porosity. We derive
an approximation for this dependence from the assumption that SEI
particles and pores are arranged on a cubic lattice with edge length a0.
This parameter corresponds to the average particle and pore size of
the SEI. We consider a large volume V  a30 in which all sub-cubes
are randomly assigned to SEI/pores with uniform probability εSEI/ε.
The total surface area in V can be approximated as
Atotal ≈ V
a30
· 6 · a20 · εεSEI, [20]
where V a−30 is the number of cubes. Every cube has six surfaces, each
with an area of a20 . The probability of a cube being empty while a
neighboring cube is filled equals the product εεSEI. Here, surfaces on
the edge of V have been neglected. Then the specific surface area of
V reads
A = Atotal/V = 6
a0
εεSEI. [21]
We need to adjust this expression because we study porosity profiles,
this means porosity changes in one direction. To this aim, we study
a slice V with the thickness of a single cube a0. Now, surfaces on
the edge of V can no longer be neglected and have to be taken into
account. Therefore, we use the SEI volume fraction of the neighboring
slices
A = ε
a0
(
4εSEI + εSEI(x − a0) + εSEI(x + a0)
)
.
Using a second order Taylor expansion for εSEI(x ± a0) we find
A(ε) ≈ 6
a0
ε
(
εSEI + a
2
0
6
∂2εSEI
∂x2
)
. [22]
In comparison to Eq. 21, an effective, non-local SEI volume fraction
replaces the local value. This modification enables growth into the
pure electrolyte phase where εSEI, and thus A according to Eq. 21, is
zero.
This approximation is good, when the porosity changes slowly in
space relative to a0, i.e., |∂2x ε| < 2a−20 . If ε(x) has a larger curvature,
the Taylor expansion is not valid and Eq. 22 can become negative.
However, these situations are averted in our simulations and the small
quantitative errors do not influence our main results.
Regularization.—During our simulation SEI is formed and εSEI
increases. When εSEI reaches unity at a certain location, a pure SEI
phase would be formed. Pure phases are numerically difficult because
transport equations for the absent phase become ambiguous. To avoid
such problems, we implement two regularizations.
We prevent the formation of a dense SEI with vanishing porosity.
This is achieved by modifying the specific surface area such that
ε < 1 − ε is guaranteed at all times
˜A(ε, ε′′SEI) =
6
a0
(
ε − ε
)(
εSEI + a
2
0
6
∂2εSEI
∂x2
)
, [23]
where ε = 0.001 is small. Mass balance equations, see Eq. 2, are
guaranteed to be well defined with this modification.
In a pure electrolyte phase, equation Eq. 8 cannot be used to solve
for the potential as κ = ε1.5SEIκBulk is zero. This can be alleviated by
using
κ =
[
ε1.5SEI +  exp(−ε2SEI/)
]
κBulk, [24]
which is equal to the Bruggeman relation at small porosities and attains
 · κBulk as ε → 1. This numerical procedure is necessary because
our classical continuum theory cannot describe microscopic quantum
effects. We describe here the spatial extend of the reaction process
as the microscopic cause for SEI expansion. Therefore, the small
conductivity in the electrolyte enables SEI growth into the electrolyte
phase. We choose  = 0.05, quite large compared to ε. Hence,
charge transport into the electrolyte phase is a negligible barrier and
does not affect our simulation results. At the same time, we make
sure that the electron current does not reach beyond a few Å into the
electrolyte.
Model Implementation
Initialization and boundary conditions.—We begin our simula-
tions at t = 0. Initially the system is in a stationary state, which means
that all reactions are in equilibrium. Consequently, the initial potential
and concentration are chosen such that all overpotentials are zero, i.e.,
(x, 0) = 0EC and cEC(x, 0) = c0EC. Thus, both convection velocities
vanish, v = v˜ = 0. The volume fraction of Li2EDC is zero apart from
a small region next to the electrode εLi2EDC(x > 2 nm, 0) = 0. An
initialization profile serves as nucleation seed
εLi2EDC(x < 2 nm, 0)
1 − ε = −
3
16
(
x
nm
)5
+ 15
16
(
x
nm
)4
− 5
4
(
x
nm
)3
+1.
[25]
where x is the distance from the electrode. The volume fraction
changes smoothly from 1 − ε ≈ 1 to zero, as shown in Fig. 4a.
It represents the roughness of the electrode surface and adsorption
layers of SEI formed at voltages above 0.8 V. The thickness correlates
to the critical thickness SEI can reach by electron tunneling, as pre-
dicted by Lin et al.29 The volume fraction of the second SEI compound
considered is zero initially.
The simulation domain spans from the electrode surface at x =
0 into the bulk electrolyte at x = xmax. We choose our boundary
conditions such that they describe the contact to these phases. While
the electrode is a “reservoir” for the electronic current it acts as an
impenetrable boundary for the electrolyte. Therefore diffusive and
convective fluxes vanish at this interface. Solvent can be drawn from
the right-hand side boundary at which electronic currents must vanish.
(0, t) = OCV(t), jE(xmax, t) = 0,
jD,EC(0, t) = 0, cEC(xmax, t) = c0EC,
v(0, t) = 0, v˜(0, t) = 0,
where OCV(t) is determined from the state of charge (SOC) of a
graphite electrode taken from Ref. 43. SOC is ramped linearly such
that the electrode potential (t) decreases from 0EC at t = 0 to the
final electrode potential E in 20 hours. Then SOC and potential
remain constant, representing storage conditions. We stop the simu-
lations shortly before SEI growth reaches xmax. In this way we make
sure that the right boundary does not influence the results.
Parameterization.—All parameters used, for example, to create
the data for figures and the results discussed, are summarized in
Table I. They are listed in four groups according to their type.r The molar volume of each SEI species determines the evolution
rate of the corresponding SEI volume fraction, see Eq. 1. The molar
volumes of electrolyte species define the amplitude of convection
velocities induced by volume mismatch during reduction reactions in
Eq. 5 and Eq. 16.r Bulk diffusivity and conductivity in solvent and SEI are needed
to calculate the electron and solvent flux. The Bruggeman coefficient is
used to calculate the effective diffusion coefficient in the nano-porous
SEI, see Eq. 18.r Reaction rates are determined by a couple of parameters, e.g.
the transition energy EA and the pore size of the SEI structure a0. The
latter determines the area available for reactions, see Eq. 22.r The equilibrium of each reaction is characterized by an equilib-
rium potential and a reference concentration, see Eq. 12.
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Table I. List of simulation parameters, all potentials relative to the
Li/Li+ reduction pair.
Parameter Description Value Unit
¯V ECElyte EC molar volume 66.7 cm3/mol 44
¯V DMCElyte DMC molar volume 84.2 cm3/mol 44
¯V Li2EDCSEI Li2EDC molar volume 96.2 cm3/mol 45
¯V LiMCSEI LiMC molar volume 58.1 cm3/mol 45
¯V LiECSEI LiEC molar volume 58.1 cm3/mol
¯V Li2OSEI Li2O molar volume 14.9 cm3/mol 45
κBulk Conductivity of all SEI compounds 1 pS/m
DBulk EC diffusion coefficient 10−10 cm2/s 46
β Bruggeman coefficient for solvent diffusion 20 -
εcrit Critical (lowest possible) SEI porosity 0.8, 0.9 -
a0 Pore-size and size of SEI particles 1.0 nm
 Surface site density 4.0 μmol/m2 45
EA Transition state energy 1.0 eV
c0EC EC concentration in bulk electrolyte 4.5 mol/l
0EC EC reduction potential 0.8 V 16
0DMC DMC reduction potential 0.3 V 16
0Li2EDC DMC reduction potential 0.3 V
16
E Electrode potential during simulation 0.1 V
We assume that LiEC has the same partial molar volume as LiMC
due to the similarity between both molecules. The Bruggeman coef-
ficient β = 20 is chosen to describe the slow effective mesoscopic
transport of solvent within the SEI nano-pores, whose microscopic
mechanism is not understood. Furthermore, large values of β lead to
larger porosities and allow easier illustration, e.g., in Fig. 4a.
Note that the other relevant symbols are listed and described in
Table AI.
Numerical implementation.—Numerical methods.—We solve
equations 2, 5, 8, 14, and 16 on a static and equidistant grid span-
ning from 0 to xmax. All equations are solved for the primary variables
εi , cEC,, v, and v˜ in the whole domain at all times. The domain size
in this work is 60 nm. All equations are discretized with the finite vol-
ume method which ensures continuity of mass and charge. Convective
currents, e.g. jC,EC = cECv are calculated on the boundaries between
discretization units. To calculate these currents we use the concentra-
tion of the left or right neighbor volume, depending on the sign of
the velocity. This is done for solid convection as well. All simulations
were performed in MATLAB with the implicit solver ODE15i.
SEI front properties.—In our simulations, we observe no SEI for-
mation reactions inside the pores of the SEI or at the electrode/SEI
interface.
Instead, reactions take place at the interphase separating the inner,
homogeneous SEI from the pure electrolyte phase. This interphase has
a width of roughly 1 nm and is called SEI front below. The porosity
increases over the SEI front until it reaches unity, marking the end of
the SEI and the beginning of the electrolyte phase, shown in Fig. 3.
It is of vital importance that transport and reaction kinetics are solved
with the necessary precision at the SEI front. We find that this is only
possible, when the discretization is sufficiently fine, i.e., when a high
resolution grid is used. The necessary resolution depends on the form
of the front, which in turn depends on the small set of parameters and
model assumptionsr activation energy EA, see Eq. 10,r specific surface area A(ε, ε′′), see Eq. 22,
Figure 3. Specific surface area at the SEI front (a), see Eq. 22 (upper part
scaled logarithmically) and the corresponding SEI volume fraction (b). Both
plots show simulation results which differ only in the kinetic rate scale factor kf
in Eq. 26. The region we refer to as SEI front is marked gray for the simulation
with k f = 10.0. The inset shows how the front width depends on kf .
These parameters influence the shape of the SEI front and the
distribution of SEI formation within this region. They impact the
thickness evolution and SEI porosity, two important results of our
model. We therefore want to dedicate this subsection to discuss how
the front shape is affected by these parameters. To do so, we have to
go far afield.
Because of the boundary condition jE(xmax) = 0, all electronic
charge transported through the SEI must be consumed at the front.
Consequently, the overpotential η will adjust itself such that electron
consumption by SEI formation reactions at the front balances the
incoming current jE(x = 0). In the following, we speak of slow
reactions, when this overpotential is large (η > 10 mV). Reactions
are fast, when the overpotential is small (η < 1 mV). Note that the
total reaction turnover at the front is almost the same in both cases,
only the necessary driving force is different.
To probe the difference between SEI formation in the slow and in
the fast regime, we introduce the scale factor kf . This factor is only
used in this section and modifies the reaction rate
r j = kf kBTh exp
(
−EA
kBT
)∏
i
(
ci
c0i
) s˜i
2
sinh
n j F η˜ j
RT
. [26]
When we increase kf , the overpotentials decrease and reactions be-
come fast. In return overpotentials become larger as we decrease kf
and we enter the slow regime.
As shown in Fig. 3b, the shape of the SEI front changes signifi-
cantly with kf . When reactions are slow, the front is wide and smooth.
It becomes thinner as the reaction rate increases. At the same time,
the specific surface area changes with the front shape, see Fig. 3a. It
becomes smaller in the region where the porosity increases. Further-
more, we observe the formation of a singularity which emerges if the
front width L is smaller than a0. As explained in the Model sec-
tion, our expression for A (see Eq. 22) is derived for a slowly varying
porosity. This is not the case when reactions are fast and the front
width is below a0 (see inset of Fig. 3b). To avoid this we adjusted our
kinetics such that the width of the SEI front is wide (L > a0) during
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our simulation by choosing EA accordingly. Therefore the scale factor
kf is not used below (kf = 1).
Whether reactions are fast or slow depends on the overpotential at
the front. This overpotential does not remain constant during the evo-
lution of the SEI. It decreases because the electronic current through
the SEI decreases as the SEI becomes thicker, see Eq. 27. The reactions
become slower due to the decreasing influx of electrons. Therefore,
the SEI front becomes wider during SEI formation.
Numeric convergence.—We find that the grid resolution necessary
to obtain well converged simulations depends on the shape of the SEI
front. Any “kink” in this profile (such as visible in Fig. 3b for kf = 10
at x ≈ 0), needs to be resolved sufficiently well. If not, the specific
surface area will have an almost singular point because it is a function
of the second spatial derivative of the porosity profile, see Eq. 22. Not
only is this situation costly to solve numerically, it also influences the
SEI porosity and growth rate by a few percent. However, we observe
a directed and fast convergence of these quantities when the grid
parameter becomes small enough. For example, when comparing two
porosity profiles of the same simulation, performed with different grid
parameters (2 and 0.66 pm), the largest difference inside the SEI is
approximately 10−5.
Simulation Results
This section contains four subsections which address potential
scenarios of SEI formation. We begin with our reference scenario,
the formation of a chemically homogeneous SEI before discussing
growth scenarios with higher complexity. Then, we study dual-layer
SEIs obtained by adding a second SEI formation reaction. We pro-
ceed by taking mechanical properties of the SEI into account so that
solvent diffusion can become rate-limiting. Finally, we discuss how
the form of the rate limiting transport mechanism affects observable
quantities. In this way, we increase the model complexity step-by step
and systematically predict SEI properties based on specific sets of
assumptions.
Single-layer SEI.—In this section, we study SEI formation assum-
ing an inert co-solvent. This means that SEI formation is represented
by a single reduction reaction, i.e., the reduction of EC to Li2EDC,
see Reaction I. We are able to derive analytic expressions for our
primary results in this reference scenario. Our simulations start with a
nearly uncharged graphite electrode which is charged to E = 0.1 V
in the first 20 hours of the simulation. The electrode potential is then
kept constant, simulating long-term storage under open-circuit condi-
tion. Fig. 4a shows the temporal evolution of the corresponding SEI
volume fraction. We observe the formation of a porous film which
gradually becomes thicker in our simulations. SEI formation occurs
at the SEI front, shown in Fig. 3, indicating that electron conduction is
the rate-limiting transport mechanism. No reactions take place inside
the SEI where porosity remains constant in time. Both, the rate of SEI
growth and the SEI porosity depend on the simulation parameters. We
study this parameter dependence below, where we refer to the average
porosity of a specific simulation as ε∗ = 1 − ε∗SEI.
Thickness evolution.—The formation of SEI species is located at
the front of the film and thus causes lateral growth. Therefore electron
conduction is limiting the rate of SEI growth. This is reflected in the
SEI potential which increases linearly from E to 0EC at any given
time, shown in Fig. 4b. The electronic current jE within the SEI is
constant and electrons are transported from the electrode to the SEI
front. We use this observation to approximate the electronic current
jE through the SEI
jE(x) = −κ(εSEI(x))∇(x) ≈ −κ∗ (L) − (0)L ,
≈ −κ∗ 
0
EC − E
L
, [27]
Figure 4. (a) SEI volume fraction εSEI(x, t) at various times of the simulation.
Note the different scaling of the x-axes to highlight the initial SEI profile. The
dashed line is a profile from a simulation where neutral lithium interstitial
diffusion has been used as the rate-limiting transport mechanism. (b) Potential
(x, t) and, (c) relative solvent concentration cEC(x, t) (c0EC = 4.5 mol l−1).
where κ∗ = ε∗1.5SEI κBulk. We can couple this current directly to the
evolution rate of the SEI thickness L ,
∂L
∂t
=
¯V Li2EDCSEI
2
1
ε∗SEI
(− jE)
F
, [28]
where the first fraction takes the density of the SEI material and the
stoichiometry of the formation reaction into account. The second frac-
tion factors in film porosity. Finally, the Faraday constant F converts
the current density into a particle flux density.
Using approximation 27 in Eq. 28 results in a first order differential
equation for L . The solution
L(t) =
√
κ∗EC ¯V Li2EDCSEI
ε∗SEI F
√
t, [29]
depends on the mean film porosity ε∗, which is not a parameter but
a result of our simulation. The parameter dependence of this value
is very complex and will be discussed later. Eq. 29 has the well
known
√
t dependence of transport limited growth. We observe this
time dependence of SEI thickness in our simulations, see Fig. 5a.
The expression agrees well with simulation results as shown on the
right side of this figure. Small derivations can be linked to the offset
between (L) and 0EC. However this error is in the order of few mV
and small compared to EC = (L) − 0EC ≈ 700 mV.
As seen in Eq. 29, only a few parameters influence the growth rate
directly. These are the conductivity κBulk, the molar volume of Li2EDC
and the applied potential E. Other parameters, such as β and DBulk
can influence the average SEI porosity ε∗, which in turn affects the
thickness evolution. However, as shown in Fig. 5a, the influence of
ε∗ on the growth rate is small. Consequently, assuming an inaccurate
porosity in Eq. 29 only leads to minor quantitative errors.
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Figure 5. (a) SEI thickness in nm over time t (left) and √t (right) to illustrate
the square root of time dependence. The porosity dependence of L(t) is shown
on the left side, on the right the simulation is compared to Eq. 29 (dashed line).
(b) SEI volume fraction dependence on transport parameters κ (left) and D
(right). Crosses mark points measured in simulations, lines show predictions
by Eq. 34.
The charge which is irreversibly consumed by SEI formation is
equal to
Qirr.(t) = 2ε
∗
SEI F
¯VSEI
AElec.total L(t) = 2AElec.total
√
ε∗SEI Fκ∗EC
¯V Li2EDCSEI
√
t, [30]
where AElec.total is the total electrode surface area. We use this expres-
sion, to estimate the electron conductivity κBulk by comparing it to
capacity fade measurements by Broussely et al.47 For this compari-
son we use AElec.total = 173 m2, taken from31 and assume ε∗SEI = 0.8.
As shown in Figure 6, we obtain values of κBulk = 0.1 pSm−1 to
κBulk = 0.65 pSm−1 for T = 30oC and T = 60oC respectively. These
values agree with our previous parameterization.26 The corresponding
SEI thicknesses equal 50 and 125 nm after 450 days of storage.
SEI porosity.—As mentioned above, porosity inside the SEI re-
mains constant in time. Further EC reduction stops because the con-
Figure 6. Capacity fade according to Eq. 30 (lines) compared to experimental
data (circles and crosses).47
centration of the active solvent (EC) is too low and pores are filled
with inert co-solvent, see Fig. 4c. Diffusion fluxes of active solvent
into the pores are suppressed by the small effective diffusion coeffi-
cient D∗ = ε∗β DBulk. The formation reactions are distributed over the
front and cease on its left edge, where porosity equals ε∗. Here solvent
cannot be supplied at the same rate at which electrons reach the front,
forcing the SEI to expand laterally. Consequently, the porosity ob-
served in our simulations depends on the transport parameters of the
electrolyte (D, β, c0EC). All parameters appearing in Eq. 29 determine
the speed of SEI expansion and influence porosity as well.
We derive an analytic expression to understand the dependence
of the mean SEI porosity ε∗ on these parameters. This requires to
apply some simplifications to the model equations. First and foremost,
reaction kinetics are assumed to be infinitely fast. This has almost no
influence on our results because SEI growth is limited by transport and
not by reaction kinetics. When the reactions are sufficiently fast, the
overpotential η is small enough to justify the approximation ηEC = 0
which implies (see Eq. 12a)
cEC = c0ECe
F(−0EC)
2RT , c′EC,x =
cEC F
2RT
′x , [31]
where X ′y denotes the partial derivative ∂ X∂y . Secondly, we simplify our
principal equations by neglecting convection. This yields
∂ε
∂t
= − ¯V Li2EDCSEI ArEC, [32a]
∂εcEC
∂t
= ∂
∂x
Dc′EC,x − 2ArEC, [32b]
0 = ∂
∂x
κ
F
′x + 2ArEC. [32c]
Finally, we analyze Eq. 32b in the stationary regime (∂tεcEC ≈ 0)
because porosity and concentration changes in time are small. By
summing Equations 32b and 32c while using Eq. 31 to express c′EC,x
with ′x , we obtain
0 = ∂
∂x
(
cEC F D
2RT︸ ︷︷ ︸
˜D
+ κ
F︸︷︷︸
κ˜
)
′x .
Integration yields an expression for ′x , relating it to the local transport
parameters
′ = ξ
˜D + κ˜ , resulting in,
′′ = −
˜D′ε + κ˜′ε
˜D + κ˜ ε
′
x
′
x −
˜D′c
˜D + κ˜
cEC
′2
x
2RT
,
where ξ is an integration constant. When the SEI is sufficiently thick,
we can neglect terms scaling with ′2x because ′x is proportional to
L−1. Using this approximation in Equation 32c after inserting 32a
yields
∂ε
∂t
=
¯V Li2EDCSEI
2
∂
∂x
κ˜′x
=
¯V Li2EDCSEI
2
(
κ˜′x
′
x + κ˜′′xx
)
=
¯V Li2EDCSEI
2
˜Dκ˜′ε − κ˜ ˜D′ε
˜D + κ˜ ε
′
x
′
x .
We now trace the porosity at a point co-moving with the left edge of
the SEI front, see Fig. 3. Here the porosity changes in time according
to
dε(L(t), t)
dt
= ε′x
∂L
∂t
+ ∂ε
∂t
≈
¯V Li2EDCSEI ε′x′x
4
(
κ˜
εSEI
+
˜Dκ˜′ε − κ˜ ˜D′ε
˜D + κ˜
)
,
[33]
where the approximation for the thickness evolution Eq. 29 is used.
The porosity at this location has an attractive point. This means that
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ε will converge toward this value in time. This stationary solution
equals the mean SEI porosity ε∗ which satisfies
κ˜∗
˜D∗
= κ
∗
D∗
2RT
cEC F2
= 1
2
+ βε
∗
SEI
ε∗
. [34]
We compare this expression to simulation results in Figure 5b. It
describes the dependence of porosity on the transport parameters κBulk,
DBulk and β extremely well. There is a small offset between the SEI
porosity determined by the simulation and the analytic prediction.
We attribute this to the simplifications made in the derivation of Eq.
34. As we neglect electrolyte convection, the porosity predicted is
slightly too low. Much better agreement is found, when the active
solvent concentration is low and the influence of solvent convection
is small.
In summary, we predict a finite SEI porosity which we propose
to measure in appropriate in-situ imaging studies. This prediction
assumes long-term storage, consequently all samples need to be stored
for an appropriate time span before the measurement. Unfortunately,
we cannot quantitatively predict ε∗ because it depends strongly on β,
an unknown parameter, see Fig. 5b. Assuming Bruggeman coefficients
between β = 5 and β = 20 results in porosities between ε∗ = 0.002
and ε∗ = 0.2.
Neutral lithium interstitial diffusion.—In the simulations discussed
above, electron conduction is the rate-limiting transport mechanism.
Electron conduction is the most prominent among several transport
mechanisms in the solid SEI phase suggested in the literature.18,27,28
The findings for the reference scenario discussed in this section, how-
ever, are independent of the specific charge transport mechanism. In
the following, we demonstrate this by replacing electron conduction
with diffusion of neutral lithium interstitials. The latter mechanism is
proposed as a potentially rate-limiting mechanism by Shi et al.18
We add a mass balance equation for the neutral lithium interstitial
concentration cLi
∂εSEIcLi
∂t
= −div jD,Li + n˙Li, [35]
where the diffusive flux jD,Li has the same porosity dependence as
the migration flux in our standard case, see Eq. 19. This transport
equation replaces Eq. 8, which describes electron conduction. In this
way, we exchange the rate-limiting transport mechanism.
SEI profiles obtained using this mechanism share the same fea-
tures as those generated with the conduction type mechanism, see
Fig. 4a. Again, we observe the formation of a layer with nearly con-
stant porosity. Similar to above, the thickness evolution follows a
√
t
law. Analytic expressions for the thickness evolution and the poros-
ity can be derived analogously to Eq. 29 and Eq. 34, respectively.
In conclusion, SEI thickness evolution and porosity are not sufficient
to distinguish between these two charge transport mechanisms in the
solid SEI phase. Therefore, we study further SEI quantities in next
sections.
Additionally, we find that the interstitial concentrations found by
Shi et al.18 are insufficient to drive SEI formation at a reasonable rate.
For the simulation depicted in Fig. 4a we have used the proposed ≈ 107
interstitials/cm3. To obtain reasonable growth rates we used an the
extremely high bulk diffusion coefficient of 0.002 cm2/s. Alternatively,
we obtain reasonable diffusion coefficients for a higher interstitial
concentration. Such a concentration would correspond to a smaller
interstitial formation energy, approximately 200–300 meV below the
value from Shi et al.18
Dual-layer SEI.—It is well-known that the SEI is not chemically
homogeneous. Therefore, as the next step, we extend the reference
scenario by taking a second SEI compound into account. This com-
pound is either produced by co-solvent reduction (II) or by conversion
of Li2EDC (III). The onset potential for these reactions is chosen as
0DMC = 0Li2EDC = 0.3 V and is below the reduction potential of EC
of 0.8 V. In these scenarios, dual-layer structures emerge, as shown
in Fig. 7. Depending on the reaction type, the two layers differ in
Figure 7. (a) SEI volume fraction evolution with active co-solvent. (b) and
(c) show the SEI volume fraction of a dual layer SEI formed with inert co-
solvent and unstable Li2EDC. These simulations differ in the choice of εcritSEI, see
Fig. 2.
chemistry, morphology, or both. The total SEI thickness evolves as
in the reference scenario. Both layers grow simultaneously and each
layer has its own front where the corresponding formation reaction
takes place.
Co-solvent reduction.—The volume fraction evolution of a sim-
ulation with reacting co-solvent is shown in Fig. 7a. EC reduction
proceeds as described in our reference scenario, creating a porous
layer of Li2EDC (see Fig. 4). Additionally, co-solvent is reduced at
the front of the inner layer, filling the pores of the outer layer with
LiMC. Co-solvent reduction stops when the layer is dense. It is sup-
pressed because the specific surface area vanishes when ε → 0, see
Eq. 21. Therefore, a dense layer forms next to the electrode while the
outer layer remains porous. Li2EDC and LiMC are both present in the
dense layer.
Volume mismatch between the products and reactants of the second
reduction reaction induces a convective flow of the electrolyte. This
flow carries additional solvent across the SEI front. In turn, the mean
porosity of the outer layer ε∗ decreases and the SEI becomes denser
compared to simulations with inert co-solvent, see Fig. 4a. Therefore,
our analytic expression for the porosity Eq. 34 does not predict the
porosity of the outer layer as accurately as before.
Conversion Reaction.—The SEI remains to be composed of two
layers if co-solvent reduction (II) is replaced with the conversion
reaction (III), see Figure 7b and 7c. Again, the outer layer is porous
and consists of Li2EDC. The inner layer is created by the conversion
of Li2EDC and constantly grows at its front. In this case, each layer
consists of the products of a single reaction. Compared to simulations
with active co-solvent, products of different reduction reactions are
no longer mixed in the inner layer.
The porosity of the inner layer depends on the choice of α(εSEI)
(see Eq. 16) or εcritSEI specifically. As described in the Model section,
εcritSEI determines how dense the SEI can become from accumulation
of excess volume by conversion reactions. Here we can distinguish
two cases. In Fig. 7b the critical SEI volume fraction εcritSEI exceeds
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Figure 8. (a) Thickness evolution of the inner and the outer layer in a sim-
ulation with active co-solvent (solid lines) compared to numerical solutions
of Eqs. 36 (dashed lines). The latter are initialized at t0 = 30 d with differ-
ent values of L I (t0). (b) Evolution of (t) for both simulation and numerical
solutions.
the volume fraction of the outer layer. Therefore, excess volume of
the conversion reaction can accumulate locally until the SEI volume
fraction has reached this value εcritSEI. Further conversion reactions only
induce solid convection, thus increasing the thickness of the inner
layer and displacing the outer one. The porosity profile shown in Fig.
7c is created when εcritSEI is smaller than or equal to the volume fraction
of the outer layer. In this case, both layers have the same porosity.
Thickness evolution.—We now discuss the thickness evolution of
the dual-layer films. In Fig. 8a, we plot the thickness of the inner
layer and the total SEI thickness against the storage time (solid lines).
Both layers grow with the square-root of time. In this figure and the
subsequent discussion, the inner layer is formed by products of co-
solvent reduction (II). For conversion reactions (III), the situation is
qualitatively identical.
Analogously to Eq. 29, we derive analytic expressions for the
thickness evolution of the dual-layer system. The derivation below is
performed for a system with active co-solvent and the index I/O is
used for the inner/outer layer respectively, (L I + LO = L). We couple
the electronic current in each layer to its growth rate,
∂L
∂t
= −
¯V Li2EDCSEI
2ε∗SEI F
jE,O, [36a]
∂L I
∂t
= −
¯V LiMCSEI
ε∗ F
(
jE,I − jE,O
)
. [36b]
We proceed to solve these equations by deriving simple expressions
for the current densities in both layers jE,i . To this aim, we discuss the
shape of the electric potential (x) in the SEI. As explained above,
reactions occur at the layer fronts only and (x) increases linearly
in each layer. Additionally, porosity and conductivity are constant in
each layer. We hold the electrode potential constant (x=0) = E .
At the SEI front, the potential is given by (L) ≈ 0EC.
We use this to approximate jE,i , similar to Eq. 27
jE,O = −κ∗ 
0
EC − (L I)
L − L I , jE,I = −κ
Bulk (L I) − E
L I
. [37]
If the inner layer grows, it holds
(L I) = 0DMC. [38]
Otherwise, we have to take into account the irreversibility of SEI
formation and demand jE,I = jE,O.
(L I) =
(
EC − E
)(
1 + LO
L I
κBulk
κ∗
)−1
+ E. [39]
(L I) is the maximum of 0DMC and this modified expression. To
conclude, Eq. 36 together with Eq. 37 is a coupled ODE for L and L I
which describes the thickness evolution of each layer.
According to Eq. 36, the growth rate is determined by the same
parameters as in simulations with inert co-solvent. These are the con-
ductivity κBulk, the molar volumes of SEI compounds ¯V iSEI and the
applied potential E. Additionally, the porosity of the outer layer ε∗SEI
appears as an indirect parameter which has to be assumed or measured.
Fig. 8a compares the thickness evolution from numerical solutions
of Eqs. 36 (dashed) to a simulation of the full model (solid lines). The
figure shows several solutions with different initializations i.e. L I(t0)
is varied while L(t0) is fixed. When the initial values match the full
simulation, very good agreement is observed and both layers grow
with
√
t . The other curves show how the dual layer system reacts to a
different initialization. Fig. 8b shows how the ratio of the inner to the
total SEI thickness
(t) = L I (t)/L(t),  ∈ [0, 1],
evolves in time. This ratio quickly attains the stationary value stat and
then remains constant for the rest of the simulation. In a real battery,
 can deviate from this stationary value if the electrode potential is
varied or if the SEI is physically damaged. As illustrated in Fig. 8b,
stat is a stationary point of (t) and satisfies
∂
∂t
= ∂t L I
L
− L I ∂t L
L2
!= 0 → L∂t L I = L I ∂t L .
With Eqs. (36) we can rearrange this condition into a quadratic equa-
tion in stat
¯V Li2EDCSEI
2 ¯V LiMCSEI
ε∗2stat +
(
1+ DMC
ε∗1.5SEI diff
)
stat + DMC
ε∗1.5SEI diff
= 0. [40]
stat is the positive solution of this expression. It depends most
strongly on the electrode potential E and the onset potential 0i
of each reduction reaction.
The stationary value is attained after long-term storage with con-
stant electrode potential. When the electrode potential is changed, 
will deviate from the new stationary ratio. Then, further SEI growth
will be distributed such that this new stationary value stat is attained.
This process is fast (1–2 days) when  < stat as illustrated in Fig.
8b. In this case, the inner layer needs to become thicker. The rate at
which  converges toward stat is slow, when  > stat because
the inner layer cannot decrease its thickness. Instead, the outer layer
needs to grow to restore stat. This takes longer, in part due to the sto-
ichiometry of both reduction reactions. Furthermore, electrons need
to traverse a longer distance to reach the front of the outer layer.
By using the relation L I = stat L , we can solve Eq. 36a and obtain
an analytical expression for the thickness evolution
L(t) =
√
κ∗ ¯V Li2EDCSEI
ε∗SEI F
diff
1 − stat
√
t . [41]
Most formulas in this section are not valid if the inner layer is
formed by a conversion reaction. For this system, a few changes need
to be made in the derivation above. However, these changes do not
alter the results in a qualitative way. This means that all results above
can be transferred. Eq. 41 remains valid if the correct value of stat
is used. The only noteworthy quantitative difference is the rate at
which (t) converges toward the stationary value. This process is
now slower when  < stat because more electrons are needed to
expand the inner layer.
We highlight that the SEI dual-layer structure should be observable
in long-term storage experiments, e.g., in neutron-scattering imaging.
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Charge vs. solvent transport.—In the preceding sections, we dis-
cuss scenarios in which charge transport in the solid SEI is the rate-
limiting transport mechanism. Even though we model solvent dif-
fusion through the SEI pores, electrolyte transport does not become
rate-limiting. This is due to the low porosity of the SEI formed in
our simulations which makes solvent diffusion slower than charge
transport. Now we discuss how structural properties may prevent the
formation of a dense SEI. In this scenario, solvent diffusion inside
the SEI becomes faster, potentially making solvent diffusion the rate-
limiting transport mechanism. Hence we can study how SEI grows
for different rate-limiting transport mechanisms.
Structural properties can emerge from surface tensions in the
porous structure which can influence SEI morphology and porosity. In
this way, the interplay of surface energy and packing structure results
in a minimum porosity. Alternatively, small SEI particles could have
a certain tightest packing. In both cases SEI will accumulate locally
until this porosity is reached, then reactions will displace existing
particles instead of further decreasing the porosity. This effect is rem-
iniscent of the solid convection defined in the Model section. Note
that it requires deeper insights into the chemistry and structure of the
composite solid SEI material to accurately determine the minimum
porosity.
Similar to our reference scenario, we consider the reduction of EC
and assume that the co-solvent is inert. This reaction is coupled to the
solid convection velocity
εSEIdivv˜ = α(εSEI) · ¯V Li2EDCSEI · A · rEC. [42]
Here, α(εSEI) models a smooth transition from local accumulation
to SEI displacement, see Fig. 2a. As elaborated on in the Model
section, this transition takes place at the SEI volume fraction εcritSEI, a
new parameter of our model. Therefore, Eq. 42 will prevent the SEI
volume fraction to exceed εcritSEI.
Now, charge transport and solvent transport compete. The mean
solid volume fraction ε∗SEI inside the SEI determines the rate-limiting
transport mechanism. We distinguish two cases by comparing εcritSEI
with the stationary solution εstatSEI of Eq. 34.
1. For εcritSEI > εstatSEI, i.e., large SEI volume fractions, SEI formation is
not disturbed and proceeds exactly like in our reference scenario.
In this case, electron conduction is rate-limiting and the porosity
establishes itself through a balance between growth and transport
at the SEI front, see Eq. 34. Our model does not allow for a denser
structure for a given parameter set.
2. For εcritSEI < εstatSEI, i.e., small SEI volume fractions, solid convection(42) limits the SEI volume fraction. In this case, the mean SEI
volume fraction is decreased ε∗SEI = εcritSEI and the SEI porosity is
increased. Therefore, solvent diffusion through the SEI pores is
accelerated and can become rate-limiting.
In summary, structural properties can only increase the mean
porosity ε∗ and accelerate solvent diffusion.
Our extended model captures the two growth mechanisms studied
in the literature. SEI can form at the electrode/SEI interface limited
by solvent/salt diffusion through the SEI.30,31 Additionally, SEI can
form at the SEI front limited by charge transport through the SEI.26–29
Below we will proof this correlation between rate-limiting transport
mechanism and reaction interface position. We are the first to find an
intermediate regime where the reaction interface is located inside the
SEI as depicted in Fig. 9. In this case, both mechanisms contribute
to the formation rate and the SEI is divided by the reaction interface
(marked red). In the inner region, electrons migrate away from the
electrode, whereas solvent molecules diffuse toward the electrode in
the outer one.
Now, we calculate the relative location ˜ = L reaction/L of this
interface. Electron and solvent transport to this location are balanced
and supply the reaction
2 jE = 2F jD,EC.
Figure 9. Schematic of self-shaping SEI growth with ˜ ≈ 0.4. The reac-
tion interface (marked red) is inside the SEI and the reaction is “fueled” by
an electronic current jE and a diffusion current of solvent jD,EC. SEI com-
pounds which form at this interface do not decrease the porosity, because
α(εSEI( ˜L)) = 1. Instead, they induce the convection velocity v˜ which causes
SEI growth.
We can approximate each flux by assuming constant porosity and a
linear progression of potential and concentration within the SEI
κ∗EC
˜L
≈ F D
∗cEC
(1 − ˜)L , →
˜ = κ
∗EC
D∗ FcEC + κ∗EC . [43]
The ratio ˜ is independent of SEI thickness L . It quantifies the relative
share of electron conduction on the rate-limiting role. Fig. 10 shows,
how ˜ depends on the effective transport parameters κ∗ and D∗.
˜ ≈ 1 if electron conduction is the rate-limiting transport mechanism,
κ∗EC  D∗ FcEC (top-left). Solvent diffusion is the rate-limiting
transport mechanism if ˜ ≈ 0, κ∗EC  D∗ FcEC (bottom-right).
The intermediate regime spans from the bottom-left to the top-right.
Here, both transport mechanisms are roughly equally fast, κ∗EC ≈
D∗ FcEC.
The transition from electron conduction to solvent diffusion limited
growth occurs when εcritSEI becomes smaller than εstatSEI. Based on the
Figure 10. Relative position of the reaction interface ˜ depending on the
effective transport parameters D∗ and κ∗ according to Eq. 43. The red lines
show parameter sets with identical SEI growth rates and satisfy Eq. 45. Dashed
black lines show how two parameter sets D∗/κ∗ (marked with yellow crosses)
move when porosity is changed but κBulk is fixed. The lines end in yellow
circles where the formation rate is double (right) or half (left) of the original
growth rate.
) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 134.60.8.85Downloaded on 2017-08-04 to IP 
Journal of The Electrochemical Society, 164 (11) E3132-E3145 (2017) E3143
values discussed earlier, we conclude that 0.8 < εcritSEI < 0.998 would
be necessary for solvent diffusion limited growth.
Growth rate analysis.—Let us now evaluate the SEI growth rate
for this general, mixed growth scenario (see Fig. 9). Based on the
dependence of the growth rate on the material parameters, we discuss
how observable SEI properties depend on the underlying rate-limiting
mechanism. We obtain an analytical expression for the thickness evo-
lution of these SEIs, by exchanging L with ˜L in the derivation of
Eq. 29
L(t) =
√
κ∗EC ¯V Li2EDCSEI
ε∗SEI F ˜
√
t,
=
√
¯V Li2EDCSEI
ε∗SEI F
(
κ∗EC + D∗ FcEC
)√
t . [44]
Comparison to Eq. 29 reveals that adding solvent diffusion accelerates
SEI formation. The
√
t-growth law is still valid as SEI growth is
limited by reactant transport.
Naturally, only a subset of the combinations of D∗ and κ∗ yields
reasonable SEI growth rates. A good measure for the growth rate is
∂L2
∂t
= ˙L2 =
¯V Li2EDCSEI
Fε∗SEI
(
κ∗EC + D∗ FcEC
)
[45]
which is constant in time for square-root like growth. In Fig. 10 the
red lines correspond to growth rates observed at T = 15/60 oC.26,30,48
When moving along one of these lines, ˜ increases monotonically
from 0 to 1. SEI growth is limited by a single transport mechanism, un-
less both effective transport parameters, D∗ and κ∗, are finely attuned
to one another. These cases ( ˜ ≈ 1 and ˜ ≈ 0) are recovered, when
one of the effective transport parameter vanishes. If D∗ is small, elec-
tron conduction determines the growth rate and κ∗ converges toward
the values found in.26 If κ∗ is small, solvent diffusion is rate-limiting
and D∗ converges toward values found in Refs. 30,31
At this point, we want to draw first conclusions with respect to the
rate-limiting transport mechanism. As discussed earlier, SEI porosity
will attain a small value (0.002 to 0.2) in our reference scenario, where
electron conduction is the rate-limiting transport mechanism. There-
fore, the SEI volume fraction is approximately one and the growth
rate does not depend strongly on the porosity and the Bruggeman co-
efficient. Instead it is mostly determined by κBulk. This is different if
solvent diffusion is the rate-limiting. In this case the effective transport
parameter scales with ε (to the power of β) which is close to zero. This
means that D∗ depends strongly on three parameters, namely εcritSEI, β
and DBulk. SEI formation is a common phenomenon in lithium-ion
batteries, occurring in many different systems. The different growth
rates of these SEIs lie within two orders of magnitude, even when the
SEI chemistry is not comparable. This would imply that εcritSEI and β are
correlated in some way. However, we cannot find any reason why this
should be the case. Therefore, it appears unlikely for solvent diffusion
to be the rate-limiting transport mechanism.
We now study this difference from another perspective. To this
aim, we use the growth rate ˙L2 and the relative location of the reac-
tion interface ˜ as parameters to label SEIs (instead of κ∗ and D∗).
The variation of the SEI growth rate with respect to small porosity
fluctuations ε∗SEI is equal to
∂ ˙L2
∂ε∗SEI
= ˙L2
[
1.5 ˜ − 1
ε∗SEI
− β(1 −
˜)
1 − ε∗SEI
]
. [46]
We now evaluate and compare the relative variation in the growth rate
from a small porosity change ε
˜ → 0 
˙L2
˙L2
≈
(
1 + βε
˜→0
SEI
1 − ε ˜→0SEI
)
ε
ε
˜→0
SEI
,
˜ → 1 
˙L2
˙L2
≈ 1
2
ε
εstatSEI
.
This variation is much larger if solvent diffusion is the rate-limiting
transport mechanism ( ˜ → 0) because either β or (1−ε∗SEI)−1 is large.
We illustrate this in Fig. 10 where two combinations of D∗ and κ∗
are marked with a yellow cross. Both SEIs have the same growth rate
because they are located on the same red line. The difference between
these films is the rate-limiting mechanism facilitating the growth. One
is solely governed by electron conduction ( ˜ ≈ 1) whereas solvent-
diffusion is limiting the other one ( ˜ ≈ 0). We now apply a small
perturbation ε to the porosity of each film. This changes the effective
transport parameters κ∗ and D∗ according to the Bruggeman relation
Eq. 18 and Eq. 19 (κBulk is kept constant). The new combination is
located on the dashed line in Fig. 10 and has a different growth rate
according to Eq. 45. The black lines end in yellow circles where the
growth rate is twice or half as large as the original one. It can be
seen that the growth rate is hardly influenced by porosity fluctua-
tions if electron conduction is the rate-limiting transport mechanism
( ˜ ≈ 1). Here, the dashed line remains close to the red one for small
perturbations. Therefore, large porosity fluctuations are necessary to
observe a significant change in the growth rate. If solvent diffusion is
the rate-limiting transport mechanism ( ˜ ≈ 0), however, the dashed
line is almost orthogonal to the red one. Here, SEI formation is far
more susceptible to porosity changes and small fluctuations can alter
the growth rate by a factor of two.
Finally, we propose to probe the sensitivity to porosity fluctuations
in an experiment and identify the rate-limiting transport mechanism.
SEI is deformed during cycling due to volume changes of the electrode
particles. These deformations change the porosity which in turn affect
the growth rate. This results in systematic variations of SEI thickness
when the electrode material deforms anisotropically, e.g., on HOPG.
We predict notable thickness differences correlating with the atomistic
orientation of the electrode surface.
This could be observed in the imaging experiment proposed ear-
lier in this section. Alternatively, information about the rate-limiting
transport mechanism could be obtained in a different experiment. We
propose to add additional, marked (e.g. isotopically, see Ref. 7) sol-
vent/electrolyte to a cell with a well-established SEI. The location
of newly formed SEI can then be determined with depth profiling
techniques after a long storage period.
Discussion
The quality of theoretical studies depends on reliable parameter
choices and model assumptions. In this section, we discuss the valid-
ity of our choices. To this aim, we justify our assumptions and discuss
the dependence of our predictions on them. Our model relies on two
important assumptions. Firstly, we assume that the SEI is homoge-
neous parallel to the electrode surface and develop a one dimensional
model. Secondly, we choose a specific dependence of transport param-
eters on porosity. Besides these assumptions, we make use of physical
restrictions such as mass, volume, and charge conservation.
Most obvious, SEI thickness, see Eq. 29, and porosity, see Eq. 34,
strongly depend on transport parameters (κBulk, DBulk, β) as discussed
above. SEI porosity, for example, is governed by the Bruggeman co-
efficient β of the electrolyte. Thermodynamic parameters, such as
the density of SEI compounds and the onset potential of reduction
reactions influence our results as well. However, unlike transport pa-
rameters we know these parameters reasonably well. Therefore, an
inaccurate choice of these thermodynamic parameters does not influ-
ence our results in a significant way. The kinetics of the fast reduction
reactions characterized by the activation energy EA are not critical as
well. The only exception is the onset potential of the second reduction
reaction. This parameter strongly influences the thickness of the in-
ner layer. Nevertheless, the qualitative observations of the dual-layer
systems remain unchanged.
An assailable model assumption is the use of conventional electron
conduction in SEI compounds. It is known that several common SEI
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compounds have large bandgaps, i.e. Li2EDC,21 Li2CO318 and LiF.49
Corresponding conductivities are well below the values which are nec-
essary to drive long term SEI formation at realistic rates. Nevertheless,
SEI composition is diverse and a conduction like mechanism could
emerge. This could be due to defects or band-bending on grain bound-
aries inside the SEI. Interface effects on such boundaries can pro-
mote lithium-ion and potentially electron mobility as shown by Zhang
et al.20 We highlight that the specific transport mechanism used does
as demonstrated by replacing conduction with neutral lithium inter-
stitial diffusion. Any mechanism which transports charges though the
SEI for the reduction of the solvent at the SEI/electrolyte interface will
produce qualitatively similar results. The only requirement is that the
mechanism decreases linearly with SEI thickness and that the trans-
port occurs in the solid SEI.
Our assumption of homogeneity parallel to the electrode surface is
seemingly contradicted by TEM images of fluctuating SEI thickness.6
Such measurements, however, typically relate to initial molecular lay-
ers of the SEI which our model does not describe. Furthermore, our
model offers three explanations for fluctuations in thickness. Fluctu-
ations in the initial SEI composition might locally affect the conduc-
tivity. Alternatively, different electrode surfaces, e.g., the basal/edge
planes on graphite, can yield different electron injection rates into the
SEI. Lastly, SEI thickness fluctuations are expected if solvent diffu-
sion is the rate-limiting process. Our model remains to be applicable
locally if these fluctuations occur on a length scale comparable to the
SEI thickness. If SEI is exposed to large mechanical stress, e.g., on
silicon electrodes,12 local properties dominate SEI evolution and our
model cannot be applied.
Finally, we keep our model simple and clear on purpose and ne-
glect a couple of details. For example, we do not take into account
dissolution of SEI species4 which competes with SEI growth. A nucle-
ation and precipitation process for SEI formation has been proposed
by Ushirogata et al.21 Nucleation and growth of larger SEI particles
in solution might be essential during the formation of the initial SEI.
Modeling this process would delay the reaction and the precipitation
process, which would not influence the long time SEI growth. We ne-
glect this mechanism because we focus on long-term SEI formation.
SEI material lost by diffusion into the bulk electrolyte phase could be
accounted for by using an effective stoichiometry for the reduction
reaction.
Summary
In this work, we discuss a novel one-dimensional model which
describes long-term SEI growth.26 We study several plausible scenar-
ios and predict observable SEI properties depending on the respective
assumptions. In all scenarios, SEI thickness evolves with the square
root of time because SEI growth is limited by the transport of SEI
precursors through the SEI.
In our reference scenario structural properties do not prevent the
formation of a dense SEI. Then electron conduction is the rate-limiting
transport mechanism. Our model predicts the formation of a porous
SEI. SEI porosity is almost constant throughout the film and does
not change in time. It is the result of an interplay of two transport
processes, electron conduction away from the electrode and solvent
diffusion toward the electrode. Therefore, porosity depends solely on
the parameters characterizing these processes.
Solvent diffusion is the rate-limiting transport mechanism if struc-
tural properties prevent the formation of a dense SEI. We find that
the growth rate of the SEI is very susceptible to porosity fluctuations
in this case. Therefore, we predict an inhomogeneous thickness dis-
tribution of SEI on electrodes with anisotropic volume expansion. If
solvent diffusion is the rate-limiting transport mechanism, such fluc-
tuations will be observable in a suitable imaging experiment such as
those proposed in the Simulation results section.
Replacing electron conduction with diffusion of neutral lithium
interstitials only alters the aforementioned predictions quantitatively.
This illustrates that they are universal and independent from the spe-
cific transport mechanism in the solid SEI.
In scenarios where two reduction reactions are considered, we ob-
serve an additional inner SEI layer close to the electrode. The two
layers have different chemical compositions and may also exhibit dif-
ferent morphologies. These properties can be observed and employed
to identify the type of the second reduction reaction. We find that the
ratio of the inner layer thickness to the total SEI thickness tries to at-
tain a stationary value. This value depends on the electrode potential
and will be attained after the electrode potential remained constant
for a longer period of time (≈ 60 days). It does not change when the
SEI ages and is restored when the SEI is physically damaged. Ob-
serving such a connection between the thicknesses of inner and the
outer layer would suggest electron conduction to be the rate-limiting
transport mechanism.
Conclusions
In this article, we discuss a new model to describe long-term SEI
growth on negative electrodes. Our model is the first to capture SEI
morphology in a spatially resolved way. Explicitly, we explain the
growth of a SEI with finite porosity. We can model different rate-
limiting transport mechanisms in the solid SEI phase. Additionally,
we can adjust SEI porosity and enable solvent diffusion through the
pores to be the rate-limiting transport mechanism. This enables us to
predict SEI properties which are unique to each mechanism. These
predictions are observable in suitable experiments and should allow
to draw conclusions with respect to the rate-limiting transport mecha-
nism for SEI growth. To this aim, we propose in-situ imaging studies
of well-established SEI, e.g., with TEM or neutron reflectometry.
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Appendix
Table AI. Nomenclature and description of frequent quantities.
Parameters are described and given in Table I.
Description Unit
ε/εSEI Porosity/volume fraction of the SEI -
c Main solvent (EC) concentration mol m−3
cLi Neutral lithium interstitial concentration mol m−3
 Electronic potential (solid SEI) V m−1
v/v˜ Electrolyte/solid convective velocity m s−2
jE Electronic current in the solid SEI phase A m−2
r j Turnover of reaction “ j → k” mol s−1 m−3
A Specific surface area of the porous SEI m−1
L/L I Thickness of the SEI / inner SEI layer nm
 Ratio of L I and L ,  = L I L−1 -
˜ Location of the reaction interface relative
to L
-
α(ε) Transition function between local
accumulation and SEI expansion
-
ε∗/ε∗SEI Average SEI porosity/volume fraction -
D∗ Solvent diffusion coefficient at average
SEI porosity D∗ = ε∗β DBulk
m2s−1
κ∗ SEI conductivity at average SEI volume
fraction κ∗ = ε1.5SEIκBulk
S m−1
EC 
0
EC − E V
DMC 
0
DMC − E V
diff 
0
EC − DMC V
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Introduction
Despite all recent advances, lithium-ion batteries still suffer
from continued capacity fade, which ultimately limits battery
lifetime. A multitude of processes contribute to the capacity
fade. These mechanisms depend on operating conditions as
well as on battery chemistry. However, generally, anodic side
reactions are found to be the main contributor to capacity
fade.[1, 2] These reactions reduce electrolyte components, for ex-
ample, ethylene dicarbonate (EC), while irreversibly consuming
cyclable lithium and proceed rapidly on a pristine electrode
until they are suppressed by the solid–electrolyte interphase
(SEI). SEI is a thin film that covers the electrode surface and
consists of insoluble products of anodic reactions.[3–8]
Atomistic simulation methods cover the short-term SEI for-
mation occurring during the first few battery cycles (see
Bedrov et al.[9]). After this formation stage, the long-term SEI
growth rate is limited by the rate at which SEI precursors cross
the SEI. The transport mechanism enabling this flux is referred
to as the long-term growth mechanism (LTGM). Even though
numerous publications discuss long-term SEI growth,[10–22] the
LTGM has not been identified. Several different LTGMs are sug-
gested and studied using continuum models as depicted in
Figure 1.
a) Diffusion of solvent/salt molecules/anions through nano-
sized SEI pores.[10–12,16,17]
b) Electron tunneling through a dense, inner layer of the
SEI.[12,13]
c) Electron conduction through the SEI.[12,14–18]
d) Diffusion of neutral radicals such as lithium interstitials
(LiI).
[17,22,23]
Importantly, these four mechanisms predict a similar evolu-
tion of long-term capacity fade. Besides electron tunneling, all
mechanisms directly result in the experimentally observed
ﬃﬃ
t
p
p
t dependence of capacity fade. Electron tunneling predicts a
lnt dependence that fits reasonably well with the
ﬃﬃ
t
p p
t be-
havior if another contribution linear in time is added.[14,24] Such
Continued growth of the solid–electrolyte interphase (SEI) is
the major reason for capacity fade in modern lithium-ion bat-
teries. This growth is made possible by a yet unidentified
transport mechanism that limits the passivating ability of the
SEI towards electrolyte reduction. We, for the first time, differ-
entiate the proposed mechanisms by analyzing their depend-
ence on the electrode potential. Our calculations are compared
to recent experimental capacity-fade data. We show that the
potential dependence of SEI growth facilitated by solvent dif-
fusion, electron conduction, or electron tunneling qualitatively
disagrees with the experimental observations. Only diffusion of
Li interstitials results in a potential dependence matching the
experiments. Therefore, we identify the diffusion of neutral
radicals, such as Li interstitials, as the cause of long-term SEI
growth.
Figure 1. Schematic of four different transport mechanisms suggested to
cause long-term SEI growth. a) Solvent diffusion through small SEI
pores.[10–12, 16,17] b) Electron tunneling through a thin and dense inner SEI
layer.[12,13] c) Electron conduction through the SEI.[12,14–18] d) Diffusion of neu-
tral LiI through the SEI. The SEI formation reaction takes place at different in-
terfaces depending on the mechanism, marked yellow/red.[17, 22,23]
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a term can be attributed to multiple processes, which we will
discuss below.
Therefore, additional dependencies must be studied to iden-
tify the correct mechanism (or to rule out others). For this
reason, we have introduced a SEI model predicting SEI mor-
phology in previous studies.[16,17] If SEI porosity and thickness is
measured, for example, with neutron reflectometry,[25] our
model offers an alternative feature to compare and validate SEI
theory with experiments. Furthermore, we used our models to
compare different LTGMs and their response to small porosity
fluctuations. Based on this comparison, we concluded that sol-
vent diffusion is unlikely to be the LTGM.[17]
In this paper, we identify the LTGM by comparing the rate of
SEI formation at different electrode potentials to experimental
capacity-fade data. This dependence has already been used by
Tang et al. to rule out solvent diffusion as a possible LTGM.[12]
We, however, perform a more comprehensive comparison
based on more recent experimental data provided by Keil
et al.[1, 2] Especially, our comparison includes LiI diffusion.
The capacity fade of commercial nickel cobalt aluminum
oxide (NCA) cells has been measured during long-term open-
circuit storage.[1, 2] Individual cells were stored at one of 16 dif-
ferent states of charge (SoC), each corresponding to a specific
anode potential. These cells were stored for 9.5 months at
50 8C. As capacity fade during open-circuit storage leads to
self-discharge, checkup sequences were regularly performed.
After these sequences, the SoC referenced to the current cell
capacity reached its initial value. The complete measurements
are presented in Figure 8 of Ref. [2] . They provide a unique op-
portunity to compare all plausible LTGMs with respect to the
emerging potential dependence.
To this aim, we formulate a model and simulate the evolu-
tion of the irreversible capacity (Qirr) and the SoC of a single
battery during the experiment. In our previous studies, we
considered SEI porosity and dual-layer structure with a novel
and extended model.[16,17] Here, we employ a complexity-re-
duced approach to describe SEI formation. Our method relies
on a single effective parameter and allows a consistent com-
parison of several mechanisms. A sample simulation is present-
ed in Figure 2. During storage, the SEI thickness increases
while the relative capacity of the cell decreases, see Figure 2a.
In Figure 2b we show the corresponding evolution of the SoC,
which decreases smoothly. Note that herein we reference the
SoC to the capacity of a fresh cell. With this definition, the SoC
increases during the periodically performed checkup sequen-
ces but does not reach its initial value. Also shown is the corre-
sponding potential of the negative electrode (U). We deter-
mine this potential for a given SoC using the open-circuit po-
tential (OCV) measured by Keil et al. shown in Figure 3a.[1]
Next, we derive the capacity fade model for each LTGM indi-
vidually. A simplified summary of our models is presented in
Equation (8). Detailed model knowledge is not necessary for
the subsequent results section in which we compare the po-
tential dependence of each LTGM to an experiment. The inter-
ested reader finds additional information in the Supporting In-
formation where we discuss the so-called overhang capacity
and elaborate on our parameter choices.
Capacity Fade Model
In our model we assume that the irreversibly lost capacity (Qirr)
is the sum of two distinct contributions, Qirr ¼ QSEIirr þ Qlinirr . The
first part QSEIirr includes the amount of lithium that is irreversibly
consumed by SEI formation during the storage experiment. It
is directly coupled to the SEI thickness and its change (@tQ
SEI
irr )
can strongly vary with the anode potential, depending on the
LTGM assumed. For the second part Qlinirr ¼ g ? t we assume no
such dependence (g is a rate constant and t is time). This con-
tribution is assumed to increase at a constant rate with regard
to time and factors in various mechanisms, for example, rapid
reformation of SEI caused by cracks and delamination of the
existing film. Cracks and delamination of the SEI occur during
Figure 2. Simulation of a storage experiment with 60% initial SoC and four
checkup cycles (LiI diffusion as the LTGM). a) Evolution of SEI thickness L and
the relative capacity of the cell. b) Evolution of the SoC referenced to the
original cell capacity and U, the corresponding anode potential vs. Li/Li+ .
Jumps in SoC and U correspond to checkup sequences that were part of the
experimental procedure. The dash-dotted lines show the evolution of these
quantities if the SoC and electrode potential are assumed to be constant.
Figure 3. a) OCV of the negative electrode obtained by averaging the lithia-
tion and delithiation voltages (half cell, cycled at C/20). b) Experimentally ob-
tained relative capacity (RC) after 9.5 months of storage (crosses) compared
to that predicted by four different LTGMs (lines).
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the periodic checkup sequences. Such physical stress also
causes electrode particles to lose contact to the current collec-
tor, which causes an irreversible loss of lithium.
SEI formation
We first derive the capacity-fade model, which assumes neutral
LiI diffusing towards the SEI–electrolyte interface as the cause
of long-term SEI growth. Li ions take up an electron, forming a
neutral radical that diffuses towards the SEI–electrolyte inter-
face and reduces solvent molecules. Note that the following
derivation applies to alternative (neutral) radical carriers of
negative charge as well. However, it has been suggested that
only small radicals such as LiI are mobile enough in a dense
SEI.[22,26] We assume that the SEI is a homogeneous film that
spans from x=0 (electrode–SEI interface) to x=L (SEI–electro-
lyte interface). SEI-thickness L is directly related to QSEIirr through
Equation (1),
L ¼ V
s
QSEIirr
AF
þ L0, ð1Þ
where V is the mean partial molar volume of the SEI and s is
the mean stoichiometric coefficient of LiI in the SEI formation
reaction. L0 is the SEI thickness at the start of the experiment,
and A is the surface area of the negative electrode.
Continued SEI growth is caused by the LTGM. The corre-
sponding flux density (j ið ÞSEI; [Am
@2]) increases the amount of
charge lost to SEI formation according to
@tQ
SEI
irr ¼ :A ? j ið ÞSEI: ð2Þ
Here, the sign has to be set for each mechanism [(i)=
S, e@ , LiI (solvent diffusion, electron conduction, LiI diffusion)] in-
dividually. It is chosen such that the right-hand side of Equa-
tion (2) is positive to account for the flux direction and the
sign of its charge carriers. j ið ÞSEI can be approximated as now il-
lustrated for LiI diffusion. We express the LiI diffusion flux with
Fick’s laws as shown in Equation (3),
jLiISEI¼ @FDLiI ?rcLiI
& @FDLiI ?
cLiI x¼Lj @ cLiI x¼0j
L
:
ð3Þ
Here, cLiI is the LiI concentration in the SEI and DLiI is the cor-
responding diffusion coefficient. F is the Faraday constant. The
approximation in the second line is possible because the SEI is
homogeneous and reactions take place at the SEI–electrolyte
interface only. This is also true if the SEI has nanosized pores,
as we have shown in previous studies.[16,17] Note that we do
not specify the diffusion pathway. Interstitials could diffuse
through the bulk SEI, pass through a selected SEI compound,
or move along nanosized SEI pores. The three equations above
can be merged into a differential equation for QSEIirr [Eq. (4)]:
@tQ
SEI
irr ¼
A2sF2D
V
? cLiI x¼0j @ cLiI x¼Lj
QSEIirr þ QSEIirr;0
, ð4Þ
where QSEIirr;0 ¼ sAL0F=V is the capacity corresponding to L0.
Next, we determine the LiI concentration at x=0 and x=L.
At the electrode–SEI interface, interstitials are injected into the
SEI. We assume that injection is a fast process and that graph-
ite is in thermodynamic equilibrium with the SEI across the in-
terface. This means that the electrochemical potential of Li in
graphite equals the one of LiI in the SEI
mLiLixC6¼ mLiISEI
¼ mLiISEI;0 þ RT ln
cLiI x¼0j
cLiI ;max
:
ð5Þ
cLiI ,max is the maximal interstitial concentration and m
LiI
SEI;0is a
(constant) reference value that can be determined using DFT
methods. This has been performed by Shi et al. for a Li2CO3
host lattice.[23] R is the ideal gas constant and T is the tempera-
ture [K] . The electrochemical potential of Li in the electrode is
equal to @FU.[27,28] Thus, we can express the interstitial concen-
tration at the interface with Equation (6),
cLiI x¼0j ¼ cLiI ;0 exp
@FU
RT
. -
, ð6Þ
where cLiI ,0 is the interstitial concentration at U=0 V. cLiI ,0 is a
model parameter and absorbs all constant contributions in
Equation (5). At the SEI–electrolyte interface lithium interstitials
do not accumulate. Instead, they are consumed by the fast SEI
formation reaction, that is, cLiI x¼Lj ¼ 0. This is the assumption
of transport-limited growth.
Differential equations similar to Equation (4) can be derived
for the electron-conduction and solvent-diffusion mechanisms.
To this aim, the flux density of the corresponding LTGM is ex-
pressed as a function of L and inserted into Equation (2). This
is done by applying the same approximations as above to the
flux expression. For solvent diffusion we approximate Fick’s
laws in Equation (7),
jSSEI ¼ @FDEC ?rcEC & @FDEC ?
cEC;0
L
, ð7Þ
where cEC is the EC concentration in the SEI pores and DEC is
the corresponding diffusion coefficient. cEC is assumed to be
zero at the reaction interface (x=0). It is assumed to equal the
concentration of the active solvent (EC) in the electrolyte, cEC,0
at x=L. For the electron-conduction model we approximate
Ohm’s law in Equation (8),
je
@
SEI ¼ @k ?r@ & @k ?
F0 @ U
L
: ð8Þ
Here, f is the electric potential inside the SEI and k is the
(electronic) conductivity. The potential is assumed to equal the
onset potential of SEI formation (F0) at the reaction interface
and U at the electrode–SEI interface (see Table SI-2).
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We use a model developed by Li et al. to describe SEI forma-
tion caused by electron tunneling.[13] It assumes a thin inner
SEI layer, approximately 2 nm thick, and a much thicker porous
outer layer. Electrons tunnel across the inner layer and reduce
electrolyte at the interface between these layers. We refer to
the original article for a full model description.[13] To simulate
this LTGM we replace Equation (2) with Equation (29) in
Ref. [13] . It states a differential equation in “QstSEI”, which is
equivalent to the variable QSEIirr in our notation.
Simplified solutions
Equation (4) and the equivalent equations for the other LTGMs
can be solved analytically in the simplified case of constant
electrode potential (equivalent to constant SoC). We illustrate
the accuracy of this assumption in Figure 2. Note that we solve
our full model numerically without it. The corresponding solu-
tions in the order solvent diffusion [Eq. (9a)] , e@ tunneling
[Eq. (9b)] , e@ conduction [Eq. (9c)] , and LiI diffusion [Eq. (9d)]
are
QSEIirr ¼ AG
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FDECcEC
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ tp @ QSEIirr;0, ð9aÞ
QSEIirr ¼ A ? a SoCð Þ ? ln 1þ b SoCð Þt½ A, ð9bÞ
QSEIirr ¼ AG
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k F0 @ U SoCð Þð Þ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ tp @ QSEIirr;0, ð9cÞ
QSEIirr ¼ AG
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FDLiIcLiI ;0
p
e@
FU SoCð Þ
2RT
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ tp @ QSEIirr;0: ð9dÞ
Here, G equals
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2sF=V
p
and t is determined by the initial SEI
thickness (L0(Q
SEI
irr;0)) through the requirement Qirr(t=0)=0.
Equation (9b) is the electron-tunneling model derived by Li
et al. (see Equation (30) in Ref. [13]). We list all model parame-
ters in Table SI-2 in the Supporting Information.[29–32]
These expressions highlight another way in which electron
tunneling differs from the other LTGMs. It is the only mecha-
nism for which time dependence and SoC dependence cannot
be separated. This means that QSEIirr cannot be written in the
form f(SoC)·g(t) [see Equation (9a–d)] . Therefore, for electron
tunneling, the qualitative shape of the predicted relative ca-
pacity in Figure 3b depends on the time it is evaluated at. This
behavior is not observed in the experiment.[1]
We emphasize that for most mechanisms, all parameters
appear as products, forming one effective parameter (after
specifying L0). Specifically, A
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
DECcECs=V
p
for solvent diffusion,
A
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
DLiIcLiIs=V
p
for LiI diffusion, and A
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kF0s=V
p
(assuming U!
F0) for electron conduction. Therefore, fitting these theories to
the experimental data is a one-dimensional problem. Only a
single effective parameter determines the amplitude of capaci-
ty fade. This eliminates uncertainties in several parameters.
Note that this is not true for the electron-tunneling model.
SoC evolution
Although the SoC of each cell is kept at a relatively constant
level during the experiment, we model its evolution for a more
accurate description. In this work SoC is referenced to Q0, the
capacity of a fresh cell. During storage, the SoC of each cell de-
creases due to irreversible reactions
@tSoC tð Þ ¼ @@tQirrðtÞ=Q0: ð9Þ
Equation (9) is used to describe the temporal evolution of
the SoC with the initial condition SoC(t=0)=SoC0. Open-cir-
cuit storage is only interrupted for checkup sequences, which
are performed periodically in the experiment. They are used to
capture the evolution of the cell capacity [Qactual(t)=Q0@Qirr(t)] .
After a checkup sequence, the cells are recharged to their ini-
tial SoC (SoC0). Note that Keil et al. reference their SoC to the
current cell capacity [Qactual(t)] for this step.
[1] Using Q0 as the
reference, the cells are recharged to
SoC tkð Þ ¼ SoC0 ? 1@ QirrðtkÞ=Q0ð Þ, ð10Þ
at all times tk at which checkup sequences are performed.
To summarize, during open-circuit storage Equation (9) is
used to describe the continuous evolution of the SoC. Equa-
tion (10) is used to reset (increase) the SoC after each checkup
sequence. Now, both Qirr and the SoC can be integrated simul-
taneously. Such a simulation is shown in Figure 2. Jumps in the
SoC and U correspond to the checkup sequences. It can be
seen that the anode potential increases by almost 20 mV
during the storage experiment. This affects the rate of SEI for-
mation significantly, depending on the LTGM assumed.
Results and Discussion
We now simulate the storage experiment using different initial
SoCs with each of the SEI formation mechanism mentioned
above. The capacity fade from these simulations is compared
to the experimentally measured one in Figure 3b. The SoC de-
pendence of the relative capacity is evident, and a correlation
to the potential of the negative electrode (shown above) can
be clearly observed. Capacity fade significantly increases at
SoCs larger than 60%, which correlates to the potential step in
the OCV. Furthermore, capacity fade remains nearly constant in
SoC regions that correspond to the voltage plateaus of graph-
ite.
As elaborated above, we split capacity fade into two contri-
butions. During storage every cell loses the same amount of
charge to processes summarized in Qlinirr . This contribution is in-
dependent of the SoC and serves as a baseline for the relative
capacity in Figure 3b (dotted line). In addition, QSEIirr is lost to
continued SEI formation. This contribution depends on the
LTGM assumed and features a SoC dependence.
It is evident that SEI formation facilitated by solvent diffu-
sion does not depend on the potential and cannot reproduce
the experimental data. Both, electron conduction and electron
tunneling lead to a potential dependence which does not cor-
relate with experimental data. These mechanisms fail to repro-
duce the pronounced change of the relative capacity at 60%
SoC. Instead, they predict a high potential sensitivity at SoCs
between 0 and 20%.
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LiI diffusion is the only LTGM that predicts capacity fade in
excellent agreement with experimental data. This agreement is
attributable to the exponential dependence of capacity fade
on electrode potential [see Equation (9d)] . LiI diffusion correct-
ly describes the capacity fade increase between 10 and 30%
SoC as well as the one between 50 and 70% SoC. Small devia-
tions between this model and experimental data are only pres-
ent at zero SoC and at high SoCs.
We attribute the deviation at zero SoC to the mismatch in
electrode areas. Because the coated anode area is larger than
the coated cathode area, an overhang area of the anode has
no opposed cathode counterpart. The overhang anode acts as
a lithium reservoir at small SoCs. We expect a capacity increase
of approximately 1% due to the overhang anode at zero SoC
as elaborated in the Supporting Information. Taking this into
account results in a good agreement with the measured ca-
pacity at zero SoC. We attribute the high SoC mismatch to two
effects. Because the overhang anode area accumulates lithium
during battery storage at low anode potentials, cell capacity is
reduced. Most importantly, high SoCs correspond to high cath-
ode potentials that enable electrolyte oxidation reactions.
These reactions increase the amount of cyclable lithium in the
cell.[33] Modeling these partially counteracting effects is beyond
the scope of this work. Therefore, small deviations between
our model and the experiment are to be expected at high
SoCs.
Now, we evaluate whether alternative parameter choices
can improve the agreement between electron conduction/
electron tunneling and the experiment shown in Figure 3b.
The first option is to assign a potential dependence to one es-
sential model parameter, for instance, the electron conductivity
(k) for electron conduction or the parameter d for e@ tunnel-
ing, see Li et al.[13] However, this seems highly speculative if no
physical explanation is given. We can also improve the qualita-
tive agreement of capacity fade resulting from electron tunnel-
ing and electron conduction with the experiment by lowering
F0. In this way, we reproduce the characteristic decrease of
the relative capacity between 50 and 70% SoC (Figure 4). How-
ever, in turn, these mechanisms now predict no SEI formation
at low SoCs and the required values for F0 are far below any
value reported in literature.[6, 34] Naturally, SEI formation does
not take place at SoCs that correspond to an electrode poten-
tial that is larger than the assumed value of F0. One could
argue that another process could be responsible for the rela-
tive capacity change at low SoC that is observed in the experi-
ment. Theoretically, as calculated in the Supporting Informa-
tion, full delithiation of the overhang electrode area increases
the relative capacity by 1.2%. This increase takes place be-
tween zero and 30% initial SoC. However, the measured rela-
tive capacity difference between these points equals 3.5%.
This means that delithiation of the overhang electrode area
alone cannot explain the experimental data. A second process
depending on the SoC would be needed to explain this behav-
ior and SEI formation is the only candidate. Thus, SEI formation
is present at low SoCs and low values of F0 are unrealistic.
Conclusions
To conclude, we compare solid–electrolyte interphase (SEI)
growth based on four long-term growth mechanisms (LTGMs)
to an experimental study. Only a mechanism such as lithium-
interstitial (LiI) diffusion results in a promising agreement with
the experiment, which makes it a very likely candidate for the
LTGM. Solvent diffusion does not reproduce a SoC dependence
and is very unlikely to be the LTGM. Both, electron conduction
and electron tunneling predict a SoC dependence but it does
not agree with the experiment for any reasonable choice of
parameters. Experimental observation of LiI within the SEI
would provide a further verification of the LiI diffusion mecha-
nism.
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1. OVERHANG ANODE AREA
The NCR18650PD cells studied in this experiment are designed such that the coated
anode area is larger that the coated cathode area (798 cm2 vs 767 cm2).1 This results in
so-called “overhang areas” of the anode. Lithium stored in this part does not participate in
regular charge and discharge cycles. However, it can slowly enter/leave the anode during
storage and become available for cycling. The driving force for this process is the potential
difference between the actual negative electrode and the overhang area. All cells were
delivered and stored at approximately 30% SoC before the experiment. We assume this
to be the initial SoC of the overhang area. According to the values provided by Keil et al.
the overhang area equals 31 cm2 (note that this is an approximation because the coated area
mismatch is reduced slightly when the cell is rolled up). This means that the overhang can
store up to 4% of the total cell capacity.
The impact of the overhang area on the lithium balance of the cell depends on the SoC
the cell is stored at.
• Cells stored at zero SoC feature a large driving force for overhang delithiation (500mV).
Consequently, we expect full delithiation of the overhang area from its initial SoC of
30%. This corresponds to an increase of the cell capacity by 1.2%.
• The anode potential of cells stored between 20-60% SoC is nearly constant because of
the first voltage plateau. This means that the driving force for overhang lithiation is
small (1-3mV). Therefore, we expect little to no impact from this effect for cells stored
in this SoC range.
• Cells stored at SoCs larger than 60% feature a driving force of approximately 20mV
which is still relatively small. This causes a capacity decrease because the overlap
consumes lithium. Note that this process is slow because of the small driving force.
Quantifying the corresponding capacity decrease is beyond the scope of this work.
2
2. PARAMETERIZATION
We list the model parameters in tables SI-1 and SI-2.
All RLTMs (apart from solvent diffusion) show little to no SEI formation at high electrode
potential or low SoC. Therefore, we want to use the experimentally measured capacity fade
of the cell stored at zero SoC to calibrate Qlinirr (approximately 3.3% capacity fade in 9.5
months). However, the cell stored at this SoC experiences a capacity increase of 1.2% from
the overhang anode area, as calculated above. We consider this in our choice of γ = ∂tQlinirr
which is chosen such that Qlinirr causes 4.5% capacity fade during 9.5 months of storage.
In our simulations, we use an active electrode surface area of A = 14.34m2 which is
187 times the coated geometric electrode area (767 cm2). Although SEI has a divers chem-
istry, we use a single SEI formation reaction to parameterize our simulation. Here, we use
formation of lithium ethylene dicarbonate (LiEDC) according to ref. 2
2EC + 2Li+ + 2e− → (CHOCO2Li2)2 +R ↑ . (SI-1)
The onset potential of SEI formation Φ0 is chosen as 800mV vs. Li/Li+which is a common
value in literature.3 We have chosen the lithium interstitial diffusion coefficient DLiI simi-
lar to the lithium diffusion coefficient in graphite.4 Other parameters which determine the
throughput of each transport mechanism are listed in table SI-1 (DEC, A∗, κ and cLiI,0). A∗
is the surface area we use for the electron tunneling model exclusively. These parameters are
chosen to fit the curves in fig. 3b and fig. 4 to the experimental data. Note that they only
scale the amplitude of QSEIirr (SoC) and do not influence the qualitative SoC dependence for all
RLTMs except electron tunneling. For the electron tunneling model, most parameters are
adopted from the original work, see ref. 5, Table II, 100%. We adjust only two parameters,
namely A and U2. The latter is set to U2 = Ef(LiC6)− e · Φ0, such that the SEI formation
onset potential Φ0 is equal for all mechanisms.
3
Unit Fig. 3b Fig. 5
Φ0 mV vs. Li/Li+ 800/800/800 115/145/800
κ Sm−1 8.95·10−14 8.20·10−13
cLiI,0 mmolm
−3 15.00 15.00
DEC m2 s−1 2.50·10−22 -
A∗ m2 14.34 57.37
TABLE SI-1: Transport parameters. The three values of the SEI onset potential Φ0 are given
in the following order: electron tunneling/electron conduction/LiI diffusion. Note that we cannot
determine DEC,κ and cLiI,0 independently of A because they appear as products only.
Description Value Unit
U Potential of the negative electrode vs. Li/Li+ V
Φ0 Onset potential of SEI formation vs. Li/Li+3 800 / fit mV
DEC Diffusion coefficient of EC in SEI pores fit m2 s−1
κ SEI conductivity fit Sm−1
DLiI Diffusion coefficient of LiI in the SEI 1.0 · 10−15 m2 s−1
cLiI,0 LiI concentration at 0V vs Li/Li
+ fit molm−3
L SEI thickness fit m
L0 Initial SEI thickness (at t = 0) 15.00 nm
V Partial molar volume of the SEI (LiEDC)6 95.86 µm3mol−1
s Stoichiometric coefficient of EC, e− or LiI in the SEI formation
reaction (SI-1)2
2 -
A/A∗ Surface area of the negative electrode 14.34 m2
Q0 Nominal cell capacity7 10080 C
Qactual = Q0 −Qirr, cell capacity during storage C
Qirr = Q
lin
irr +Q
SEI
irr , total capacity irreversibly lost during the storage
experiment (zero at t = 0)
C
Qlinirr Capacity lost to SEI cracking, delamination and regrowth C
4
QSEIirr Capacity lost to SEI formation during the storage experiment
(zero at t = 0)
C
QSEIirr,0 Capacity consumed by SEI formation before experiment (corre-
sponds to SEI thickness L0)
C
j
(i)
SEI Flux density of SEI precursor (i) towards the reaction interface C s
−1m−1
γ = ∂tQirr 18.80 µC s−1
RC Relative capacity, relative to Q0 %
SoC Full cell state of charge relative to Q0 %
t Time measured from the beginning of the storage experiment s
tk Time at which the k-th checkup is performed s
τ Constant determined by evaluating eq. (8) at t = 0 s
µLiLixC6 Electrochemical potential of lithium in carbon at x SoC Jmol
−1
µLiISEI Electrochemical potential of a neutral lithium interstitial in the
SEI host lattice
Jmol−1
µLiISEI,0 Electrochemical potential of a neutral lithium interstitial in the
SEI host lattice at 0 V vs. Li/Li+
Jmol−1
F Faraday constant 96485 Cmol−1
R Gas constant 8.314 Jmol−1K−1
T Temperature (50oC) 323.15 K
e Elementary charge 1.602 · 10−16 C
TABLE SI-2: List of parameters and variables. Note that parameters labeled “fit” are listed in
table SI-1.
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