The physical mechanisms that control the flow dynamics in organic-rich shale are not well understood.
Introduction 1
Oil and gas production from unconventional subsurface resources, such as ultra-tight organic-rich shales, 2 has increased significantly in the past decade. Shale gas now accounts for more than half of the gas production 3 in the United States [1] . Despite the rapid development of the shale gas industry, it remains challenging to 4 predict and further enhance gas production from shale formations. The majority of gas in a shale formation 5 is stored in the rock matrix -primarily in organic matter [2, 3] . During production, the stored gas has to 6 travel through the matrix to reach natural and hydraulic fractures that provide pathways to the production 7 well. Gas transport in the shale matrix is therefore one of the most critical processes for production. can significantly overestimate the apparent permeability due to flow dependence on the pore shapes and 68 connectivity in the slip and early-transition flow regimes. To date, the apparent permeability models in the 69 literature are either limited to idealized porous media (i.e., bundle-of-tubes with correction for tortuousity) 70 or composite porous media with a presumed distribution of constituents that allow for upscaling [24, 28] .
71
The appropriate 'apparent' permeability and other transport properties of shale rocks remain open questions.
72
Images of shale samples provide an opportunity to model the complex transport dynamics directly for 
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the Navier-Stokes equations in the pore structures using finite-volume discretization schemes. Because most 81 of the pores are in the nanometer range, the applicability of the standard Navier-Stokes equations may 82 be questioned. In addition, many pores with sizes in the nanometer range cannot be resolved due to the 83 limitation of image resolution. These sub-resolution pores are critical for gas transport as the important 84 nanoscale physics (e.g., slip flow, Knudsen diffusion, adsorption/desorption, and surface diffusion) primarily 85 take place in those unresolved nano-porous regions. Therefore, it is crucial to consider the sub-resolution 86 pores and include the nanoscale transport physics.
87
For conventional rocks, a micro-continuum modeling framework has been developed to address the sub- nano-porous region depends on the types of material constituents segmented from the image (see Figure 1 ).
102
Here, the nano-porous region includes organic matter and clay; adsorption/desorption and surface diffusion 103 are accounted for in the organic matter, but not in clay. The granular minerals, consisting of quartz, calcite,
104
ankerite, albite, and pyrite for the sample we use, have negligible porosity and are considered impermeable
105
[12].
106
The paper is organized as follows. In section 2 we introduce the gas transport mechanisms and summarize 107 current models for shale gas transport. Then, the micro-continuum framework is introduced. We apply the 108 model to simulate a 3D FIB-SEM image (a subset of the image in Figure 1 ) to compute the apparent 109 permeability. We then simulate the transient gas production process. Analysis of the numerical experiments 110 is presented in section 4. Then, we discuss the implications of the analysis, the limitations of the model, and 111 future directions in section 5. We close with concluding remarks in section 6.
112
2. Physics and modeling of shale gas transport
113
Gas transport in shale differs from that in conventional formations due to the extremely small (nanometer the transport in different materials. Thus, models with different physics need to be applied to different 116 material constituents of shale rock. In this section, we summarize the models for gas transport in complex 117 shale material constituents. Note that our paper considers only a single-component -methane, and the term 118 'gas' refers to methane. 119 2.1. Gas flow through straight tubes and idealized porous media
120
We summarize models for the rarefied gas flow in straight tubes with radial and rectangular cross-sections,
121
and then extend the simple tube models to gas flow in idealized nano-porous media using the bundle-of-tubes 122 representation. The density and viscoity of methane vary with pressure and temperature. The density of free methane
where p f is the pressure of free methane, M is the methane molecular weight, Z is the compressibility factor 127 which equals to unity for ideal gas, R is the gas constant, and T is the absolute temperature. The subscript
128
'f ' denotes free gas.
129
A C C E P T E D M A N U S C R I P T Gas flow through nano-and micro-scale conduits leads to the so-called rarefaction effects, whereby the 135 gas flow behavior deviates from the Navier-Stokes equations that are based on the continuum assumption.
136
The deviation from the continuum approximation can be measured using the Knudsen number (Kn), which 137 is the ratio between the mean free path (λ) and a characteristic length scale of the conduit (L) for free gas
where the mean free path λ is the average distance traveled by the gas molecules between collisions and has 140 the following expression
where µ f is dynamic viscosity of free gas.
142
As the Knudsen number increases, the rarefaction effects become more important, and the flow cannot 143 be predicted by models based on the continuum hypothesis, i.e., Navier-Stokes equations. Different models
144
should be applied for gas flow in different flow regimes, as discussed in the introduction (continuum flow:
145
Kn 0.001, slip flow: 0.001 < Kn 0.1, transition flow: 0.1 < Kn 10, free molecular flow: Kn > 10).
146
Here, we consider gas flow through a straight tube with a radial, or rectangular, cross-section, and briefly 147 introduce the BK model, the unified model from Beskok and Karniadakis [17] , that is applicable to all flow 148 regimes. In the BK model, the volumetric flux q f through a tube can be written as the Hagen-Poiseuille flux 149 q H−P,f multiplied by a correction factor, namely,
where the correction factor f (Kn) is a function of the Knudsen number and corrects for gas flow that deviates 151 from continuum flow when Kn is large. For a radial tube, f (Kn) is given by
while for a rectangular tube, the correction factor is
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where Kn = λ/r for a radial tube with r being the radius; Kn =λ/h for a rectangular tube with h being 154 the height; C r (Kn) = 1 + αKn is the rarefaction coefficient that models the effect of reduced inter-molecular for the geometry that is a function of the aspect ratio of the rectangular channel (AR = w/h) and is 160 independent of Kn. Note that f (Kn) → 1 as Kn → 0, and q f recovers the Hagen-Poiseuille flux.
161
By comparing the volumetric flux predicted by Equations (5) and (6) as a correction factor multiplied by the intrinsic permeability, k, as follows:
where d is a constant andp is the reciprocal mean gas pressure.
174
Civan [19] used the BK tube model and derived a unified apparent permeability model for an idealized 175 porous medium blueconsisting of a bundle of tubes. Such model has a similar form as Equation (7) by
where again k is the intrinsic permeability of the porous medium, which was given by the Kozeny-Carman 178 model in Civan [19] .
179
We note that the bundle-of-nano-tubes model from Civan [19] is a simplified apparent permeability model 180 for a nano-porous medium and can overestimate the apparent permeability as reported by Landry et al. [27] .
181
More sophisticated models may be developed by considering the complex pore structures observed in natural 182 shale formations.
183
A C C E P T E D M A N U S C R I P T 2.1.3. Adsorption/desorption and surface diffusion of adsorbed gas
184
The nano-tubes, or nano-porous materials, lead to extremely small pores and thus large surface areas on 185 which gas can be adsorbed. The adsorbed gas may also migrate along the pore wall, which is often considered 186 as a diffusion process that is named surface diffusion [40, 41] . The amount of adsorption depends on the 187 pressure and temperature of the free gas, and is often modeled by an isotherm that relates the amount of 188 adsorption to the pressure of the free gas at a constant temperature. We discuss the details of the models 189 for adsorbed gas in the following section when we consider specific shale material constituents. 
Gas transport in shale 191
Digital images of shale show strong heterogeneity of the different material constituents (e.g., Figure 1 ). In 192 this section, based on the FIB-SEM images in Figure 1 , we consider four material constituents: macro-pores,
193
organic matter, clay minerals, and granular minerals, and we employ different models for each of them. We consider the organic matter with sub-resolution pores as a nano-porous medium, and derive an 208 apparent permeability model based on section 2.1. In addition, we consider gas adsorption and surface 209 diffusion.
210
Model for the Apparent Permeability
211
The organic matter has mostly circular pores and pore throats (see for example the HIM images in Wu 
216
Then, using the correction function, flow of free gas in the organic matter can be described by the
217
Darcy-type equation with an apparent permeability k a,om as
Since the sub-resolution pores in the organic matter are not resolved in the image, we need to make 219 approximations for the porosity, permeability, and the average pore radius. Some of the information can be 220 estimated from higher resolution TEM, or HIM, images of the organic matter and the pore size distribution
221
(PSD) measured from nitrogen adsorption. We obtain the Kn number based on the average radius and 222 compute the intrinsic permeability k om using the Kozeny-Carman model using the estimated porosity.
223
Experiments have shown that the Langmuir isotherm fits methane adsorption in organic-rich shale and 224 isolated kerogen reasonably well [42, 43] . As a result, we use the Langmuir isotherm to model methane 225 adsorption in the organic matter.
where n ad is the amount of adsorbed gas (mass per unit volume of porous material), n max ad is the maximum 227 adsorption, K is the Langmuir coefficient, which is the inverse of the pressure at which half of the adsorption 228 sites are occupied.
229
Surface diffusion
230
The adsorbed methane can migrate along the pore wall through a process referred to as surface diffusion
231
[40, 41] . The volumetric flux of the adsorbed gas in organic matter due to surface diffusion can be written
where u ad is the volumetric flow rate per unit area, ρ ad is the density of the adsorbed gas, D s is the surface 234 diffusivity. Note that we assume the diffusion is isotropic and thus D s is a scalar. 
Gas transport in clay 236
Here, we discuss the gas flow model in clay, which is also modeled as a nano-porous medium with sub-237 resolution pores. Gas adsorption in clay may be negligible due to the presence of water in natural shale clay.
245
Then, the volumetric flux of free gas in clay becomes
where k a,c and k c are the apparent permeability and intrinsic permeability of clay, respectively.
247
Similar to the organic matter, we obtain Kn using the estimated average pore thickness in clay. The
248
intrinsic permeability k c of clay is approximated with the Kozeny-Carman model with estimated porosity. 
Gas transport in macro-pores

250
We assume that the macro-pores have large sizes that the flow is either in the continuum flow regime, or 
By considering appropriate velocity slip conditions at the wall of the macro-pores, the Stokes equation is 256 applicable for both the continuum flow regime and the slip flow regime.
257
3. Micro-continuum modeling framework
258
We cast the models for gas transport in the different material constituents (organic matter, clay minerals, 
where φ is the porosity, which is between 0 and 1 in the region with sub-resolution pores (i.e., organic 271 matter and clay). The porosity is zero in granular minerals and unity in macro-pores; δ om is an indicator 272 for the organic matter, δ om = 1 when it is in the organic matter, otherwise δ om = 0. We multiply the terms 273 associated with adsorption by δ om because we only consider adsorption/desorption in the organic matter.
274
We note that the adsorbed gas occupies a fraction of the porosity that would otherwise be filled with free 275 gas. The reduction of the porosity due to adsorption needs to be taken into account [42] by using the excess
)n ad , which is defined as the absolute adsorption n ad subtracted by the mass of the free 277 gas that is replaced by the adsorbed gas,
For the momentum equation, we use the compressible Darcy-Brinkman-Stokes equation to link the models for gas transport in the organic matter, clay, and macro-pores (see Equation (17)). Equation (17) recovers Equation (15) in the macro-pores, and recovers the Darcy-type equation
∇p f in the nano-porous region with sub-resolution pores. We note that the permeability k a is not only a function of the pore structure, it also depends on the flow properties, e.g., Kn number, and follows Equations (10) and (14) in the organic matter and clay regions, respectively. We consider no-slip condition at the interface between the macro-pores and the granular minerals.
Numerical algorithm 279
We implement and solve the set of equations for the micro-continuum framework (Equations (16) 
301
In the following subsections, we introduce the FIB-SEM images. Then we present the simulation results
302
and analysis for the two numerical experiments and for all of the four models. We use a subset of the original image shown in Figure 1 for our pore-scale simulation. This is because 305 using the original full image is computationally expensive and becomes prohibitive for our detailed analysis.
306
The sub-image is cut with each dimension being about half of the original full image. The size of the sub-307 image is L x = 3.56 µm, L y = 2.50 µm, L z = 3.36 µm, and the voxel size is the same as the original full image
308
(∆x = ∆y = 10 nm, ∆z = 20 nm). Figure 3 shows distributions of the four material constituents in the 309 sub-image. We also identify the two largest connected macro-pore clusters in Figure 3 (f), which shows that 310 there is a macro-pore network (the largest cluster) connecting the left face to the right face of the image. We will see later that this pore structure has a significant impact on the results of the simulations. The Here, we introduce the parameters we use for the simulation (see Table 1 ). The organic matter and the Table 2 density of adsorbed gas (ρ ad ) 400 kg/m 3 temperature 400 K clay are assumed to be homogeneous with a porosity of 0.1. The organic matter has an average pore radius of we do not expect that they change the qualitative behavior of the simulations. The apparent permeability of organic matter and clay can be computed analytically from the models 345 presented in section 2.2.
346
The apparent permeability of clay can be obtained from Equation (14) as: with an average porosity of 0.1. We recognize that the Kozeny-Carman model may not be applicable to the 352 clay with slit-like pores, the idea here is to assign a reasonable intrinsic permeability to the clay minerals.
353
A better intrinsic permeability may be assigned if higher resolution images of the nano-porous clay region 354 are available.
355
The apparent permeability of the organic matter is more complex, since it involves the flux of the 356 adsorbed gas (surface diffusion). To include surface diffusion, we convert the mass flux of the adsorbed gas 357 into volumetric flux of free gas and combine it with the free gas flux to obtain the apparent permeability
where α om = α 0,om 
368
We can see that surface diffusion significantly increases the apparent permeability of the organic matter at 
Apparent permeability of the 3D sample
373
Now we take the image (Figure 3 ) and compute the apparent permeability of the entire sample using 374 periodic boundary conditions shown in Figure 2 . We include a body force in the momentum equation to 375 impose a pressure gradient in x direction, and then solve Equations (16) and (17) subject to the periodic 376 boundary conditions in x direction until it reaches steady state. The pressure gradient we assign is ∂p f /∂x = 377 10 5 Pa/m. We use q to denote the volumetric flow rate through the y − z cross-section of the sample at 378 steady state, which can be obtained as
Then, the apparent permeability of the sample in x direction can be defined as
We assign a reference pressure to the domain to compute an apparent permeability for a given pressure.
380
The reference pressure is set at the right boundary, and the maximum difference of the pressure in the 381 domain relative to the reference pressure is negligibly small, L x ∂p f /∂x = 0.356Pa. We compute the apparent We summarize the computed apparent permeabilities in Figure 6 , from which we can make several 386 observations. First, because of the connected macro-pore network (Figure 3(f) ), the permeability of the 4.3. 3D simulations of gas expansion: simulating gas production
396
In this section, we present the second numerical experiment where we model gas expansion to simulate 397 gas production. Before we show the simulation results, we introduce a simplified one-dimensional (1D) model 398 for our system, which will be used to interpret the results of the 3D simulations. The porosity of the sample isφ and the volume fraction of organic matter isγ om . The sample has an apparent 404 permeabilityk a when surface diffusion is not included. Here we consider surface diffusion separately. Then, 405 the mass balance equation of the 1D model can be written as
The pressure boundary condition only introduces a small pressure perturbation to the domain (∆p = 407 p f1 − p f2 p f2 ), so that Equation (22) can be considered as a linear equation. Rearranging Equation (22),
408
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we obtain a linear 1D diffusion equation
where
The initial and boundary conditions are
The details of the derivations from Equation (22) to Equation (23) are presented in Appendix D.
412
Now, we cast Equation (23) in dimensionless form by defining
wherek DS is the diffusivity from Equation (23) when the DS model is considered (i.e., neglecting non-Darcy 414 effects, adsorption/desorption, and surface diffusion), which has the following form
Substitution of the dimensionless variables into Equation (23) gives
The corresponding dimensionless boundary conditions become
For a small pressure perturbation at the right boundary,k k DS can be considered as a constant, then 418 Equation (29) subject to the initial and boundary conditions (30)-(32) can be solved analytically
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Approximating P f using the first term of the series solution (33) gives
From the pressure solution Equation (34), we can derive the expression for the outlet mass flow rate
421
(production rate) at the right boundary. We nondimensionalize the outlet mass flow rate byṁ
, the characteristic outlet mass flow rate from the DS model, and obtain the dimensionless 423 outlet mass flow rate (not including surface diffusion) as
When surface diffusion is included, the dimensionless outlet mass flow rate becomes
Equations (35) and (36) show that the dimensionless outlet mass flow rate declines exponentially with 
427
In the following section, we use the results and analysis of the 1D model to interpret the production decline 428 results from the 3D simulations of gas production. 
Production decline
430
We simulate gas production for p f = 1 MPa and p f = 50 MPa, representing low and high pressures,
431
respectively. Pressure p f refers to the gas pressure at the right boundary p f2 . The difference between 432 the initial pressure (p f1 ) in the domain and the boundary pressure (p f2 ) is kept as ∆p = 100 Pa p f .
433
Integrating the mass flux across the right boundary, we obtain the outlet mass flow rate. We normalize the 434 mass flow rate using the characteristic mass flow rate from the DS model,ṁ DS , introduced in section 4.3.1,
435
and nondimensionalize the time scale using the characteristic time scale from the DS model,
Then, we plot the dimensionless mass flow rate with the dimensionless time on a semi-log scale, for both 437 early time (0 < T < 0.1) and late time (0 < T < 10) (see Figure 7) .
438
Now we analyze the 3D gas production decline results using the 1D model in section 4.3.1. We first look models. Therefore, the four models share a similar slope in early time even though they have very different 445 physics. We note that the gas production rates do not decline linearly in the very beginning up to T ≈ 0.05.
446
This is because the pressure signal at the right boundary has not reached the left boundary yet, and the 447 system transits from a 'semi-infinite' like domain to a finite domain, which does not follow the exponential 448 scaling derived from the 1D model in section 4.3.1. At p f = 50 MPa, the production decline curves follow 449 the same slope starting from T ≈ 0.05 (see Figure 7(b) ). In addition, the production rates from the four 450 models almost overlap with each other. We note that the production decline curves from the DS model for 451 p f = 1 MPa and p f = 50 MPa are almost identical, which shows that the impact from compressibility is 452 eliminated through the nondimensionalization.
453
In late time, the production decline curves from low and high gas pressures are quite different (see Figure   454 7 (b) and (d)). At p f = 1 MPa, the production rates from the four models diverge and follow very different 455 decline slopes. The DS and DSA models have similar slopes with the DSA slope being slightly smaller. The
456
NDSA model has a larger slope, and the full model has the largest slope. This is because gas production in surface diffusion are negligible at high pressures, which is consistent with our observation in the periodic
466
BCs numerical experiment ( Figure 5 ). Again, we note that the production decline curves from the DS model 467 for p f = 1 MPa and p f = 50 MPa are almost identical.
468
Finally, we point out that the transient analysis of gas production appears to be much more informative The 3D simulations allow us to investigate the cumulative gas production. The simulation gives the gas 474 density and pressure at each voxel of the image during gas production. Therefore, we can compute how much 475 gas is produced from the entire domain, as well as, from each of the four material constituents (macro-pores, 476 organic matter, clay, and granular minerals). We compute the theoretical total gas production of the sample 477 as if the gas pressure drops from p f1 to p f2 at every voxel in the image (considering desorption), and use 478 this theoretical total production to normalize the cumulative production rates. Figure 8 shows the results
479
from the full model, where we plot the cumulative production from the entire sample and the loss of gas 
482
Analysis of the results in Figure 8 leads to two observations. First, the overall gas production is slightly 483 less than unity, which means that there is gas in the domain that cannot be produced from the right boundary.
484
This 'trapped' gas may stay in macro-pores, organic matter, or clay regions, isolated by the impermeable 485 granular minerals not accessible from the right boundary. In fact, the second largest macro-pores cluster 486 shown in Figure 3 is isolated by granular minerals, and the gas cannot be produced. Second, production from 487 organic matter contributes the most at low pressure (p f = 1 MPa), while production from the macro-pores [ 43] ).
dominates at high pressure (p f = 50 MPa). This is because the density contrast between the free-gas and 489 the adsorbed gas is large at low pressure (ρ ad = 400 kg/m 3 and ρ f = 4.84 kg/m 3 at p f = 1 MPa), where 490 production from desorbed gas can be significant. The contribution from desorption is less at high pressure
491
as the density contrast is much smaller (ρ ad = 400 kg/m 3 and ρ f = 214.74 kg/m 3 at p f = 50 MPa).
492
Among the four models, DSA, NDSA, and the full model have the same total production for both low and 493 high pressures. The total production from the DS model is less for low pressure, but more for high pressure
494
(see Figures 9 and 10 ). This is because the excess adsorption changes from monotonically increasing at 495 p f = 1 MPa to monotonically decreasing at p f = 50 MPa, as shown in Figure 11 . Therefore, compared to the 496 case with no adsorption/desorption (i.e., the DS model), adsorption/desorption leads to more production 497 at low pressure, while less production at high pressure. At low pressure (Figure 9 ), we observe that as 498 additional physical mechanisms are included, gas production is accelerated. Production from organic matter 499 has the largest acceleration. However, acceleration of gas production becomes negligible at high pressure as 500 indicated in Figure 10 , where cumulative production curves from the four models are almost identical. This 501 confirms that the non-Darcy effects and surface diffusion become negligible for high gas pressures.
502
The 3D simulations also allow us to visualize the gas production process at different simulation times.
503
In Figure 12 , we take the low pressure case p f = 1 MPa from the full model as an example to visualize 504 gas production in 3D. We present the evolution of remaining producible gas over dimensionless time (T = 505 0, 0.01, 0.1, 1, 50) during production. The producible gas is defined as the amount of gas that should be 506 produced at each image voxel if gas pressure drops from p f1 to p f2 . At T = 0, the macro-pores have the 507 highest producible gas density (mass of producible gas per voxel) indicated by the red colour. The green 508 colour represents the producible gas density in the organic matter, while light blue indicates the producible 509 gas in clay. The 3D visualization confirms our observations in Figure 7 that gas production is limited by 510 the macro-pore network before T = 0.1, while the nano-porous organic matter and clay become dominant 511 in late time after T = 1. Also, from T = 0 to T = 50, we can see that there is gas in domain (e.g., the red 512 region at T = 50) that is not accessible from the right boundary and cannot be produced. colour represents the remaining producible gas per voxel due to pressure change at the right boundary. Note that the producible gas in organic matter includes both free gas and adsorbed gas.
Discussions
514
The simulation results from the micro-continuum model consider both the steady-state apparent per- 
534
The micro-continuum modeling framework is able to model gas transport on a high-resolution 3D digital sub-image, it takes a few days to a week to finish one simulation using about 100 processors on a computer 546 cluster. It is therefore desirable to speed up the micro-continuum model, e.g., by developing multiscale 547 algorithms, which is part of our ongoing research. 
Conclusion
549
We have developed a micro-continuum pore-scale modeling framework for gas transport in organic-rich 550 shale using high-resolution 3D digital images. We model flow in the resolved macro-pores using the Stokes shale at a fixed gas pressure. The image datasets were provided by L. Ma [38] 573 is derived using the compressibility factor approach. Here, we outline the empirical equations for density 574 and viscosity respectively.
575
We rescale the pressure and temperature by the critical pressure and temperature and define the dimen-576 sionless reduced pressure and temperature
where p f and T are the absolute pressure and temperature of free methane; p f,crtical and T critical are the The PIMPLE algorithm solves velocity and pressure implicitly through sequentially coupling. Here, we 605 derive the discretized forms of the momentum and pressure equations.
606
Discretizing the integral form of the momentum Equation (17) from the divergence term. The superscript 'n' and 'n + 1' denote time steps. We note that the pressure 613 gradient term and the gravity term are not discretized in space at this stage.
614
Now we formulate the pressure equation based on the semi-discretized form of the momentum Equation
615
(C.1). We divide both sizes of Equation (C.1) by a P and interpolate the equation at the cell face, and obtain 
620
Now we need to solve the discretized momentum Equation (C.1) and pressure Equation (C.3).
621
Solution procedure
622
We introduce the solution procedure to solve the discrete momentum and pressure Equations (C. where α u is the under-relaxation factor for velocity. We denote the updated velocity with a superscript 636 '*' because it is an approximation with the pressure field from the previous outer correction loop. again. This is called inner correction. We repeat the inner correction until we reach the specified number of 640 inner corrections. where p n+1,i is the pressure from the previous outer correction loop i, p n+1,i+1, * is the pressure obtained 643 after step 2, p n+1,i+1 is the pressure that will be used in the next momentum predictor to start the next 644 outer correction loop, and α p is the under-relaxation factor for pressure. 4. Repeat steps 1-3 for the next outer correction loop until reaching a specified number of outer correction 646 loops or specified residual tolerance for velocity and pressure. Here we present the details to derive Equation (23) from Equation (22).
650
The first term of Equation (22 Rearranging Equation (D.7) gives the Equation (23). 
