Abstract.
Introduction
Let an , b", c" , dn be given sequences of real or complex numbers and let (1.1) any"-x+bny" + cnyn+x=dn, n = \,2,..., be a given linear second-order inhomogeneous difference equation. In this paper, we shall extend the stable numerical method due to Olver and Sookne [20] for computing minimal solutions of the homogeneous equation associated with (1.1) (i.e., d" = 0 for all n): where Xm is a given sequence of real or complex numbers and 5 is a constant, to the computation of a nondominant solution of the inhomogeneous equation ( 
1.1).
We also extend and incorporate a summation technique due to Deuflhard [5] for a minimal solution of the homogeneous equation (1.2) . Indeed, for a positive integer K and given constants t\m , m = 0,l,...,K,v/e compute the weighted sum K (1.4) sK = YL^ym m=0 of a nondominant solution of the inhomogeneous difference equation (1.1) to a prescribed accuracy by estimating the truncation error [9] . For applications that need a sum of the type (1.4), such as integration formulas of interpolatory type based on Chebyshev polynomials, we refer to [4, 10, 12] . See also §5.2. Suppose that the homogeneous equation (1.2) , where an and cn do not vanish, has a pair of complementary solutions fn and gn suchthat linin-voo fn/gn = 0. Then /" and gn are referred to as minimal and dominant, respectively [6] . Let the inhomogeneous equation (1.1) have a particular solution h" for which lim^oohn/gn = 0, so that the general solution of ( 1.1 ) may be written as (1.5) y" =afn +ß g" + hn, where a and ß are arbitrary constants. Nondominant solutions of (1.1) in the form afn + h" cannot be found simply by forward and backward recurrence of the difference equation, owing to strong instability; see Gautschi [6] [14] .
Olver [ 18] introduced a stable method having a built-in error estimation technique [17] for the computation of nondominant solutions of (1.1). In Olver's method the original problem is replaced by an equivalent boundary value problem, which is solved by Gaussian elimination without pivoting; see §2.1.
Since then, extensions or reformulations of Olver's method have been made. Indeed, Van der Cruyssen [22] reformulates Olver's method by solving the boundary value problem by LU decomposition instead of Gaussian elimination to reduce both the amount of computational effort and the possible occurrence of overflow. An extension to high-order recurrence relations is made by Cash [2, 3] , where the boundary value problem is solved either by using Gaussian elimination [2] or by using LU decomposition [3] . See Lozier [15] for a more detailed discussion. On the other hand, Wimp [23, p.98] formulates the case using a normalizing condition of the type (1.3) by using Gaussian elimination to solve a system of linear equations in which the coefficient matrix is a band matrix except for the first row representing (1.3).
In either method, whether the one based on Gaussian elimination or on LU decomposition, significant loss in accuracy may occasionally occur in the course of computation [22] , [23, p.92]. Olver and Sookne [20] showed that in the case of a homogeneous difference equation it is possible to avoid the loss of accuracy in the elimination stage by combining Miller's algorithm and Olver's algorithm and by using a normalizing condition of the type (1.3). In §2.2, we briefly review their method [20] .
In §3 we modify both the method due to Olver and Sookne and the summation technique due to Deuflhard to make them applicable in the more general case of inhomogeneous equations. Indeed, we develop a numerically stable al-gorithm for computing the sum (1.4) of a nondominant solution of (1.1) by avoiding possible loss of accuracy.
Further, our method is an extension of the methods due to Olver [18] and Van der Cruyssen [22] for initial value problems to the case using the normalizing condition (1.3) as well as a generalization of the method given in Wimp [23, p.98]. In fact, our method also uses the LU decomposition scheme, along with a rank-one updating technique [8, p.592] , to solve a system of linear equations which is obtained from the original difference equation (1.1) and the normalizing condition (1.3). The coefficient matrix is a band matrix except for having a row representing the normalizing condition (1.3) in an appropriate place in the matrix determined so that the loss of accuracy in the elimination stage may be avoided. The linear system is successively solved with the size of the system being increased until an estimated truncation error of the required solution is within the prescribed accuracy.
In §4, a convergence result for the present algorithm is discussed. Numerical examples are given in §5.
2. Olver's method and its modification by Olver and Sookne 2.1. Olver's algorithm and loss of accuracy. For simplicity, we assume that the initial value of the solution yo of (1.1) is given, although in Olver's method no initial values of the desired solution are required and a case of a more general normalizing condition (1.3) is discussed. Beginning with p0 = 0 and px = 1, one computes the solution pn of ( 1.2) for n = 2, 3, ... and a sequence { qn } defined by (2.1) qo = yo, qn = (anqn-\-dnPn)/cn, « = 1,2,....
The computation of p" and q" is terminated automatically at a certain value N of n, which is described below. Let e be a given tolerance in the approximation y m ( m < N) to the wanted solution ym . Then the value N is determined so that the following stopping criterion is satisfied
The approximations ynN^ can be generated by computing 3) . Their modification applies when the dominant solution g" tends to infinity with n in such a way that ultimately \g"\ is monotonie. In this connection, the following lemma due to Olver and Sookne [20] plays an important role. As is mentioned in Olver and Sookne [20] , this scheme applies only to homogeneous difference equations; in the case of an inhomogeneous equation, both forward and backward recursion may be unstable. In the next section we consider the case of an inhomogeneous equation, for which we require some assumptions in addition to the condition (2.4).
Statement of the algorithm
Similarly to Olver and Sookne, here and henceforth we assume that the coefficients in (1.1) satisfy the condition (2.4). Further, we need some definition and assumptions on the relative behaviors of /", gn , and h" in a finite range of n as well as their asymptotic behaviors mentioned previously. We begin with the definition of dominance provided by Oliver [16] with some modification. Let x" and z" be two sequences. Then we say that xn dominates z" (or z" is dominated by x") in the range r < n < s if there exist r > 0 and s > r such that \xn+\/xn\ > \zn+x/z"\ for all n in the range r < n < s. Oliver's original definition is the case where j->x. Now, we assume that in the range 0 < n < M the wanted solution yn = nfn + h" does not dominate the complementary solutions /" and gn , whereas yn dominates /" and is dominated by gn in the range n > M. Recall that since g" is a dominant solution, lim"_00>,"/^" = 0. Lozier [15, p.23] Generally, the right-hand side of (3.17) converges to zero rapidly as N increases and therefore the truncation error (3.18) is of the same order of magnitude as the first term SK'+ ' -SK . Here, we consider the following two cases: if we wish to compute SK ' to the required absolute accuracy sa , then we apply the recurrence relation for values of n past both K and M until (3.19) \S{rX)-Sf\<ta, is satisfied, and we then set N = n . On the other hand, if we wish to compute S^ to the relative accuracy er, then we examine the condition (3.20) \(S{Kn+l)-SKn))/Skn)\<er, instead of (3.19) . If the series (3.18) does not converge rapidly, the stopping criteria above could fail. To enhance the reliability of the criteria, it might be advisable to continue the computation until the condition (3.19) (or (3.20) ) is satisfied several times, at least twice consecutively. In the numerical examples below we checked the criterion (3.19) twice. Now we note that the appropriate choice of M in the present algorithm plays an important role in reducing the number of computations required as well as in On the other hand, for the matrix A^ (3.2) in the special case where M = 0 and Ai = 0, the computation of (3.15) might occasionally suffer from loss of accuracy similar to §2.1. The reason is simply seen as follows. Now, we assume that An t¿ 0 in addition to M = 0 and Ai = 0. Then we see from (3.13) and (3.14) that C = 0, Uq = Xq , l\ = tfi/An and U\ = b\ . Further, if we denote un = -cnr\n+\/nn, « > 1, using a sequence {«"}, then it is seen from above and (3.15) that t]" , « > 1, satisfies the recurrence relation (1.2) with starting value «n = 0 and any «i / 0. This means that «" is expressed as a multiple of the right-hand side of (2.3), and therefore the computation in (3.15) becomes very susceptible to loss of significance when f0 happens to be very small in modulus compared to go ; see Table 1 below.
Finally, the solution y(yv> can also be obtained by solving <7y(iV) = x by backward substitution as follows: We conclude this section with some remarks on the relationship between the present algorithm and other existing methods. The algorithm given in this section includes the method of Deuflhard, the method of Van der Cruyssen, and that given in Wimp as particular cases. Indeed, we can see that the Deuflhard scheme [5] coincides with the present one in the special case where dn = 0, « = 0, ... , N and 5 = 0 in (3.1) and (3.3) and M = N in (3.2), provided the last diagonal elements in L (3.8) and U (3.9) are replaced with pN and üN+i, respectively. Here pn is determined from the relation (3.12) with i set to N.
Another case of our problem, where M = 0 and Ç,■ = 0 ( i = 0, ... , K -1 ) Çk = 1, agrees with that given in Wimp [23, p.98], for which the Gaussian elimination technique is applied instead of LU decomposition with rank-one updating technique. Further, the present scheme reduces to the method due to Van der Cruyssen [22] for the initial value problem, where we set M = 0 and X, = 0 ( i = 1,..., N) in (3.2) as well as & = 0 for all i ¿ K but ÇK = 1 in (3.4), while Cash's algorithm [3] is an extension of the Van der Cruyssen method to high-order difference equations.
Convergence results
We discuss convergence as N -► oo of the algorithm given in the previous section, in particular, of ynN) and therefore of S^ (3.10). We seek nondominant solutions y" of ( 1.1 ) in the form yn = a fn + h" with a constant a, which is determined so as to satisfy the normalizing condition (1.3) We now examine the convergence of yn ' to yn as N -> 00 . It is seen from (1.5) that the solution yn of (3.1) can be written as Table 1 (next page). Namely we choose the third positive zero of Jo(x), and a normalizing condition of the type yn + 2(y2+y3 + ■■■) = 2.
In Table 1 we list the computed solutions y^ and the approximate sum s(p = £*=o y(nN) with K = \4 satisfying the condition (3.19) for the required tolerance ea = 10"10 . As is shown in the second and fourth columns in Table 1 The present method has practical applications in constructing interpolatory integration rules for an integral of highly oscillatory functions, which is difficult to evaluate with ordinary quadrature rules. In particular, our scheme could be effectively used to obtain a set of approximations to an indefinite integral, such as J*x emt f(t)dt with a set of values of x and a set of values of co, where f(t) is a given smooth function and |x| < 1. Suppose that f(t) is expanded in terms of Chebyshev polynomials Tn(t) = cos«0 (i = cos0) as follows:
f(t) = £anTn(t), \t\<\, «=o where the prime denotes a summation whose first term is halved. In practice, /(/) can be efficiently approximated by a finite sum of Chebyshev polynomials Pm(t) = Y!™=Qa{™]Tn(t) by using the Fast Fourier Transform (FFT) [1, 7, 11] . If f(t) is a smooth function, the approximation pm converges to f rapidly as m increases. For the function f(t) given in (5.2) (or the approximation pm(t)) we prove the following lemma in Appendix A. Remark 5.1. For the approximation pm(t) instead of f(t), it suffices to replace a"-i and an+\ in the right-hand side of (5.5) by a^x and a^\, respectively, where we assume that anm^ = 0 for all n > m . The coefficient y" in (5.4) is a particular solution of (5.5). The complementary solutions of (5.5) are modified Bessel functions/« (-ico) and (-l)nKn(-ico) ( = K"(ito)). In the range n < [to], both of \I"\ and |A^"| are of oscillatory type, whereas for n>[to], \In\ and \l/Kn\ decrease rapidly to zero as « increases.
Here we show that with the choice of M = [co] in (2.4) the present scheme could effectively evaluate the particular solutions y" and the weighted sum g(x) (5.4) to a prescribed accuracy ea . In reality, instead of g(x) given in (5.4) it is sufficient to obtain a truncated Chebyshev series
where K is determined so that the truncation error of gK(x) is at the levels of the rounding error of the computer, which is usually less than the required accuracy ea for yn or the weighted sum g(x) of y" . In practice, it might be allowed to set K to the smallest n such that \y"+\\ < e, provided \yn\ = 0(r") for a positive constant r < 1 and for sufficiently large « , because then the error | ¿ZZk+\ VnTH{x)\ < \ZZk+\ \Vn\ « |y*+i|/(l -r). If the required accuracy za is much larger than e , then we might determine the smallest K so that \yK+\\ < cea for some small constant c > 0, say, c = 0.1 at most. In incorporating this scheme into the present algorithm, we approximate {y"} by {y{nn)} = [Xn/Un], the first relation in (3.21) .
is Now, we compute the weighted sum Sk = gK(x =1) = I]'n=o>;« (5-6) to the prescribed accuracy ea = 10~10 for the indefinite integral (5. Once all the values of y" (« = 0,1 223) are computed from (3.21 IN) after the weighted sum 5223 = g2n(x = 1) of yn'"' is obtained, any value°f g22i(x) for many x, where \x\ < 1, can be easily evaluated by using Clenshaw's algorithm. Table 2 
