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ABSTRACT

THE GROUP QUESTIONNAIRE:
A NEW MEASURE OF THE GROUP RELATIONSHIP
JulieAnn Krogel
Department of Psychology
Doctor of Philosophy

The Group Questionnaire (GQ) is a 30-item, self-report measure of the
group relationship that was developed in the present study. It is based off of
Johnson’s new three factor model of the group relationship which includes
Positive Bonding, Positive Working, and Negative Relationship. This study
involved two parts, the creation of the GQ followed by the validation and
refinement of the GQ using 486 participants from three populations - outpatient
university counseling center, inpatient state hospital, and non-patient AGPA
process groups. Confirmatory Factor Analysis (CFA) was used to test the
goodness-of-fit of Johnson’s model to each of the populations separately and as a
whole. Following the refinement process, results showed the GQ to have good fit
to the model for each population. Distinct differences in response pattern were
found between the three populations. Reliability estimates were predominantly in
the good range. Implications for future utility of the GQ include using it as a
clinically relevant and efficient assessment tool to inform clinicians of the quality
of the group psychotherapy relationship and to potentially predict group outcome.
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Chapter 1
Introduction
Recent evidence suggests that the demand for group treatment in clinical practice
may be growing in North America (Burlingame, MacKenzie, & Strauss, 2004). The
trend may be partially due to the beneficial cost-benefit ratio when group format is
compared to individual therapy (Heinzel, Breyer, & Klein, 1998). Additionally, several
reviews have now been conducted of the literature comparing group to individual
treatment. These have shown group treatment to be at least as effective as individual
psychotherapy (Burlingame et al., 2004; Fuhriman & Burlingame, 1994; McRoberts,
Burlingame, & Hoag, 1998; Tschuschke, 1999). With the effectiveness and cost-benefit
of group psychotherapy firmly established, researchers have turned their attention to
examining why group treatments work. Some of the proposed mechanisms of change of
group treatment relate to specific theories of change such as cognitive restructuring,
exposure, and unconditional positive regard. Other mechanisms of change have been
identified which transcend the specific theories and instead focus on properties of the
group format itself. The therapeutic relationship that occurs within the group has been
identified as one of the most important general mechanisms of change in group treatment
(Johnson, Burlingame, Olsen, Davies, & Gleave, 2005). Group relationships that are
both supportive and challenging have been shown to be a consistent contributing factor to
patient improvement and low dropout rates (Burlingame, Fuhriman, & Johnson, 2002;
Castonguay, Pincus, Agras, & Hines, 1998; Marziali, Munroe-Blum, & McCleary, 1997).
It is presumed that these types of relationships provide the type of safe environment
needed to conduct the challenging work that takes place in psychotherapy groups.
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Many different aspects of the curative relationship have been examined in relation
to client improvement; however, they have only recently begun to be studied in
relationship to each other. The most notable attempt was a large study conducted by
Johnson et al. in 2005. Johnson administered subscales from the Therapeutic Factors
Inventory (TFI), the Group Climate Questionnaire (GCQ), the Working Alliance
Inventory (WAI) and the Empathy Scale (ES) to 662 participants from 111 counseling
center and personal growth groups. As hypothesized, she found a significant degree of
overlap between the different aspects of the curative relationship (cohesion, alliance,
empathy, and group climate). She tested three different structural equation models and
found none had an adequate fit to the data. She found an exploratory model with
Bonding, Working, and Negative factors provided the best fit to the data (Johnson et al.,
2005). This study was a notable step toward creating a comprehensive understanding of
the therapeutic relationship: a challenge that has been historically difficult in group
literature.
One obstacle that has historically made it difficult to empirically study the
therapeutic relationship is the existence of two principally isolated views. The first
conceptualizes the therapeutic relationship by way of the group’s structural properties.
More specifically, relationships can be formed between a group member and the leader
(member-leader), between group members (member-member), or between group
members and the group as a whole (member-group). The literature has not given equal
attention to the testing and description of these dimensions. A recent review of this
literature found that two-thirds of the literature investigated the member-group
relationship. In contrast, far fewer studies tested the member-member relationship, with
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the member-leader relationship being nearly neglected (Burlingame, Fuhriman, &
Johnson, 2002). The definite bias in the literature makes it difficult to make an
empirically based judgment as to the relevance and relatedness of the three structural
definitions of the therapeutic relationship in groups.
A second view conceptualizes the therapeutic relationship in terms of the specific
constructs theorized to make up the therapeutic relationship in group. Many therapeutic
relationship constructs have been hypothesized to exist. Two recent reviews identified a
core set of therapeutic relationship constructs that have been shown to be related to group
process and client improvement (Burlingame, Fuhriman, & Johnson, 2002). Among
these were the constructs of group cohesion (a sense of belonging to the group), alliance
(a fond working relationship between the therapist and the member), group climate (a
sense of constructive interpersonal investigation) and empathy (a sense of being
understood). Each of these core constructs has been shown to be linked to group process
and client improvement, and Johnson has used each to create a comprehensive model of
the therapeutic relationship (Johnson et al., 2005).
Prior to the Johnson et al.’s (2005) study, only measures of cohesion and alliance
had been empirically compared in the same investigation. Thus, it was unknown how the
former relationship constructs related to one another, which lead to some distinct
limitations. The first and most prominent limitation was definitional. Authors of existing
measures of these constructs seem to have varying definitions for the same concept.
Furthermore, variations in instrumentation and source (for example, self-report vs.
observation) further complicate links between constructs. More specifically, even if
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constructs were clearly defined, differences in methods of instrumentation and source
have well-known effects on correlations (Orlinsky, Ronnestad, & Willutzki, 2003).
A final challenge in interpreting the group psychotherapy literature is defining the
relationships between constructs both conceptually and empirically. As mentioned
earlier, until Johnson et al. (2005), only the relationship between alliance and cohesion
had been studied. There are many other group relationship constructs that have been
found to be linked to outcome, such as mutual understanding (Roback & Smith, 1987),
therapists’ like or dislike of clients (Roback & Smith, 1987; Sexton, 1993), therapists’
friendliness (Hurley, 1986), understanding and trust in groups (Roarck & Sharah, 1989),
feelings of being accepted by the group (MacKenzie, 1998; Rugel & Berry, 1990), and
emotional relatedness to other group members (Tuchuschke & Dies, 1994). These could
be aspects of cohesion, alliance, empathy, and group climate; however, with the
inconsistency of the labeling, it is difficult to piece these together.
Johnson et al.’s research (2005) addressed the aforementioned limitations in three
ways. First, it used a common source: self-report. Second, it employed one commonly
used measure to assess each of the four content domains (cohesion, alliance, empathy,
and group climate). Third, it simultaneously looked at the four domains using a common
sample and tested different types of groups after various numbers of sessions. This
resulted in the creation of a new model of the group therapeutic relationship. The model
clearly shows the relationship between its three main constructs (Positive Bonding,
Positive Working, and negative factors) as well as the relationship of the four main
relationship constructs (cohesion, alliance, empathy, and group climate) and the
perspectives (member-member, member-leader, and member-group). Evidence for this
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model was very recently validated and strengthened when two studies using two different
European populations replicated Johnson’s study and found the same factor structure
using confirmatory factor analysis (Bormann & Straus, 2007; Bakali et al. 2008).
Evidence for this model was very recently validated and strengthened when
Bormann and Straus (2007) replicated Johnson’s study using a German population and
found the same factor structure using confirmatory factor analysis.
The purpose of the present study was to create the Group Questionnaire (GQ)
based off of the Johnson et al. (2005) model. The creation of the GQ relied heavily on
both empirical results and clinical judgment to create a measure that is empirically sound,
clinically relevant, and practically efficient. The creation of the GQ took place in two
steps: First, using empirical data and clinical judgment, a team of experienced group
researchers and clinicians pared down and adapted the 60 items used by Johnson et al. to
create the GQ as a measure of the group relationship including Positive Bonding, Positive
Working, and Negative Relationship. Second, the GQ was tested and revised using
confirmatory factor analysis (CFA) and data from three populations: outpatient university
counseling center (UCC), non-patient American Group Psychotherapy Association
(AGPA), and inpatient Utah State Hospital (USH). The penultimate goal of this line of
research, which goes beyond the scope of this study, is to create a measure of the group
relationship that can be used to track process change previously linked to outcome in
group members.
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Chapter 2
Literature Review
This chapter reviews the previous literature on the group relationship, specifically
the definitions, and empirical findings, of the four main relationship constructs (group
climate, cohesion, alliance, and empathy) examined by Johnson et al. (2005). It also
describes how previous group relationship constructs have been theoretically and
empirically connected to member-group, member-member, and member-leader
relationships. It then reviews the Johnson, et al. (2005) study in detail. The purpose of
this literature review is to demonstrate the clinical importance of group relationship and
the need for a new measure that is more empirically sound, clinically relevant, and
practically short. It also provides the historical and theoretical background contributing
to its development. As this study is a continuation of a line of research starting with
Johnson et al.’s study, the current literature review parallels, updates, and summarizes the
literature contained in this previous study.
Group Climate
Definitions: The popularity of the Group Climate Questionnaire-Short Form
(GCQ; MacKenzie, 1983) has done a great deal to unify the construct of group climate.
Due to the dominance of the GCQ, it will be used as the definition of Group Climate for
this review. The GCQ is believed to reflect the functioning of the group as a whole rather
than an individual’s experience in the group. For example, items are phrased “the group
members did _____,” rather than “I felt _____ in group today.” This distinction is
important as the perceptions of group climate as a whole may be unrelated to an
individual member’s experience being part of the group. For this reason, MacKenzie and
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Tschuschke (1993) hypothesized that the GCQ did not predict outcome in their study
because the unsuccessful patients may have thought, “the group is really working well,
but I am not a part of it” (p.154). However, the GCQ does provide information on the
perceptions of the group by its members, not the reality of the group, which may be more
relevant to the individuals’ receptiveness to particular types of interaction (MacKenzie,
1984).
The current version of the GCQ, the GCQ-S for short form (GCQ-S; MacKenzie,
1983), contains three subscales of Engagement, Avoidance, and Conflict. This shorter,
12-item scale has almost entirely replaced the original longer version, which is why the
GCQ-S is now almost universally referred to with the original acronym GCQ. The
original, longer form included the subscales of engagement, support, practicality,
disclosure, cognition, challenge, conflict, and control and was designed to study social
environments and how they influence behavior (GCQ-L; MacKenzie, 1981). From this
point forward all references to the GCQ are referring to the GCQ-S and its three
subscales. The Engagement scale from the GCQ reflects a positive working atmosphere
and a sense of constructive interpersonal investigation, including the importance of the
group for members and a sense of closeness between them. The Avoidance scale reflects
the perception of avoidance of responsibility by the members for their own change
process. The Conflict scale reflects interpersonal conflict and distrust of the members
(MacKenzie, 1983).
Outcome Findings: The Engagement scale of the GCQ has been most
consistently related to outcome. Findings suggest that groups with higher engagement
scores tend to have better outcomes (Johnson, 2004). In the largest study conducted
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using the GCQ, MacKenzie et al. (1987) found that the 8 groups (out of 54) reporting the
greatest learning at the American Group Psychotherapy Association Institutes were
significantly more engaged at all times than the 8 groups reporting the lowest learning.
Additionally, reported levels of engagement in these groups increased over the lifetime of
these groups. A second study (Tschuschke & Greene, 2002) using the same population
used a slightly altered Engagement subscale and predicted learning about self-peer
relationships, authority, and leadership. Other studies have also found engagement to be
positively related to both interpersonal outcomes (Braaten, 1989) and general outcomes
in eating disorder groups ( Castonguay, Pincus, Agras, & Hines, 1998) as well as group
treatment for complicated grief (Ogrodniczuk & Piper, 2003). However, engagement has
not been shown to predict outcome in long-term, psychoanalytically-oriented groups for
inpatient neurotics (MacKenzie & Tschuschke, 1993) or in 12-week, process-oriented
groups for females sexually abused as children (Cortez-Ison, 1997).
The Conflict scale of the GCQ typically correlates negatively with outcomes
(Johnson, 2004). It helps to remember that conflict as measured by the GCQ is a measure
of hostility rather than confrontation. MacKenzie et al. (1987) found that self-reported
levels of conflict decreased over time in personal growth groups that experienced the
most learning, whereas self-reported conflict in groups that reported less learning started
at the same level, but remained unchanged over the lifetime of the group. Phipps and
Zastowny (1988) found that their most poorly functioning groups reported high levels of
conflict.
Some research does not find conflict to be related to outcome, and other research
finds it to be positively related to outcome under certain conditions. Ogrodniczuk and
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Piper (2003) failed to find an effect for conflict, reporting instead that members who were
less engaged and more avoidant during times of group conflict had better outcomes.
These authors suggested that a high level of involvement in conflict as measured by the
GCQ does not appear to have been helpful to members and that withdrawing from the
group may serve as a buffer from the negative consequences. However, another study by
Tschuschke and Greene (2002) showed members of more conflictual personal growth
groups report greater learning. Along the same lines, Castonguay et al. (1998), with a
group of eating disorder patients, found that conflict in the middle of the group’s lifetime
had good outcomes so long as early and later group climates were positive.
In comparison to engagement and conflict, avoidance seldom predicts
improvements in outcome (Ogroduniczuk & Piper, 2003). The few findings that do exist
seem contradictory, as seen with conflict. Braaten (1989) found that outpatient groups
reporting less avoidance predicted improved interpersonal outcomes. However,
Tschuschke and Green (2002) found that personal growth groups reporting more
avoidance predicted greater learning about self-peer relationships.
Operationalization: Johnson et al. (2005) chose the GCQ to represent group
climate for their study due to its overwhelming popularity and good psychometrics. A
review of other measures of group climate, as well as the other three constructs
(cohesion, alliance, and empathy) is contained in Johnson (2004). Table 1-1 provides a
summary of the measures used by Johnson et al. (2005) as well as their uses and quality
of psychometrics. According to MacKenzie (2003), its creator, the GCQ is believed to
contain the three factors just reviewed: Engagement, Conflict, and Avoidance. They
may, however, operate differently or be experienced differently by different groups.
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Table 1-1:

Measures Used in Johnson et. al. 2005

Measure

Number of Items

Construct Coverage

and Subscales
Group Climate
Questionnaire
(MacKenzie, 1983)

12 items
3 subscales

Cohesion subscale of
12 items
the
Therapeutic Factors 1 of 11 subscales
Inventory (Lese &
MacNair-Semands,
2000)
Working Alliance
Inventory (WAI;
Horvath &

Response
Format

Psychometric Use in the Current Group
Properties

Psychotherapy Literature

Engagement in group work,
7-point
Avoidance of responsibility for Likert
group work, and group
scale
conflict and hostility

Extensively
Tested

Most commonly used
group process measure,
used by more than 40
studies over the last 20
years (MacKenzie, 1998)

Feeling accepted, sense

7-point

Good

Relatively new scale, but

of belonging, trust,
caring, security and

Likert, self
report

reliability,
validity

used in several studies
over the past few years

working together
36 items
3 subscales

Bond between therapist
(T) and client (C), T-C
agreement on tasks and goals

Very well
7-point
Likert scale, studied and
self-report
very good

Greenburg, 1989)

of therapy bond between

Empathy Scale (ES; 10 items
Burns, 1994)

Therapist (T) and client (C), TC
Clients' perceptions of
Various
the therapist's warmth,
Likert
genuineness and
scales, selfempathy
report

Probably the most
commonly used measure
of alliance in the current
literature

Adequate
internal
consistency,
predicts
outcome
strongly

Probably the most
commonly used measure
of empathy in the
individual literature
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Other studies, including Johnson et al. (2005), have questioned this factor structure
(Hurley & Brooks, 1987; Hurley & Brooks, 1988; Kay, 1996). For example, Hurley &
Brooks (1987) suggest the GCQ to have one factor, which they named Affiliative vs.
Disaffiliative. However, both this one factor and the original three factor model, point
out that a few items load only moderately or even poorly onto the factor structure.
Cohesion
Definitions: Johnson, (2004) completed a thorough review of the Cohesion
literature and concluded cohesion to be the least clearly defined group relationship
construct. Kaul and Bednar (1986) have called cohesion “a spectacular embarrassment to
group theory and research” because 30 years of effort have not produced an accepted
definition of the term (p.707). In a recent review of therapeutic relationships in group
psychotherapy, Burlingame, Fuhriman, and Johnson, (2002) identified 23 different
measures of “cohesion” in only 31 studies. They point out that no one instrument was
used more than 4 times. In addition to the plethora of cohesion measures, a given
definition may be thought to represent group-as-a-whole, member-group, membermember, or member-leader relationships.
The concept of cohesion began in the 1940’s and 1950’s with the work of
Festinger and colleagues. They defined cohesion as a “field of forces” acting on
individuals to remain in the group (Dion, 2000). Following this, Lewin defined cohesion
as the set of forces keeping members together and Frank (1957) called it the attraction of
a group for its members (Dion, 2000). By the 1950’s, critics had already noted that
different measures of cohesion often failed to correlate with one another. Around the
mid-1960’s, cohesion was defined as interpersonal attraction: a group property inferred
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from the number and strength of mutually positive attitudes among group members.
Similar definitions reflected a group’s desire to stick together, attraction, morale, or
solidarity. It has also been described as a sense of group belongingness and group
atmosphere, and correspondingly measured by the use of “we” rather than “I” (Dion,
2000).
More recent attempts at defining cohesion have focused on divisions in the
understanding of the construct. Task vs. socioemotional cohesion and group-level vs.
individual-level are two major divisions in the construct (Dion, 2000; see also Carron,
Widmeyer, & Brawley, 1985). A factor analysis of therapy groups produced another
division: vertical vs. horizontal cohesion (Griffith’s, 1988). Vertical cohesion refers to a
member’s relationship with the group leader, whereas horizontal cohesion refers to
members’ relationships with other group members. Still other categorizations arise from
the measurement perspective of cohesion. Some seek to measure perceived cohesion and
individual members’ perception of their sense of belonging to a group vs. a more
“objective” rating of cohesion, as in Bollen and Hoyle (1990). An example would be
items like “I feel a sense of belonging to the group” vs. “How the group sticks together.”
Additional dichotomies arise over appraisals at the affective vs. cognitive levels. For
example, “I feel my group cares about me” vs. “My group shows appreciation for me.”
To clarify the complexity of these dichotomies, Dion (2000) suggests
“[c]ohesiveness…means different things for different groups with different goals and
tasks” (p. 22). Johnson (2004) suggests “[t]he cohesion definition most relevant to
therapeutic relationships in psychotherapy groups involves the subjective experiences of
individual group members with both the group leader and other group members, on both
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task and socioemotional levels” (Johnson, p. 15). She uses this definition as well as
popularity and psychometrics to guide her selection of the Cohesion subscale of the
Therapeutic Factors Inventory to represent cohesion in her study.
Outcome Findings: The variety of cohesion definitions and measures makes it
difficult to interpret outcome findings. However, cohesion of several different definitions
has been found to be related to better outcomes (Stokes, 1983). For example, one study
found that the more members liked the groups they were in, the better the outcomes they
had (Wright & Duncan, 1986). Similarly, more successful group therapy patients were
found to experience a greater sense of emotional relatedness to other group members
throughout therapy (Tschuschke & Dies, 1994). Two other studies found cohesion to be
a significant predictor of positive goal attainment and symptom reduction (Braaten, 1989;
Budman et al., 1989). Still another study (McCallum et al., 2002) found that in shortterm groups for complicated grief, significantly lower rates of dropout were associated
with high levels of therapist-rated cohesion, but not patient-rated cohesion.
Cohesion appears to be an even better predictor of interpersonally related
outcomes. This was also observed with the construct of engagement. Cohesion, as well
as other measures of positive relationship in group psychotherapy, seems to enhance selfconcept (Johnson, 2004). Shechtman’s (1993) work was based on the theory that
cohesion and other relationships in groups increase self-esteem because self-evaluation is
the inner experience of esteem provided by peers. In support of this theory, both Falloon
(1981) and Budman et al. (1989) found increases in self-esteem to be correlated with
group cohesion. Shechtman (1993) found that the atmosphere of friendship provided by
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children’s psychotherapy groups predicted both greater self-esteem and capacity for
intimate friendship.
While many studies suggest a positive relationship between cohesion and
outcome, other studies suggest a more cautious relationship. Marziali et al. (1997) found
that group alliance contributed more to outcome than cohesion did for psychotherapy
groups for borderline personality disorder, although both contributed. Woody and
Adessky (2002) failed to find any connection between either cohesion or alliance and
outcome for socially phobic patients. Likewise, cohesion did not predict outcome in
studies of interactional groups (modeled after Yalom, 1995) for substance abuse
(Gillaspy et al., 2002) and psychodynamic groups for complicated grief (Kipnes et al.,
2002). It is helpful to remember when interpreting these findings that these studies used
very different measures and the different findings may be directly related to the differing
measures and definitions. Unfortunately, the relationship between these measures is
unknown and the studies that have measured the correlations between them show that
they often fail to correlate (Dion, 2000), making it almost impossible to conclude much
from the findings. Additionally, there may be an interaction with the different formal
change theories or patient populations, although there is no empirically discernable
pattern to date (Johnson, 2004).
Operationalization: Johnson et al. (2005) chose to measure cohesion using the
Cohesion subscale of the Therapeutic Factors Inventory (TFI; Lese & MacNair-Semands,
2000; see Table 1-1). It reflects the individual and subjective perceptions that seem to
underlie the relevance and influence of cohesion in group psychotherapy (see Bollen &
Hoyle, 1990; Griffith, 1988; Lese & MacNair-Semands, 2000). Content domains of the
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TFI include feeling accepted, a sense of belonging, trust, caring, security, and working
together. This operationalization fits fairly well with the definition of cohesion given by
Johnson (2004) that “[t]he cohesion definition most relevant to therapeutic relationships
in psychotherapy groups involves the subjective experiences of individual group
members with both the group leader and other group members, on both task and
socioemotional levels” (p. 15). This measure also offers convenient psychometric
properties and has been used several times in the past few years, unlike most of the other
31 measures. The items from this subscale are believed to load onto a single factor (Lese
& MacNair-Semands, 2000) which was also supported by Johnson et al. (2005).
Alliance
Definitions: Alliance was first conceptualized by Freud with regards to individual
psychotherapy. It later took on greater significance in the 1970’s when it was identified
as one of the common factors associated with effective therapies (Horvath, 1994). Its
identification as a common factor started with Rogers’ and Frank’s idea that factors such
as empathy, congruence, and unconditional positive regard were enough on their own to
cause change. Then in the 1970’s, when researchers noticed that different kinds of
therapies achieved similar outcomes, they began to wonder what all these therapies had in
common. Therapeutic alliance was one idea that arose (Horvath).
Much like cohesion, divisions have been created in alliance in an effort to give it
more clarity. Some psychodynamic theorists (such as Sterba, 1934 and Zetzel, 1956) saw
alliance as containing three elements: the therapeutic alliance, the ego alliance, and the
working alliance (Horvath, 1994). Bordin (1975) conceptualized alliance in a slightly
different way: the affective bond between the therapist and client, and their agreement on
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tasks and goals. Since then group psychotherapists have worked to adapt the individual
therapy construct of alliance to fit with group models. The simplest way to make this
switch is to measure each member’s alliance with the leader (see Pinsoff & Cahterall,
1986). However, others have conceptualized the group alliance concept as involving
relationships between group members as well as the leader (Trad, 1993; see also Glatzer,
1990; Budman, 1989).
Some of the divisions made to alliance parallel those observed in cohesion. For
example, Horvath and Luborsky, (1993) found two aspects of alliance: personal
attachments or bonds (much like socioemotional from cohesion) and collaboration or
willingness to invest in the therapy process (much like task cohesion). The Penn Helping
Alliance Rating Scales (Luborsky, 1976) theorized Type I alliance, the degree to which
the therapist is seen as supportive and helpful to the client, and Type II Alliance, a sense
of working together in a joint struggle or “we-ness” (p.64). The first sounds very similar
to the idea of socioemotional or attachments from cohesion, and “we-ness” is a word
commonly used to describe cohesion. Glatzer (1978) divides alliance into membermember alliance (horizontal cohesion) and member-leader alliance (vertical cohesion).
MacKenzie (1987) appears to have noticed this overlap between alliance and cohesion
when he advocated both a group cohesion measure (Group Cohesiveness Scale; Budman,
1987) and a group climate measure (GCQ) as measures of group alliance. This apparent
overlap and ambiguity between construct domains is what prompted the study by Johnson
et al. (2005) in which the primary goal was empirically clarifying the relationships
between these various group relationship constructs using selected measures.
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Outcome findings: Outcome in group psychotherapy has been predicted by
several kinds of alliances. Unfortunately, many of these studies use individual therapy
instruments of alliance, which only measure the alliance with the therapist. For example,
alliances with the therapist have been found to predict positive outcomes in Cognitive
Behavior Therapy (CBT) groups for men violent to their partners (Brown & O’Leary,
2001; Taft et al., 2003), CBT groups to reduce risk for coronary heart disease (van Andel
et al., 2003), psychoeducational groups for couples with marital distress (Bourgeois,
Sabourin, & Wright, 1990), practical/supportive groups of non-psychotic outpatients
(Sexton, 1993), and psychodynamic groups for long-term inpatients in Germany (Strauss
& Burgmeier-Lohse, 1995).
In contrast, only two studies assessing alliance with the therapist failed to find a
relationship between alliance and outcome. McCallum et al. (2002) found that alliance
did not predict dropout in supportive or interpretive groups for complicated grief.
Likewise, Woody & Adessky (2002) found that neither alliance nor change in alliance
predicted outcome for socially phobic patients in CBT groups. The McCallum et al.
study differed from those alliance studies predicting outcome in that it only used a fouritem measure and predicted dropout instead of outcome. However, the Woody and
Adessky study thoroughly assessed both alliance and outcome; thus the reasons for its
negative findings are unclear. Nevertheless, the large majority of studies measuring
alliances with group leaders using individual therapy instruments found this kind of
alliance associated with positive outcomes (Johnson, 2004).
A smaller number of studies have measured alliance using the Pinsoff and
Catherall (1986) conceptualization, which involves ideas of alliance and group dynamics
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with all relationships still revolved around the leader. Under this model, group members
rate their own, other group members’, and the whole group’s alliance with the leader.
The preliminary evidence for this more group-focused model of alliance is good; all three
studies using this perspective found that alliance predicted positive outcomes. Bourgeois
et al. (1990) studied psychoeducational groups for distressed married couples, Gillaspy et
al. (2002) studied Yalom’s interactional group therapy for substance abuse, and Marzialai
et al. (1997) studied Interpersonal Group Therapy for borderline personality disorder.
Although there are, as of yet, too few studies on Pinsoff and Catherall’s more systematic
view of alliance to draw conclusions based on treatment models and populations, it is
worth noting that the three existing studies used either an interpersonal/systemic
treatment model (Marzialai et al., 1997; Gillaspy et al., 2002) or a population that is
naturally more systemic (i.e. couples; Bourgeois et al., 1990).
Only one known study to date has attempted to look at alliance from a truly
group-oriented perspective using member-member and member-group relationships.
Using adult developmental model groups for nonpsychotic outpatients, Budman et al.
(1989) found observer-rated alliances among group members to be strongly related to
improved self-esteem and reduced symptom distress. This study used a very systemic
definition of alliance, but deliberately excluded member-leader alliance. Perhaps this
difference accounts for the very high correlation (above .9) found between alliance in this
study and cohesion.
Operationalization: Johnson et al. (2005) used the Working Alliance Inventory
(WAI; Harvath & Greenburg, 1989; see Table 1-1) to assess both vertical and horizontal
alliances on both relational and task oriented dimensions. This allows measurement of
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personal alliances with both the therapist and other group members to be reported from
the individual group members’ perspectives. The WAI is commonly used in the group
psychotherapy literature and is thought to measure the three published factors of affective
bond between therapist and client, agreement on the task of therapy, and agreement on
the goals of therapy (Horvath & Greenburg). Its focus on alliance with both the therapist
and other group members, as well as its good psychometrics and substantial literature to
support it, made it a good choice to represent therapeutic alliance within a group.
Empathy
Definitions: Empathy seems to be more clearly defined in the literature than
cohesion. As early as 1967, Rogers et al. defined empathy as “[t]he ability of the
therapist (to) accurately and sensitively understand experiences and feelings and their
meaning to the client…” or in other words, “[i]t is a sensing of the client’s inner
world…” (p. 104-105). Psychodynamic, humanistic, and cognitive-behavioral schools of
thought have each seen empathy as an important relationship variable in group
psychotherapy and each has expressed this idea in its own language.
Psychodynamic theory and practice views empathy as enabling a good therapeutic
relationship (see Stone & Gustafson, 1982; Kleinberg, 1999) or as curative on its own
(Schain, 1989). It has been described as affective attunement (Schain), empathic
attunement (Kleinberg), emotional availability (Shields, 1999) and containment (Dion,
2000).
Humanistic theorists often see empathy and positive regard as curative in and of
themselves acting through the mechanism of increasing clients’ self-acceptance and
helping clients become more congruent (Trad, 1993). Words such as warmth,
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acceptance, positive regard, and democratic atmosphere have been used by humanistic
group therapists to describe empathy (Johnson, 2004).
Cognitive behavioral perspective does not distinguish a difference between
therapeutic relationships in groups and those in individual therapy relationships
(Burlingame, MacKenzie & Strauss, 2004). Consequently, findings from the individual
literature are often assumed to apply to CBT groups. Several authors in the CBT
individual therapy literature (see Beck et al., 1993; Burns & Auerbach, 1996; Burns &
Nolen-Hoeksema, 1992) have described the importance of empathy and warmth in the
therapeutic relationship. They tend to define empathy more broadly to include respect,
warmth, and genuineness. Empathy is seen to set the stage for client acceptance of more
active therapist interventions and is not sufficient to enact change on its own (Burns &
Auerbach, 1996).
Outcome findings: Only a few studies have addressed the beneficial effects of
empathy in groups; however, there is a general consensus between group therapists and
researchers that empathy is important (Braaten, 1990). More often, studies appear to find
that a lack of empathy, including feeling discounted, misunderstood, unconnected to
other members, or feeling attacked, lead to poorer outcomes (Doxee & Kivlighan, 1994;
Karterud, 1988). On the positive side, a review by Raskin (1986) concluded that in
client-centered group therapy, positive outcomes correlated with conditions like empathy,
genuineness, and warmth.
Operationalization: Johnson et al. (2005) chose to use the Empathy Scale (ES;
Burns, 1994; see Table 1-1) because of its brevity. This 10-item scale is thought to
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contain one factor and defines empathy from the broader CBT perspective, including
referrals to warmth and genuineness, as opposed to pure empathic understanding.
Other populations
The majority of group relationship research has been conducted using out-patient
and some non-patient populations. However, a small body of literature is growing on the
effects of the group relationship in severely mentally ill populations. Alliance literature
contains the most consistent findings. It correlated positively with outcome for
psychodynamic groups for long-term inpatients in Germany (Strauss & BurgmeierLohse, 1995), for groups of severely and persistently mentally ill inpatients in an
inpatient institution (Jumes, 1996), and for long-term psychotherapy groups for inpatients
in Germany (McKenzie & Tschuschke, 1993). Studies of cohesion in inpatient groups
suggest that the construct of cohesion is important in theory, but only one study was
found linking it with outcome. A study involving Turkish inpatients in interactional
group therapy found cohesion to be one of the four most valued factors of Yalom’s
therapeutic factors (Kilic, Özbayrak, Ulusahin & Üstün, 1996). Geczy and Sultenfuss
(1995) discuss how hospital procedures of admission and discharge disrupt the group
cohesion and propose a way in which administration procedure could minimize this
disruption. Tschuschke and Dies (1994) found cohesion to correlate positively with
outcome and suggested that it was an important ingredient for effective group process to
occur in long-term analytic inpatient groups. Dacey (1989) theorized cohesion to be
important to a member’s separation from the group in an inpatient setting. Very little
research has been done relating group climate and empathy to inpatient populations.
McLees et al. (1992) found the GCQ to be an effective measure for following brief 12-
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week inpatient groups through developmental stages of the groups. Correale (1999)
suggests that while empathy is highly valued by psychotic patients, a truly empathic
understanding of the state of mind of these patients is extremely problematic.
Interrelationships
A careful look at the definitions and operationalizations of the four group
relationship constructs just reviewed (group climate, cohesion, alliance, and empathy)
shows the apparent overlap and lack of clear defining boundaries between these
relationship constructs. As has been shown in this review of the literature, each has
mixed to positive results predicting outcome in group treatment. Each is also theorized to
provide a helpful therapeutic climate, which may lead to other positive therapeutic
processes (Johnson, 2004). The few studies that have studied the relationship between
these constructs have found them to be highly related to each other and have theorized
that they serve the same function in group. Budman et al. (1989) studied the relationship
between cohesion and alliance with nonpsychotic outpatients in time-limited
psychotherapy groups and found a moderate to high correlation between cohesion and
alliance. Cortez-Ison (1997) made a similar finding in psychotherapy groups for women
sexually abused as children. Gillaspy et al. (2002) also found a positive correlation
between cohesion and alliance with men in a residential group treatment program for
substance abuse. Marziali, McCleary, and Munroe-Blum (1997) did a randomized
controlled trial of borderline personality disorder clients in time-limited group treatment
and found a significant correlation between cohesion and alliance.
Similar results have been found for relations between the other constructs,
although there are fewer studies to support it. Roarck and Sharah (1989) studied
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members of personal growth, psychotherapy, and DUI groups and found cohesion and
empathy to be significantly correlated (.53). Likewise, alliance and empathy were
reported to correlate positively (Horvath, 1994) and empathy and group climate were
found to positively correlate in outpatient psychotherapy groups in a community mental
health center (Phipps & Zastowny, 1988). This high level of interrelatedness and similar
theoretical purpose suggests the possible presence of higher-order constructs.
Johnson et al. (2005) clarified the group relationship by proposing a new model of
higher-order constructs of the group relationship. They used four measures: the Group
Climate Questionnaire (GCQ), Cohesion scale of the Therapeutic Factors Inventory
(TFI), Working Alliance Inventory (WAI), and Empathy Scale (ES) to operationalize
these four constructs. The TFI and the GCQ represented member-group relationships,
while the WAI and the ES represented member-member and member-leader
relationships. These measures were administered to 662 participants from 11 different
counseling centers and institute groups at the American Group Psychotherapy
Association (AGPA). They then tested four different hypothesized models of the group
relationship and found that none of them provided a good fit for the data. Then they used
Exploratory Factor Analysis (EFA) to create a new model of the group relationship (see
Figure 2-1). This model represents an exclusively empirical attempt to describe the
group relationship. The three new second order factors (Positive Bonding, Positive
Working, and Negative Relationship; see Figure 2-2) have not been previously named,
defined or measured.
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Figure 2-1
Johnson’s Model of Group Therapeutic Relationship
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Figure 2-2
Second Order Factors of Johnson’s Model
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The purpose of this study was to create the Group Questionnaire (GQ) based off
of the Johnson et al. (2005) model. The creation of the GQ relied heavily on both
empirical results and clinical judgment to create a measure that is empirically sound,
clinically relevant, and practically efficient. The creation of the GQ took place in two
steps: 1) Using empirical data and clinical judgment, a team of experienced group
researchers and clinicians pared down and adapted the 60 items used by Johnson et al. to
create the GQ as a measure of the group relationship including Positive Bonding, Positive
Working, and Negative Relationship,
2) the GQ was then tested and revised using Confirmatory Factor Analysis (CFA) and
data from three populations: university counseling centers (UCC), non-patient American
Group Psychotherapy Association (AGPA), and inpatient Utah State Hospital (USH).
Hypotheses included:
1.

The factor structure including Positive Bonding, Positive Working, and
Negative Relationship as identified by Johnson et al. will provide a
good fit for the total data generated using the Group Questionnaire.

2.

Subscales representing positive aspects of the therapeutic relationship
will be significantly positively correlated with one another and will be
significantly negatively correlated with subscales reflecting negative
aspects of the therapeutic relationship as specified by the model.
Subscales representing negative aspects of the group relationship with
also be significantly correlated will each other as specified by the
model.
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3.

Model divisions between member-member, member-leader, and
member-group will provide a good fit to the data. Specifically, the
model will not fit when these divisions are removed.

4.

The model will provide good fit to the data from each of the three
populations, (university counseling center, severely mentally ill, and
non-clinical) when analyzed separately.

5.

Differences in response styles will be seen between the three
populations. Specifically, the factor means for Positive Bonding and
Working will be lower and Negative Relationship will be higher for
data from the severely mentally ill sample than the university
counseling center and non-clinical samples.

6.

Measurement refinement procedures, in line with accepted structural
equation model (SEM) practice (Byrne, 2001), will improve model fit
resulting in minor modifications to the Group Questionnaire and
underlying model.
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Chapter 3
Methods

This study was conducted in two parts. In part 1, the Group Questionnaire (GQ)
was created; in part 2, the GQ was tested and refined. The methods and results section
are organized sequentially into these two parts. Thus, Chapter 3 presents two sets of
participants and two sets of procedures.
Part 1: GQ Creation
Participants
The GQ was created by a team of three experienced group clinician/researchers
and an advanced doctoral student. Cumulatively, their post doctoral clinical experience
totaled 65 years. There were three males and one female. All four team members were
Caucasian. Their ages at the time of the GQ’s creation ranged from 21 to 54, with a
mean of 40. All members were affiliated with Brigham Young University and
represented the departments of Clinical Psychology, Counseling Psychology, and the
Counseling and Career Center.
Proceedures
Creation of the GQ relied heavily on both empirical data and the clinical
judgment of the team which created it. The resulting questionnaire, entitled the Group
Questionnaire (GQ), is a 40-item, 7-point, Likert-type, self-report measure of the
therapeutic relationship in group (see Appendix A). The GQ was designed to measure
the newly defined group relationship model identified by Johnson et al. (2005) (Figure 21) in a shorter and more clinically relevant manner. Johnson originally measured this
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model using 60 empirically identified questions from the Working Alliance Inventory
(WAI: Horvath & Greenberg, 1989), Group Climate Questionnaire-Short Form (GCQ;
MacKenzie, 1983), the Cohesion subscale from the Therapeutic Factors Inventory (TFI;
Lese & Mac Nair-Semands, 2000), and the Empathy Scale (ES; Burns, 1994). No
clinical judgment was used in selecting these 60 items. This resulted in a set of 60
questions that were at times redundant, inconsistently worded, and lengthy.
In creating the GQ, empirical analyses were conducted first, followed by a
thorough review of proposed items using clinical judgment. The described procedures
follow in that order. The process began with a review of Johnson’s statistical analyses of
the original 60 questions used to create this model. Johnson provided access to the data
set of 662 participants used in the Johnson et al. (2005) study to regenerate selected
analyses and statistical tables needed to provide specific information on individual items.
The goal of the empirical process was to identify from an empirical perspective which
items from each first order factor were the strongest and which items could be dropped
due to redundancy. Tables of factor loadings (aka. Standardized regression weights) and
inter-item correlations were generated and evaluated to determine the strength and
uniqueness of individual items. In general, items with smaller factor loadings or high
correlations with other items were identified for consideration of being dropped.
Items associated with the second order factor Positive Bonding tended to have
higher factor loading, than did items associated with the second order factors Positive
Working or Negative Relationship. Due to the plethora of items with strong loading
associated with the second order factor Positive Bonding, items with loadings less than
.70 were considered for elimination. Factor loadings of items associated with second
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order factors Positive Working Relationship and Negative Relationship were not as
strong over all, and there were far fewer items associated with these factors. Items with
the strongest factor loadings were identified, but no cut-off was used. It was not
proposed that any items be dropped based on empirical analysis because of the low
number of items. This was done in order to maintain factor stability of these first order
factors by including a minimum of three or more items.
Once the item loadings had been evaluated, an inter-item correlation matrix was
constructed of the Positive Bonding items. A cutoff of .65 was chosen to designate items
which correlated highly. It is more standard to use a cut off .7 or .8 in defining high
levels of correlation; however, in order to identify a greater number of significantly
correlated items on the Positive Bonding factor, this cutoff was lowered. These high
inter-item correlations were taken into consideration as evidence of redundancy as the
new measure was being constructed.
The GQ creation team met and discussed the content domain of each subscale as
reflected by the items it contained. A clinically relevant definition was provided to best
describe each subscale after reviewing the items that comprised the scale. Items were
considered for inclusion based on their clinical relevance to these refined construct
definitions and their empirical support. Using this process, items were selected,
eliminated, reworded, and combined to create the Group Questionnaire. A thorough
description of the GQ is provided in part 1 of the results.
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Part 2: GQ Testing and Refinement
Participants
Participants for this study included 486 individuals from three group populations:
University Counseling Center (UCC), American Group Psychotherapy Association
(AGPA), and Utah State Hospital (USH). Each population reflects a very different group
setting: out-patient, inpatient, and non-patient respectively. The UCC patients and AGPA
institute member populations were specifically chosen for this study because they were
used previously by Johnson et al. (2005). They also represent both out-patient and nonpatient samples, both of which have been used extensively for the past study of these
group relationship constructs, as can be seen from the literature review. The third setting
of inpatients was chosen to potentially broaden the scope of the GQ. It was encouraging
that Johnson et al. (2005) found the same factor structure for both the UCC and AGPA
groups, and it was hypothesized that the same factor structure would adequately fit the
inpatient groups at the USH. The three populations are described briefly below. More
demographic information is provided in the results section.
The University Counseling Center (UCC) data was contributed by 207
participants from two sites: the Brigham Young University Counseling and Career
Center, and the University of North Carolina-Charlotte Counseling Center. These UCC
groups were led by licensed, doctoral-level psychologists and often a student or intern coleader. Groups were both psychoeducational and process focused. Group members were
typically full-time university students referred to out-patient group therapy for a variety
of problems common to a college population such as anxiety, depression, adjustment,
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relationship, and sexual issues. They were typically young adults between the ages of 17
and 25.
The second population included 160 participants from the 2-day institute groups
at the 2008 annual meeting of the American Group Psychotherapy Association (AGPA).
Participants in these groups form a non-clinical group population, typically professionals
(mostly clinicians) in the field of group psychotherapy and a few graduate students. The
AGPA groups were process-oriented groups designed to furnish experiential training and
growth in the field of group psychotherapy. Participants of these groups register ahead of
time, pay a fee to the conference, and must be professionals or students in the area of
group psychotherapy. These participants are generally more knowledgeable about group
psychotherapy than the average outpatient client. Tuschuschke andGreen (2002) found
GCQ scores of AGPA (nonclinical) training groups to be higher on all three subscales
(Engagement, Conflict, Avoidance) than those of outpatient clinical groups.
Participants from the Utah State Hospital (USH) comprised the third population
and included 118 group participants. The USH is an inpatient hospital for severely
mentally ill patients. Participants in this population were members of inpatient
psychiatric groups. Patients at the USH are typically diagnosed with some combination
of severe psychotic, bipolar, and/or affective disorders. Groups are structured,
psychoeducational groups focused on self-care and social skills. Groups are typically led
by nurses who have been trained using a manual on how to conduct these groups.
Procedures
Administrative approval and support for each population was obtained first and
the study was presented on an institutional level. This greatly improved the willingness
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of the group leaders to support the study. Group leaders from each of the three
populations were given a brief verbal and written explanation of the study and asked if
they would be willing to administer the GQ once to their group members. The GQ was
administered during the last ten minutes of a regular group session for the UCC and USH
populations and at the end of the first day’s institute meeting for the AGPA population.
The UCC and AGPA population group leaders administered the questionnaires without
the help of researchers in order to increase confidentiality. The USH participants
required extra assistance at times, and a researcher was available to assist participants
when needed. A special version of the GQ was also created for the USH population
using simplified language in the instructions, a non-parallel item format, and larger font.
The items on the GQ were not changed. Cashews were used as an incentive to participate
at the USH, but no incentive was needed for the other populations. Group leaders in the
UCC and AGPA populations were also asked to complete a form describing their group,
its population, size, theoretical orientation, number of sessions the group has met, and
whether it followed a process or psychoeducational format.
Yalom (1995) suggests that group process progresses through developmental
stages and the group cohesion and tension are present in the middle stages of group
process. Data for this study was collected during the middle or working stage of the
group. The UCC and USH population groups were required to have met at least three
times and not be conducting their final group session in order to be eligible to participate.
AGPA groups completed the GQ at the end of the first day of the 2-day institute group,
after approximately 8 hours of group time. These parameters were designed to allow
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time for a relationship to form between the group, its leader(s), and its members. Similar
constraints were used by Johnson et al. (2005).
Statistical Analysis
Exploratory factor analysis (EFA) was used by Johnson et al. (2005) in explaining
the previously unknown links between the observed and latent variables. A confirmatory
factor analysis (CFA) is appropriately used when the researcher has some knowledge of
the underlying latent variable structure (Byrne, 2001). Since Johnson has already
specified a model of the latent variable structure, the data collected in this study was
analyzed using a CFA to test its plausibility. The primary task in this model-testing
procedure is to determine the goodness of fit between the hypothesized model and the
sample data. The data was analyzed as a whole first and then broken down by population
to test if the model demonstrates goodness of fit for each of the three populations used in
this study.
Introduction to structural equation modeling. Structural equation modeling is a
special form of regression in which relationships among variables are represented
pictorially by a series of structural (i.e. regression) equations. The pictorial
representation enables a clearer conceptualization of the theory under study (Byrne,
2001). Byrne explains:
The hypothesized model can then be tested statistically in a simultaneous
analysis of the entire system of variables to determine the extent to which
it is consistent with the data. If the goodness of fit is adequate, the model
argues for the plausibility of postulated relationships among variables; if it
is inadequate, the tenability of such relationships is rejected. (p.3)
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Byrne further explains that unlike the older generation of multivariate procedures,
structural equations modeling (SEM) provides researchers with more information that is
particularly useful in this study. First, SEM allows for a confirmatory approach to data
analysis which can be use for hypothesis testing. The majority of older multivariate
procedures are essentially descriptive in nature, such as exploratory factor analysis, but it
is difficult to employ them in hypothesis testing. Second, SEM provides explicit
estimates of the error variance parameters, while traditional multivariate procedures are
incapable of either assessing or correcting for measurement error. Third, SEM
procedures allow both the unobserved and observed variables to be incorporated, and the
graphical representation of the statistical relationships facilitates easy communication of
model information.
In SEM, abstract theoretical constructs are referred to as latent variables of
factors. In this study, Positive Bonding, Positive Working, and Negative Relationship as
well as member-member, member-leader, and member group relationships are theoretical
constructs that cannot be observed directly; thus, they cannot be measured directly. The
latent variables must first be operationally defined in terms of the behavior they are
believed to represent. In this manner, the unobserved variable can be linked to one that is
observable and therefore measurable (Byrne, 2001). This allows for the indirect
measurement of the unobserved variable or underlying construct by using the observed
and measured variables as indicators.
The factor-analytic model, which includes EFA and CFA, focuses exclusively on
how and to what extent the observed variables are linked to their underlying latent
factors. Byrne specifies that the observed variables (i.e. factor loadings) are of primary
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interest. They measure the strengths of the regression paths from the factors to the
observed variables, thus reflecting the extent to which the observed variables are
generated by the underlying latent constructs. Factor-analytic models explain how the
observed and latent variables are related to one another (Byrne, 2001). Exploratory
factor analysis was used appropriately by Johnson et al. (2005) because the relationships
between the observed and latent variables were unknown or uncertain. In the present
study, confirmatory factor analysis was used because there was some knowledge of the
underlying latent variable structure based on Johnson’s research. This follows the typical
pattern of factor-analytic research where a researcher postulates a statistical model based
on their knowledge of the related theory, on empirical research, or, as in this study, on a
combination of both. After the model is specified, the researcher uses sample data
comprised of all the observed variables in the model to test its plausibility.
The goal of this model-testing procedure is to determine the goodness of fit
between the sample data and the hypothesized model. The residual refers to the
difference between the model and the data. Fit statistics reflect the amounts of variance
and covariance in the data that are accounted for by the model vs. the residual. Goodness
of fit indices provide a way to evaluate how well the hypothetical model agrees with the
empirical data. Over 30 goodness of fit statistics exist, but there is no “universally
accepted” set. Multiple indicators of “success” are desirable (Breckler, 1990) and their
use should be supported with a rationale. Table 3-1 provides a summary of the goodness
of fit indices used in this study and standards for how to evaluate the adequacy of fit on
each index.
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Chi-square (χ2) is one of the most enduring and widely used indicators of fit from
the early days of SEM. A good fit requires the χ2 test for the model to be approximately
twice its degrees of freedom or smaller and have a significant p value. Although
traditional in its use, Hu and Bentler (1995 Byrne) find the criterion of a non-significant
χ2 too stringent and report that it may easily result in high type-II error rates. Therefore,
while the χ2 statistic will be reported and used for evaluation of goodness of fit, it will be
considered one of the least important of the fit indices for evaluating model fit.

Table 3-1
Specification of Fit Indices
Fit Index

Poor Fit
Significant p. value
Or
χ2 > Twice the DF
Below .90

Moderate Fit

.90-.95

Good Fit
Non-significant p. value
Or
χ2 < Twice the DF
.95 or above

RMSEA

Greater than .08

.06-.08

.05 or below

PCLOSE

Below .05

-NA-

Above .05

χ2
CFI

-NA-

Three other fit indices were used in this study to evaluate goodness of fit. Each is
based on slightly different calculations, and together they provide a more robust measure
of fit. They are the same indices used by Johnson et al. (2005), and will enable easy
comparison between results. These indices are summarized in Table 3-1 and include the
Comparative Fit Index (CFI), Root Mean Square Error of Approximation (RMSEA), and
the Test of Close Fit p-value. A long-standing rule of thumb for determining whether or
not a SEM has a good fit based on the CFI fit indices has been a cutoff point of “.90 or
above” (Byrne, 2001). However, some (i.e., Hu & Bentler, 1995) have suggested that
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this guideline for good fit has been too forgiving and frequently resulted in poor-fitting
models being classified as a good fit. On the basis of these cautions, a criterion of .95 or
above was used to describe a good fit and the .90 to .95 range for a moderate fit.
The CFA model is often referred to as a measurement model since it defines and
measures the relationships between the observed and unobserved variables. Unlike the
structural model, which defines the relations among unobserved variables, the
measurement model links the scores on measurement instruments (i.e. observed
variables) to the underlying constructs they are designed to measure.
AMOS (Arbuckle & Wothke, 1999) portrays structural equation models
graphically using particular configurations of four geometric symbols – an ellipse, a
rectangle, a single-headed arrow, and a double-headed arrow. Ellipses (or circles, as they
sometimes appear) represent unobserved latent factors. Rectangles, or squares, represent
observed variables. Single headed arrows represent the effect of one variable on another,
specifically the path coefficient for regression of an observed variable onto an
unobserved variable or factor; numeric values are printed next to the single-headed
arrows representing the factor loadings, also known as regression weights, of the items
onto the factors. Double-headed arrows represent correlations or covariances between
two variables; the numerical values printed next to the covariance symbols represent the
correlations between to two items. Error terms, which represent measurement error both
random and unique, appear as small bubbles next to each observed variable. An error
covariance is represented by a double-headed arrow connecting two error terms and
represents shared error variance. It is used when two observed variables within a
subscale are more correlated with one another than is explained by their common
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association to the underlying factor or subscale and they are allowed to covary (Byrne,
2001).
Missing data is a common occurrence within social science research, and group
research is no exception. It is not uncommon for group members to skip or miss certain
questions on a questionnaire for a variety of reasons, presenting a challenge for any group
study. AMOS allows for a full information maximum likelihood estimation (FIML) to be
used to replace missing data, allowing the entire data set to be used. The FIML has
several advantages over both the listwise and pairwise deletion approaches, including
consistency, efficiency, and reduction of bias (Byrne, 2001). In cases were values are
missing at random, FIML estimates are asymptotically unbiased. In cases were values
are not missing at random, FIML estimates will exhibit the least bias of any current
estimation technique, including providing reasonable estimates of standard errors
(Byrnes, 2001; Duncan, Duncan, Strycker, Li, & Alpert, 1999; Enders & Bandalos,
2001). Stated simply, FIML uses patterns in the available data to estimate the most likely
values for the missing data. This method was employed for all SEM statistics in this
study.
Hypothesis 1
Hypothesis 1 proposed that the higher order factor structure of Positive Bonding,
Positive Working, and Negative Relationship identified by Johnson et al. would provide a
good fit for the total data generated using the Group Questionnaire. This hypothesis was
tested using the measurement model, which, again, looks at the relationship between
individual items to their scale and measures the extent to which all items included in the
analysis are good representations of the underlying theoretical constructs they purport to
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measure. This hypothesis was tested using a confirmatory factor analysis of the total data
sample to test if Johnson’s model of group relationship provided a good fit to the data
from the GQ. The tested structure of the GQ items and subscales is represented in Figure
3-1.
Hypothesis 2
Hypothesis 2 proposed that the first order factors representing positive aspects of
the therapeutic relationship, those associated with Positive Bonding and Positive
Working, would be significantly positively correlated with their associated second order
factor as specified by the model. First order factors representing negative aspects of the
group relationship would be significantly positively correlated with Negative
Relationship as specified by the model. The second order factors were hypothesized to
correlate with each other, with Positive Bonding and Positive Working being
significantly positively correlated to each other and both negatively correlated with
Negative Relationship. This hypothesis was tested by calculating correlations and
regression weights among all the subscales and testing them for statistical significance
using a 1-tailed test. Significance for this study was set at .05.
Hypothesis 3
Hypothesis 3 proposed that the model divisions between levels of the group
relationship (member-member, member-leader, and member-group) would provide a
good fit to the data. Specifically, the GQ data was expected to fit poorly when the first
order factors, which represented the level of relationship in the model, were removed and
the data was related directly to the second order factors (Positive Bonding, Positive
Working, and Negative Relationship) without accounting for level of relationship. The
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Figure 3-1: GQ Structure Tested in Hypothesis 1
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relationship levels have been theoretically important in the group literature, and
confirmation of this hypothesis would provide some empirical support for this theoretical
assumption. This hypothesis was tested by relating the items directly to their associated
second order factors and excluding the first order factors as shown in Figure 3-2.
Goodness of fit was determined using the before-mentioned fit-indices and standards for
interpretation.
Hypothesis 4
Hypothesis 4 proposed that Johnson’s model would provide good fit to the data from
each of the three populations (UCC, AGPA, and USH) when analyzed separately. For
Hypotheses 1–3, the entire data set was used in the analyses. Hypothesis 4 was tested by
performing a separate CFA on each of the three sample populations. Goodness of fit
statistics for each were reported separately and represent the appropriateness of the scale
for each population. Again, Figure 3-1 represents the model tested.
Hypothesis 5
Hypothesis 5 stated that differences in response styles would be seen between the three
populations. Specifically, the factor means for Positive Bonding and Working would be
lower and Negative Relationship would be higher for data from the severely mentally ill
sample than the university counseling center and non-clinical samples. A three by three
multivariate analysis or variance (MANOVA) was conducted to test for statistically
significant differences between the total scores for the 3 second order factor subscales for
each of the three populations. Subscale means and standard deviations for Bonding,
Working, and Negative Relationship were reported for each population.
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Figure 3-2: GQ Model without 1st Order Factors
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Test reliability is an important prerequisite to establishing a test’s validity for any
population or model. Thus, Cronbach’s Alpha was used to calculate the test reliability
for the measure as a whole using data from all three populations. Reliability estimates
were also calculated for each of the populations separately and for each of the subscales.
Hypothesis 6
Hypothesis 6 proposed that model refinement procedures, in line with accepted
SEM practice (Byrne, 2001), would improve model fit for the total data sample, resulting
in minor modifications to the Group Questionnaire. Due to the modifications made to the
GQ reducing it from the original 60 items to present 40, it was anticipated that the
goodness of fit might be less strong than the fit found by Johnson and might have the
potential of being improved by refining the measure using the new data set. The rationale
behind using model respecification procedures in SEM was to locate the sources of the
misfit in the model and to determine a model that better described the sample data.
According to some researchers, this procedure can provide a more pure measure of the
construct in question. It may be driven by theory or data, but the ultimate goal is to
create a model that is theoretically meaningful and statistically sound (Byrne, 2001).
The following model respecification procedures were used, and they follow
standard SEM practices as outlined by Byrne (2001). They were designed to minimize
the likelihood that chance variations in the data overly influenced the model. The first
step was to identify items with factor loadings on to the intended subscale which were not
statistically significant. These items were then systematically excluded one item at a time
from the analysis; fit statistics for the entire model were recalculated after each change,
since a change in one sector of the model can effect other areas. Using this iterative
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process minimized the likelihood of modeling random variation. The second step was to
allow item errors to covary one at a time when there was theoretical support for doing so.
AMOS provides a set of indicators termed modification indices that indicate how much
the fit of the model would change by adding each potential error covariance. The
covariance is considered when these modification indices are above 4.0. Higher error
covariances are expected when a high-degree overlap exists in the item content. Items
with a high degree of covariance were allowed to covary, but only if they 1) made
theoretical sense, 2) made a worth while increase to the model fit to justify the increased
model complexity, and 3) the covariance was consistent across parallel domains of the
measure ( i.e. member-member and member-leader domains). For example, two items
would not be allowed to covary if they were associated in the member-leader bonds, but
not the member-member bonds. These steps were done in an effort to reduce the chances
of modeling random variation unique to the data set.
This set of procedures is designed to provide the best possible model for the data
while still accounting for the constraints of theory and statistical consistency across
similar models and is a common standard in SEM (see Byrne, 2001). It is conceded that
deciding what makes “theoretical sense” and what level of complexity is “worthwhile” in
a model ultimately are matters of judgment and are similar to some of those made in very
complex multiple regression models.
Once refinements on the GQ were complete, Hypotheses 1–5 were retested using
the refined GQ measurement model. Results for the refined GQ are presented following
the results from the original GQ measurement model.
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Chapter 4
Results
Results for the study are reported in two parts. Part 1 reports the results of the GQ
Creation and describes the GQ. Part 2 reports the testing and refinement of the GQ.
Part 1: Creation of the GQ
Creation of the GQ was successful and resulted in a 40-item, 7-point, Likert-type,
self-report measure of the group relationship. Using both clinical judgment and empirical
support, the 60 items originally used by Johnson et al. (2005) were selected and refined
down to 40 items. Definitions were also created for each of the 3 second order factors as
shown in table 4-1. First order factors are not defined individually, but are thought to
reflect the definition of their associated second order factor from the member-leader,
member-member, or group as a whole relationship dimension. The following are the
definitions for the three second order factors. Table 4-2 lists the items comprising the
GQ. The item number corresponds to the item numbers on the models shown throughout
the study (see Figure 3-1). Table 4-3 lists the items dropped or changed from the original
60 used by Johnson.
Part 2: Testing and Refinement
Demographics for the UCC population revealed a mean therapist age of 42 (range 22-65
with 65% (13) of the therapists being male and 35% (7) female. Self-reported ethnicity
of the therapists was predominantly Caucasian (95% or 19 of 20) and 5% (1 of 20) being
Asian. Most groups had a primary and secondary group leader. The primary group
leaders were
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Table 4-1: Second Order Factor Definitions

Positive Bonding

The sense of belonging or attraction that a member has to the
group, its members, and its leader(s) that creates a positive
atmosphere which allows members to feel genuinely
understood and appreciated.

Positive Working

The ability of the group to agree upon and work toward
treatment goals in an effective manner.

Negative Relationship

A lack of trust, genuineness, and understanding as well as
friction and distance that might exist between the group, its
members, or its leaders.
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Table 4-2: GQ Items
__Item Number ___________________Item___________________________________
Positive Bonding - Leader Bonds and Empathy
L1
I felt that I could trust the group leaders during today's session.
L2
The group leaders understood what I said during today's session.
L3
I am confident in the group leaders' ability to help me.
L4
The group leaders and I respect each other.
L5
I feel the group leaders care about me even when I do things that they do
not approve of.
L6
The group leaders were friendly and warm toward me.
Positive Working – Leader Tasks and Goals
L7
The group leaders and I agree about the things I will need to do in therapy.
L8
The group leaders and I are working together toward mutually agreed
upon goals.
L9
The group leaders and I agree on what is important to work on.
L10
The group leaders and I established a good understanding of the kind of
changes that would be good for me.
Negative Relationship – Leader Negative Empathy
L11
Sometimes the group leaders did not seem to be completely genuine.
L12
The group leaders did not always seem to care about me.
L13
The group leaders did not always understand the way I felt inside.
L14
The group leaders acted condescending and talked down to me.
Positive Bonding – Member Bonds and Empathy
M1
M2
M3
M4
M5
M6

I felt that I could trust the other group members during today's session.
The other group members understood what I said during today's session.
I am confident in the other group members' ability to help me.
The other group members and I respect each other.
I feel the other group members care about me even when I do things that
they do not approve of.
The other group members were friendly and warm toward me.
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Table 4-2: GQ Items Continued
__Item Number ___________________Item___________________________________
Positive Working –Member Tasks and Goals Subscale
M7
M8
M9
M10

The other group members and I agree about the things I will need to do in
therapy.
The other group members and I are working together toward mutually
agreed upon goals.
The other group members and I agree on what is important to work on.
The other group members and I established a good understanding of the
kind of changes that would be good for me.

Negative Relationship – Member Negative Empathy
M11
M12
M13
M14

Sometimes the other group members did not seem to be completely
genuine.
The other group members did not always seem to care about me.
The other group members did not always understand the way I felt inside.
The other group members acted condescending and talked down to me.

Negative Relationship – Conflict Subscale
G1
There was friction and anger between members
G2
The members were distant and withdrawn from each other.
G3
The members rejected and distrusted each other.
G4
There was tension and anxiety between the members.
Positive Bonding– Engagement
G5
The members liked and cared about each other.
G6
The members tried to understand why they do the things they do, tried to
reason it out.
G7
The members felt what was happening was important and there was a
sense of participation.
G8
The members revealed sensitive personal information or feelings.
Positive Bonding – Cohesion
G9
The group members accept one another
G10
We cooperate and work together in group.
G11
There is a sense of loss when a member of our group is absent
G12
Even though we have differences, our group feels secure to me.
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Table 4-3: Items Dropped or Reworded to Create the GQ

Leader Positive Bonds and Empathy
My relationships with the group leaders are very important to me.
The group leaders were sympathetic and concerned about me.
I believe the group leaders like me.
I feel group leaders appreciate me.
The group leaders and I trust one another.
I believe the group leaders are genuinely concerned for my welfare.
The group leaders felt I was worth while.
The group leaders and I understand each other.
Member Positive Bonds and Empathy
My relationships with the other group members are very important to me.
The other group members were sympathetic and concerned about me.
I believe the other group members like me.
I feel the other group members appreciate me.
The other group members and I trust one another.
I believe the other group members are genuinely concerned for my welfare.
The other group members felt I was worthwhile.
The group members and I understand each other.
Cohesion
I feel accepted by the group
I feel a sense of belonging in this group
I feel good about being a part of this group.
Even though others may disagree with me sometimes, I feel accepted in group.
Engagement
The members liked and cared about each other.
Member Negative Empathy
The other group members pretended to like me more than they really do.
Leader Negative Empathy
The group leaders pretended to like me more than they really do.
Conflict
The members appeared tense and anxious.
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all doctoral-level clinicians. The secondary group leaders were doctoral students or other
doctoral-level clinicians. Of the group leaders, 70% (14) had doctoral degrees, 10% (2)
had master’s degrees, and 20% (4) were doctoral students. They had a mean number of
years of clinical experience of 17 (range 3–38). Demographic information on the 207
UCC participants was not gathered for this study. However, previous data from this same
population gathered by Johnson et al. (2005) found that 64% of the participants were
female and 36% male with an average age of 24 (range 17–50, SD=5). Like the
therapists, most participants reported ethnicity as Caucasian (78%) while minority
representation was 5% Hispanic, 2% African American, 9% Asian/Pacific Islander, 5%
were “Other”, and 1% did not respond to the question about ethnicity. Religious
affiliation was not assessed; however, Brigham Young University is a religiously
affiliated university and typically over 95% of the students identify as Latter-Day Saints.
Demographics for the AGPA group leaders revealed that 65% (9 of 14) were
female and 35% (5 of 14) were male. Self-reported ethnicities of the leaders were
predominantly Caucasian (79% or 11), with minority representations including Jewish
(14% or 2) and Eskimo (7% or 1). The theoretical ornamentations of the group leaders
can all be broadly grouped as psychodynamic theories. The group leaders had a mean
number of years of group experience of 30 (range 10–56). They had mean age of 64 with
a range of 50–85. In general they were significantly older and more experienced than
their UCC counter parts. The leaders reported professional degrees including Ph. D.
(50% or 7), MSW/LCSW (53% or 5), and M.D. (14% or 2). Demographic information
on the AGPA participants was not gathered for this study. However, previous data from
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this same population gathered by Johnson et al. (2005) found that group participants had
an average age of 50 (range 21–83, SD = 12), 57% female, 31% male, and 12% not
responding. Self-reported ethnicities were predominantly Caucasian (65%). Reported
minorities included 3% “European,” and 3% “Jewish”. “Other” ethnicities made up 6%
of the participants and 23% did not respond to the question.
Demographic information for the inpatient population from the USH was not
gathered for this study. However, Burlingame et al. (2006) also used a large sample from
the USH and found that for the adult psychiatric sample there was a mean age of 39
(range 22–89, SD=15) with 53% male and 47% female. The ethnicities reported were
89% Caucasian, 1% African American, 5% Hispanic, 2% American Indian, 1% Asian
/Pacific Islander, and 1% were unreported. Demographic information for the group
leaders was not available; however, they were all bachelors level nurses, trained to use
structure group protocols.
Tests of Hypothesis 1
Results of the confirmatory factor analysis for the Group Questionnaire (GQ)
using the total data from all three populations are described below. As stated previously,
this confirmatory factor analysis tests whether all items and subscales provide a good
measure of the relevant theoretical constructs in these samples.
Results from the CFA of the GQ provided an inadequate fit to the data (ChiSquared: 2555, df = 725, Comparative Fit index: .849, RMSEA: .072, p for Test of Close
Fit: .000; see figure 4-1) and Hypothesis 1 was unsupported. The Chi-squared value was
significant and much more than twice its degrees of freedom, CFI was well below the .95
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Figure 4-1: Hypothesis 1 – GQ Confirmatory Factor Analysis
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level, RMSEA was well above .05, and the p for Test of Close Fit was significant (see
figure 4-1). The 40-item GQ measurement model does not adequately represent the
relevant theoretical constructs in these samples.
Tests of Hypothesis 2
Hypothesis 2 was supported. All subscales representing positive and negative aspects
of the group relationship model were positively and negatively correlated as predicted by the
model. Specifically, the first order factors cohesion, engagement, Leader Positive Bonds,
and Member Positive Bonds were each significantly positively correlated with their second
order factor Positive Bonds. Likewise, the first order factors Leader Positive Work, and
Member Positive Work were each significantly positively correlated with their second order
factor Positive Work as specified by the model. The first order factors Leader Negative
Relationship, Member Negative Relationship, and conflict were also significantly positively
related to their second order factor Negative Relationship. Table 4-4 shows the standardized
regression weights of each second order factor to its associated first order factor and the level
of significance. This table also shows the correlations of the second order factors to each
other and the associated significance levels. As predicted, both Positive Bonding and
Positive Working were significantly positively correlated. They were each negatively
correlated with negative. These correlations and regression weights can also be seen on
Figure 4-4 along side the arrows representing the relationships between factors.

55
Table 4-4
GQ Standardized Regression Weights
___________________________________________________________________________
First Order Factors
Second Order Factors Stand. Regression Significance
Weight
Cohesion
<--- Positive Bonding
.904
.001
Engagement
<--- Positive Bonding
.817
.001
Member_Bonds &_Empathy <--- Positive Bonding
.942
.001
Member_Tasks &_Goals
<--- Positive Working
1.052
.001
Leader_Tasks &_Goals
<--- Positive Working
.733
.001
Leader_Bonds &_Empathy <--- Positive Bonding
.654
.001
Leader_Negative_Empathy <--- Negative_Relationship
.680
.001
Conflict
<--- Negative_Relationship
.529
.001
Member_Negative_Empathy <--- Negative_Relationship
.997
.001
GQ Correlations
___________________________________________________________________________
Subscale1
Subscale 2
Correlation Significance
Positive Bonding
Negative_Relationship
Negative_Relationship

<--> Positive Working
<--> Positive Working
<--> Positive Bonding

.695
-.341
-.482

.001
.001
.001
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Figure 4-2: Hypothesis 3 – CFA without 1st Order Factors
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Tests of Hypothesis 3
Hypothesis 3 was tested by removing the first order factors, representing the membermember, member-leader, and member group aspects of the group relationship, and relating
the items directly to the 3 second order factors. Fit indices were calculated for this adjusted
model and fit indices as reported in Figure 4-2 reflect very poor fit. It should be noted that as
reported in Hypothesis 1, the proposed GQ model also did not fit as predicted (Chi-Squared:
2555, df = 725, Comparative Fit index: .849, RMSEA: .072, P for Test of Close Fit: .000).
However, the fit indices reported in Figure 4-2 are substantially poorer (Chi-Squared: 4917,
df = 738, Comparative Fit index: .655, RMSEA: .108, P for Test of Close Fit: .000). The fit
indices for the originally proposed model are only moderately poor and open the possibility
that minor post hoc modifications might be made to improve the model fit. However, fit
indices for second order factors only model are poor beyond the hope of refinements.
Therefore Hypothesis 3 was accepted and no refinements were attempted.
Tests of Hypothesis 4
All three populations provided a poor fit to the original model. Figure 4-3 shows
the results of the UCC population; figure 4-4 shows the results of the AGPA population
and figure 4-5 shows the results of the USH population. All indices of fit indicate that
the model fits poorly regardless of the population. Furthermore, the indices are not
approximating a good or even moderate fit, and it is very unlikely that increased sample
size will improve the fit substantially. Hypothesis 4 was unsupported: the model did not
provide an adequate fit for any of the three populations.

58
Figure 4-3: Hypothesis 4 – Original Model with UCC
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Figure 4-4: Hypothesis 4 – Original Model with AGAP
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Figure 4-5: Hypothesis 4 – Original Model with USH

9g 10g 11g 12g

5g

G9 G10 G11 G12

G5 G6 G7 G8

.90 .83

1l

L1

.90

2l

L2

.83

3l

L3

LBE

.84

M1

1m

.81

M2

2m
3m

Positive Bonding

M3
Member
Bonds & .87
Empathy

Coh

Cohesion

.79

Eng

Engagement MBE

.73
.87

.79

Leader
.94 Bonds &
Empathy

L4 .76

5l

L5

6l

L6

7l

L7

8g

.85 .66 .82

.38

.83

4l

.65

.96

M4

4m

M5

5m

M6

6m

M7

7m

M8
Member
Tasks & .92
Goals

8m

.80
.84
.84

.85

-.35

.79

MTG

LTG

-.28
.93
.96

8l

L8

9l

L9 .79

.75

Leader
.93 Tasks &
Goals

1.02

-.20

.89

M9

.79

9m

M10 10m
LNE

L11

12l L12

Positive Working

.95

-.24

10l L10
11l

.64

7g

6g

.73
.86

Leader
.84 Negative
Empathy

13l L13.79

MNE

Negative
Relationship

.64

.83

.60
Conf

14l L14

.86

G1 G2 G3 G4
1g

Fit Statistics
Chi-Squared = 1467, df = 725
Comparative Fit index = .822
RMSEA = .094
P for Test of Close Fit = .000
N = 118

.83

2g

3g

.82

M12
Member
Negative .91
Empathy

Conflict

.79
.76

M11 11m

.77

4g

.59M13

12m
13m

M14 14m

61
Test of Hypothesis 5
A three by three multivariate analysis or variance (MANOVA) was conducted to
test for statistically significant differences between the total scores for the 3 second order
factor subscales (Positive Bonding, Positive Working, and Negative Relationship) and
each of the three populations (UCC, AGPA, and USH). All three populations showed
statistically significant differences from one another, and each had a distinct response
pattern. Tukey’s HSD and Bonferroni were both used to test for statistical significance.
Table 4-5 reports the results from Tukey’s HSD test of statistical significance between
factor means by population. Bonferroni test results were in complete agreement with
Tukey’s HSD and results are not printed due to redundancy. Table 4-6 reports subscale
means and standard deviations for Bonding, Working, and Negative relationship for each
population. Means reflect scale scores and not standard scores, making it necessary to
make comparisons only within a subscale and not between subscales. Only cases
containing complete data were used for the MANOVA and tests of reliability.
The UCC population (Mean = 118) scored significantly higher than the USH (Mean =
100) on Positive Bonding and statistically similar to the AGPA (Mean = 116) population. It
scored statistically higher (UCC Mean = 42) than both the AGPA (Mean = 37) and the USH
(Mean = 38) populations for Positive Working. It was also statistically lower than both other
groups for Negative Relationship (UCC Mean = 23; AGPA Mean = 28; USH Mean = 28).
Overall, the response pattern of the UCC population showed that scores were comparatively
high on Positive Bonding and Working and low on Negative Relationship (see tables 4-5 and
4-6).
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Table 4-5: 3x3 MANOVA
Pop. 1
Pop. 2
Mean Difference
Significance
Bonds
UCC
AGPA
2.81
--UCC
USH
18.13
.000
AGPA
USH
15.32
.000
_______________________________________________________________________
Work
UCC
AGPA
5.76
.000
UCC
USH
4.00
.015
AGPA
USH
1.77
--_______________________________________________________________________
Negative
UCC
AGPA
5.33
.000
UCC
USH
5.48
.000
AGPA
USH
1.59
---

Table 4-6: Population Factor Means and Standard Deviations
Population
Mean
Std. Deviation
N
Bonds
UCC
118
13.24
175
AGPA
116
12.01
95
USH
100
25.83
71
Total
114
17.80
341
_______________________________________________________________________
Work
UCC
42
8.76
175
AGPA
37
9.78
95
USH
38
13.47
71
Total
40
10.47
341
_______________________________________________________________________
Negative
UCC
23
8.12
175
AGPA
28
8.89
95
USH
28
14.94
71
Total
25
10.43
341
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The AGPA population (Mean = 116) was statistically similar to the UCC population
(Mean = 118) for Positive Bonding and was statistically higher than the USH (Mean =100).
It was statistically lower (Mean = 37) for Positive Working than the UCC population (Mean
= 42) and statistically similar to the USH population (Mean = 38). For Negative
Relationship, the AGPA population (Mean = 28) was again similar to the USH population
(Mean 28) and statistically higher than the UCC population (Mean =23). Overall, the AGPA
population shows a response pattern of being comparatively high in Positive Bonding and
Negative Relationship and low in Positive Working.
The USH population (Mean =100) scored statistically lower than both the UCC
(Mean = 118) and AGPA (Mean = 116) populations on Positive Bonding. On the Positive
Working subscale, the USH population (Mean = 38) scored statistically similar to the AGPA
population (Mean = 37) and statistically lower than the UCC population (Mean = 42). The
USH population (Mean = 28) also scored statistically similar to the AGPA population (Mean
= 28) and statistically higher than the UCC population (Mean = 23) on Negative
Relationship. Overall, the USH population showed a response pattern of being
comparatively low in Positive Bonding and Positive Working and high in Negative
Relationship.
Cronbach’s Alpha was used to calculate the test reliability for each subtest of the GQ
(see Table 4-4). The overall reliability of the GQ was not reported because the GQ is
designed to be evaluated based on its three subscales and there is no meaning at the level of a
total score. Positive Bonding had a reliability estimate of .93, and Positive Working had a
reliability estimate of .90. Both are in the good range for reliability as defined as .90 and
above. The reliability estimate of Negative Relationship was substantially lower at .84.
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Johnson et al. (2005) also sited problems with the reliability of Negative Relationship. They
specifically identified the conflict scale, which originated from the Group Climate
Questionnaire (GCQ), as being problematic. Some items from the GCQ Conflict scale have
been retained in the GQ and are included in Negative Relationship (see figure 3-1).
In an effort to isolate the source of lowered reliability on the Negative Relationship
factor and whole measure, further tests of reliability were run, separating out populations and
looking for evidence of restricted range. Table 4-5 reports reliability estimates for the GQ.
These subsequent analyses reveal large discrepancies in the reliability of the measure by
population. The USH population demonstrated far superior reliability estimates for all
subscales, especially the Negative Relationship (see Table 4-5). Even with a small sample
size, these reliability estimates are all in the good range of reliability.
Reliability estimates for the UCC and AGPA populations dropped on all subscales
and for the total measure (see Table 4-5). Reliability estimates are highly subject to the
amount of variance present in the item responses. Table 4-2 reports the standard deviation of
each subscale by population. In each case, the USH population has a 50-100% greater
standard deviation than either the UCC or AGPA populations, which greatly resemble each
other on standard deviation. Ghiselli (1981) provides a formula which estimates what the
reliability of a measure would be given a different sample size. This formula was used to
estimate the reliability of the UCC and AGPA populations if they had the same variance or
range as the USH population. Results are shown in table 4-6. They indicate that if the
sample variance were increased, then reliability for both the UCC and AGPA groups would
be high for all three factors. This further suggests that the lower reliabilities for these two
populations were due to a restriction of range and not a lack of reliability for the GQ.
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Figure 4-6: Reliability Estimates
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Table 4-7: Reliability of the GQ
_____________________________________________________
Cronbach’sN of
N of
Alpha
Items
Cases
All populations
Bonding

.93

20

402

Working

.90

9

415

Negative

.84

13

431

Bonding

.90

20

195

Working

.91

9

194

Negative

.79

13

194

Bonding

.89

20

115

Working

.90

9

123

Negative

.74

13

146___

Bonding

.94

20

92

Working

.95

9

98

Negative

.89

13

90____

UCC

AGPA

USH

67
Table 4-8: Adjusted Reliability of the GQ
____________________________________________________
Cronbach’sN of
N of
Alpha
Items
Cases
UCC
Bonding

.97

20

195

Working

.96

9

194

Negative

.94

13

194__

Bonding

.98

20

115

Working

.95

9

123

Negative

.91

13

146__

AGPA
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Tests of Hypothesis 6
Refinements were made to the GQ in AMOS following the procedures delineated in
Chapter 3 to improve the model fit from Hypothesis 1. A series of minor modifications were
made which resulted in a model with good fit. Figure 4-7 shows the new model. Due to the
need to rearrange the appearance of the model after the modifications were complete, the
changes visually appear to be greater than the actual statistical and structural changes to the
model. Only one change was made to the structural model. The first order factors of
Cohesion and engagement were found to correlate at .90. They both represent the whole
group dimension of Positive Bonding; model fit did not vary based on their separation or
combination. In an effort to create greater parsimony in the model and eliminate needless
complication, a decision was made to combine the two into one new factor labeled Whole
Group Bonding. Figure 4-7 shows the structural model for the new GQ.
A total of 10 items were dropped from the GQ due to small regression weights or
factor loadings with their associated first order factor. Items with a parallel member-leader
or member-member question were dropped only in pairs and only if neither item had a strong
factor loading. During the refinement process, a high degree of correlation was found
between the member-leader and member-member counterpart questions. Thus, items with
poor factor loading on either member-leader or member-member side almost always
performed similarly on the parallel side. Three sets of parallel questions were dropped,
comprising six of the ten dropped items. Items L2, L3, L14, M2, M3, M14, G3, G5, G7 and
G11 were dropped from the model and questionnaire. Table 4-9 provides a list of the items
that were dropped.
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Figure 4-7: Refined GQ Structural Model
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Due to the high degree of correlation between the items that run parallel across
member-leader and member-member dimensions, 7 of the 14 pairs were allowed to covary
on their error terms. This decision greatly improved the model fit, and it makes theoretical
sense given the high degree of similarity between the items. The first order factors were
renamed to give greater clarity to the model. The original names were carry-overs from
some of the scales used to help create the GQ. The model was also visually reorganized to
neatly accommodate the new changes made.
The refined GQ was tested using Hypotheses 1–5, and the resulting analyses are
presented below.
Hypothesis 1: Refined GQ
Results from the CFA of the refined GQ provided a good fit to the data (Chi-Squared:
775.4, df = 381; Comparative Fit index: .957; RMSEA: .046; P for Test of Close Fit: .930 N
= 486; see figure 4-7) and Hypothesis 1 was supported. This suggests that the refined 30item GQ measurement model does adequately represent the relevant theoretical constructs in
these samples. Figure 4-8 shows the refined GQ model and fit indices.
Hypothesis 2: Refined GQ
Hypothesis 2 was supported for the refined GQ model in the same way it was with the
original. All subscales representing positive and negative aspects of the group relationship
model were positively and negatively correlated as predicted by the model. Table 4-10
shows the standardized regression weights of each second order factor to its associated first
order factor and the level of significance. This table also shows the correlations of the
second order factors to each other and the associated significance levels.
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Table 4-9: Items Dropped from the Original GQ_________________________________
L2

The group leaders understood what I said during today's session.

M2

The other group members understood what I said during today's session.

L3

I am confident in the group leaders’ ability to help me.

M3

I am confident in the other group members’ ability to help me.

L14

The group leaders acted condescending and talked down to me.

M14

The other group members acted condescending and talked down to me.

G3

The members rejected and distrusted each other.

G5

The members revealed sensitive personal information or feelings

G7

The members tried to understand why they do the things they do, tried to reason it
out.

G11

There is a sense of loss when a member of our group is absent
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Figure 4-8: CFA of Refined GQ
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Table 4-10
Refined GQ Standardized Regression Weights
___________________________________________________________________________
First Order Factors
Second Order Factors Stand. Regression Significance
Weight
Whole_Group_Bonding <--- Positive Bonding
.826
.001
Member_Bonding
<--- Positive Bonding
.975
.001
Member_Working
<--- Positive Working
1.058
.001
Leader_Working
<--- Positive Working
.717
.001
Leader_Bonding
<--- Positive Bonding
.639
.001
Leader_Negative
<--- Negative_Relationship
.595
.001
Whole_Group_Negative <--- Negative_Relationship
.489
.001
Member_Negative
<--- Negative_Relationship
.936
.001
Refined GQ Correlations
___________________________________________________________________________
Subscale1
Subscale 2
Correlation Significance
Negative_Relationship
Positive Bonding
Negative_Relationship

<--> Positive Working
<--> Positive Working
<--> Positive Bonding

-.387
.688
-.513

.001
.001
.001
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Hypothesis 3: Refined GQ
Hypothesis 3 was again tested by removing the first order factors; representing the
member-member, member-leader, and member-group aspects of the group relationship; and
relating the items directly to the 3 second order factors. Fit indices were calculated for this
revised model. As with the original tests of Hypothesis 3, fit indices for the refined model
without the first order factors, as reported in Figure 4-9, reflected poor fit.
Hypothesis 4: Refined GQ
Sample size presented a significant challenge in testing Hypothesis 4. The total data
set contains data from 486 participants and provides statistically robust analyses for testing
Hypotheses 1–3. However, when divided by population the UCC population contained an N
of 207, the AGPA an N of 160 and the USH an N of 118. Each of these falls short of the
recommended 200–300 participants needed for robust CFA tests. Low sample size makes
achieving adequate goodness of fit difficult. As can be seen in the results reported below, the
goodness of fit scales with the sample size of each population. This creates a challenge in
interpretation and renders the results less conclusive.
The revised GQ model was tested separately on each of the three populations. It
demonstrated moderate fit for each of the three populations. There was a surprisingly small
degree of variation in the goodness of fit of the model for the three populations. The UCC
population provided the best fit to the refined model (Chi-Squared: 654, df = 413;
Comparative Fit index: .933; RMSEA: .054; P for Test of Close Fit: .209; see figure 4-10)
and can be described as moderate to good. The Chi-Squared and P for Test of Close Fit both
indicate a good fit; however the CFI and RMSEA fall just short of the cut-off for good fit and
are in the moderate category. The sample size for the UCC population was 207. It is likely
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Figure 4-9: Refined GQ without 1st Order Factors
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that with a larger sample size, the CFI and RMSEA would also reflect good fit. The AGPA
population fit indices show it to be consistently in the range of moderate fit, with the
exception of the P for Test of Close Fit, which fall just short of the .05 significance level
(Chi-Squared: 648, df = 413; Comparative Fit index: .907; RMSEA: .059; P for Test of Close
Fit: .061; see figure 4-11). This population contained an N of 160, which is insufficient to
reliably support the CFA test conducted. The USH population had the poorest fit (ChiSquared: 618, df = 384; Comparative Fit index: .922; RMSEA: .072; P for Test of Close Fit:
.001; see figure 4-12), although not far behind the AGPA population. The USH population
also had the smallest sample size, with a total of 118 participants. It is important to note that
the populations’ goodness of fit with the model is in order of population size. Johnson et al.
found the model to fit both the UCC and AGPA population with a larger population size for
each group. The results of Hypothesis 4 are therefore inconclusive. It is very possible that
give a larger sample size, the goodness of fit would move from moderate to good.
Hypothesis 4 is thus tentatively supported with a need for further research to verify these
moderate results.
Hypothesis 5: Refined GQ
Results for Hypothesis 5 using the revised GQ were very similar to those already
reported using the original model. Table 4-11 reports the population by factor means and
standard deviation. Table 4-12 reports the results of Tukey’s HSD. The only difference
from the previous analysis that reaches statistical significance is that all three populations
were significantly different from each other on Positive Bonding. Specifically, the AGPA
population scored significantly higher on Positive Bonding than did the USH population. All
other results were not significantly changed.
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Chronbach’s Alpha coefficients dropped slightly on the revised model. This is most
likely a result of the shorter test length since reliability depends heavily on the number of
items included on a test. Even with the slight drop, overall results for reliability remained
consistent with previous findings. Reliability is highest for Positive Bonding, followed by
Positive Working. Reliability for Negative Relationship is poor for the UCC and AGPA
populations, but moderate for the USH population. As before, the restriction of range on the
UCC and AGPA populations significantly decreased the reliability estimates. Table 4-13
reports the reliability for the revised GQ and table 4-14 reports the reliability with
adjustments made for restriction of range.
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Figure 4-10: New Model with UCC
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Figure 4- 11: New Model with AGPA
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Figure 4-12: New Model with USH
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Table 4-11: Population by Factor Means and Standard Deviations for the Revised GQ
Population
Mean
Std. Deviation
n
Bonds
UCC
79
9.01
179
AGPA
75
8.78
112
USH
66
17.30
79
Total
75
12.16
370
_______________________________________________________________________
Work
UCC
42
8.93
179
AGPA
36
9.59
112
USH
38
13.00
79
Total
40
10.45
370
_______________________________________________________________________
Negative
UCC
18
6.77
179
AGPA
22
7.57
112
USH
22
11.56
79
Total
20
8.46
370

Table 4-12: 3x3 MANOVA
___________________________________________________________________________
Pop. 1
Pop. 2
Mean Difference
Significance
Bonds
UCC
AGPA
3.46
.030
UCC
USH
12.23
.000
AGPA
USH
8.77
.000
_______________________________________________________________________
Work
UCC
AGPA
6.02
.000
UCC
USH
4.13
.008
AGPA
USH
1.89
--_______________________________________________________________________
Negative
UCC
AGPA
3.96
.000
UCC
USH
3.89
.002
____________AGPA
USH
0.07
-- _________
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Table 4-13: Reliability for the refined GQ
___________________________________________________________________________
Cronbach’sn of
n of
Alpha
Items
Cases
All populations
Bonding

.92

20

402

Working

.90

9

415

Negative

.80

13

431

Bonding

.91

20

195

Working

.91

9

194

Negative

.71

13

194

Bonding

.87

20

115

Working

.90

9

123

Negative

.71

13

146___

Bonding

.93

20

92

Working

.95

9

98

Negative

.86

13

90

UCC

AGPA

USH
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Table 4-14: Adjusted Reliability for the refined GQ
Cronbach’sAlpha

n of
Items

n of
Cases

Bonding

.98

20

195

Negative

.90

13

194

Bonding

.97

20

115

Negative

.88

13

146___

UCC

AGPA
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Chapter 5
Discussion
This study successfully created the Group Questionnaire (GQ) as a measure of the
group therapeutic relationship. Creation of the GQ represents a significant contribution
to both researchers of group psychotherapy and to clinicians conducting group
psychotherapy. It differs from other previously created measures of group psychotherapy
because it is based on a unified theory of the group relationship that was empirically
supported by Johnson et al. (2005) and validated by both Bormann and Straus (2007) and
Bakali et al. (2008). Johnson’s new theoretical model simplified and unified the overlap
between previously defined group relationship constructs of Group Climate, Cohesion,
Empathy, and Working Alliance. In this study, the GQ successfully measured this new
unified theory of group relationship in a brief and clinically relevant manner.
One of the major advantages of the GQ is that it was created using both clinical
judgment and empirical evidence. A large effort was made in creating the GQ to allow
practice and research to inform each other. The result is that the GQ is a brief, 30-item
questionnaire that takes only 5–10 minutes to complete and provides the leader valuable
clinical information. It can inform the leader about the quality of the group relationship
in three core areas: Positive Bonding, Positive Working, and Negative Relationship. It
can also offer specific information about which group relationships (member-member,
member-leader, or member-group) are relatively strong or weak. Previous research has
linked group relationship factors to client outcome (Johnson et al., 2004); the GQ can
provide a group leader with insight that can be used to inform therapy interventions and
strengthen the group relationship.
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A second major advantage of the GQ is that it is not only clinically relevant, but it
is also empirically sound. In the present study, Hypotheses 1–5 were tested on the GQ
twice, first with the initial version and then with the revisions.
Validation of the GQ
The initial GQ did not provide adequate fit to the model based on SEM goodness
of fit indices when Hypothesis 1 was tested. However, the fit was only moderately poor
and after minor refinements were made to the GQ it demonstrated good fit on all fit
indices. This suggests that Johnson’s group relationship model is a good representation
of the theoretical constructs underlying the GQ. Given the number of items dropped or
changed to create the GQ, it was not surprising that refinements were needed to improve
the model fit, and in the process increase the efficiency of the measure. Refinement
processes are a standard part of measurement development. It would be highly
improbable that a measure would be created in the optimal way on the first try. This
study is part of a series of research studies—past, present, and future—that will be used
to create and validate the GQ and its uses.
Hypothesis 2 tested if the positively and negatively oriented factors in the model
were significantly correlated with each other in the predicted direction. The predicted
correlations between factors were universally supported for both the original and revised
versions of the GQ tested. These findings suggest that while each factor is separate and
unique, they are significantly positively or negatively correlated with each other in
predictable ways. For example, Positive Bonding has a positive moderate correlation
with positive work, and a negative moderate correlation with Negative Relationship.
Thus, a group that is bonding well together is likely to also be working well together and
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have fewer aspects of Negative Relationship.
It is also important to note that the correlation between Positive Bonding and
Negative Relationship is only moderate and not approaching strong. It might be tempting
to conceptualize Negative Relationship as the opposite of Positive Bonding; however, the
correlation coefficients suggest that while they are negatively correlated, they are not
inverses of each other. Negative Relationship is not the opposite of Positive Bonding, but
rather a separate and negatively correlated construct. At this point in the development of
the GQ it is conceptually unclear why and how Negative Relationship is not the opposite
of Positive Relationship. A better qualitative description of the Negative Relationship is
needed to enhance the utility of the scale. It is also possible that Negative Relationship
may be different for different populations. For example, it could be theorized that
Negative Relationship in a UCC population may represent a lack of connection or
genuineness from group, where as a population like the USH may experience more overt
negative comments and behaviors from group. Future research may find a different,
more specific name than Negative Relationship to be more descriptive of what is actually
being measured and thus improve the clinical utility.
One question that arose during the creation of the GQ was the necessity of the
first order factors reflecting the member-leader, member-member, and member-group
aspects of the relationship. Chapter 1 presented the research supporting the importance
of these three dimensions of the group relationship. The distinctions make good
theoretical sense and are clinically useful in conceptualizing the group process; however,
the empirical need for these constructs was questioned. The model would be much
simpler without the first order constructs, leaving only the three main second order
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factors to interpret. Hypothesis 3 tested both the original and revised GQ and found both
to have very poor fit to the model when the first order factors were removed. This gives
strong empirical support for the retention of the first order factor on the GQ model. On a
broader scale, it may offer some empirical support for theoretically and clinically
important differences between the relationships in general.
An interesting outcome of this study is the performance of the GQ across three
very different populations. It might be expected that GQ model would not be an
appropriate fit for one or more of the populations tested. There were several significant
differences in the construction of the groups as well as the populations involved. For
example, the USH groups were all psychoeducational groups using manualized
treatments that were conducted by trained nurses and ran for a period of months. In
contrast, the AGPA groups were all process oriented, had no set agendas, were conducted
by very experienced group leaders, and ran for a period of two days. The UCC groups
displayed greater variety in their format, leaders, and length. Despite these dramatic
differences in structure and population, the testing of Hypothesis 4 showed all three
populations tested to demonstrate moderate fit to the model. Although the sample sizes
are insufficient, rendering the analysis inconclusive, these preliminary findings parallel
Johnson’s findings that the group relationship model fit both the UCC and AGPA
populations used in that study.
The populations did not differ appreciably in their degree of fit to the model;
however, each showed a unique response pattern. These response patterns provide
insight into how the GQ performs with different populations and also reveal some group
relationship patterns for the populations. The findings make clinical sense given a
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knowledge of the populations. The UCC population had the best overall scores for the
GQ. Results suggest that UCC group members in this study experienced a strong
Positive Bonding relationship, a strong Positive Working relationship, and minimal
amounts of Negative Relationship experiences. These groups could also be described as
having high cohesion and empathy, working productively together, and experiencing
little friction and negative affect. This fits with the tendency of UCC clients to have
generally positive therapy experiences and to engage in a positive response bias.
The response pattern for the AGPA population reflected moderate amounts of
Positive Bonding, low levels of Positive Working and small amounts of Negative
Relationship. This pattern also makes sense in light of the AGPA population. These
groups had met for only one day, although they had spent about 8 hours together during
that day. The recency of these groups makes the relationships new and it is likely that
less time had transpired in which to form a strong cohesive, trusting, bonding
relationship. Positive Working was substantially lower for the AGPA than for the UCC
population. This is may be due to the fact that the groups were not therapy groups and
often lacked set objectives. Group members were not coming to group to work on a
specific personal problem, and thus some of the Positive Working questions had little
relevance to this population. In fact, it was apparent from looking at the questionnaires
that many participants did not respond to these questions or wrote NA to the side of them.
This systematic problem of missing data was accommodated for statistically; however, it
yields good clinical information about the relevance of the Positive Working scale for the
AGPA population. An alternative interpretation to the low Positive Working other than
the group working poorly together is that people endorsed the items weakly because they
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lacked relevance. The AGPA population was also low in Negative Relationship, which
may be due to aspects of the population of professionals and also to the brevity of their
time in group. They may have had limited time to develop feelings of friction and
conflict.
The response pattern of the USH population had the overall poorest clinical
profile. The group members scored relatively low on Positive Bonding and Positive
Working and high on Negative Relationship. Clinicians who have run groups for
severely and persistently mentally ill populations may have had similar experiences with
their groups being generally less positive and more conflictual. This is likely enhanced
because many group members may not be attending voluntarily, and there is often a
distinct division between the patients and the staff members. All of these factors make
the group relationship more problematic, as reflected by the GQ results for the USH
population.
Reliability for the GQ was evaluated on the level of the second order factors,
which is the level offering the most clinical significance. Reliability coefficients were
generally good; however, there were distinct discrepancies between different subscales
and populations. All reliability estimates for both the original and revised GQ models
were in the good range for both Positive Bonding and Positive Working. The Negative
Relationship factor was more problematic due to a restriction of range in the UCC and
AGPA populations. In general, the USH population demonstrated the highest reliability
on the GQ across factors, especially for Negative Relationship. Further analysis of the
reliability showed that this was due to the substantially larger range of responses given by
the USH population. When restriction of range was accounted for on the UCC and
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AGPA populations, they had an estimated reliability that was higher than the USH
population. Other measures have documented similar problems with measuring
constructs like Negative Relationship. Specifically, the conflict scale on the Group
Climate Questionnaire (GCQ) has been documented to have problems with reliability
(Johnson et al., 2004). The difficulty seems to lie in the nature of the construct. It is
generally more difficult for people to endorse negatively oriented questions than
positively oriented questions. The difficulty of reliability on the Negative Relationship
scale, or others like it, does not diminish its clinical relevance. Clinicians are aware of
the importance of Negative Relationship aspects to the group even if group members are
reluctant to identify it. However, further study of the GQ is may reveal varying relevance
or irrelevance of individual scales for specific populations. For example, with the range
restriction present in Negative Relationship for the UCC and AGPA populations, it could
be argued that it affords less or different clinical utility for these populations.
Limitations
The present study is limited by the insufficient sample size of each of the
populations individually. The total sample collected is sufficient to run robust CFA
analyses; however, the individual populations are not large enough to thoroughly test the
fit of the GQ model for each of the populations. In this case, the type of population is
confounded with the size of the sample, making it impossible to determine from this data
the reason for the slight drop in model fit.
Shrinkage is a common and expected occurrence when replicating factor analyses.
Including the present study, Johnson’s model has been successfully replicated three times
(Bormann & Straus, 2007; Bakali et al., 2008). Although each replication found a good fit
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for the model, some shrinkage occurred with each replication. Further replications using the
newly created GQ may experience further shrinkage of the goodness of fit. Depending on
the degree of shrinkage in following replications, the fit may drop into the moderate range.
Another weakness of the samples used in this study is the restricted range of
responses for both the UCC and AGPA populations. This specifically affects the
reliability coefficients on the Negative Relationship scale by weakening the reported
reliability. Adjustments for the restriction of range suggest that the GQ itself has good
reliability; however, it is dependent on the range of the population. It seems safe to
assume that the GQ is reliable when used with severely mentally ill populations like the
USH or others with a wider range of responses. However, the reliability of the GQ
Negative Relationship factor for populations such as the UCC and AGPA that predictably
yield a small range of responses is more difficult to interpret. The GQ itself does appear
to be reliable and the argument could be made that the sample tested does not change the
test and the test may be accurately reflecting a lack of Negative Relationship. However,
it could also be questioned if the GQ Negative Relationship scale is appropriate for these
populations when group members are inclined to under report their negative experiences.
Perhaps it is advisable to use caution in the clinical interpretation of the Negative
Relationship scale when applying it to populations that may struggle with addressing
negative aspects of their group experience.
The use of three very different populations in the creation of the GQ greatly
strengthens its generalizability and provides important information about its use with the
groups tested. However, despite the range in the clinical sample, it must not be assumed
that these groups are a good representation of all groups or populations. The sample used
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primarily reflects a wide range of clinical severity (from severely mentally ill to nonpatients). Due to the geographical location of the sites, minority populations were not
well represented and this study was not designed to test for differences between these
smaller minority groups. There is also no information on the effect that age, diagnosis, or
gender may have on the GQ. It seems likely that there are significant differences in how
these populations might behave in group and respond to the GQ.
The process of creating the GQ in this study resulted in the elimination or change
of half of the original items used to create the measure model. Given the amount of
change, there is a chance that in the process construct drift might have occurred. That is,
over the course of changing the GQ, the current three factors may not represent exactly
the same three factors from Johnson’s study. Further testing could be done comparing
the original 60 items with the current 30 to check for construct drift. One of the
protective advantages of the way the GQ was constructed was the use of clinical
judgment as well as empirical data in creating the GQ. Before any items were eliminated
or changed, the team of experienced group researcher/clinicians articulated the essence of
each factor and worked to reflect this essence by creating a more pure measure of each of
these factors. While this cannot assure the absence of construct drift, it does protect
against arbitrary and unguided drift due to statistical nuances of the data. A weakness of
team which created the GQ is that the dominant clinical experience of its members was
with a UCC population. This may unintentionally bias the GQ to be more relevant for
that population.
Future Directions
This study was one in a line of research focused on creating and validating a new

93
measure of the group relationship with high clinical utility. Future studies are already
being designed to continue this work. Among the first is an effort to translate the GQ
into German and replicate these findings. If the results of this study can be replicated,
they will add strength to the validity of the GQ and an important next first step to making
the GQ clinically relevant. Other upcoming studies that are being proposed include the
creation of an on-line version of the GQ that could be taken in many convenient locations
and scored and interpreted with great ease. Again, these efforts speak to the intent to
make the GQ a very clinically relevant and accessible tool.
Other areas for future research on the GQ include creating a set of normative data
and proposing methods for scoring and clinical interpretation. The GQ has the potential
of offering information on both the individual and group level. Perhaps qualitative data
could be collected on the best ways to administer the GQ to clients and on group leaders’
perceptions of its utility and ease of administration. It has also been suggested that GQ
might be used to track changes in a group over time. This would require multiple
administrations to a group to establish the GQ’s sensitivity to change. If the GQ were
successful at tracking changes in the group relationship, a study might be done on its
ability to predict client change. Ultimately, the aim of this research should be to improve
the clinical utility and empirical soundness of the GQ so that it may be use to inform
group leaders, increase knowledge of group psychotherapy, and promote client change.
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