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Abstract 
This paper deals with the consensus problem from the linguistic preference relations. The linguistic variables are transformed 
into triangular fuzzy numbers. Then an optimal consensus model is proposed to derive weights for fuzzy triangular fuzzy 
preference relations. An iterative algorithm is presented to describe the consensus reaching process. By changing the weights and 
modifying a pair of individual’s comparison judgments which have largest deviation value to the group judgments, the consensus 
reaching process can terminate while both individual consensus index (ICI) and group consensus index (GCI) are controlled with 
predefined thresholds. The algorithm aims to preserve the decision-makers’ original information as much as possible. Finally, an 
example is given to show the effectiveness of the proposed method. 
Key words: Group decision making; consensus; linguistic preference relations; triangular fuzzy numbers; optimal weight. 
1. Introduction 
In the real life, there are many situations, such as personal selection, evaluating knowledge management 
capability of organizations, and evaluating the “speed”, “comfort” or “design” of a car, in which the information 
cannot be assessed precisely in a quantitative form but may be in a qualitative one. The use of the fuzzy linguistic 
approach to assess qualitative aspects by using linguistic variables, i.e., variables whose values are not numbers but 
words or sentences in a natural or an artificial language, has proven successful in decision making. 
The consensus problem is very important problem in group decision making (GDM). Generally, at the beginning 
of every GDM problem, decision makers’ opinions may differ substantially. Therefore, it is important to develop a 
consensus process in an attempt to obtain a solution of consensus. The consensus process is generally conducted to 
obtain a maximum degree of agreement solution between the set of group decision makers. A consensus process is 
defined as a dynamic and iterative group discussion process, coordinated by a moderator, who assists the experts in 
bringing their preferences closer. In each consensus round, the moderator evaluates the current agreement among the 
experts’ preferences. If the consensus level is lower than a predefined threshold, the moderator would then 
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recommend to modify the furthest preference from the collective ones. Otherwise, the moderator applied the 
selection process to obtain the final solution for the GDM problem [1]. However, most of the existing consensus 
models for improving consensus levels, it is often the case that the final improved preference relations are far from 
the DMs’ original judgment information, as testified by examples in [1-3]. It is the authors’ belief that GDM should 
utilize the DMs’ opinions on the alternatives to find a solution. If DMs’ opinions are significantly modified, the 
decided solution is likely questionable. In order to obtain a reliable solution, the decision model should retain the 
DMs’ opinion as much as possible. To address the deficiencies, a new consensus measure should be designed to 
make use of group opinions. 
This paper deals with the linguistic variables as the triangular fuzzy numbers, as the semantic of elements in a 
linguistic term set can be represented by triangular fuzzy numbers, and triangular membership functions are good 
enough to capture the vagueness of those linguistic assessments [4, 5]. Based on this, the linguistic preference 
relations are to be transformed into triangular fuzzy preference relations (TFPRs). Then an optimal weight 
determination method is proposed to derive the weight for the TRPRs. An individual to group consensus index (ICI) 
and a group consensus index (GCI) are subsequently introduced, followed by an iterative algorithm for consensus 
reaching with a stoppage condition when ICI and GCI are lower than the predefined thresholds. 
The remainder of this paper is organized as follows. Section 2 presents the concept of the linguistic variables and 
its transformation between the triangular fuzzy numbers. Section 3 proposes the optimal model to determine the 
DMs’ weights for GDM with TFPRs, and puts forward an algorithm for the consensus reaching process. In Section 
4, an illustrative example is examined and comparative analysis is provided. Concluding remarks are made in 
Section 5. 
 
2. Preliminaries 
The linguistic approach is an approximate technique which represents qualitative aspects as linguistic values by 
means of linguistic variables [4-8]. A linguistic variable differs from a numerical one in that its values are not 
numbers, but words or sentences in a natural or artificial language. This way of looking at things can be applied to a 
wide range of problems, since it allows information to be represented in a more suitable fashion[9]. It would appear 
clear that an expert might not know in a precise numerical way the level of a candidate to be placed on the several 
positions, but could indicate it in linguistic terms [10]. Thus, the labels and the triangular fuzzy numbers associated 
with them are in Table 1. In this paper, we propose to use these triangular fuzzy numbers as a representation of the 
labels sematic. Obviously, other semantic of the functions could be considered [11]. 
Definition 1[12]. Let [ , , ]L M Ua a a a  and [ , , ]L M Ub b b b  be two triangular fuzzy numbers, then the distance 
between a  and b  is defined as follows: 
           2 2 21( , ) [( ) ( ) ( ) ]
3
L L M M U Ud a b a b a b a b                                                                                         (1) 
Definition 2[13]. Let [ , , ]L M Ua a a a  be a triangular fuzzy number, then the defuzzified value of  a  can be 
determined by its centroid, which is computed by 
                                
3
L M Ua a aa                                                                                                                   (2) 
 
Table 1. Fuzzy linguistic variables and fuzzy numbers 
Linguistic variables Fuzzy numbers 
Extremely poor (EP) s0 (0,0,0.125) 
Very poor(VP) s1 (0,0.125,0.25) 
Poor (P) s2 (0.125,0.25,0.375) 
Slightly poor (SP) s3 (0.25,0.375,0.5) 
Fair (F) s4 (0.375,0.5,0.625) 
Slightly good (SG) s5 (0.5,0.625,0.75) 
Good (G) s6 (0.625,0.75,0.875) 
Very good (VG) s7 (0.75,0.875,1) 
Extremely good (EG) s8 (0.875,1,1) 
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3. Optimal weight determination and consensus model 
Consider a GDM problem with linguistic preference information, let X={x1,x2,…,xn} (n 2) be a finite set of 
alternatives and E={e1,e2,…,em} (m 2) be a finite set of DMs. In a multi-criteria decision making problem, each DM 
ek compares each pair of alternatives in X and provides his/her preference degree rijk of alternative xi over xj by 
linguistic value, where riik S, riik=sg/2 denotes ek’s indifference between xi and xj, rijk =sg 
denotes that xi is definitely 
preferred to xj 
for ek, and sg/2< rijk <sg 
(or s0<rjik<sg/2) denotes that xi is preferred to xj for ek. All preference values rijk 
(i,j=1,2,…,n) provided by DM ek are denoted as a linguistic preference relation (LPR) Rk=(rijk)n×n, where  
         0 ijk gs r s , / 2iik gr s , ijk jik gr r s , , 1, 2,...,i j n , 1, 2,...,k m .                                                      (3)   
According to Table 1, we can transform LPRs into triangular fuzzy reciprocal preference relations (TFPR) 
( )k ijk n nR r , where  
   [ , , ]L M Uijk ijk ijk ijkr r r r , 1L Uijk jikr r , 1M Mijk jikr r , 1U Lijk jikr r , [0.5,0.5,0.5]iikr , , 1, 2,...,i j n , 1, 2,...,k m .   (4)   
In a GDM problem, let w=(w1,w2,…,wm)T  be the unknown weight vector of the decision makers, where 
                1
1
m
k
k
w , 0kw , 1, 2,...,k m                                                                                                                  (5) 
Then, the fuzzy weighted average [14-16] 
                1 1 2 2 ... m mR w R w R w R                                                                                                                       (6) 
is the group collective TFPR
 
( )ij n nR r , where 
                1 1 2 2
...ij ij ij m ijmr w r w r w r                                                                                                                      (7) 
It can be easily known that R  satisfies condition (4), and thus is also a triangular fuzzy reciprocal relation. 
Next, the key problem to aggregate the individual to group collective triangular fuzzy reciprocal relation is to 
determine the optimal weight wi of the ith decision maker. Generally, preference judgments from different DMs are 
largely dispersed and separated. In order to achieve the maximum similarity, decision results based on individual 
TFPRs should be as close to the output based on the aggregated triangular fuzzy reciprocal relation as possible. 
Based on this idea, an optimization aggregation model is proposed to integrate different DMs’ preference relations. 
The general idea of this aggregation optimization approach is to minimize the sum of the squared distance from 
one preference relation to another thereby achieving maximum agreement, namely 
     
2
2 2( , ) ( )k k l l k k l ld w R w R w R w R  
                         2 2 2
1 1
( ) ( ) ( )
n n
L L M M U U
k ijk l ijl k ijk l ijl k ijk l ijl
i j
w r w r w r w r w r w r                                          (8) 
Using this definition, we can construct the following optimization model, which minimizes the sum of the 
squared distances between all pairs of weighted triangular fuzzy preference judgments: 
          (M-1) min  2 2 21
1 1, 1 1
( ) ( ) ( )
m m n n
L L M M U U
k ijk l ijl k ijk l ijl k ijk l ijl
k l l k i j
J w r w r w r w r w r w r                                      (9) 
                   s.t.   
1
1
m
l
l
w                                                                                                                                     (10) 
                          0lw , 1, 2,...,l m                                                                                                                     (11) 
Theorem 1. Model (M-1) is equivalent to (M-2) below in a matrix form 
            (M-2)   min   1
TJ w Bw                                                                                                                               (12) 
                          s . t .     1Te w                                                                                                                                  (13) 
                                     0w                                                                                                                                     (14) 
where 1 2( , ,..., )
T
mw w w w , (1,1,...,1)
Te . The elements in B are  
            
2 2 2
1 1
2( 1) ( ) ( ) ( )
n n
L M U
kk ijk ijk ijk
i j
b m r r r ,  1, 2,...,k m ,                                                                         (15) 
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1 1
2
n n
L L M M U U
kl ijk ijl ijk ijl ijk ijl
i j
b r r r r r r ,   , 1, 2,...,k l m , k l .                                                                     (16)   
Theorem 2. As for the model (M-2), if for any , ,i j k  and l , there exists at least one inequality L Lijk ijlr r , 
M M
ijk ijlr r  
or U Uijk ijlr r , then matrix B  determined by (15) and (16) is positive definite and is also non-singular or invertible. 
 
To solve (M-2), the following Lagrangian function is constructed by removing the non-negativity constraint (14): 
              ( , ) 2 ( 1)T TL w w Bw e w                                                                                                                      (17) 
where  is the Lagrangian multiplier. Let / 0L w  and / 0L , then 
             0Bw e                                                                                                                                                    (18) 
             1Te w                                                                                                                                                           (19) 
By Theorem 1, matrix G  is invertible. Thus, solutions to (19) and (18) are given as 
            
1
*
1T
B ew
e B e
                                                                                                                                                   (20) 
            * 1
1
Te B e
                                                                                                                                                (21) 
As per Theorems 1 and 2, B is a positive definite and non-singular matrix, and B  is nonnegative. Therefore, 
w* 0, implying that the weight vector (29) satisfies the non-negativity constraint (14). 
Subsequently, using Eq.(6), we can obtain the collective TFPR R . 
Definition 3. Let 1 2, ,..., mR R R  and R  be m TFPRs and the group TFPR, respectively. Then, based on the distance 
between two triangular fuzzy numbers, we define the individual to group consensus index (we call it ICI) of kR  is 
defined as 
          
1
2
1 1
2( ) ( , ) ( ( , ))
( 1)
n n
k k ijk ij
i j i
ICI R d R R d r r
n n
                                                                                      (22) 
Accordingly, the weighted sum of all deviations ( , )kd R R  (k=1,2,…,m) (referred to as a group consensus index 
GCI) can be defined as 
           
1
( , )
m
k k
k
GCI w d R R                                                                                                                                       (23) 
From (22) and (23), one can see that if ( , ) 0kd R R , then the individual TFPR kR  is consistent with the collective 
TFPR R . If 0GCI , then the group reaches complete consensus. 
 
Remark 1. In the real decision making situation, the decision maker establishes the threshold ICI  for the deviation 
degree between the individual TFPR to the group TFPR, and GCI  for the weighted sum of all the deviations of 
individual TFPR to the group TFPR. Generally, for the two thresholds ICI  and GCI , it is sensible to set 
ICI GCI . Otherwise,  if ICI GCI , and ( )kICI R ICI , it follows that 1 1( )
m m
k k kk k
GCI w ICI R w ICI  
ICI GCI . By setting ICI GCI , the individual to group consensus index ( ( )kICI R ) is allowed to be 
somewhat larger than the group consensus index ( GCI ), giving each expert some room for deviating from the 
group judgment. 
 
    Based on the above analysis and idea, our consensus process for GDM problem is detailed in Algorithm 1. 
Algorithm 1. 
Input: Rk=(rijk)n×n (k=1,2,…,m), the maximum number of iterations t*, the predefined thresholds ICI , GCI  for 
individual and group consensus indexes, respectively. 
Output: Improved TFPRs kR  
(k=1,2,…,m), the iteration step t, individual consensus index ( )kICI R (k=1,2,…,m) 
and group consensus degree GCI. 
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Step 1. Transform the LPRs Rk to the TFPRs kR  according to Table 1. Let 0t , 
(0)
k kR R  (k=1,2,…,m). 
Step 2. Apply the quadratic program (M-2) (i.e., Eq. (20)) to determine the optimal weight vector ( ) ( ) ( )1 2( , ,
t t tw w w
( )..., )t Tmw  for 
( ) ( )( )t tk ijk n nR r  
(k=1,2,…,m). 
Step 3. Utilize the fuzzy weighted average aggregation operator Eq.(6) to aggregate individual TFPRs ( )tkR
( )( )tijk n nr ( 1, 2,...,k m ) into a collective TFPR 
( ) ( )( )t tij n nR r . 
Step 4. Calculate individual consensus indexes ( )( )tkICI R  (k=1,2,…,m)  and the group consensus index ( )GCI t  
using Eqs.(22) and (23), respectively. If ( )GCI t GCI  and ( )( )tkICI R ICI  (for all k=1,2,…,m) or 
*t t , 
then go to Step 6. Otherwise, find the TFPR ( )tkR  such that 
( )( )tkICI R GCI . Go to Step 5. 
Step 5. Find the positions ( i , j ) of the elements ( )ti j kd  such that 
( )( )tkICI R GCI  for each DM ek, where 
( ) ( ) ( ) 2 ( ) ( ) 2 ( ) ( ) 2
,
1max ( ) ( ) ( )
3
t L t L t M t M t U t U t
i j k ijk ij ijk ij ijk iji j
d r r r r r r ,modify DM ke ’s corresponding triangular 
fuzzy value. Let ( 1) ( 1)( )t tk ijk n nR r , where 
                    
( )
( 1)
( )
, ,
,
t
ijt
ijk t
ijk
r if i i j j
r
r otherwise
                                                                                                                 (24) 
             and 1t t . Then, go to Step 2. 
Step 6. Let ( )tk kR R . Output the modified TFPRs kR  (k=1,2,…,m), the individual consensus index 
( )( )tkICI R ( 
k=1,2,…,m), the group consensus index GCI, and the number of iterations t. 
Step 7. End. 
4. Numerical example 
    Consider a GDM problem with LPRs involving an investment decision for an investment company (adapted from 
[3]). Suppose an investment company wants to invest a sum of money in the best option. There are five alternatives 
xi (i=1,2,…,5) and four decision makers ek (k=1,2,3,4). The decision makers compare the five alternatives with respect to the criterion growth analysis by using the linguistic scale  
                 S={s0=extremely poor, s1=very poor, s2=poor, s3=slightly poor, s4=fair, 
                         s5=slightly good, s6=good, s7=very good, s8=extremely good} 
and construct, respectively, the LPRs which are listed as follows: 
4 3 7 3 7
5 4 5 4 6
1 1 3 4 3 6
5 4 5 4 4
1 2 2 4 4
s s s s s
s s s s s
R s s s s s
s s s s s
s s s s s
, 
4 5 6 4 8
3 4 3 4 4
2 2 5 4 3 7
4 4 5 4 5
0 4 1 3 4
s s s s s
s s s s s
R s s s s s
s s s s s
s s s s s
, 
4 4 7 5 7
4 4 2 6 6
3 1 6 4 5 5
3 2 3 4 3
1 2 3 5 4
s s s s s
s s s s s
R s s s s s
s s s s s
s s s s s
,
4 6 4 3 6
2 4 3 5 4
4 4 5 4 3 6
5 3 5 4 5
2 4 2 3 4
s s s s s
s s s s s
R s s s s s
s s s s s
s s s s s
. 
 
Now, we apply the Algorithm 1 to obtain the solution of the problem. Assume that the maximum number of 
iterations * 10t , the individual consensus degree threshold 0.12ICI , the group consensus degree threshold 
0.1GCI  ( We can set different consensus degree, here we set  0.1GCI  in order to compare it with [3]). 
Step 1. Transform the LPRs kR  to the TFPRs kR  according to Table 1. Let 0t , 
(0)
k kR R  (k=1,2,3,4). 
1
(0.375,0.5,0.625) (0.25,0.375,0.5) (0.75,0.875,1) (0.25,0.375,0.5) (0.75,0.875,1)
(0.5,0.625,0.75) (0.375,0.5,0.625) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.625,0.75,0.875)
(0,0.125,0.25) (0.25,0.375,0.5) (0.37R 5,0.5,0.625) (0.25,0.375,0.5) (0.625,0.75,0.875)
(0.5,0.625,0.75) (0.375,0.5,0.625) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.375,0.5,0.625)
(0,0.125,0.25) (0.125,0.25,0.375) (0.125,0.25,0.375) (0.375,0.5,0.625) (0.375,0.5,0.625)
, 
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2
(0.375,0.5,0.625) (0.5,0.625,0.75) (0.625,0.75,0.875) (0.375,0.5,0.625) (0.875,1,1)
(0.25,0.375,0.5) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.375,0.5,0.625) (0.375,0.5,0.625)
(0.125,0.25,0.375) (0.5,0.625,0.75)R (0.375,0.5,0.625) (0.25,0.375,0.5) (0.75,0.875,1)
(0.375,0.5,0.625) (0.375,0.5,0.625) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.5,0.625,0.75)
(0,0,0.125) (0.375,0.5,0.625) (0,0.125,0.25) (0.25,0.375,0.5) (0.375,0.5,0.625)
, 
3
(0.375,0.5,0.625) (0.375,0.5,0.625) (0.75,0.875,1) (0.5,0.625,0.75) (0.75,0.875,1)
(0.375,0.5,0.625) (0.375,0.5,0.625) (0.125,0.25,0.375) (0.625,0.75,0.875) (0.625,0.75,0.875)
(0,0.125,0.25) (0.625,0.75,0.87R 5) (0.375,0.5,0.625) (0.5,0.625,0.75) (0.5,0.625,0.75)
(0.25,0.375,0.5) (0.125,0.25,0.375) (0.25,0.375,0.5) (0.375,0.5,0.625) (0.25,0.375,0.5)
(0,0.125,0.25) (0.125,0.25,0.375) (0.25,0.375,0.5) (0.5,0.625,0.75) (0.375,0.5,0.625)
, 
4
(0.375,0.5,0.625) (0.625,0.75,0.875) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.625,0.75,0.875)
(0.125,0.25,0.375) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.5,0.625,0.75) (0.375,0.5,0.625)
(0.375,0.5,0.625) (0.5,0.62R 5,0.75) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.625,0.75,0.875)
(0.5,0.625,0.75) (0.25,0.375,0.5) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.5,0.625,0.75)
(0.125,0.25,0.375) (0.375,0.5,0.625) (0.125,0.25,0.375) (0.25,0.375,0.5) (0.375,0.5,0.625)
. 
Step 2. We first apply the quadric programming model (M-2) (i.e., Eq.(20)) to determine the optimal weight vector 
(0) (0) (0) (0) (0)
1 2 3 4( , , , )
Tw w w w w of (0) (0) 5 5( )k ijkR r  (k=1,2,3,4): 
          (0) (0.2486,0.2510,0.2450,0.2554)Tw  
Step 3. Using Eq.(6) to get the collective triangular fuzzy preference relation (0)R . 
(0)
(0.3750,0.5,0.6250) (0.4392,0.5642,0.6892) (0.6228,0.7478,0.8728) (0.3426,0.4676,0.5926) (0.7494,0.8744,0.9681)
(0.3108,0.4358,0.5608) (0.3750,0.5,0.6250) (0.2815,0.4065,0.5315) (0.4682,0.5932,0.7182) (0
R
.4984,0.6234,0.7484)
(0.1272,0.2522,0.3772) (0.4685,0.5935,0.7185) (0.3750,0.5,0.6250) (0.3112,0.4362,0.5612) (0.6257,0.7507,0.8757)
(0.4074,0.5324,0.6574) (0.2818,0.4068,0.5318) (0.4388,0.5638,0.6888) (0.3750,0.5,0.6250) (0.4077,0.5327,0.6577)
(0.0319,0.1256,0.2506) (0.2516,0.3766,0.5016) (0.1243,0.2493,0.3743) (0.3423,0.4673,0.5923) (0.3750,0.5,0.6250)
 
Step 4. Calculating (0)( )kICI R  (k=1,2,3,4) and GCI(0) based on Eqs. (22) and (23): 
      (0)1( ) 0.1795ICI R , 
(0)
2( ) 0.1268ICI R , 
(0)
3( ) 0.2088ICI R , 
(0)
4( ) 0.1856ICI R , (0) 0.1750GCI . 
Step 5. Since GCI(0)>0.1, the group consensus is not satisfied. Then we check the individual consensus indexes 
which satisfies ( (0)) 0.1kICI R . As all the individual indexes ( (0)) 0.1kICI R , then all the individual triangular 
fuzzy preference relations should be revised. We find the positions ( , )i j  of elements (0)i j kd  for each ke . For 
(0)
1R , 
(0) (0) ( ) ( ) 2 ( ) ( ) 2 ( ) ( ) 2
231 321 ,
1max ( ) ( ) ( ) 0.2185
3
L t L t M t M t U t U t
ijk ij ijk ij ijk iji j
d d r r r r r r , update the two triangular preference 
values by the corresponding elements in the collective preference relation (0)R , (1)231 (0.2815,0.4065,0.5315)r . 
Similarly, we can update other triangular fuzzy preference values for ke (k=2,3,4). Let t=1, then go to Step 1. The 
algorithm terminates after 4 iterations. The values t, w(t),  ICI( ), GCI(t) of the iterations are detailed in Table 2. 
The final improved TFPRs kR  (k=1,2,3,4) and the group TFPR R  are 
    Table 2. t, w(t),  ICI( ), GCI(t)   
t w(t) ICI( ) GCI(t) 
0 0.2486    0.2510     0.2450    0.2554 0.1795   0.1268  0.2088   0.1856 0.1750 
1 0.2489    0.2522     0.2456    0.2533 0.1353   0.1125  0.1673   0.1429 0.1393 
2 0.2459    0.2509     0.2446    0.2550 0.0915   0.0966   0.1626   0.1195 0.1173 
3 0.2491    0.2505     0.2457    0.2547 0.0890   0.0947   0.1398   0.0882 0.1027 
4 0.2490    0.2500     0.2466    0.2545 0.0813   0.0996   0.1187   0.0804 0.0948 
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(0.375,0.5,0.625) (0.4387,0.5637,0.6887) (0.75,0.875,1) (0.25,0.375,0.5) (0.75,0.875,1)
(0.3113,0.4363,0.5613) (0.375,0.5,0.625) (0.2815,0.4065,0.5315) (0.375,0.5,0.625) (0.625,0.75,0.875)
(0,0.125,0.25) (0.R 4685,0.5935,0.7185) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.625,0.75,0.875)
(0.5,0.625,0.75) (0.375,0.5,0.625) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.375,0.5,0.625)
(0,0.125,0.25) (0.125,0.25,0.375) (0.125,0.25,0.375) (0.375,0.5,0.625) (0.375,0.5,0.625)
2
(0.375,0.5,0.625) (0.5,0.625,0.75) (0.625,0.75,0.875) (0.375,0.5,0.625) (0.875,1,1)
(0.25,0.375,0.5) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.375,0.5,0.625) (0.4986,0.6236,0.7486)
(0.125,0.25,0.375) (0.5,0.625,R 0.75) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.6257,0.7507,0.8757)
(0.375,0.5,0.625) (0.375,0.5,0.625) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.5,0.625,0.75)
(0,0,0.125) (0.2514,0.3764,0.5014) (0.1243,0.2493,0.3743) (0.25,0.375,0.5) (0.375,0.5,0.625)
3
(0.375,0.5,0.625) (0.375,0.5,0.625) (0.75,0.875,1) (0.3427,0.4677,0.5927) (0.75,0.875,1)
(0.375,0.5,0.625) (0.375,0.5,0.625) (0.125,0.25,0.375) (0.625,0.75,0.875) (0.625,0.75,0.875)
(0,0.125,0.25) (0.625,0.7R 5,0.875) (0.375,0.5,0.625) (0.3112,0.4362,0.5612) (0.5,0.625,0.75)
(0.4073,0.5323,0.6573) (0.125,0.25,0.375) (0.4388,0.5638,0.6888) (0.375,0.5,0.625) (0.4077,0.5327,0.6577)
(0,0.125,0.25) (0.125,0.25,0.375) (0.25,0.375,0.5) (0.3423,0.4673,0.5923) (0.375,0.5,0.625)
4
(0.375,0.5,0.625) (0.4387,0.5637,0.6887) (0.6228,0.7478,0.8728) (0.25,0.375,0.5) (0.625,0.75,0.875)
(0.3113,0.4363,0.5613) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.5,0.625,0.75) (0.5295,0.6545,0.7795)
(0.1272,R 0.2522,0.3772) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.25,0.375,0.5) (0.625,0.75,0.875)
(0.5,0.625,0.75) (0.25,0.375,0.5) (0.5,0.625,0.75) (0.375,0.5,0.625) (0.5,0.625,0.75)
(0.125,0.25,0.375) (0.2205,0.3455,0.4705) (0.125,0.25,0.375) (0.25,0.375,0.5) (0.375,0.5,0.625)
 
(0.375,0.5,0.625) (0.4383,0.5633,0.6883) (0.6864,0.8114,0.9364) (0.3041,0.4291,0.5541) (0.7494,0.8744,0.9682)
(0.3117,0.4367,0.5617) (0.375,0.5,0.625) (0.2270,0.3520,0.4770) (0.4685,0.5935,0.7185) (0.5691,0
R
.6941,0.8191)
(0.0636,0.1886,0.3136) (0.5230,0.6480,0.7730) (0.375,0.5,0.625) (0.2651,0.3901,0.5151) (0.5944,0.7194,0.8444)
(0.4459,0.5709,0.6959) (0.2815,0.4065,0.5315) (0.4849,0.6099,0.7349) (0.375,0.5,0.625) (0.4461,0.5711,0.6961)
(0.0318,0.1256,0.2506) (0.1809,0.3059,0.4309) (0.1556,0.2806,0.4056) (0.3039,0.4289,0.5539) (0.375,0.5,0.625)
 
The corresponding ( )kICI R  (k=1,2,3,4) for the final modified TFPRs and (4)GCI  are: 
     1( ) 0.0813ICI R , 2( ) 0.0996ICI R , 3( ) 0.1187ICI R , 4( ) 0.0804ICI R , (4) 0.0948GCI .  
To select the best alternative, we continue to the selection process, which is involve the following steps. First, 
utilizing the fuzzy averaging operator to aggregate the preference information ijr  in the ith line of R , and get the 
global preference degree iz  of the ith alternative over all the other alternatives:     
        1 (0.5106,0.6356,0.7544)z , 2 (0.3903,0.5153,0.6403)z ,  3 (0.3642,0.4892,0.6142)z ,  
        4 (0.4067,0.5317,0.6567)z , 5 (0.2094,0.3282,0.4532)z . 
Using Eq.(2), the defuzzified value of iz  (i=1,2,…,5) is as follows: 
        1 0.6335z , 2 0.5153z , 3 0.4892z , 4 0.5317z , 5 0.3303z . 
Then we rank the values iz  (i=1,2,…,5) in descending order in accordance with the values of iz  (i=1,2,…,5): 
          1 4 2 3 5z z z z z  
Thus, the ranking of alternatives xi (i=1,2,…,5) is: 
         1 4 2 3 5x x x x x  
which is same as Wu and Xu’s [3] result. The best alternative is x1. 
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Remark 2. From Table 2, we can see the iteration processes. When t=0,1, GCI(0)>0.1, and all the (0)( ) 0.1kICI R  
(k=1,2,3,4), then all the TFPRs need to be modified. When t=2, GCI(0)>0.1, only (2)3( )ICI R ,
(2)
4( ) 0.1ICI R , then 
(2)
3R  and 
(2)
4R  need to be modified. When 3t , 
(3)
3R  need to be modified. When t=4, (0) 0.1GCI , although 
(4)
3( ) 0.1ICI R , but 
(4)
3( ) 0.12ICI R , then the iteration process ends. This denotes that ICI  is the upper bound for 
the final ( )kICI R , which give each expert room for deviating from the group judgment. If we revise the TFN, we 
only revise a pair of values which have the largest deviations from the group collective ones. This is in order to 
preserve the DM’s preference values as much as possible. 
 
5. Conclusions 
In this paper, we have proposed optimal group consensus models for fuzzy linguistic preference relations. The 
proposed models automatically determine the expert weights based on DMs’ LPRs are transformed into TFPRs. We 
define the individual to group consensus index (ICI) between the individual TFPR kR  and the collective TFPR R , 
and the group consensus index (GCI) which is the weighted average of ICI. An algorithm is provided for reaching 
group consensus based on linguistic preference relations as well as the ICI and GCI are achieved to the predefined 
threshold. The proposed model can determine the weights of DMs automatically. In the consensus process, we only 
revise a pair of judgments which have largest deviation to the group judgments which can preserve the original 
information as much as possible. 
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