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ABSTRACT
A Discrete Choice Based Facility Location Model for Inland Container
Depots
Yuanquan Xu
Container transport operations have been extending inland, providing more
comprehensive service across the shipping network. Accordingly, container transport
operators are making extensive capital investments in deploying inland container depot
(ICD) networks. Optimizing the location of such facilities financially is vital for both
capital and operating efficiencies. Currently, there are no models at the regional network
level to guide container operators in locating ICDs on their networks. This research
studies the ICD location problem and develops a comprehensive ICD location model.
Based on comprehensive analysis of the container transport industry, focusing on ICD
operations, this thesis developed a useful formulation of the ICD location problem. It
recognizes and emphasizes the need to embody the endogenous demand and market
competitiveness in the container transport business. The formulation combines the
multinomial logit model of discrete choice analysis to quantitatively describe the
shipper’s behaviors and preferences, addressing both the endogenous demand and market
competitiveness.
Fixed charge facility location problems are considered or proven to be NP complete.
The use of multinomial logit model inevitably further complicates the formulation in both
the objective function and constraints, which justifies the use of heuristics to solve the
formulation. Based on the mathematical properties of the formulation, a problem specific
tabu search heuristic algorithm was designed for its solution. Tabu search parameters,
tabu tenure, slack parameters, and cutoff parameters, are tested to decide their
contributions and sensitivity to the computational time and optimality.

Statistical

inference was used to evaluate the performance of tabu search algorithm. The result of
the evaluation shows that the solutions of tabu search algorithm are within the confidence
interval of optimal solution of this formulation. This proves that the designed tabu
algorithm is efficient and effective in solving the problem.
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Chapter 1
Introduction
1.1

Background and Motivations

Since the advent of marine containers in late 1950s, container transport has been growing
rapidly. Over 60 percent of the world’s deep sea general cargo now moves in containers,
and the percentage of containerizable cargo is higher between economically strong and
stable countries, approaching 100 percent in some cases (Muller 1995).

The

Transportation Research Board (1992) estimates that in 1988 containerized imports and
exports represented 80 percent of liner trade valuing nearly $195 billion. Assuming
$30,000 per Twenty-foot Equivalent Unit (TEU)1, the total value of containerized
imports and exports of US in 1997 is about $440 billion2.
In the last decade, marine containers have been moving inland, extending from portto-port service to door-to-door intermodal container transport. The growth of container
inland transport has been very impressive. In North America, rail has played a
tremendous role in inland container transport and intermodal rail transport is used as an
example to show the growth of container inland transport in North America. The
Association of American Railroads (AAR)3 reports:
•

Intermodal traffic has grown from 3 million trailers and containers in 1980 to 8.7
million in 1997;

•

Intermodal accounts for more than 17 percent of rail revenues, second only to coal
at 22 percent;

1

This is based on World Bank survey. Due to the unavailability of reference, the author is responsible for
this statement as he used this parameter value in World Bank related assignment.
2
The loaded import and export container volume of US was 14,794,751 TEU for 1997, Maritime
Administration (1998).
3
The following is quotation from AAR’s web site at <http://www.aar.org> as of March 21, 1999.

1

•

Containers account for more than 60 percent of intermodal volume, up from 40
percent ten years ago.

Accordingly, inland container facilities are required to accommodate containers and
enclosed cargoes that move inland. At the end of 1980s and the beginning of 1990s,
major container operators began to build sophisticated inland container facility networks
in North America, whereas this task is just starting in developing countries. Beginning in
the late 1980s, American President Lines (APL) and Sea-Land Services, (two large
American flag container shipping lines,) commenced establishing inland facility systems
of intermodal container transport in United States. Today, they enjoy their sophisticated
North American intermodal container terminal networks that are shown in Figure 1-1 4
and 1-25 respectively. Following APL and Sea-Land, major intermodal container
operators/carriers including Chinese COSCO, OOCL, and Evergreen, Danish Maersk,
Japanese NYK and K Line, etc. all have built similar intermodal terminal networks in
North America. In the emerging container markets, these intermodal transport operators
are just trying to form new inland container facility networks. For example, in China,
APL is working on the Dalian corridor starting from the Port of Dalian, Sea-Land on
Tianjin corridor from the Port of Tianjin, OOCL on Qingdao corridor from the Port of
Qingdao, etc.
Inland Container Depots (ICD’s) are capital intensive and perform functions
including loading/unloading containers, moving containers, and stuffing/stripping
containers. These functions are similar to those conducted at container facilities (such as
container terminals) at ports. It is not uncommon to cost tens of million dollars to build
one ICD. The location of ICD’s involves the financial feasibility for a single container
depot, and, more importantly, is concerned with the capture of container market share in
the whole region. This is because ICD’s are the means by which container operators
compete for their market presence.

4

Source: APL web site at <http://www.apl.com>
Source: Sea-Land web site at <http://www.sealand.com>
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2

Figure 1-1 APL Intermodal Terminal Network6

6

Legend shows the ownership of railways illustrated in different colors. Please refer to APL web site or
electronic version of this thesis to zoom in to view the legend and colorful figure.

3

Figure 1-2 Sea-Land (CSX) Intermodal Terminal Network

When starting a new ICD network, intermodal transport operators are faced with the
question of how to locate ICD’s. This question is even more profoundly asked when
modifying the existing sophisticated networks. One can imagine how competitive the US
container market would be, with each major carrier having its own intermodal terminal
network. When situations change, answers must be prepared to this question. For
example, when APL recently invested $270 million at its Seattle corridor, other operators
must be vigilant of this move. In 1998, the US congress stopped COSCO from renting the
container terminal at Long Beach, and COSCO had to change its gateway from Long
Beach to another port, meaning it had to adjust its inland service system in North
America. A method is needed to help the container transport industry to deploy ICD
networks, such that it expresses the market competitiveness and responsiveness.

4

1.2

Problem Statement

This research addresses the location problem for container inland facilities, particularly
from the standpoint of a regional network. Obviously, answers to how to locate ICD’s
cannot be attained from analyzing a single ICD. Instead, answers must be sought at the
network level. However, there does not exist a model at the network level that is
specifically developed for the intermodal transport industry to optimize such decisionmaking. Such a model must also be able to represent the competitive environment.
Representing market competition is challenging, as most location models, if not all,
assume fixed demands and are unable to integrate market competition (see Chapter 3
Literature Review).
This research first formulates a model of the ICD location problem at the network
level, with an attempt to integrate market competition. The formulation of the model is
designed to answer the following questions:
•

How many ICD’s are needed;

•

Where to locate ICD’s; and

•

How large the ICD’s should be in terms of capacity.

The research is based on the following assumptions:
•

1 year time horizon; Most facility location models use 1 year as the time horizon. In
order to simplify the problem at the beginning, this research also assumes the same
period as the time horizon.

•

each demand within the network is known and does not change in total quantity
within this 1 year horizon but is shared by all ICD’s. Also, shippers are identical and
homogeneous in terms of behaviors in selecting ICD as a service provider;

5

•

knowledge of current ICD layouts within the network that consists of all ICD’s, no
matter who they belong to, and knowledge of new ICD deployment plan within this 1
year horizon; and

•

knowledge of ICD attributes that will influence shipper’s

selection of service

providers from an ICD, such as service quality, charges, etc.

1.3

Research Objectives

Locating ICD’s is an important issue in today’s intermodal transport industry.
Unfortunately, decision-makers do not have a quantitative tool to help them deploy and
optimize the ICD network. This research is aimed at developing an optimization model
for ICD location problems of a regional network. The model will formulate the industrial
characteristics of intermodal transport. Moreover, this model will also characterize the
competitive environment by formulating shipper’s behaviors when selecting ICD’s.
In order to achieve the above goals, the following objectives are set:
•

Formulate the ICD location problem. Formulation will incorporate the
competitive environment.

•

Develop algorithms to resolve the formulation. Based on the analysis of the
complexity and characteristics of the formulation, we will explore algorithms
to resolve the formulation.

•

Evaluate the performance of the designed algorithm. The performance of the
algorithm needs to be validated in terms of computational time and optimality.

•

Draw conclusions to establish the degree of success of the modeling approach
and to set the course for future work.

1.4

Organization of the Dissertation

The organization of this dissertation is as follows. Chapter 1 is the introduction of this
thesis where the problem statement is given. Chapter 2 provides background in which a

6

brief history of container transport, definition of ICD’s, physical movement and
information flow of containers and enclosed cargoes, and detailed ICD basics are
covered. This chapter is intended to provide readers a broad picture of container transport
in general and ICD’s, in particular. A literature review follows as the subject of Chapter
3 to provide the state of the art formulation of location problems and corresponding
algorithms. Chapter 4 formulates the ICD location problem into a mathematical model.
Chapter 5 presents the design of the algorithms for the resolution of the mathematical
formulation. Evaluation of the performance of a designed algorithm is the contents of
Chapter 6. Finally, Chapter 7 concludes the research by pointing out the contributions of
this research and its remaining issues for future study. The references and appendixes for
computer programs of algorithms are attached at the end of the dissertation.

7

Chapter 2

Background
This chapter describes the background to the topic of the dissertation. It will first introduce
intermodal container transport in general, including its origin, growth, and future. It will
then cover the inland facility of intermodal transport, illustrate the cargo handling and
container movements in inland transport, and describe ICD equipment and operations.

2.1

Intermodal Container Transport

Origin1
The most ideal and efficient form of freight transport is one in which the goods move in a
continuous flow from shipper to consignee without interruption. Such a form can be easily
materialized when cargo is shipped by a single transportation mode. When more than two
transportation modes are needed, transshipments between modes are inevitable. In the case
of international marine transport, intermodal transfers from land to sea and from sea to
land have to take place. If more than one mode in landside transport are engaged in a line
haul, delivery and pickup, then further interchanges between inland waterway, rail and
truck are necessary.
In April of 1956, Malcolm McLean, as a trucking company owner who had recently
purchased Pan Atlantic, a shipping company of dry cargo and tanker ships, re-constructed
a Pan Atlantic steamship tanker, the SS Maxton. On April 20, the SS Maxton began a
voyage from New York to Houston carrying 58 loaded truck-trailer vans. The vans were
lifted onto the SS Maxton by dockside gantry crane and were travelling without a chassis.
The experimental voyage involved a detachable container, which could be loaded at the
1

Please refer to Van Den Berg (1969) and Muller (1995) for containerization history
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shipper’s door, sealed, trucked to the port, lifted off its chassis and stowed on board ship,
and unloaded at the port of destination. The process was proven to be highly effective for
intermodal transport.
In 1960s, Pan Atlantic changed its name to Sea-Land Service, and in late 1960s, began
the first transatlantic containership service with weekly sailing between Baltimore and
Rotterdam.

Since then, container transport has vigorously developed worldwide and

international maritime shipping has totally changed. International organizations have been
modifying and redefining rules, regulations and conventions governing liability, insurance,
documentation, and cross border formalities of intermodal container transport (United
Nations 1992b). Boxes in length of 20, 40, and 45 feet are defined as ISO containers, with
40 and 45 footers being increasingly dominant. Container ships have evolved from first
generation to sixth generation, with capacity increasing from less than 1,000 to 9,000 TEU.
Worldwide, containership operators will be taking delivery of 35 vessels in the 4,500 to
9,000 TEU range from 1997 through 1999 (Maritime Administration 1998). Specialized
container terminals of draft as deep as 14 meters have been and are still being built or
converted from general cargo terminals almost at each important seaport and are getting
more sophisticated. Accordingly, container handling equipment is also modernized and
specialized, with heavy gantry cranes and lift-trucks appearing at more and more piers and
terminals.

Growth

Container transport has been continuously growing for both mature container markets and
emerging ones. Transportation Research Board (1992) quoted from the Port Import-Export
Reporting Service (PIER), a proprietary service of the Journal of Commerce, that a total of
8,050,000 loaded TEUs were exported and imported during 1988, and 9,015,000 during
1990-a 12 percent increase during this two year period. In the Report to Congress on the
Status of the Public Ports of the United States of 1996-1997, Maritime Administration
(1998) also quoted from PIER that the loaded import and export container volume was 13,
328,532 TEUs for 1996 and 14,794,751 for 1997-an annual increase of 11 percent.
Generally speaking, container traffic increases with international trade, but usually at a

9

higher growth rate than that of international trade. For example, loaded import and export
container traffic increased by 11 percent from 1996 to 1997. However, in the same period,
the waterborne foreign trade (the exact cargo source of import and export container
transport) of US decreased slightly, from $627.3 billion in 1996 to $625.6 billion in 1997
(Maritime Administration 1998). Container traffic even grows much faster in developing
countries than in developed countries. For example, loaded container traffic in China has
grown annually by 31.3 percent from 1985 to 1995, reaching 11,080,00 TEUs by 1995
(KPMG and Transmode 1998) 2.
The remarkable surge in intermodal container transport is attributed to the fact that
containerization has been attracting more and more shippers of containerizable cargoes.
The development in refrigerated and tanker container transport, plus sophistication of dry
container transport helps to tap the containerizable cargo market and maximize
containerization. There is no doubt that 100% of containerizable import and export cargoes
will be transported in containers.

Trend
Norris (1994) pointed out that 60 percent of an ocean carrier’s trip cost is landside
activities while United Nations (1992a) cited 70 percent. Therefore, not surprisingly, after
revolutions in conceptualized containers, large and advanced containerships, specialized
deep water container terminals, and container handling equipment, intermodal container
transport extends inland, extending port-to-port service to door-to-door service. The
sophistication of intermodal container transport begins with, and lies in, the landside or
inland leg. In North America, beside the legacy that Sea-Land materialized the concept of
container and APL pioneered the design and operation of the most advanced
containerships, these two largest US flag carriers took the lead once again in developing a
comprehensive and sophisticated inland container transport network3. This occurred in the
late 1980s and is in effect. But in economically emerging countries, this just gets started.
As mentioned before, intermodal container transport has grown faster than foreign
trade due to the maximization of containerization. In order to maximize the benefits of
2
3

Container traffic data does not include data for Hong Kong and Taiwan.
Refer to Transportation Research Board (1992) for details.
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containerization, port-to-port container transport became door-to-door

transport.

Subsequently, inland leg has been the focus of intermodal container transport. Based on
sources from AAR, Anderson and Walton (1998) demonstrated the remarkable growth of
U.S. intermodal rail transport over the last decades. As shown in Figure 2-1, US
intermodal traffic experienced enormous growth from 1961 to 1997, of which most was
contributed by containers.
Figure 2-1 U.S Intermodal Rail Loadings4
(1961-1997)

Future

International trade is the driving engine of intermodal container transport. On the other
hand, undoubtedly, containerization contributes to the prosperity of international trade.
International trade is becoming more and more important to both developed countries and
developing countries. Between 1970 and 1988, the total value of goods imported and
exported rose from 13 percent to 21 percent of the U.S. gross national product (GNP)
4

Source: Anderson and Walton (1998).
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(Maritime Administration 1989). According to Maritime Administration (1998), US
waterborne foreign trade has been increasing since 1990 in tonnage (except for slight drop
in 1991) and by value (except in 1997) (see Table 2-1), and it is expected to increase by an
annual rate of 6 percent (see Table 2-2). For developing countries, the percentage of
foreign trade to GNP is generally higher than that of developed countries and foreign trade
grows much faster as well. Trade between countries is being intensified. It is reasonable to
project that intermodal container transport will continue to thrive.
Table 2-1 U.S. Waterborne Foreign Trade for 1990 to 19975
(Millions of Metric Tons and Billions of U.S. Dollars)

Year

Tonnage

Value

1997

1066.8

$625.6

1996

1019.7

$627.3

1995

980.1

$619.7

1994

937.8

$565.7

1993

893.9

$512.1

1992

878.4

$495.5

1991

848.7

$461.8

1990

876.6

$458.0

Table 2-2 U.S. Waterborne Foreign Trade Forecast6
(Thousands of Metric Tons)

5
6

Year

Total

Annual Change

1997

1,066,763

-

1998

1,141,446

6.9%

1999

1,210,762

6.1%

2000

1,284,293

6.1%

2001

1,362,298

6.1%

Source: Maritime Administration (1998).
Source: Maritime Administration (1998).
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2.2

Inland Facility of Intermodal Transport

The reason that 60 percent or 70 percent of transport cost from shipper to receiver occurs
in landside operations is because container handling operations are highly complex.
Compared to inland segments, ocean shipping is simplistic as containers are stowed on
vessels until the vessel docks at the port of destination. On the other hand, this is also the
reason that intermodal transport was concentrated in port areas and could not move inland
at the beginning of the establishment of container transport systems in a country.
Operations on land include loading/unloading containers on and off vessels/vehicles,
stuffing/stripping containers, storage of container boxes and cargoes, cargo inspections,
etc. Facilities are required to perform these operations.
By tariff and operations, container cargo is classified into Full Container Load (FCL)
and Less than Container Load (LCL) on the basis that the container box contains one or
more than one shipments. CFS and CY are the facilities to handle cargoes and containers.
CFS is short for Container Freight Station and CY for Container Yard. In the U.S.7, CFS is
defined as
“A shipping dock where cargo is loaded ("stuffed") into or unloaded ("stripped")
from containers. Generally, this involves less than container load shipments,
although small shipments destined to same consignee are often consolidated.
Container reloading from/to rail or motor carrier equipment is a typical activity”.
CY is defined as “The designation for full container receipt/delivery”.
The United Nations does not strictly define CFS and CY. Instead, it explains CFS and CY.
As part of UN, ILO (1995) representatively explains CFS as follows:
CFS is designed to serve the needs of consignors and consignees who need to
transport cargo in break-bulk form and wish to gain as many of the benefits of
containerized, intermodal transport as possible. CFS must perform the following
broad functions:

7

All definitions in the United States are from Glossary of Shipping Terms by Maritime Administration at its
web site < http://marad.dot.gov/glossary.html>.
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•

to receive, sort, and consolidate export break-bulk cargoes from road
vehicles, rail wagons and inland waterway craft;

•

to pack export cargoes into containers ready for loading aboard a vessel;

•

to unpack import containers, and sort and separate the unpacked cargoes
into break-bulk consignments ready for distribution to consignees;

•

to deliver import cargoes to inland transport –road vehicles, rail wagons
and inland waterway craft;

•

to store import and export cargoes temporarily, between the times of
unloading and loading, while various documentary and administrative
formalities are completed (e.g. customs inspection, settling of charges for
packing, unpacking and storage, arranging transport).

It is agreed that CY is used for the storage of container boxes, both loaded and empty.
CFS and CY refer to facilities within port or close to port. When containers are carried
inland, similar facilities like CFS and CY are needed in the hinterland. In the U.S., these
inland facilities are widely called Intermodal Terminals while the UN names them ICD
(Inland Container Depot). Sometimes, ICD is nicknamed as dry port (UNTCD 1991) as
ICD performs the same function as a port.
“Intermodal Terminal” is not found in the Glossary of Shipping by Maritime
Administration that only defines Terminal in general. A Terminal is “An assigned area in
which containers are prepared for loading into a vessel, train, truck, or airplane or are
stacked immediately after discharge from the vessel, train, truck, or airplane”.

The United Nations (1992a) defines ICD as follows.

Inland Container Depots (ICD’s) may be generally defined as facilities located inland
or remote from port(s) which offer services for the handling, temporary storage and
customs clearance of containers and general cargo that enters or leaves the ICD in
containers. The primary purpose of Inland Container Depots is to allow the benefits of
containerization to be realized on the inland transport leg of international cargo
movements. ICD’s may contribute to the cost-effective containerization of domestic
cargoes as well, but this is less common. Container transport between the port(s) and
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an ICD is under customs bond, and shipping companies will normally issue their own
bills of lading assuming full responsibility for costs and conditions between the incountry ICD and a foreign port, or an ICD and the ultimate point of origin/destination.

Unless for descriptions of some specific U.S. intermodal terminals, the UN’s naming
and definition will be used, because:
•

Intermodal transport is international in nature. As the most important
international organization, UN has been vigorously facilitating international
trade and intermodal transport and UN’s definitions are more accepted; and

•

Institutional contents, such as cross border formalities and documentation, are
as important to intermodal transport as physical operations. UN’s definitions of
inland container facilities are able to represent institutional contents.

This dissertation is going to study how to locate ICD’s, subject to the numerous
constraints of container operations. Sea-Land’s intermodal terminal (ICD) located in
Chicago area is presented in Figure 2-2. As shown, this intermodal terminal has access to
highway (trucking operations), rail (TOFC, short for Trailer on Flat Car, and COFC, short
for Container on Flat Car) and waterway (lake port).

Figure 2-2 Sea-Land Intermodal Terminal at Chicago
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2.3 Cargo Handling and Container Movements in Inland
Transport of Different Scenarios
Shippers of inland cargo have a variety of options to have their cargoes carried to and from
ports: (1) by container and with customs clearance at ICD, or (2) in break-bulk form and
with customs clearance at a port, and (3) by rail, truck, or barge for line haul and pickup/delivery. Each combination of these choices is considered as a scenario to organize the
whole transport process of each shipment. The essential difference between scenarios is to
use port or ICD to clear cargo because this implies containerization stops/starts at port or
extends to ICD and then possibly to shipper/consignee’s door.
Figure 2-3 diagrammatically shows various inland transport options of containerizable
cargo. In this illustration, only road and rail are assumed as available transport modes to
serve the inland carriage of containers and containerizable cargoes. The related physical
operations are also attached to each option of transport.
Figures 2-4, 2-5, 2-6 and 2-78 further demonstrate the information flow9 and physical
movements of cargo and containers using ICD or port for both imports and exports. As
shown in the physical container movement and goods handling, when using ICD, cargoes
are better off in terms of damage and pilferage as they are protected from origin to
destination. ICD makes door-to-door service available and thus reduces total cargo
handling times by avoiding cargo handling at port. This cuts down both damage and costs.
The consolidation of inland goods at ICD’s justifies the use of mass transport modes such
as rail and further reduces costs. It can be seen that the shipper would be more benefited
using ICD services.

8

Figure 2-4 to Figure 2-7 are modified from Transport Logistic Study (Transmode 1995).
The information flow was based on paper-based documentation rather than paperless documentation. Also,
this information flow is not detailed as many documents are grouped together.

9
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Figure 2-3 Typical Transportation Options-Exports
(Reverse Order for Imports)

Origin
Option

A

B

SC,CC

C

LT

D

LT

FCL Lot
container
by road
FCL Lot
general cargo
conventional
truck
LCL Lot
general cargo
conventional
truck

E

SC,CC

F

LT

FCL Lot
container
by road

G
LT

H
LT

FCL Lot LCL Lot
conventional conventional
truck
truck

FCL Lot
general cargo
conventional
truck
LCL Lot
general cargo
conventional
truck

UT

UT

General Cargo
Rail Terminal
LR

general cargo
by rail
UT
SC,CC

HC

UT
SC,CC

ICD
HC

HC

container
by rail
container
by road
HC
trailer

UT
SC,CC

Port Rail
Terminal

UT
SC,CC

UR
SC,CC

Port CFS

HC

HC
HC

Port Container Yard

Export by Ocean Shipping

Abbreviations:
SC=stuff container
CC=customs clearance
LT=load truck
UT=unload truck
LR=load railcar
UR=unload railcar
HC=handle container
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Figure 2-4 Import: Movement Destined to ICD with Clearance at the Port
Shipping
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Commodity
Inspection

Commodity
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Inspection
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Inspection

Tallying
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D.O. & Cont. Pick-up Application & Pre-Payment
Accepted Pick-up Plan & Payment Receipt
Transport Instruction
& E.I.R. Out &
Pick-up Plan

Haulier

Preparation for
Pick-up
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Signature on Delivery
Record & EIR Out

Container
Pick-up/Release

E.I.R.
Copy

Port Charges
Invoice

Inland Transport
Cartage
Note/WB

Transport
Invoice

Signed Cartage
Note/WB

ICD or
Consignee

Tally Report
Arrange for Return of Empty Container

Tally

Delivery to ICD

ContainerStripping
Tally

Transport
Instruction & E.I.R. In

Haulier

Cartage
Note/WB

Pick-up Empty
Container

Signed Cartage
Note/WB

Transport
Invoice

E.I.R.
Copy

Payment for
Container Hire
Freight
Invoice

Freight
Invoice

Transport Empty
Container

E.I.R. In

Return Empty
Container

CFS,CY or
ICD

Consignee

Information Flow Sequence

Physical Flow Sequence

Legend
Goods Transport & Handling

Indicates Party Holding the Goods/Container
Indicates Inspection Required Under Certain Circumstances
B/L
- Bill of Lading
E.I.R. - Equipment Interchange Receipt
CFS - Container Freight Station
CY
- Container Yard A.N. - Arrival Notice
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D.O. - Delivery Order (Document Set)

Figure 2-5 Import: Movement with Clearance at the ICD
Vessel's Estimated Arrival; Dangerous Goods Info
Shipping
Agency

Confirmation; Berth Info
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Manifest
Manifest

Arrival of Vessel
Terminal
Tally
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Forwarder
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Application
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Application
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Stamped D.O.
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Stamped D.O.
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Discharging
Tally
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Animal/Plant
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D.O. & Cont.; Pick-up Application & Pre-Payment
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E.I.R. Copy
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Inland Transport
Cartage Note/WB
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Transport
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Customs
Inland

Customs Inland

Sealed Doc.

Health Quarantine
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Health Quarantine
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Clearance

Animal/Plant
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Sealed Doc.
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Inspection

Clearance

Commodity Inspection
Inland
Tally

Arrangement for Container Stripping
Tally Report
Arrangement for Return of Empty Cont.
Transport Instruction
& E.I.R. In

Haulier

Container Stripping
Tally
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Empty Container
Pick-up

Handling
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Payment for
Cont. Hire

Freight
Invoice

Legend

Delivery Inland

Sealed Doc.
Clearance

Clearance

Consignee

I
ICD or
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Freight
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Empty Container
Transport

E.I.R. In

Transport
Invoice
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Copy

CFS, CYor
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Container
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Goods Transport & Handling
Indicates Party Holding the Goods/Container
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B/L
- Bill of Lading
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D.O. - Delivery Order
CFS - Container Freight Station CY
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Figure 2-6
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Export: Movement with Clearance at the Port
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Figure 2-7 Export: Movement with Clearance at the ICD
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Loading of Vessel
Freight Invoice

B/L
Freight
Invoice
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2.4 ICD Basics
In order to model the siting of ICDs, it is advisable to get a big picture of ICD basics
concerning operations, equipment, investment, operating costs, and etc. In the following,
layouts of rail ICDs (using rail as the main line haul mode) and highway ICDs (using
highway as the main line haul mode) are first presented to provide the intuitive
understanding of ICDs. After that, container handling operations and handling equipment
is discussed. This touches on the core of ICDs because container handling equipment
determines land area and civil works requirements, accounts for about or more than 50
percent of total investment, and decides the efficiency and throughput of a certain size of
ICD. Finally, maintenance and operating costs such as manpower are addressed.
2.4.1

ICD Layout

Although each ICD has its specific characteristics and ICD layout may vary from one
another, generally speaking, ICDs have the following main components to perform
correspondent tasks:
•

warehouse or shed for temporary storage of cargoes and stuffing/stripping of
containers;

•

yard for stacking of loaded and empty container boxes;

•

gatehouse for checking in and out container boxes and cargoes;

•

offices for ICD personnel and inspection agencies; and

•

internal roadways for vehicle circulation and equipment movement.

Figure 2-810 and Figure 2-911 shows the layout of BNSF’s Corwith rail intermodal terminal
at Chicago and that of Sinotrans’s highway ICD at Qingdao of China.

10
11

Source: Anderson and Walton 1998.
This was drawn by the author in the exercise commissioned by CIDA (KPMG and Transmode 1998).
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Figure 2-8 Corwith Rail Intermodal Terminal of BNSF
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Figure 2-9 Highway ICD of Sinotrans

165 m
142.8m
Roadway

N

Demolished
Loaded
Warehouse
Stack

197 m

Roadway

Loaded
Stack

Loaded
Stack

20 TEU=
129m

Roadway

163m

Loaded
Stack

5m

19 TEU=
122.55m

163 m
Roadway

Empty
Stack

10m
Roadway
20m Crossdock

Roadway

10m
5m

Gate

New Warehouse

Gate

Office

Note: Given the limitations of land availability and shape, the above figure shows two alternatives in the
length of loaded container stacks: either 19 TEU or 20 TEU.
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2.4.2

Container Handling Operations and Handling Equipment

Container handling operations
There are various container handling operations in an ICD. They include lifting loaded
and empty containers on/off trailers/chassis/railcars from/to container stacks, shifting
loaded containers in stacks, moving containers between stacks and stuffing/stripping points
(this is referred to as horizontal movement), and stuffing/stripping of containers. These
handling activities are carried out using one of many different equipment configurations.

Container handling equipment
Typically, loaded and empty containers are stacked separately in yards which allows
the use of dedicated equipment which is best suited to the handling requirements. For
empty containers, light lift trucks of around 10 ton capacity are generally used. As to
loaded containers, heavy (30-42 ton) lift truck (LT), rubber tired gantry (RTG), and rail
mounted gantry (RMG) are most commonly used systems for the purpose of lifting or
hoisting and shifting containers although Straddle Carrier (SK) can also be seen in some
container depots.
Horizontal movement of containers within container depots depends on the selection of
lifting equipment. In RTG or RMG systems, which have no capability of horizontal
movement, containers travel between stuffing/stripping points and container stacks by
trailers/chassis, and stay on trailers/chassis while being stuffed/stripped. In heavy LT
systems, which have the ability of slow horizontal movement, containers to be
stuffed/stripped can be moved either by lift trucks or by trailers/chassises, dependent upon
traffic volume, distance and surface pavement. SK is able to move relatively fast and
distribute the container load to several axles, and thus it can achieve the horizontal
movement by itself and without requirement of high bearing capacity of pavement.
Stuffing/stripping of containers needs to be assisted by fork lift trucks (FLT) of 2, 3 or
6 tons. The number of FLT furnished to working gangs determines the needed
stuffing/stripping operators and laborers which account for a large amount overall staff
quantity of the whole container depot.
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Comparison between LT and RTG/RMG
From the above analysis of container handling equipment, it can be seen that lifting
equipment is the decisive component as every container in container depot must be lifted at
least twice and lifting equipment directly impacts the selection of horizontal transport
equipment. It is also the most expensive part of ICD. Because of high container damage
rates, poor personnel safety, and former breakdown problems, SK is much less commonly
used as the main lifting equipment than LT or RTG/RMG although SK is sometimes used
as supplementary means in some container yards. LT and RTG/RMG are thus considered
as the main container handling systems. Lift trucks (LT’s) include top lift trucks (TLT),
side lift trucks (SLT) and reach stackers. RTG is generally used in highway ICD and RMG
in rail ICD. Pictures of RTG and all kinds of LT are illustrated in Figure 2-10, 2-11, 2-12,
and 2-1312. The comparison between LT (TLT and SLT) and RTG/RMG is illustrated in
Table 2-313.

Table 2-3 Comparison between LT and RTG/RMG

LT

RTG/RMG

Horizontal movement capability

Slow and for short distance

No

Average cycle time (lifts/hour)

17

17/22

Maximum stacking height

3 high

6 high

Maximum stacking depth

1 deep

7 deep/11deep

Storage density (m2/TEU)

20-60

6-12

Axle load

High (80-90 tons)

Low and Well distributed

Pavement requirement

Heavy for large maneuver aisle

Heavy only for narrow
laneways

Purchase cost ($ million)

0.35-0.5

1.6 (7 wide)/2.3-3 (middle size)

Economic life (years)

10

15-20/25-30

12

The author has no intention to recommend any handling equipment of any manufacturer mentioned here.
Figures such as average cycle time and purchase costs are based on surveys and interviews that were made
in CIDA study (KPMG and Transmode 1998).

13
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Figure 2-10 SISU Rubber Tired Gantry Crane of Heavy Machines Inc.

Figure 2-11 Kalma/SISU Reach Stacker of Heavy Machine Inc.
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Figure 2-12 Ferrari SLT of CVS S.p.A

Figure 2-13 Ferrari T LT of CVS S.p.A.
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Table 2-3 shows the advantages and disadvantages of LT and RTG/RMG. Generally
speaking, RTG/RMG is more economical and efficient for high traffic volume and lift
truck is more suitable for low traffic volume. However, which system is better ultimately
depends on the local situation especially in land availability and costs. For example,
KPMG (1998) calculated the crossover point of RTG and LT based on the local prices in
Qingdao area of China, as illustrated in Table 2-4.
Table 2-4 RTG versus LT
Throughput

RTG

LT

Difference in

Cost Saving

TEU per Year

Unit Cost

Unit Cost

Unit Cost ($)

($)

($)

($)

LT – RTG

LT – RTG

13,467

29.70

25.74

-3.96

-800,000

26,935

19.80

18.81

-0.99

-400,000

40,402

15.51

15.84

0.33

200,000

80,804

12.54

15.10

2.56

3,100,000

175,075

12.26

16.30

4.04

10,600,000

2.4.3

Maintenance Costs and Operating Costs

Maintenance included labor, materials and purchased services required to maintain the
handling equipment and civil works. They are usually calculated by a certain percentage of
initial costs of civil works and handling equipment. Operating costs include overhead,
fuel, power and personnel. Overhead is generally computed by a percentage of personnel
expenses. Fuel and power are calculated proportionally according to the traffic volume and
area size, respectively. Personnel expenses are the most predominant part of operating
costs, thus manpower is further explained below.
Container depot requires manpower at two levels, i.e. management and operations.
Management or administration requirements are contingent on organizational structure,
remain relatively fixed in quantity over time, and do not vary proportionally with traffic
volume. Instead, operations requirements change according to the container volume
processed by ICD, which typically demand manpower according to handling equipment,
and ratio of stuffed/stripped containers to total container volumes, and other factors, which
frequently necessitate more than one work shift per day.
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Chapter 3
Literature Review
3.1 Prototype Facility Location Problems
Nearly every public and private sector enterprise encounters decisions on locating its
facilities. Facility location thus has attracted so much attention from academia and
industry that it has been addressed extensively and intensively in the last decades.
Classification of facility location problems is shown in Figure 3-1.

Figure 3-1 Classification of Facility Location Problems
Facility Location Problems

Planar Location Problem

Discrete Location Problem

Covering

Set Covering

P-Median

P-Center

Fixed Charge

Maximum Covering

Facility location problems and models are classified into Planar Location Problems
and Discrete Location Problems. Planar location problems try to pinpoint locations for
facilities in planar space. Discrete location models deal with the formulations and
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solutions of location problems arising from discrete space where the facilities to be
located can only be placed at a finite number of potential sites selected via some prior
analysis. The literature reviewed in this research is limited only to discrete location
problems as inland container facility location falls into this group. Facility location
problems are viewed according to objectives that determine problem formulations that
subsequently dictate their solution techniques. Covering, p-median, p-center, and fixed
charge problems are considered as classical or prototype formulations (Daskin, 1995;
Krarup and Pruzan, 1990).
Covering models are sub-classified into set covering and maximum covering models.
Set covering models establish a minimum number of facilities on the nodes to ensure that
each demand node is covered at least once, while maximum covering models locate the
fixed number of facilities on the nodes to maximize the number of demands that can be
covered.
The p-median model seeks to place p facilities at p of the potential locations and
assign demands to facilities to minimize the total distance or cost between demands and
facilities to which these demands are assigned. Therefore, the p-median problem is a
minisum problem. Different from the p-median problem, the p-center problem pursues
minimax objective. Namely, the p-center problem is to select p locations for p facilities
from the location candidate set and assign each demand node to one of the facilities so
that the maximum distance from any open facility to any of the demand nodes under its
service is minimized.
The objectives of covering, p-center and p-median problems determine that their
applications dominantly rest in the public sector. For example, Daskin (1985) reviewed
covering and p-median problems and then concluded that applications of both the
covering and p-median models had focused largely on public-sector problems and was
not aware of any private sector applications of covering models. The p-center, by its
nature, is the same in this regard. For example, most applications of covering models lie
in emergency facility location problems such as ambulance services and fire stations.
Applications of set covering models are represented by Toregas et al. (1971), Walker
(1974), Plane and Hendrick (1977), and Daskin and Stern (1981), and those of maximum
covering by Daskin (1983), Belardo et al. (1984), and Eaton et al. (1985).
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The above three problems do not consider the fixed cost of a facility or assume that
every facility bears a uniform fixed cost and the number of facilities is taken as a proxy
for fixed costs. This, on the other hand, implies that these models are intended for the
public sector where costs and benefits are shared and/or incommensurable. On the
contrary, private sector or business logistics regard the minimization of the total cost or
maximization of profit as their primary objective. The business motivation initiates the
fixed charge facility model that seeks the minimum sum of fixed facility construction
costs and operating/transportation costs. The fixed charge facility mode differs from the
p-median model in two aspects: no predetermined number of facilities, and inclusion of
fixed capital costs. The fixed charge facility mode is also referred to as the warehouse
location problem.
From the problem statement of this dissertation, it can be easily seen that the inland
container facility (i.e. ICD in this study) location problem of question falls into the fourth
prototype location problem described above. Accordingly, more attention is thus turned
to the fixed charge location model. Due to the intrinsic relation between the p-median
location model and the fixed charge location model, some attention is also paid to the pmedian problem since there exists a similarity in algorithmic solution between the pmedian and fixed charge location models.

3.2 Formulations and Algorithms of p-Median and Fixed
Charge Facility Location Problems
3.2.1 Formulations
Most location problems are formulated as integer or mixed integer linear programming
problems. For the convenience of later discussion, the formulation of a fixed charge
facility location prototype problem based on Daskin (1995, p250) is presented.
As described previously, the fixed charge facility problem is to minimize the sum of
fixed construction costs and operating/transportation costs. The descriptive expression is
transformed into normative or prescriptive notation as follows.
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Inputs
f j =amortized fixed cost of locating facility at candidate site j
hi =demand at node i
d ij =distance from demand node i to candidate location j

α =cost per unit distance per unit demand
1 if facility is located at site j
Xj =
0 if not
Decision Variables
Yij =fraction of demand at node i that is served by a facility at node j
Given such notation, the fixed charge facility location model with capacity
constraints is formulated below.

Minimize

∑f

X j + α ∑∑ hi d ij Yij

(3.1)

=1

∀i

(3.2)

Yij ≤ X j

∀i, j

(3.3)

X j = 0,1

∀j

(3.4)

Yij ≥ 0

∀i, j

(3.5)

j

j

Subject to:

i

∑Y

ij

j

j

The objective function (3.1) minimizes the total cost consisting of fixed capitals and
transportation costs. Constraint (3.2) specifies that each demand node i be served,
whereas constraint (3.3) stipulates that the allocation of demand node i to a facility at j be
conditioned on the prerequisite that a facility is located at j. Constraints (3.4) and (3.5)
are the integrality and non-negativity constraints.
The p-median problem excludes the item

∑f
j

∑X

j

= p.

j
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j

X j but includes the constraint

As shown above, the p-median and fixed charge facility problems formulate the main
logistic components such as demand, cost, and allocation of demand to facilities.
Extensions are derived from changes in these facets.
The most significant extension in the p-median model is to locate the p facilities on a
stochastic network where transportation costs and/or demands are probabilistic rather
than deterministic (Larson, 1975; Mirchandani and Odoni, 1979; Berman et al., 1990).
Other important generations come from multiple objectives, hierarchy of functionally
interacting facilities such as different levels of post offices, and fractional assignment of a
demand node to a facility. Again, these are mainly for public sector facilities.
Fixed charge location problems are divided into uncapacitated facility location
problems and capacitated facility location problems, based on whether there are
constraints for facility capacity. As to capacitated facility location problems, a very
important variant is the dynamic location problem to locate facilities in a multi-period
horizon (Erlenkotter, 1981; Sweeney and Tatham, 1976; Van Roy and Erlenkotter, 1982).
Other variations result from multiple commodities (Geoffrion and Graves, 1974),
integration with routing (Perl and Daskin, 1985), and etc.
Business or private sector logistics consider minimal costs or maximal profits as their
commercial motive. In particular, maximal profits are the final business goal. This is an
undisputed cognizance. When modeling business logistic problems, modelers should
naturally take such motives as the objective. However, as shown in the formulation (3.1),
nearly all problem objective functions minimize total costs rather than maximize profits.
Such a formulation is based on the implicit assumption that cost minimization is
equivalent to profit maximization.
Such equivalence is valid only when the market share or demand served by facilities
remains insensitive or unchanged to decisions to locate facilities. Actually, constraint
(3.2) guarantees in acquiescence that all demands are served by facilities to be placed.
These formulations are correct for many cases, such as warehouses of a large
supermarket chain or those of a giant auto maker, in which facilities to be sited serve as
an internal part of production and do not interact with customers or markets. But for
many other cases such as the ICD location problem 1, these formulations cannot reflect
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reality since such facilities, acting as independent business entities, directly face market
and interact with their customers.
The ICD location problem is further taken as an example to exemplify similar facility
problems. Although container inland transport is compartmentalized as one segment of
the whole sea borne container transport process, container transport on land is an
independent transport service. How to locate expensive ICD’s is strongly related to
canvassing for more containers and cargoes. Figures 2-4, 2-5, 2-6 and 2-7 of Chapter 2
has shown the difference in terms of container movement and cargo handling between
cargo clearance at ports and ICD’s. Suppose there are two operators in the market, one
has an ICD and another does not. It is obvious who will have more market share. If the
operator pursues minimal cost and does not invest in building an ICD, it will lose market
share to the one who has an ICD. Therefore, less investment or cost does not necessarily
mean more profit. On the contrary, more investment is likely to bring more profit because
better facilities and service might win over more market share. It is now easy to see that
cost minimization is not equivalent to profit maximization.
In addition, when looking at problems such as the ICD location problem, a modeler
should not assume that demands are exogenous or that the market is fixed and occupied
by one player who is the operator of facilities to be established. Conversely, he should
study the innate relationship between locations and demands. As such, demands are
endogenous or elastic to facility locations and participation by multiple players makes the
market competitive. In the paragraph to follow, the state of art of location problems with
endogenous demand and in a competitive environment is examined.
Literature of this area appears to be rather limited. Perl and Ho (1990) formulate a
public non-emergency facility location problem by maximizing Consumer’s Surplus
under different simple demand functions. Consumer’s Willingness to Pay and
Consumer’s Surplus, defined by welfare economists to measure benefits of public welfare
facilities and projects, are not suitable for the private sector. Hakimi (1990) proposes to
divide the demand among the facilities according to the distances between the demand
and the various facilities. He also recommends locating facilities using game theory to
simulate two service suppliers to compete for market share.
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3.2.2 Algorithms
Hakimi (1964) first formulated the p-median problem and coined the terminology of the
p-median problem, then (1965) demonstrated that for the p-median problem, at least one
optimal solution could be found at p of the network nodes. Since then, the p-median
problem has been treated as a discrete location problem.
Even so, professionals have suffered from the complexity of the p-median problem.
Given a network composed of N nodes, the algorithm needs to examine the
N 
N!
  =
 P  P! ( N − P )!
alternative solutions. Although given P, the number of solutions is O (N P ) (for P<<N)
and thus is seemingly polynomial in N, in practice with P or N increasing, this number
can be large enough to prevent modelers from solving the p-median problem in a
reasonable time. Kariv and Hakimi (1979) illustrated that the p-median problem can be
solved in polynomial time on a tree network but is NP-complete on a general graph.
Garey and Johnson (1979) has also shown that the p-median model is NP-hard.
In the case of the fixed charge or warehouse location problem that does not
predetermine the number of facilities to be located, the number of solutions goes up to
N 
 = 2 N − 1 = O (2 N )
i =1 

N

∑  i
which is exponential in N.

Therefore, Handler and Mirchandani(1979) pointed out that p-median problems,
warehouse problems and their many extensions are almost all NP-complete.
The proposed ICD location problem, as a fixed charge facility location problem, can
thus be thought of as NP-complete.
Primarily because of the general convexity properties of tree networks, efficient
polynomial-time graphic theoretic algorithms have been developed for p-median
problems with linear costs on tree networks (Dearing et al., 1976). As general networks
underlie most of the real world problems, tremendous efforts have been made to explore
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the algorithms for p-median and fixed charge facility location problems for which graphic
theoretic approaches are powerless.
Due to the similarity and indivisibility between p-median problems and fixed charge
facility location problems in terms of algorithms, in the following paragraphs, algorithms
are discussed without differentiating these two types of problems that are therefore
generally called facility location problems.
Algorithms used for facility location problems rooted on general networks can be
classified into three categories, namely, enumeration, mathematical programming based
algorithms and heuristics.
Of course, enumeration can only be employed for small-scale problems.
The Mathematical programming approaches are based on the integer or mixed integer
linear programming formulations of facility location problems. The popular methods of
addressing the NP-completeness comprise linear programming relaxation (ReVelle and
Swain, 1970), branch-and-bound (Khumawala, 1972; Akinc and Khumawala, 1977),
Lagrangian relaxation (Geoffrion, 1974; Geoffrion and McBride, 1978), dual-based
algorithm (Erlenkotter, 1978), and Bender’s decomposition (Geoffrion and Graves 1974).
Daskin (1995), Mirchandani (1990), Jacobsen (1990), and Mirchandani and Wong (1990)
extensively and intensively summarize the state of the art algorithms for p-median
problems and fixed charge facility location problems.
Among these mathematical programming based algorithms, linear programming
relaxation cannot guarantee integrality. This is the case in particular for most problems
that are involved with binary decision variables. Branch-and-bound algorithms are not
efficient in the sense that enumeration cannot be curtailed sufficiently due to the fact that
the bound at each node of the enumeration tree cannot be computed quickly. Lagrangian
relaxation, weighting the constraints by multipliers and putting them in the objective
function, is widely used for both p-median and fixed facility location problems. Bender’s
decomposition, solving the mixed integer programming formulation, has been improved
to accelerate the convergence. Dual-based procedure is considered promising.
These algorithms have significantly helped industry to optimize location decisions.
Due to the fact that most facility location problems are formulated into linear integer or
mixed integer programming problems, these algorithms are mainly based on linearity.
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Given Lagrangian Relaxation as an example; it requires not only linearity but also
identical signs in the objective function, namely all positive or all negative signs.
Otherwise, the bounds cannot be generated. On the other hand, most of these algorithms
employ an approximation method, and some are heuristic in nature. For instance, many
professionals regard Lagragian relaxation as a heuristic. Moreover, some of these
algorithms are integrated with heuristics when applied to solve specific formulations.
Besides requirements for linearity, mathematical programming based algorithms cannot
completely guarantee optimality in theory. Also, mathematical programming based
algorithms are not easily manipulated or applied.
Even though scores of algorithms based on mathematical programming have been
devised, the NP-hardness or NP-completeness of facility location problems has made
researchers and practitioners resort to heuristics. As a matter of fact, heuristics were first
used in location problems and have been obtaining more and more attention. Greedy
(ADD) and interchange (exchange or DROP) heuristics (Kuehn and Hamburger, 1963)
are considered as the basis for various heuristics applied in facility location problems. But
theoretically speaking, greedy and interchange heuristics are likely to be confined to local
optimality. They can find a local optimal solution for complicated optimization problems
but are prone to be confined to local optimality. It is likely for these heuristics to yield a
bad solution, albeit a local optimal solution, for problems whose local optimums are
dramatically different. Many mathematical programming based algorithms, which are
heuristic in nature, try to theoretically look for better local optimums but cannot
guarantee the overall optimality, either.
Tabu search (Glover, 1989a; Glover 1989b; Glover and Laguna 1993; Glover and
Laguna 1997), genetic algorithms and simulated annealing were consider in the 1980s the
most promising heuristic algorithms to solve combinatorial NP-complete problems and
are named modern heuristics due to their late advent. All these heuristics try to transcend
local optimality to find a very good local optimum close to global optimum if not the
global one. Tabu search among them, in the author’s opinion, is most widely applied to
almost all combinatorial optimizations, as summarized in Glover and Laguna (1997).
Tabu search was also applied to location problems or other combinatorial optimizations
(e.g., Rolland et al, 1996; Wen and Huang, 1996; Lukkentangen and Glover, 1997).
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3.2.3 Performance Evaluation of Heuristic Algorithms Using Statistical
Inference

The application of statistical inference into combinatorial optimization is theoretically
rooted on statistical theory of extremes that was first proved by Fisher and Tippert
(1928). Consider that we take S independent samples, each of size m, from a parent
population which has minimum value a. If xi is the smallest value in sample i, then denote
v=min {xi: 1≤i≤S}. Fisher and Tippert approved that as m gets large, the distribution of
xi approaches a Weibull distribution with a as the location parameter (Gumbel, 1958;
Golden, 1977). The probability density function for Weibull distribution is presented as
follows.
 c  x − a 
f x ( x 0 ) =   0

 b  b 

c −1

  x − a c 
exp −  0
  for x 0 ≥ a ≥ 0, b ≥ 0, c ≥ 0
b

 


(3.6)

Where a is the location parameter, b is the scale parameter, and c is the shape parameter.
The cumulative Weilbull distribution is given below.
  x 0 − a  c 
Fx (x 0 ) = Prob{x ≤ x 0 } = 1 − exp − 

  b  

(3.7)

where a, b, and c are the same as in the probability density function.
Golden (1978) computed Kolmogorov-Smirnov statistics in the point estimation of
global optimum for the 2-opt heuristic of Traveling Salesman Problem to corroborate that
the heuristic solutions are Weibull distributed. Given independence, he concluded that
Weibull distribution hypothesis could not be rejected. Further, Golden and Alt (1979)
developed straightforward procedures which compute confidence intervals to measure the
derivations of heuristic algorithms from optimality, they also pointed out that such
procedures are applicable to a host of combinatorial optimization problems although they
applied these procedures to TSP problem.

39

3.3 Summarization
Consensus has been made in several points pertaining to facility location problems, or
even the whole logistics (e.g., Daskin, 1985;Golden and Baker 1985; Hall 1985).
First, any logistic model must be grounded on the realistic characteristics and essence
of real world problems. That is, a model must abstract the most basic and crucial
elements of reality, further explain the intrinsic intricacy, and finally control and predict
the change of problems. Hence, for a specific problem, the realism of the proposed
logistic model is even of more important than the sophistication of the designed solution
algorithm in the sense that the realism of a model is the premise of a good solution to the
problem.
Second, no formulation exists that embodies all facets of a realistic problem although
many modelers have tried to rationally incorporate realism. Given such circumstances,
the optimal solution produced by theoretical optimal algorithms does not mean that this
solution is optimal to realistic problems.
Finally, due to extreme difficulty in computation caused by NP-completeness, more
solid and efficient algorithms remain to be developed and polished. More importantly, an
agreed recognition of algorithms is that heuristics may find better solutions than some
mathematical programming-based algorithms such as Lagrangian relaxation.
Model realism and solution algorithms have been the two main active subjects in the
area of logistics in recent decades and will likely continue so in the future.
The model realism can only be achieved by good mathematical formulations. By
extending from the prototype problems to diverse scenarios, previous sections have
described realistic facility location problems that were successfully addressed. However,
as pointed out, these formulations assume that cost minimization is equal to profit
maximization and that that demands are exogenous or that the market is fixed and
occupied by one player who is the operator of facilities to be established.
Literature in the ICD location problem appears to be very rare. The ICD location
problem has not been brought up sufficiently in academia. The United Nations (1990,
1992a) proposes an economic model to evaluate the financial and economic
consequences of a single ICD. Such a model is very helpful in analyzing investment and
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operating costs for a single ICD under a specified throughput, but it is unable to represent
the problem at the network level. Chapter 4 presents the formulation of the ICD location
problem. This formulation takes profit maximization as the objective function. Also,
discrete choice analysis has been successfully developed and applied in demand
forecasting (Ben-Akiva and Lerman 1985). Discrete choice analysis generates the
aggregate traffic and freight demand by modeling individual passenger or shipper’s
behaviors and preferences in selecting transport alternatives. The thesis tries to integrate
discrete choice analysis into ICD location problem and thus treats demands endogenously
by formulating shipper’s preferences in selecting ICD services.
Current mathematical programming-based algorithms require linearity in formulation
and some of them require identical signs in the objective function. Mathematical
programming based algorithms cannot completely guarantee optimality in theory. By
reason of model realism, the ICD problem under a competitive environment is formulated
into exponentially nonlinear integer programming with maximization of profit as the
objective function (inevitably mixed with negative and positive signs). Such a
formulation precludes the existing mathematical programming based algorithms. Because
of the formerly articulated common perception of algorithms and especially heuristics;
modern heuristics are applied to solve the formulation. This is the content of Chapter 5.
Chapter 6 evaluates the performance of the designed heuristic algorithm using statistical
inference.
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Chapter 4

Problem Formulation

4.1 Introduction
As summarized in Chapter 3, facility location models overwhelmingly treat facility location
problems with the assumption that demands are deterministic and exogenous to facilities, and
thus do not formulate the competitiveness among facilities. Also, the ICD location problem has
not been brought up sufficiently in academia and there is no ICD location model to help
container operators establish an ICD network.
The ICD business is under fierce competition. Demands are endogenous to ICD’s and where
to locate an ICD determines the container volume it can attract. In order to correctly formulate
the ICD location problem, the interaction between demands and ICD locations must be
quantitatively addressed. This chapter will study the shipper, quantify the shipper’s behavior in
selecting ICD services, and develop the formulation of ICD location problem.

4.2 Shipper’s Transport Logistics Cost
In intermodal container transport, demand is derived from international trade freight that is
owned and controlled by shippers, namely, importers and exporters. The shipper is the final
customer of intermodal container transport. The best way to study the relationship or interaction
is to study shipper’ behaviors or preferences in selecting transport services. Shipper’s behaviors
are associated with commodity attributes, and transport attributes of the modes. Commodity
attributes are described by the following variables:
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•

density

•

value per pound

•

shelf life

•

typical packaging

And transport attributes of the modes include:
•

availability of equipment

•

transit time

•

reliability

•

load and unload cost

•

loss and damage experience

Unlike bulky goods such as coal, fertilizer, etc., containerizable international trade goods are
high value-added commodities. Containerizable international trade commodities also share
common characteristics in their transport attributes. As commodity attributes and transport
attributes determine shipper’s behaviors in selecting transport service, we can thus assume that
shippers are homogeneous in selecting services provided by ICD’s.
The attributes determine the shipper’s behaviors in selecting transport service. All of these
attributes and behaviors can be integrated into the “shipper’s utility function” which,
quantitatively speaking, in this case, is mainly represented by the total transport logistics cost.
Transport logistics cost influences the final price of the export or the import, where the former
will affect the competitiveness of shipper’s goods in world markets while the latter raises the cost
of imported goods for shippers. Clearly, from the shipper’s perspective, the aim is to derive
maximum advantage from transport logistics cost by minimizing it to the extent possible.
The total transport logistics cost is associated with the ordering, transport, inventory and the
use of the product being shipped. Components that detail the total transport logistics costs of
acquiring, shipping and storing the product include:
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•

inland transport cost

•

cargo inspection cost

•

commercial fees

•

loading and unloading cost

•

reloading and/or re-handling costs

•

ordering cost

•

capital carrying cost in inventory

•

warehousing cost

•

cost of claims

•

loss of shelf life

•

cost for emergency shipments

The shipper transport logistics cost is divided into transport costs and logistics costs. The
transport charges are based on tariff structure for container terminal handling, ICD handling,
trucking, rail transportation, and barge transportation. In addition to these charges, there are
commercial fees to be paid for services provided by the shipping agent and the freight forwarder,
as well as government charges for cross border inspections provided by Customs, Health
Quarantine, Plant and Animal Product Inspection, etc. The logistics cost component is related
to non-transport costs incurred while the container goods are in transit or storage. They include
many of the items previously described, such as ordering cost, capital carrying cost in inventory,
warehousing cost, cost of claims, loss of shelf life, and cost for emergency shipments.
International buyers and sellers had paid more attention to transport cost but less to logistics
cost until the revolution in trade logistics. This revolution is predicated on the “inventory
postponement” mantra whose objective is to maximize competitive advantage by the trade-off
between inventory and transportation cost. This trade-off generally involves minimizing
inventory and other logistics costs and offsetting it against the potential increase in transport
related costs. Suppose a shipper treats transport cost and logistics cost equally, or transport cost
and logistics cost is equally important to the shipper. The two most dominating logistics costs,

44

ordering cost and inventory cost, are used to represent the logistics cost. The relationship
between transport cost and logistics cost (inventory cost and ordering cost in this example) is
shown in Figure 4-1.
From Figure 4-1, the trade-off of transport cost and logistics cost can be easily seen. If we
do not consider some items such as reliability that are difficult to be quantified, transport
logistics cost represents the shipper’s utility function. If the shipper considers transport cost and
logistics cost equally important to him, then the additive sum of transport cost and logistics cost
can be regarded as the shipper’s utility. The shipper will choose the ICD service that provides
him the least total transport logistics cost. The container transport operator must locate ICD’s
with an attempt to provide the least transport logistics cost to as many shippers as possible and
as much as possible.
Figure 4-1 Transportation Cost vs. Logistics Cost
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4.3 Discrete Choice Analysis1
Discrete choice analysis provides the theory and methods to model individual choice from a set
of mutually exclusive and collectively exhaustive alternatives and to investigate aggregate
demand from disaggregate data. This thesis applies theories and methods of discrete choice
analysis to quantitatively describe shipper’s selection of ICD service. Discrete choice analysis
employs the principle of utility maximization, i.e., a decision maker is modeled as selecting the
alternative with the highest utility among those available at the time a choice is made. This
section will first present the parameterized utility function, operational choice models, estimation
of choice models, and aggregation of individual choices.

4.3.1

Random Utility

The basic approach to the mathematical theories of individual choice behavior is that of
microeconomic consumer theory, which assumes “rational behavior” to describe a decision
maker with consistent and transitive preferences. Consumer theory was also adopted in discrete
choice analysis. Consider a universal set of alternatives, denoted C. Based on constraints, an
individual decision maker n defines his/her choice set C n ⊆ C . Every alternative is associated
with the following utility index
U in = U ( z in , S n ), i ∈ C n ,

(4.1)

where z in is a vector of the attribute values for alternative i as viewed by decision maker n such
as transport time, cost and reliability, and S n is a vector of socioeconomic characteristics of the
decision maker n such as age, income, and education. The individual decision-maker is always
assumed to select the alternative with the highest utility. Therefore, the decision maker n chooses
alternative i ∈ C n if and only if
U in > U jn ,

all j ≠ i, j ∈ C n .

(4.2)

However, in choice experiments, individuals have been observed to violate both consistence
1

Please refer to Ben-Akiva and Lerman (1985) for details of discrete choice analysis.
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and transitiveness in selecting alternatives. In order to explain experimental observations of
inconsistent and non-transitive preferences, discrete choice analysis introduced a probabilistic
choice mechanism to capture unobserved variations among decision makers and unobserved
attributes of the alternatives. It can also account for pure random behavior as well as errors due
to incorrect perception of attributes and choices of sub-optimal alternatives. The observed
inconsistencies in choice behavior are deemed a result of observational deficiencies on the part
of the analyst. From the perspective of the analyst, utilities are not known with certainty. The
analyst thus regards utilities as random variables. This is the basis of the random utility approach.
Instead of selecting the alternative with the highest utility, the decision-maker is interpreted to
behave with choice probability defined by a probability distribution over the alternatives that
includes the utilities as parameters.
We denote the probability of decision maker n selecting alternative i as Pn(i),
or as
Pn (i | C n )
The following conditions are required:
0 ≤ Pn (i | C n ) ≤ 1,

∑ P (i | C

i∈C n

n

n

all i ∈ C n ;

(4.3)

) = 1.

(4.4)

The choice probability of alternative i is equal to the probability that the utility of alternative i,
Uin, is greater than or equal to the utilities of all other alternatives in the choice set. This can be
written as follows:
Pn (i | C n ) = Pr[U in ≥ U jn , all j ∈ C n ].

(4.5)

It can be seen that choice probability is derived from the joint probability distribution for the set
of the random utilities {U in .i ∈ C n } . Unobserved attributes, unobserved taste variations,
measurement errors, and imperfect information, and instrumental variables are identified as
sources for randomness of utilities. The effect of each of these to the utility function is presented
below.
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•

Unobserved attributes z inU
U in = U ( z in , S n , z inU )

•

(4.6)

Unobserved taste variations S nU
U in = U ( z in , S n , S nU )

•

(4.7)

Measurement errors ε~in
U in = U ( z in + ε~in , S n )

•

(4.8)

~
Instrumental variables ~
z in
~
U in = U ( ~
z in , S n )

(4.9)

~
~
z in is not observable and can be written as
~
~
~
z in = g ( z in ) + ε~in ),

(4.10)

~
where g denotes the imperfect relationship between instruments and attributes and ε~in is
a random error.

To summarize the above, the random utility of an alternative can be expressed as the sum
of observable and unobservable components as follows:
U in = V ( z in , S n ) + ε ( z in , S n ) = Vin + ε in

(4.11)

U in is random variable composed of deterministic component Vin , called systematic component,
and random component ε in , termed disturbance. We substitute (4.11) for U in in (4.5) and obtain:
Pn ( i | C n ) = Pr( Vin + ε in ≥ V jn + ε jn , ∀ j ∈ C n , j ≠ i ).

4.3.2

(4.12)

Parameterized Multinomial Choice Models

As shown above, Vin comes from V ( z in , S n ) and thus is a function of variables from z in and S n .
We use new vectors xin to represent z in and S n , xin = h( z in , S in ) where h is a vector-valued
function. For the purpose of convenient computation, the function of Vin is constructed linearly
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in parameter, â = [ β 1 , β 2 , ... , β k ]' , as follows.
Vin = β 1 xin1 + β 2 xin 2 +  + β ink

(4.13)

It is implicitly assumed here that all decision makers share the same â = [ β 1 , β 2 , ... , β k ]' .
According to Section 4.2, we define transport cost and logistics cost as the variables of the
utility vector2. This is also due to the fact that both container operators and shippers recognize
the importance of these two factors and surveys for these two factors have been performed in the
container transport industry. Thus, the shipper’s deterministic part of choice utility can be written
as Vin = β 1 xin1 + β 2 xin 2 .
Each individual n defines his choice set C n . We denote J n as the number of choices of C n .
If J n = 2 , there are two alternatives in the choice set, choice models are called binary choice
models. If J n > 2 , there are more than two alternatives, choice models are termed multinomial
choice models. Since the binary choice model is the special case of multinomial choice models
and the shipper in container transport industry is usually confronted with more than two
alternatives, we will discuss multinomial choice models, of which Multinomial Logit (MNL) will
be focused.
Equation (4.12) can be further transformed into
Pn (i | C n ) = Pr(ε jn ≤ Vin − V jn + ε in , ∀j ∈ C n , j ≠ i ).

(4.14)

We use f (ε 1n , ε 2 n , , ε J n n ) to denote the joint distribution of disturbances. Without loss of
generality suppose alternative i to be the first alternative in C n . Then
Pn (1) = ∫

∞

V1 n −V2 n + ε1 n

∫

ε1n = −∞ ε 2 n = −∞

Vn −V J n n +ε1 n

∫

ε J n n = −∞

f (ε 1n , ε 2 n , , ε J n n )dε J n n dε J n −1, n  dε 1n

(4.15)

Probabilities of alternatives other than i=1 can be calculated accordingly by reordering
choices in C n .
Such an integral is not computationally convenient. We must find a closed form expression
of the choice probability. The multinomial logit concept is useful and has become the most
widely used method for discrete choice analysis.

2

How to determine shipper’s utility vector is listed as future study in Chapter 7.
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If we assume that U in = Vin + ε in , for all i ∈ C n , and that all the disturbances ε in are (1)
independently distributed, (2) identically distributed, and (3) Gumbel-distributed, then the
multinomial logit is expressed as
Pn (i ) =

eVin

∑

j∈C n

e

(4.16)

V jn

or
e β xin
'

Pn (i ) =

∑

j∈C n

e

(4.17)

β ' x jn

Once again,
0 ≤ Pn (i ) ≤ 1, for all i ∈ C n ,
and

∑ P (i) = 1.

i∈C n

n

In this research, multinomial logit is adopted in deciding the shipper’s choice probability in
selecting ICD service.

4.3.3

Estimation of Multinomial Logit

The estimation of multinomial logit is to find estimates βˆ1 , βˆ 2 ,  , βˆ k for β 1 , β 2,  , β k . The
most widely used estimation procedure, maximum likelihood, is taken to estimate multinomial
logit. Consider a sample of N observations randomly drawn from the population. For each
observation, we define
1 if observation n chose alternative i,
y in = 
otherwise.
0
We further define λ∗ as the likelihood function and obtain
N

λ∗ = ∏∏ Pn (i ) yin

(4.18)

n =1 i∈C n
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e β xin
'

where Pn (i ) =

∑

j∈C n

e

β ' x jn

.

We denote λ as the logarithm of λ∗ , and take the logarithm of equation (4.18)

β ′x 
λ = ∑ ∑ y in  β ′xin − ln ∑ e jn  .
n =1 i∈C n
j∈C n


N

(4.19)

In order to get the maximum of λ , we need to differentiate equation (4.19) with respect to each
of the β ’s and achieve the first order conditions:
β ′x

e jn x jnk 
∑

∂λ
j∈C
= ∑ ∑ y in  xink − n β ′x jn  = 0, for k = 1,  , K .
ˆ

∂β k

n =1 i∈C n
∑e
j∈C n


By solving (4.20), we can seek the estimates βˆ1 , βˆ 2 ,  , βˆ k .
N

4.3.4

(4.20)

Aggregation

Multinomial logit is a disaggregate model that predicts individual behavior. However, we are
more concerned with aggregate demand such as total passenger trips or freight traffic in real
world planning and investment. Therefore, we need to generate aggregate demand on the basis
of a disaggregate model. This is aggregation.
Let N denote the number of decision makers, travelers, or shippers, in the population and,
N(i), the total expected number of decision makers in N choosing alternative i. Apparently,
N

N (i ) = ∑ Pn (i ) .

(4.21)

n =1

N(i) is the expected value of the aggregate number of individuals in the population choosing i
and is the estimate of the actual number of decision makers choosing i. We change the form of
equation (4.21) to express the share or percentage of the population of decision makers choosing
i, denoted as W(i), then
W (i ) =

1
N

N

∑ P (i) = E [ P(i)] .
n =1

(4.22)

n
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To calculate Pn (i ) , we need to know every individual n’s attributes xin for each alternative
i, which is totally impossible when the population is large. Several techniques have been
developed to aggregate demand over individual behavior. One of these is average individual,
which constructs an “average individual” or “representative individual” for the population and
uses the choice probability for the average individual as an approximation for W(i).
Based on Section 4.2 of this chapter, we assume homogeneity of shippers of international
trade, for the purpose of simplification at the stage of trying to employ discrete choice analysis
addressing facility location problems3. Given this assumption, each shipper is considered an
“average individual” representing all shippers in the population, namely, Pn (i) = P(i ) . We thus
can use P(i ) as the substitute of individual choice probability Pn (i ) and use this disaggregate
probability as the proxy for the share or percentage of total aggregate freight volume selecting
alternative i.

4.4 Representation of Selective Relationship between ICD and
Freight Demand
As described in Chapter 1, each major container carrier/operator has its own inland facility
system in North America and is deploying an ICD network in emerging market. Undoubtedly,
each shipper may have multiple ICD’s to select from. As shown in Figures 1-1 and 1-2, both
APL and Sea-Land have inland container terminals in Chicago. Shippers in Chicago would have
at least these two alternatives, plus other terminals of other intermodal container operators in the
Chicago area. The fact that shippers have multiple choices means that ICD business is conducted
in a competitive environment. When either locating new ICD’s or adjusting the existing ICD
network, a container operator must decide the siting of expensive ICD’s based on the analysis
of the shipper’s reaction to its ICD in a competitive marketplace. This research proposes to
employ multinomial logit of discrete choice analysis to quantitatively formulate the interaction
3

Aggregation is listed as future study in Chapter 7.
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between the ICD siting and freight demand. But before doing this, let’s first denote the system
composed of ICD and demand.
From the standpoint of a container operator who is planning to configure an ICD network in
a regional market, an inland container transport network can be represented by four sets of nodes
defined as VD, X, VY, and P, respectively.
•

VD = {vd1, vd2, ..., vdi, ..., vdI}, demand nodes, which are geographic centeroids of
jurisdictions such as city, town or county;

•

VY = {vy1, vy2, ..., vyk, ..., vyK }, proposed possible ICD sites;

•

X = {x1, x2, ..., xj, ..., xJ}, existing ICD sites; and

•

P={p1, p2, ..., pg, ..., pG}, ports through which containers enter and/or exit a country.

The ICD location problem is to help the container operator to determine a subset of VY that
can maximize the operator's total financial benefit. We also define
•

D = {d1, d2, ..., di, ..., dI}, demand volume at each demand node4 ; and

•

Y = {y1, y2, ..., yk, ..., yK }, the decision variables.
G

Therefore, di is the sum of all fractional demands dig via each port pg, namely, d i = ∑ d ig . As
g =1

we assumed homogeneity in shippers, one shipper among shippers of fractional demand dig can
aggregately represent all shippers. In other words, we can think that fractional demand dig
belongs to one representative shipper, ig. Also, if a facility is located at site yk, then yk = 1,
otherwise yk = 0.
The interactive, selective relations of such a network are diagrammatically exemplified in
Figure 4-2. Ports p1 and p2 are loading (import cargo) and discharge (export cargo) ports for
demand node vd1, vd2, vd3, and vd4 that are currently served by existing ICD’s at x1 and x2. The
container operator is planning a new ICD at vy1 to offer services to demand node vd1, vd2, vd3
and vd4 as do ICD’s at x1 and x2. In this small network, demands at demand node vd1, vd2, vd3,
and vd4 can go through either port p1 or p2, represented by solid lines between port and demand
4

Demand is broken down in more detail in the formulation section of this chapter.
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node. From the shipper’s standpoint, ICD’s at x1, x2, x3, x4 and vy1 are treated as competing
service suppliers to share the market composed of demands at vd1, vd2, vd3 and vd4 no matter
whether operators of ICD’s at x1, x2 and y1 are the same or different. If a shipper considers an
existing ICD an alternative, demand nodes and existing ICD’s are linked by dotted lines. If a
shipper considers a proposed ICD a potential alternative, demand nodes and proposed ICD’s are
linked by dot-dash line.

Figure 4-2 Selective Relations between ICD and Demand
vd1
x1

p1

x2

vd2
vy1
vd3

x3
x4

p2

vd4

As shown in Figure 4-2, if an ICD is decided to be located at vy1, it will be viewed as an
option by all demands. It can be seen that demands at vd1 and vd2 regard ICD at x1, x2, and vy1
as feasible choices while demands at vd3, vd4, ICD at x3, x4, and vy1. We now use one shipper ig
to represent shippers of fractional demand dig. Thus choice sets for Shipper ig of fractional
demands between demand node vd1, vd2, vd3, and vd4 and port p1 and p2 are

C11={x1, x2, vy1};
C12={x1, x2, vy1};
C21={x1, x2, vy1};
C22={x1, x2, vy1};
C31={x3, x4, vy1};
C32={x3, x4, vy1};
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C41={x3, x4, vy1}; and
C42={x3, x4, vy1}.

Defining choice set can be very difficult due to the complex interaction between the decisionmaker and his/her environment. At this stage, we assume the analyst can specify the decisionmaker’s choice set using reasonable, deterministic rules. For example, an ICD within a certain
distance to shipper would be viewed as a feasible choice by the shipper.
We defined transport cost and logistics cost as variables of the utility vector. The utility of
shipper ig to select ICD at vyk can thus be written as
U igk = β′Vigk + ε igk = β1 xigk 1 + β 2 xigk 2 + ε igk

(4.23)

where
β1 , β 2 are utility parameters;
xigk1 and xigk2 represent transport cost and logistics cost; and
ε igk is the random part of utility function.
Based on multinomial logit, the probability of the shipper ig to select facility at vyk can be
calculated in the following.
Pigk =

Vigk

yk e
K

∑y e
k =1

Vigk

k

J

(4.24)

+ ∑e

Vigj

j =1

4.5 Problem Formulation
Many scenarios may be possible according to the corporate makeup of all existing and proposed
facilities. This dissertation presents the simple scenario where a new operator is established and
wants to open one or several ICD’s in addition to existing ICD’s that are operated by other peer
operators. The problem is thus to optimize this new operator's decision on how to locate its ICD
such that the operator's total financial benefit, i.e., profit is maximized.
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4.5.1

Objective Function

We take one year as the time horizon. Decision variables are yk, hk, gk. Decision variable yk
represents whether an ICD is located at site k. Decision variables hk and gk describe whether
heavy lift truck system or RTG system is selected if an ICD is located at site k, obviously, either
lift truck system or RTG is selected. The proceeds of an ICD come from its service charges, and
the costs are an amortization of civil construction and container handling equipment, plus annual
operating costs. The objective function is expressed below.

Max R-C

(4.25)

where
R = annual service revenues,
C = annual total costs.

In practice, services at ICD are charged according to flat rate, Freight in All Kinds (FAK),
according to the box sizes, which are larger than Forty-foot Equivalent Unit (FEU), FEU and
TEU, and movement directions, which are import and export, and container types, which are
tank, reefer and dry. The probability Pigk calculated in Equation (4.24) can be used as the proxy
of proportion by which demand dig is split among these container facilities. The first term in
Equation (4.25), the service revenues, can be expressed as follows.

D

K

G

I

S

F

R = ∑ ∑ ∑ ∑ ∑ ∑ Pigkdsf d igdsf p dsf
k

(4.26)

d =1 k =1 g =1 i=1 s=1 f =1

where:
d = direction of container and cargo flow, namely import and export, d = 1, 2 (D = 2);
s = container size, s = 1,2,3 (S = 3) for larger than FEU, FEU, and TEU;
f = container type, i.e. tank, reefer, and dry, f = 1, 2, 3 (F = 3),
dsf
d ig =container demand of direction d, container size s, and container type f and between

demand node i and port g,
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Pigkdsf = probability or proportion of demand d igdsf to choose facility k,
ds f

pk

= unit ICD service charge per container of direction d, size s, and type f at k, which

includes price for stuffing/stripping, handling, drayage, and storage.

The annual total costs can be further written as follows.

K

C = ∑ yk
k =1

(

fk
ug × gc k × g k
uh × hl k × hk
ul × ll k
uf × fl k
+
+
+
+
+ oc k
n1
n2
n3
n4
n5

)

(4.27)

where:
f k = civil construction capital, including pavement, land purchase/lease, sheds,
warehouses, docks, etc.;
n1 = life time of civil works in years;
ug = unit purchase price of RTG/RMG;
gc k = RTG/RMG requirements;
1 select RTG/RMG system
;
gk = 
0 do not select RTG/RMG
n2 = life time of RTG/RMG in years;
uh = unit purchase price of heavy top/side lift truck;
hl k = heavy top/side lift truck requirements;
1 select heavy lift truck system
;
hk = 
0 do not select heavy lift truck
n3 = life time of heavy lift truck in years;
ul = unit purchase price of light lift truck;
ll k = light lift truck requirements;
n4 = life time of light lift truck in years;
uf = unit purchase price of tractor/chases/fork lift truck;
fl k = tractors/chases/fork lift truck requirements;
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n5 = life time of tractor/chases/fork lift truck in years;
ock =annual maintenance and operating cost.

Equation (4.27) is the averaged annual depreciation of fixed costs plus annual operating
costs. As described in Section 2.4 of Chapter 2, container handling systems are classified into
gantry cranes (RTG/RMG) and lift trucks. We use gk and hk to represent the selection of handling
systems. Obviously, only of them will be selected, i.e. g k + hk = 1 , and this will be addressed
in constraints. These cost items are further calculated in the following.

Civil works cost fk

Different handling systems have different storage densities, as shown in Table 2-3. The
handling system determines the required total land area and required civil works per unit area,
the latter determining the unit cost of civil works. Civil works cost fk is computed in the
following by the multiplication of land area requirements and unit costs that consist of lease or
purchase and civil works.

D

G

I

S

F

∑∑∑∑∑ P

dsf
igk

fk =

d igdsf wsη k λ k

d =1 g =1 i=1 s=1 f =1

365

( θ 1 g k + θ 2 hk )( µ 1k g k + µ 2 k hk )

∀k

(4.28)

where
ws is the conversion coefficient to convert different boxes into TEU,
s = 1 20' box
 1

s = 2 40' box ;
ws =  2
2.25 s = 3 45' box


η k is the peak ratio, reflecting the fluctuation of traffic due to the vessel schedules,
weather and seasonality;

λ k is the average number of dwell days of container at ICD;
θ 1 is the storage density of RTG/RMG system (m2/TEU, as shown in Table 2-3);
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θ 2 is the storage density of heavy lift truck system (m2/TEU, as shown in Table 2-3); and
µ 1k is the unit civil cost of RTG/RMG system; and
µ 2 k is the unit civil cost of heavy lift truck system.

D

G

I

S

F

∑∑∑∑∑ P

dsf
igk

In equation (4.28),

d igdsf wsη k λ k

d =1 g =1 i=1 s=1 f =1

produces how many TEU spaces are needed

365

per day, ( θ 1 g k + θ 2 hk ) , unit area requirements per TEU space in square meters of the selected
handling system, and ( µ 1k g k + µ 2 k hk ) , unit cost of the selected handling system including
lease/purchase and civil works. Thus, the whole Equation (4.28) calculates the total civil works
cost of ICD at location k.

Handling equipment requirements

The quantity of gantry cranes can be derived by the following formula:
 D G I S F
dsf
dsf
 ∑ ∑ ∑ ∑ ∑ Pigk d ig η k
d
=
1
g
=
1
i
=
1
s
=
1
f
=
1
gc k = 

365 × σ × 8 × Γ 1










∀ k

(4.29)

where

σ is the number of shifts per day; and
Γ 1 is the container throughput for RTG/RMG (boxes/hr.).

D

G

I

S

F

∑∑∑∑∑
In equation (4.29),
boxes per hour at peak.

Pigkdsf d igdsf η k

d =1 g =1 i=1 s=1 f =1

gives the container traffic in the number of

365 × σ × 8

  means the next largest integer.

Container throughput Γ for each handling equipment is an important parameter to express
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the productivity of handling equipment under a certain environment. It is determined by average
cycle time (lifts per hour, as shown in Table 2-3), average utilization rate, and average lifts
required per container. Average utilization is usually around 50 percent, depending on nonproductive events such as meal times, being idle, and maintenance. Average lifts required per
container are usually around 2.5, one for loading onto stack, one for unloading off stack, and half
for general container shifting in stack. Suppose RTG cycle time is 20 lifts per hour, utilization
rate, 50%, and average needed lifts per box, 2.5, then the container throughput is 4 containers
per hour.
The heavy lift truck requirements can be calculated as follows:
 D G I S F

dsf
dsf
 ∑ ∑ ∑ ∑ ∑ Pigk d ig η k 
d =1 g=1 i=1 s=1 f =1

hl k = 


365 × σ × 8 × Γ 2





∀ k

(4.30)

where

Γ 2 is the container throughput per hour for heavy lift truck.

The light lift truck requirements for empty container boxes can be obtained using the
following equation:
 D G I S F
dsf
dsf
 ∑ ∑ ∑ ∑ ∑ Pigk d ig η k δ k
d
=1
g
=1
i
=1
s
=1
f
=1
ll k = 

365 × σ × 8 × Γ 3










∀ k

(4.31)

where

δ k is the proportion of empty boxes to loaded boxes; and
Γ 3 is the container throughput per hour of light lift truck.

The number of tractors/chases/fork lift trucks can be derived by the following function:
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 D G I S F

dsf
dsf
 ∑ ∑ ∑ ∑ ∑ Pigk d ig η k γ k ws 
d =1 g =1 i=1 s=1 f =1

fl k = 


300 × σ × Γ 4




where

∀ k

(4.32)

γ k is the proportion of stuffed/stripped containers to loaded containers; and
Γ 4 is the container throughput per shift of fork lift truck (TEU/shift).

As described in Section 2.4 of Chapter 2, we need tractor/chassis to move containers back
and forth between container stacks and stuffing/stripping points. When being stuffed or stripped
by fork lift truck, containers will stay on chassis while tractor is detached to haul another
chassis/trailer. We configure the stuffing/stripping machinery as follows: one tractor is equipped
with two chases or trailers, and one chassis/trailer one fork lift truck. Therefore, the unit price
of flk is half tractor price plus chassis price and fork lift truck price. Also, stuffing/stripping
usually operates 6 days per week, thus we use 300 days as the working time of one year.

Maintenance and operating cost ock

For the purpose of simplification, ock uses personnel wages and percentage of initial civil
works capitol and handling equipment to contain all maintenance and operating costs that were
described in Section 2.4 of Chapter 2. The ock is expressed below:
oc k = mk s1k + ok s 2 k + f k α 1+ ug × gc k × g k × α 2
+ uh × hl k × hk × α 3+ ul × ll k × α 4 + uf × fl k × α 5
where
mk is the number of management and administration staff;
s1k is the average annual salary of management and administration staff;
o k is the number of operations staff;
s 2 k is the average annual salary of operations staff;
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(4.33)

α 1 is the annual civil works maintenance as percentage of initial civil works investment;
α 2 is the annual RTG/RMG maintenance cost as percentage of purchase cost;
α 3 is the annual heavy lift truck maintenance cost as percentage of purchase cost;
α 4 is the annual light lift truck maintenance cost as percentage of purchase cost; and
α 5 is the annual tractor/chases/ lift truck maintenance cost as percentage of purchase
cost.

Manpower is divided into management/administration and operations. The number of staff
for management and operations can be determined based on throughput. United Nations (1992)
provided manpower figures for ICD as reference. Table 4-1 shows some of these reference
numbers.
Table 4-1 ICD Manpower Requirements
ICD Volume (TEU)

50,000

150,000

200,000

Stuffing/stripping (TEU)

20,000

35,000

67,000

42

48

54

234

371

483

Yard Operations

27

44

61

Stuffing/Stripping

170

282

368

Documentation

37

45

54

Management
Operations

Both the World Bank and UN provide maintenance costs as percentages of initial
investments. These percentages remain stable in most cases for the purpose of planning.
Generally, we can use 5 percent for civil works, 8 percent for RTG/RMG, 15 percent for lift
trucks.
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4.5.2

Constraints

There are seven groups of constraints. First, decision variables are either 1 or 0.
y k = 1,0 ∀k
hk = 1,0

∀k

g k = 1,0

∀k

(4.34)

Second, only one handling system, either RTG/RMG or lift trucks, will be selected.
g k + hk = 1

∀k

(4.35)

The selection of handling system conditioned on an ICD be located.
g k ≤ yk

∀k

hk ≤ y k

∀k

(4.36)

According to scale economies, the container throughput of an ICD is required to reach up to
a certain level to justify the costly equipment and more importantly, the establishment of
concerned branches of customs and inspections. Such a constraint is declared below.
D

G

I

S

F

∑∑∑∑∑P

dsf
igk

d igdsf ws ≥ y k Q

∀k

(4.37)

d =1 g=1 i=1 s=1 f =1

where Q is the required container volume in TEU.
Due to land availability, operations methods and skills, personnel quality, etc., the container
throughput of ICD is constrained, as expressed as follows:
D

G

I

S

F

∑∑∑∑∑P

dsf
igk

d igdsf ws ≤ SC k

∀k

(4.38)

d =1 g =1 i=1 s=1 f =1

where SC k denotes the capacity for demand of direction d and at location k.
Similarly, because of land size, requirements of different cargo storage, etc., the total yearly
storage of different cargo is restricted by the capacity of the corresponding storage facility such
as refrigeration racks. This can be represented as:
D

T

G

I

S

∑∑∑∑∑P

dsf
igk

f
dcf
d ig w s ≤ RC k

∀ k,f

(4.39)

d =1 t =1 g =1 i=1 s=1
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where RC kf denotes the capacity of storage of different cargo types.
Line haul capacity constraint is:
G

I

S

F

∑∑∑∑ P

dsf
igk

d ig ws ≤ LC k
dsf

d

∀ k, d ,

(4.40)

g =1 i=1 s=1 f =1

where LC dk is the line haul capacity at location k for demand with direction d. This constraint
is especially applicable to rail and waterways.

4.6 Illustration of Formulation
For the purpose of illustration, a simple network is taken as an example. As shown in Figure 4-3,
this small network is composed of one port at p1, three demand nodes at vd1, vd2, and vd3, an
existing ICD at x1, and three possible ICD sites at vy1, vy2, and vy3. An ICD operator is deciding
how to locate his ICD’s among these three possible sites to compete for the market with the ICD
at x1 that does not belong to him. Demand volumes of these three demand nodes are d1, d2, and
d3. Because we have only one port at p1, therefore, d1=d11, d2=d21, and d3=d31. The choice sets
for d11, d21, and d31 are the same, i.e., {x1, vy1, vy2, vy3}. y1, y2 and y3 are decision variables to
describe whether an ICD is located. By the reason of simplification, traffic directions, container
types and sizes are not distinguished. In addition, y4 is used to as an additional decision variable
to represent the fact that an ICD is already at x1. Obviously, y4=1 is forced. The choice sets for
d11, d21, and d31 can be rewritten as {vy1, vy2, vy3, vy4} to map {y1, y2, y3, y4}. Such
transformation can be conducive to computer programming at the time of solving the
formulation.
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Figure 4-3 Illustrative Network for Formulation
vd1

vy1

vd2

p1
x1(vy4)
vy3
vy2

vd3

Recall we defined transport cost and logistics cost as variables of the utility vector. The
utility of shipper ig to select ICD at vyk can thus be written as equation (4.23)
U igk = β′Vigk + ε igk = β1 xigk 1 + β 2 xigk 2 + ε igk .
where

β 1 , β 2 are utility parameters;
xigk1 and xigk2 represent transport cost and logistics cost; and
ε igk is the random part of utility function.
Based on multinomial logit, the probability of the Shipper ig to select facility at vyk was
developed in Equation (4.24)
Pigk =

Vigk

yk e
K

∑y e
k =1

Vigk

k

J

+ ∑e

.

Vigj

j =1

The probabilities for demands to select each existing ICD (vy4) and possible ICD (vy1, vy2, vy3)
are computed based on above equations.
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For demand d11

Probability to select ICD at vy1:
P111=

y1e β 1 x1111 + β 2 x1112

y1e β 1 x1111 + β 2 x1112
+ y2 e β 1 x1121 + β 2 x1122 + y3e β 1 x1131 + β 2 x1132 + y4 e β 1 x1141 + β 2 x1142

Probability to select ICD at vy2:
P112=

y1e β 1 x1111 + β 2 x1112

y2 e β 1 x1121 + β 2 x1122
+ y2 e β 1 x1121 + β 2 x1122 + y3e β 1 x1131 + β 2 x1132 + y4 e β 1 x1141 + β 2 x1142

Probability to select ICD at vy3:
P113=

y1e β 1 x1111 + β 2 x1112

y3 e β 1 x1131 + β 2 x1132
+ y2 e β 1 x1121 + β 2 x1122 + y3e β 1 x1131 + β 2 x1132 + y4 e β 1 x1141 + β 2 x1142

Probability to select existing ICD at vy4:
P114=

y1e β 1 x1111 + β 2 x1112

y4 e β 1 x1141 + β 2 x1142
+ y2 e β 1 x1121 + β 2 x1122 + y3e β 1 x1131 + β 2 x1132 + y4 e β 1 x1141 + β 2 x1142

For demand d21

Probability to select ICD at vy1:
P211=

y1e β 1 x 2111 + β 2 x 2112

y1e β 1 x 2111 + β 2 x 2112
+ y2e β 1 x 2121 + β 2 x 2122 + y3e β 1 x 2131 + β 2 x 2132 + y4 e β 1 x 2141 + β 2 x 2142

Probability to select CFS at vy2:
P212=

y1e β 1 x 2111 + β 2 x 2112

y2 e β 1 x 2121 + β 2 x 2122
+ y2 e β 1 x 2121 + β 2 x 2122 + y3 e β 1 x 2131 + β 2 x 2132 + y4 e β 1 x 2141 + β 2 x 2142

Probability to select CFS at vy3:
P213=

y1e β 1 x 2111 + β 2 x 2112

y3e β 1 x 2131 + β 2 x 2132
+ y2 e β 1 x 2121 + β 2 x 2122 + y3 e β 1 x 2131 + β 2 x 2132 + y4 e β 1 x 2141 + β 2 x 2142

Probability to select existing ICD at vy4:
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P214=

y1e β 1 x 2111 + β 2 x 2112

y4 e β 1 x 2141 + β 2 x 2142
+ y2 e β 1 x 2121 + β 2 x 2122 + y3 e β 1 x 2131 + β 2 x 2132 + y4 e β 1 x 2141 + β 2 x 2142

For demand d31,

Probability to select ICD at vy1,
P311=

y1e β 1 x 3111 + β 2 x 3112

y1e β 1 x 3111 + β 2 x3112
+ y2e β 1 x 3121 + β 2 x3122 + y3e β 1 x3131 + β 2 x3132 + y4 e β 1 x3141 + β 2 x3142

Probability to select ICD at vy2:
P312=

y1e β 1 x 3111 + β 2 x3112

y2 e β 1 x3121 + β 2 x3122
+ y2e β 1 x3121 + β 2 x3122 + y3e β 1 x3131 + β 2 x 3132 + y4 e β 1 x 3141 + β 2 x3142

Probability to select ICD at vy3:
P313=

y1e β 1 x 3111 + β 2 x3112

y3e β 1 x3131 + β 2 x3132
+ y2e β 1 x3121 + β 2 x3122 + y3e β 1 x3131 + β 2 x 3132 + y4 e β 1 x 3141 + β 2 x3142

Probability to select existing ICD at vy1:
P314=

y1e β 1 x 3111 + β 2 x3112

y4 e β 1 x3141 + β 2 x3142
+ y2e β 1 x3121 + β 2 x3122 + y3e β 1 x3131 + β 2 x 3132 + y4 e β 1 x 3141 + β 2 x3142

The Objective function is Max R-C.

Revenue R:
R = p1(P111 d 11 + P211 d 21 + P311 d 31 ) + p 2(P112 d 11 + P212 d 21 + P312 d 31 ) + p 3(P113 d 11 + P213 d 21 + P313 d 31 )
where p1, p2 and p3 are unit service charges by ICD at vy1, vy2, and vy3.

Cost C:

C = y1(

f 1 ug × gc1 × g 1 uh × hl1 × h1 ul × ll1 uf × fl1
+
+
+
+
+ oc1 )
n1
n2
n3
n4
n5
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+ y 2(

f 2 ug × gc 2 × g 2 uh × hl 2 × h2 ul × ll 2 uf × fl 2
+
+
+
+
+ oc 2 )
n1
n2
n3
n4
n5

+ y 3(

f 3 ug × gc3 × g 3 uh × hl 3 × h3 ul × ll 3 uf × fl 3
+
+
+
+
+ oc3 )
n1
n2
n3
n4
n5

where
f 1 , f 2 , f 3 : civil construction costs at vy1, vy2, and vy3;
n1 , n 2 , n3 , n4 , n5 : life times in years of civil works, RTG/RMG, heavy lift truck, light lift
truck, tractor/chases/fork lift truck;
ug: unit purchase price of RTG/RMG;
gc1 , gc 2 , gc3 : RTG/RMG requirements at vy1, vy2, and vy3;
1 select RTG/RMG system
at vy1, vy2, and vy3;
g1 , g 2 , g 3 = 
0 do not select RTG/RMG
uh: unit purchase price of heavy lift truck;
hl 1 , hl 2 , hl 3 : heavy lift truck requirements at vy1, vy2, and vy3;
1 select heavy lift truck system
at vy1, vy2, and vy3;
h1 , h2 , h3 = 
0 do not select heavy lift truck
ul: unit purchase price of light lift truck;
ll 1 ,ll 2 ,ll 3 : light lift truck requirements at vy1, vy2, and vy3;
uf : unit purchase price of tractor/chases/fork lift truck;
fl 1 , fl 2 , fl 3 : tractors/chases/fork lift truck requirements at vy1, vy2, and vy3; and
oc1 , oc 2 , oc3 : annual maintenance and operating cost vy1, vy2, and vy3.

Civil works cost f:
f1 =

(P111 d 11 + P211 d 21 + P311 d 31 )η1 λ1 × (θ

f2 =

(P112 d 11 + P212 d 21 + P312 d 31 )η 2 λ2 × (θ

f3 =

365

365

(P113 d 11 + P213 d 21 + P313 d 31 )η3 λ3
365

1

g 1 + θ 2 h1 )× (µ 11 g 1 + µ 21 h1 )

1

g 2 + θ 2 h2 )× (µ 12 g 2 + µ 22 h2 )

× (θ 1 g 3 + θ 2 h3 )× (µ 13 g 3 + µ 23 h3 )
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where

η1 ,η 2 ,η 3 : peak factor of traffic at vy1, vy2, and vy3;
λ1 , λ 2 , λ3 : average dwell time of containers in days at vy1, vy2, and vy3;
θ 1 ,θ 2 : storage density of RTG/RMG system and lift trucks;
g 1 , g 2 , g 3 : parameter to describe the selection of RTG/RMG at vy1, vy2, and vy3;
h1 , h2 , h3 : parameter to describe the selection of heavy lift truck system at vy1, vy2, and vy3;

µ 11 , µ 12 , µ 13 : unit civil cost of RTG/RMG at vy1, vy2, and vy3; and
µ 21 , µ 22 , µ 23 : unit civil cost of heavy lift truck system at vy1, vy2, and vy3.

Gantry cranes requirements:
 (P d + P211 d 21 + P311 d 31 )η1 
gc1 =  111 11

365 × σ × 8 × Γ 1


 (P d + P212 d 21 + P312 d 31 )η 2 
gc 2 =  112 11

365 × σ × 8 × Γ 1


 (P d + P213 d 21 + P313 d 31 )η 3 
gc3 =  113 11

365 × σ × 8 × Γ 1


where

σ : the number of shifts per day; and
Γ 1 : the container throughput for RTG/RMG (boxes/hr.).

Heavy lift truck requirements:
 (P d + P211 d 21 + P311 d 31 )η1 
hl1 =  111 11

365 × σ × 8 × Γ 2


 (P d + P212 d 21 + P312 d 31 )η 2 
hl 2 =  112 11

365 × σ × 8 × Γ 2


 (P d + P213 d 21 + P313 d 31 )η 3 
hl 3 =  113 11

365 × σ × 8 × Γ 2
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where

Γ 2 : the container throughput per hour for heavy lift truck.

Light lift truck requirements:
ll1 =
ll 2 =
ll 3 =

(P111 d 11 + P211 d 21 + P311 d 31 )η1δ 1
365 × σ × 8 × Γ 3

(P112 d 11 + P212 d 21 + P312 d 31 )η 2δ 2
365 × σ × 8 × Γ 3

(P113 d 11 + P213 d 21 + P313 d 31 )η 3δ 3
365 × σ × 8 × Γ 3

where

δ 1 ,δ 2 ,δ 3 :ratios of empty boxes to loaded boxes at vy1, vy2, and vy3; and
Γ 3 : the container throughput per hour of light lift truck.

Tractor/chases/fork lift truck requirements:
 (P d + P211 d 21 + P311 d 31 )η1γ 1 
fl1 =  111 11

300 × σ × Γ 4


 (P d + P212 d 21 + P312 d 31 )η 2 γ 2 
fl 2 =  112 11

300 × σ × Γ 4


 (P d + P213 d 21 + P313 d 31 )η 3γ 3 
fl 3 =  113 11

300 × σ × Γ 4


where

γ 1 ,γ 2 ,γ 3 : ratios of stuffed/stripped containers to loaded containers; and
Γ 4 : the container throughput per shift of fork lift truck (TEU/shift).

Maintenance and operating cost:
oc1 = m1 s11 + o1 s 21 + f 1α 1 + ug × gc1 × g 1 × α 2 + uh × hl1 × h1 × α 3
+ ul × ll1 × α 4 + uf × fl1 × α 5
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oc 2 = m2 s12 + o 2 s 22 + f 2α 1 + ug × gc 2 × g 2 × α 2 + uh × hl 2 × h2 × α 3
+ ul × ll 2 × α 4 + uf × fl 2 × α 5
oc3 = m3 s13 + o3 s 23 + f 3α 1 + ug × gc3 × g 3 × α 2 + uh × hl 3 × h3 × α 3
+ ul × ll 3 × α 4 + uf × fl 3 × α 5
where
m1 , m2 , m3 : the number of management/administration staff at vy1, vy2, and vy3;
s11 , s12 , s13 : average annual salary of management/administration staff at vy1, vy2, and vy3;
o1 , o2 , o3 : the number of operations staff at vy1, vy2, and vy3;;
s 21 , s 22 , s 23 : average annual salary of operations staff at vy1, vy2, and vy3; and

α 1 ,α 2 ,α 3 ,α 4 ,α 5 : annual maintenance costs as percentages of initial civil works
investment, RTG/RMG purchase cost, heavy lift truck purchase cost, light lift truck
purchase cost, tractor/chases/fork lift truck purchase cost.

Constraints

Three most important and common constraints are considered.

Decision variables:
0
yi = 
1

; i = 1, 2, 3

0
hi = 
1

; i = 1, 2, 3

0
gi = 
1

; i = 1, 2, 3

Handling equipment system: only one handling system, either RTG/RMG or lift trucks, will be
selected.
g 1 + h1 = 1 ;
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g 2 + h2 = 1 ;
g 3 + h3 = 1 .

The selection of handling system is conditioned on an ICD be located.
g 1 ≤ y1 ;
g 2 ≤ y2 ;
g 3 ≤ y3 ;
h1 ≤ y1 ;
h2 ≤ y 2 ;
h3 ≤ y 3.

Scale of economy: the container throughput of an ICD is required to reach up to a certain level
to justify the costly equipment and more importantly, the establishment of concerned branches
of customs and inspections.
P111d 11 + P211d 21 + P311d 31 ≥ y1Q
P112 d 11 + P212 d 21 + P312 d 31 ≥ y 2 Q
P113 d 11 + P213 d 21 + P313 d 31 ≥ y 3 Q
where
Q is the required container volume.

The solution of this formulation will decide where to locate ICD’s at these three candidate
sites. At the same time, the number of ICD’s is also determined by the sum of decision variables
equal to 1. Thereafter, the size of each ICD can be computed by adding demands that select each
ICD. Chapter 5 addresses algorithm to solve formulations.
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Chapter 5

Algorithm Development
5.1 Introduction
As stated in Chapter 3, the ICD location problem is classified as a fixed charge location
problem or warehousing problem which has been considered or proven to be NPcomplete. In addition, the ICD location problem is formulated as non-linear binary
integer programming problem, as shown in Chapter 4. Such non-linearity leads to the
complexity of ICD location problem. Theoretically, no exact algorithm can be developed
to solve the formulation in Chapter 4 within polynomial time when the problem size goes
up. Inevitably, heuristics are sought to resolve the formulation. However, NPcompleteness does not eliminate the possibility of using exact algorithms to solve
sufficiently small sized problems within tolerable times. In this chapter, exact algorithms
are first tried for small networks. Later, a tabu search heuristic is designed especially for
problems of such a size that exact algorithms are unworkable. Also, several parameters of
importance to tabu search heuristic are tested to find out their sensitivity in computational
time and optimality.
As a heuristic must be evaluated in performance to demonstrate the validity in its
applications, solutions of exact algorithms will also serve as perfect benchmarks for
performance of tabu search heuristic in small sized problems. When size increases to
where exact algorithms are unavailable, statistical inference is employed to evaluate the
performance of the designed tabu search algorithm. The evaluation of the performance of
tabu heuristic is addressed in Chapter 6.

73

5.2 Exact Algorithm for Small Sized Problem
Traditionally, there are two exact techniques for solving zero-one programming
problems: explicit enumeration and implicit enumeration. Apparently, explicit
enumeration is not recommended because it is very time consuming. Implicit
enumeration for zero-one programming problems is branch and bound algorithm, which
is computationally much more efficient and less time consuming than explicit
enumeration. When solving integer programming problems, branch and bound algorithm
is usually coupled with linear programming relaxation or cutting planes, with linear
programming relaxation more efficient and more widely used.
The ICD location planning in question is formulated as a non-linear binary integer
programming problem. Given the non-linearity in the formulation, it is very difficult to
implement branch and bound or implicit algorithm. Therefore, enumeration is employed
as the exact algorithm to find the optimal solution for the proposed discrete choice based
formulation. The selection of enumeration is also based on following considerations:
•

Exact algorithms, no matter which one is used, cannot solve nonlinear integer
programming problems efficiently, when the problem size increases; and

•

The use of exact algorithm is mainly intended to provide benchmark in optimal
solution to evaluate heuristic algorithm for small problem.

5.3 Tabu Search Heuristic Algorithm
5.3.1 Introduction to Tabu Search
Tabu search is effective and efficient in transcending local optimality to find a very good
local optimum close to global optimum if not the global one. By defining a move in
searching for better solutions as tabu tenure, tabu search is able to cross boundaries of
feasibility or local optimality and thus to impose and release constraints to permit
exploration of otherwise forbidden domains. By employing flexible short term and long
term memories on the basis of recency, frequency, and quality of each solutions or

74

moves, tabu search can historically update better solutions in terms of optimality and
diversify and intensify new moves for search better solutions. Because of such
preponderance, the tabu search is considered by the author the most powerful mechanism
for combinatorial optimization problems in overcoming confinement to local optimality
and is selected to develop a heuristic algorithm for ICD location problem.
Several observations serve to justify the above conclusions. Among them are tabu
tenure, aspiration, and move value. Tabu tenure is intended to prevent search from
reversing or cycling by prescribing the number of iterations for one move to take place
again after its current operation. For instance, if a move from X1 to X2 is executed and 7
is set as tabu tenure for this move, such a move can not be considered as the admissible
move within the future 7 iterations even though it serves as a contributing option to the
objective function. Such a tabu tenure has exception, that is, aspiration. Aspiration is the
rule to override the predefined tabu tenure. If one move can sufficiently improve the
objective function, the tabu tenure will be overridden and the move can thus be
considered a new admissible move. From now on, the tabu tenure of this move is
renewed to control the reversing and duplication. Generally the contribution of one move
is evaluated by an evaluation function, called move value, which could be related to the
objective function. Moves with tabu tenure, together with evaluation functions or move
values are kept in short term memory by linked lists while the history of moves and
objective functions is kept in long term memory by linked lists. Such recency-based
memory greatly enhances search efficiency and effectiveness.

5.3.2 A Simple Illustrative Example of Tabu Search
Suppose the problem is to maximize f (x1, x2, x3, x4, x5) where x1, x2, x3, x4 and x5 are
binary decision variables and the initial solution is x1=1, x2=1, x3=0, x4=0, x5=1, and
f=20. Each time only one variable is selected to change its value while other variables
remain intact.
Randomly select x3=1 and generate f=24. Define x3=1 as a tabu for 5 future
iterations. Then, randomly select x2=0 and generate f=28. x2=0 is listed as another tabu
with 5 future iterations as its tabu tenure. After x2=0, the x3=1 is a tabu only for 4 future
iterations. Suppose x3=0 is elected and f=26. Now x3=1, x2=0, x3=0 have tabu tenures of
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3, 4, and 5, respectively. Note although x3=0 does not improve the objective function
(f=26 is smaller than f=28 before x3=0 was executed), x3 is still selected because new
moves based on x3=0 may find a better solution later. This is one way of breaking the
domain of local optimality.
Suppose x3=1 is randomly selected again with f=36. As x3=1 is a tabu for another 3
iterations, we should not select x3=1 as a move according to tabu tenure. This can
prevent from cycling and reversing. However, as f=36 when x3=1, and if “better than
existing best solution”, which is f=28 in this case, is defined as aspiration level, then tabu
for x3=1 is overridden legally and thus x3=1 is selected again and defined again as a tabu
with 5 iterations. At this time, the tabu tenures for x2=0, x3=0 are updated to 3, 4
iterations.
The above can be repeated until a certain number of iterations are executed if a
certain number is defined as the stopping or cut-off rule. Also, historical performance of
each search and its combination with others is kept in memory to evaluate new search
and improve search speed and quality for a very good solution, if not the best.

5.3.3 Tabu Search Algorithm Design
The generation of a move is the most problem specific issue in the design of tabu search
algorithm. How to define a move is the first step in the design of tabu search algorithm
and dictates the efficiency and effectiveness of tabu search. The discrete choice based
formulation of the ICD location problem is a generic 0-1 non-linear programming
problem whose decision variables are yk, gk, and hk.
However, there exists close relationship between these decision variables. First, gk
and hk are conditional on the premise that an ICD be located at k, namely, as shown in the
constraint, g k ≤ y k and hk ≤ y k . Second, the selection of either RTG or lift truck system
is location specific, and generally speaking, depends on land cost or rental and traffic. If
an ICD is located at location k, i.e., yk = 1, handling system can be selected through the
comparison of RTG and lift truck systems, based on service charge and cost of the
proposed ICD, as shown in Table 2-4.
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Therefore, although the ICD location problem has decision variables, yk, gk, and hk,
the dependency between each other makes it practicable to solve the formulation by two
levels: first determine yk, and then decide gk and hk for each yk = 1. This will greatly cut
down the search for better solutions, compared to treating all yk, gk, and hk
simultaneously.
According to the above description, a move s is defined as follows:
s(y′ )= y′′
where y′ and y′′ are 0-1 vectors of decision variables yk , and the only difference between
y′ and y′′ is that there is only one decision variable, say yi, in the vector with different
value, therefore, if yi=1 in y′, then yi=0 in y′′, or vice versa. For each yk = 1, whether gk =
1 or hk = 1 is decided by comparing each other under the given cost and service charge of
ICD at k.
The initial solution is generated at random, i.e., each yk is set to 1 or 0 at random.
Based on an initial solution, every move such as s changes one variable of variable vector
of the current solution each time to improve solutions until cut-off rule. And tabu tenure
is added to moves such as s to prevent moves from cycling and/or reversing so that the
local optimality is overridden. Better move value than those of all executed moves so fat
is defined as the aspiration, which overrides the tabu tenure and zero this tabu tenure for
further search. The objective function, denoted as f, is used as the move value evaluation
function.
Short term memory is employed to keep records of tabu tenure and long term memory
to tag the history records for intermediate and final best solutions. History records will
guide the search to intensify or diversify moves. Two separate linked lists can serve the
purpose for short term and long term memories.
Three parameters are defined in a tabu search algorithm to control the tabu search for
good solutions. They are the number of maximum outer iterations, denoted as N, the tabu
tenure for a move, denoted as N1, and the slack parameter or number of maximum inner
iterations (after which the search for a better move within one outer iteration is stopped
and, K, the counter of N is increased by 1), denoted as N2. The tabu search algorithm is
developed as follows.
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Step 1. Initialization
Step 1 (A). Set N, N1 and N2. Set K=0. Randomly generate the initial feasible
solution y′ and compute its objective function, denoted as f ∗ .
Step 1(B). Set I=1 and J=0 as the counters, if K>N, go to step 4. Otherwise go to
step 2 (A).
Step 2. Choice
Step 2(A). Randomly select a decision variable in the solution y′ to generate a
move. Go to step 2 (B).
Step 2(B). If I<N1, find a candidate move s for next search and go to step 2 (C);
otherwise go to step 2 (D).
Step 2 (C). If move s is tabu and fails to satisfy the aspiration level, set I=I+1, go
to step 2 (A). Otherwise, record the objective function of move s, set I=I+1, go to step 2
(A).
Step 2 (D). Select the candidate move with the best objective function f′ being
next solution.
Step 3 Update
Step 3 (A). Update the tabu tenure and aspiration level. If f′<f∗, set J=J+1, go to
step 3 (B). Otherwise, set f∗=f′, I=1 and J=0, go to step 2 (B).
Step 3 (B). If J>N2, set K=K+1, go to step 1 (B). Otherwise, set I=1, go to step 2
(B).
Step 4. Termination. The f∗ is the objective function value of the near-optimal
solution and the corresponding vector of decision variables is the near-optimal solution.

The designed algorithm is demonstrated by flow chart below.
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Figure 5.1 Flowchart of Designed Tabu Search Algorithm
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5.4 Experiments for Parameters of Tabu Search Algorithm
5.4.1 Settings for Algorithm Testing

The formulations in Chapter 4 are able to represent an inland container transport network
of multiple ports, container types, container sizes, and two directions. Without loss of
generality and for the clearness of expressions, algorithms are tested for a simplified
network of one port, dry cargo container, twenty-foot container, and import the
corresponding. Utility vector contains two elements, transport cost and logistic cost of
shippers.
The hardware environment for all the computations of this research is DELL
DIMENTION XPS 233MHz, 6.4 GB Hard Drive, 32MB SDRAM with a Turbo C++
Version 3.0 compiler. Object oriented programming is employed to be the programming
tool because it embodies advantages in encapsulation of data and functions, ease of
transplantation, and multiple and flexible data structures.
The data structure to describe shipper’s selection of facilities can be abstracted as
shown in Figure 5.2. This selection relationship is composed of demand nodes, facility
nodes (including possible and existing facility nodes), and links between demand nodes
and facility nodes. Correspondingly, three classes are defined to represent these three
types of objects. Additionally, linked lists are also needed to record and dispose of
dynamic tabu tenures and historical memories for solutions in the case of tabu search
heuristic algorithm.
Figure 5.2 Data Structure to Describe Shipper’s Selection of Facility
Demand

Link

Facility

5.4.2 Experiments for Parameters of Tabu Search Algorithm
Although tabu search is a heuristic, it is still expected that with an increase in problem
size, its computational time may increase to unacceptable level, if its parameters are not
adjusted. The execution time of a tabu search algorithm is first observed for different
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problem sizes starting with 25 demand nodes and then increasing by intervals of 5 until
65 demand nodes. For each problem size, it is assumed that each demand node is a
potential location for a new ICD and there are 5 existing ICDs in 5 different demand
nodes. A new ICD can be located at a demand node where an existing ICD is positioned.
Figure 5.3 shows the execution times of different problems. Tabu tenure, N1, is 5 and the
number of outer iterations, N, and the slack parameter or the number of inner iterations,
N2, are set equal to the number of demand nodes. Under this setting, it can be easily seen
that the execution time of tabu search increases dramatically with the increase of problem
size.
Figure 5.3 shows the necessity to reduce execution times of the Tabu search
algorithm without loss of solution quality of tabu search when dealing with medium or
large problems1. Obviously, computational time and solution quality are determined by
the three important parameters of tabu search, i.e. the number of outer iterations, N, the
tabu tenure, N1, and the slack parameter or the number of inner iterations, N2. It is thus
advisable to determine the contributions of N, N1, and N2 to the performance of tabu
search algorithm in terms of computational time and optimality. Experiments are
conducted for the problem composed of 65 demand nodes. Again, a new ICD can be
placed at any demand node, and 5 ICD’s exist at 5 different demand nodes already.
Figure 5.3 Problem Size vs. Execution Time (N1=5)
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1

The problem size (medium or large) refers to real world situations of ICD location problems. In practice,
60 node network could be called medium problem and over 100 node network, large problem.
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The number of outer iterations, N, is tested from N=1 to N=65 with interval of 5 for
its influence to objective function value and computational time. Other two parameters,
N1, N2 are fixed at 5 and 20, respectively. Figure 5.4 shows that the outer iteration
number does not change the objective function value significantly, however, Figure 5.5
demonstrates that the execution time varies dramatically with different N values. This
reveals that N is sensitive to computational time but not sensitive to optimality.
Therefore, it can be concluded that N can be reduced considerably without much loss of
solution quality.
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Tests for the slack parameter, N2, are designed in the same fashion as N and N2.
That is, increases in value from 1 to 65 by interval of 5, and N and N1 are assigned to 65
and 5 individually. Similar results are produced for N2, as shown in Figure 5.6 and
Figure 5.7. Under fixed values of N and N1, computational times are linearly
proportional to the values of N2, but the objective function values remain insensitive to
different values of N2. N2 can also be reduced greatly without much loss of optimality
when resolving large problems.

Figure 5.6 Number of Inner Iterations vs. Objective Function Value
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Tabu tenure is also tested in both computational time and optimality, as displayed in
Figure 5.8 and Figure 5.9. With N and N2 fixed at 30 and 20, tabu tenure increases from
5 to 30 by 5, and subsequently, objective function values are improved and stabilized
apparently around N1=25. On the other hand, computational times are directly
proportional to the values of N1. Since former tests exhibited that N and N2 were
sensitive to computational time rather than optimality, N and N2 are thus reduced to 20
and 15 when once N is between 30 and 70. Objective function values remain stable and
high, however, computational times enlarge from a much lower starting point than the
computational time of N1=30 but still with proportion to the values of N1. Conclusions
can be drawn as follows. First, objective function values are good and stabilized when
tabu tenure is roughly at the middle of the number of demand nodes. Second, such
stability still keep unchanged even though values of N and N2 decrease. And third,
computational times increase proportionally with values of tabu tenure.
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Objective Function Value

Figure 5.8 Tabu Tenure vs. Objective Function Value
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Figure 5.9 Tabu Tenure vs. Execution Time
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Tabu tenure, N1, behaves the same way in computational time as N and N2. It seems
as if its behavior were similar to that of N and N2 in optimality. However, as evidenced
in the figures, tabu tenure has a much stronger influence to optimality than N and N2.
After N1 comes to the middle of the number of demand nodes, objective function values
are highly stabilized and much better than those that appeared in tests of N and N2.
Optimality is very sensitive and stable to tabu tenure. Therefore, we can reduce both
outer and inner iterations to cut down execution time without loss of quality, and adjust
the tabu tenure around half the number of demand nodes to generate stable and good
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solutions without increase of computational time. This finding is critical for large
problems.
These experiments cost hundreds of CPU hours as values shown in these figures are
arithmetically averaged over 10 or 15 computations from the same settings of N, N1 and
N2. Table 5.1 selects two settings with different values of N, N1 and N2. Ten
computations of each setting are presented to illustrate the above finding. As shown in
Table 5.1, 9 of 10 computations in Setting 1 have as favorable a objective function value
as those 10 computations of Setting 2, however, computational times of Setting 1 are
much smaller than those of Setting 2.
Table 5.1 Comparison of Two Settings
Setting 1 (N=30, N1=30, N2=20)

Setting 2 (N=65, N1=30, N2=65)

Objective Function

Computational

Objective Function

Computational

Value (units)

Time (sec)

Value (units)

Time (sec)

177083500
177078900
177083500
177083500
177083500
177083500
177083500
177083500
177083500
177083500

1588
1611
1717
1771
1716
1565
1709
1591
1609
1537

177083500
177083500
177083500
177083500
177083500
177083500
177083500
177083500
177083500
177083500

10978
10968
11078
12014
11415
11755
11968
12036
12727
12296
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Chapter 6

Performance Evaluation for Heuristic Algorithm

6.1 Introduction
Heuristic algorithms are attractive techniques to tackle NP-complete problems that cannot
be exactly resolved. It is increasingly acceptable to use heuristics as the substitute of
exact algorithms that are impossible to be either developed for or applied to real world
problems. Since no real world problem can be exhaustively or precisely formulated into
abstract mathematical models, exact algorithms, do not necessarily yield optimal
solutions to real world problems. Given such consideration, heuristics shall play an
increasingly important role in resolving NP-complete problems. However, this does not
imply that any heuristic algorithm is able to satisfy the requirements of specific problems.
On the contrary, due to the versatility and inherent nature of heuristics, the performance
of a heuristic design needs to be evaluated so that closeness of heuristic solutions to
optimality can be detected.
Three methods are widely used to assess the performance of heuristic techniques, i.e.,
analytical methods, empirical testing, and statistical inference.
Analytical methods virtually try to provide heuristics either with bounds on worst
case or average performance, or with lower bounds (minimizing) or upper bounds
(maximizing). Both cases require the simplistic functional form of both objective
function and constraints, generally speaking, linear relationship. However, the
formulation in question carries nonlinear functions. It is very prohibitive to obtain bounds
for the solution of the formulation. Thus, analytical methods are not used to probe the
performance of the tabu search.
When the optimal solution of a problem is unavailable, it is a common practice to
compare the solution of a new heuristic with those of existing heuristics. If the new
heuristic performs better than the existing counterparts, it can be justified for its
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development and application because of its superiority to existing techniques. Yet this
study pioneered to combine discrete choice analysis with location problem, no heuristic is
available to benchmark tabu search algorithm that was designed in this research. Thus,
the empirical testing is also ruled out.
The third means is to apply statistical theory to estimate the optimal solution and its
interval to appraise the performance of a heuristic. This method is employed in the
evaluation of the Tabu search algorithm.
Chapter 5 describes an exact algorithm that is workable for NP-complete problems of
small enough size. As shown in next section, when using enumeration, the ICD location
problem of less than 20 demand nodes can be solved by an exact algorithm within
acceptable time (3 hours). In order to provide a precise benchmark for a tabu search
algorithm, comparison of solutions of exact algorithm and those of tabu search algorithm
for small sized ICD location problems is presented. Such comparison is followed by
statistical inference method to evaluate tabu search algorithm.

6.2 Comparison of Exact Algorithm and Tabu Search
Algorithm for Small Problems
The testing of exact algorithm and tabu search algorithm is conducted on two networks.
In the first network, there are 14 demand nodes and 2 existing ICD’s are located at 2 of
these 14 demand nodes. The second network contains 20 demand nodes and 4 ICD’s
exist at 4 demand nodes already. For both networks, demand nodes are potential locations
for a new ICD. Throughput level to justify an ICD is 2,000 TEU (Q = 2,000 TEU in
constraint 4.36) and thus light truck system is selected (i.e., hk = 1 and gk = 0). Therefore,
only yk’s are decision variables. All other input data of utility vector and demands were
generated at random but within a reasonable range.
Computation times (CPU execution time), optimal solutions (decision variables
which are ordered from y1 up to y14 for the first network and to y20 for the second
network), and optimal objective function values of exact algorithm are shown in Table
6.1.
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Table 6. 1 Optimal Solutions by Exact Algorithm
14 Demand Nodes

20 Demand Nodes

Optimal Solution (yk)

11101101011101

11101110110110000100

Computation Time (sec)

66

10500

Optimal Objective Value

4.241956e+7

4.967616e+7

The tabu search algorithm, which sets N and N2 equal to the number of demand
nodes and N1 equal to 5, performs very well in terms of both computation time and
optimality. Ten calculations of tabu search algorithm are recorded for each network.
Computation times, optimal solutions, and optimal objective function values are
displayed in Table 6.2.
In Table 6.2, the designed tabu search algorithm can achieve the optimal solution in
most cases, as marked by (). Even if it does not reach the best solution, the closeness of
the sub-optimal solution to the optimal solution is perfect. For the problem of 14 demand
nodes 7 out 10 calculations reach the optimality while 8 of 10 computations get to the
optimality for the problem of 20 demand nodes. Moreover, other solutions than optimal
one are very stable; there are only one non-optimal solution for the 14 demand-node
problem and two non-optimal solutions for the 20 demand-node problem. For each
problem, the difference between optimal solution and non-optimal solution is negligible.
In addition, the computation time of tabu search algorithm is insensitive to the change of
the problem size while that of exact algorithm increases dramatically with the small
change of problem size.
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Table 6.2 Tabu Search Solutions

1

2

st

nd

3

rd

4

5

6

7

8

9

th

th

th

th

th

th

10

th

14 Demand Nodes

20 Demand Nodes

Solution

1000,1101,1101,01

1110,1110,1101,1000,0100

Time(sec.)

4

26

Value

4.23549e+7

4.967616e+7 ()

Solution

1110,1101,0111,01

1110,1110,1101,1000,0100

Time

4

17

Value

4.241956e+7()

4.967616e+7()

Solution

1110,1101,0111,01

1110,1110,1101,1000,0100

Time

3 sec

18 sec

Value

4.241956e+7()

4.967616e+7()

Solution

1110,1101,0111,01

1110,1110,1101,1000,0100

Time

4 sec

19 sec

Value

4.241956e+7()

4.967616e+7()

Solution

1110,1101,0111,01

1110,1110,1101,1000,0100

Time

4 sec

15 sec

Value

4.241956e+7()

4.967616e+7()

Solution

1000,1101,1101,01

1110,1110,1101,1000,0100

Time

4 sec

17 sec

Value

4.23549e+7

4.967616e+7()

Solution

1110,1101,0111,01

1001,1110,1101,1000,0100

Time

4 sec

16 sec

Value

4.241956e+7()

4.958816e+7

Solution

4 sec

1111,1100,1101,1000,0110

Time

4.23549e+7

17 sec

Value

1110,1101,0111,01

4.945482e+7

Solution

1110,1101,0111,01

1110,1110,1101,1000,0100

Time

4 sec

16 sec

Value

4.241956e+7()

4.967616e+7()

Solution

1110,1101,0111,01

1110,1110,1101,1000,0100

Time

4 sec

16 sec

Value

4.241956e+7()
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4.967616e+7()

6.3 Evaluation of Tabu Search Algorithm
According to Chapter 3, Literature Review, statistical inference is applicable for the
performance evaluation of heuristic algorithms as long as: (1) S independent samples are
independent; and (2) the size of each sample, m, gets large. The designed Tabu search
algorithm starts with an initial solution that is randomly generated, and iterates in the
whole course of updating solutions by randomly searching a new binary variable once at
a time. Thus, we have no reason to deny the assumption that solutions (samples) are
independent. Moreover, Tabu search inherently determines that each solution (sample) is
attained after hundreds or thousands of iterations, therefore, we can confidently think that
m is asymptotic to infinite, namely, m → ∞ . So, we can now continue to apply the
statistical inference to evaluate the performance of the tabu search algorithm for the ICD
location problem.

6.3.1 Point Estimation and Interval Estimation
Among the three parameters in the Weibull distribution, a is of the most importance as a
is the point estimate of the global optimal solution.
After replacing x0 by a+b in the equation (3.7), we achieve the following formula.
Fxi ( a + b ) = 1 − e −1 ≈ 0.63

(6.1)

Prob {v < a + b} = 1 − Prob {v > a + b}

Thus,

= 1 - 1 - F (a + b) 1 − F (a + b)  1 − F (a + b)
x1
x2
xs


 

= 1 - e -S
Or

Prob{v − b ≤ a ≤ v} = 1 − e −S

(6.2)

Therefore, [v-b, v] is the 100(1-e-S)% confidence interval for a when b is fixed.

Maximum likelihood estimation (MLE) is adopted to conduct the estimation of
parameters a, b, and c.
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6.3.2 Maximum Likelihood Estimation (MLE)
The likelihood function is shown as follows.
L( x1 , x2 ,  , x S ; a , b, c )
 c  x − a 
=   1

 b  b 
S

c 1
=   
b b

Sc − S

c −1

  x1 − a  c   c  x S − a  c −1
  xS − a  c 
exp − 
 exp − 
 
    
  b    b  b 
  b  

{(x1 − a ) (x S − a )}

c −1

 S  xi − a  c 
exp − ∑ 
 
 i =1  b  

(6.3)

For convenience and without changing values of parameters a, b, and c, we obtain the
natural logarithm of the likelihood as follows.
S
S
x −a
ln L = S ln c - Sc ln b + (c - 1)∑ ln(x i − a ) − ∑  i

b 
i =1
i =1 

c

(6.4)

We partially differentiate the above and equate them to zero, then we get the
following maximum likelihood equations.
S
 1   c S
∂ ln L
 +  c ∑ (x i − a )c −1 = 0
= −(c − 1)∑ 
∂a
 b  i =1
i =1  x i − a 

∂ln L − Sc
c
=
+ c+1
∂b
b
b

c

S

∑ (x

(6.5)

i

− a) = 0

(6.6)

i =1

S
S
∂ ln L S
 x − a   xi − a 
= − S ln b + ∑ ln(x i − a) − ∑  i
 ln
=0
∂c
c
b   b 
i =1
i =1 
c

(6.7)

Equation (6.6) provides
1

c
 S
c 
 ∑ (xi − a ) 
b =  i=1

S





Which upon substitution into equations (6.5) and (6.7) produces

92

(6.8)

S

 1 
 +
− (c − 1)∑ 
i =1  x i − a 
S

Sc∑ (x i − a )

c −1

i =1
S

∑ (x

− a)

i

i =1

S

S

S
+ ∑ ln (x i − a ) c i =1

=0

(6.9)

c

S∑ (x i − a ) ln (x i − a )
c

i =1

S

∑ (x

− a)

=0

(6.10)

c

i

i =1

6.3.3 Evaluation of Tabu Search Algorithm
The problem by which this study tests the tabu search algorithm has 65 demand nodes
and 5 ICD are located at 5 demand nodes already. New ICD can be positioned at any one
of these 65 demand nodes. Objective values of twenty solutions, as shown in Table 6.3,
are used as samples to estimate parameters a, b, and c by solving the non-linear equation
systems composed of (6.8) and (6.10). The traffic throughput to justify an ICD is set to
50,000 TEU. For 17 of these 20 solutions, each needs 11 ICD’s; and each of the other 3
needs 12 ICD’s. Due to the high throughput threshold, for each ICD, RTG is always
selected. As a is the estimate of the best solution, which is the minimal solution, and the
objective function of this optimization problem is to maximize the profit, for
convenience, the objective function values solved by tabu search are negated. Due to the
complex structure of the equation system, Monte Carlo method is selected to solve the
equation system (See Appendix B for Monte Carlo algorithm in solving complex
equation system).
Table 6.3 Objective Values of Sample Solutions of Tabu Search Algorithm
177083500
177041300
177083500
176901800
177002000
177047700
177078900
176876400
177083500
177078900

176989200
177083500
176822300
177037900
176996300
177078900
177002000
177037900
177047700
177037900
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The initial solution is extremely important in resolving complex non-linear equations
because the convergence is not guaranteed. Golden (1979) puts forth the following skills
to find the initial solution.
Rearrange the heuristic solutions from smallest to largest, denote as v=x(1),
x(2),…,x(s), and locate the median xM . Afterwards, compute the good initial estimates of
a, b, c from the formulas
~
a = v − (x (2 ) − v )

(6.11)

~
b = x ([0.63S ]+1) − ~
a

(6.12)

~c =

ln[− ln(0.05)]
~
ln (x M − ~
a ) − lnb

(6.13)

The [0.63S] means the largest integer less than 0.63S.
Beginning with the initial estimates calculated by the above formulas,
a=-177088100, b=86100, c=-1.137003578, within 0.00006 as the convergence accuracy
for the Monte Carlo modules of these two nonlinear equation expressions, we finally get
the estimates a=-177095000, b= 37271.51, c=-1.113715.
After reversing the negative signs, we get the point estimate of the optimal solution,
a=177095000, and the 99.9999998% (i.e. 1-e-20) confidence interval estimation for a is
[177083500, 177120771]. Apparently, the point estimate of optimum is within this
interval.
The point estimate of optimum shows that the solution by tabu search algorithm is
very close to the estimated optimal solution. The difference is as small as 0.00649% to
the estimated optimum.
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Chapter 7
Conclusions and Recommendations
7.1 Summarization
In response to the size, complexity, and projected growth of the container market,
container transport operators are deploying ICD networks. Although these container
operators have done many surveys in order to decide the configuration of ICD networks,
there are no models at the regional level to help them on decision making. This
dissertation was intended to study the ICD location problem, formulate an effective
model, solve the formulation, and perform validation.

7.2 Contributions of the Research
This thesis has made two contributions: problem formulation and algorithm design.
This thesis is the first research to formulate the ICD location problem at the network
level. Based on comprehensive analysis of the container transport industry, focusing on
ICD operations, a formulation of the ICD location problem was developed. It greatly
recognized and emphasized the need to embody the endogenous demand and market
competitiveness in the container transport business. The formulation combined the
discrete choice model to quantitatively describe the shipper’s behaviors and preferences,
addressing both the endogenous demand and market competitiveness. As evidenced in
the literature review, addressing endogenous demand and market competitiveness are two
critical characteristics of facility location problems for the private sector. These have not
been adequately addressed in the scholarly literature and are worthy of exploration. The
formulation of ICD location problem using discrete choice models provides reference for
other similar facility location problems on how to formulate endogenous demand and
market competitiveness.
The fixed charge facility location problems are considered or proven to be NP
complete. The use of multinomial Logit model inevitably further complicates the
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formulation in both objective function and constrains, which justifies the use of heuristics
to solve the formulation. Based on the structure of formulation, a problem specific tabu
search heuristic algorithm was designed to solve the formulation. Tabu search
parameters, tabu tenure, slack parameter, and cutoff parameter, are tested to decide their
contributions and sensitivity to the computational time and optimality. The findings of
these tests are very important when the problem size grows. Statistical inference was
used to evaluate the performance of the tabu search algorithm. The result of the
evaluation shows that the solutions of the tabu search algorithm are within the confidence
interval of the optimal solution of this formulation. This proves that the designed tabu
algorithm is efficient and effective.

7.3 Recommendations for Future Study
Based on the current availability of data and for the purpose of similarity, this thesis
has made several assumptions. In order to further improve the current accomplishments
of this thesis, the following are recommended for future research.

1. Utility Vector
Currently, the utility vector only has transport cost and logistics cost. In the future
when more detailed surveys are available, these two attributes should be re-examined to
further break down and include some elements, such as reliability, which are difficult to
be quantified.

2. Market Segmentation
The thesis assumes that all shippers are homogeneous in terms of tastes in selecting
ICD services. Therefore, the parameters, â = [ β 1 , β 2 , ... , β k ]' are the same for all
shippers. In fact, although all shippers of international trade share much similarity,
shippers of different commodities behave differently. Shippers should be classified into
sub-groups, depending on commodities such as electronic products, garments, and
grocery. For each of these sub-groups, specific â = [ β 1 , β 2 , ... , β k ]' should be calculated
to represent the taste of each sub-group. Also, if data are available for each shipper within
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the sub-group, aggregation methods must be developed to aggregate demand from the
individual shipper’s selection.

3. Time Horizon
The time horizon in the research is one year. All costs are annualized. As the ICD
should stay in business for years, the model should represent the horizon of more than one
year. Multi-staging planning should be incorporated into the model.
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Appendix A

C++ Codes of Tabu Search Algorithm
<This is the head.h file>

//define constant
const int total_CFS=24;//incl. both proposed and existing CFS's
const int total_demand=20;
const int no_potential_CFS=20;//only proposed CFS's
const float co_of_cost=-0.04;//coefficient of cost in the U-vecotr
const float co_of_time=-0.04;//coefficient of time in the U-vector
const float ratio=40;//ratio of cost to traffic served
const long scale=60000;// the minimum scale to operate an CFS
//define the structure of the utility vector
class Demand;
class Facility;
struct U_vector{
float cost;
float time;
};

class Demand{
long int volume;

//demand volume

U_vector link[total_CFS];

//simple list/array of links between demand and CFS

float prob_vector[total_CFS]; //simple probability list of links
public:
//constructor
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Demand(){};
~Demand(){};
void write_data();//input member data from keyboard
void read_data(); //show data from the data file
// void get_data(); //get member data from disk file
void cal_prob(Facility*); //calculate the probability
long int get_volume(){return volume;}
float get_prob(int k){return prob_vector[k];}
};

class Facility{
float price;//service charge
float cost;//operating an fixed cost
long traffic; //total traffic served
int y;
float profit;
public:
Facility(){y=1;};
~Facility(){};
void write_data();//input member data
void read_data();//get member data from disk file
void cal_traffic(Demand *, int);//calculate total traffic served
float cal_cost(){return cost=traffic*ratio;}//need to be developed
float get_price(){return price;}
float get_traffic(){return traffic;}
void set_y_value(int i){y=i;}
int get_y_value(){return y;}
float get_profit();
};
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<This is the head.cpp file>

#include<iostream.h>
#include<math.h>
#include"head_ran.h"
#include<stdlib.h>
//write_data of Demand
void Demand::write_data(){
volume=random(10)+1;
//

cout<<"\n Enter traffic volume: ";

//

cin>>volume;
for(int i=0;i<total_CFS;i++)
{//cout<<"\n Enter cost between this demand and No."<<i+1<<" CFS ";
//cin>>link[i].cost;
//cout<<"\n Enter time between this demand and No."<<i+1<<" CFS ";
//cin>>link[i].time;
link[i].cost=random(100)+1;
link[i].time=random(100)+1;
}

}

//read-data function of Demand
void Demand::read_data(){
cout<<"\n Traffic Voulme: "<<volume*10000;
for(int i=0;i<total_CFS;i++)
{cout<<"\n The cost between this demand and No."<<i+1<<" CFS ";
cout<<link[i].cost;
cout<<"\n The time between this demand and No."<<i+1<<" CFS ";
cout<<link[i].time;
}
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}

//cal_prob memeber function of Demand
void Demand::cal_prob(Facility f[total_CFS]){
float x=0;
for(int i=0;i<total_CFS;i++)
{x+=f[i].get_y_value()*exp(co_of_cost*link[i].cost+co_of_time*link[i].time);}
for (i=0;i<total_CFS;i++)
{prob_vector[i]=(f[i].get_y_value()*exp(co_of_cost*link[i].cost+co_of_time*link[i].time))/x;}
}

//write_data function of Facility
void Facility::write_data(){
//

cout<<"\n Enter service charge: ";

//

cin>>price;
price=random(21)+80;

}

//read_data function of Facility
void Facility::read_data(){
cout<<"\n Service charge: ";
cout<<price;
}

//cal_traffic
void Facility::cal_traffic(Demand d[total_demand],int k){
float t=0;
for(int i=0;i<total_demand;i++)
{ t+=d[i].get_volume()*d[i].get_prob(k)*10000;
}
traffic=long(t);
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}

//get_profit
float Facility::get_profit(){

if (traffic>=scale) return profit=traffic*price-cal_cost();
y=0;
return 0;
}

<This is the exact algorithm main function>

#include<fstream.h>
#include"head_ran.h"
#include<time.h>
#include<dos.h>
#include<conio.h>
#include<sys\types.h>
#include<stdlib.h>
void main(){
//initiating the network
randomize();
time_t first, second;
Demand d_node[total_demand];//instantiating the demand node aray
Facility f_node[total_CFS];//instantiating the facility array
fstream d_file,f_file;//creating object of fstream for data of demand nodes
//and for data of facility node
//writing data to data files of demand nodes and facility nodes
d_file.open("c:\\cpp\\d_ran20.dat",ios::out|ios::in|ios::binary);
f_file.open("c:\\cpp\\f_ran20.dat",ios::out|ios::in|ios::binary);
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int i;
/* //demand nodes
for(i=0;i<total_demand;i++)
{//cout<<"\n This is No."<<i+1<<" demand node";
d_node[i].write_data();
d_file.write((char*)&d_node[i],4+8*total_CFS);
}
for(i=0;i<total_CFS;i++)
{//cout<<"\n This is No."<<i+1<<" CFS";
f_node[i].write_data();
f_file.write((char*)&f_node[i],4);
}
*/ //reading data file of demand nodes

d_file.seekg(0);
f_file.seekg(0);
//demand nodes
for(i=0;i<total_demand;i++)
{d_file.read((char*)&d_node[i],4+8*total_CFS);
//

cout<<"\n This is No."<<i+1<<" demand node";

//

d_node[i].read_data();
}
//facility nodes
for(i=0;i<total_CFS;i++)
{f_file.read((char*)&f_node[i],4);

//

cout<<"\n This is No."<<i+1<<" CFS";

//

f_node[i].read_data();
}

//enumerate alternatives
first=time(NULL);
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int y1[total_CFS],y2[total_CFS];//to record the best,and wrost solution
for(i=0;i<total_CFS;i++)
{y1[i]=0;y2[i]=0;}
float profit1=0; //best profit(objective function)
float profit2=0;//worst profit
float profit3=0;//average profit
int counter=0;
for(int i0=0;i0<=1;i0++)
for(int i1=0;i1<=1;i1++)
for(int i2=0;i2<=1;i2++)
for(int i3=0;i3<=1;i3++)
for(int i4=0;i4<=1;i4++)
for(int i5=0;i5<=1;i5++)
for(int i6=0;i6<=1;i6++)
for(int i7=0;i7<=1;i7++)
for(int i8=0;i8<=1;i8++)
for(int i9=0;i9<=1;i9++)
for(int i10=0;i10<=1;i10++)
for(int i11=0;i11<=1;i11++)
for(int i12=0;i12<=1;i12++)
for(int i13=0;i13<=1;i13++)
for(int i14=0;i14<=1;i14++)
for(int i15=0;i15<=1;i15++)
for(int i16=0;i16<=1;i16++)
for(int i17=0;i17<=1;i17++)
for(int i18=0;i18<=1;i18++)
for(int i19=0;i19<=1;i19++)
{ f_node[0].set_y_value(i0);
f_node[1].set_y_value(i1);
f_node[2].set_y_value(i2);
f_node[3].set_y_value(i3);
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f_node[4].set_y_value(i4);
f_node[5].set_y_value(i5);
f_node[6].set_y_value(i6);
f_node[7].set_y_value(i7);
f_node[8].set_y_value(i8);
f_node[9].set_y_value(i9);
f_node[10].set_y_value(i10);
f_node[11].set_y_value(i11);
f_node[12].set_y_value(i12);
f_node[13].set_y_value(i13);
f_node[14].set_y_value(i14);
f_node[15].set_y_value(i15);
f_node[16].set_y_value(i16);
f_node[17].set_y_value(i17);
f_node[18].set_y_value(i18);
f_node[19].set_y_value(i19);
f_node[20].set_y_value(1);
f_node[21].set_y_value(1);
f_node[22].set_y_value(1);
f_node[23].set_y_value(1);
counter++;
//cal_prob
for (i=0;i<total_demand;i++)
d_node[i].cal_prob(f_node);
//cal_traffic
for(int j=0;j<no_potential_CFS;j++)
f_node[j].cal_traffic(d_node,j);
//feedback for the soluation to make it feasible
for(j=0;j<no_potential_CFS;j++)
if(f_node[j].get_traffic()>0&&f_node[j].get_traffic()<scale)
f_node[j].set_y_value(0);

111

//cal_prob
for (i=0;i<total_demand;i++)
d_node[i].cal_prob(f_node);
//cal_traffic
for(j=0;j<no_potential_CFS;j++)
f_node[j].cal_traffic(d_node,j);
//compare the objective function
float p=0;
for(j=0;j<no_potential_CFS;j++)
p+=f_node[j].get_profit();
if (p>=profit1)
{for(j=0;j<total_CFS;j++)
y1[j]=f_node[j].get_y_value();
profit1=p;
}
if(p<=profit2)
{for(j=0;j<total_CFS;j++)
y2[j]=f_node[j].get_y_value();
profit2=p;
}
profit3+=p;
}
second=time(NULL);
cout<<"\n The execution time is "<<difftime(second,first);
profit3=profit3/counter;
//print outcome;
cout<<"\nThe best solution is::"
<<"\n Objective function value: "<<profit1;
cout<<"\n The decision varialbles are: "<<"\n";
for(i=0;i<total_CFS;i++)
cout<<y1[i];
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cout<<"\nThe worst solution is::"
<<"\n Objective function value: "<<profit2;
cout<<"\n The decision varialbles are: "<<"\n";
for(i=0;i<total_CFS;i++)
cout<<y2[i];

cout<<"\n The average objective function value is::"<<profit3;

}

<This is the TABU search algorithm>

#include<time.h>
#include<fstream.h>
#include"head_ran.h"
#include<stdlib.h>
#include<dos.h>
#include<conio.h>
#include<sys\types.h>
struct tabu_node
{

int n;// facility number
int s;//status:0 or 1
int t;//tabu_tenure
tabu_node *next;

};

class tabu_list{
tabu_node *head;
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public:
tabu_list(){head=NULL;} //constructor
~tabu_list();//destructor
int check_node(int,int);// check node in list and in/decrease tenure or add/del node
//1st int: decision variable no., 2nd int: 1 or 0;
void override(int, int);
int decrement(); //all tenures decrease by 1 after one iteration
void add_node(int,int,int); //put new tabu in list,3rd int: tenure
int del_node(); //delete a tabu from the list if tenure is 0.
};

//destructor of tabu_list
tabu_list::~tabu_list(){
while(head!=NULL)
{tabu_node *temp=head;
head=temp->next;
delete temp;
}
}

//check_node function to see whether the move is in tabu list
int tabu_list::check_node(int i, int j){
if (head==NULL) return -1; //false
tabu_node *temp=head;
while(temp!=NULL)
{if (temp->n==i&&temp->s==j) return 1; //true
temp=temp->next;
}
return -1;//false
}

114

//override function to override the tanu restriction
void tabu_list::override(int i, int j){
if (head->n==i&&head->s==j)
{tabu_node * n=head->next;
delete head;
head=n;
return;
}
tabu_node * P=head;
tabu_node * N=P->next;
while(N!=NULL)
{if(N->n==i&&N->s==j)
{P->next=N->next;
delete N;
return;
}
N=N->next;
P=P->next;
}
}

//decrement
int tabu_list::decrement(){
if(head==NULL) return -1;
tabu_node *temp=head;
while(temp!=NULL)
{temp->t--;
temp=temp->next;
}
return 1;
}
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//add_node
void tabu_list::add_node(int i, int j, int tenure){
tabu_node *new_node=new tabu_node;
new_node->n=i;
new_node->s=j;
new_node->t=tenure;
new_node->next=head;
head=new_node;
}

//del_node
int tabu_list::del_node(){
if(head==NULL) return -1;//no tabu node
if (head->t==0)
{tabu_node * n=head->next;
delete head;
head=n;
return 1;
}
tabu_node * P=head;
tabu_node * N=P->next;
while(N!=NULL)
{if(N->t==0)
{P->next=N->next;
delete N;
return 1;
}
N=N->next;
P=P->next;
}
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return -1;
}

//the tabu serach function
void tabu(Demand d[total_demand], Facility f[total_CFS], int N=no_potential_CFS,
int N1=5,int N2=no_potential_CFS){
// N is the maximum outer iterations, N1 is tabu tenure and no. of candidates
tabu_list list; //instantiation of a tabu_list
int y_best[total_CFS];
int y_temp[total_CFS];
int y_temp_temp[total_CFS];
for (int i=0;i<total_CFS;i++) //total_CFS cover all decision variables
{y_best[i]=f[i].get_y_value();
y_temp[i]=f[i].get_y_value();
y_temp_temp[i]=f[i].get_y_value();
}
float p_best=0;
float p_temp=0;
float p_temp_temp=0;
int R;// randomly select the decision variable no.
int B;//to describe the move to 1 or to 0.

//randomly generate initial solution
for(i=0;i<no_potential_CFS;i++)
f[i].set_y_value(y_best[i]);
//cal_prob
for (i=0;i<total_demand;i++)
d[i].cal_prob(f);
//cal_traffic for the initial solution
for(i=0;i<no_potential_CFS;i++)
f[i].cal_traffic(d,i);
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//cal the objective function
for(i=0;i<no_potential_CFS;i++)
p_best+=f[i].get_profit();
//initialize the solution after profit calcualtion(some y is set 0)
for(i=0;i<no_potential_CFS;i++)
{y_best[i]=f[i].get_y_value();
y_temp[i]=f[i].get_y_value();
}
//cal_prob
for (i=0;i<total_demand;i++)
d[i].cal_prob(f);
//cal_traffic for the initial solution
for(i=0;i<no_potential_CFS;i++)
f[i].cal_traffic(d,i);
//cal the objective function
p_best=0;
for(i=0;i<no_potential_CFS;i++)
p_best+=f[i].get_profit();

//Tabu serach
int K=1;
while(K<=N)
{int J=0;
while(J<=N2)
{int I=1;
p_temp=0;
//within tabu tenure
while(I<N1)
{for(int k=1;k<total_CFS;k++) //set y_temp_temp
y_temp_temp[k]=y_temp[k];
int r=random(no_potential_CFS+1); //randomly select the move
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if(y_temp_temp[r]==1) {y_temp_temp[r]=0;} //change value of this decision
else{y_temp_temp[r]=1;}
int b=y_temp_temp[r];//for the use to check tabu list and add tabu
for(k=0;k<no_potential_CFS;k++)
f[k].set_y_value(y_temp_temp[k]);//generate a candidate move/solution
for (k=0;k<total_demand;k++) //cal_prob
d[k].cal_prob(f);
for(k=0;k<no_potential_CFS;k++)//cal traffic for this move
f[k].cal_traffic(d,k);
p_temp_temp=0;
for(k=0;k<no_potential_CFS;k++)//cal objective function
p_temp_temp+=f[k].get_profit();
for(k=0;k<no_potential_CFS;k++) //some y might be set 0.
y_temp_temp[k]=f[k].get_y_value();
for (k=0;k<total_demand;k++) //cal_prob
d[k].cal_prob(f);
for(k=0;k<no_potential_CFS;k++)//cal traffic for this move
f[k].cal_traffic(d,k);
p_temp_temp=0;
for(k=0;k<no_potential_CFS;k++)//cal objective function
p_temp_temp+=f[k].get_profit();
if(list.check_node(r,b)==1) // move is in tabu list
{if(p_temp_temp>p_best) //aspiration level
{list.override(r,b); //override the tabu restriction
p_temp=p_temp_temp;//record this objective function
//do not use y_best, it will come up later
for (k=0;k<no_potential_CFS;k++)
y_temp[k]=y_temp_temp[k];//refresh y_temp
R=r;
B=b;
}

119

}
else{if(p_temp_temp>p_temp) //select best candidate move
{p_temp=p_temp_temp;//record this objective function
for(k=0;k<no_potential_CFS;k++)
y_temp[k]=y_temp_temp[k];//refresh y_temp
R=r;
B=b;
}
}
I++;
}
//compare the best candidate from neighbour with the best solution
if (p_temp<p_best) {J++;}
else {J=0;
p_best=p_temp;
for(int d=0;d<no_potential_CFS;d++)
y_best[d]=y_temp[d];
list.add_node(R,B,N1+1);//N1=1 because decrement below
}
//update tabu list and aspiration level
list.decrement(); //tabu tenure minus 1
list.del_node(); //delete 0 tenure tabu

}
K++;
}
//output the outcome
cout<<"\n";
for(i=0;i<total_CFS;i++) cout<<y_best[i]<<" ";
cout<<"\n";
cout<<"the objective function is "<<p_best<<"\n";
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}

void main(){
//initiating the network
time_t first, second;
Demand d_node[total_demand];//instantiating the demand node aray
Facility f_node[total_CFS];//instantiating the facility array
fstream d_file,f_file;//creating object of fstream for data of demand nodes
//and for data of facility node
//writing data to data files of demand nodes and facility nodes
d_file.open("c:\\cpp\\d_ran20.dat",ios::out|ios::in|ios::binary);
f_file.open("c:\\cpp\\f_ran20.dat",ios::out|ios::in|ios::binary);
/* //demand nodes
for(i=0;i<total_demand;i++)
{cout<<"\n This is No."<<i+1<<" demand node";
d_node[i].write_data();
d_file.write((char*)&d_node[i],4+8*total_CFS);
}
for(i=0;i<total_CFS;i++)
{cout<<"\n This is No."<<i+1<<" CFS";
f_node[i].write_data();
f_file.write((char*)&f_node[i],4);
}
//reading data file of demand nodes
*/
d_file.seekg(0);
f_file.seekg(0);
//demand nodes
for(int i=0;i<total_demand;i++)
{d_file.read((char*)&d_node[i],4+8*total_CFS);
//

cout<<"\n This is No."<<i+1<<" demand node";
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//

d_node[i].read_data();
}
//facility nodes
for(i=0;i<total_CFS;i++)
{f_file.read((char*)&f_node[i],4);

//

cout<<"\n This is No."<<i+1<<" CFS";

//

f_node[i].read_data();
}
randomize();
first=time(NULL);
tabu(d_node,f_node);
second=time(NULL);
cout<<"\n The execution time is: "<<difftime(second,first);

}
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Appendix B

Fortran Codes of Monte Carlo Algorithm to Resolve
Nonlinear Equations System
double precision x(2), y(2),ss(100),cc,dd,ee,ff,b1,b2,eps,f13
OPEN(UNIT=2,FILE='ev1.DAT', STATUS='OLD')
read(2,*) M,cc,dd,ee,ff,eps
do 991 i=1,M
991

read(2,*) ss(i)
x(1)=cc
x(2)=dd
b1=ee
b2=ff
n=2
m=10
call dnmtc(x,n,b1,b2,m,eps,y,ss)
call fl(x,n,ss,m,f13)
write(*,*) eps
do 10 i=1,n

10

write(*,100) i, x(i)
write(*,*)

100

format(5x,'x(',i2,1x,')=',e13.6)
write(*,101) f13

101

format(3x,"b value =",f15.8)
stop
end
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subroutine dnmtc(x,n,b1,b2,m,eps,y,ss)
double precision x(n), y(n),b1,b2,ss(100),eps
double precision r
double precision a1,a2,z,fa,z1
a1=b1
a2=b2
k=1
r=1.0
call f(x,n,ss,M,fa)
z=fa
l=0
write(*,*) eps
10

if(a1.ge.eps) then
l=l+1
write(*,*) l
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call nrnd1(r,random)
y(1)=-a1+2.0*a1*random+x(1)
if(y(1).gt.-1.770835e8) goto 119
y(2)=-a2+2.0*a2*random+x(2)
write(*,101) y(1),y(2)

101

format(3x,"a=",f15.1,3x,"c=",f15.6)
call f(y,n,ss,M,fa)
z1=fa
write(*,*) z1
k=k+1
if (z1.ge.z) then
if (k.gt.m) then
k=1
a1=a1/2.0
a2=a2/2.0
endif

124

goto 10
else
k=1
do 30 i=1,n
30

x(i)=y(i)
z=z1
if (z.ge.eps) goto 10
end if
end if
return
end

subroutine nrnd1(r,random)
double precision s,u,v,r
s=65536.0
u=2053.0
v=13849.0
m=r/s
r=r-m*s
r=u*r+v
m=r/s
r=r-m*s
random=r/s
write(*,100) random
100

format(3x,"Random=",f15.8)
return
end

subroutine f(x,n,y,m,fa)
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double precision x(n),f1,f2,fa,y(100),f11,f12,f13,f22,f21
f11=0
f12=0
f13=0
f21=0
f22=0
do 10 i=1,m
f11=f11+1/(y(i)-x(1))
f12=f12+(y(i)-x(1))**(x(2)-1)
f13=f13+(y(i)-x(1))**x(2)
f21=f21+alog(y(i)-x(1))
10

f22=f22+(y(i)-x(1))**x(2)*alog(y(i)-x(1))
f1=-(x(2)-1)*f11+m*x(2)*f12/f13
f2=m/x(2)+f21-m*f22/f13
fa=sqrt(f1*f1+f2*f2)
return
end

subroutine fl(x,n,y,m,f13)
double precision x(n),y(100),f13
f13=0
do 10 i=1,m
10

f13=f13+(y(i)-x(1))**x(2)
f13=f13/m
f13=f13**(1/x(2))
return
end
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