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1. Introduction
A semiring is a set S equipped with binary operations + and · such that (S,+) is a commutative
monoid with identity element 0, and (S, ·) is a monoid with identity element 1. In addition, operations
+ and · are connected by distributivity and 0 annihilates S. A semiring is commutative if ab = ba for
all a, b ∈ S.
A semiring S is called integral if a + b = 1 and ab = ba = 0, implies that a, b ∈ {0, 1}.
A semiring S is called antinegative, if a + b = 0 implies that a = b = 0. Antinegative semirings are
also called antirings (or zero-sum-free semirings). A semiring is entire (or zero-divisor-free) if ab = 0
implies that a = 0 or b = 0.
The simplest example of an antinegative semiring is the binary Boolean semiring, the set {0, 1} in
which addition and multiplication are the same as in Z except that 1 + 1 = 1. We will denote the
binary Boolean semiring by B.
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Moreover, the set of nonnegative integers (or reals) with the usual operations of addition and
multiplication, is a commutative integral antinegative semiring. Inclines (i.e. additively idempotent
semirings in which products are less than or equal to either factor) are commutative antinegative
semirings. Distributive lattices are inclines, and thus antinegative semirings. Also, tropical semirings
are commutative antinegative semirings.
We will denote by Mn(S) the set of all n × n matrices over a semiring S, by GLn(S) the set of
all invertible matrices in Mn(S), and by Nn(S) the set of all nilpotent matrices in Mn(S). The ab-
stract group of permutations on a set of n elements (i.e. the symmetric group) will be denoted
by Sn.
The matrix with the only nonzero entry 1 in the ith row and jth column will be denoted by Ei,j . Let
Diag(a1, a2, . . . , an) denote the diagonal matrix
∑n
i=1 aiEi,i. The n × n identity matrix will be denoted
by In. For σ ∈ Sn we deﬁne the permutation matrix Pσ = ∑ni=1 Ei,σ(i).
If X is either an element or a subset of S, let CS(X) denote the centralizer of X in S. The set of all
(multiplicatively) invertible elements of a semiring S will be denoted by U(S).
A set {a1, a2, . . . , ar} ⊆ S of nonzero elements is called an orthogonal decomposition of 1 of length r
in S if a1 + a2 + · · · + ar = 1 and aiaj = ajai = 0 for all i /= j.
For any subset T of a semiring S, we denote by (T) the commuting graph of T . The vertex set
V(Γ (T)) of Γ (T) is the set of elements in T\CS(T). An unorderded pair of vertices x − y is an edge of
Γ (T) if x /= y and xy = yx.
For example, the commuting graph of the set of all 2 × 2 nilpotentmatrices over an entire antineg-
ative semiring S, is a disconnected graph with two components (corresponding to the strictly upper,
and strictly lower triangular matrices), where both components are isomorphic to a complete graph
on |S| − 1 vertices.
The sequence of edges x0 − x1, x1 − x2, . . . , xk−1 − xk is called a path of length k and is denoted
by x0 − x1 − · · · − xk . The distance between two vertices is the length of the shortest path between
them. The diameter of the graph is the longest distance between any two vertices of the graph. A path
x0 − x1 − · · · − xk−1 − x0 is called a cycle. The girth of a graph is the length of the shortest cycle
contained in the graph. If the graph contains no cycles, then we deﬁne the girth to be equal to ∞.
In this paper, we study the diameters and girths of the commuting graphs of certain subsets of the
full matrix semiring.
The commuting graphs of various subsets of matrix rings were recently studied in [1,2,4,5]. In
Theorem 2, we prove a result on the diameter of the set of nilpotent matrices over a semiring, that is
similar to the ring theoretic result in [1, Theorem 8]. In Theorem 4, we improve upon [4, Theorem 3.1]
by showing that diam(Γ (Sn)) = 5 in all cases of n − 1 and n not being prime. We then use this result
together with the characterization of the invertible matrices, described in [3], to ﬁnd the diameter
and girth of the commuting graph of the group of invertible matrices over an arbitrary commutative
antinegative semiring (See Theorems 7 and 8).
Finally, we study the commuting graph of the semiring of all n × n matrices over an arbitrary
semiring, and by studying the commuting graph of matrices over the binary Boolean semiring, we
obtain results on the diameter of the commuting graph of the semiring of all matrices over an entire
commutative antinegative semiring.
2. The commuting graph of nilpotent matrices
In this section, we will assume that S is an entire commutative antinegative semiring. Nilpotent
matrices over such semirings were characterized in [3,8].
We will denote by Jn the nilpotent n × n matrix E1,2 + E2,3 + · · · + En−1,n. First, we state the
following lemma, which is a similar result to the well known result for matrices over ﬁelds. However,
it can be easily shown by a straightforward calculation, that the lemma holds also for matrices over
semirings.
Lemma 1. If S is a semiring, then the centralizer of Jn is equal to CMn(S)(Jn) = {a0In + a1Jn + a2J2n +
· · · + an−1Jn−1n ; ai ∈ S}.
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This now enables us to calculate the diameter and girth of the commuting graph of the set of all
nilpotent matrices over an entire commutative antinegative semiring.
Theorem 2. Let S be a commutative entire antinegative semiring. Then
diam(Γ (Nn(S))) =
⎧⎪⎨
⎪⎩
∞, n = 2,
5, n = 3,
4, n 4,
and
girth(Γ (Nn(S))) =
{∞, n = 2 and |S| 3,
3, otherwise.
Proof. Consider ﬁrst the graphΓ (N2(S)). Note that nilpotentmatrices in CM2(S)(aE1,2) are of the form
bE1,2. It follows that Γ (N2(S)) is not connected. Moreover, if |S| 3, the graph Γ (N2(S)) contains no
cycles and therefore girth(Γ (N2(S))) = ∞. Otherwise, if |S| 4, the matrices aE1,2, bE1,2 and cE1,2
commute pairwise for all nonzero a, b, c ∈ S and thus girth(Γ (N2(S))) = 3.
Recall that over a commutative entire antinegative semiring, for every nilpotent matrix A there
exists a permutation matrix P, such that PAP−1 is strictly upper triangular (see e.g. [8, Lemma 4.1]).
Clearly, every strictly upper triangular matrix commutes with E1,n. Thus, every nilpotent matrix A
commutes with Ei,j = P−1E1,nP for some i /= j.
Choose n 3, A, B ∈ Nn(S) and let AEi,j = Ei,jA and BEk,l = Ek,lB, for i /= j and k /= l.
If i /= l and j /= k, then Ei,jEk,l = Ek,lEi,j = 0, so d(A, B) 3. In the case i /= l, but j = k, Ei,j − Ei,l − Ej,l
is a path in Γ (Nn(S)) and thus d(A, B) 4. We treat the case when i = l and j /= k similarly.
If i = l and j = k, for n 4, Ei,j − Em,r − Ej,i is a path inΓ (Nn(S)), if neitherm or r is not equal to i or
j. Thus, we proved that diam(Γ (Nn(S))) 4 if n 4. By Lemma 1 we have that the nilpotent matrices
in the centralizer of Jn are matrices of the form
∑n−1
i=1 αiJin and nilpotent matrices in the centralizer of
JTn are of the form
∑n−1
i=1 βi(JTn )i. It can be easily seen that
∑n−1
i=1 αiJin and
∑n−1
i=1 βi(JTn )i cannot commute
unless one of them is the zero matrix. Therefore, d(Jn, J
T
n ) 4 and thus diam(Γ (Nn(S))) = 4.
Ifn = 3, i = l and j = k, then there exists somemdifferent from i and j, and thus Ei,j − Ei,m − Ej,m −
Ej,i is a path inΓ (N3(S)). Therefore diam(Γ (N3(S))) 5. Again, by Lemma 1, the nilpotentmatrices in
the centralizer of J3 are of the form a1J3 + a2J23 and the nilpotentmatrices in the centralizer of JT3 are of
the form b1J
T
3 + b2(JT3 )2. It is easy to verify that a 3 × 3 nilpotent matrix commutes with a1J3 + a2J23
if and only if it is strictly upper triangular. Similarly, a nilpotent matrix commutes with b1J
T
3 + b2(JT3 )2
if and only if it is strictly lower triangular. Thus, d(J3, J
T
3 ) 5 and therefore diam(Γ (N3(S))) = 5.
If n 3, the matrices E1,2, E1,3 and E1,2 + E1,3 commute pairwise and thus we have that
girth(Γ (Nn(S))) = 3. 
3. The commuting graph of the group of invertible matrices
In this section, we will assume that S is a commutative antinegative semiring, and that 1 cannot be
written as an inﬁnite sum of orthogonal idempotents.
The invertiblematrices over certain classes of semiringswere studied in [3,6,7]. Note that a diagonal
matrix D = Diag(d1, d2, . . . , dn) and a permutation matrix Pσ commute if and only if∑ni=1 diEi,σ(i) =∑n
i=1 dσ(i)Ei,σ(i), i.e. if and only if di = dσ(i) for i = 1, 2, . . . , n. Therefore, D and Pσ commute if and
only if D has the same entries along all positions that correspond to the cycles of σ .
We can deﬁne the commuting graph of an abstract group in the same way as the commuting
graph of a semiring (e.g. [4]). If we deﬁne Pn = {Pσ ; σ ∈ Sn} ⊆ Mn(S), then the commuting graph
Γ (Pn) of all permutation matrices over a semiring is isomorphic to the commuting graph Γ (Sn) of
the symmetric group.
It was proved in [4] that for n 3, the graph Γ (Sn) is connected if and only if n and n − 1 are not
primes. For that case, it also holds that diam(Γ (Sn)) 5 and the bound is sharp. By using GAP, it was
also proved that diam(Γ (S9)) = 5.
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Here, we improve upon this result by showing that diam(Γ (Sn)) 5 for all n, and we then use this
result to calculate the diameter of the commuting graph of the group of invertible matrices over an
antinegative semiring.
If τ and σ are two commuting permutations, and σ(a) = a, then σ(τ k(a)) = τ k(σ (a)) = τ k(a)
for all k. Thus, we proved the following lemma.
Lemma 3. Let τ and σ be two commuting permutations, and suppose that there exists some a ∈
{1, 2, . . . , n} such that σ(a) = a. Then, σ(τ k(a)) = τ k(a) for every integer k.
We use this lemma to prove the following theorem.
Theorem 4. Let n 3. Then,
diam(Γ (Sn)) =
{
5, n and n − 1 are not primes,
∞, otherwise.
Proof. By [4, Theorem 3.1], we only have to prove that diam(Γ (Sn)) 5. Deﬁne π = (1, 2, 3, . . . , n)
and λ = (1, 2, 3, . . . , n − 1), and observe that, since the order of π and the order of σ are relatively
prime, the lengths of all the cycles in all powers of the two permutations are also relatively prime.
Suppose we have a path π − ρ − σ − τ − λ of length 4 in Γ (Sn). Since the centralizer of a cycle
in a symmetric group consists of its powers (multiplied by some permutations on the ﬁxed points of
the cycle), the length of any cycle in the decomposition of ρ is relatively prime to the length of any
cycle in the decomposition of τ , and we can conclude that every integer in {1, 2, . . . , n} is actually a
ﬁxed point of σ . Therefore σ = 1 is central, which is a contradiction. Similarly, we can deal with the
simpler cases of paths of length 3 or less from π to λ. 
We will also need the following technical lemmas.
Lemma 5
(a) If σ ∈ Sn, then PσDiag(d1, d2, . . . , dn) = Diag(dσ(1), dσ(2), . . . , dσ(n))Pσ .
(b) If DPσ commutes with D
′, where D′ = Diag(d′1, d′2, . . . , d′n), then d′i = d′σ(i) for all i.
(c) If DPσ commutes with D
′Pσ ′ , then Pσ commutes with Pσ ′ .
(d) If Pσ and Pσ ′ commute and σ ′ is a power of σ , then for every nonscalar diagonal matrix D there
exists a nonscalar diagonal matrix D′ such that DPσ and D′Pσ ′ commute.
Proof. Part (a) is a straightforward calculation and (b) follows from (a).
(c) Suppose that DPσD
′Pσ ′ = D′Pσ ′DPσ and write D = Diag(d1, d2, . . . , dn) and D′ = Diag(d′1,
d′2, . . . , d′n). Then, by (a), we have that DDiag(d′σ(1), d′σ(2), . . . , d′σ(n))Pσ Pσ ′ = D′ Diag(dσ ′(1),
dσ ′(2), . . . , dσ ′(n))Pσ ′Pσ and thus Pσ commutes with Pσ ′ .
(d) Let us use the notation of the proof of (c) and suppose that Pσ and Pσ ′ commute. Then
DPσD
′Pσ ′ = D′Pσ ′DPσ if and only if did′σ(i) = d′idσ ′(i) for all i. We can now deﬁne d′i = 1
for every ﬁxed point i of the permutation σ . Since σ ′ is a power of σ , all cycles in σ ′ are
powers of the cycles in σ and thus we can deﬁne the entries d′ recursively with the equality
d′σ(i) = d′id−1i dσ ′(i). 
Lemma 6. Let S be a commutative integral antinegative semiring, n 3, and deﬁne permutations σ =
(1, 2, 3, . . . , n), τ = (1  n+1
2
+1 n) and σ ′ = στ. Then, d(Pσ , Pσ ′) 5 in Γ (GLn(S)).
Proof
(1) Letσ andσ ′ be as stated and choose 0 < k,  < n. First, we prove that the only diagonalmatrices
that commute with Pσ k and Pσ ′ , are the scalar matrices.
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Note that σ and σ ′ are both n-cycles and the elements in the second half of the cyclic notation
of σ ′ are the elements in the second half of the cycle σ translated by one position.
Suppose that gcd(k, n) = d < k. Then, there exist x, y ∈ Z such that d = kx + ny. For t ∈ Z,α
andα + td belong to the same cycle of σ d. Therefore,α + td ≡ α + tkx (mod n) and thusα and
α + td also belong to the same cycle of σ k . Moreover, if (a1, a2, . . . , at) is a cycle of σ k , it follows
that all ai belong to the same cycle of σ
d (since k is divisible by d). We proved that the cycles of
σ k and σ d have the same elements, and therefore we can assume without any loss of generality
that n is divisible by k. This also implies that 1 k,  n
2
.
For an arbitrary cycle π = (a1, a2, a3, . . . , ak), we say that the distance δπ (ai, aj) between ai
and aj in this cyclic notation is theminimal nonnegative k, such that aj = π k(ai), i.e. δπ (ai, aj) is
equal to j − i if i j, and k − j + i if i > j. Observe that if π is an n-cycle, then π k consists
of disjoint cycles, where two consecutive elements in the same cycle in π k are at distance
k in π .
Let us denote by δ(a, b) the distance between a and b in the cyclic notation of σ and by δ′(a, b)
the distance between a and b in the cyclic notation of σ ′.
Let us denote A = {1, 2, . . . ,  n+1
2
}, B = { n+1
2
 + 1, . . . , n − 1, n} and D = Diag(d1,
d2, . . . , dn).
If a diagonal matrix D commutes with Pσ k and Pσ ′ for some k,  ∈ N, then D is constant along
the positions that correspond to all the cycles in σ k , as well as the positions that correspond to
all the cycles in σ ′ (see Lemma 5(b)). Note that since every cycle of σ k contains an element from
A (as well as B), it sufﬁces to show that D is constant along the positions that correspond to the
entries from A (or B), in order to prove that D is a scalar matrix.
Choose any a ∈ A. Then, D is constant along the positions from the set {a + t gcd(k, ) ∈
A; t ∈ Z} for all k,  ∈ Z. If k and  are relatively prime, then D is a scalar matrix. Otherwise,
take the largest c = a + αk + β ∈ A, such that c + k, c +  ∈ B.
Consider ﬁrst the case when n = 2k = 2. Then, σ k and σ ′k are both products of disjoint
transpositions, σ k consists of transpositions (i k+i), for i 1, and σ ′k consists of transpositions
(1 2k) and (i k+i−1), for i > 1. Since D is constant along the positions that correspond to all
the transpositions in σ k and σ ′k , it is a scalar matrix.
Otherwise, note that δ′(c, c +  − 1) =  and δ(c +  − 1, c +  − αk − 1) ≡ 0 mod k. De-
note by C ⊆ A the set of all numbers of the form c +  − 1 − αk − β ∈ A,α,β ∈ Z. It follows
that di = dj for all i, j ∈ C ∪ {c} and therefore dc = dc−1. Now, it follows inductively that di = dj
for all i, j ∈ A and thus D is a scalar matrix.
(2) As a special case of [3, Theorem 1], we have that all invertible matrices in Mn(S), where S is
integral, are of the form DPσ , for a diagonal matrix D and a permutation matrix Pσ . Note that
over a commutative semiring any two diagonal matrices commute and scalar matrices are not
vertices in Γ (GLn(S)).
Now, Pσ commutes only with matrices of the form D
′Pσ k , and similarly, Pσ ′ commutes only
with matrices of the form D′′Pσ ′ . Notice that Pσ k and Pσ ′ do not commute, so if we were to
ﬁnd a path of length 4 or less from Pσ to Pσ ′ in Γ (GLn(S)), there would have to exist a matrix
A = DPλ connected to D′Pσ k and D′′Pσ ′Γ (GLn(S)). If λ = id, Awould have to be constant along
all the positions that correspond to cycles of σ k and σ ′ by Lemma 5(b). By the above, the
only such matrix is a scalar one, which lies in the centre of GLn(S). Thus λ /= id and Lemma
5(c) now shows that Pλ commutes with Pσ k and Pσ ′ . Since the centralizer of a permutation
is a product of the powers of its cycles (and some permutation on the set of the ﬁxed points
of the permutation), and no cycles in σ k and σ ′ coincide by the above remarks, we have a
contradiction. Therefore, we have shown that there is no path of length 4 or less between Pσ
and Pσ ′ . 
We are now able to calculate the diameter of the commuting graph of the group of all invertible
matrices over an arbitrary commutative antinegative semiring. Recall that U(S) denotes the group of
invertible elements in S.
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Theorem 7. Let S be a commutative antinegative semiring and n 2.
(a) If U(S) /= {1}, then
diam(Γ (GLn(S))) =
{
5, n is not prime and S is integral,
∞, otherwise.
(b) If U(S) = {1}, then Γ (GLn(S)) is an empty graph if n = 2, and
diam(Γ (GLn(S))) =
{
5, n and n − 1 are not primes,
∞, otherwise,
if n 3.
Proof
(a) Recall [3, Theorem 1] that all invertible matrices over an antinegative semiring S are of the
formD
∑
σ∈Sn eσ Pσ , where
∑
σ∈Sn eσ = 1 is an orthogonal decomposition of 1,D is a diagonal
matrix and Pσ are permutation matrices.
Assume ﬁrst that n is not prime and S is integral. Then all the invertible matrices are of the
form DPσ . By Lemma 6, diam(Γ (GLn(S))) 5.
If U(S) /= {1}, choose a matrix DPσ ∈ GLn(S). We will show that there exists a nonscalar
diagonal matrix D′, such that d(D′, DPσ ) 2. Since all diagonal matrices commute, this will
imply that diam(Γ (GLn(S))) 5.
If σ is not an n-cycle, note that since U(S) /= {1}, there exists a nonscalar diagonal matrix
Dσ , such that DPσ commutes with Dσ . Thus, d(DPσ , Dσ ) = 1.
If σ is an n-cycle and n is not prime, then there exists an integer k such that σ k /= id is not
an n-cycle. By Lemma 5(d), there exists a diagonal D′′ such that DPσ commutes with D′′Pσ k .
Since σ k is not an n-cycle, there exists a nonscalar diagonal D′, such that D′′Pσ k commutes
with D′. Thus, d(DPσ , D′) 2.
Assume now, that n is prime and S is integral. Choose commuting matrices DPσ , D
′Pσ ′ ∈
GLn(S). By Lemma 5(c), Pσ and Pσ ′ commute. If σ is a cycle of length n, then σ ′ = σ k , thus
either σ ′ is the identity, or a cycle of length n. If σ ′ = id, then by Lemma 5(a), D′ is a scalar
matrix. Thus, there is no path from DPσ to any D
′′Pτ , where τ is not a cycle of length n.
Therefore, Γ (GLn(S)) is not connected.
Consider now the case, when S is not integral.
It was proved in [3, Cor. 2] that the maximal decomposition of 1 in S is unique and that the
summands of all other decompositions of 1 are actually sums of some of the summands of the
maximal sum. Let us write themaximal decomposition of 1 as 1 = e1 + e2 + · · · + er . Since
the idempotents ei are orthogonal, we can see that
∑r
i=1 eiDPσi commutes with
∑r
i=1 eiD′Pσ ′i
if and only if DPσi commutes with D
′Pσ ′i for i = 1, 2, . . . , n.
Let us ﬁrst look at the case of n being prime. Let A = ∑ri=1 eiDPσi , where all σi are n-cycles,
and D is a nonscalar matrix, and let A commute with B = ∑ri=1 eiD′Pτi . Assume that at least
one of the permutations τi, say τ1, is the identity. By Lemma 5(b), we have d
′
j = d′σ1(j) for all
j. Since σ1 is an n-cycle, D
′ is a scalar matrix. Since B is noncentral, at least one of the other
permutations τi, say τ2, is nontrivial. Since n is prime and τ2 commutes with an n-cycle σ2,
it follows that τ2 is an n-cycle as well. Now, we have that DPσ2Pτ2 = Pτ2DPσ2and by Lemma
5(a), it follows that dτ2(i) = di for all i. This contradicts the assumption that D is nonscalar
matrix. So, all τi are n-cycles, and D
′ is a nonscalar matrix. Thus, Γ (GLn(S)) is not connected,
since there is no path from A to any invertible matrix of the form
∑r
i=1 eiD′Pσ ′i , where either
at least one σ ′i is not an n-cycle, or D′ is a scalar matrix.
Assume now that n is not prime. Choose any a ∈ U(S)\{1} and deﬁne D = Diag(1, a, a,
. . . , a). Choose n-cycles σ1 = (1 2 3 . . . n) and σ2 = (1 n 2 3 . . . n−1) and let A =
e1DP
′
σ1
+∑ri=2 eiDPσ2 . Assume that A commutes with B = ∑ri=1 eiD′Pτi . If at least one of
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the Pτi is equal to the identity, then by Lemma 5(b) we have the equation d
′
σi(j)
= d′j for all j.
Since σ1 and σ2 are both n-cycles, it follows that D
′ is a scalar matrix. Since B is not central,
there exists an index k such that Pτk is not the identity. Similarly as before, we have that
dτk(i) = di for all i and thus, D is constant along the positions that correspond to the cycles
in τk . Since d1 /= di for i = 2, . . . , n, we have that τk(1) = 1. However, τk commutes with an
n-cycle (either σ1, or σ2), so it has no ﬁxed points, unless it is the identity. We can therefore
assume that all Pτi /= I for i = 1, 2, . . . , n.
Since A commutes with B if and only if it commutes with λB for any λ ∈ U(S), we can also
assume that d′1 = 1. Recall that DPσi commutes with D′Pτi for all i. By Lemma 5(a) we have
that
djd
′
σ(j) = d′jdτ1(j) (1)
and
djd
′
σ2(j)
= d′jdτi(j) (2)
for i 2.
Note that for every i, τi has no ﬁxed points (see Lemma 3). By choosing j = 1 in 1 and 2, we
get thatd′2 = d′n = a. By choosing j = n in 1,wehave that τ1(n) = 1. By the fact thatσ1 and τ1
commute, we prove inductively that τ1(i) = i + 1 for 1 i n − 1 and thus τ1 = σ1. Along
with1 this yieldsD′ = D and (with2) this further implies thatdσ2(j) = dτi(j). For j = n − 1we
have that dτi(n−1) = 1 and thus τi(n − 1) = 1 for i 2. Since (τiσ2)(n − 1) = (σ2τi)(n − 1),
we have that τi(1) = n. Similarly, we prove that τi(n) = 2 and then inductively that τi(j) =
j + 1 for 2 j n − 2. This implies that τi = σ2 for i 2, and therefore B = A.
So,A commutes onlywithmatrices of the formλA, and therefore the graph is not connected.
(b) IfU(S) = {1}, then by [3, Theorem1], every invertiblematrix is of the formA = ∑ eσ Pσ . Note
that S2 is an Abelian group and thus there are no noncentral invertible matrices in M2(S).
Therefore, the graph Γ (GL2(S)) is empty. If n 3, the theorem follows from Theorem 4 and
the fact that
∑
eσ Pσ commutes with
∑
eσ ′Pσ ′ if and only if Pσ commutes with Pσ ′ for all the
summands. 
In the next theorem, we examine the girth of the commuting graph of the group of all invertible
matrices over an antinegative commutative semiring.
Theorem 8. Let S be a commutative antinegative semiring and n 2 be an integer such that at least one
of the following assumptions holds:
(a) n 4,
(b) n = 3 and S is not integral,
(c) n = 3 and U(S) /= {1},
(d) n = 2 and |U(S)| 3,
(e) n = 2, |U(S)| 2 and S is not integral,
then girth(Γ (GLn(S))) = 3. Otherwise, girth(Γ (GLn(S))) = ∞.
Proof
1. If n 4 and σ is a 4-cycle, then the set {Pσ , Pσ 2 , Pσ 3} is a set of pairwise commuting invertible
noncentral matrices and they thus form a triangle in Γ (GLn(S)).
2. If n = 3 and S is not integral, then there exists an orthogonal decomposition e1 + e2 = 1.
Therefore by [3, Theorem 1], the set {e1Pσ + e2In, e1In + e2Pσ , e1Pσ + e2Pσ } is a set of pair-
wise commuting invertible noncentral matrices and they thus form a triangle in
Γ (GLn(S)).
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If n = 3 and S is integral, we consider two cases. First, if U(S) = {1}, then the group GL3(S)
is isomorphic to the symmetric group S3. It is an easy exercise to check that Γ (S3) has
no cycles. Otherwise, there exists 1 /= a ∈ U(S), so the invertible matrices aE1,1 + E2,2 +
E3,3, E1,1 + aE2,2 + E3,3 and E1,1 + E2,2 + aE3,3 form a triangle in Γ (GL3(S)), and thus
girth(Γ (GL3(S))) = 3.
3. Note that in the case n = 2 and U(S) = {1}, the group GL2(S) is commutative, so Γ (GL2(S))
is an empty graph.
If n = 2, |U(S)| = 2 and S is integral, then choose invertible a /= 1 in S. Thus, GL2(S) ={E1,1 + E2,2, aE1,1 + E2,2, E1,1 + aE2,2, E1,2 + aE2,1, aE1,2 + E2,1, aE1,2 + aE2,1} and it is iso-
morphic to thesymmetricgroupS3. SinceΓ (S3)hasnocycles, it follows thatgirth(Γ (GL2(S)))= ∞. Otherwise, if |U(S)| = 2 and S is not integral, then there exists an orthogonal decom-
position e1 + e2 = 1 and let U(S) = {1, a}. In this case, thematrices Pσ , aPσ and e1Pσ + e2In
are invertible noncentral and are thus the vertices of a triangle in Γ (GL2(S)). It follows that
girth(Γ (GL2(S))) = 3.
In the remaining case, when n = 2 and there exist a, b ∈ U(S)\{1}, the invertible ma-
trices aE1,1 + E2,2, bE1,1 + E2,2 and aE1,1 + bE2,2 form a triangle in Γ (GL2(S)) and thus
girth(Γ (GL2(S))) = 3. 
4. The commuting graph of the full matrix semiring
We have now studied the commuting graph of invertible matrices and the graph of nilpotent
matrices, so the natural question is, what about the commuting graph of the semiring of all matrices?
As the next proposition shows, the girth is equal to 3 in almost all cases.
Proposition 9. If S is a commutative semiring and n 2 is an integer, then
girth(Γ (Mn(S))) =
{∞, n = 2 and S = Z2
3, otherwise.
Proof. If n 3 then the matrices E1,1, E2,2 and E3,3 form a 3-cycle Γ (Mn(S)), so the girth is equal to 3.
If n = 2 and S /= {0, 1}, we choose a ∈ S\{0, 1}, so that E1,1, aE1,1, and E2,2 form a 3-cycle inΓ (Mn(S)).
If n = 2 and S = {0, 1}, then we have two possibilities. In the ﬁrst case, 1 + 1 = 1, so S is a binary
Boolean semiring, and E1,1 + E1,2 + E2,1 + E2,2, E1,1 + E1,2 + E2,2 and E1,1 + E2,1 + E2,2 form a 3-cycle
in Γ (Mn(S)) and thus girth(Γ (Mn(S))) = 3. Otherwise, 1 + 1 = 0, so S is a ﬁeld, isomorphic to Z2.
It is a straightforward calculation that Γ (M2(Z2)) consists of 14 vertices that form 7 components,
each having two vertices. Thus, Γ (M2(Z2)) has no cycles and thus girth(Γ (M2(Z2))) = ∞. 
However, the general case of matrices over an arbitrary semiring seems to be too diverse to be able
to allow any hope of also ﬁnding the diameter of the commuting graph of all matrices over an arbitrary
semiring. The following propositions give us at least some partial answers.
Proposition 10. If B is a binary Boolean semiring, then diam(Γ (M2(B))) = ∞ and 3
diam(Γ (Mn(B))) 4 for n 3.
Proof. Let us ﬁrst consider the 2 × 2matrices overB. It is straightforward to see that the centralizer of
E1,1 (or, equivalently the centralizer of E2,2) consists only of diagonal matrices. Since the only diagonal
nonscalar matrices inM2(B) are E1,1 and E2,2, it follows that the graph Γ (M2(B)) is not connected.
Suppose now that n 3. Let us denote by En the n × n matrix with all entries equal to 1. We will
prove that the distance from En to every matrix in Γ (Mn(B)) is at most 2.
If A ∈ Mn(B) is a nondiagonal matrix, then A + In is nonscalar matrix which commutes with A.
Moreover, A + In has at least one 1 in every row and every column and therefore (A + In)En = En(A +
In) and A − (A + In) − En is a path in Γ (Mn(B)).
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If A = E1,1 + E2,2 + · · · + Ek,k , for some k n − 2, then A commutes with Bk =
[
Ik 0
0 En−k
]
. For
every diagonalmatrix Awith k diagonal entries equal to 1, k n − 2, there exists a permutationmatrix
P, such that PAP−1 = E1,1 + E2,2 + · · · + Ek,k and thus A commutes with PBkP−1. Since PBkP−1 is a
nonscalarmatrix andhas at least one 1 in every rowand every column, it follows thatA − PBkP−1 − En
is a path in Γ (Mn(B)).
In the case A = P(E1,1 + E2,2 + · · · + En−1,n−1)P−1, where P is a permutation matrix, it follows
that A − P
[
En−1 0
0 1
]
P−1 − En is a path in Γ (Mn(B)).
Since the distance from En to every matrix in Γ (Mn(B)) is at most 2, it follows that
diam(Γ (Mn(B))) 4.
By Lemma 1, we see that the only matrices that commute with Jn as well as with J
T
n , are the scalar
matrices and therefore diam(Γ (Mn(B))) 3. 
Corollary 11. If S is a commutative entire antinegative semiring, then diam(Γ (M2(S))) = ∞ and
diam(Γ (Mn(S))) 3, for n 3.
Proof. For a matrix A ∈ Mn(S), let us denote by supp(A) ∈ Mn(B) the unique (0, 1)-matrix with the
property Ai,j /= 0 if and only if (supp(A))i,j /= 0 for all 1 i, j n.
Since S is a commutative entire antinegative semiring, AB = BA for A, B ∈ Mn(S) implies that
supp(A)supp(B) = supp(B)supp(A) for supp(A), supp(B) ∈ Mn(B). Thus, it follows that
diam(Γ (Mn(S))) diam(Γ (Mn(B))). Now, the statement follows by Proposition 10. 
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