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Abstract
We study a novel variant of the multi-armed bandit problem, where at each time step, the
player observes an independently sampled context that determines the arms’ mean rewards.
However, playing an arm blocks it (across all contexts) for a fixed and known number of future time
steps. The above contextual setting, which captures important scenarios such as recommendation
systems or ad placement with diverse users, invalidates greedy solution techniques that are
effective for its non-contextual counterpart (Basu et al., NeurIPS19). Assuming knowledge of the
context distribution and the mean reward of each arm-context pair, we cast the problem as an
online bipartite matching problem, where the right-vertices (contexts) arrive stochastically and
the left-vertices (arms) are blocked for a finite number of rounds each time they are matched.
This problem has been recently studied in the full-information case, where competitive ratio
bounds have been derived. We focus on the bandit setting, where the reward distributions
are initially unknown; we propose a UCB-based variant of the full-information algorithm that
guarantees a O(log T )-regret w.r.t. an α-optimal strategy in T time steps, matching the Ω(log(T ))
regret lower bound in this setting. Due to the time correlations caused by blocking, existing
techniques for upper bounding regret fail. For proving our regret bounds, we introduce the novel
concepts of delayed exploitation and opportunistic sub-sampling and combine them with ideas
from combinatorial bandits and non-stationary Markov chains coupling.
1 Introduction
There has been much interest in variants of the stochastic multi-armed bandit (MAB) problem to
model the phenomenon of local performance loss, where after each play, an arm either becomes
unavailable for several subsequent rounds [10], or its mean reward temporarily decreases [13, 27].
These studies provide state-of-the-art finite time regret guarantees. However, many (if not most)
practical applications of bandit algorithms are contextual in nature (e.g., in recommendation systems,
∗These authors contributed equally to this work.
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task allocations), and these studies do not capture such scenarios where the rewards depend on a
task-dependent context. Our paper focuses on a contextual variant of the blocking bandits model [10].
We consider a set of arms such that, once an arm is pulled, it cannot be played again (i.e., is
blocked) for a known and fixed number of consecutive rounds. At each round, a unique context is
sampled according to some known distribution over a finite set of contexts and the player observes
this context before playing an arm. The reward of each arm is drawn independently from a different
distribution, depending on the context of the round under which the arm is played. The objective of
the player is to maximize the expected cumulative reward collected within an unknown time horizon.
Applications of the above model include scheduling in data-centers, where the reward for assigning
a task to a particular server depends on the workload of the task (e.g., computation, memory or
storage intensive), or task assignment in online and physical service systems (e.g., Mechanical Turk
for crowdsourcing tasks, ride sharing platforms for matching customers to vehicles). In these settings,
both the contextual nature as well as transient unavailability (e.g., a vehicle currently unavailable
due to being occupied by a previous customer) of resources are central to the resource allocation
tasks.
1.1 Key challenges
We introduce and study the problem of contextual blocking bandits (CBB). In this setting, greedy
approaches that play the best available arm fail. Instead, for adapting to unknown future contexts,
a combination of randomized arm selection and selective round skipping (meaning, not play any
arm in some rounds) is required for achieving optimal competitive guarantees. This technique, that
ensures sufficient future arm availability, has been noted in [20] and [4, 14].
Prior work in the full-information case where the mean rewards are known [20], devises a
randomized LP rounding algorithm that is based on round skipping. Critically, the round skipping
probabilities are time-dependent and computed offline given the LP solution (see Section 3). The
skip probabilities however cannot be precomputed in a bandit setting, thus requiring some form of
online learning.
To address the challenges of a bandit setting, a natural idea is to use a (dynamic) LP. This
LP would use upper confidence bound (UCB) values (that vary over time) in place of the true
mean values that would be available in the full information setting (as in [2, 39]). This strategy,
however, creates a significant technical hurdle: the LP is now a function of the trajectory, and the
availability state of the system depends on the dynamically changing LP solution several steps into
the future. This correlates past and future decisions and, thus, the techniques for analyzing the
impact of skipping rounds to arm availability can no longer be applied.
The LP using UCB values has a further challenge: An action derived from the LP might not be
available in a particular round (due to blocking); thus no action would be taken leading to no new
sample of reward, and thus, no evolution of the information state (maintained by the bandit to learn
the environment).
1.2 Our contribution
• We develop an efficient time-oblivious bandit algorithm that achieves O
(
km(k+m) log(T )
∆
)
regret
bound, for k arms, m contexts and T time steps, where ∆ is the difference between the optimal
and the best suboptimal extreme point solution of the LP. This requires two key technical
innovations:
– Delayed Exploitation. At each time t, our algorithm uses the UCB from the (past) time
(t−Mt), where Mt = Θ(log(t)), for computing a new solution to the LP. Introducing this
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delay is crucial – it ensures that the dynamics of the underlying Markov chain over the
interval [t−Mt, t] have mixed, and decorrelates the UCB from each arm’s availability at
time t. We believe that this technique might be of independent interest.
– LP Convergence under Blocking. We leverage techniques from combinatorial bandits [16,
45] and combine them with an opportunistic subsampling scheme, in order to ensure a
sufficient rate of new samples associated with suboptimal LP solutions.
• For the full-information case, we prove an unconditional hardness of dmax2dmax−1 , where dmax is
the maximum blocking time, establishing that our algorithm (and the one in [20]) achieves the
optimal competitive guarantee. This improves on the 0.823-hardness result of [20].
• As a byproduct of our work, we improve on [20], in the special case where the blocking times are
deterministic and time-independent. Specifically, our algorithm (a) does not require knowledge
of T , (b) involves a (smaller) LP that can be optimized via fast combinatorial methods and (c)
leads to a slightly improved competitive guarantee (asymptotically) for finite blocking times.
• Although our work focuses on the theoretical aspects of the problem, we provide simulations
of our algorithm on synthetic instances in Section 6.
1.3 Related work
From the advent of stochastic MAB [44] and later [31], decades of research in stochastic MAB have
culminated in a rich body of research (c.f. [12, 33]). Focusing on directions which are relevant to our
work, we first note that our problem differs from contextual bandits as in [1, 11, 32]. Although, these
works face the challenge of arbitrarily many contexts, they do not handle blocking.
Our problem lies in the space of stochastic non-stationary bandits, where the reward distributions
(states) of the arms can change over time. Two important threads in this area are: rested bandits [19,
22, 42], where the arm state (hence, reward distribution) changes only when the arm is played,
and restless bandits [42, 46], where the state changes at each time, independently of when the arm
is pulled. Our problem differs from these settings (and from sleeping bandits [28]), as our reward
distributions change in a very special manner, both during arm playing (becoming blocked) and not
playing (i.i.d. context and becoming available). Our problem also falls into the class of controlled
Markov Decision Processes [5] with unknown parameters. However, the exponentially large state
space (O(dkmax)), makes this approach highly space and time consuming, and the finite time regret
of known algorithms [6, 21, 43] non-admissible.
In recent works [10, 13, 27, 37], the reward distribution changes are determined by some fixed
special functions. Our setting belongs to this line of work, as blocking can be translated w.l.o.g.
into deterministically zero reward. However, our problem differs from the above, as the optimal
algorithm in hindsight must adapt to random context realizations. The models in [24, 37] also assume
stochastic side information and arm delays, but consider different notions of regret, comparing to
our work.
From an algorithmic side, the full-information case of our problem has been studied in [20], in
the context of online bipartite matching with stochastic arrivals and reusable nodes (see also [26]
for an interesting, yet unrelated to ours, combination of matching and learning). In addition, the
non-contextual case of our problem [10] is related to the literature on periodic scheduling [9, 25, 40].
The idea of combining UCB [7] and LP formulations also appears in bandits with knapsacks
[2, 3, 8, 39]. Our problem differs from this model (and from bandits with budgets [17, 41]), as
we assume both resource consumption and budget renewal (i.e., arm availability) that depend on
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the player’s actions. Due to blocking, our problem differs from combinatorial bandits and semi-
bandits [15, 16, 18, 29, 30]. However, we draw from the techniques in [45] for analyzing the regret of
our LP-based algorithm.
2 Problem definition
Model. Let A be a set of k arms (or actions), C be a set of m contexts and T ∈ N+ be the time
horizon of our problem. At every round t ∈ {1, 2, . . . , T}, a context j ∈ C is sampled by nature
with probability fj (such that
∑
j∈C fj = 1). The player has prior knowledge of context distribution
{fj}j∈C , while she observes the realization of each context at the beginning of the corresponding
round, before making any decision on the next action. When arm i ∈ A is pulled at round t under
context j ∈ C, the player receives a reward Xi,j,t, ∀t ∈ {1, 2, . . . , T}. We assume that the (context and
arm dependent) rewards {Xi,j,t}t∈[T ] are i.i.d. random variables with mean µi,j and bounded support
in [0, 1]. In the blocking bandits setting, each arm is in addition associated with a delay di ∈ N,
indicating the fact that, once the arm i is played on some round t, the arm becomes unavailable
for the next di − 1 rounds (in addition to round t), namely, in the interval {t, . . . , t+ di − 1}. The
player is unaware of the time horizon, but has a priori knowledge of the arm delays. A specific
problem instance I is defined by the tuple (A, C, {di}∀i∈A, {fj}∀j∈C , {Xi,j,t}∀i,j,t), with each element
as defined above.
We refer the reader to Appendix A for additional technical notation.
Online algorithms. In our setting, an online algorithm is a strategy according to which, at every
round t, the player observes the context of the round, and chooses to play one of the available arms
(or skip the round). Specifically, the decisions of an online algorithm depend only on the observed
context of each round and the availability state of the system. We are interested in constructing
an online algorithm pi, that maximizes the expected cumulative reward over the randomness of the
nature and of the algorithm itself, in the case of a randomized algorithm. Let Apit ∈ A∪ ∅ be the
arm played by algorithm pi at time t, Ct is the context of the round and RN,pi is the randomness
due to the contexts/rewards realization and the possible random bits of pi. For any instance I and
time horizon T , the expected reward can be expressed as follows:
RewpiI (T ) = ERN,pi
∑
t∈[T ]
∑
j∈C
∑
i∈A
Xi,j,t I (Apit = i, Ct = j)
 .
Oracle. In order to characterize an optimal online algorithm, one way is to formulate it as a
Markov Decision Process (MDP) on a state space of size O(dkmax), which is exponential in the number
of arms. Instead, we take a different route by comparing our algorithms with an an offline oracle,
an optimal (offline) algorithm that has a priori knowledge of the realizations of the contexts of all
rounds and infinite computational power (a.k.a. optimal clairvoyant algorithm). It is clear that
the expected reward of the oracle, denoted by Rew∗I(T ), upper bounds the reward of any online
algorithm.
Competitive ratio. The competitive ratio, ρpi(T ), of an algorithm pi for T time steps is defined
as the (worst case over the problem instance) ratio between the expected reward collected by pi and
the expected reward of the oracle, and is a standard notion in the field of online algorithms 1. An
1Formally, the competitive ratio is defined as ρpi(T ) = infI
RewpiI (T )
Rew∗
I
(T )
.
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algorithm pi is called α-competitive if there exists some α ∈ (0, 1] such that ρpi(T ) ≥ α,∀T ∈ N+.
Thus, an α-competitive algorithm achieves at least α ·Rew∗I(T ) expected reward.
Approximate regret. Let pi∗ be the oracle. Note that, for any finite T , and due to the finiteness
of the number of contexts and actions, such an algorithm is well-defined. The α-regret of an algorithm
pi is the difference between α times the expected reward of an optimal online policy2 and the reward
collected by pi, for α ∈ (0, 1], namely,
αRegpiI (T ) = α ·Rew∗I(T )−RewpiI (T ).
The notion of α-regret is widely accepted in the combinatorial bandits literature [16, 45], for problems
where an efficient algorithm does not exist, even for the case where the mean rewards {µi,j}∀i,j are
known a priori, thus leading inevitably to linear regret in the standard definition.
3 The full-information problem
We begin by considering the full-information (non-bandit) variant of the problem, where the mean
rewards {µi,j}i∈A,j∈C are known to the player a priori. Note that in both variants, the distribution of
contexts {fj}j∈C and the delays {di}i∈A are known to the player, but the time horizon is unknown.
This case of our problem has been also studied in [20], in the setting where the delays can be
stochastic and time-dependent, but the time horizon is known.
LP upper bound. Our first step towards proving the competitive ratio of our algorithm is to
upper bound the reward of an optimal clairvoyant policy, Rew∗I(T ), which uses an optimal schedule
of arms for each context realization. Consider the following linear program:
maximize:
∑
i∈A
∑
j∈C
µi,jzi,j s.t. (LP)
∑
j∈C
zi,j ≤ 1
di
,∀i ∈ A (C1)
∑
i∈A
zi,j ≤ fj , ∀j ∈ C (C2) zi,j ≥ 0,∀i ∈ A, ∀j ∈ C .
In (LP), each variable zi,j can be thought of as the (fluidized) average rate of playing arm i
under context j. Intuitively, constraints (C1) indicate the fact that each arm i ∈ A can be pulled at
most once every di steps, due to the blocking constraints. Similarly, constraints (C2) suggest that
playing (any arm) under context j ∈ C happens with probability at most fj . As we show in the proof
of Theorem 1, (LP) provides an (approximate) upper bound to the expected reward collected by
an optimal clairvoyant policy (when we multiply its objective value by T ), and this approximation
becomes tighter as T increases. Finally, we remark that, as opposed to the LP used in [20]: (a)
We do not require knowledge of the time horizon T , in order to compute an optimal solution to
(LP), and (b) its structural simplicity allows the efficient computation of an optimal extreme point
solution, using fast combinatorial methods (see Appendix C.1).
Online randomized rounding. Our algorithm, fi-cbb, rounds an optimal solution to (LP) in
an online randomized manner (as in [20], but for a different LP), and serves as a basis for the bandit
algorithm we design in the next section (see Appendix B.1 for a pseudocode):
2In fact, we use a stronger notion of α-regret by assuming that the optimal online algorithm is clairvoyant.
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fi-cbb: The algorithm initially computes an optimal solution, {z∗i,j}i,j , to (LP). At any round t,
and after observing the context jt ∈ C of the round, the algorithm samples an arm, based on the
marginal distribution {z∗i,jt/fjt}i∈A. At this phase, any arm can be sampled, independently of its
availability state. If no arm is sampled (because
∑
i∈A z
∗
i,jt
/fjt < 1), the round is skipped and no
arm is played. Let it ∈ A be the sampled arm of this phase. If the arm it is available, the algorithm
plays the arm with probability βit,t (formally defined shortly)– otherwise, the round is skipped.
For any arm i ∈ A and round t, we set βi,t = min{1, di2di−1 1qi,t }, where qi,t is the a priori probability
of i being available at time t (i.e., before observing any context realization). The value of qi,t, can
be recursively computed as follows:
qi,1 = 1 and qi,t+1 = qi,t(1− βi,t
∑
j∈C
z∗i,j) + I (t ≥ di) qi,t−di+1βi,t−di+1
∑
j∈C
z∗i,j . (1)
In the above algorithm, the arm sampling at the beginning of each round, ensures that, on average,
each arm-context pair, (i, j), is selected a z∗i,j-fraction of time. Moreover, {βi,t}∀i,t correspond to
the non-skipping probabilities– their role is to ensure a constant rate of arm availability over time.
The technique of precomputing these probabilities as a function of the expected arm availability
has been proven useful for achieving optimal competitive guarantees in various online optimization
settings (see, e.g., [4, 14, 20]), where other approaches (such as greedy LP rounding) fail.
In the following theorem, we provide the competitive guarantee of our algorithm fi-cbb. Due to
space constraints and the partial overlapping with [20], its proof has been moved to Appendix E.
Theorem 1. For any T , the competitive ratio of fi-cbb against any optimal clairvoyant algorithm
is at least dmax2dmax−1
(
1− dmax−1dmax−1+T
)
, where dmax = maxi∈A di.
4 The bandit problem
In the bandit setting of our problem, where the mean rewards {µi,j}∀i,j are initially unknown, we
design a bandit variant of fi-cbb, that attempts to learn the mean values of the distributions
{Xi,j,t}∀t for all i ∈ A, j ∈ C, while collecting the maximum possible reward. Our objective is to
achieve an α-regret bound growing as O(log(T )), for α = dmax2dmax−1 . Due to space constraints, the
proofs of this section are deferred to Appendix F.
4.1 The bandit algorithm: ucb-cbb
Our algorithm, named ucb-cbb, maintains UCB indices for all arm-context pairs, and uses them (in
place of the actual means) to compute a new optimal solution to (LP) at each round. Given this
solution, the algorithm samples an arm in a similar way as fi-cbb. We expect that, as the time
progresses, the LP solution computed using the UCB estimates will converge to the optimal solution
of (LP) and, thus, the two algorithms will gradually operate in an similar manner.
However, as the UCB indices are intrinsically linked with arm sampling, the future arm availability
and, thus, the sequence of LP solutions become correlated across time. This makes the precomputation
of non-skipping probabilities, {βi,j}i,j , as before, no longer possible. In order to disentangle these
dependencies, we introduce the novel technique of delayed exploitation, where at each round, ucb-cbb
uses UCB estimates from relatively far in the past. This ensures that the extreme points used
in the meantime, are fixed and unaffected by the online rounding and reward realizations in the
entire duration. Using this fixed sequence of extreme points, we adaptively compute non-skipping
probabilities that strike the right balance between skipping and availability.
We now outline the new elements of ucb-cbb (which we denote by p˜i), comparing to fi-cbb.
6
Dynamic LP. As opposed to the case of fi-cbb, where the mean rewards are initially unknown,
our bandit algorithm solves at each time t ∈ [T ] a linear program (LP)(t). This LP has the same
constraints as (LP), but uses UCB estimations, {µ¯i,j(t)}i,j , in place of the actual means in the
objective. Following the standard UCB paradigm, the above estimations are defined as
µ¯i,j(t) = min
{
µˆi,j,Ti,j(t) +
√
3 ln (t)
2Ti,j(t)
, 1
}
, ∀i ∈ A, j ∈ C . (2)
In the above formula, Ti,j(t) denotes the number of times arm i is played under context j up to (and
excluding) time t, and µˆi,j,Ti,j(t) denotes the empirical estimate of µi,j , using Ti,j(t) i.i.d. samples.
Delayed Exploitation. In order to decouple the UCB estimates and, thus, the extreme point
choices, from the arm availability state of the system, our algorithm, at any round t, uses the UCB
indices from several rounds in the past. For any t ∈ [T ], let Z(t) = {zi,j(t)}i,j be optimal extreme
point solution to (LP)(t), i.e., using the indices {µ¯i,j(t)}i,j in place of the actual mean rewards.
Moreover, let Z(0) be an arbitrary extreme point of (LP). For any t ∈ [T ], we fix Mt = Θ(log t), in
a way that there is a unique integer Tc ≥ 1, such that t ≥Mt + 1 if and only if t ≥ Tc (see Appendix
F.1).
At any t ∈ [T ], and after observing the context jt ∈ C of the round, our algorithm samples
arms according to the marginal distribution {zi,jt(t −Mt)/fjt}i∈A, namely, using the solution of
(LP)(t−Mt). In the case where t−Mt ≤ 0, the algorithm samples arms according to the marginal
distribution {zi,jt(0)/fjt}i∈A, based on the initial extreme point Z(0).
Conditional Skipping. In ucb-cbb the non-skipping probabilities of each round t ∈ [T ], {βi,t}∀i,
now depend on the sequence of solutions of (LP) up to time t, that are used for sampling arms. We
define by Ht the history up to time t for any t ≥ 1, which includes all the context realizations, pulling
of arms, and reward realizations of played arms. For every arm i ∈ A and time t, the non-skipping
probability is defined as βi,t = min{1, di2di−1 1qi,t(Ht−Mt )}, where qi,t(Ht−Mt) now corresponds to the
probability of i being available at time t, conditioned on the history up to time Ht−Mt .
For t < Tc, where the extreme point Z(0) is used at every round until t, the probability qi,t(H0),
for any i ∈ A can be recursively computed similarly as in the full-information case (using the
recursive equation (1), where every z∗i,j is replaced with zi,j(0) for any i ∈ A, j ∈ C).
For t ≥ Tc, the value qi,t(Ht−Mt) is the probability that arm i is available at time t, conditioned
on Ht−Mt . By definition of Tc, for any τ ∈ [t−Mt, t], it is the case that τ −Mτ ≤ t−Mt and, thus,
Hτ−Mτ ⊆ Ht−Mt . This implies that all the extreme points in the trajectory of (LP)(τ −Mτ ) for
τ ∈ [t −Mt, t], as well as the involved non-skipping probabilities {βi,τ}i∈A are deterministic and,
thus, computable, conditioned on Ht−Mt . The computation of qi,t(Ht−Mt) can be done recursively
similarly to (1). However, the extreme point solutions depend on arm mean estimates that vary over
time, thus requiring a more involved recursion (see Appendix F.2 for more details). Our choice of
Mt = Θ(log t) is large enough to guarantee sufficient decorrelation of the extreme point choices and
the future arm availability, but also small enough to incur a small additive loss in the regret bound.
The above changes are summarized in Algorithm 1. In Appendix B.2, we provide a routine,
called compq(i,t,H), for the computation of qi,t(Ht−Mt).
4.2 Analysis of the α-regret
We define the family of extreme point solutions Z = {zZi,j}i,j of (LP) as Z. We note that, as (LP)(t)
varies from (LP) only in the objective, the family of extreme points remains fixed and known to the
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Algorithm 1: ucb-cbb
Set µ¯i,j(0)←1 for all i ∈ A, j ∈ C and compute an initial solution Z(0) to (LP).
for t = 1, 2, . . . do
Set M ← b2 logc1(t)c+ 2 · dmax + 8, where c1 = e2/(e2 − 1).
if t ≤M then Set M = t.
Compute solution Z(t−M) = {zi,j}i∈A,j∈C to (LP)(t−M).
Observe context jt ∈ C and sample arm it ∈ A with probability zit,jt/fjt .
if it 6= ∅ and it is available then
Set qit,t(Ht−M )←compq(it, t,Ht−M ) and βit,t←min{1, di2di−1 1qit,t(Ht−M )}.
if u ≤ βit,t, for u ∼ U [0, 1] then Play it.
Update the UCB indices according to Eq. (2).
player. We denote by Z∗ = {z∗i,j}∀i,j any optimal extreme point of (LP) with respect to the mean
values {µi,t}∀i,t, and we denote by ZS the set of suboptimal extreme points. We now define the
relevant gaps of our problem, by specializing the corresponding definitions of [45], in the case where
the family of feasible solutions coincides with the extreme points solutions of (LP). As we discuss in
Appendix C.2, the following suboptimality gaps are complex functions of the means, {µi,j}i∈A,j∈C ,
arm delays, {di}i∈A, and context distribution, {fj}j∈C .
Definition 1 (Gaps [45]). For any extreme point Z ∈ ZS the suboptimality gap is ∆Z =
∑
i∈A
∑
j∈C µi,j(z
∗
i,j−
zZi,j) and ∆max = supZ∈Z ∆Z . For any arm-context pair (i, j), we define ∆
i,j
min = infZ∈ZS,zZi,j>0 ∆Z ,
i.e., the minimum ∆Z over all Z ∈ ZS such that zZi,j > 0.
The first step of our analysis is to show that delayed exploitation, indeed, ensures that the
dynamics of the underlying Markov Chain (MC) over the interval [t −Mt, t] have mixed. This
weakens the dependence between online rounding and extreme point choices and, thus, decorrelates
the UCB from arm availability at time t. Let F p˜ii,t be the event that arm i is available at time t.
Using techniques from non-homogeneous MC coupling, we prove the above weakening formally in
the following lemma.
Lemma 1. For any arm i ∈ A and rounds t, t′ ∈ [T ] such that 0 < t− t′ < di and t ≥ Tc, we have:
P
(
F p˜ii,t′ |Ht−Mt
)
P
(
F p˜ii,t′ |Ht′−Mt′
) ≤ 1 + c0 · c−Mt1 , for c0 = e( e2e2 − 1
)2dmax
and c1 =
e2
e2 − 1 .
Proof sketch. The key idea of the proof is to link the quantities P
(
F p˜ii,t′ |Ht−Mt
)
and P
(
F p˜ii,t′ |Ht′−Mt′
)
to the evolution of a fast-mixing non-homogeneous MC. Let us fix an arbitrary run of the ucb-cbb
algorithm upto time t−Mt, which fixes the sequence of extreme points in the run as zij(τ −Mτ ),
and the skipping probabilities as βτ for 1 ≤ τ ≤ t (see Appendix F.2 for details). For this run
and any fixed arm i, we construct the non-homogeneous MC with state space {0, 1, . . . , di − 1},
where each state represents the number of remaining rounds until the arm becomes available. At
time τ ≥ 1, the MC transitions from state 0 to state (di − 1) w.p. βi,τ
∑
j zi,j(τ −Mτ ), and from
state d > 0 to state (d− 1) w.p. 1. Let ν(τ), be the first time on or after τ when arm i becomes
available. We show that P
(
F p˜ii,t′ |Hs−Ms
)
denotes the probability that an independent copy of the
above MC which starts from state 0 (available) at time ν(s−Ms), namely Xs, is available at time t′.
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As the two independent MCs {Xs, s = t, t′} evolve on the same non-homogeneous MC, using ideas
from coupling we show at time t′ the L1 distance between their distributions decays exponentially
with Mt. Specifically, we construct a Doeblin coupling [34] of the two MCs, where at each time
τ ≥ (t−Mt + di) w.p. at least 1/e2, the two MC meet at state 0, thus are coupling exponentially
fast. 
As we show below, Lemma 1 allows us to relate αRegp˜iI (T ) to the suboptimality gaps of the
sequence of LP solutions used by ucb-cbb. This comes with an additive Θ(log(T )∆max) cost in the
regret.
Lemma 2. For the α-regret of ucb-cbb, for α = dmax2dmax−1 and M = Θ(log T + dmax), we have
αRegp˜iI (T ) ≤ ERN,p˜i
T−M∑
t=1
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t)
)+1
3
ln(T )∆max + 6dmax + 71.
Proof sketch. Starting from the definition of αRegp˜iI (T ): We upper bound α ·Rew∗I(T ) using
Theorem 1, while we incur regret in four distinct ways. (a) We incorporate the
(
1−Θ(T−1))-
multiplicative loss as a Θ(dmax) additive term in the regret. (b) We upper bound the total regret
during time 1 to Tc by (maxij µij)Tc = Θ(dmax). (c) We separate the rounds t ≥ Tc, when Mt is
increased (and, thus, the same UCB values are used more than once). This happens Θ(log(T )) times,
adding another Θ(log T∆max) term to the regret. (d) For the rest of the “synchronized” rounds t ≥ Tc
(i.e., where each one uses strictly updated UCB estimates), using Lemma 1, we show that i ∈ A is
played under j ∈ C with probability “close” to di2di−1zi,j(t−Mt), where the total approximation loss
leads to an additive Θ(1) term in the regret. 
By Lemma 2, we can see that ucb-cbb accumulates only constant regret in expectation,
once all the extreme points of ZS are eliminated with high probability. For this to happen, we
need enough samples from each of the arm-context pairs in the support of any Z ∈ ZS (i.e.,
supp(Z) = {(i, j) |zZi,j > 0}). Once the algorithm computes a point Z ∈ ZS (as a solution of
(LP)(t)), each pair (i, j) ∈ supp(Z) is played with probability zZi,j > 0, assuming there is no blocking
or skipping. Leveraging this observation, we draw from the techniques in combinatorial bandits with
probabilistically triggered arms [16, 45]3. In this direction, following the paradigm of [45], we define
the following subfamily of extreme points called triggering probability (TP) groups:
Definition 2 (TP groups [45]). For any pair (i, j) ∈ A×C and integer l ≥ 1, we define the TP group
Z i,j,l = {Z ∈ Z | 2−l < zZi,j ≤ 2−l+1}, where {Z i,j,l}l≥1 forms a partition of {Z∈Z | zZi,j > 0}.
The regret analysis relies on the following counting argument (known in literature as suboptimality
charging) – now standard in the combinatorial bandits literature [16, 30, 45]: For each TP group
Z i,j,l, we associate a counter Ni,j,l. The counters are all initialized to 0 and are updated as follows:
At every round t, where the algorithm computes the extreme point solution Z(t), we increase by one
every counter Ni,j,l, such that Z(t) ∈ Zi,j,l. We denote by Ni,j,l(t) the value of the counter at the
beginning of round t.
Opportunistic subsampling. In the absence of blocking, it can be shown [45] that at any time
t and TP group Z i,j,l, we have Ti,j(t) ≥ 132−lNi,j,l(t) with probability 1−O(1/t3). This guarantees
that by sampling arm-context pairs frequently enough, the algorithm learns to avoid all the points
in ZS with high probability. However, no such conclusion can be drawn in our situation, where arm
3The papers [16, 45] capture a much more general setting, which we omit for brevity.
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blocking can potentially preclude information gain. Specifically, the naive approach of subsampling
the counter increases every di rounds, can only guarantee that Ti,j(t) ≥ O(2−ldi Ni,j,l(t)) with high
probability, thus, leading to a Θ(
√
dmax) multiplicative loss in the regret. We address the above issue
via a novel opportunistic subsampling scheme, which guarantees that, even in the presence of strong
local temporal correlations, we still obtain a constant fraction (independent of di) of independent
samples with high probability.
Lemma 3. For any time t ∈ [T ], TP group Z i,j,l and O(2l log(t)) ≤ s ≤ t− 1, we have:
P
(
Ni,j,l(t) = s, Ti,j(t) ≤ 124e2−lNi,j,l(t)
)
≤ 1
t3
.
Proof sketch. Due to blocking, there is no uniform lower bound for playing a pair (i, j) each
time Ni,j,l(t) is increased. Therefore, we subsample the increases of Ni,j,l(t) in a way that: (a) the
subsampled instances of increases are at least di rounds apart, and (b) the subsampled sequence
captures a constant fraction (independent of di) of non-skipped rounds of the original sequence.
The two properties ensure that, in the subsampled sequence, the number of times a pair (i, j)
is played concentrates around its mean. For a TP group Z i,j,l, we consider blocks of (2di − 1)
contiguous counter increases. From each block we obtain one sample in the first di counter increases,
opportunistically picking a non-skipped round if there is one. By construction, the samples remain
di rounds apart, ensuring property (a). Also, we show there is at least one non-skipped round per
block with probability at least (2di−1)8e 2
−l, ensuring property (b). 
As we observe, the small size of (LP) implies that all its extreme points are sparse. This makes
it less sensitive to the error in the estimates; which, in turn, leads to tighter regret bounds (see
Theorem 2).
Lemma 4. For any Z ∈ Z, |supp(Z)| ≤ k +m.
By combining Lemmas 2, 3 and 4, along with suboptimality charging arguments of [45] (as
described above), we provide our final regret upper bound in the following theorem.
Theorem 2. The α-regret of ucb-cbb for α = dmax2dmax−1 , can be upper bounded as
αRegp˜iI (T ) ≤
∑
i∈A
∑
j∈C
C (k +m) log (T )
∆i,jmin
+
pi2
6
∑
i∈A
∑
j∈C
log
(
2 (k +m)
∆i,jmin
)
∆max + 6 · dmax,
where C > 0 is some universal constant.
5 Hardness of the online problem
The NP-hardness of the full-information CBB problem follows by [10, 40], even in the non-contextual
(offline) setting [10]. In the following theorem, we provide unconditional hardness for the contextual
case of our problem (see Appendix G for the proof). This result implies that the competitive
guarantee of fi-cbb is (asymptotically) optimal, even for the single arm case. Moreover, since the
construction in our proof involves deterministic rewards, the theorem also implies the optimality of
the algorithm in [20], thus, improving on the 0.823-hardness presented in that work.
Theorem 3. For (asymptotic) competitive ratio of the full-information CBB problem, it holds:
lim
T→+∞
sup
pi
ρpi(T ) ≤ dmax
2dmax − 1 .
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6 Simulations
We simulate the ucb-cbb algorithm for 60 sample paths and 10k iterations on different instances,
and report the mean, 25% and 75% trajectories of cumulative α-regret. The α-regret is defined
empirically, using the solution of the LP as an upper bound on the optimal average reward
In addition, we report three other quantities:
(i) The empirical probability that the LP solution causes round skipping. Recall at any time t
and having observed context jt ∈ C, ucb-cbb samples arms using the extreme point {zjti([t−Mt]+) :
i ∈ A}, and may return no arm if 1fjt
∑
i∈A zjti([t−Mt]+) < 1. We denote this time-series by lp skip
in the figures.
(ii) The empirical probability that the adaptive skipping technique actually skips a round to
ensure future availability, even after an arm is sampled using the extreme point. We denote this
time-series by skip in the figures.
(iii) The empirical blocking probability, namely, the time-average number of attempts to play an
arm that fail due to blocking. We call it block in the figures.
UCB Greedy: We compare our algorithm with a UCB Greedy algorithm that plays the avail-
able arm which has the highest UCB index, given the observed context jt ∈ C, namely, igt =
arg maxi∈A s.t. Fi,t µ¯i,jt(t), where jt is the context and Fi,t is the event that any arm i ∈ A is
available at time t. We do not use delayed exploitation for this algorithm, since there is no adaptive
rounding, unlike ucb-cbb. For this algorithm lp skip and skip both equal 0 by construction, whereas
blocking may occur.
Integral Instances: In this class, we consider 3 arms each of delay 3, and 3 contexts that appear
with equal probability. For Figure 1 we have the i-th arm having a reward 0.9 for the i-th context
for all i ∈ [3]. Whereas, all the remaining arm-context pairs have mean (0.9− gap) with gap = 0.4
for Figure 1a, 1b, gap = 0.6 for Figure 1c, 1d, and gap = 0.8 for Figure 1e, 1f. The rewards are
generated by Bernoulli distributions.
In these cases, the (LP) admits a solution whose support yields a matching between arms and
contexts, where arm i is matched to context i for i ∈ [3]. As a result, the marginal probabilities
used by ucb-cbb for sampling arms are integral. We see the ucb-cbb algorithm has a 0.6-Regret
that grows logarithimically for all instances. Whereas, for the UCB Greedy algorithm the 0.6-Regret
is positive linear for gap = 0.8, and 0.6; but is negative linear for gap = 0.4. The Greedy algorithm
beats the ucb-cbb algorithm in the cumulative regret for gap = 0.4, as the effect of choosing the
optimal matching in ucb-cbb is countered by the effect of adaptively skipping at a rate 25 . On the
other end, for gap = 0.8, 0.6 the ucb-cbb algorithm performs better in the cumulative regret as
the effect of choosing the optimal matching outweighs the effect of adaptive skipping. We note that
this instance is dense, as
∑
i
1
di
= 1. Therefore, it is natural that the Greedy performs better when
facing instances of smaller gaps among the rewards. In all the cases, the UCB Greedy algorithm
incurs no blocking, whereas the ucb-cbb algorithm converges to an empirical blocking rate of 25 .
Non-Integral Instances: In this class, we consider three instances. The first two instances have
3 arms and 3 contexts, whereas the third has 10 arms and 10 contexts.
In the first instance with 3 arms and 3 contexts, for each context i ∈ [3] arm i has mean reward
0.9, whereas all other arm-context pairs have mean 0.3. The contexts are equi-probable, whereas
the arms have delays 2, 3 and 6. For this instance, Figure 2 shows that the α-regret is logarithmic
for the ucb-cbb algorithm and positive linear for UCB Greedy algorithm. We also observe the
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(f) LP skipping, skipping, and blocking, gap=0.8
Figure 1: Integral instance on 3 arms with delay 3 each, and 3 equiprobable contexts with varying gap.
convergence in blocking probability for both algorithms in the same figure. We note that the UCB
Greedy algorithm also incurs blocking for this dense (
∑
i
1
di
= 1) instance.
In the second instance with 3 arms and 3 contexts, for each context i ∈ [3] arm i has mean u.a.r.
[0.5, 0.9], whereas all other arm-context pairs have mean u.a.r. [0, 0.3]. The context probabilities
are again chosen randomly on a simplex. All the arms have delay equal to 6. We note that this
instance is non-dense, i.e.
∑
i
1
di
= 1/2 < 1. For this instance, Figure 3 shows a logarithmic α-regret
for the ucb-cbb algorithm and a linear regret for UCB Greedy. Both algorithms converge to
non-zero probability of blocking. We note that the UCB Greedy algorithm incurs 0.5 blocking
for this non-dense instance, as compared to 0.22 blocking in ucb-cbb. This happens as ucb-cbb
conserves arm i for context i, which can be seen through high lp block for ucb-cbb and low regret.
UCB Greedy, on the other hand, myopically plays the best available arm at each time slot, incurring
high blocking and high regret.
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Figure 2: Non-integral instances with 3 arms and 3 contexts. The delays of the arms are either 2, 3, and 6.
The contexts are equiprobable. The best arm per context has arm-mean 0.9, whereas all other arm-context
pairs have means 0.3.
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Figure 3: Non-integral instances with 3 arms and 3 contexts. All the arms have delay 6. The context
probabilities are selected randomly. The best arm per context has mean in [0.5, 0.9], whereas all other
arm-context pairs have means in [0, 0.3].
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Figure 4: Non-integral instances with 10 arms and 10 contexts. The delays of the arms are either 8 or 9
generated randomly. The context probabilities are selected randomly. The best arm per context has mean
0.9, whereas all other arm-context pairs have means in [0, 0.3].
In the last instance with 10 arms and 10 contexts, for each context i ∈ [10] arm i has mean 0.9,
whereas all other arm-context pairs have mean chosen uniformly at random (u.a.r.) from [0, 0.3].
The context probabilities are chosen randomly from the 10-D simplex. The arm delays are chosen
randomly from 8 and 9 with equal probability. For this instance, Figure 4 shows similar trends as
the non-integral instance with 3 arms and 3 contexts. Here, we observe that for ucb-cbb algorithm
the adaptive skipping converges to a non zero value (0.08, approx.), which plays a crucial part in
balancing the instantaneous reward and the future availability. The UCB Greedy algorithm does
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not incur blocking, since the fact that
∑
i
1
di
> 1 ensures that at least one arm is always available.
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A Technical notation
For any event E , we denote by I (E) ∈ {0, 1} the indicator variable that takes the value of 1 if E
occurs and 0, otherwise. For any number n ∈ N, we define [n] = {1, 2, . . . , n} and for any integer
r ∈ Z, we define [r]+ := max{r, 0}. Moreover, we use the notation t ∈ [a, b] (for a ≤ b) for some
time index t, in lieu of t ∈ [T ] ∩ {a, a+ 1. . . . , b− 1, b}. Unless otherwise noted, we use the indices i
or i′ to refer to arms, j or j′ to refer to contexts and t, t′ or τ to refer to time. We use log(·) for
the logarithm of base 2 and ln(·) for the natural logarithm. Let Apit ∈ A∪{∅} be the arm played
by some algorithm pi at time t and let F pii,t be the event that arm i is free (i.e. not blocked) at
time t for some algorithm pi. We denote by Ct ∈ C (or simply jt ∈ C) the observed context of
round t. For a given instance I, let dmax = maxi∈A{di} be the maximum delay of an arm. In this
reading, expectations can be taken over the randomness of the nature, including the sampling of
contexts (denoted by RC) and the arm rewards (denoted by RX), as well as the random bits of the
corresponding algorithm (denoted by Rpi for an algorithm pi). We denote by RN,pi the randomness
generated by the combination of the aforementioned factors.
B Omitted pseudocodes
B.1 Pseudocode of algorithm fi-cbb
Algorithm 2: fi-cbb
Compute an optimal solution {z∗i,j}∀i,j to (LP).
Initialize the non-skipping probabilities: qi,1 ← 1, βi,1 ← di2di−1 , ∀i ∈ A.
for t = 1, 2, . . . do
Observe context jt ∈ C.
Generate u, v ∼ U [0, 1].
Sample arm it such that u ∈
[∑i−1
i′=1
z∗
i′,jt
fjt
,
∑i
i′=1
z∗
i′,jt
fjt
)
(assuming a fixed arm order).
if it 6= ∅ and it is available and v ≤ βit,t then
Play arm it.
else
Skip the round without playing any arm.
for i ∈ A such that di ≥ 2 do
qi,t+1 ← qi,t
(
1− βi,t
∑
j∈C z
∗
i,j
)
+ I (t ≥ di) qi,t−di+1βi,t−di+1
∑
j∈C z
∗
i,j .
βi,t+1 ← min{1, di2di−1 1qi,t+1 }.
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B.2 Computation of the conditional non-skipping probability, compq (i, t,Ht−Mt)
Algorithm 3: compq(i, t,Ht−Mt)
if (i, t) in Cache then
return Cache[(i, t)] // Global Cache
Let Z(t′) be the solution of (LP)(t′) ∀t′ ∈ [T ] and Z(0) = Z(τ) ∀τ ≤ 0 be an initial solution.
Set t0 ← the first time on or after max{1, t−Mt}, when arm i becomes available.
Set qi,t0 ← 1.
for t′ = t0, . . . , t− 1 do
t′′ ← t′ − di + 1.
βi,τ ← min{1, di2di−1 1compq (i,τ,Hτ−Mτ )} for τ ∈ {t
′, t′′}.
qi,t′+1 ← qi,t′
(
1− βi,t′
∑
j∈C zi,j(t
′ −Mt′)
)
+ I (t′′ ≥ t0) qi,t′′βi,t′′
∑
j∈C zi,j(t
′′ −Mt′′).
Cache[(i, t)] = qi,t. // Memorization
Remove all (i′, t′) s.t. t′ < t−Mt from Cache. //Garbage Collection
return qi,t.
C Discussions
C.1 Optimizing over (LP) using combinatorial methods
The linear formulation (LP) contains k ·m variables and k ·m+ k +m constraints (including the
non-negativity constraints).
From a practical perspective, an optimal extreme point solution to (LP) can be computed
efficiently using fast combinatorial methods. Indeed, every instance of the (LP) can be transformed
into an instance of the well-studied maximum weighted flow problem and solved by standard
techniques such as cycle canceling [23] or fast implementations of the dual simplex method for
network polytopes [36].
We now describe the reduction: We consider a node i for every arm i ∈ A and a node j for
every context j ∈ C. We define two additional nodes: a source node s and a sink node t. For each
variable zi,j , we associate an edge (i, j) of capacity ci,j = +∞ and weight wi,j = µi,j . In addition,
for each node i ∈ A, we consider an edge (s, i) of weight ws,i = 0 and capacity cs,i = 1/di, while
for each node j ∈ C, we consider an edge (j, t) of weight wj,t = 0 and capacity cj,t = fj . It is not
hard to verify that the optimal solution to (LP) coincides with a flow of maximum weight in the
aforementioned network.
C.2 Suboptimality gaps
In general, the suboptimality gaps, ∆i,jmin, of the LP are complex functions of the means, {µi,j}i,j ,
arm delays, {di}i, and context distribution, {fj}j . This fact should not be surprising– it is the
combination of all these parameters that determines how an optimal (or near-optimal) solution must
behave.
Interestingly, when applied to the standard MAB4 problem [31] (i.e., single context and unit
delays), the gap ∆i,jmin for i > 1, matches the standard notion of gap ∆i = µ1,j − µi,j , where i = 1 is
the arm of highest mean reward (and j the unique context).
4The standard MAB regret lower bound is O(k · log(T )
∆
), where ∆ is the minimum gap between two arms.
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As another example of suboptimality gaps, consider the following structured instance: Let k > 2
arms and m = k contexts. All the arms have equal delay di = k,∀i ∈ A and all contexts appear
with equal probability fj = 1k ,∀j ∈ C. We assume that µi,j = ∆ > 0, if i = j, and µi,j = 0,
otherwise. In the above instance, it is not hard to verify that the variables {zi,j}i,j in any extreme
point solution of (LP) take values in {0, 1/k}. Moreover, the support of the optimal extreme point
solution corresponds to a maximum bipartite matching (w.r.t. the edge weights {µi,j}i,j) in the
underlying bipartite graph consisting of arm (left) and context (right) nodes.
Let M ⊂ [k]× [k] be the maximum matching in the above bipartite graph with respect to the
mean values. Moreover, we define Mi,j ⊂ [k]× [k] for any i 6= j to be a maximal matching in the
above graph that necessarily contains the edge (i, j) of µi,j = 0 (which corresponds to a matching
of k − 2 edges). In addition, we define Mi,i = M \ (i, i), namely, the maximum matching with the
edge (i, i) removed. Using the above definitions, we can see that the optimal solution to (LP) can
be expressed as
∑
(i,j)∈M ∆z
∗
i,j = k∆
1
k = ∆. It is not hard to verify that the suboptimality gap of
any pair (i, j) with i 6= j can be expressed as
∆i,jmin = ∆−
∑
(i′,j′)∈Mi,j
∆
1
k
= ∆− k − 2
k
∆ =
2
k
∆.
Finally, for the suboptimality gap of any pair (i, i), we have
∆i,imin = ∆−
∑
(i′,j′)∈Mi,i
∆
1
k
= ∆− k − 1
k
∆ =
1
k
∆.
C.3 Difference in α-regret definition
We note that in Definition 5 in [16], a super-arm (which is analogous to an extreme point of (LP)
in our paper) is defined as bad, if the reward from this super arm is less than α times the reward
of an optimal super arm. However, in our case an extreme point is bad if its reward is less than 1
times (not dmax2dmax−1 times) the optimal solution of the LP (LP). This difference is present in our
paper, as we require solving the LP (LP) optimally with probability 1 at each time slot, in order
to ensure a dmax2dmax−1 -approximation algorithm. This is in contrast with the combinatorial bandits
literature [16, 45], where in each time slot the oracle provides an α-approximate solution to the
combinatorial problem with probability at least β, for α, β ∈ (0, 1]. Our approximation loss comes
from the online rounding, rather than from the LP solution at each time slot.
D Concentration inequalities
In this section, we outline the standard concentration results that we use in our proofs.
Theorem 4 (Hoeffding’s Inequality). 5 Let X1, . . . , Xn be independent identically distributed random
variables with common support in [0, 1] and mean µ. Let Y = X1 + · · ·+Xn. Then for all δ ≥ 0,
P (|Y − nµ| ≥ δ) ≤ 2e−2δ2/n.
Theorem 5 (Multiplicative Chernoff Bound). 6 Let X1, . . . , Xn be Bernoulli random variables taking
values from {0, 1}, and E [Xt|Xt−1, . . . , X1] ≥ µ for every t ≤ n. Let Y = X1 + · · ·+Xn. Then, for
5This is a standard concentration result and the statement can be found, e.g., in [33]
6The result is a combination of Theorem 4.5 and Exercise 4.7 in [35], in the case where the {Xi}i∈[n] are independent.
The authors in [16, 45] describe a slight modification that directly proves the statement.
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all 0 < δ < 1,
P (Y ≤ (1− δ)nµ) ≤ e− δ
2nµ
2 .
E Full-information problem and competitive analysis: omitted proofs
E.1 Proof of Theorem 1
We now prove a lower bound on the competitive guarantee of fi-cbb, against any optimal clairvoyant
algorithm. The proofs of the lemmas we use in the proof of the following theorem are also contained
in this section of the Appendix.
Theorem 1. For any T , the competitive ratio of fi-cbb against any optimal clairvoyant algorithm
is at least dmax2dmax−1
(
1− dmax−1dmax−1+T
)
, where dmax = maxi∈A di.
Proof. The first step in our analysis is to show that the optimal solution of (LP), denoted by RewLPI
yields a
(
1− dmax−1dmax−1+T
)
-approximate upper bound to the maximum (average) expected reward
collected by any (clairvoyant) algorithm, denoted by Rew∗I(T ). Note that, since Rew
LP
I represents
an upper bound on the average collected reward, we multiply it with T , in order to compare it
with Rew∗I(T ). Finally, we emphasize that the multiplicative approximation of the upper bound
asymptotically goes to 1 as T increases.
Lemma 5. For any time horizon T , we have
T ·RewLPI ≥
(
1− dmax − 1
dmax − 1 + T
)
Rew∗I(T ).
We denote by F pii,t the event that arm i is available in time t, and by A
pi
t the arm played at time
t, where Apit ∈ {A∪ ∅}. Moreover, we denote the event of playing arm i at context j at time t as
I (Apit = i, Ct = j) for all i ∈ A and j ∈ C. We fix a time horizon T , for the purpose of the analysis.
The fi-cbb algorithm at each time t plays an arm i if it is (i) sampled, (ii) available and (iii)
not skipped. The sampling of arm i under context j ∈ C happens with probability z∗i,j and the arm
is not skipped with probability βi,t, independently. Finally, the arm is played if it is available, which
happens independently of sampling and skipping, with probability P
(
F pii,t
)
. The above analysis
leads to a recursive characterization of P
(
F pii,t
)
. Upon inspection, this is the same characterization
as for qi,t given in Eq. (1). We formally summarize the above in the following lemma:
Lemma 6. At every round t ∈ [T ] and for any arm i ∈ A and context j ∈ C, it is the case that
P (Apit = i, Ct = j) = z∗i,jβi,t P
(
F pii,t
)
. Moreover, we have qi,t = P
(
F pii,t
)
, ∀i ∈ A, t ∈ [T ].
We observe that by design of the skipping mechanism βi,t, the quantity βi,t · P
(
F pii,t
)
never
exceeds di2di−1 . Leveraging this observation, we show that at every time t ∈ [T ], it is the case that
P
(
F pii,t
)
≥ di2di−1 . This allows us to completely characterize the behavior of the algorithm as it is
shown in the following lemma:
Lemma 7. At every round t ∈ [T ], the probability that fi-cbb plays an arm i ∈ A under context
j ∈ C is exactly P (Apit = i, Ct = j) = di2di−1z∗i,j.
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In order to complete the proof of the theorem, the expected cumulative reward collected by
fi-cbb in T time steps can be expressed as
RewpiI (T ) = ERN,pi
∑
t∈[T ]
∑
i∈A
∑
j∈C
Xi,j,t I (Apit = i, Ct = j)

= E
RCRpi
∑
t∈[T ]
∑
i∈A
∑
j∈C
E
RX
[Xi,j,t] I (Apit = i, Ct = j)
 (3)
= E
RCRpi
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j I (Apit = i, Ct = j)

=
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j ERCRpi
[I (Apit = i, Ct = j)]
= T
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j (4)
≥ dmax
2dmax − 1T ·Rew
LP
I
≥ dmax
2dmax − 1
(
1− dmax − 1
dmax − 1 + T
)
Rew∗I(T ), (5)
where (3) follows by independence of {Xi,j,t}i,j,t, (4) follows by Lemma 7 and (5) follows by Lemma
5.
E.2 Proof of Lemma 5
Lemma 5. For any time horizon T , we have
T ·RewLPI ≥
(
1− dmax − 1
dmax − 1 + T
)
Rew∗I(T ).
Proof. We denote by Σ : [T ]→ C a fixed sequence of context realizations over T rounds, where, at
each time step t ∈ [T ], context j ∈ C appears independently with probability fj . Let S be the family
of all possible sequences. Given that the context of each round is sampled independently according
to the fixed probabilities {fj}j∈C , the probability of each sequence is given by P (Σ) =
∏
t∈[T ] fΣ(t).
Note that we overload the notation and denote by Σ the event that the sequence is realized.
Consider the optimal clairvoyant algorithm that first observes the full context realization and,
then, chooses a fixed feasible arm-pulling sequence that yields the maximum expected reward for
this realization. Let I (A∗t = i, Ct = j | Σ) be the indicator of the event that under the realization Σ,
the optimal algorithm plays arm i on time t under context j. We emphasize the fact that the event
Ct = j is deterministic conditioned on the realization Σ. Finally, notice that we can assume w.l.o.g.
that there exists an optimal clairvoyant policy maximizing the expected reward that ignores the
realizations of the collected rewards.
We fix any realization Σ ∈ S. In any feasible solution and for any arm i ∈ A, we have∑
t′∈[t,t+di−1]
∑
j∈C
I (A∗t = i, Ct = j | Σ) ≤ 1, ∀t ∈ [T ],
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as the arm can be played at most once during any di consecutive time steps. By summing the above
inequalities over all t ∈ [T ], for any arm i ∈ A, we get∑
t∈[1,di−1]
t
∑
j∈C
I (A∗t = i, Ct = j | Σ) +
∑
t∈[di,T ]
di
∑
j∈C
I (A∗t = i, Ct = j | Σ) ≤ T
⇔
∑
t∈[T ]
di
∑
j∈C
I (A∗t = i, Ct = j | Σ) ≤ T +
∑
t∈[1,di−1]
(di − t)
∑
j∈C
I (A∗t = i, Ct = j | Σ) .
By feasibility of (LP), we have that
∑
t∈[1,di−1](di−t)
∑
j∈C I (A∗t = i, Ct = j | Σ) ≤ di−1. Therefore,
by dividing the above inequality by di · T , we get
1
T
∑
t∈[T ]
∑
j∈C
I (A∗t = i, Ct = j | Σ) ≤
1
di
(
1 +
di − 1
T
)
, ∀i ∈ A .
Now, by multiplying the above inequality with the probability of each context realization Σ and
taking the sum over all Σ ∈ S, we get∑
j∈C
∑
Σ∈S
1
T
∑
t∈[T ]
I (A∗t = i, Ct = j | Σ)P (Σ) ≤
1
di
(
1 +
di − 1
T
)
,∀i ∈ A . (6)
For each context j ∈ C and any time t ∈ [T ], we have∑
i∈A
I (A∗t = i, Ct = j | Σ) ≤ I (Ct = j | Σ),
where the inequality follows by the fact that at most one arm is played at each time in any feasible
solution. By taking the expectation in the above expression over the context realization, we get
E
RC
[∑
i∈A
I (A∗t = i, Ct = j | Σ)
]
≤ E
RC
[I (Ct = j | Σ)] =
∑
Σ∈S
I (Ct = j | Σ)P (Σ) = fj ,
where the last equality follows by the fact that the probability that any context realization sequence
satisfies Ct = j is exactly fj . Finally, by taking the sum of the above inequality over all t ∈ [T ] and
dividing by T yields
∑
i∈A
∑
Σ∈S
1
T
∑
t∈[T ]
I (A∗t = i, Ct = j | Σ)P (Σ) ≤ fj . (7)
For the expected cumulative reward of the above optimal clairvoyant policy, we have:
Rew∗I(T ) = ERX ,RC
 max
feasible{A∗t }t∈[T ]
{ ∑
t∈[T ]
∑
i∈A
∑
j∈C
Xi,j,t I (A∗t = i, Ct = j)
}
= E
RX
∑
Σ∈S
∑
t∈[T ]
∑
i∈A
∑
j∈C
Xi,j,t I (A∗t = i, Ct = j | Σ)P (Σ)

=
∑
Σ∈S
∑
t∈[T ]
∑
i∈A
∑
j∈C
E
RX
[Xi,j,t] I (A∗t = i, Ct = j | Σ)P (Σ)
=
∑
i∈A
∑
j∈C
∑
Σ∈S
∑
t∈[T ]
µi,j I (A∗t = i, Ct = j | Σ)P (Σ), (8)
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where the second and third equalities follow by the fact that the optimal clairvoyant policy plays a
fixed arm-pulling solution for any observed context realization sequence and that this solution is
independent of the observed reward realizations.
Consider now a (candidate) solution of (LP), such that:
zi,j =
(
1 +
dmax − 1
T
)−1 ∑
Σ∈S
1
T
∑
t∈[T ]
I (A∗t = i, Ct = j | Σ)P (Σ),∀i ∈ A, j ∈ C .
It is not hard to verify that, for this assignment, constraints (C1) and (C2) are satisfied by making
use of (6) and (7), respectively. Moreover, for the objective of (LP), using (8), we have:
T
∑
i∈A
∑
j∈C
µi,jzi,j =
(
1 +
dmax − 1
T
)−1∑
i∈A
∑
j∈C
µi,j
∑
Σ∈S
∑
t∈[T ]
I (A∗t = i, Ct = j | Σ)P (Σ)
=
(
1 +
dmax − 1
T
)−1
Rew∗I(T )
=
(
1− dmax − 1
dmax − 1 + T
)
Rew∗I(T ),
where in the last equality follows by the fact that 11+δ = 1 − δ1+δ for any δ ∈ R. Therefore, by
exhibiting a feasible solution to (LP) of value
(
1− dmax−1dmax−1+T
)
Rew∗I(T ), we can conclude that
RewLPI ≥
(
1− dmax−1dmax−1+T
)
Rew∗I(T ).
E.3 Proof of Lemma 6
Lemma 6. At every round t ∈ [T ] and for any arm i ∈ A and context j ∈ C, it is the case that
P (Apit = i, Ct = j) = z∗i,jβi,t P
(
F pii,t
)
. Moreover, we have qi,t = P
(
F pii,t
)
, ∀i ∈ A, t ∈ [T ].
Proof. Although our algorithm fi-cbb computes and uses an optimal extreme point solution to
(LP), the analysis that follows holds for any feasible solution {zi,j}i,j . We denote by Spii,t the event
that arm i is sampled by fi-cbb at round t (with probability P
(
Spii,t
)
=
zi,jt
fjt
for a sampled context
jt) and by Bpii,t the event that arm i is not skipped at round t. Finally, we denote by F
pi
i,t the event
that arm i is available at the beginning of round t.
In order to prove the first part of the claim, we first notice that the event {Apit = i} is equivalent
to {Spii,t, Bpii,t, F pii,t}, namely, in order for an arm i to be played during t, the arm needs to be sampled,
not skipped and available. For any fixed i ∈ A, j ∈ C and t ∈ [T ], we have:
P (Apit = i, Ct = j) = P (Apit = i|Ct = j)P (Ct = j)
= fj P (Apit = i|Ct = j) (9)
= fj P
(
Spii,t, F
pi
i,t, B
pi
i,t|Ct = j
)
= fj P
(
Spii,t|Ct = j
)
P
(
Bpii,t|Ct = j
)
P
(
F pii,t|Ct = j
)
(10)
= fj P
(
Spii,t|Ct = j
)
P
(
Bpii,t
)
P
(
F pii,t
)
(11)
= fjβi,t P
(
Spii,t|Ct = j
)
P
(
F pii,t
)
(12)
= fj
zi,j
fj
βi,t P
(
F pii,t
)
(13)
= zi,jβi,t P
(
F pii,t
)
.
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In the above analysis, equality (9) follows by the fact that P (Ct = j) = fj , while in (10) we
use the fact that the events Spii,t, B
pi
i,t and F
pi
i,t are mutually independent, by construction of our
algorithm. Moreover, in (11) we use that the events Bpii,t and F
pi
i,t are independent of the observed
type j ∈ C. Finally, in (12) and (13), we use the fact that P
(
Spii,t|Ct = j
)
=
zi,j
fj
and P
(
Bpii,t
)
= βi,t,
by construction of our algorithm.
We now prove the second part of the statement, namely, that the computed probabilities, {qi,t}∀i,t
(by the recursive formula (1)), indeed match the actual a priori probabilities of the events {F pii,t}∀i,t.
The main idea behind the computation of qi,t is that an arm is available at some round t, if it is
available but not played at time t− 1, or if it is played at time t− di.
For any fixed arm i ∈ A, we prove the statement by induction on the number of rounds. Note
that we only consider arms such that di ≥ 2, since, otherwise, we trivially have that qi,t = P
(
F pii,t
)
=
1, ∀t ∈ [T ]. Clearly, for t = 1 the computed probabilities are correct, since P
(
F pii,1
)
= 1. We assume
that up to round t− 1, the computed probabilities are correct, namely, qi,t′ = P
(
F pii,t′
)
, ∀t′ ∈ [t− 1].
Considering the event F pii,t, we have:
I
(
F pii,t
)
= I
(
F pii,t, F
pi
i,t−1
)
+ I
(
F pii,t,¬F pii,t−1
)
= I
(
F pii,t, F
pi
i,t−1
)
+ I
(
F pii,t,¬F pii,t−1, t ≥ di + 1
)
+ I
(
F pii,t,¬F pii,t−1, t ≤ di
)
= I
(
F pii,t, F
pi
i,t−1
)
+ I
(
F pii,t,¬F pii,t−1, t ≥ di + 1
)
(14)
= I
(
F pii,t, F
pi
i,t−1
)
+ I
(
F pii,t,¬F pii,t−1, F pii,t−di , t ≥ di + 1
)
+ I
(
F pii,t,¬F pii,t−1,¬F pii,t−di , t ≥ di + 1
)
= I
(
F pii,t, F
pi
i,t−1
)
+ I
(
F pii,t,¬F pii,t−1, F pii,t−di , t ≥ di + 1
)
. (15)
In equality (14), we use the fact that the event {F pii,t,¬F pii,t−1, t ≤ di} is empty. This follows by
noticing that for t ≤ di, if an arm is not available at round t− 1, then it has to be pulled during
some round t′ ∈ [t− 1] ⊆ [di − 1] and, thus, cannot be available on round t. Similarly, in (15), we
use the fact that the event {F pii,t,¬F pii,t−1,¬F pii,t−di , t ≥ di + 1} is empty. The reason is that, if the
arm is not available at round t− di and neither at round t− 1, this implies that the arm is pulled
during some round t′ ∈ [t− di + 1, t− 2]. However, if the arm is played at any such t′, then it cannot
be available at round t.
Notice, that the event {F pii,t, F pii,t−1} occurs with probability (1−βi,t−1
∑
j∈C zi,j)P
(
F pii,t−1
)
, since
the arm is, either not selected on round t− 1, i.e., I
(
Spii,t−1
)
= 0, or skipped, i.e., I
(
Bpii,t−1
)
= 0.
Moreover, the event {F pii,t,¬F pii,t−1, F pii,t−di , t ≥ di + 1}, for t ≥ di + 1 is equivalent to the event{Apit−di = i}, since the arm has to be played at time t− di, in order to be available at round t for the
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first time after t− di. By taking expectations in (15) and combining the above facts, we have:
P
(
F pii,t
)
= P
(
F pii,t, F
pi
i,t−1
)
+ I (t ≥ di + 1)P
(
F pii,t,¬F pii,t−1, F pii,t−di
)
=
(
1− P (Spii,t−1, Bpii,t−1))P (F pii,t−1)+ I (t ≥ di + 1)P (Apit−di = i)
=
(
1− P (Spii,t−1, Bpii,t−1))P (F pii,t−1)+ I (t ≥ di + 1)P (Spii,t−di , Bpii,t−di , F pii,t−di)
=
1−∑
j∈C
P
(
Spii,t−1, B
pi
i,t−1, Ct−1 = j
)P (F pii,t−1)
+ I (t ≥ di + 1)
∑
j∈C
P
(
Spii,t−di , B
pi
i,t−di , F
pi
i,t−di , Ct−di = j
)
=
1− βi,t−1∑
j∈C
zi,j
P (F pii,t−1)+ I (t ≥ di + 1)βi,t−di
∑
j∈C
zi,j
P (F pii,t−di), (16)
where (16) follows by the analysis of the first part of this proof. By setting t + 1 instead of t in
the above relation and setting zi,j = z∗i,j , ∀i ∈ A, j ∈ C, we can easily verify that the formula that
computes these probabilities in formula (1) and Algorithm 2 is correct, which concludes the proof of
this lemma.
E.4 Proof of Lemma 7
Lemma 7. At every round t ∈ [T ], the probability that fi-cbb plays an arm i ∈ A under context
j ∈ C is exactly P (Apit = i, Ct = j) = di2di−1z∗i,j.
Proof. Similarly to the proof of Lemma 6, the analysis of this proof holds true for any feasible
solution {zi,j}∀i,j of (LP), including the optimal extreme point solution. Recall that by Lemma 6, the
probability of each event F pii,t is equal to the actual probability of the event, namely, qi,t = P
(
F pii,t
)
,
∀i ∈ A, t ∈ [T ]. Moreover, by the same lemma, we have:
P (Apit = i, Ct = j) = z∗i,jβi,t P
(
F pii,t
)
(17)
Recall that βi,t = min{1, di2di−1 1qi,t }. We now prove by induction that for every fixed arm i ∈ A and
for every time t ∈ [T ], it is the case that: P (Apit = i, Ct = j) = di2di−1z∗i,j . Clearly, for t = 1, we have
P
(
F pii,1
)
= 1 = qi,1 (by initialization) and, thus, βi,1 = di2di−1 , implying that P (A
pi
1 = i, C1 = j) =
di
2di−1z
∗
i,j . Suppose the argument is true for any τ ∈ [t− 1]. For time t, we distinguish between two
cases:
Case (a). Suppose βi,t < 1. Then, by construction, it has to be that βi,t = di2di−1
1
qi,t
, while by
Lemma 6, we have that qi,t = P
(
F pii,t
)
. By (17), this immediately implies that P (Apit = i, Ct = j) =
di
2di−1z
∗
i,j .
Case (b). Suppose βi,t = 1. Then, by definition of βi,t, it has to be that qi,t ≤ di2di−1 , which in
turn implies that P
(
F pii,t
)
≤ di2di−1 . Therefore, we can upper bound the probability of interest as:
P (At = i, Ct = j) = z∗i,jβi,t P
(
F pii,t
)
≤ di2di−1z∗i,j . In order to complete the induction step, it suffices
to also show that P (Apit = i, Ct = j) ≥ di2di−1z∗i,j . By a simple union bound, we can lower bound the
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probability of arm i being available using the probabilities that the arm has been played within time
[t− di + 1, t− 1]:
P (Apit = i, Ct = j) ≥ z∗i,j P
(
F pii,t
)
= z∗i,j
(
1− P (¬F pii,t))
≥ z∗i,j
1− ∑
t′∈[t−di+1,t−1]
∑
j′∈C
P
(
Apit′ = i, Ct′ = j
′) .
However, by induction hypothesis we know that ∀t′ ∈ [t − di + 1, t − 1] and ∀j′ ∈ C, it is the
case that P
(
Apit′ = i, Ct′ = j
′) = di2di−1z∗i,j′ . Moreover, by constraints (C1) of (LP), we know that∑
t′∈[t−di+1,t−1]
∑
j′∈C z
∗
i,j′ ≤ di−1di . Combining the above facts, we have:
P (Apit = i, Ct = j) ≥ z∗i,j
1− di
2di − 1
∑
t′∈[t−di,t−1]
∑
j′∈C
z∗i,j′

≥ z∗i,j
(
1− di
2di − 1
di − 1
di
)
≥ di
2di − 1z
∗
i,j ,
which completes our induction step, since the combination of two inequalities implies that P (Apit = i, Ct = j) =
di
2di−1z
∗
i,j .
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F Bandit problem and regret analysis: omitted proofs
F.1 Properties of Mt and the critical time Tc
We consider the delayed exploitation parameter, Mt, specifically defined as
Mt = b2 logc1(t)c+ dlogc1(c0)e+ 1 = b2 logc1(t)c+ 2dmax + 8,
where c0 = e
(
e2
e2−1
)2dmax
and c1 = e
2
e2−1 .
We define the critical round Tc, as the smallest integer such that Tc −MTc ≥ 1. It is not hard to
verify that, by definition of Mt, this implies that t−Mt ≥ 1 for all t ≥ Tc (see the next paragraph),
and t−Mt ≤ 0 for all t ≤ Tc − 1 (by definition of Tc). By definition of the algorithm, at each round
t ≥ Tc and in order to sample the next arm to be played, ucb-cbb uses an extreme point solution
computed with respect to the UCB estimates before exactly Mt time steps (i.e., at round t−Mt).
For t ≤ Tc, where t −Mt ≤ 0, the algorithm uses an initially computed extreme point solution
Z(0) = {zi,j(0)}i,j . In this section, we study several useful properties of Mt and TC .
Bounded increases of Mt. We now show that for t ≥ Tc, the value of Mt increases by at most
one unit per round. This fact significantly simplifies our proofs and results in the analysis of the
α-regret.
Let us first compute the condition that must be satisfied for any t ∈ [T ], such that the value
t−Mt is strictly positive. Formally
t−Mt ≥ 1⇐⇒ t− b2 logc1(t)c ≥ 2dmax + 9.
By noticing that dmax ≥ 1, we can easily verify that by the time t− b2 logc1(t)c ≥ 2dmax + 9, it
also holds that t− b2 logc1(t)c ≥ 11, which, in turn, implies that t ≥ 69.
We are now looking for the smallest t, after which Mt increases by at most one unit per round.
Consider the (fractional) breakpoints of the form ci/21 for any positive integer i. These breakpoints,
corresponds to the points such that the value of Mt increases, when time t passes them. We consider
intervals of the form Ci = [c
i/2
1 , c
(i+1)/2
1 ). The first step is to find the smallest i, such that there is at
least one integral point in [ci/21 , c
(i+1)/2
1 ). Notice that the above condition is true if
c
(i+1)/2
1 − ci/21 ≥ 1⇐⇒ ci/21 ≥
1√
c1 − 1 ≈ 13.25.
Therefore, for any t ≥ 14, the value of Mt increases by at most one unit per time step.
We can conclude that, for any t ∈ [T ] such that t−Mt ≥ 1 (in other words t ≥ Tc), the value of
Mt changes by at most one unit per time step, since in that case t ≥ 69 ≥ 14.
Fact 1. For any t ≥ Tc, the value of Mt increases by at most one unit per round, namely, Mt ≤
Mt−1 + 1,∀t ≥ Tc.
Notice that the above fact implies that for t ≥ Tc, the value t−Mt is nondecreasing.
Upper and lower bounds on Tc. We would like to compute some non-trivial upper and lower
bounds on the value of Tc. The lower bound is used in the proof of Lemma 1, while the upper bound
is used in Lemma 2.
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We first compute an upper bound on Tc. Recall, that, by definition, Tc is the smallest positive
integer such that Tc − b2 logc1(Tc)c ≥ 2dmax + 9. Therefore, for Tc − 1 it has to be the case that
Tc − 1 ≤ 2dmax + 8 + b2 logc1(Tc − 1)c ≤ 2dmax + 8 + 2 logc1(Tc)
We can get an upper bound to Tc, by noticing that for any t ≥ 1, it is the case that 2 logc1(t) ≤
t/3 + 38. Using this, we can see that
Tc ≤ 2dmax + Tc/3 + 47.
By the above, we conclude that Tc ≤ 32 (2dmax + 47) ≤ 3dmax + 71.
We are now looking for a lower bound on Tc. Since Tc satisfies Tc −MTc ≥ 1, by the analysis of
the previous paragraph (on the boundedness of Mt), it has to be that Tc ≥ 69. Using that, we have
Tc ≥ 2dmax + 9 + b2 logc1(Tc)c ≥ 2dmax + 9 + b2 logc1(69)c ≥ 2dmax + 67.
Fact 2. We can bound Tc as 2dmax + 67 ≤ Tc ≤ 3dmax + 71.
Consider now any t ≥ Tc and any t′ ∈ [t− dmax, t− 1]. We have:
t′ ≥ t− dmax ≥ Tc − dmax ≥ 2dmax + 67− dmax ≥ dmax + 67,
where in the second inequality we use Fact 2. Therefore, since t′ ≥ 67 ≥ 14, then by the above
paragraph (on the bounded increases of Mt), we have that for any τ ∈ [t′, t], the value of Mt is
increased by at most one.
Fact 3. For any t ≥ Tc ≥ dmax and t′ ∈ [t − dmax, t − 1], then for any τ ∈ [t′, t] we have that
Mτ ≤Mτ−1 + 1. This also implies that t′ −Mt′ ≤ τ −Mτ ≤ t−Mt for any τ ∈ [t′, t].
Correctness of delayed exploitation. Finally, we present one additional property that is
proved useful in proving the correctness of the routine compq(i, t,Ht−Mt) and the overall correctness
of our algorithm. Specifically, we would like to prove the following inequality for any t ∈ [T ],
t′ ∈ [t− dmax, t− 1] and τ ∈ [t′ −Mt′ , t′ − 1]:
max{τ −Mτ , 0} ≤ max{t′ −Mt′ , 0} ≤ max{t−Mt, 0}.
Consider any fixed t, t′ and τ that satisfy t′ ∈ [t − dmax, t − 1] and τ ∈ [t′ −Mt′ , t′ − 1]. We
first notice that if τ −Mτ ≤ 0, then we trivially have that max{τ −Mτ , 0} ≤ max{t′ −Mt′ , 0} and
max{τ −Mτ , 0} ≤ max{t−Mt, 0}. We focus on the case where τ −Mτ ≥ 1. By the above analysis,
we can see that for any τ such that τ −Mτ ≥ 1, it has to be the case that τ ≥ 69 ≥ 14 and, thus, for
any time step τ ′ in the interval τ ′ ∈ [τ, t− 1] the value of Mτ ′ increases by at most one unit. This
immediately guarantees that τ −Mτ ≤ t′ −Mt′ ≤ t−Mt.
Consider now the remaining case, where τ −Mτ ≤ 0, thus, max{τ −Mτ , 0} ≤ max{t′ −Mt′ , 0}
and max{τ−Mτ , 0} ≤ max{t−Mt, 0}. We still have to verify that max{t′−Mt′ , 0} ≤ max{t−Mt, 0}.
Following the same reasoning, if t′ −Mt′ ≤ 0, then the inequality is trivially satisfied. On the other
hand, if t′ −Mt′ ≥ 1, then t′ ≥ 69 ≥ 14 and, thus, the value of Mτ ′ for any round τ ′ ∈ [t′, t− 1] can
be increased by at most one unit. This suffices to conclude that t′ −Mt′ ≤ t−Mt.
Fact 4. For any t ∈ [T ], t′ ∈ [t− dmax, t− 1] and τ ∈ [t′ −Mt′ , t′ − 1], we have
max{τ −Mτ , 0} ≤ max{t′ −Mt′ , 0} ≤ max{t−Mt, 0}.
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F.2 Computing the probability qi,t(Ht−Mt)
In this section, we show that during a run of ucb-cbb, each value of the form qi,t(Ht−Mt), as
computed by compq(i, t,Ht−Mt) (Algorithm 3), is equal to the probability of arm i being available
at round t, conditioned on Ht−Mt , that is, qi,t(Ht−Mt) = P
(
F p˜ii,t| Ht−Mt
)
, ∀i ∈ A, t ∈ [T ] (assuming
that t−Mt ≥ 1). For any integer t, we define [t]+ := max{t, 0}. Therefore, for any t ∈ [T ] such that
t−Mt ≤ 0, we have H[t−Mt]+ = H0 (recall that, in this case, ucb-cbb samples arms according to
an initial extreme point solution Z(0) = {zi,j(0)}i,j). In the following, we fix any arm i ∈ A and any
point in time t ∈ [T ]. Recall that Tc is defined as the smallest t ∈ [T ] such that t−Mt ≥ 1.
We first consider the case where t < Tc (and, thus, t −Mt ≤ 0 and H[t−Mt]+ = H0). In that
case, for every round τ ∈ [t], the algorithm uses the initially computed extreme point Z(0) in order
to sample arms. Following the same reasoning as used in Lemma 6 for the full-information case of
our problem, we can see that qi,t(H0) (and, thus, the conditional probability P
(
F p˜ii,t| H0
)
) can be
computed by the following recursive formula: We set qi,1(H0) = 1 and
qi,t′+1(H0) = qi,t′(H0)
1− βi,t′∑
j∈C
zi,j(0)

+ I
(
t′ ≥ di
)
qi,t′−di+1(H0)βi,t′−di+1
∑
j∈C
zi,j(0),
where each βi,τ is by construction equal to min{1, di2di−1 1qi,t′ (H[τ−Mτ ]+ )}.
It is not hard to verify that in the above recursive formula, qi,t(H0) = qi,t(H[t−Mt]+) for t < Tc is
indeed equal to P
(
F p˜ii,t| H[t−Mt]+
)
, and that compq(i, t,Ht−Mt) computes exactly this value. The
correctness of this computation follows by the fact that for any t′ ≤ t, we have that qi,t′(H[t′−Mt′ ]+) =
qi,t′(H[t−Mt]+), since for all rounds t
′ ≤ t < Tc, we have H[t′−Mt′ ]+ = H[t−Mt]+ = H0. Therefore, all
the non-skipping probabilities βi,t′ for t′ < t are deterministic and, thus, computable, conditioned on
H[t−Mt]+ (thus, the algorithm can simulate them recursively at time t).
We now consider the case, where t ≥ Tc (and, thus, t−Mt ≥ 1)). In this case, the algorithm
uses the extreme point Z(t − Mt) for sampling arms. Recall that the skipping probability of
each round t′, is defined given the value of qi,t′ , as computed, conditioned on H[t′−Mt′ ]+ , namely,
βi,t′ = min{1, di2di−1 1qi,t′ (H[t′−Mt′ ]+ )
}. Therefore, for being able to compute (i.e., simulate) βi,t′ , while
being at some round t > t′, it suffices to show that [t′ −Mt′ ]+ ≤ [t−Mt]+.
In the case where t′ < Tc ≤ t, the extreme point solution used for sampling arms at time t′ is Z(0)
and, thus, is computable conditioned on Ht−Mt . The same holds for the non-skipping probability,
βi,t′ , used at time t′. On the other hand, consider the case where Tc ≤ t′ ≤ t. By the analysis in
Appendix F.1 (see Fact 1), since t′ ≥ Tc, we know that for any τ in the interval τ ∈ [t′, t], the value
of Mτ can increase by at most one unit per round, namely, Mτ+1 ≤Mτ + 1. By using this argument,
we can directly show by induction, that t′ −Mt′ ≤ t−Mt and, thus, Ht′−Mt′ ⊆ Ht−Mt . Therefore,
both the extreme point Z(t′ −Mt′) and the non-skipping probability βi,t′ used at time t′ can be
computed (recursively) by the algorithm at time t.
The above discussion leads to the following recursive computation of qi,t(Ht−Mt) for any arm i
and time t ≥ Tc. Let ν(i, t−Mt, Ht−Mt) be the first time τ ≥ t−Mt that arm i is deterministically
available, conditioned on the history Ht−Mt . We set qi,ν(i,t−Mt,Ht−Mt )(Ht−Mt) = 1 and for any
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t′ ≥ ν(i, t−Mt, Ht−Mt), we set
qi,t′+1(Ht−Mt) = qi,t′(Ht−Mt)
1− βi,t′∑
j∈C
zi,j
(
[t′ −M ′t ]+
)
+ I
(
t′ − di + 1 ≥ ν(i, t−Mt, Ht−Mt)
)
qi,t′−di+1(Ht−Mt)βi,t′−di+1
∑
j∈C
zi,j([t
′ − di + 1−Mt′−di+1]+).
It is easy to verify that compq(i, t,Ht−Mt) produces exactly the same result as the above recursive
formula for t ≥ Tc.
Given the above analysis, we have now established the correctness of compq(i, t,Ht−Mt). We
remark that in the pseudocode provided in Algorithm 3, the recursive computation of the non-skipping
probabilities is implemented efficiently by caching and reusing past values.
F.3 Proof of Lemma 1
Lemma 1. For any arm i ∈ A and rounds t, t′ ∈ [T ] such that 0 < t− t′ < di and t ≥ Tc, we have:
P
(
F p˜ii,t′ |Ht−Mt
)
P
(
F p˜ii,t′ |Ht′−Mt′
) ≤ 1 + c0 · c−Mt1 , for c0 = e( e2e2 − 1
)2dmax
and c1 =
e2
e2 − 1 .
Proof. Recall from Section F.2 that for any fixed arm i, the quantity qi,s(Ht−Mt) in Algorithm 3
equals P
(
F p˜ii,s|Ht−Mt
)
for t−di ≤ s ≤ t. Therefore, we are interested in the ratio qi,t′ (Ht−Mt )qi,t′ (Ht′−Mt′ ) . In the
rest of this proof and for simplicity of notation, we assume thatHτ = H0 and {zi,j(τ)}i,j = {zi,j(0)}i,j ,
for any τ ≤ 0.
Let us fix any run of the ucb-cbb algorithm upto time t as ht. The sequence of random variables
{Z(τ), βi,τ : 1 ≤ τ ≤ t −Mt} is computable at time t given the history Ht−Mt (see Fact 4 in
Appendix F.1). Therefore, fixing a run of the ucb-cbb algorithm up to any time t (in terms of
sampling and non-skipping probabilities), corresponds to fixing Ht−Mt = ht−Mt , which, in turn, fixes
the sequence {Z(τ −Mτ ), βi,τ : 1 ≤ τ ≤ t}. This follows from the computability of βτ as discussed
in Appendix F.2.
For a particular run ht−Mt upto time t−Mt and a specific arm i, the computation of qi,τ (Ht−Mt)
for any τ ≤ t corresponds to simulating a specific Markov chain as detailed next. We consider
the time-nonhomogeneous Markov transition probability matrices (TPM)M = {Pτ : 1 ≤ τ ≤ t},
that at any time τ ≤ t makes transitions as follows. If it is in state 0 it moves to state di w.p.
βi,τ
∑
j∈C zi,j([τ −Mτ ]+), otherwise it stays in state 0. In the case the Markov chain is in state
d > 0, then it moves to state (d− 1) w.p. 1. Here, we denote the TPM at time τ as Pτ .
Let us also denote the first time on or after time τ where the arm i becomes available as ν(τ)
(which is fixed for a run ht, as it is computable using Ht). Using this definition, we denote by Xt′
(resp. Xt) the Markov chain that lies in state 0 (w.p. 1) at time ν(t′ −Mt′) (resp. ν(t−Mt)), and
moves following the TPMM. We emphasize the fact that both Xt and Xt′ have the same transition
probabilities for all time steps between max{ν(t−Mt), ν(t′ −Mt′)} and t′ (see Fact 4 in Appendix
F.1).
We claim that the probability that the Markov chain Xt′ is in state 0 at time t′ equals qi,t′(Ht′−Mt′ ),
namely, P (Xt′(t′) = 0) = qi,t′(Ht′−Mt′ ). This follows induction on τ for the statement
P (Xt′(τ) = 0) = qi,τ ,
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where qi,τ is as given in Algorithm 3. As the base case, at t0 = ν(t′ −Mt′) we have by construction
that P (Xt′(t0) = 0) = qi,t0 = 1. Let us assume that the argument is true for all time up to τ . Then
we have,
P (Xt′(τ + 1) = 0)
= P (Xt′(τ) = 0)
1− βi,τ∑
j∈C
zi,j(τ −Mτ )

+ I (τ − di + 1 ≥ t0)P (Xt′(τ − di + 1) = 0)βi,τ−di+1
∑
j∈C
zi,j(τ − di + 1−Mτ−di+1).
= qi,τ
1− βi,τ∑
j∈C
zi,j(τ −Mτ )

+ I (τ − di + 1 ≥ t0) qi,τ−di+1βi,τ−di+1
∑
j∈C
zi,j(τ − di + 1−Mτ−di+1)
= qi,τ+1,
which proves our claim. Using similar arguments we have that P (Xt(t′) = 0) = qi,t′(Ht−Mt).
The rest of the proof relies on showing that P (Xt(t′) = 0) ≈ P (Xt(t′) = 0) for large enough time
(specifically, for time min{t′ − ν(t′ −Mt′), t′ − ν(t −Mt)}). We accomplish that by the use of a
Doeblin type coupling argument for the two Markov chains Xt and Xt′ .
Doeblin Coupling of two Markov chains. The argument of the rest of the proof relies on a
Doeblin type coupling of the above two MCs. Let Xt(τ) and Xt′(τ) be the states of the MC Xt and
Xt′ at time τ , respectively. Recall that Xt starts from state 0 at time ν(t−Mt), and Xt′ starts from
state 0 at time ν(t′ −Mt′). Given the fact that the transition functions are common in both MCs,
the two chains evolve independently up until the point they meet for the first moment. Afterwards,
they get coupled and evolve together.
We consider the evolution of the bi-variate Markov chain {(X˜t(τ), X˜t′(τ))}, where, for τ ≥
νmax := max{ν(t−Mt), ν(t′ −Mt′)}, we have the following evolution of the two Markov chains,
P
(
X˜t(τ + 1) = s1, X˜t′(τ + 1) = s2 | X˜t(τ) = s′1, X˜t′(τ) = s′2
)
=

Pτ (s
′
1, s1)Pτ (s
′
2, s2), if s′1 6= s′2,
Pτ (s
′
1, s1), if s′1 = s′2 ∧ s1 = s2,
0, otherwise.
It is easy to check that the bi-variate MC has the property X˜t(τ) d= Xt(τ) and X˜t′(τ) d= Xt′(τ)
for all integers τ ≥ νmax (here, d= indicates equality in distribution).
Let the random variable Rc = inf{r ≥ νmax | Xt(τ) = Xt′(τ)} denote the first time after νmax,
when the two chains Xt and Xt′ become coupled. From standard arguments in Doeblin coupling [34],
we have |P (Xt′(t′) = 0)−P (Xt(t′) = 0) | ≤ P (Xt′(t′) 6= Xt(t′)) ≤ P (Rc > t′) .
We now make a claim that under the Markov TPM M at any time τ ≥ ν(t −Mt) we have
P (Xt(τ) = 0) ≥ 1e . The claim follows by noticing that arm i is sampled by ucb-cbb with probability
at most 1/di at each time, and it is available, if not sampled in the last (di − 1) time slots. Formally,
for all τ ≥ ν(t−Mt) we consider the event E = {Xt(τ ′) 6= 0, ∀τ ′ ∈ [τ − di, τ − 1]}, and derive the
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following
P (Xt(τ) = 0) = P (E ∧ Xt(τ) = 0) +P (Ec ∧ Xt(τ) = 0)
(i)
= P (E) +
τ−1∑
τ ′=τ−di
P
(Xt(τ ′) = 0)P (Xt(τ) = 0|Xt(τ ′) = 0)
(ii)
≥ P (E) +
τ−1∑
τ ′=τ−di
P
(Xt(τ ′) = 0) ∏
τ ′′∈[τ ′,τ−1]
1− βτ ′′∑
j∈C
zi,j(τ
′′ −Mτ ′′)

(iii)
≥ P (E) +
 τ−1∑
τ ′=τ−di
P
(Xt(τ ′) = 0)
 ∏
τ ′′∈[τ−di,τ−1]
1− βτ ′′∑
j∈C
zi,j(τ
′′ −Mτ ′′)

(iv)
≥ P (E) +(1− P (E))(1− 1/di)(di−1)
(v)
≥ 1
e
.
In the equality (i), we use if the i-th arm is unavailable for a contiguous stretch of length di before τ
(given by event E) then it will be available on τ . Also, we break Ec into mutually exclusive events.
The inequality (ii) uses the events that the MC stays in state 0 from time τ ′′ = τ ′ to τ to lower
bound the probabilities. In inequality (iii) we further lower bound these probabilities by replacing τ ′
with τ − di. For inequality (iv) we use βτ ′
∑
j∈C zi,j(τ
′−Mτ ′) ≤ 1/di due to the LP constraint (C1),
and the fact that βτ ′ ≤ 1. Also,
∑τ−1
τ ′=τ−di P (Xt(τ ′) = 0)P (Ec). Finally, in (v) we minimize over
P (E) and di to obtain the bound.
Similar results hold for the MC Xt′ . Thus, we obtain that for any time τ ≥ νmax, we have
min{P (Xt(τ) = 0),P (Xt′(τ) = 0)} ≥ 1/e.
Therefore, at each time τ ≥ νmax, we know that the two chains get coupled with probability at
least 1
e2
. Formally,
P
(
Rc ≥ t′ + 1
) (i)
= P
(Xt(t′) 6= Xt′(t′) | Rc ≥ t′)P (Rc ≥ t′)
(ii)
=
(
1− P (Xt(t′) = Xt′(t′) | Rc ≥ t′))P (Rc ≥ t′)
(iii)
≤ (1− P (Xt(t′) = Xt′(t′) = 0 | Rc ≥ t′))P (Rc ≥ t′)
(iv)
≤ (1− P (Xt(t′) = 0 | Rc ≥ t′)P (Xt′(t′) = 0 | Rc ≥ t′))P (Rc ≥ t′)
(v)
≤
(
1− 1
e2
I
(
t′ ≥ νmax
))
P
(
Rc ≥ t′
)
,
where (i) follows by definition of coupling, (iii) follows by the fact that {Xt(t′) = Xt′(t′) = 0} ⊆
{Xt(t′) = Xt′(t′)} and (iv) follows by the fact that the two MCs evolve independently before round
Rc. Finally, (v) follows by the fact that the probability of Xt (resp. Xt′) being at state 0 is at least
1
e , for any time τ ≥ νmax as shown above.
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By repeating the arguments leading to (v) until we reach the event {Rc ≥ νmax − 1} we have
P
(
Rc ≥ t′ + 1
) ≤ (1− 1
e2
I
(
t′ ≥ νmax
))
P
(
Rc ≥ t′
)
≤ P (Rc ≥ νmax − 1)
t′∏
τ=νmax
(
1− 1
e2
)
(vi)
≤
(
1− 1
e2
)t′−νmax+1
(vii)
≤
(
1− 1
e2
)Mt−2di
,
where in (vi), we use the fact that P (Rc ≥ 2di) ≤ 1. In (vii) we use the following derivations
t′ −max{ν(t−Mt), ν(t′ −Mt′)} (a)= t′ − ν(t−Mt)
(b)
≥ Mt + t′ − t− di + 1.
(c)
≥ Mt − 2di + 2.
The equality (a) in the above derivation holds since for t ≥ Tc and t′ ∈ [t− di + 1, t− 1], then by
Fact 3 in Appendix F.1, it has to be that t′ −Mt′ ≤ t −Mt and, thus, ν(t′ −Mt′) ≤ ν(t −Mt).
Inequality (b) holds since i becomes deterministically available in at most di − 1 time steps after
t−Mt, i.e. ν(t−Mt) ≤ t−Mt + di − 1. The last inequality (c) holds as t− t′ ≤ di − 1.
Therefore, for concluding the proof of the lemma, we have:
P
(
F p˜ii,t′ | Ht−Mt
)
P
(
F p˜ii,t′ | Ht′−Mt′
) = qi,t′(Ht−Mt)
qi,t′(Ht′−Mt′ )
≤ 1 +
∣∣∣∣1− qi,t′(Ht−Mt)qi,t′(Ht′−Mt′ )
∣∣∣∣ ≤ 1 + ∣∣∣∣1− P (Xt(t′) = 0)P (Xt′(t′) = 0)
∣∣∣∣
≤ 1 + P (Rc > t
′)
P (Xt(τ) = 0) ≤ 1 +
(
1− 1
e2
)Mt−2di
1
e
≤ 1 + e
(
e2
e2 − 1
)2dmax ( e2
e2 − 1
)−Mt
.
The above results follow by use of triangle inequality and substituting the bounds derived so far.
F.4 Proof of Lemma 2
Lemma 2. For the α-regret of ucb-cbb, for α = dmax2dmax−1 and M = Θ(log T + dmax), we have
αRegp˜iI (T ) ≤ ERN,p˜i
T−M∑
t=1
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t)
)+1
3
ln(T )∆max + 6dmax + 71.
Proof. In the following proof, we start from the definition of α-regret and we prove the regret
upper bound of the statement, by applying a sequence of transformations: First, we incorporate
the
(
1− dmax−1dmax−1+T
)
-multiplicative loss, due to the use of (LP) as an upper bound, into an O(dmax)
additive term in the regret. Second, we upper bound the total regret due to the rounds such
that t−Mt ≤ 0, by another O(dmax) term in the regret. Then, focusing on each round such that
t ≥ Mt, we apply Lemma 1 in order to (approximately) express the regret of any such round by
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di
2di−1
(
z∗i,j − zi,j(t−Mt)
)
, for any i ∈ A and j ∈ C. We show that the total approximation loss for
that case can be transformed into a constant additive loss in the regret. Finally, we notice that in
the rounds, such that t ≥Mt, where Mt is increased (by one unit as we show in Appendix F.1), the
arm sampling is performed using the same extreme point solution as in the previous rounds. By
observing that this can happen at most O(log(T )) times, we separate the rounds that use strictly
updated UCB estimates, while we incorporate the rest as an O(log(T )∆max)-additive loss in the
regret bound.
In the following, we denote by Sp˜ii,t the event that ucb-cbb samples arm i ∈ A at round t and by
Bp˜ii,t the event that arm i is not skipped at the round. Finally, we denote by F
p˜i
i,t the event that arm
i is available at round t.
Incorporating time-dependent approximation loss. The first step in proving the bound is
to incorporate the
(
1− dmax−1dmax−1+T
)
-multiplicative loss, due to the use of (LP), into the regret. By
definition of α-regret, we have
αRegp˜iI (T ) = αRew
∗
I(T )−Rewp˜iI (T )
=
dmax
2dmax − 1
(
1− dmax − 1
dmax − 1 + T +
dmax − 1
dmax − 1 + T
)
Rew∗I(T )−Rewp˜iI (T )
≤ dmax
2dmax − 1
(
1− dmax − 1
dmax − 1 + T
)
Rew∗I(T )−Rewp˜iI (T ) +
2
3
(dmax − 1) ,
where in the last inequality, we use the fact that
dmax
2dmax − 1
dmax − 1
dmax − 1 + T Rew
∗
I(T ) ≤
dmax
2dmax − 1
dmax − 1
T
Rew∗I(T ) ≤
dmax
2dmax − 1 (dmax − 1) ,
using that Rew∗I(T ) ≤ T and the fact that for any possible dmax, we have dmax2dmax−1 (dmax − 1) ≤
2
3 (dmax − 1).
Now by applying the result of Theorem 1, we can further upper bound the α-regret by using the
fact that the algorithm fi-cbb produces, in expectation, a constant rate of regret over time. More
specifically, by denoting RewLPI the optimal solution to (LP), we have
αRegp˜iI (T ) ≤
dmax
2dmax − 1
(
1− dmax − 1
dmax − 1 + T
)
Rew∗I(T )−Rewp˜iI (T ) +
2
3
(dmax − 1)
≤ dmax
2dmax − 1T ·Rew
LP
I −Rewp˜iI (T ) +
2
3
(dmax − 1) (18)
≤
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j −Rewp˜iI (T ) +
2
3
(dmax − 1) , (19)
where (18) follows by Lemma 5 and (19) by the fact that dmax2dmax−1 ≤ di2di−1 for any i ∈ A.
35
Simplifying the expected reward of ucb-cbb. By the independence of the rewards {Xi,j,t}∀i,j,t,
we have:
E
RN,p˜i
∑
t∈[T ]
∑
i∈A
∑
j∈C
Xi,j,t I
(
Ap˜it = i, Ct = j
)
=
∑
t∈[T ]
∑
i∈A
∑
j∈C
E
RN,p˜i
[
Xi,j,t I
(
Ap˜it = i, Ct = j
)]
=
∑
t∈[T ]
∑
i∈A
∑
j∈C
E
RN,p˜i
[
E
[
Xi,j,t I
(
Ap˜it = i, Ct = j
) ∣∣∣∣Ap˜it , Ct]]
=
∑
t∈[T ]
∑
i∈A
∑
j∈C
E
RN,p˜i
[
E
[
Xi,j,t
∣∣∣∣Ap˜it , Ct] I (Ap˜it = i, Ct = j)]
=
∑
t∈[T ]
∑
i∈A
∑
j∈C
E
RN,p˜i
[
µi,j I
(
Ap˜it = i, Ct = j
)]
= E
RN,p˜i
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
) .
Using delayed exploitation for large enough t. The remainder of this proof is dedicated to
bounding the difference between the expected reward collected by fi-cbb and ucb-cbb. More
specifically, our goal is to directly associate the loss of any round t with the suboptimality of the
extreme point solution of (LP) computed by ucb-cbb at the same round. More specifically, we are
interested in upper bounding the term∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j −Rewp˜iI (T ).
The first step is to lower bound the expected reward of ucb-cbb, namely,
Rewp˜iI (T ) = ERN,p˜i
∑
t∈[T ]
∑
i∈A
∑
j∈C
Xi,j,t I
(
Ap˜it = i, Ct = j
)
= E
RN,p˜i
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
) .
Let Tc be the minimum round such that Tc ≥MTc + 1. By the discussion in Appendix F.1, we
know that t ≥Mt + 1 ≥ 2dmax for any t ≥ Tc.
We now fix any round t ∈ [T ] such that t ≥ Tc. By using linearity of expectation, we can further
simplify the expression of the expected reward of ucb-cbb, by conditioning on the history up to
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time t−Mt. For any fixed i ∈ A and j ∈ C we have:
E
RN,p˜i
[
I
(
Ap˜it = i, Ct = j
)]
= E
RN,p˜i
[
E
[
I
(
Ap˜it = i, Ct = j
) ∣∣∣∣Ht−Mt]]
= E
RN,p˜i
[
E
[
I
(
Sp˜ii,t, B
p˜i
i,t, F
p˜i
i,t, Ct = j
) ∣∣∣∣Ht−Mt]]
= E
RN,p˜i
[
P
(
Sp˜ii,t, B
p˜i
i,t, F
p˜i
i,t, Ct = j|Ht−Mt
)]
= E
RN,p˜i
[
P
(
Sp˜ii,t, Ct = j|Ht−Mt
)
P
(
Bp˜ii,t|Ht−Mt
)
P
(
F p˜ii,t|Ht−Mt
)]
(20)
= E
RN,p˜i
[
P
(
Sp˜ii,t|Ht−Mt , Ct = j
)
P (Ct = j|Ht−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)]
(21)
= E
RN,p˜i
[
zi,j(t−Mt)
fj
fjβi,t P
(
F p˜ii,t|Ht−Mt
)]
= E
RN,p˜i
[
zi,j(t−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)]
,
where in (20), we use the fact that the events Sp˜ii,t, B
p˜i
i,t and F
p˜i
i,t are independent conditioned on
Ht−Mt . The reason is that the outcome of Sp˜ii,t depends on the observed context and on the UCB
indices computed before time t−Mt, while the outcome of the event Bp˜ii,t has probability βi,t, which
is computable using only information from Ht−Mt . Finally, in (21), we use the fact that the observed
context of round t is independent of Ht−Mt , Bp˜ii,t and F
p˜i
i,t.
Clearly, by observing the history Ht−Mt , one can easily compute the first time arm i ∈ A becomes
available after time t−Mt. If the arm is available at time t−Mt and is not played, then we know
that P
(
F p˜ii,t−Mt+1|Ht−Mt
)
= 1, while if the arm is blocked at time t−Mt, then it is played at some
time t′ < t−Mt and, thus, P
(
F p˜ii,t′+di |Ht−Mt
)
= 1. The conditional probabilities of an arm being
available, that is, qi,t(Ht−Mt) = P
(
F p˜ii,t | Ht−Mt
)
can be computed by Algorithm 3, as described in
Appendix F.2. In short, given the fact that the algorithm uses at any round t ≥ Tc the extreme
point computed in round t−Mt, for any t′ ∈ [t−Mt, t], the extreme points used are computable
given Ht−Mt and the algorithm can efficiently simulate any possible βi,t′ .
By the above analysis it follows that at any time t ≥ Tc, we have:
βi,t = min
{
1,
di
2di − 1
1
qi,t(Ht−Mt)
}
= min
{
1,
di
2di − 1
1
P
(
F p˜ii,t|Ht−Mt
)}.
Similarly to the proof of Lemma 7, we distinguish between two cases on the value of βi,t
conditioned on Ht−Mt :
Case (a) In the case where 1 > di2di−1
1
P(F p˜ii,t|Ht−Mt)
, we immediately get that:
E
RN,p˜i
[
zi,j(t−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)]
= E
RN,p˜i
zi,j(t−Mt) di
2di − 1
1
P
(
F p˜ii,t|Ht−Mt
) P (F p˜ii,t|Ht−Mt)

= E
RN,p˜i
[
di
2di − 1zi,j(t−Mt)
]
.
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Case (b) In the case where 1 ≤ di2di−1 1P(F p˜ii,t|Ht−Mt) , we directly get that P
(
F p˜ii,t|Ht−Mt
)
≤ di2di−1
and βi,t = 1. In order to get a lower bound on P
(
F p˜ii,t|Ht−Mt
)
, we attempt to upper bound
P
(
¬F p˜ii,t|Ht−Mt
)
by union bound over the probability of each arm i being played at some round
t′ ∈ [t− di + 1, t− 1]. More specifically:
E
RN,p˜i
[
zi,j(t−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)]
= E
RN,p˜i
[
zi,j(t−Mt)P
(
F p˜ii,t|Ht−Mt
)]
= E
RN,p˜i
[
zi,j(t−Mt)
(
1− P (¬F p˜ii,t|Ht−Mt))]
≥ E
RN,p˜i
zi,j(t−Mt)
1− ∑
t′∈[t−di+1,t−1]
P
(
Ap˜it′ = i|Ht−Mt
)
≥ E
RN,p˜i
zi,j(t−Mt)
1− ∑
t′∈[t−di+1,t−1]
P
(
Sp˜ii,t′ , B
p˜i
i,t′ , F
p˜i
i,t′ |Ht−Mt
) .
For each t′ ∈ [t− di + 1, t− 1], the events Sp˜ii,t′ , Bp˜ii,t′ and F p˜ii,t′ are independent conditioned on Ht−Mt ,
since the outcomes of Sp˜ii,t′ and B
p˜i
i,t′ depend on the extreme points computed by ucb-cbb before time
t−Mt. Moreover, sinceMt > di, we have that P
(
Sp˜ii,t′ |Ht−Mt
)
=
∑
j′∈C P
(
Sp˜ii,t′ |Ct′ = j′, Ht−Mt
)
P (Ct′ |Ht−Mt) =∑
j′∈C fj′ P
(
Sp˜ii,t′ |Ct′ = j′, Ht−Mt
)
, where the last equality follows by independence of Ct′ and Ht−Mt ,
for Mt > di. Finally, we have that P
(
Sp˜ii,t′ |Ct′ = j′, Ht−Mt
)
=
zi,j′ (t′−Mt′ )
fj′
, since the probability
of the event Sp˜ii,t′ depends on the extreme point computed at time t
′ −Mt′ , and is computable
conditioning on Ht−Mt (see Fact 4 in Appendix F.1). By combining the aforementioned facts, we
have:
E
RN,p˜i
[
zi,j(t−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)]
≥ E
RN,p˜i
zi,j(t−Mt)
1− ∑
t′∈[t−di+1,t−1]
P
(
Sp˜ii,t′ , B
p˜i
i,t′ , F
p˜i
i,t′ |Ht−Mt
)
= E
RN,p˜i
zi,j(t−Mt)
1− ∑
t′∈[t−di+1,t−1]
P
(
Sp˜ii,t′ |Ht−Mt
)
P
(
Bp˜ii,t′ |Ht−Mt
)
P
(
F p˜ii,t′ |Ht−Mt
)
= E
RN,p˜i
zi,j(t−Mt)
1− ∑
t′∈[t−di+1,t−1]
∑
j′∈C
fj′
zi,j′(t
′ −Mt′)
fj′
βi,t′ P
(
F p˜ii,t′ |Ht−Mt
)
= E
RN,p˜i
zi,j(t−Mt)
1− ∑
t′∈[t−di+1,t−1]
∑
j′∈C
zi,j′(t
′ −Mt′)βi,t′ P
(
F p˜ii,t′ |Ht−Mt
) .
By definition of βi,t′ , we have that βi,t′ ≤ di2di−1 1P(F p˜i
i,t′ |Ht′−Mt′
) . Moreover, for any extreme point
solution of (LP), by constraints (C1), we have that
∑
j′∈C zi,j′(t
′ −Mt′) ≤ 1di . Therefore, the above
relation becomes:
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E
RN,p˜i
[
zi,j(t−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)]
≥ E
RN,p˜i
zi,j(t−Mt)
1− ∑
t′∈[t−di+1,t−1]
∑
j′∈C
zi,j′(t
′ −Mt′)βi,t′ P
(
F p˜ii,t′ |Ht−Mt
)
≥ E
RN,p˜i
zi,j(t−Mt)
1− 1
di
∑
t′∈[t−di+1,t−1]
di
2di − 1
P
(
F p˜ii,t′ |Ht−Mt
)
P
(
F p˜ii,t′ |Ht′−Mt′
)

= E
RN,p˜i
zi,j(t−Mt)
1− 1
2di − 1
∑
t′∈[t−di+1,t−1]
P
(
F p˜ii,t′ |Ht−Mt
)
P
(
F p˜ii,t′ |Ht′−Mt′
)
 .
For any t ≥ TC and t′ ∈ [t− di + 1, t− 1], by Lemma 1, we have:
P
(
F p˜ii,t′ |Ht−Mt
)
P
(
F p˜ii,t′ |Ht′−Mt′
) ≤ 1 + c0 · c−Mt1 . (22)
By using inequality (22), we get:
E
RN,p˜i
[
zi,j(t−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)]
≥ E
RN,p˜i
zi,j(t−Mt)
1− 1
2di − 1
∑
t′∈[t−di+1,t−1]
(
1 + c0 · c−Mt1
)
= E
RN,p˜i
[
zi,j(t−Mt)
(
1− di − 1
2di − 1 +
di − 1
2di − 1c0 · c
−Mt
1
)]
= E
RN,p˜i
[
zi,j(t−Mt)
(
di
2di − 1 +
di − 1
2di − 1c0 · c
−Mt
1
)]
= E
RN,p˜i
[
zi,j(t−Mt)
(
di
2di − 1 +
di − 1
2di − 1c0 · c
−Mt
1
)]
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By summing over all t ∈ [Tc, T ] and using the above analysis, we have:
E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
Xi,j,t I
(
Ap˜it = i, Ct = j
)
= E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
)
= E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,jzi,j(t−Mt)βi,t P
(
F p˜ii,t|Ht−Mt
)
≥ E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,jzi,j(t−Mt)
(
di
2di − 1 −
di − 1
2di − 1c0 · c
−Mt
1
)
≥ E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
di
2di − 1zi,j(t−Mt)
−∑
t=[T ]
c0 · c−Mt1 , (23)
where in the last inequality we use the fact that
E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
di − 1
2di − 1zi,j(t−Mt)c0 · c
−Mt
1
 ≤ T∑
t=Tc
c0 · c−Mt1 .
Furthermore, by our choice of Mt, we have that
Mt = b2 logc1(t)c+ dlogc1(c0)e+ 1 ≥ 2 logc1(t) + logc1(c0) = logc1(c0 · t2),
which implies that
∑T
t=Tc
c0 · c−Mt1 ≤
∑
t∈[T ] c0 · c
− logc1 (t2·c0)
1 ≤
∑+∞
t=1
1
t2
= pi
2
6 . Therefore, inequality
(23) becomes:
E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
Xi,j,t I
(
Ap˜it = i, Ct = j
) ≥ E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
di
2di − 1zi,j(t−Mt)
−pi2
6
.
(24)
Bounding small t and combining everything. By construction ucb-cbb, for the first rounds
where t ≤ Tc−1, the algorithm selects arms and constructs non-skipping probabilities with respect to
an initial extreme point solution Z(0) = {zi,j(0)}∀i,j to (LP). Since we cannot bound the expected
reward of ucb-cbb for the these time steps, we accumulate this loss in the regret as follows:
Tc−1∑
t=1
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j − ERN,p˜i
Tc−1∑
t=1
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
)
≤
Tc−1∑
t=1
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j ≤ Tc − 1 (25)
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For the overall regret we have:∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j −Rewp˜iI (T )
=
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j − ERN,p˜i
∑
t∈[T ]
∑
i∈A
∑
j∈C
Xi,j,t I
(
Ap˜it = i, Ct = j
)
=
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j − ERN,p˜i
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
)
=
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j − ERN,p˜i
Tc−1∑
t=1
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
)
− E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
)
≤
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
di
2di − 1z
∗
i,j − ERN,p˜i
Tc−1∑
t=1
∑
i∈A
∑
j∈C
µi,j I
(
Ap˜it = i, Ct = j
)
− E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
di
2di − 1zi,j(t−Mt)
+pi2
6
(26)
≤ E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
di
2di − 1
(
z∗i,j − zi,j(t−Mt)
)+Tc − 1 + pi2
6
(27)
= E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
di
2di − 1
(
z∗i,j − zi,j(t−Mt)
)+3 · dmax + 70 + pi2
6
(28)
≤ E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t−Mt)
)+3 · dmax + 70 + pi2
6
, (29)
where (26) follows by inequality (24) and (27) by inequality (25). Finally, equality (28) follows an
upper bound on Tc (given in Fact 2 of Appendix F.1) and inequality (29) by the fact that di2di−1 ≤ 1
for any i ∈ A.
Synchronizing the large time steps and completing the proof. For completing the proof
of the lemma, we focus on the quantity
E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t−Mt)
) .
Recall that for any t ≥ Tc, the algorithm uses for arm sampling the extreme point solution Z(t−Mt),
computed using the indices {µ¯(t−Mt)}i,j . As we show in Appendix F.1 (see Fact 1), for t ≥ Tc, the
value Mt cannot be increased by more than one unit per round. Given any time interval [t1, t2], with
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t1 ≥ Tc, we say that the UCB indices of the interval are synchronized (or, simply, we say that the
interval is synchronized), if for any t ∈ [t1, t2], there exists a integer constant M ′, such that ucb-cbb
at round t, uses information from time t−M ′.
Let t′ be the first time that Mt increases by one after time Tc. Clearly, the time interval
[Tc, t
′) is synchronized as the information used at each round from Tc to t′ − 1 corresponds to times
Tc −MTc , Tc −MTc + 1, . . . , t′ − 1−MTc . However, at time t′, given the fact that Mt′ = MTc + 1,
the index used corresponds, again, to time t′ − 1−MTc = t′ −Mt′ . Hopefully, by ignoring time t′,
we can see that the index used at t′ + 1 corresponds to time t′ + 1−Mt′ = t′ −MTc , which remains
synchronized with the interval before t′.
By repeating the above procedure, we ignore the non-synchronized rounds (that correspond to
the unit increases of Mt) and we merge the remaining rounds into a single synchronized interval.
Let L be the number of non-synchronized time steps in [Tc, T ], which is formally defined as
L = |{t ∈ [Tc + 1, T ] | Mt = Mt−1 + 1}|.
By definition ofMt, the total number of non-synchronized time steps (as t′) can be upper bounded
by MT , which, in turn, can be upper bounded by 2 logc1(T ) + logc1(c0) + 2 ≤ 13 ln(T ) + 9 + 2dmax.
Let ∆max = supZ∈Z ∆Z , be the maximum suboptimiality gap over all the extreme points of Z.
The regret associated with each non-synchronized time step greater than Tc can be upper bounded
by ∆max. By the above analysis, it follows directly that
E
RN,p˜i
 T∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t−Mt)
)
≤ E
RN,p˜i
T−L∑
t=Tc
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j + zi,j(t−MTc)
)+(1
3
ln(T ) + 9 + 2dmax
)
∆max
≤ E
RN,p˜i
T−L−MTc∑
t=Tc−MTc
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j + zi,j(t)
)+(1
3
ln(T ) + 9 + 2dmax
)
∆max
By combining the above inequality with (19) and (29), we can prove the following upper bound:
αRegp˜iI (T ) ≤ ERN,p˜i
T−L−MTc∑
t=Tc−MTc
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j + zi,j(t)
)+2
3
(dmax − 1)
+
(
1
3
ln(T ) + 9 + 2dmax
)
∆max + 3 · dmax + 70 + pi
2
6
.
By noticing that ∆max ≤ 1, we can simplify the less important constants of the above bound as
αRegp˜iI (T ) ≤ ERN,p˜i
T−L−MTc∑
t=Tc−MTc
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j + zi,j(t)
)+1
3
ln(T )∆max + 6 · dmax + 71.
Finally, we use that Tc −MTc ≥ 1 and we let M = L+Mc = Θ(log T + dmax), which leads to:
αRegp˜iI (T ) ≤ ERN,p˜i
T−M∑
t=1
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j + zi,j(t)
)+1
3
ln(T )∆max + 6dmax + 71.
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F.5 Proof of Lemma 3
Lemma 3. For any time t ∈ [T ], TP group Z i,j,l and O(2l log(t)) ≤ s ≤ t− 1, we have:
P
(
Ni,j,l(t) = s, Ti,j(t) ≤ 124e2−lNi,j,l(t)
)
≤ 1
t3
.
Proof. We fix an an arbitrary TP group (i, j, l). Let tk be the time and Zk be the suboptimal extreme
point used by ucb-cbb for sampling arms when the counter Ni,j,l(t′) is increased for the k-th time.
Moreover, we denote by Yk = I
(
Ap˜itk = i, Ctk = j
)
the event that the TP group (i, j, l) is triggered at
time tk, namely, arm i is played under context j and 2−l ≤ zZki,j = zi,j([tk −Mtk ]+) ≤ 2−l+1, where
[t]+ = max{t, 0} for any integer t. We require concentration bounds for ∑Ni,j,l(t)k=1 Yk conditioned on
Ni,j,l(t) = s. The main roadblock in the analysis, comparing to [45], is that, due to the blocking
constraints, the random variables Yk are not mutually independent. Indeed, if |tk′ − tk| < di
then Yk and Yk′ cannot be simultaneously equal to 1. In order to overcome the above issue, we
opportunistically subsample the events {Yk} to ensure that the distance between two contiguous
subsampled events, where Yk = 1, is at least time (di + 1) apart (inclusive of the first instance).
We first separate each triggering (i.e., arm pulling) event into two stages: attempting to trigger
Y ′k = I
(
Sp˜ii,tk , B
p˜i
i,tk
, Ctk = j
)
, and actual triggering Yk = I
(
Sp˜ii,tk , B
p˜i
i,tk
, Ctk = j, F
p˜i
i,tk
)
. Given this
distinction, the second stage takes into account the blocking constraints, while the first stage takes
into account the randomness introduced by nature and the random choices of ucb-cbb.
We partition the sequence {1, 2, . . . , Ni,j,l(t)}, into bNi,j,l(t)/(2di − 1)c many windows of length
(2di− 1). The `-th window consists of the subsequence {`(2di− 1) + 1, . . . , (`+ 1)(2di− 1)}, starting
from ` = 0. Notice that for s ≥ 2 · 2l ≥ 2di, we have at least one such window, since 2−l ≤ 1di .
We now define the indicator for the triggering event in window `, denoted by Y˜`, and the triggering
time (if the arm is triggered) in window `, denoted by t˜`. In each window `, if there exists a k
in the last di steps in the window (i.e. k ∈ {`(2di − 1) + di, . . . , (` + 1)(2di − 1)}) such that the
algorithm tries to trigger at time tk (i.e. Y ′k = 1), we set Y˜` = Yk and time t˜` = tk. Otherwise, we
set Y˜` = 0 and t˜` = `(2di − 1) + di. Thus, we have constructed an opportunistically subsampled
sequence of tuples (Y˜`, t˜`) for 0 ≤ ` ≤ bNi,j,l(t)/(2di − 1)c, from the original subsequence (Yk, tk).
Clearly,
∑bNi,j,l(t)/(2di−1)c
`=0 Y˜` constructs a lower bound for Ti,j(t).
To avoid repetitive notations, let us denote byH` = {(Y˜1, t˜1), . . . , (Y˜(`−1), t˜(`−1))} the subsequence
from 0 upto (and excluding) the `-th entry in the sequence. We call the first event of observing
at least one Y ′k = 1 in the `-th window as E`. As the sampling only happens at the later part of
each window, the previous subsampling ensures that the random variables t˜` are at least di time
steps apart. We now claim that when Y˜` is set to Yk then irrespective of the past (Y˜`′ , t˜`′), we have
P[Y˜`|E`,H`] ≥ (1 − 1di )(di−1) ≥ 1e . The above is true because, we know that when conditioned on
history at least di time steps apart we have P[F p˜ii,t˜` |Ht˜(`−1) ] ≥ 1/e. Phrased differently, if an arm is
not deterministically blocked, then it is available with probability at least 1/e.
Whenever the counter Ni,j,l(t) is increased it is, by definition, due to an extreme point which
plays the arm (i, j) with probability at least 2−l, i.e. P
(
Sp˜ii,tk , Ctk = j
)
≥ 2−l. Moreover, Bp˜ii,tk is a
Bernoulli r.v. with mean βi,tk = min
1, di2di−1 1P(F p˜ii,tk | H[tk−Mtk ]+)
. Furthermore, it is not hard
to see that βi,tk ≥ di2di−1 and, thus, Bp˜ii,tk stochastically dominates an independent Bernoulli r.v. of
mean di2di−1 . Similarly, P
(
Sp˜ii,tk
)
stochastically dominates an independent Bernoulli r.v. of mean
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2−l. Therefore, the probability of event {Yk = 1} (trying to trigger arm i at context j) is at least
di
2di−12
−l. We have:
P[E`|H`] = 1− P[Ec` |H`]
≥ 1− (1− di
2di − 12
−l)di+1 (30)
≥ di(di + 1)
2di − 1 2
−l − di(di + 1)
2
(
di
2di − 1)
22−2l (31)
≥ di(di + 1)
2di − 1 2
−l − di(di + 1)
2
di
2di − 12
−l 1
di
(32)
=
di(di + 1)
2(2di − 1)2
−l,
where (31) holds due to the Taylor expansion of (1 − x)di+1 around x = 0, and (32) follows by
noticing that 2−l ≤ 1/di and di2di−1 ≤ 1. Finally, (30) follows by the fact that for any extreme point,
arm i is played with probability at most 1/di, given that
∑
j∈C zi,j ≤ 1/di.
By combining the above inequalities, then for all 0 ≤ ` ≤ bNi,j,l(t)/(2di − 1)c, we have
E[Y˜`|H`] ≥ E[Y˜`|E`,H`]P[E`|H`]
≥ 1
e
di(di + 1)
2(2di − 1)2
−l
≥ (2di − 1)2−l 1
8e
.
The first inequality holds as Y˜` ≥ 0, and the second inequality is obtained by substituting the above
appropriate lower bounds.
We next apply the multiplicative Chernoff bound for dependent random variables as stated in
Theorem 5 to obtain the final concentration inequality. We use δ = 2/3.
P
(
Ni,j,l(t) = s, Ti,j(t) ≤ 1
3
⌊
Ni,j,l(t)
2di − 1
⌋
(2di − 1)2−l 1
8e
)
≤ exp(−2
9
⌊
s
2di − 1
⌋
(2di − 1)2−l 1
8e
)
≤ exp(−3 ln(t))
=
1
t3
,
where the second inequality holds for s ≥ 109 · e · 2l ln(t) ≥ 108 · e · 2l ln(t) + 2di − 1, where we use
the fact that 2l ≥ di.
F.6 Proof of Lemma 4
Lemma 4. For any Z ∈ Z, |supp(Z)| ≤ k +m.
Proof. Recall that in any feasible extreme point solution of (LP), there exist | A || C | = k ·m linearly
independent inequalities that are tight (i.e., they are met with equality). By the structure of (LP),
we know that at most k of them can be from the set (C1) and at most m can be from the set (C2).
Therefore, the remaining tight inequalities should be nonnegativity constraints and, thus, they are
of the form zi,j = 0. This implies that at most k +m variables can be nonzero and, therefore, that
the support of any extreme point solution of (LP) has cardinality at most k +m.
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F.7 Proof of Theorem 2 (Regret Upper Bound)
Theorem 2. The α-regret of ucb-cbb for α = dmax2dmax−1 , can be upper bounded as
αRegp˜iI (T ) ≤
∑
i∈A
∑
j∈C
C (k +m) log (T )
∆i,jmin
+
pi2
6
∑
i∈A
∑
j∈C
log
(
2 (k +m)
∆i,jmin
)
∆max + 6 · dmax,
where C > 0 is some universal constant.
Proof. The proof of our regret bound follows closely the structure of [45]. In the following, we
present a version of their proof simplified and adapted to our setting. We start from the upper
bound on the regret given by Lemma 2. Then, we study this regret upper bound using techniques
from [45] and making use of our Lemmas 3 and 4, in order to achieve tighter final regret bounds.
By Lemma 2, we have the following upper bound on the α-regret
αRegp˜iI (T ) ≤ ERN,p˜i
T−M∑
t=1
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j + zi,j(t)
)+1
3
ln(T )∆max + 6dmax + 71,
where M = Θ(log(T ) + dmax).
By using our definition of suboptimality gaps, we can express the first term of the above bound
as
E
RN,p˜i
T−M∑
t=1
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j + zi,j(t)
) = E
RN,p˜i
[
T−M∑
t=1
∆Z(t)
]
,
where ∆Z(t) is the suboptimality gap of the extreme point solution of (LP)(t).
In the above summation, notice that for the computation of every Z(t) for t ∈ [T −M ], the
algorithm uses strictly updated UCB indices, since we have already excluded the rounds where
indices are reused, due to the increases of Mt (see Lemma 2).
We start by defining several important events that may occur during a run of our algorithm
ucb-cbb. A reader familiar with the work of [45] should easily recognize their role. Recall that
Ti,j(t) denotes the number of times arm i is played under context j up to (and excluding) time t.
Moreover, we denote by Ni,j,l(t) the value of the counter that corresponds to the TP group Z i,j,l, at
the beginning of round t.
Definition 3 (Nice sampling). We say that at the beginning of round t, ucb-cbb has a nice sampling,
denoted by N st , if it is the case that:
|µˆi,j,Ti,j(t) − µi,j | ≤
√
3 ln (t)
2Ti,j(t)
,∀i ∈ A,∀j ∈ C .
It is not hard to verify that, on any round t such that N st holds, we have:
µi,j ≤ µ¯i,j(t) ≤ min
{
1, µi,j + 2
√
3 ln (t)
2Ti,j(t)
}
, ∀i ∈ A, ∀j ∈ C .
The following lemma provides a lower bound to the probability that the ucb-cbb has a nice sampling
at some time t.
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Lemma 8. The probability that ucb-cbb has a nice sampling at time t is at least P (N st ) ≥
1− 2kmt−2.
For the rest of this proof, we fix the constants B1 = 109 · e and B2 = 24 · e. Moreover, for any
real number y, we denote by [y]+ = max{y, 0}.
Definition 4 (Nice triggering). We say that at the beginning of round t, ucb-cbb has a nice
triggering, denoted by N τt , if for any TP group Z i,j,l associated with the pair (i, j) and for any
1 ≤ l ≤
[
log2(
2(k+m)
∆i,jmin
)
]+
, given that
√
B1 ln (t)
Ni,j,l(t−1)2−l ≤ 1, it holds Ti,j(t− 1) ≥
1
B2
Ni,j,l(t− 1)2−l.
Lemma 9. The probability that ucb-cbb does not have a nice triggering at time t is at upper
bounded by P (¬N τt ) ≤
∑
i∈A
∑
j∈C
[
log2(
2(k+m)
∆i,jmin
)
]+
t−2.
We consider the following functions:
`l,T (∆) =
⌊
96 · 2−l · B2(k +m)2 lnT
∆2
⌋
κl,T (∆, s) =

4 · 2−l, if s = 0,
2
√
4 B1 ·2−l ln(T )
s , if 1 ≤ s ≤ `l,T (∆),
0, if s > `l,T (∆).
For any extreme point Z ∈ Z, we denote by Z˜ = {(i, j) ∈ A×C |zZi,j > 0} the set of arm context
pairs in its support. Notice that by Lemma 4, for any extreme point Z ∈ Z, we have |Z˜| ≤ m+ k.
For any Z ∈ Z, let ΓZ = max(i,j)∈Z˜{∆i,jmin} be the maximum ∆i,jmin over all pairs (i, j) ∈ Z˜. Our
proof relies on the following technical lemma.
Lemma 10. (Suboptimality decomposition). For any round t ∈ [T ], if {∆Z(t) ≥ ΓZ(t)} and N st ,
N τt hold, we have:
∆Z(t) ≤
∑
(i,j)∈Z˜(t)
κli,j ,T (∆
i,j
min, Ni,j,li,j (t− 1)),
where li,j the index of a TP group such that Z(t) ∈ Zi,j,li,j .
We are now ready to prove the regret bound, with respect to {∆i,jmin}∀i,j and ∆max. For simplicity,
we replace T −M with T in the regret upper bound of Lemma 2. Even though the rounds above
T −M might not correspond to UCB indices that were actually used in the run of ucb-cbb, we
still get an upper bound to our regret by assuming a larger instance in the underlying combinatorial
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bandit problem. We have that:
E
RN,p˜i
∑
t∈[T ]
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t)
)
= E
RN,p˜i
∑
t∈[T ]
∆Z(t)

= E
RN,p˜i
∑
t∈[T ]
∆Z(t) I
(
∆Z(t) ≥ ΓZ(t)
)+ E
RN,p˜i
∑
t∈[T ]
∆Z(t) I
(
∆Z(t) < ΓZ(t)
)
= E
RN,p˜i
∑
t∈[T ]
∆Z(t) I
(
∆Z(t) ≥ ΓZ(t)
)
= E
RN,p˜i
∑
t∈[T ]
∆Z(t)
(
I
(
∆Z(t) ≥ ΓZ(t),N st
)
+ I
(
∆Z(t) ≥ ΓZ(t),¬N st
))
≤ E
RN,p˜i
∑
t∈[T ]
∆Z(t)
(
I
(
∆Z(t) ≥ ΓZ(t),N st
)
+ I (¬N st )
)
= E
RN,p˜i
∑
t∈[T ]
∆Z(t)
(
I
(
∆Z(t) ≥ ΓZ(t),N st ,N τt
)
+ I
(
∆Z(t) ≥ ΓZ(t),N st ,¬N τt
)
+ I (¬N st )
)
≤ E
RN,p˜i
∑
t∈[T ]
∆Z(t)
(
I
(
∆Z(t) ≥ ΓZ(t),N st ,N τt
)
+ I (¬N τt ) + I (¬N st )
)
≤ E
RN,p˜i
∑
t∈[T ]
∆Z(t) I
(
∆Z(t) ≥ ΓZ(t),N st ,N τt
)+ E
RN,p˜i
∑
t∈[T ]
∆Z(t) I (¬N τt )
+ E
RN,p˜i
∑
t∈[T ]
∆Z(t) I (¬N st )
,
where we use the fact that, if I
(
∆Z(t) < ΓZ(t)
)
, it must be ∆Z(t) = 0, since, otherwise, it should be
that either Z˜(t) = ∅, or ∆Z(t) < ΓZ(t) = max(i,j)∈Z˜(t) ∆i,jmin = ∆i
′,j′
min, for some (i
′, j′) ∈ Z˜(t). However,
by the structure of (LP), we know that ∀Z ∈ Z, Z˜ 6= ∅, while the fact that ∆Z(t) < ∆i
′,j′
min, for some
(i′, j′) ∈ Z˜(t), is a contradiction to the definition of ΓZ(t).
By Lemma 8, we have that: E
RN,p˜i
[∑
t∈[T ] ∆Z(t) I (¬N st )
]
≤ ∆max
∑
t∈[T ] P (¬N st ) ≤ pi
2
3 · k ·m ·
∆max. Moreover, by Lemma 9, we have that ERN,p˜i
[∑
t∈[T ] ∆Z(t) I (¬N τt )
]
≤ ∆max
∑
t∈[T ] P (¬N τt ) ≤
pi2
6
∑
i∈A
∑
j∈C log2
(
2(k+m)
∆i,jmin
)
∆max. Finally, in order to complete our bound, it suffices to upper
bound
E
RN,p˜i
∑
t∈[T ]
∆Z(t) I
(
∆Z(t) ≥ ΓZ(t),N st ,N τt
) .
For any arm-context pair such that (i, j) ∈ Z(t) for some extreme point Z(t) ∈ Z, we define l(t)i,j such
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that Z(t) ∈ Z
i,j,l
(t)
i,j
. By Lemma 10, we have:
E
RN,p˜i
∑
t∈[T ]
∆Z(t) I
(
∆Z(t) ≥ ΓZ(t),N st ,N τt
) ≤ E
RN,p˜i
∑
t∈[T ]
∑
(i,j)∈Z˜(t)
κ
l
(t)
i,j ,T
(∆i,jmin, Ni,j,l(t)i,j
(t− 1))

= E
RN,p˜i
∑
i∈A
∑
j∈C
+∞∑
l=1
Ni,j,l(T )−1∑
s=0
κl,T (∆
i,j
min, s)
,
where the last equality follows by the fact that Ni,j,li,j is increased if and only if (i, j) ∈ Z˜(t). Now,
for every arm i ∈ A, context j ∈ C and l ∈ N+ and by definition of κl,T (∆, s) we have:
Ni,j,l(T )−1∑
s=0
κl,T (∆
i,j
min, s) ≤
`l,T (∆
i,j
min)∑
s=0
κl,T (∆
i,j
min, s) (33)
= κl,T (∆
i,j
min, 0) +
`l,T (∆
i,j
min)∑
s=1
κl,T (∆
i,j
min, s)
= κl,T (∆
i,j
min, 0) +
`l,T (∆
i,j
min)∑
s=1
2
√
4 B1 ln(T ) · 2−l
s
≤ κl,T (∆i,jmin, 0) + 4
√
B1 ·2−l · ln(T )
`l,T (∆
i,j
min)∑
s=1
√
1
s
≤ κl,T (∆i,jmin, 0) + 8
√
B1 ·2−l · ln(T )
√
`l,T (∆
i,j
min) (34)
, where (33) follows by the fact that κl,T (∆, s) = 0, for s ≥ `l,T (∆) + 1, while (34), follows by the
fact that for any integer n ∈ N+, we have:
∑n
s=1
√
1
s ≤
∫ n
s=0
√
1
sds = 2
√
n. Using the definition of
`l,T , then (34) becomes:
Ni,j,l(T )−1∑
s=0
κl,T (∆
i,j
min, s) ≤ κl,T (∆i,jmin, 0) + 8
√
B1 ·2−l · ln(T )
√
`l,T (∆
i,j
min)
≤ κl,T (∆i,jmin, 0) + 8
√
B1 ·2−l · ln(T )
√√√√96 · 2−l · B2 ·(k +m)2 ln(T )(
∆i,jmin
)2
= 4 · 2−l + 8
√
96 · B1 ·B2 · 2−l · (k +m) · ln(T )
∆i,jmin
.
By summing over all l, for each pair (i, j), we have:
+∞∑
l=1
Ni,j,l(T )−1∑
s=0
κl,T (∆
i,j
min, s) ≤ 4 ·
+∞∑
l=1
2−l + 8
√
96 · B1 ·B2 · (k +m) · ln(T )
∆i,jmin
+∞∑
l=1
2−l
≤ 4 + 8
√
96 · B1 ·B2 · (k +m) · ln(T )
∆i,jmin
.
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By combining the aforementioned facts, we conclude that:
E
RN,p˜i
 T∑
t=1
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t)
) ≤ 8√96 · B1 ·B2∑
i∈A
∑
j∈C
(k +m) ln (T )
∆i,jmin
+ 4 · k ·m
+
pi2
6
∑
i∈A
∑
j∈C
log2
2 (k +m)
∆i,jmin
+ 2 · k ·m
∆max
Finally, combining the above with the upper bound we get from Lemma 2, we get:
αRegp˜i(T ) ≤ E
RN,p˜i
T−M∑
t=1
∑
i∈A
∑
j∈C
µi,j
(
z∗i,j − zi,j(t)
)+ + 1
3
ln(T )∆max + 6dmax + 71
≤ 8
√
96 · B1 ·B2
∑
i∈A
∑
j∈C
(k +m) ln (T )
∆i,jmin
+ 4 · k ·m
+
pi2
6
∑
i∈A
∑
j∈C
log2
2 (k +m)
∆i,jmin
+ 2 · k ·m+ 2
pi2
ln(T )
∆max + 6dmax + 71
≤ 10898
∑
i∈A
∑
j∈C
(k +m) ln (T )
∆i,jmin
+ 4 · k ·m
+
pi2
6
∑
i∈A
∑
j∈C
log2
2 (k +m)
∆i,jmin
+ 2 · k ·m+ 2
pi2
ln(T )
∆max + 6dmax + 71.
The above regret bound completes our proof.
F.8 Proof of Lemma 8 [Nice Sampling]
Lemma 8. The probability that ucb-cbb has a nice sampling at time t is at least P (N st ) ≥
1− 2kmt−2.
Proof. Let ¬N st be the event that the algorithm does not have a nice sampling at some round t ∈ [T ].
By union bound on the possible arm-context pairs, we have:
P (¬N st ) = P
(
∃i ∈ A, j ∈ C, s.t. |µˆi,j,Ti,j(t) − µi,j | >
√
3 ln (t)
2Ti,j(t)
)
≤
∑
i∈A
∑
j∈C
P
(
|µˆi,j,Ti,j(t) − µi,j | >
√
3 ln (t)
2Ti,j(t)
)
≤
∑
i∈A
∑
j∈C
t∑
s=1
P
(
|µˆi,j,s − µi,j | >
√
3 ln (t)
2s
)
.
For any s ∈ [t], µˆi,j,s is the average of s i.i.d. random variables, denoted by X [1]i,j , . . . , X [s]i,j , drawn
from the reward distribution of arm i ∈ A, when it is played under context j ∈ C. For any fixed
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s ∈ [t] and for any pair i ∈ A, j ∈ C, we have:
P
(
|µˆi,j,s − µi,j | >
√
3 ln (t)
2s
)
= P
|∑b∈[s]X [b]i,j
s
− µi,j | >
√
3 ln (t)
2s

= P
|∑
b∈[s]
X
[b]
i,j − µi,js| ≥
√
3s ln (t)
2

≤ 2 exp
(
−23s ln(t)
2s
)
= t−3,
where we use Hoeffding’s inequality (see Appendix D) for upper bounding the last probability. By
combining the above inequalities, we have:
P (¬N st ) ≤
∑
i∈A
∑
j∈C
t∑
s=1
P
(
|µˆi,j,s − µi,j | ≥
√
3 ln t
2s
)
≤ mkt−2.
F.9 Proof of Lemma 9 [Nice Triggering]
Lemma 9. The probability that ucb-cbb does not have a nice triggering at time t is at upper
bounded by P (¬N τt ) ≤
∑
i∈A
∑
j∈C
[
log2(
2(k+m)
∆i,jmin
)
]+
t−2.
Proof. Recall that B1 = 109 · e and B2 = 24 · e and consider the case where t− 1 ≥ Ni,j,l(t− 1) ≥
B1 ·2l ln(t). By union bound, we have:
P (¬N τt ) = P
(
∃i ∈ A,∃j ∈ C, ∃l ∈
[
1,
[
log2(
2(k +m)
∆i,jmin
)
]+ ]
, Ti,j(t− 1) ≤ 1
B2
Ni,j,l(t− 1)2−l
)
≤
∑
i∈A
∑
j∈C
[
log2(
2(k+m)
∆
i,j
min
)
]+
∑
l=1
P
(
Ti,j(t− 1) ≤ 1
B2
Ni,j,l(t− 1)2−l
)
≤
∑
i∈A
∑
j∈C
[
log2(
2(k+m)
∆
i,j
min
)
]+
∑
l=1
t∑
s=dB1 ·2l ln(t)e
P
(
Ni,j,l(t− 1) = s, Ti,j(t− 1) ≤ 1
B2
Ni,j,l(t− 1)2−l
)
.
(35)
By Lemma 3, and since we consider only Ni,j,l(t− 1) ≥ B1 ·2l log(t) = 109 · e · 2l log(t), inequality
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(35) can be further upper bounded by:
P (¬N τt ) ≤
∑
i∈A
∑
j∈C
[
log2(
2(k+m)
∆
i,j
min
)
]+
∑
l=1
t∑
s=dB1 ·2l ln(t)e
1
t3
≤
∑
i∈A
∑
j∈C
[
log2(
2(k +m)
∆i,jmin
)
]+
t−2.
F.10 Proof of Lemma 10 (Suboptimality Decomposition)
Lemma 10. (Suboptimality decomposition). For any round t ∈ [T ], if {∆Z(t) ≥ ΓZ(t)} and N st ,
N τt hold, we have:
∆Z(t) ≤
∑
(i,j)∈Z˜(t)
κli,j ,T (∆
i,j
min, Ni,j,li,j (t− 1)),
where li,j the index of a TP group such that Z(t) ∈ Zi,j,li,j .
Proof. Clearly, we are only interested in the rounds t ∈ [T ] such that ∆Z(t) > 0, since, otherwise,
the inequality holds trivially. By optimality of (LP) at time t (i.e. the solution of (LP) at time t
using the indices {µ¯i,j(t)}∀i,j), we have that:∑
i∈A
∑
j∈C
µ¯i,j(t)zi,j(t) ≥
∑
i∈A
∑
j∈C
µ¯i,j(t)z
∗
i,j .
Moreover, by the nice sampling assumption on round t, we have:∑
i∈A
∑
j∈C
µ¯i,j(t)z
∗
i,j ≥
∑
i∈A
∑
j∈C
µi,jz
∗
i,j ,
given that under N st , each index overestimates the actual mean value, namely, µ¯i,j(t) ≥ µi,j ,∀i ∈
A, j ∈ C.
Finally, by definition of the suboptimality gap, we have that ∆Z(t) =
∑
i∈A
∑
j∈C µi,jz
∗
i,j −∑
i∈A
∑
j∈C µi,jzi,j(t). By combining the above facts, we get:
∆Z(t) =
∑
i∈A
∑
j∈C
µi,jz
∗
i,j −
∑
i∈A
∑
j∈C
µi,jzi,j(t)
≤
∑
(i,j)∈Z˜(t)
(µ˜i,j(t)− µi,j) zi,j(t).
Now, by assumption that ∆Z(t) ≥ ΓZ(t) = max(i,j)∈Z˜{∆i,jmin} and using the above inequality, we
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have:
∆Z(t) ≤ −ΓZ(t) + 2
∑
(i,j)∈Z˜(t)
(µ¯i,j(t)− µi,j) zi,j(t)
= 2
∑
(i,j)∈Z˜(t)
(
(µ¯i,j(t)− µi,j) zi,j(t)−
ΓZ(t)
2|Z˜(t)|
)
≤ 2
∑
(i,j)∈Z˜(t)
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k +m)
)
,
where in the last inequality, we use the fact that, by Lemma 4, we have |Z˜(t)| ≤ k +m, and that for
any pair (i, j) ∈ Z˜(t), we have ΓZ(t) ≥ ∆i,jmin.
For any (i, j) ∈ Z˜(t), let li,j be the index such that Z(t) ∈ Z i,j,li,j . For each (i, j) ∈ Z˜(t), we are
trying to upper bound 2
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k+m)
)
, by distinguishing between two cases on
the value of li,j .
Case (a): 1 ≤ li,j ≤ dlog 2(k+m)
∆i,jmin
e+. By N st , we have that µ¯i,j(t) − µi,j ≤ 2
√
3 ln (t)
2Ti,j(t)
, while by
definition of TB groups, we have zi,j(t) ≤ 2−li,j+1. We further distinguish between sub-cases.
Sub-case (i): Ni,j,li,j (t− 1) = 0. In that case, we have that κli,j ,T (∆i,jmin, 0) = 4 · 2−li,j and, thus:
2
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k +m)
)
≤ 2 (µ¯i,j(t)− µi,j) zi,j(t)
≤ 2 · 2−li,j+1
= 4 · 2−li,j
= κli,j ,T (∆
i,j
min, 0).
Sub-case (ii):
√
B1 ln(t)
Ni,j,li,j (t−1)2
−li,j ≥ 1. Then we have that:
2
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k +m)
)
≤ 2 (µ¯i,j(t)− µi,j) zi,j(t)
≤ 2 · 2−li,j+1
≤ 2 · 2−li,j+1
√
B1 ln(t)
Ni,j,li,j (t− 1)2−li,j
≤ 2 ·
√
4 B1 ·2−li,j ln(t)
Ni,j,li,j (t− 1)
= κli,j ,T (∆
i,j
min, Ni,j,li,j (t− 1)).
Sub-case (iii):
√
B1 ln(t)
Ni,j,li,j (t−1)2
−li,j ≤ 1. Then by N τt and N st , we have:
µ¯i,j(t)− µi,j ≤ 2
√
3 ln(t)
2Ti,j(t− 1) ≤ 2
√
3 B2 ln(t)
2Ni,j,li,j (t− 1) · 2−li,j
.
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Therefore, we have that:
(µ¯i,j(t)− µi,j) zi,j(t) ≤ min
{√
24 B2 ln(t) · 2−li,j
Ni,j,li,j (t− 1)
, 2 · 2−li,j
}
.
Now, in the case whereNi,j,li,j (t−1) ≥ `li,j ,T (∆i,jmin)+1, we have:
√
24 B2 ln(t)·2−li,j
Ni,j,li,j (t−1)
≤
√
24 B2 ln(t)·2−li,j (∆i,jmin)2
96·B2 2−li,j (k+m)2 ln (T )
≤√
(∆i,jmin)
2
4(k+m)2
=
∆i,jmin
2(k+m) , and, thus, 2
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k+m)
)
≤ 2
(
∆i,jmin
2(k+m) −
∆i,jmin
2(k+m)
)
≤
0 = κli,j ,T (∆
i,j
min, Ni,j,li,j (t − 1)). In the case where Ni,j,li,j (t − 1) ≤ `li,j ,T (∆i,jmin), we simply
use 2
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k+m)
)
≤ 2
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k+m)
)
≤
√
96 B2 ln(t)·2−li,j
Ni,j,li,j (t−1)
≤
2
√
4 B1 ln(t)·2−li,j
Ni,j,li,j (t−1)
.
Case (b): li,j ≥ dlog 2(k+m)
∆i,jmin
e+ + 1. Using the fact that µ¯i,j(t)− µi,j ≤ 1 and the definition of
TB groups, we have:
(µ¯i,j(t)− µi,j) zi,j(t) ≤ zi,j(t) ≤ 2−li,j+1 ≤ 2
−dlog 2(k+m)
∆
i,j
min
e+ ≤ 2
− log 2(k+m)
∆
i,j
min ≤ ∆
i,j
min
2(k +m)
.
By using the non-negativity of κli,j ,T (∆
i,j
min, Ni,j,li,j (t− 1)), the above implies that:
∆i,jmin
2(k +m)
− ∆
i,j
min
2(k +m)
≤ 0 ≤ 1
2
κli,j ,T (∆
i,j
min, Ni,j,li,j (t− 1)),
and, thus,
2
(
(µ¯i,j(t)− µi,j) zi,j(t)− ∆
i,j
min
2(k +m)
)
≤ κli,j ,T (∆i,jmin, Ni,j,li,j (t− 1)).
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G Hardness results: omitted proofs
G.1 Proof of Theorem 3
Theorem 3. For (asymptotic) competitive ratio of the full-information CBB problem, it holds:
lim
T→+∞
sup
pi
ρpi(T ) ≤ dmax
2dmax − 1 .
Proof. We now prove an upper bound on the (asymptotic) competitive ratio of the full-information
case of our problem. It suffices to provide an instance I, such that the ratio between the expected
reward collected by an (asymptotically) optimal online policy, denoted by limT→+∞Rew
opt
I (T ),
and by an optimal clairvoyant policy, denoted by limT→+∞Rew∗I(T ), is upper bounded by
dmax
2dmax−1 .
Recall, that a clairvoyant policy has a priori knowledge of all context realizations, {Ct}∀t∈[T ].
Consider the following instance I. Let A be a set of k arms and let arm im such that im =
arg maxi′∈A di′ , namely, an arm of maximum possible delay. Let C = {1, 2} be a set of two
contexts, such that f1 =  and f2 = 1− , for some small  ∈ (0, 1). We assume that the rewards
{Xi,j,t}∀i∈A,j∈C,t∈[T ] are constants, while the rewards of all arms except for im, i.e., A\{im}, are
identically equal to zero for any possible context. The above implies that, without loss of generality,
neither the optimal clairvoyant policy, nor the optimal online policy ever play these arms and, thus,
we can assume that only arm im is played. For arm im, we have that Xim,1,t = µim,1 = R for some
fixed R > 0 and Xim,2,t = µim,2 = 1, for all t ∈ [T ]. We note that the reward R may be greater than
1, which can be fixed by dividing all the rewards by
(
1 + R
)
, in order to keep them within range
[0, 1].
In this proof, we compute the average reward collected by an optimal (non-clairvoyant) online
and we lower bound the average reward collected by an optimal clairvoyant policy for instance I.
Given that im is the only arm played in both cases, we focus only on this arm and we simplify the
notation by referring to it as i.
Online Policy. We focus on arm i and consider the behavior of a specific online policy, denoted
by alg(q1, q2). This online policy starts at time t = r for r ∈ {0, . . . , di − 1} with probability pi(r)
(to be specified later). At each time, if the arm i is available and the context is 1 (resp., 2) it plays
the arm i with probability q1 (resp., q2).
The behavior of this online policy alg(q1, q2) can be analyzed using a Markov chain. Specifically,
the Markov chain has di states, 0, 1, . . . , di − 1, where each state r indicates the fact that arm i
is blocked (i.e., not available) for the next r rounds. Let q1, q2 ∈ [0, 1] (determined by the policy
alg(q1, q2)) denote the probabilities that arm i is played, if available, given that the context is 1
and 2, respectively. At each time t, the Markov chain moves from state 0 to state (di − 1) with
probability (q1f1 + q2f2) and gains the expected reward (µi,1q1f1 +µi,2q2f2). Otherwise, the Markov
chain remains in state 0 with probability (1− q1f1 − q2f2). Given that at some time t, the state is r,
for r ≥ 1, the Markov chain deterministically moves to the state (r − 1) (collecting zero reward).
Let pi(r) be the stationary probability of state sr in the above Markov chain, which is parameterized
by q1 and q2. This is the same pi(r) that is used in the definition of the policy alg(q1, q2).
We can compute the probability pi(0) by solving the system:
∑
r∈{0,...,di−1} pi(r) = 1 and
that pi(1) = pi(2) = · · · = pi(di − 1) = pi(0) (q1f1 + q2f2). Recall that the expected reward
(µi,1q1f1 +µi,2q2f2) is collected only when the Markov chain is at state 0 (and moves to state di− 1).
Finally, we let the Markov chain start from stationary state, i.e. at time t = 0 the Markov chain is
in state r w.p. pi(r). Due to stationarity, the expected average reward for the above online policy
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alg(q1, q2), for any time horizon T , denoted by Rew
alg(q1,q2)
I (T ), can be expressed as:
Rewalg(q1,q2)I = ERN,alg(q1,q2)
 1
T
∑
t∈[T ]
∑
j∈C
I
(
A
pi(q1,q2)
t = i, Ct = j
) = Rq1 + (1− )q2
1 + (di − 1)(q1 + (1− )q2)
We have already argued that for the setting under consideration, there exists an optimal online
policy which only plays arm i. Further from the theory of Markov decision processes (MDP), as
the time horizon T tends to infinity, there exists an optimal online policy (which only plays arm
i) that is represented by the above stationary Markov chain (c.f., [38]). In particular, this optimal
online policy can be designed by maximizing the time-average expected reward over the probabilities
q1 and q2. Therefore, computing the optimal time-average expected reward in our setting can be
formulated as the following optimization program:
maximize: f(q1, q2) =
Rq1 + (1− )q2
1 + (di − 1)(q1 + (1− )q2) s.t. q1, q2 ∈ [0, 1]. (36)
The following lemma specifies the solution of the above optimization problem for a specific range of
(R, ).
Lemma 11. For R > + 1di−1 , the optimal solution to the mathematical program (36) is attained
by setting (q1, q2) = (1, 0) and its value is equal to R1+(di−1) .
Lower bound on the optimal clairvoyant policy. We now need to compute the expected
average reward of an optimal clairvoyant policy on our instance, namely, a policy that has a priori
knowledge of the context realizations of all rounds. However, given that providing a characterization
of the optimal solution for any possible context realization is a difficult task, we instead attempt
to lower bound the optimal expected reward. For this reason, we study a simpler and (possibly)
suboptimal clairvoyant policy. This policy is based on partitioning the time horizon into blocks of
size B, and, then, treating each block, separately, using a simple strategy.
We define the block size to be B = kdi, where k ∈ N+ is a positive natural number such that
k ≥ 2 and di is the delay of arm i. We further assume without loss of generality that the time
horizon T , which we later extend to infinity, is a multiple of the block size B. Our algorithm works
separately, in each of the TB blocks, according to the following simple rule:
Case (a): If context 1 appears at exactly one time t′ within the first B − di rounds of the block,
then the algorithm plays the arm on time t′ and nothing else.
Case (b): If context 1 does not appear at all within the B rounds of the block, the algorithm plays
arm i exactly k − 1 times (every di times), starting from the first round of the and excluding the
last di rounds of the block.
Case (c): In any other case, the algorithm takes no action during the B rounds of the block.
It is important to notice that, in all the aforementioned cases, no action is taken within the last
di rounds of each block. This allows us to study the expected reward of each block independently.
The average reward collected by the above policy is at least,
1
B
(
B+1−di∑
t=1
R
 (1− )(B−1) + (B−di)di (1− )
B
)
= R(1− diB )(1− )(B−1) + ( 1di − 1B )(1− )
B.
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Therefore, for R > + 1di−1 and using Lemma 11, the ratio of reward of the online policy over
the designed clairvoyant policy is upper bounded by:
R
1+(di−1)
R(1− diB )(1− )(B−1) + ( 1di − 1B )(1− )B
.
We now consider a series of instances, where B = did 1√e, R = 2 + 1di−1 and  approaches 0.
The limiting competitive ratio of an optimal online algorithm becomes:
lim
→0
R
1+(di−1)
R(1− diB )(1− )(B−1) + ( 1di − 1B )(1− )B
=
1
di−1
1
di−1 +
1
di
=
di
2di − 1 ,
where we use the fact that lim→0 (1− )
1√
 = 1.
Given that di = dmax for instance I, we can conclude that the optimal asymptotic competitive
ratio of the full-information case of our problem can be upper bounded by dmax2dmax−1 .
G.2 Proof of Lemma 11
Lemma 11. For R > + 1di−1 , the optimal solution to the mathematical program (36) is attained
by setting (q1, q2) = (1, 0) and its value is equal to R1+(di−1) .
Proof. Let f(q1, q2) =
Rq1+(1−)q2
1+(di−1)(q1+(1−)q2) . Taking the partial derivative of f(q1, q2) with respect to
q1, we get:
∂f(q1, q2)
∂q1
=
R (1 + (di − 1)(q1+ q2(1− )))− (di − 1)(Rq1 + q2(1− ))
(1 + (di − 1)(q1+ q2(1− )))2
=
R+ (di − 1)q2(1− )(R− )
(1 + (di − 1)(q1+ q2(1− )))2 .
Therefore, for R >  we have ∂f(q1,q2)∂q1 > 0 for all q1, q2 ∈ [0, 1] and, thus, the optimal solution in this
case is attained at q∗1 = 1. We now take the derivative of f(q1, q2) with respect to q2:
∂f(q1, q2)
∂q2
=
(1− )(1 + (di − 1)(q1+ q2(1− )))− (di − 1)(1− )(Rq1 + q2(1− ))
(1 + (di − 1)(q1+ q2(1− )))2
=
(1− )(1− (di − 1)q1(R− ))
(1 + (di − 1)(q1+ q2(1− )))2 .
Therefore, for R >  at q∗1 = 1 we have
∂f(q1,q2)
∂q2
> 0, when (di − 1)(R− ) < 1, and ∂f(q1,q2)∂q2 ≤ 0.
Therefore, for R <  + 1di−1 we have the optimal at q
∗
2 = 1 and the optimal value is
R+1−
di
. For
R > + 1di−1 we have the optimal at q
∗
2 = 0 and the optimal value is
R
1+(di−1) .
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