Abstract-Global exponential stability is a desirable property for dynamic systems. This paper studies the global exponential stability of several existing recurrent neural networks for solving linear programming problems, convex programming problems with interval constraints, convex programming problems with nonlinear constraints, and monotone variational inequalities. In contrast to the existing results on global exponential stability, the present results do not require additional conditions on the weight matrices of recurrent neural networks and improve some existing conditions for global exponential stability. Therefore, the stability results in this paper further demonstrate the superior convergence properties of the existing neural networks for optimization.
I. INTRODUCTION
Since Hopfield and Tank first proposed a recurrent neural network for solving linear programming problems [1] , many recurrent neural networks with global asymptotic stability (GAS) have been developed; e.g., [2] - [13] . To ensure rapid convergence and insusceptiblity to input noise or round-off errors, as emphasized in [4] , [6] , an important convergent property for neural networks is global exponential stability (GES). Since a GAS neural network is not necessarily GES, it is very desirable for optimization neural networks to have unique equilibria which are globally exponentially stable. The global exponential stability of several neural networks have been studied [3] , [4] , [6] , [11] , [13] in which weight matrices need to satisfy some sufficient conditions. When weight matrices do not fulfill given sufficient conditions, global exponential stability cannot be guaranteed. This paper presents new results on the global exponential stability of several existing neural networks for solving various optimization and related problems. The new results show that some optimization neural networks are in fact globally exponentially stable under the same conditions for globally asymptotic stability. Compared with the existing results on exponential stability of neural networks [3] , [4] , [6] , [11] , [13] the present results improve existing ones without requiring additional conditions on weight matrices for neural networks to be globally exponentially stable. The new results on global exponential stability are useful for analyzing and designing recurrent neural networks for optimization.
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For the convenience of later discussions, it is necessary to introduce to a few definitions.
A dynamic system is said to be globally exponentially stable with degree at if every trajectory starting at any initial point satisfies where and are posive constants independent of the initial points. It is clear that the exponential stability implies the globally asymptotical stability and the system converges arbitrarily fast.
A mapping is Lipschitz continuous with constant if, for each pair of points ,
A mapping is said to be locally Lipschitz continuous on if each point of has a neighborhood such that the above inequality holds for each pair of points . A mapping is monotone if strongly monotone if, for each pair of points , there exists a constant such that (2) Clearly, where and is Lipschitz continuous with constant , and is monotone or strongly monotone when is positive semidefinite or positive definite.
A functional is convex in if, for all and
The functional is strictly convex if above strict inequality holds whenever , and is uniformly convex if there is a constant such that, for all and
It is clear that uniform convexity implies strict convexity which in turn implies convexity. It is easy to see that if , then is convex or uniformly convex if is positive semidefinite or positive definite. In addition, if the Hessian matrix of is positive definite, then is strictly convex [15] .
III. GES OF A PRIMAL-DUAL NEURAL NETWORK FOR LINEAR PROGRAMMING
In this section, we consider the following linear programming problem minimize subject to (3) where , and . Its dual is as follows:
By the Kuhn-Tucker condition we see that is an optimal solution (3) and (4), if and only if satisfies
A primal-dual neural network, whose equilibrium points solve (3) and (4), is presented in [8] 
where and , and . The neural network is proven to be globally asymptotically stable when (3) and (4) have an unique optimal solutions [8] . The following theorem further shows the global exponential stability of the neural network (6) .
Theorem 1: Assume that (3) and (4) have unique optimal solutions. Then the primal-dual neural network in (6) is globally exponentially stable.
Proof: Because (3) and (4) have unique optimal solutions, system (6) has unique equilibrium point. Let be an optimal solution to (3) and (4) In this section, we study GES of the various related neural networks for solving convex programming problems with interval constraints.
We first consider the following convex programming problem: minimize subject to (7) where is bounded and the function is twice continuously differentiable and convex in . To solve (7), we consider a recurrent neural-network model below (8) where and
This model is of a basic property that there is a direct relation between the equilibrium point of (8) and the optimal solution to (7). In fact, from the Karush-Kuhn-Tucker conditions we see that is an optimal solution to (7) if and only if satisfies
It can be written in an equivalent projection equation [15] where is the gradient of . Thus if is an equilibrium point of (8), then and Hence is an optimal solution to (7).
In terms of structure, (8) may be viewed as an improvement and extension of the existing model [6] for solving quadratic convex program with bound constraints. In [6] , the existing model is proved to be globally exponentially stable. Now, we further prove the global exponential stability of the generalized model. We next consider the special case of (7): quadratic programming problem with bounded constraints minimize subject to (10) where matrix is positive definite and symmetric. In this case, (8) may be written in the form below (11) As an immediate corollary of Theorem 3, we obtain the following result.
Corollary 2: The neural network (11) with is globally exponentially stable.
In contrast to the existing GES result in [6] , where the given sufficient condition needs to calculate the maximum singular value of a connection matrix. Clearly, the present condition is easy to be verified.
We then study the global exponential stability of the following discrete-time neural network for solving (10) (12) where is a positive parameter. By -norm, a sufficient condition for exponential stability of the discrete-time neural network is given in [11] below: 1) is strongly row diagonally dominant; 2)
. Using the -norm we can obtain an improved result of the global exponential stability, which relaxes condition 1).
Theorem 4:
If is satisfied, then the neural network (12) is globally exponentially stable.
Proof: Note that the invariance of the -norm for the projection operator on closed convex set [15] , we have Then using the equality , we obtain
Since is symmetric where is the eigenvalue of the matrix . Observe that and ( ) , thus . It follows that when . So we can obtain where . Thus the neural network (11) is globally exponentially stable.
Remark: An additional sufficient condition of global asymptotical stability for the discrete-time neural network (12) is given as follows [11] : (13) where is the element of the matrix . It is easy to see that and thus
So by Theorem 4 we see that the condition (13) without the strict equality also guarantees the neural network to be globally exponentially stable. The above mentioned conditions of GES must make an appropriate choice for the parameter . In what follows, we prove that the following neural-network model, which may be viewed as a continuous version of the discrete-time model (12) , is still GES without the parameter (14) Theorem 5: The neural network in (14) is globally exponentially stable.
Proof: From [10, see the proof in Appendix], we can see that the following inequality holds:
Because the matrix is positive definite, then where . Thus
Note that is symmetric and positive definite, then there is a symmetric and positive definite matrix such that . Now, let a Lyapunov function be (15) where is an unique optimial solution. Then where . Therefore
So the neural network (14) is globally exponentially stable.
V. GES OF THE KENNEDY-CHUA NEURAL NETWORK FOR CONVEX PROGRAMMING
In this section, we consider the convex programming problem with nonlinear constraints minimize subject to (16) where , is an -dimensional vector-valued function, and 's are continuously differentiable and convex in , , and . It is well known that Kennedy and Chua proposed the following neural network [2] : (17) where and are, respectively, the gradient of and , , , and is a finite positive penalty parameter. In [10] , the Kennedy-Chua network is proven to be globally asymptotically stable if (17) has a unique equilibrium point. We now further study the globally exponential stability of this neural network. In this section, we consider the monotone variational inequality of finding satisfying where is a interval set and is a continuous function on . This problem has wide applications in engineering optimization. In [10] , we proposed the following neural network for solving :
where , and is a positive parameter. denotes the projection onto set , which is defined by Under both the monotone and Lipschitz conditions, the neural network (21) is shown to be globally asymptotically stable when in [10] . Now, under both the strongly monotone and Lipschitz conditions, we further prove its global exponential stability.
Theorem 7: Let satisfy the strongly monotone and Lipschitz conditions (1) and (2) . Then neural network in (21) is globally exponentially stable when .
