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A todos ellos...¡Muchas gracias!

Resumen
Este documento contiene el trabajo fin de máster (TFM) del Máster Universitario
en Ingenieŕıa Informática de la Universidad de Cantabria. Aunque en su mayor parte
la información es de carácter informático y computacional, también hace referencia a
diversos términos de ingenieŕıa oceanográfica, necesarios para comprender en qué ha
consistido el trabajo realizado.
En términos generales, el trabajo realizado consistió en crear un entorno web basado
en el lenguaje de programación Python que permita la simulación de series de cientos
de miles de estados de oleaje que se propagan con un sistema h́ıbrido compuesto por un
modelo numérico de oleaje, un algoritmo matemático de selección y, posteriormente,
otro algoritmo de interpolación para conocer las condiciones resultantes en el punto
deseado. También se realizó el diseño y puesta en marcha del equipo hardware necesario,
la automatización de las tareas de seguridad y backup y el despliegue en internet:
http://irl167.pythonanywhere.com/
El tema puede parecer sencillo pero su complejidad es alta ya que, para su resolución
con cierta precisión, se requiere de series históricas de variables geof́ısicas suficiente-
mente extensas para poder ser caracterizadas de forma estad́ıstica, llegando a tener
archivos con 35 años de datos evaluados cada hora y de los cuales se precisa, para
conocer el estado de mar, un mı́nimo de tres variables: altura de ola significante (Hs),
periodo medio (Tm) y dirección media del oleaje (θ).
Las técnicas matemáticas y computacionales empleadas para la predicción de resul-
tados han sido el algoritmo de máxima disimilitud (MDA) para la selección de casos
óptimos y la validación cruzada de k−iteraciones combinada con las funciones de base
radial (RBF) como método de interpolación posterior. Luego, para su despliegue, se
ha empleado Flask como framework y distintos módulos de Javascript para conseguir
todas las funcionalidades requeridas.
Palabras clave: TFM, ingenieŕıa informática, ingenieŕıa oceanográfica, Universidad
de Cantabria, Python, MDA, RBF, validación cruzada de k−iteraciones.
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Abstract
This document contains the final project of Master’s Degree in computing enginee-
ring at University of Cantabria. It uses mainly the computational and mathematical
language, but it also includes some references to oceanographic engineering to improve
the knowledge of the whole process.
In general terms, the main job was the development of a web-site in Python which
simulates the hybrid propagation of the wave hindcast using mathematical algorithms
to formerly select data from a statistical database and finally interpolate the results
in the desired point. Besides that, it was designed a hardware structe and planned an
automatization program to keep it safe. The website was deployed in the domain:
http://irl167.pythonanywhere.com/
Although it can seem vain, it is a high complexity problem cause it needs long tempo-
ral series to obtain accurate results; the largest experiments has involved 35 years of
statistical data where we obtained hourly three variables: significant wave length (Hs),
mean period (Tm) and mean direction (θ).
The mathematical and computational techniques applied in prediction were maximum
dissimilarity algorithm (MDA) for selecting cases and k−fold cross-validation in addi-
tion to radial basis functions (RBF) to interpolate.After that, it was deployed using
Flask framework and different JavaScript extensions to fulfil the desired objectives.
Keywords: Wave hindcast, Computing Engineering, Oceanographic Engineering,
University of Cantabria, Python, MDA, RBF, k−fold cross validation.
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Siglas y Acrónimos
A continuación se incluye un diccionario de términos, siglas y acrónimos usados en
este documento:
COBIT
Objetivos de control de la información, acrónimo en inglés de Control Objectives
for Information and related Technology.
CSIRO
Organización de investigación cient́ıfica e industrial de la Commonwealth, acrónimo
en inglés de Commonwealth Scientific and Industrial Research Organisation.
CSS
Lenguaje de diseño gráfico hojas de estilo en cascada, acrónimo en inglés de Cas-
cading Style Sheet.
HDF5
Formato de datos jerárquico, acrónimo en inglés de Hierarchical Data Format ver-
sion 5.
HTML
Lenguaje de marcas de hipertexto, acrónimo en inglés de HyperText Markup Lan-
guage.
HTTP
Protocolo de transferencia de hipertexto, acrónimo en inglés de HyperText Transfer
Protocol.
IDE
Entorno de desarrollo integrado, acrónimo de su forma en inglés Integrated Deve-
lopment Environment.
JS
Lenguaje de programación Javascript.
XI
KISS
Metodoloǵıa de desarrollo basada en la simplicidad, acrónimo de su forma en inglés
Keep It Small and Simple.
MDA
Algoritmos de máxima disimilitud, acrónimo de su forma en inglés Maximum Dis-
similarity Algorithm.
MVC
Patrón de diseño arquitectónico Modelo-Vista-Controlador.
NaN
Expresión para indicar que el valor no es un número, acrónimo de su forma en inglés
Not a Number.
NAS
Sistema de almacenamiento conectado a la red, acrónimo de su forma en inglés
Network Attached Storage.
RAID
Matriz redundante de discos independientes, acrónimo de su forma en inglés Re-
dundant Array of Independent Disks.
RBF
Método de función de base radial o función radial básica (ambos términos son
admitidos), acrónimo de su forma en inglés Radial Basis Function.
SWAN
Modelo numérico de propagación de oleaje, acrónimo de su forma en Simulating
WAaves Nearshore.
TDD
Modelo de diseño ágil basado en el desarrollo guiado por pruebas, acrónimo de su
forma en inglés Test Driven Development.
TFM
Trabajo fin de máster.
WSGI
Interfaz de enlace de servidores web, acrónimo de su forma en inglés Web Server
Gateway Interface.
Caṕıtulo 1
Introducción
1.1. Motivación
Este TFM se realizó en colaboración entre el Departamento de Matemáticas, Es-
tad́ıstica y Computación, bajo la tutela del profesor Laureano González Vega, y la
E.T.S. de Ingenieros de Caminos, Canales y Puertos - Departamento de Ciencias y
Técnicas del Agua y del Medio Ambiente, codirigido por el profesor Fernando Méndez
Incera, en el desarrollo de un entorno de simulación para el estudio del oleaje en islas
del Paćıfico. En el desarrollo del mismo, se toma como base las tesis doctorales de
Paula Camus [5] y Cristina Izaguirre [15].
La zona de estudio ha sido elegida por ser significativo el riesgo de inundación de Ma-
juro [30], capital de las Islas Marshall, tal y como se muestra en la previsión para el año
2055 (ver figura a continuación); de ah́ı la necesidad de un modelo para zonas cercanas
a la costa y que no requiera software de terceras partes.
Figura 1: Previsión de zonas de inundación de Majuro en 2055.
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Por tanto, el objetivo de este proyecto es crear un entorno de simulación para climato-
loǵıa maŕıtima, basado en modelos previos como MUSCLE [25], que genere de forma
recurrente modelos de reanálisis del oleaje en aguas someras (aquellas que tienen una
profundidad reducida) y que permita la propagación mediante modelos numéricos de
los estados de mar desde un punto frente a la costa hasta otro de estudio por medio
de herramientas de Ciencia de Datos [3].
1.2. Aptitudes que se han desarrollado
Ingenieŕıa de software
Se ha desarrollado un ciclo de trabajo para el despliegue del entorno de compu-
tación más adecuado a las necesidades del proyecto, eligiendo desde el framework
más acorde (Flask) hasta el lenguaje de programación (Python).
Matemáticas y Computación
Se han adaptado e implementado los algoritmos necesarios para la predicción de
las condiciones meteorológicas costeras, empleando un algoritmo de selección de
casos (MDA) y otro de interpolación (validación cruzada k−fold y RBF).
Redes y Sistemas
Se ha montado un servidor autónomo que incluye las bases de datos, el entorno
web y permite realizar copias de seguridad automáticas de la información.
Diseño y Evaluación
Se ha probado el sistema y realizado las mejoras oportunas para facilitar su uso.
Tecnoloǵıas para el desarrollo de aplicaciones empresariales en
internet
Se han integrado los modelos que se encontraban actualmente en formato Matlab
al entorno web programándolos de nuevo en Python y se ha adaptado código
existente en Python a las necesidades actuales.
Análisis de datos
Se ha comprobado el grado con que los resultados teóricos obtenidos concuerdan
con los datos reales y el número de casos óptimo o más adecuado según el tiempo
de ejecución.
Certificación de la calidad y seguridad de sistemas informáticos
Se ha comprobado que el sistema cumple con los estándares de calidad, empleando
herramientas de análisis estático de código fuente, y de seguridad.
Caṕıtulo 2
Técnicas
2.1. Lenguajes de programación
Los lenguajes de programación usados en este documento son:
CSS
CSS es un lenguaje de hojas de estilo creado para definir y controlar la presentación
de un documento electrónico creado en lenguaje HTML o XHTML. Permite ajustar
las caracteŕısticas de las capas, colores y fuentes en una hoja de estilo, común para
todos los documentos HTML, reduciendo aśı la complejidad del código y evitando
repeticiones. Fue desarrollado por CSS Working Group y se encuentra actualmente en
su versión 2.2 (versión del 12 de abril de 2016).
HTML
HTML es un lenguaje de programación utilizado en el desarrollo de páginas web de
internet. Fue creado en 1990 por Tim Berners-Lee con el objetivo de facilitar el acceso
a documentos de investigación a cient́ıficos de distintas universidades. Es el estándar
aceptado por el World Wide Web Consortium (W3C), organización que se encarga
de estandarizar todas las tecnoloǵıas web. Actualmente, la versión más extendida es
HTML5 (versión del 28 de octubre de 2014).
JavaScript
JavaScript o JS es un lenguaje ligero (que ocupa poco espacio y fácil de editar),
interpretado (la traducción a lenguaje máquina se hace instrucción a instrucción y no
se guarda el resultado), orientado a objetos (los objetos manipulan los datos de entrada
para obtener datos espećıficos de salida) y con funciones de primera clase (las funciones
en ese lenguaje son tratadas como cualquier otra variable). Se usa principalmente para
páginas web, pero también es usado en muchos entornos sin navegador, tales como
node.js, Apache CouchDB y Adobe Acrobat. Ha sido desarrollado por Oracle y el
estándar actual es el ECMAScript 2019 (versión del 29 de enero de 2019).
3
Python
Python es un lenguaje de programación orientado a objetos (los objetos manipulan
los datos de entrada para obtener datos espećıficos de salida), interpretado (convierte el
código escrito a lenguaje máquina a medida que es ejecutado, no precisando compilación
previa) y de alto nivel (expresa los algoritmos de forma similar al lenguaje humano para
mejorar su comprensión). Es gratuito y permite ser usado con los principales sistemas
operativos del mercado. La versión más reciente, empleada en la realización de este
trabajo, es la v3.7.3 (versión del 25 de marzo de 2019). Entre las libreŕıas que se han
empleado en este proyecto, destacan:
P1.Pandas
Pandas es una extensión de Python de uso libre para el análisis de alto nivel y
el posterior estudio de datos de forma sencilla en Python. Forma parte del proyecto
NumFOCUS y se encuentra actualmente en su versión v0.23.4 (versión del 3 de
agosto de 2018).
P2.NumPy
NumPy es una extensión de Python para el uso de vectores y matrices, pero lo
que la convierte en la biblioteca de funciones matemáticas de alto nivel más usada
es que resulta de gran utilidad al trabajar con ficheros procedentes de Matlab ya
que permite usar muchas de las funcionalidades de dicho programa en Python.
Forma parte también del proyecto NumFOCUS y se encuentra actualmente en su
versión v1.17 (versión del 30 de mayo de 2019).
P3.Scipy
SciPy es una biblioteca libre y de código abierto para Python. Se compone
de herramientas y algoritmos matemáticos, cient́ıficos e ingenieriles. Forma par-
te también del proyecto NumFOCUS y se encuentra actualmente en su versión
v1.16.4 (versión del 28 de mayo de 2019).
P4.Matplotlib
Matplotlib es una extensión de Python para la generación de gráficos 2D a
partir de datos contenidos en listas o arrays. Se encuentra actualmente en su
versión v3.1 (versión del 18 de mayo de 2019).
P5.NetCDf4
NetCDf4 es un módulo libre para Python usado para la lectura de archivos
netCDF, generalmente identificados con la extensión .nc, que permiten la crea-
ción de archivos de datos basados en arrays en formato de datos HDF5. Son el
formato más usado en climatoloǵıa, meteoroloǵıa y oceanograf́ıa. Forma parte de
un proyecto de la University Corporation for Atmospheric Research (UCAR) y se
encuentra actualmente en su versión v1.5.1.2 (versión del 6 de mayo de 2019).
2.2. Tecnoloǵıa y herramientas
Las herramientas utilizadas en el proceso han sido:
Apache
El servidor HTTP Apache es un servidor de código abierto que soporta distintas pla-
taformas (GNU/Linux, Windows y MacOS) y que implementa el protocolo HTTP/1.1
según la normativa RFC2616. Es el servidor más usado por su versatilidad: es fácil-
mente configurable, es modular y permite distintos formatos de bases de datos. Fue
desarrollado por Apache Software Foundation y se encuentra actualmente en su versión
v2.4.37 (versión del 23 de octubre de 2018).
Base de datos de CSIRO
La base de datos de CSIRO incluye datos meteorológicos desde enero de 1979 hasta
diciembre de 2018. Para este trabajo se han utilizado los datos referentes a las bati-
metŕıas más cercanas a la isla de Majuro, capital de las Islas Marshall [31].
Figura 2: Nodos de reanálisis de oleaje de CSIRO el las islas del Paćıfico.
Dado el gran volumen de datos de cada nodo (para cada punto hay datos de altura de
ola, frecuencia y dirección media y de cada una de sus componentes, desde 1979 hasta
2018 medidos cada hora) se decidió descargar varios nodos de estudio y comprimirlos
en formato NetCDf4 para agilizar el proceso de cálculo.
Flask
Flask es un framework de Python que permite crear aplicaciones web de forma
fácil y rápida con pocas ĺıneas de código. Está basado en la especificación WSGI de
Werkzeug (interface simple y universal entre servidores y frameworks o aplicaciones
web, es el estándar de Python). Se encuentra actualmente en su versión v1.0.2 (versión
del 8 de febrero de 2018).
LaTex
LaTex es un sistema de composición de textos, orientado a la creación de docu-
mentos escritos de alta calidad tipográfica. Es usado principalmente en la generación
de art́ıculos y trabajos cient́ıficos [20]. LaTeX fue programado por Leslie Lamport en
1984 para facilitar el uso del lenguaje de composición tipográfica. Para la realización
de este trabajo se empleó LaTex utilizando TeXworks v0.6.2 como front-end.
Leaflet
Leaflet es una libreŕıa de código abierto para JavaScript para la creación de ma-
pas interactivos para internet. Permite importar datos desde archivos NetCDf4. Se
encuentra actualmente en su versión v1.0.2 (versión del 26 de octubre de 2017).
Navegador web
Un navegador web es una aplicación que permite el acceso a contenidos de internet
localizados en un sitio web, comúnmente denominado página web. El primer navega-
dor fue desarrollado en 1990 por Tim Berners-Lee del CERN, pero solo funcionaba en
estaciones NeXT. Desde entonces su uso se ha popularizado y existen distintos pro-
gramas según el entorno. Para la realización de este trabajo se hicieron pruebas en los
siguientes navegadores:
Microsoft Edge: navegador por defecto de Windows, es una versión mejorada de
Microsoft Internet Explorer, actualmente se encuentra en su versión v44.17763.1
(2 de octubre de 2018).
Apple Safari: navegador por defecto de MacOS, actualmente se encuentra en su
versión v12.1.1 (13 de mayo de 2019).
Mozilla Firefox: navegador por defecto de Linux Ubuntu, actualmente se encuen-
tra en su versión v67.0.3 (18 de junio de 2019).
Google Chrome: navegador web desarrollado por Google, gratuito y de código
abierto, con motor de renderizado de WebKit. Es el navegador más usado hoy
en d́ıa por lo que se decidió por incluir en las pruebas pese a no ser el navegador
por defecto en ningún entorno de escritorio (aunque śı para móviles Android).
Actualmente se encuentra en su versión v75.0.377 (18 de junio de 2019).
Pace
Pace es una biblioteca de Javascript y CSS que permite de forma automática añadir
barras de progreso o indicadores de actividad cuando se carga una página web o se inicia
un proceso en Ajax. Es software libre y open source. Se encuentra actualmente en su
versión v1.5.1 (versión del 8 de mayo de 2019).
PyCharm
PyCharm es un IDE de Python para desarrollo profesional. Fue el entorno elegido
para el desarrollo porque permit́ıa el uso de Django y Flask, los dos frameworks más
comunes en Python. Se encuentra actualmente en su versión v2019.1 (versión del 1 de
marzo de 2019).
SonarQube
SonarQube es una plataforma libre para el análisis del código fuente. Usa diversas
herramientas de análisis estático, tales como Checkstyle (comprueba si el código Java
se adapta al estándar), PMD (análisis estático de la integración del código) o Find-
Bugs (herramienta de debug), para obtener métricas que mejoren la calidad del código
analizado. Se encuentra actualmente en su versión v7.7 (versión del 20 de marzo de
2019).
El modelo SWAN
El modelo SWAN es un programa libre de simulación de propagación basado en el
modelo de onda de enerǵıa en coordenadas cartesianas (Booij et al., 1999 [4]). Forma
parte de un proyecto de Delft University of Technology y se encuentra actualmente en
su versión v41.31 (versión del 28 de mayo de 2019).
El motivo de su uso es que en aguas profundas las olas no son afectadas por la bati-
metŕıa, pero en aguas someras o poco profundas (que es el caso de estudio) se producen
variaciones en la altura y dirección de la ola, por lo que se precisa de un método que
tenga en cuenta los procesos de transformación (refracción, y asomeramiento debido a
las corrientes, difracción de forma abrupta y pérdida de enerǵıa por disipación cerca
del fondo).
Este modelo numérico [17] puede ser resuelto con apenas entre 10 y 100 iteraciones por
periodo de ola, aunque limitado a pequeñas áreas (de entre 1 y 10 km), definiendo la
ola cada hora por su altura de ola significante (Hs), periodo medio (Tm) y dirección
media del oleaje (θ). La ecuación empleada para resolver el modelo de propagación de
oleaje en SWAN es una ecuación de transporte de enerǵıa espectral. Si consideramos 4
dimensiones, dos espaciales (x, y), la frecuencia (σ) y la dirección (θ), la ecuación seŕıa:
∂N
∂t
+
∂cxN
∂x
+
∂cyN
∂y
+
∂cσN
∂σ
+
∂cθN
∂θ
=
S
σ
(2.1)
En la parte izquierda de la ecuación, el primer término representa la variación frente
al tiempo, los términos segundo y tercero la velocidad de propagación en el espacio
geográfico, el cuarto término el cambio en la frecuencia relativa y el quinto término la
refracción inducida por la profundidad y las corrientes. En la parte derecha se represen-
tan las fuentes y sumideros de la enerǵıa espectral, como pueden ser la generación de
oleaje por viento, la disipación de enerǵıa por fricción con el fondo y rotura del oleaje
y las interacciones no lineales del oleaje.
2.3. Algoritmos matemáticos
Los algoritmos usados en este documento son:
Validación cruzada
La validación cruzada o cross-validation [16] es una técnica matemática de evalua-
ción de resultados que permite garantizar que los datos empleados son independientes
de la partición utilizada entre entrenamiento (training) y prueba (test). Existen tres
tipos fundamentales de validación cruzada:
1. Validación cruzada dejando uno fuera (leave-one-out): supuesto un conjunto de
N−datos, tomamos un único dato de prueba y empleamos los N−1 datos restan-
tes para el entrenamiento. Se repite el proceso con el mismo número de iteraciones
que muestras, por lo que es un proceso muy efectivo, pero a la vez muy costoso.
Este proceso es el que se emplea originalmente en el algoritmo de Rippa [24].
Figura 3: Validación cruzada dejando uno fuera.
2. Validación cruzada aleatoria: supuesto un conjunto de N−datos, se divide alea-
toriamente el conjunto entre los datos de entrenamiento y prueba, repitiendo el
proceso k−veces. El resultado final se corresponde a la media aritmética de los
valores obtenidos para las diferentes divisiones. La ventaja de este método es que
la división de datos entre entrenamiento y prueba no depende del número de
iteraciones, pero tiene el gran inconveniente de que, con este método, hay mues-
tras que se quedan sin evaluar y otras se evalúan más de una vez, es decir, los
subconjuntos de prueba y entrenamiento se pueden solapar.
3. Validación cruzada de k−iteraciones (k−fold): supuesto un conjunto deN−datos,
se toma el conjunto de los datos originales y se crea a partir de ellos dos subcon-
juntos: uno de entrenamiento y otro de validación. Después se divide el conjunto
de entrenamiento en k subconjuntos y se toma cada subconjunto k como con-
junto de prueba del modelo mientras que el resto de los datos se tomará como
conjunto de entrenamiento. Este proceso se repetirá k veces y en cada iteración se
seleccionará un conjunto de prueba diferente. Una vez finalizadas las iteraciones,
se calcula la precisión y el error para cada uno de los modelos producidos y, para
obtener la precisión y el error final, se calcula el promedio de los k modelos en-
trenados. éste es el método elegido para nuestra validación en funciones de base
radial (RBF) con un subconjunto k = 5:
Figura 4: Validación cruzada k−fold con 5 iteraciones.
Algoritmo de máxima disimilitud (MDA
El objetivo de cualquier algoritmo de selección es la obtención de un subconjunto
de datos representativo de tamaño M a partir de una base de datos de tamaño N ,
siendo N mayor que M . El algoritmo MDA fue descrito por Kennard y Stone en 1969
y surgió en la búsqueda de métodos computacionales para la selección de compuestos
qúımicos en bases de datos de compuestos muy extensas (Snarey et al., 1997 [26]),
aunque puede ser aplicados a otros ámbitos (como sucede en nuestro caso).
Dado un conjunto de datosX = {x1, x2, ..., xN} , consistente enN vectores n−dimensio-
nales, se pretende obtener un subconjunto M de vectores {v1, v2, ..., vM} representativo
del conjunto original mediante el algoritmo MDA. La selección comienza inicializando
el subconjunto al transferir un único vector {v1} desde el conjunto original y usar los
M−1 elementos restantes para calcular, de forma iterativa, su disimilitud con el vector
seleccionado. Cuando se encuentra el vector {v2}, que presenta máxima disimilitud, se
transfiere al subconjunto M y se comienza de nuevo el proceso iterativo frente a los
M − 2 vectores restantes. El proceso termina al alcanzar las M iteraciones.
Este algoritmo admite distintas variaciones en función del criterio escogido para la
inicialización del subconjunto {v1}:
Se puede escoger de forma aleatoria.
Se puede escoger el elemento de mayor disimilitud de la base de datos de partida.
Se puede escoger el elemento más próximo al centro de la base de datos.
Una vez seleccionado el primer elemento del subconjunto, la selección del resto de
elementos se realiza en dos fases:
1. Para cada dato que aún forma parte de la base de datos de partida se calcula la
distancia o disimilitud con el resto de elementos del subconjunto y se anota dicha
distancia.
2. Una vez se dispone de todas las distancias entre el dato de partida y el subcon-
junto, se elige aquel dato cuya distancia sea el valor máximo obtenido.
Por ejemplo, para un dato R, tal que R ≤ M , primero se calcula la distancia entre el
dato i de la muestra N −R y los j elementos del subconjunto R:
di,j =‖ xi − vj ‖; i = 1, ...,N; j = 1, ...,R (2.2)
Posteriormente se calcula la distancia di,subconjunto entre el dato i y el subconjunto R:
di,j =

mı́n
máx
mean
sum
 {‖ xi − vj ‖}; i = 1, ...,N; j = 1, ...,R (2.3)
Una vez calculadas las N − R distancias, se selecciona el dato de máxima disimilitud
para ser incluido en el subconjunto y el proceso continua iterativamente.
Para nuestro caso, al ser las variables empleadas muy diferentes entre śı, es preciso
realizar previamente un proceso de preselección, posteriormente normalización, calcular
a continuación el MDA y, finalmente, desnormalizar el resultado.
Preselección
El proceso de preselección consiste en dividir el espacio de los datos de entrada en
intervalos equiespaciados a lo largo de las 3 variables: altura de ola significante (Hs),
periodo medio (Tm) y dirección media del oleaje (θ). Por tanto, los N datos de entrada:
X(i) = {Hs(i), Tm(i), θm(i)}} ; i = 1, ...,N se reducen a un conjunto de P vectores:
X(i) = {Hs(i), Tm(i), θm(i)}} ; i = 1, ...,P .
Normalización
En la normalización debemos tener en cuenta qué variables son escalares (Hs y
Tm) y cúales son circulares (θm). Las variables escalares se normalizan entre [0, 1] a
través de una transformación lineal una vez conocidos sus valores máximo y mı́nimo
en el conjunto de datos, mientras que para las circulares debemos tener en cuenta que
la distancia máxima entre 2 puntos de la circunferencia es igual a π. De este modo
quedan normalizadas las tres variables:
Hnorms(i) =
Hs(i) −Hmins
Hmaxs −Hmins
(2.4)
T normm(i) =
Tm(i) − Tminm
Tmaxm − Tminm
(2.5)
θnormm(i) =
θm(i)
π
(2.6)
Selección
Éste es el proceso de aplicación de las técnicas de selección de MDA propiamente
dicho. Tiene la dificultad añadida de que la distancia entre las variables circulares no
puede ser determinada a través de la distancia eucĺıdea debido a la escala de valores
continua en la circunferencia. Si consideramos que los centroides obtenidos por el al-
goritmo de MDA son Dj = {Hs(j), Tm(j), θm(j)}; j = 1, ...,M , siendo M el número de
centroides, la distancia implementada será:
‖ X(i) −Dj ‖=
√(
Hs(i) −Hs(j)
)2
+
(
Tm(i) − Tm(j)
)2
+ ∆2 (2.7)
∆ =
(
min
(
‖ θm(i) − θm(i) ‖, 2− ‖ θm(i) − θm(i) ‖
))
(2.8)
Desnormalización
El proceso de desnormalización es el opuesto al de normalización. Es el último paso
del método y permite devolver las variables a su escala original:
Hdesnorms(j) = Hs(j) ·
(
Hmaxs −Hmins
)
+Hmins (2.9)
T desnormm(j) = Tm(j) ·
(
Tmaxm − Tminm
)
+ Tminm (2.10)
θdesnormm(j) = θm(j) · π (2.11)
Interpolación por funciones de base radial (RBF)
El objetivo de las técnicas de interpolación es la obtención de una función continua
a partir de su valor para una serie determinada de puntos, infiriéndose el valor de la
función en cualquier otro punto. El problema se complica cuando el sistema es multiva-
riante, es decir, en un espacio multidimensional; situación en la que la función de base
radial RBF es un método de interpolación bastante efectivo: para una determinada
región n-dimensional del espacio eucĺıdeo, RBF nos permite obtener una función con-
tinua a partir de una serie m de puntos X = {x1, ..., xM}, pudiéndose posteriormente
inferir el valor de la función multivariante f(k), siendo k cualquier otro punto de la
región considerada (Hastie et al. [13]).
Esta técnica considera que la función de aproximación se obtiene como una combi-
nación lineal de una serie de funciones de base radial simétricas básicas localizadas,
definidas por la expresión Φ(‖ · ‖), siendo ‖ · ‖ una norma eucĺıdea y, por tanto, sólo
dependiente de la distancia eucĺıdea.
Figura 5: Función de aproximación a partir de varias funciones obtenidas por RBF.
Por tanto, dado el conjunto de puntos X = {x1, ..., xM} ∈ Rn , que tienen valores reales
asociados a la función fi = f(xi) ∈ R , siendo i = 1, ..., N , el objetivo del método
RBF es obtener una función de aproximación f : Rn → R de la forma:
f(x)RBF = p(x) +
N∑
i=1
aiΦ(‖ x− xi ‖), x ∈ Rn (2.12)
En donde:
p(x) es un polinomio que incluye todas las variables de estudio, en principio
formada por N−monomios de grado uno, siendo N la dimensionalidad de los
datos; para nuestro caso: p(x) = b0 + b1Hi + b2Ti + b3θi
ai son los coeficientes de ajuste de RBF.
Φ es la función de base radial.
xi son los centros de la aproximación RBF.
Al ajustar la función RBF con centro en los puntos xi, se interpola el vector de datos
a f = {f1, ..., fN} y queda definida por los coeficientes de ajuste ai y los coeficientes
del polinomio bi, pudiendo expresarse como una matriz:(
Ai,j Pi,j
P T 0
)(
a
b
)
=
(
f
0
)
(2.13)
En donde:
Ai,j = Φ (‖ x - xi ‖), siendoi, j = 1, ..., N .
Pi,j = pj(xi) , siendo i = 1, ..., N y j = 1, ...,M .
Por tanto, pese a la complejidad formal, todo se reduce a resolver un sistema de ecua-
ciones lineales.
Función radial gaussiana
Aunque existen distintos tipos de funciones radiales (lineal, cúbica, multicuadrática,
spline,...), en nuestro caso sólo empleamos la función gaussiana:
Φ(x) = e
−
r2
2c2 (2.14)
En donde c es un parámetro definido por el usuario y cuyo valor óptimo depende de la
cantidad y de la distribución de los puntos disponibles de partida y del vector con el
valor de la función f en los puntos considerados, tal y como se define en el algoritmo
de Rippa [24].
Caṕıtulo 3
Desarrollo
Es éste un proyecto de ingenieŕıa de software: el desarrollo se realiza de forma
iterativa e incremental, de forma que en cada iteración se realice el análisis de requisitos,
el diseño funcional, la implementación práctica y una fase de pruebas y planteamiento
de mejoras, hasta obtener el resultado óptimo. Este proceso se basa en las premisas de
desarrollo de software de Cockburn [8]:
Figura 6: Esquema del proceso de desarrollo de software.
A continuación, se detallan las acciones realizadas en cada una de las etapas.
3.1. Análisis y especificación de requisitos
En primer lugar se analizaron las necesidades espećıficas del proyecto: exist́ıa un
programa de Matlab que realizaba la selección de casos empleando MDA y se hab́ıan
realizado pruebas en Python para la interpolación usando RBF con el algoritmo de
Rippa [24] para la selección de variables, aunque con distintos parámetros.
Se decidió que el lenguaje de programación deb́ıa ser Python. En cuanto a si conveńıa
más un entorno web, una aplicación para móvil o de escritorio, se optó por la primera
opción por la diversidad de sistemas operativos convencionales (Windows, MacOSX y
Linux) y de móviles (iOS y Android) que teńıan los compañeros del proyecto.
Se procedió a crear un script-board con los elementos mı́nimos que debeŕıa incluir el
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entorno (ver Anexo A: Scriptboard inicial), intentando reflejarlo con el máximo detalle
en la web diseñada:
Figura 7: Scriptboard vs Diseño web final.
El diseño de requisitos fue más complicado: en un principio no se teńıan claras todas
las funcionalidades que deb́ıan incluirse. La mayor duda era si seŕıa preciso un sistema
de login para acceder a la web y qué diferencias de funcionalidad existiŕıan entre el
usuario y el administrador. Se decidió que no era necesaria la diferenciación de roles
ni de un sistema de gestión de usuarios: todo usuario podŕıa acceder al contenido y
realizar el proceso completo sin ningún tipo de limitación.
A continuación, se enumeran los requisitos funcionales, no funcionales y casos de uso
definidos:
a) Requisitos funcionales
Los requisitos funcionales son aquellos requisitos de alto nivel que debe satisfacer
el sistema [23]. Dado que el proceso será lineal y, una vez seleccionados los parámetros
nodo, casos y punto de propagación, el proceso sólo estará completo si se obtienen los
resultados, sólo existe un requisito funcional:
ID Descripción
RF-01
El usuario obtendrá la propagación del punto seleccionado para el
nodo y número de casos elegidos y los resultados aparecerán de forma
numérica (tabla de datos) y gráfica (representación).
Cuadro 1: Tabla de requisitos funcionales.
b) Requisitos no funcionales
Los requisitos no funcionales no son obligatorios, pero garantizan la calidad del
producto. En el caṕıtulo 6 de Ingenieŕıa del software de Sommerville [27] se recoge que
los requisitos no funcionales son de 3 tipos: de producto, de organización y externos.
Figura 8: Esquema de requisitos no funcionales de Sommerville.
Sin embargo, si queremos cumplir con los estándares de calidad, debemos fijarnos en
los requisitos no funcionales que vienen indicados por la norma ISO 25.010:
Figura 9: Esquema de requisitos no funcionales según la norma ISO 25.000.
En la siguiente tabla se recogen los requisitos no funcionales encontrados para nuestro
sistema:
ID Descripción
RN-01 La aplicación debe ser intuitiva, fácil de usar por cualquier usuario.
RN-02
El proceso debe hacerse en un tiempo aceptable y sin consumir exce-
sivos recursos.
RN-03
Se precisa conexión a internet y un navegador de internet compatible
para mostrar la web.
RN-04
El sistema debe poder ser mantenido de forma sencilla y adaptarse a
nuevos requisitos y funcionalidades.
RN-05
En caso de error, el sistema debe mostrar el fallo y no alterar los datos
almacenados.
RN-06
El sistema podrá recuperarse a un estado funcional en caso de fallo
catastrófico.
RN-07 La web está maquetada empleando el estándar aceptado en HTML5.
RN-08
El contraste fondo/letra será adecuado para no cansar la vista del
usuario.
RN-09
No existen puertas traseras que permitan un uso fuera del flujo lógico
del sistema.
RN-10
El sistema debe ser portables en plataformas GNU/Linux, MacOS y
Windows.
Cuadro 2: Tabla de requisitos no funcionales.
Como se puede apreciar, existe al menos un requisito no funcional para cada una de
las competencias requeridas en la norma ISO 25.000:
Usabilidad: requisitos RN-01 y RN-08.
Fiabilidad: requisitos RN-05 y RN-06.
Seguridad: requisito RN-09.
Mantenibilidad: requisito RN-04.
Eficiencia de desempeño: requisito RN-02.
Portabilidad: requisito RN-10.
Adecuación funcional: requisito RN-07.
Compatibilidad: requisito RN-03.
c) Casos de uso
En la siguiente tabla se recoge el caso de uso implementado y que satisface el
requisito funcional definido previamente:
Id + Nombre 1001 ObtenerPropagación.
Autor Israel Rubio.
Fuente Funcionalidades propuestas y observación etnográfica de la web:
https://uoa-eresearch.github.io/storm_surge
Actor principal Usuario.
Actores secundarios
Descripción
El usuario completa el proceso de propagación en las coordenadas
definidas.
Evento de activación El usuario activa el evento ObtenerPropagación.
Precondición
Garant́ıas si éxito El usuario completa el proceso.
Garant́ıas mı́nimas El sistema se mantiene consistente.
Escenario principal 1. El sistema recupera el formulario en forma de mapa.
2. El sistema muestra las ret́ıculas disponibles al usuario.
3. El usuario elige una ret́ıcula 1 en el mapa mostrado por el
sistema. *
4. El sistema valida que los datos introducidos son correctos. *
5. El sistema recupera un mapa ampliado en función de los datos
introducidos por el usuario.
6. El sistema muestra los nodos disponibles al usuario.
7. El usuario elige el nodo y el número de casos para analizar. *
8. El sistema env́ıa los resultados y se realizan los cálculos.
9. El sistema muestra los resultados de forma gráfica y permite
descargarlos *
Extensiones 1- No se declara actividad del usuario.
1.1 - Se cancela el caso de uso.
3- El usuario no ha introducido alguno de los datos obligatorios.
3.1- El sistema muestra un mensaje de error al usuario.
3.2- El sistema vuelve al paso anterior.
4- El caso elegido no es correcto 2.
4.1- El sistema muestra un mensaje de error al usuario.
4.2- El sistema vuelve al paso anterior.
7- El sistema comprueba que hay datos.
7.1- El sistema muestra un mensaje de error
7.2- El sistema vuelve al paso anterior.
9- Se produce un problema con la base de datos.
9.1- El sistema muestra un mensaje de error al usuario.
9.2- El usuario notifica al sistema que ha léıdo el error.
9.3- El sistema cancela el caso de uso.
Comentarios * Indica que existe una extensión para este escenario principal.
1 La ret́ıcula sólo será visible si el nivel de zoom lo permite.
2 Sólo se admiten números enteros entre 0 y el número de casos
elegido.
Cuadro 3: Tabla de casos de uso.
3.2. Diseño
a) Diseño arquitectónico
Es común para realizar el diseño arquitectónico el empleo de un patrón de di-
seño para lograr de forma sencilla las funcionalidades deseadas y que nos proporcione
unos atributos de calidad. De la gran variedad existente (patrón de capas, maestro-
esclavo, de intermediario, de igual a igual, de pizarra, MVC,...) optamos por el patrón
de modelo-vista-controlador: este patrón desacopla los componentes en capas de forma
que el desarrollo se agiliza y es de gran uso en entornos web. Aunque en principio
se planteó usar Django [9], por necesidades de funcionalidad se recurrió finalmente a
Flask [1], más complejo y menos documentado, pero más flexible.
MVC [11] es un patrón que divide el proyecto en 3 partes:
- Modelo: parte que contiene las funcionalidades básicas.
- Vista: parte que controla lo que se muestra al usuario.
- Controlador: parte que controla las acciones del usuario.
b) Diseño detallado
El esquema del diseño inicial del entorno se muestra en el siguiente diagrama:
Figura 10: Diagrama de despliegue.
En principio no vamos a necesitar que se inicie sesión y se tendrá acceso completo a
todas las funcionalidades por lo que no hacemos la distinción entre usuario y adminis-
trador en la parte del cliente. Cualquier usuario con un navegador compatible podrá
realizar su consulta al servidor, cuyo front-end está basado en Python, y obtener los
datos de nuevo en su navegador tras realizar las operaciones pertinentes. Por su parte,
el back-end estará formado por la base de datos de CSIRO con los nodos de estudio de
las Islas Marshall y existirá un servicio de back-up de toda la información que garantice
que puede ser recuperada en caso de fallo.
c) Diseño desarrollado
Para el desarrollo de la web se optó por la metodoloǵıa TDD [32]: se trata de
un modelo de diseño ágil basado en el desarrollo guiado por pruebas. Este modelo es
aplicable en este caso porque ya sabemos el resultado que queremos obtener (en el caso
de MDA tenemos el archivo de Matlab y para RBF una versión en Python pero que
usaba diferentes variables y método de validación).
Las ventajas principales de TDD son:
Implementar las funciones justas que el cliente necesita.
Minimizar el número de defectos que llegan al software en fase de producción,
por lo que la calidad aumenta.
Producir software modular, altamente reutilizable y fácil de modificar.
El ciclo de desarrollo, definido por Kent Beck y que se denomina comúnmente Red-
Green-Refactor, tiene 3 etapas:
1. Elegir un requisito y probar que falla: se elige el requisito más fácilmente im-
plementable, se escribe una prueba para dicho requisito, teniendo en cuenta las
especificaciones y los requisitos de funcionalidad que está por implementar y se
verifica que la prueba falla (RED). Si la prueba no falla es porque el requisito ya
estaba implementado o porque la prueba es errónea.
2. Escribir la implementación: reescribir el código de manera más sencilla para ha-
cer que la prueba funcione (metodoloǵıa KISS) y comprobar que no da error
(GREEN).
3. Eliminación de duplicados: el paso final es la refactorización para eliminar código
duplicado. Se hacen pequeños cambios cada vez y luego se corren de nuevo las
pruebas hasta que funcionen (REFACTOR).
Figura 11: Esquema de desarrollo TDD.
Como referencia para Python, se usaron las referencias: Head First in Python [2] y
Python Data Science Handbook [34].
c.1- MDA
En el caso del MDA, se realizó primero en Matlab el proceso de obtención de los
puntos para distinto número de casos (50, 100, 500 y 1.000) con un ejemplo que ya se
sab́ıa que funcionaba [7] y luego se programó un código en Python que replicara los
pasos en la misma secuencia y se compararon los resultados.
El proceso tuvo las siguientes fases:
1. Prueba con Matlab Engine: como una primera aproximación al problema, se trató
de acoplar el Matlab Engine en el proyecto. Este paquete para Python se incluye
en Matlab, pero no se encuentra activado por defecto, por lo que es necesario
instalarlo desde un terminal desde un ordenador que ya tenga instalado Python.
Se probó a instalarlo en Python 2.7 y funcionó perfectamente y al primer intento,
es extremadamente simple ya que sólo son 3 ĺıneas de texto en Python: importar
el Matlab.engine, iniciar Matlab en segundo plano y finalmente ejecutar el proceso
(se puede consultar el código en el DVD adjunto, en la carpeta de Pruebas). Sin
embargo, la prueba teńıa una serie de desventajas evidentes:
Sólo funcionaba en versiones de Python inferiores a 3.6: aunque en principio
se comenzó programando en Python v2.7, se decidió que la versión final
deb́ıa estar en v3.7 ya que se espera que para final de año se deje de dar
soporte a la versión 2 y el proyecto va a seguir usándose después de esa
fecha.
Los tiempos de ejecución eran muy altos: en Matlab un fichero de 2.000
datos que se ejecuta con 100 casos tarda unos 10 segundos en completar
MDA, con Python usando MatlabEngine tardaba cerca de un minuto.
Se necesita tener Matlab instalado para usar Matlab Engine: se pretende
tener una versión autónoma y que sólo use software libre por lo que no es
viable.
2. Prueba en R: dado que Matlab Engine no nos permit́ıa obtener lo que queŕıamos,
se propuso el emplear una versión de MDA escrita en R y ejecutar directamente
usando la libreŕıa rpy2 de Python. Sin embargo, se produćıan los mismos pro-
blemas: aunque el procesado en R es rápido, llamar al proceso desde Python
encarećıa el proceso en excesivo tiempo de procesado y además se teńıa que tener
instalado el software de R, que en este caso śı es gratuito pero supońıa obligar al
usuario final a más requisitos técnicos.
3. Programación en Python: desechando también R, sólo quedaba reproducir total-
mente el código de Matlab en Python. Aunque era complejo, se pudo portar casi
ĺınea a ĺınea gracias al uso de la libreŕıa Numpy de Python. Tras varios intentos
fallidos se consiguió que el resultado obtenido fuera casi idéntico al de Matlab
(difeŕıa en el octavo decimal, aśı que es despreciable). La parte más compleja fue
la variable circular θ, que deb́ıa ser normalizada de forma diferente al resto de
variables puesto que 0 y 360 grados (máximo y mı́nimo de la variable) coinciden.
Para la realización de las gráficas se empleó la libreŕıa Matplotlib [35], ajustando
también colores y diseños para que salieran exactamente igual que en Matlab
para poder compararlos. Los tiempos de ejecución con Python resultaron tam-
bién muy similares a los de Matlab (el mismo fichero del caso anterior tardaba
10 segundos en Matlab y 8 segundos en Python).
4. Ajuste con datos reales: una vez probado que funciona correctamente para un
conjunto de datos de prueba, se procede a usar un conjunto de datos real. Para
que sea lo más similar posible, se toman 4 meses de datos medidos cada hora en
la posición más cercana a Majuro (del 1 de enero al 30 de abril de 1979, 120 d́ıas,
lo que supone un total de 2.880 mediciones). En el caso de demo trabajábamos
con datos de periodo directamente, pero en los datos reales tenemos frecuencias
por lo que tenemos que cambiar las variables para que haga el inverso del valor
de frecuencia. La ejecución en Matlab es correcta pero al probar con Python no
se obtiene el resultado correcto. Tras distintas pruebas, descargando de nuevo el
fichero de entrada, cambiando de nombre las variables, releyendo toda la docu-
mentación sobre algoritmos en Python [14] y comprobando de nuevo el código
ĺınea a ĺınea, se descubrió que el error proveńıa de la base de datos de CSIRO:
el primer valor histórico que posee (1 de enero de 1979) es H=0, f=0, θ=0; al
realizar la inversa de la frecuencia se obtiene infinito y MDA considera todas las
distancias infinitas por lo que el proceso nunca termina pero tampoco advierte
del error (Matlab considera el dato inicial como NaN y no operaba con él). Por
tanto, se procede a cambiar las variables para que inicien desde el segundo da-
to, con lo que se consigue que funcione tanto en Matlab como en Python y con
resultados idénticos.
Figura 12: Código de MDA en Python (eliminando primer valor).
5. Mejora de resultados: una vez completado el proceso, se pretende mejorar el
tiempo de ejecución:
Se limpia el código de comentarios innecesarios, útiles a la hora de escribir
pero que ya no sirven: en Python se puede comentar una ĺınea usando el
śımbolo de almohadilla o comentar varias a la vez usando tres comillas sim-
ples al inicio y al final. Aunque pueda parecer trivial, no se lee todo lo que
comienza por # pero śı lo incluido entre comillas (aunque no se ejecute).
En muchas expresiones matemáticas se recurre a divisiones o a llamar a la
libreria de Numpy para usar π. Se procede a multiplicar por el inverso y
sustituir todo lo posible por sus valores numéricos.
Aunque puede parecer que no es mucho, sólo con estos cambios se consigue pasar
de un tiempo de 8 segundos a menos de 1 segundo, por lo que se da por terminado
aqui el proceso para MDA. Viendo el fichero original de Matlab frente al resultado
final en Python, se puede observar que es prácticamente idéntico: por ejemplo,
la extensión de Matlab dist-normalizada frente al bloque de función normalized-
distance de Python:
Figura 13: Comparación del código de Matlab frente a libreŕıa en Python.
c.2- SWAN
Exist́ıa ya una versión de SWAN empleada para el proyecto ESTELA [21], por lo
que sólo se tuvo que ajustar a las variables utilizadas y cambiar el formato del fichero
de salida de MDA para que coincidiera con el de entrada de SWAN (el fichero creado
por Matlab era .dat y se decidió mantenerlo para mostrar en la versión web, pero
hubo que añadir también el guardado en formato .pkl, más común en Python. Como
además este programa es sujeto de los trabajos finales de máster de varios miembros
del departamento, no se modificó más que lo esencial para que las variables tuvieran
el mismo nombre y se comprobó que funcionase.
c.3- RBF
Para RBF, al tener ya la referencia de resultados obtenidos en Matlab [6] y estar
ya parte del código en Python, bastó con implementar la normalización para variables
circulares, usar las mismas gráficas que en MDA pero con los nuevos datos de salida
y se decidió cambiar el método de validación cruzada de leave-one a k−fold para que
el proceso fuese más rápido. Al igual que para MDA, se limpió código y corrigieron
expresiones numéricas, consiguiendo reducir el tiempo de procesado a unos 2 minutos.
El único problema se presentó en la selección del valor de k en la validación cruzada:
se inició con k = 4 y daba error porque el número de casos no era divisible en partes
enteras por 4. Al tomar k = 5 se aumentaba el tiempo de procesado pero se solucionó
el problema anterior. En el DVD se incluye en la carpeta Pruebas el código original del
que se partió para la realización de esta tarea.
c.4- Flask
Como se ha comentado anteriormente, para el desarrollo de la web se optó por un
patrón arquitectónico MVC basado en el framework Flask, tomando como referencia
Flask Blueprints [22] para la parte de programación en Python y Head First HTML5
Programming [10] para HTML, y usando PyCharm como IDE de Python.
En un principio se comenzó el proyecto usando Django ya que es el framework más
común, con mayor documentación y mejor valorado para el desarrollo en Python, pero
tuvo que desecharse porque, al intentar portar los códigos de los algoritmos matemáti-
cos el proceso, entraba en bucle y no terminaba. En Flask, en cambio, siguiendo los
pasos explicativos de creación de una aplicación web de las referencias mencionadas
anteriormente, se pudo crear una primera versión que lanzaba el código de MDA y
guardaba los resultados en la carpeta indicada. Las etapas que se realizaron fueron las
siguientes:
1. Creación de un mapa global: se comenzó programando el mapa global en Python
usando la extensión Basemap de Matplotlib, obteniéndose una representación
cartográfica en proyección de Mercator que además pod́ıa ser manipulado para
hacer zoom. El código realizado se incluye en el DVD en la carpeta de Pruebas.
Sin embargo, teńıa varios inconvenientes:
La extensión Basemap es muy antigua, funcionaba bien en Python v2.7 pero
en v3.7 no se instalaba.
El tiempo de procesado era demasiado largo, se tardaba casi 2 minutos en
cargar el mapa completo.
La imagen teńıa poca resolución, si se aumentaba mucho el zoom se pixelaba
y la imagen de satélite dejaba muchas zonas en negro.
Por todas estas razones, se buscó la alternativa de un mapa en JS que admitiera
importar archivos NetCDf4 y se encontró como solución usar Leaflet, una libreria
de código abierto que se puede embeber fácilmente en HTML y que permitió
crear una representación cartográfica global centrada en la región de estudio
(Islas Marshall), pudiendo añadirse en un futuro otras regiones en función de las
necesidades de los proyectos. Se siguieron las especificaciones de su página web
para la inclusión en nuestro código.
Figura 14: Primera versión de la página de inicio (mapa global).
2. Selector de puntos: una vez elegida la región de estudio, se deb́ıa realizar un
mapa de profundidad con la zona ampliada y que mostrase los puntos de estudio,
permitiese elegirlos y, además, escoger el número de casos de estudio. El dibujo
del mapa se realizó en Python con Matplotlib cargando de momento sólo 3 puntos
de estudio, cada uno con distinto rango de tiempos para poder evaluar luego los
tiempos de carga y procesado al aumentar la carga de trabajo. En una primera
versión se pretend́ıa añadir una página que permitiera descargar los datos de
CSIRO desde la web pero el hecho de que precise registrarse y que los tiempos de
descarga vaŕıan entre 30 minutos y varias horas en función del número de datos
hizo que se desechase la idea y se cargasen ya archivos predescargados. Los tres
archivos de puntos utilizados fueron:
n0: se trata del mismo archivo empleado en las pruebas de MDA, es un
punto en la zona oeste de Majuro y contiene 4 meses de datos medidos cada
hora desde el 1 de enero al 30 de abril de 1979, es decir, 2,880 datos.
n1: al descargar los datos completos desde 1979 hasta 2018 se produjo un
fallo ya que, desde 2013, los nombres de las variables hab́ıan cambiado. Por
ello se decidió tomar el segundo punto desde el 1 de enero de 2013 al 31 de
diciembre de 2018, es decir, 52,584 datos.
n2: el último punto se tomó con el máximo valor posible de datos, desde el
1 de enero de 1979 hasta el 31 de diciembre de 2012, es decir, 298,032 datos.
Figura 15: Primera versión de la página de selección de puntos.
Se ha incluido en el DVD en la carpeta Pruebas una copia del código en Python
que se prevéıa integrar para realizar la descarga de los datos de CSIRO.
3. MDA: en este punto la parte web era sencilla pues sólo se teńıa que mostrar los
datos obtenidos con el código de Python programado para el MDA.
En Django, ésta era la parte donde no se consiguió continuar porque el servicio
se deteńıa y se optó por usar Flask, donde funcionaba sin problemas.
Figura 16: Primera versión de la página de MDA.
4. SWAN: como el programa ejecutaba todo en el lado del servidor, esta página era
meramente informativa y para tener ordenado el proceso.
Figura 17: Primera versión de la página de SWAN.
5. RBF: al igual que en MDA, sólo se deb́ıa mostrar el resultado como fichero de
datos y la gráfica. Se añadió además un botón para que terminara el proceso y
volviera a la página de inicio.
Figura 18: Primera versión de la página de RBF.
6. Cabeceras y CSS: se decidió añadir una página con la información del proyecto
TESLAKIT, al que pertenece el estudio de condiciones de Majuro. Además, se
ajustó la cabecera para que usara el logotipo de la Universidad de Cantabria, con
los colores institucionales, y se ajustaron las hojas de estilo CSS para todas las
páginas creadas.
Figura 19: Primera versión de la página de información del proyecto con cabecera.
3.3. Implementación
Tras completar el diseño y obtener una versión funcional, se procede a su despliegue:
NAS
Al llegar al Departamento de ingenieŕıa se constató que se estaban utilizando 4
cuentas premium de Dropbox de 1TB cada una para trabajo del d́ıa a d́ıa y que se
dispońıa de 3 discos duros externos de 4 TB cada uno para almacenar las bases de
datos descargadas. Sin embargo, mucha de la información estaba repetida, no exist́ıan
copias de seguridad y con la llegada de los nuevos integrantes se buscaba una solución
que fuera rentable y eficaz. Se propuso entonces la posibilidad de cancelar los servicios
en la nube y comprar un servidor NAS para el Departamento, siempre y cuando fuera
posible (por razones de contratación administrativa). Tras contactar con el Servicio de
Informática de la universidad, que corroboraron que estos dispositivos son admitidos,
el Departamento de Matemáticas aconsejó el mismo modelo que utilizaban ellos: el
diskstation DS418j de Synology, un servidor NAS de 4 bah́ıas diseñado para que usua-
rios del ámbito privado y doméstico puedan administrar, proteger y compartir datos
de manera eficaz.
Figura 20: Diskstation DS418J.
El DS418J posee un procesador de doble núcleo de 64 bits y la capacidad de cada
volumen individual puede ser hasta 40 TB (se incluye copia del manual con toda las
caracteŕısticas técnicas en el DVD [29]), soportando 4 discos. En un principio, dado el
presupuesto de que se dispońıa, se optó por adquirir el equipo y dos discos de 8 TB, a
la espera de que en el ejercicio siguiente se pudieran adquirir otros dos discos de 8 TB,
con lo que se tendŕıa 16 Tb para uso completo y otros 16 TB para copia de seguridad.
Sin embargo, antes de acabar el ejercicio 2018 se contaba con fondos remanentes y se
optó por adquirir dos discos de 4 TB cada uno, dejando entonces el sistema en 12 TB
para uso normal y otros 12 TB para backup. El uso por disco y su configuración se
encuentra recogido en el apéndice C: Distribución del servidor de este trabajo.
Figura 21: Escritorio de File station.
Se realizó la instalación del sistema operativo del fabricante (basado en Linux) y se
pidió al Servicio de Informática de la Universidad de Cantabria que se diese de alta
para su conexión a la red interna y acceso a internet. Se dio de alta y se conectó a la
red interna pero no se dio acceso a internet porque, tras el ataque hacker PewDiePie a
impresoras de 2018, se ha prohibido el acceso de todo periférico a internet. Por tanto, se
tuvo que buscar una alternativa para poder acceder en remoto al NAS y se optó por la
conexión Synology Quick Connect, que funciona a modo de túnel virtual, siguiendo las
instrucciones del fabricante (se incluye copia del documento técnico en el DVD [28]).
Figura 22: Synology Quick Connect.
Para terminar, se creó cuentas de administrador para el responsable del proyecto y de
usuario para el resto de integrantes del grupo, se diseñó una página de inicio perso-
nalizada y se añadió una dirección IP estática: http://quickconnect.to/surfUC418
Figura 23: Página de acceso al NAS.
RAID
Como se ha comentado en el eṕıgrafe anterior, como medida de seguridad adicional
se propuso crear un RAID [33] con el nuevo servidor para que se garantizase una mayor
integridad, tolerancia frente a fallos y tasa de transferencia estable. Synology admite 4
tipos de despliegue RAID en sus equipos:
RAID 0: aunque no es un sistema RAID en śı porque no proporciona redundan-
cia de datos, se considera como un formato de despliegue al ofrecer stripping: los
datos se dividen en bloques entre las unidades disponibles para mejorar el rendi-
miento al permitir acceso concurrente a distintos datos. Precisa como mı́nimo 2
discos. La capacidad total del sistema es igual a la suma de todos los discos.
Figura 24: RAID 0.
RAID 1: escribe datos idénticos en todas las unidades simultáneamente, pro-
porcionando redundancia de datos (incluso es posible la replicación en más de
un disco para aumentar el número de aveŕıas tolerables). Precisa 2 discos como
mı́nimo. La capacidad total del sistema es igual al tamaño de uno de los discos.
Figura 25: RAID 1.
RAID 5: utiliza striping a nivel de bloque con paridad de datos distribuidos por
todas las unidades integrantes, lo que proporciona una redundancia de datos más
eficiente que RAID 1. Precisa de como mı́nimo 3 discos. La capacidad total del
sistema es igual N-1 por el tamaño del disco, siendo N el número de discos.
Figura 26: RAID 5.
RAID 6: utiliza la paridad de dos capas de datos para almacenar datos redun-
dantes en un espacio igual al tamaño de dos unidades, proporcionando un mayor
grado de redundancia de datos que RAID 5. Precisa de como mı́nimo 4 discos.
La capacidad total del sistema es igual N-2 por el tamaño del disco, siendo N el
número de discos.
Figura 27: RAID 6.
RAID 10: proporciona el rendimiento de RAID 0 y el nivel de protección de datos
de RAID 1, mediante la combinación de unidades en grupos de dos, en los que
se copian los datos. Precisa como mı́nimo de 4 discos y siempre en número par.
La capacidad total del sistema es igual N/2 por el tamaño del disco, siendo N el
número de discos.
Figura 28: RAID 10.
Dadas estas condiciones y como teńıamos 4 discos pero de distintas capacidades, para
no perder espacio de disco las únicas opciones viables eran el RAID 0 y RAID 1. Se
optó por crear dos volúmenes independientes y en cada uno de ellos crear un RAID 1,
tal y como se muestra en la siguiente imagen:
Figura 29: Grupos de almacenamiento del NAS.
Despliegue
Para el despliegue de la aplicación se sigue el procedimiento detallado en la refe-
rencia Mastering Flask Web Development [12]:
A través del terminal se crea un entorno virtual en Python, en versión v3.7,
donde se instalan los módulos necesarios: Flask, Pandas, Numpy, Matplotlib y
Xarray. Esto permite portar el proyecto a cualquier ordenador que posea Python
instalado (sin importar que sea una versión anterior).
A continuación, se crea la aplicación web: app.py, añadiendo una ruta para cada
una de las páginas web creadas anteriormente y definiendo los métodos GET y
POST necesarios para el uso de datos.
Para el correcto funcionamiento de Flask, es necesario un orden espećıfico de los
archivos en ciertas carpetas: las librerias de Python con los algoritmos matemáti-
cos deben ir en la carpeta lib, las páginas web en formato HTML en la carpeta
templates y todos los demás elementos (bases de datos, imágenes, hojas de estilo,
código JS y el programa SWAN) en la carpeta static.
Tras distintas pruebas, se consigue el despliegue de la aplicación en localhost
(127.0.0.1), pudiendo abrirse desde cualquier navegador a través del puerto 5000.
Adicionalmente, se sube una copia al servicio de internet Pythonanywhere para
que el resto de personal del departamento pueda probarlo sin tener que instalar
todo. Esta versión, limitada para evitar tiempos excesivos de procesado, puede
ser consultada en: http://irl167.pythonanywhere.com
3.4. Pruebas
Una vez disponible la web, se pidió a los miembros del proyecto que actuaran como
grupo de pruebas. En función de los ordenadores disponibles, se hicieron puebas en 3
sistemas operativos distintos (Windows, Linux Ubuntu y MacOs X) y con 5 navegado-
res web (Microsoft Edge exclusivamente en Windows, Apple Safari exclusivamente en
MacOSX, Mozilla Firefox en Linux y Windows y Google Chrome en los 3 sistemas).
Los mejores resultados se obtuvieron con el PC de sobremesa (Hidronas5) ya que poséıa
una partición de Windows y otra de Linux, lo que permitió comparar resultados: al usar
Firefox en ambos sistemas, los tiempos de procesado fueron prácticamente idénticos y
respond́ıa de forma satisfactoria con todos los puntos y casos.
Como única salvedad, en MacOSX se produjo un fallo con Safari en la visualización
del mapa de Leaflet en la página principal, producido porque teńıa una versión antigua
de Javascript instalada y, por lo tanto, no atribuible al proyecto.
Se imprimieron todas las páginas web y se anotaron los comentarios, fallos y posibili-
dades de mejora. En el anexo B: Correcciones después de pruebas, se recoge copia de
estos documentos.
3.5. Mejoras
Tras realizar el proceso completo, se somete el sistema a una serie de mejoras
según las aportaciones del grupo de pruebas. A continuación, se indican los cambios
realizados:
1. Cambios en Global: se decide que no aparezca el término TESLAKIT y se redefine
la zona como Islas Marshall para, con vistas al futuro, añadir también luego Roi
namur y otras islas al proyecto.
2. Cambios en Bathymetry: no convence la representación porque no se define la
ĺınea de costa. Se decide hacer el mapa en Leaflet pero con vista satelital y
añadir todos los nodos existentes (aunque luego sólo permita trabajar con los 3
nodos de estudio principales). Se cambia el nombre de la sección a Regional y la
selección de casos se hará en otra página.
3. Añadir Local: se debe crear una nueva página con la vista Local, en la página
Regional debe dejar elegir el tamaño de separación de puntos de la rejilla y
representarla aqui.
4. Transiciones: el hecho de que varios procesos tarden cierto tiempo en procesarse
hace que sea necesario una animación durante la transición para indicar que se
encuentra trabajando. Se decidió emplear una biblioteca de JS llamada Pace,
ajustando los colores a los de la página web y con una animación en la esquina
derecha que además degrada el color de la página web para indicar al usuario que
no precisa su interacción hasta que finalice.
5. Cambios en Gráficas: se decide que la disposición de las gráficas de dispersión
sea triangular en lugar de vertical y añadir también una vista temporal de cada
variable. Además, se debe cambiar el color para mayor resalte.
6. Cambios en fichero de datos MDA: se debe incluir t́ıtulo, nombre de la variable
y unidades de cada una de ellas. En principio se mostraba también la dispersión
pero no se va a usar este valor de momento por lo que se deshecha.
7. Cambios en MDA y RBF: no convece el tamaño cambiante de la ventana, por
lo que se decide que todas las páginas tengan las mismas dimensiones. Se debe
añadir una vista previa de las gráficas y tabla de datos.
8. Cambios en SWAN: es la parte que más modificaciones tiene, se dividió en 2 fases:
Primero se seleccionan los puntos cercanos a la costa, se crean los casos
SWAN, se muestran en pantalla y se ejecutan, mostrando a la vez una ven-
tana con el caso sobre el que se itera.
Después, permite elegir el caso SWAN y dibujar una gráfica de dirección de
viento y altura de ola.
Fueron las tareas más complicadas, tanto por la complejidad de que el eje de
coordenadas considera al Norte como origen de coordenadas (0 grados) y que
evoluciona en sentido horario, siendo necesario emplear el opuesto del ángulo
dado y sumar π/2, como por la selección de colores de la altura, que se decidió
que fuera de blanco a negro con amarillo, naranja y rojo intermedios.
Se realizó un búsqueda en toda la gama de mapas de color hasta descubrir el
adecuado: hot-reverse.
Figura 30: Colormap.
3.6. Análisis de calidad
La calidad del proyecto se analiza en cada una de las iteraciones empleando el
software profesional Sonarqube para descubrir bugs, vulnerabilidades o fallos en el
código y la deuda técnica asociada (número de horas necesarias para resolver todos los
fallos):
Primera iteración
Una vez terminado el primer prototipo se procede a escanear la carpeta del proyecto
completo, obteniéndose inicialmente los siguientes resultados:
Figura 31: Resultados de Sonarqube del primer prototipo.
385 bugs, de los cuales 19 son de nivel E: bloqueante, 339 de nivelC: importante
y 27 de nivelB: fallo menor.
14 vulnerabilidades, de las cuales una es de nivelD: cŕıtico y 13 de nivelB: fallo
menor.
21 mil ĺıneas de código con algún tipo de problema, no revisten apenas gravedad
por lo que son de nivelA: normal, pero la deuda técnica asciende a 360 d́ıas.
Sin embargo, al analizar con más detalle los bugs y vulnerabilidades observamos que los
fallos se encuentran en la carpeta del entorno virtual, no en nuestro código. Volvemos
a repetir el análisis, sin incluir esta vez a la carpeta del entorno virtual, y obtenemos:
Figura 32: Resultados de Sonarqube del primer prototipo sin virtualenv.
Los bugs y vulnerabilidades han desaparecido, apenas hay 14 ĺıneas de código con pro-
blemas y sólo se observa problemas en la duplicación de código, lo cual es comprensible
porque el modelo SWAN crea una carpeta con archivos de input, output, profundidad
y estado por cada caso, es decir, 1,750 carpetas por cada nodo. Estos resultados son
bastante buenos y la deuda técnica se ha reducido a apenas 2 horas por lo que no
realizamos ningún cambio más.
Segunda iteración
Tras modificar el proyecto siguiendo las indicaciones del grupo de pruebas, se pro-
cede de nuevo a escanear la carpeta del proyecto, eliminando esta vez la carpeta del
entorno virtual, obteniéndose los siguientes resultados:
Figura 33: Resultados de Sonarqube del segundo prototipo.
Los resultados indican la presencia de un bug nuevo de nivelB: fallo menor. Al recabar
información comprobamos que es debido al nuevo fichero creado: regional.html, al no
haber incluido ningún t́ıtulo en el iframe empleado para el mapa de Leaflet.
Procedemos a añadir el atributo title y dejamos para el final la resolución de las ĺıneas
de código con problemas y los duplicados. Śı que se observa que ahora la deuda técnica
ha subido de 2 a 6 horas, lo que nos recuerda que dejar un problema sin resolver hace
que al avanzar en el proyecto se vuelva más complicado de solucionar.
Figura 34: Bug del segundo prototipo.
Proyecto final
Una vez mostrado el proyecto final a los miembros del proyecto y viendo que se
cumplen todas las expectativas, sólo queda corregir los fallos pendientes de ĺıneas de
código y duplicados:
Los principales problemas de código vienen de la función definida para el segui-
miento de casos en SWAN, por lo que procedemos a renombrarlo con el caso
espećıfico.
Se descubre también que en las bibliotecas de MDA y SWAN exist́ıan comentarios
superfluos por lo que se eliminan.
En cuanto al código duplicado, se opta por eliminar la carpeta data para el
análisis de Sonarqube y se observa que existe un archivo de Javascript de Leaflet
repetido, por lo que se elimina del proyecto.
Una vez corregidos estos problemas, se escanea de nuevo el proyecto final, obteniéndose
que todos los fallos han sido corregidos y no ya no hay bugs ni vulnerabilidades ni código
duplicado:
Figura 35: Resultados de Sonarqube del proyecto final.
3.7. Seguridad y Backup
Dada la preocupación actual por la seguridad de la información, se decidió instalar
en el NAS un módulo de seguridad adicional para que, a parte del sistema RAID que
hace copia de toda la información, alertara de cualquier comportamiento sospechoso o
ataque por internet.
Figura 36: Módulo de seguridad del NAS.
Además, el sistema está programado para enviar un email al administrador cada vez
que haya una incidencia y, una vez al mes, se crea un informe con toda la información
relevante, incluyendo la degradación de los discos.
Figura 37: Informe de seguridad mensual.
Indicar además que se comprobó que el sistema RAID funciona correctamente: al mes
de tener instalado el NAS se produjo un fallo de fábrica por sectores defectuosos en
uno de los discos de 8 TB por lo que tuvo que ser reemplazado pero no se perdió
información. Como medida extraordinaria, se decidió usar los discos duros externos
que ya exist́ıan en el proyecto para realizar una copia completa cada 3 meses y tener
aśı un backup en un despacho diferente a donde se encuentra el servidor (buena práctica
recomendada por la norma ISO 27.001 y COBIT).
Caṕıtulo 4
Conclusiones
4.1. Demostración
A continuación, se muestra el proceso completo de obtención de los datos de pro-
pagación, mostrándose lo que pasa en el lado del servidor y del usuario:
Inicio: se inicializa la web desde el entorno virtual ejecutando Flask:
Figura 38: Ejecución de Flask.
Entrando en un navegador web, se obtiene la página de inicio con el mapa global:
Figura 39: Página de inicio.
37
Nivel regional: al hacer click sobre una de las regiones disponibles, se carga la
vista regional:
Figura 40: Carga de datos a nivel del mapa regional.
En el navegador web, se obtiene el mapa regional con los nodos disponibles:
Figura 41: Mapa regional.
Nivel local: al elegir el nodo n0 y 5 km de resolución, se carga la vista local y se
muestra la latitud y longitud del nodo elegido:
Figura 42: Carga de datos a nivel del mapa local.
En el navegador web, se obtiene el mapa local con los nodos disponibles:
Figura 43: Mapa regional.
MDA: al elegir el 50 casos de ejecución, el servidor comienza a ejecutar el algo-
ritmo MDA. Se incluye el tiempo de inicio y fin para poder luego comparar los
procesos por nodo y caso:
Figura 44: Ejecución del MDA.
En el navegador web, comienza una transición mientras se hacen los cálculos y,
al terminar se muestra un mensaje de que el proceso se ha completado:
Figura 45: MDA completado.
Además, permite descargar los datos obtenidos y ver las gráficas temporales y de
dispersión:
Figura 46: Datos obtenidos del MDA.
Las gráficas temporales se muestran apiladas verticalmente:
Figura 47: Gráficas temporales del MDA.
Las gráficas de dispersión se muestran en disposición triangular:
Figura 48: Gráficas de dispersión del MDA.
Inicialización de SWAN: al pulsar en continuar, el servidor inicializa el programa
SWAN:
Figura 49: Inicialización de SWAN.
En el navegador web se muestra la ret́ıcula con los puntos disponibles cercanos a
la costa, con la misma imagen que en el mapa local:
Figura 50: Puntos cercanos a la costa.
Casos de SWAN: se elige p1 y p2 y el servidor crea los 50 casos de SWAN:
Figura 51: Casos de SWAN.
En el navegador web se muestra una tabla con los 50 casos creados en SWAN:
Figura 52: Tabla de casos SWAN.
Iteraciones de SWAN: al pulsar en continuar se inician las iteraciones en SWAN:
Figura 53: Iteraciones de SWAN.
En el navegador web se abre una ventana en la que se enumera el caso que se
está resolviendo:
Figura 54: Casos resueltos en SWAN.
La ventana con la tabla muestra ahora la opción de elegir el caso de SWAN para
ser representado:
Figura 55: Elección del caso SWAN.
Caso SWAN: se elige el caso 2 ya que posee la dirección de viento más alta y se
hace click en continuar, iniciando el ploteo del caso seleccionado, que se muestra
en el servidor:
Figura 56: Caso seleccionado de SWAN.
En el navegador web se abre una ventana con la representación de mapa de color:
la altura de 3 metros nos es indicada por el color amarillo del fondo y la dirección
del viento, al ser 238 grados, se representa por flechas de suroeste a nordeste:
Figura 57: Mapa de color para el caso 2.
Se puede ampliar para comprobar que la altura de casi 3 metros nos es indicada
por el color amarillo del fondo y la dirección del viento, al ser 238 grados, se
representa por flechas de suroeste a nordeste:
Figura 58: Mapa de color ampliado.
RBF: se hace click en continuar, iniciando el algoritmo RBF en el servidor:
Figura 59: Inicio de RBF.
En el navegador web, tras una transición, se muestra un mensaje de que el proceso
se ha completado:
Figura 60: RBF completado.
Permite descargar los datos obtenidos:
Figura 61: Datos obtenidos de RBF.
Y ver las gráficas temporales para los puntos p1 y p2:
Figura 62: Gráfica del punto p1.
Sólo se muestra para p1 porque la gráfica de p2 resulta casi idéntica.
4.2. Resultados obtenidos y su explotación
Para cada uno de los 3 nodos se realizan 3 pruebas con los 4 casos disponibles
(50, 100, 500 y 1.000). Estos son los resultados de tiempo medio, medido en segundos,
obtenidos en la ejecución del sistema:
Casos
Tiempo(s.)
50 100 500 1000
MDA 0.77 0.8 0.92 1.05
SWAN 49.23 87.38 428.06 985.02
RBF 11.51 33.24 699.92 3017.08
n0
Total 61.51 121.42 1128.6 4003.15
MDA 2.47 3.31 5.7 8.98
SWAN 50.34 87.34 438.8 999.93
RBF 25.39 48.22 953.09 3808.88
n1
Total 78.2 138.87 1264.79 4796.81
MDA 13.48 15.95 37.06 62.97
SWAN 51.1 87.54 453.4 1004.54
RBF 104.6 123.4 820.29 3787.90
n2
Total 169.18 226.89 1310.75 4855.41
Cuadro 4: Tabla de resultados.
Se observa el siguiente comportamiento:
En todos los casos y para cualquier nodo, el tiempo de ejecución de SWAN es
prácticamente igual al número de casos seleccionado.
Para un nodo cualquiera, el tiempo de computación siempre aumenta con el
número de casos. En MDA el crecimiento es muy reducido, mientras que en RBF
este crecimiento no es lineal sino exponencial.
Si consideramos un mismo caso para analizar los tiempos de los 3 nodos, vemos
que el tiempo máximo normalmente se alcanza con n2, que es el nodo con más
datos, seguido de n1 y n0 siempre es el que menos tiempo requiere. Sin embargo,
existe una discrepancia en RBF con 500 y 1.000 casos: el tiempo de ejecución de
n1 supera a n2. La explicación se puede encontrar en el término c de la Gaussiana,
tal y como se menciona en el art́ıculo de Rippa [24]: su valor óptimo depende no
sólo de la cantidad de puntos sino también de su distribución. Si hubiésemos
tomado todos los nodos en la misma coordenada y manteniendo los tiempos,
pero conteniendo siempre el mayor los datos del anterior, los datos cumpliŕıan
con el modo de ascenso esperado.
La elección del número de casos se debe a que en la tesis de Paula Camus [5]
para 1.000 casos ya se obteńıan resultados buenos y con 1.800 casos el trabajo
computacional extra no se compensaba con una mejora evidente. Sin embargo,
śı que se hizo una prueba de nuestro sistema con 2.000 casos y el nodo n2,
comprobándose que tras 6 horas de cálculo el proceso se paralizaba por un fallo
de memoria, por lo que nos encontramos con el ĺımite de capacidad de nuestro
sistema.
De forma gráfica:
Figura 63: Gráfica de tiempos de procesado por caso.
No se puede analizar si los datos resultantes son precisos o no porque para ello se
necesitaŕıan los datos de las boyas en las posiciones de los puntos p1 y p2, de los
que no se dispone. Sin embargo, con estos datos, śı se puede llegar a las siguientes
conclusiones:
Como se ha visto en proyectos anteriores [6], el uso de 50 y 100 casos es útil para
una primera aproximación y probar que se realizan bien los procesos pero los
resultados son burdos. Es más productivo usar 500 ó 1.000 casos aunque requiera
un mayor esfuerzo computacional para obtener resultados más precisos.
Viendo los tiempos de procesado, el paso de 6 a 34 años de datos no produce
que sea 5 veces superior, lo que nos aconseja tomar siempre el mayor número de
datos disponible.
Para un númeroN de variables, la complejidad del algoritmo de RBF esN(N−1),
por lo que al interpolar con un número de casos K, se reduce a N(K−1). Si para
el nodo con más datos (casi 300,000) y 1,000 casos tardamos más de una hora, si
no se hiciera la interpolación el tiempo de procesado seŕıa 3 órdenes de magnitud
superior.
4.3. Contribución actual
Los resultados de este trabajo fueron presentados por Fernando Méndez en la con-
ferencia “Data science for coastal engineers and scientist”, que tuvo lugar en Tampa,
Florida, del 27 al 31 de mayo de 2019 en el congreso Costal Sediments 2019. En el DVD
se incluye copia de la presentación [18] y se puede consultar en la página web oficial:
http://coastalsediments.cas.usf.edu/shortcourses.html
Con los datos de la isla de Roi namur durante 4 años y con 25 casos se preparó también
un documento en Jupyter que inclúıa el mismo proceso que se usa en este proyecto. En
el DVD, en la carpeta de Bibliograf́ıa se incluye copia de este documento.
Figura 64: Jupyter notebook de Roi namur.
Además, se ha incluido una referencia al trabajo realizado en el documento enviado pa-
ra el simposio “International Workshop on Waves, Storm Surges and Coastal Hazards”
que se celebrará en Melbourne, Australia, del 10 al 15 de noviembre de 2019 [19]:
http://www.waveworkshop.org
4.4. Posibilidades de futuro
En la actualidad se encuentran realizando sus TFM del Máster universitario de
Costas y Puertos en la Universidad de Cantabria dos componentes del equipo del
proyecto, Alba Ricondo y Sara Ortega, empleando para ello los códigos realizados en
Python y desarrollando el uso del software del modelo SWAN, por ello a fecha actual
el proyecto ha resultado de utilidad práctica y se prevé su continuidad en el tiempo.
Apéndice A
Scriptboard inicial
a

Apéndice B
Correcciones después de pruebas
En el proceso de corrección del primer prototipo se realizó el análisis página a página
incluyendo anotaciones. Aqúı se incluye copia de dicha documentación:
1. Cambios en Global
c
2. Cambios en Bathymetry
3. Añadir Local
4. Cambios en Gráficas MDA y RBF
5. Cambios en fichero de datosMDA
6. Cambios en RBF
7. Añadir en SWAN
Apéndice C
Distribución del servidor
Al dimensionar el servidor se hizo una hoja con todos los servicios, carpetas y
usuarios que debeŕıan crearse. Se incluye copia a continuación:
g

Apéndice D
Contenido del DVD
En el DVD que acompaña a este trabajo se adjunta la siguiente documentación:
DVDIsraelRubio
Bibliografia
Articulos
Otros
Flask
lib
static
templates
venv
app.py
Pruebas
GetGrid
MDA
ModeloSWAN
RBF
Sonarqube
PrototipoPrimero
PrototipoSegundo
ProyectoFinal
TFMIsraelRubio.pdf
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QC.pdf.
[29] Synology Inc. Diskstation DS418J: Documento técnico, Febrero 2019. DS418J.pdf.
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