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Abstract
A software architecture style identies classes of software architectures that present
distinguishable commonalties. One major problem in the specication of software
architectures is when evolution includes reconguration and mobility. With this in
mind and understanding the relevance of visual languages specially at the design
level, we present in this paper a graphical model using hyperedge replacement sys-
tems as a formal model to represent styles and their recongurations. To model
the reconguration of styles we present two approaches. The rst approach uses
Synchronized Hyperedge Replacement Systems with the addition of name mobility
to model dynamic reconguration. The second approach models consistent recon-
gurations with respect to a style over the rewriting system derivations, based on
the typing power of the -calculus.
1 Introduction
Most of the informal approaches to represent software architectures have been
based on box-and-line drawing with the intention to communicate, among
the members of a project team, the intuition of the system structure under
development. But also, this lack of formality prevents to clearly dene the
semantics of components and connections, the denition of the dynamic be-
havior and the specication of relevant properties of the system. All these
diagrams can be seen and generalized as some types of graphs.
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A software architecture style identies classes of software architectures that
present distinguishable commonalties [1]. Graph grammars are a powerful tool
that allows the characterization of graphs that share similar structural pat-
terns. At the same time one major problem in the specication of software
architectures is when evolution includes reconguration and mobility. With
this in mind and understanding the relevance of visual languages specially at
the design level, we present in this paper a graphical model using hyperedge
replacement systems as a formal model to represent styles and their recong-
urations.
A hypergraph (or simply a graph) represents a state of the static congura-
tion of the architecture and the evolution from one state to the other will be
modeled as graph rewriting from one graph to another. In this way, a clearer
representation of the system is obtained while a separation of conguration
and evolution is achieved. Hyperedges (or simply edges) correspond to com-
ponents and nodes are the communication ports among components. Names
and other attributes of components can be seen as labels of the graph. Fol-
lowing the method proposed in [2], we use hyperedge replacement grammars
[8] (or simply a grammar) to describe styles. In this way a clear description
on each component type of the style is obtained.
To model the reconguration of styles we present two approaches. Follow-
ing a self-organizing approach, the rst method uses Synchronized Hyperedge
Replacement Systems with the addition of name mobility to model dynamic
reconguration without the need of central coordination [4]. Productions are
decorated with synchronization requirements on nodes (i.e. ports) to repre-
sent coordination among components. The capability of creation and sharing
of ports together with multiple simultaneous synchronizations give us a very
powerful tool to specify more complex evolutions, reconguring multiple com-
ponents by merging specic ports. Apart from the graphical side, we can relate
our calculus with -calculus [7]. The dierence is that -calculus is sequential
in the sense that it allows only one synchronization at a time, while synchro-
nized rewriting allows multiple and concurrent synchronizations all over the
graph. The formalization of these notions is given by the use of syntactic
judgements.
The notion of reconguration implies changes to the architecture structure
by changing components and connections. It leads to the question of how we
assure that the dynamic changes a system may suer during evolution are
consistent with the style it belongs to. The second method we present proposes
to specify complex recongurations as transformations over the derivations of
grammars [3]. In this way, once a transformation is obtained it is assured that
it is a consistent reconguration with respect to the style. For the specication
of consistent transformations over derivations, the notion of rewriting system is
presented based on the typing power of the -calculus. Graphs, productions
and derivations are characterized as higher-order terms of a simply typed
-calculus, and hyperedge replacement can be eÆciently implemented as -
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conversion.
As related work on using graph transformation for software architecture
reconguration we can mention [5], [9] and [10].
2 Hyperedge Replacement Systems
In this section we introduce the notions of Hyperedge Replacement systems.
Due to space limitations, we refer to [8] for an extensive presentation of the
subject.
A hyperedge is an atomic item with a label (from a ranked alphabet LE =
fLE
n
g
n=0;1;:::
) and with as many (ordered) tentacles as the rank of its label. A
set of nodes together with a set of such edges forms a hypergraph if each edge
is connected, by its tentacles, to its attachment nodes. A graph is equipped
with a set of external nodes identied by distinct names. External nodes can
be seen as the connecting points of a graph with its environment (i.e. the
context). Graphs are considered in this paper up to isomorphism.
A context-free hyperedge replacement production, or simply a production,
rewrites a single edge into an arbitrary graph. For this we dene a set NT
of nonterminal edge labels (i.e. labels on the left part of productions) and T
a set of terminal edge labels (i.e. labels that only appear on the right part
of productions) with T \ NT = ;. A nonterminal graph is a graph with an
ordered list of edges labeled by nonterminals. Productions will be written as
L ! R. A production p = (L ! R) can be applied to a graph G yielding H
(G)
p
H) if there is an occurrence of an edge labeled by L in G. The result
of applying p to G is a graph H which is obtained from G by removing the
occurrence of an edge with label L, and embedding a fresh copy of graph R in
G by coalescing their external nodes with the corresponding attachment nodes
of the edge labeled by L. The number of attachment nodes of L must be equal
to the number of external nodes of G. This notion of hyperedge replacement
yields the basic steps in the derivation process of a hyperedge replacement
grammar.
A hyperedge replacement grammar (HRG) consists of an initial graph G
0
,
a set of productions P and two disjoint sets for the nonterminal and terminal
alphabets of the grammar.
3 Reconguration with Synchronized Rewriting
In this section we formalize the notions of hypergraphs and Synchronized Hy-
peredge Replacement Systems as well formed syntactic judgements generated
from a set of axioms and inference rules. For an extensive presentation we
refer to [4].
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Structural Axioms
(AG1) (G
1
jG
2
)jG
3
 G
1
j(G
2
jG
3
) (AG2) G
1
jG
2
 G
2
jG
1
(AG3) Gjnil  G
(AG4) x:G  G ifx =2 fn(G) (AG5) x:y:G  y:x:G (AG6)
x:G  y:Gfy=xg
if y =2 fn(G)
(AG7) x:(G
1
jG
2
)  (x:G
1
)jG
2
if x =2 fn(G
2
)
Syntactic Rules
x
1
; : : : ; x
n
` nil
L 2 LE
m
y
i
2 fx
j
g
x
1
; ::; x
n
` L(y
1
; ::; y
m
)
  ` G
1
  ` G
2
  ` G
1
jG
2
 ; x ` G
  ` x:G
(RG1) (RG2) (RG3) (RG4)
Table 1
Well-formed judgments
3.1 Hypergraphs and Syntactic Judgements
Now, we present a denition of graphs as syntactic judgements, where nodes
correspond to names, external nodes to free names and edges to basic terms
of the form L(x
1
; : : : ; x
n
), where x
i
are arbitrary names and L 2 LE.
Denition 3.1 [Graphs as Syntactic Judgements] Let N be a xed innite
set of names and LE a ranked alphabet of labels. A syntactic judgement, or
simply a judgement, is of the form   ` G where    N is a set of names (the
interface of the graph) and G is a term generated by the following grammar:
G ::= L(~x) j GjG j (x)G j nil where ~x is a vector of names and L is
an edge label with rank(L) = j~xj.
We use the notation  ; x to denote the set obtained by adding x to  ,
assuming x 62  . Similarly, we will write  
1
; 
2
to state that the resulting set
of names is the disjoint union of  
1
and  
2
.
Denition 3.2 [Structural Congruence] Structural Congruence  on terms
obey axioms in Table 1. The well-formed judgements for constructing graphs
over LE and N are those generated by applying the rules in Table 1 up to
axioms of structural congruence.
Axioms (AG1) to (AG7) are dened as usual over nil, j, and . Rule (RG1)
creates a graph with no edges and n nodes and rule (RG2) creates a graph
with n nodes and one edge labelled by L and with m tentacles (note that there
can be repetitions among nodes in ~y, i.e. some tentacles can be attached to
the same node). Rule (RG3) allows to put together (using j) two graphs that
share the same set of external nodes. Finally, rule (RG4) allows to hide a
node from the environment.
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3.1.1 Ring Example
Edges are components and nodes are ports of communication. External nodes
are connecting ports to the environment. Edges sharing a node mean that
there is a communication link among them. So, let us take the graph in g-
ure 1a that represents a ring of four components with two connecting ports.
Edges representing components are drawn as boxes attached to their corre-
sponding ports. The label of an edge is the name of the component and
the arrow indicates the order of the attachment nodes. In this case we only
have edges with two tentacles. Names on lled nodes identify external nodes
and empty circles are bound nodes. Figure 1b shows how the corresponding
well-formed judgement is obtained.
a) b)
x
y
CC
C C
x, y, z, w C(x, w)
C(x, w) | C(w, y)x, y, z, w
C(x, w) | C(w, y) | C(y, z) | C(z, x)x, y, z, w
x, y, z, w C(z, x)
C (RG2)
C(y, z) | C(z, x)x, y, z, w
x, y, z, w C(y, z)
C (RG2)
w. C(x, w) | C(w, y) | C(y, z) | C(z, x)νx, y, z
(RG4)
ν z, w. C(x, w) | C(w, y) | C(y, z) | C(z, x)x, y
C (RG2)
x, y, z, w C(w, y)
C (RG2)
(RG3)
(RG3)
(RG4)
Fig. 1. The ring graph and the corresponding judgement
3.2 Synchronized Hyperedge Replacement with Name Mobility
In this section we introduce the notion of synchronized edge replacement
adding to it the capability of name creation and mobility.
To model synchronized replacement, we add some labels to the nodes in
productions (now called synchronized productions). Assuming to have an al-
phabet of actions Act, then we associate actions to some of the nodes. In
this way, each rewrite of an edge must synchronize actions with (a number
of) its adjacent edges and then all the participants will have to move as well
(how many depends on the synchronization policy). It is clear that coor-
dinated rewriting will allow the propagation of synchronization all over the
graph where productions are applied.
Now that we have coordinated rewriting, we need to add to productions the
capability of sharing nodes. This is obtained by letting a production declare
new names for the nodes it creates, and by sharing these names and/or other
existing names with the rest of the graph using the synchronization process.
This is done in a production by adding to the action in a node a tuple of names
that it wants to communicate. Therefore, the synchronization of a rewriting
rule has to match not only actions, but also the tuples of names. After the
matching is obtained and the productions applied, the declared names that
were matched are used to obtain the nal graph of the rewriting by merging
the corresponding nodes.
To formalize synchronized rewriting we dene the notion of transition.
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Denition 3.3 [Transitions] Let N be a xed innite set of names and Act
a ranked set of actions, where each action a 2 Act is associated with an arity
(indicating the number of nodes it can share). We dene a transition as,
  ` G

 !  ; ` G
0
with  :   Æ ! (ActN

)
 = fz j 9x: (x) = (a; ~y); z =2  ; z 2 set(~y)g
A transition is represented as a logical sequent which says that G is rewrit-
ten into G
0
satisfying a set of requirements . The free nodes of graph G
0
must
include the free nodes of G and those new nodes () that are extruded in the
synchronization. Note that  is determined by the   and  of the correspond-
ing transition.
The set of requirements    ActN

is dened as a partial function
in its rst argument, i.e. if (x; a; ~y) 2  then (x) = (a; ~y) with arity(a) = j~yj.
Denition 3.4 [Synchronized Productions] A synchronized production is a
special transition of the form, x
1
; ::; x
n
` L(x
1
; ::; x
n
)

 ! x
1
; ::; x
n
; ` G. Produc-
tions are alpha convertible with respect to the names in .
Denition 3.5 [Synchronized Grammars] Let N be a xed innite set of
names, LE a ranked alphabet of labels and Act a ranked set of actions. A
grammar consists of an initial graph  
0
` G
0
and a set P of synchronized
productions.
A derivation is a nite or innite sequence of the form  
0
` G
0

1
 !  
1
`
G
1

2
 ! : : :

n
 !  
n
` G
n
: : :, where  
i 1
` G
i 1

i
 !  
i
` G
i
, i = 1 : : : n
is a transition in the set T (P) of transitions generated by P, obtained by
synchronizing possibly several productions. Transitions T (P) are generated by
P by applying the transition rules of the chosen synchronization mechanism.
3.3 Hoare Synchronization
Because of space limitations, we only present in this paper the \implemen-
tation" of Hoare Synchronization. In [4] the Milner Synchronization can be
found and also, with the goal of studying the expressive power of the approach,
we give a translation for -calculus [7].
For Hoare Synchronization, each rewrite of an edge must share on each
attachment node the same action with all the edges connected to that node.
Since not all nodes need to be loci of synchronization, an identity action
" is dened with arity zero, so if it is imposed on a node then no name can
be shared on that node. In particular, to model edges which do not move
in a transition we need productions with identity actions on their external
nodes, where an edge with label L is rewritten to itself. This is called the id
production id(L).
For any relation R     Act  N

we dene n(R) =
S
(x;a;~y)2R
set(~y)
6
Hirsch and Montanari
(ren)
x
1
; ::; x
n
` L(x
1
; ::; x
n
)

 ! x
1
; ::; x
n
; ` G 2 P
(x
1
; ::; x
n
);  ` (L(x
1
; ::; x
n
))
(())
 ! (x
1
; ::; x
n
); ;
0
` ((G))
where  = mgu(()) and
((x
i
) 2 N=( [  )) ^ ((y) = y for y 2 )
(com)
  ` G
1

1
 !  ;
1
` G
0
1
  ` G
2

2
 !  ;
2
` G
0
2
  ` G
1
jG
2
(
1
[
2
)
      !  ; ` (G
0
1
jG
0
2
)
where 
1
\
2
= ; and  = mgu(
1
[ 
2
)
(open)
 ; x ` G
[f(x;a;~y)g
      !  ; x; ` G
0
  ` x:G

 !  ;
0
` Z:G
0
x 2 n()
(hide)
 ; x ` G
[f(x;a;~y)g
      !  ; x; ` G
0
  ` x:G

 !  ;
0
` x; Z:G
0
x =2 n()
where Z = set(~y)n(
0
[  )
Table 2
Transition Rules for Hoare Synchronization
and will call a mapping  :  ! n(R) the most general unier
5
(mgu) of
R whenever (R) is a function in its rst argument and if, of all 
0
with
this property,  merges the smallest sets of names. The mgu is necessary
to resolve the identication of names (i.e. nodes) that is consequence of a
synchronization operation and to avoid name capture.
Denition 3.6 [Hoare Transition System] Let < G
0
;P > be a grammar. All
transitions T (P) using Hoare synchronization are obtained from the transition
rules in Table 2.
Rule (ren) is necessary to allow to apply a production to graphs with
edges that may have several tentacles attached to the same node, and also to
adequate the free names to the names of the graph where the production is
applied. Rule (com) is the one that completes the synchronization process.
5
The mapping  is exactly the most general unier of the equations (a = b) ^ (~y = ~z)
(whenever (x; a; ~y); (x; b; ~z) 2 R) and is unique up to injective renaming. It does not exist
if there are (x; a; ~y); (x; b; ~z) 2 R with a 6= b or if the equations ~y = ~z imply an equation
v = w with v; w dierent old names. Thus the external nodes (i.e., x 2  ) that appear in
n(R) are considered constants. In this way new names are unied with either new or old
names, but it is not possible to have a unication among old names (two dierent constants
cannot be unied).
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Rule (open) allows to share with the environment a node that was originally
bounded. Also, rule (open) is used for what is called an extrusion allowing the
creation of privately shared ports. Rule (hide) deals with hiding of names.
3.3.1 Example
In this example an instance of the ring architecture style starts with a ring
conguration and at some point in its evolution is recongured to a star.
Figure 2a shows the grammar. The initial graph together with production
Brother construct rings. Production Star Reconguration is used to re-
congure a ring into a star by creating a new node (w) and synchronizing using
action r. The new node is distributed among components to identify it as the
center of the star. Requirements (x; r; < w >); (y; r; < w >) are represented
graphically imposing (r; < w >) on x; y on the right hand side. Figure 2b
shows a possible derivation where a ring of four components is recongured
(thick arrow). Due to space limitations we omit the id productions. Figure 3
shows part of the proof that corresponds to the nal step of the derivation in
Figure 2b.
b)
y
C
x
y
S
x
Star Reconfiguration:
r < w >
r < w >
(w)
Brother:
y
C
x
y
C
z
C
x
ε <>
ε <>
x C
Initial Graph:
⊥x C(x, x)
(RG2)
C
⊥x, y C(x,y)
{(x,ε,<>), (y,ε,<>)} ⊥x, y, z C(x,z) | C(z,y)
⊥x, y C(x,y)
{(x,r,<w>), (y,r,<w>)} ⊥x, y, w S(w,y)
x C
Brother
x
C
z
C
y
C
C
w
x
C
z
C
y
C
x
y
C C
Brother Brother Star Rec.
x
S
z
S
y
Sw S
(t1)
r < t1 >
r < t1 >
r < t1 >
r < t1 >
(5)(4)(3)(2)(1)
a)
Fig. 2. Ring grammar with star reconguration
(Com)
ρ = {t1/t3}
⊥x,y,z,w C(x,w) | C(w,y) | C(y,z) | C(z,x)
{(x,r,<t1>), (y,r,<t1>), (w,r,<t1>), (z,r,<t1>)}
(A) (B)
S(t1,x) | S(t1,y) | S(t1,w) | S(t1,z)⊥x,y,z,w,t1
(Com)
ρ = {t3/t4}
⊥x,y,z,w C(y,z) | C(z,x) S(t3,x) | S(t3,z)
{(x,r,<t3>), (y,r,<t3>), (z,r,<t3>)} ⊥x,y,z,w,t3
(B)
⊥x,y,z,w C(y,z) S(t3,z)
{(y,r,<t3>), (z,r,<t3>)} ⊥x,y,z,w,t3 ⊥x,y,z,w C(z,x) S(t4,x)
{(x,r,<t4>), (z,r,<t4>)} ⊥x,y,z,w,t4
(Com)
ρ = {t1/t2}
⊥x,y,z,w C(x,w) | C(w,y) S(t1,y) | S(t1,w)
{(x,r,<t1>), (y,r,<t1>), (w,r,<t1>)} ⊥x,y,z,w,t1
(A)
⊥x,y,z,w C(x,w) S(t1,w)
{(x,r,<t1>), (w,r,<t1>)} ⊥x,y,z,w,t1 ⊥x,y,z,w C(w,y) S(t2,y)
{(y,r,<t2>), (w,r,<t2>)} ⊥x,y,z,w,t2
(4) (5)
Fig. 3. Transition proof of graphs (4) and (5) in gure 2b
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4 Consistent Reconguration over Derivations
In this section we present an analysis of the relationship between hyperedge
replacement systems and higher-order terms of a -calculus. For this purpose,
we dene a structure of type classes that is used to achieve a formalization (and
dierentiation) of the entities that appear in hyperedge replacement systems.
For an extensive presentation we refer to [3].
4.1 Higher-Order Replacement
Due to space limitations, we do not recall the generalities of classical simply
typed -calculus and refer to [6] for an extensive presentation of the subject.
In particular, we consider typed -terms (or simply terms) in 
!;;
,i.e., terms
with exponential types, product types and unit. As we show below, a graph
is described as a term of the calculus whose type is given by the number
of external nodes and the nonterminal symbols of the graph it represents.
As nonterminals dene the interfaces for the application of productions on
derivations, here the type of their corresponding terms will have the same
role assuring the correct construction of derivations. Also, productions and
derivations are represented as terms. For this we have to dene the -signature
 = hB; Ci of the language. For unit type  there is only one value (the empty
list) which we write as <>. First we dene a set B of type constants.
Type Constants : B = f1 ; g [ T
l
T
l
=
S
k
T
k
l
where T
l
is the ranked set of Label Types with a type in T
k
l
for each k-hyperedge
nonterminal symbol that appears in the productions. These types are needed
to dierentiate among nonterminal edges with the same number of attachment
nodes. This set will change for each particular case. We will denote 1 1 : : :
| {z }
n
as n with 0 = .
Now we dene the set C of term constants. We introduce two operators
in the signature. The j operator is used to put together edges. The  oper-
ator is for the new nodes created by the productions and term (n:M), is
abbreviated as n:M .
Term Constants : C = fj:    !  ;  : (1! )! g [ T
c
[ NT
c
where T
c
is the set of terminal constants with a constant for each terminal edge
that appears in the productions, and NT
c
is the set of nonterminal constants
with a constant for each nonterminal symbol that appears in the productions.
The types of terms in T
c
are Graph Types (as dened in section 4.2) and the
types of terms in NT
c
are T
l
. These sets will change for each particular case.
Axioms: p j q = q j p m:n:M = n:m:M
p j (q j r) = (p j q) j r M j n:N = n:M j N ; n 62 fv(M)
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4.1.1 Ring-Tree Grammar Example
For the rest of this paper we will use an example of a software architecture
style that describes a class of distributed systems that are arranged as trees
(for example WANs) where their nodes are rings of components (for example
LANs). The dierent rings are interconnected using bridge components. Fig-
ure 4a shows the initial graph and grammar productions. We have three types
of components: C is a generic component of a ring, P is a port component that
indicates a point from where a new ring can be created and b is an external
connection inserted in a ring. Two such b components form a bridge. C and
P are nonterminal symbols, and b and c are terminals where c is a terminal
symbol for components of type C. Productions Brother and Port create a
new component or port, respectively, and production Bridge replaces a port
P with a bridge that connects an existing ring with a new one. Rule Com-
ponent is the terminal rule for components C. Numbered nodes indicate the
order of external nodes of productions and numbers on nonterminal edges in-
dicate their order in nonterminal graphs. Figure 4b is an example of a partial
derivation over the grammar.
C
Port: Bridge: Component:
C
2
1
b b
a)
2
1
c
2
1
C1
1
b)
C
C
C
C
C C
P C
C C
C
Brother Brother Port Bridge
C CC
Initial Graph (Init): Brother:
2
C
2
1
C
2
1
C
2
1
P
C
1
P
2
1
C
1 1
2
1
1 1 1
b b
2 1
3
2
1
4
3
1
2
4 1
3 2
2
Fig. 4. The grammar and a derivation of the ring-tree style
In this case we have,
T
l
= fC ; Pg, T
c
= fb : 3!  ; c : 2! g and NT
c
= fc
C
: C ; c
P
: Pg.
4.2 Graphs as Functions
The correspondence between graphs and certain terms of the calculus is de-
ned using a set of type classes that characterized the terms corresponding to
graphs.
Graph Types : T
g
::= T
nodes
!  T
nodes
::= 0 j 1 j : : :
Nonterminal Edge Types : T
ne
::=T
Tnodes
!  T
Tnodes
::=0 T
0
l
j 1 T
1
l
j ::
NonterminalGraphTypes : T
ng
::=T
nonterm
! T
g
T
nonterm
::= j T
nonterm
 T
ne
Class T
g
is the class of types for terminal graphs represented as second order
terms of type n!  with n the number of external nodes of the corresponding
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graph. Class T
ne
is the class of types for the rst order terms that represent
nonterminal edges. Class T
ng
is the class of types for nonterminal graphs. In
this case the types specify functions which take as many arguments as there
are nonterminals and return a value of terminal graph type (T
g
).
4.2.1 Ring-Tree Graphs Example
Taking the two instances of the style in gure 5 we can dene the corre-
sponding terms. The terminal graph on gure 5a can be dened by term
( < n
1
; n
2
> :m
1
:m
2
:m
3
:c(n
1
; n
2
) j b(n
2
;m
1
; n
1
) j b(m
2
;m
1
;m
3
) j c(m
3
;m
2
) : 2!) and
the nonterminal graph on gure 5b that has two non terminals is dened as
( < x
C1
; x
C2
> : < n
1
; n
2
; n
3
; n
4
> :m:x
C1
(n
1
; n
2
; c
C
) j b(n
2
;m; n
1
) j b(n
3
;m; n
4
) j
x
C2
(n
4
; n
3
; c
C
) : (2 C!) (2 C!)! (4!)). For gure 5a we dene two
external nodes and for gure 5b four external nodes. The rest of the nodes
are created using the  operator. Parenthesized node labels in the gure are
just for making the correspondence with terms, but they are not needed.
b)a)
1
2 2 4
31
bb
c c C
bb
C1 2
(n1)
(n2) (m3)
(m2)
(m1)
Fig. 5. Example of terminal and nonterminal graphs
4.3 Productions and Derivations as Functions
In this section we dene the correspondence of productions and derivations
with terms. We rst introduce the use of an environment in the calculus
representing the notion of a graph rewriting system. Then, a set of type
classes is dened to type terms corresponding to productions and derivations.
An environment  is a set of variable denitions giving for each variable
V ar
i
a corresponding term t
i
: 
i
(i.e.  = [t
1
=V ar
1
; ::t
n
=V ar
n
]). This allows
to include in terms the variables in the environment, variables being typed
with the types of their interpretation. The application M over a term M is
a substitution where each free variable of M is replaced by its denition in .
Now we dene the type classes needed to type productions and derivations.
Production Types : T
p
::= T
nonterm
! T
ne
The class T
p
denes types for productions which are represented as higher
order terms. It should be observed that, in the usual graphical representation,
the symbol of the hyperedge to be replaced is on the left side and the replacing
graph is on the right. This representation is inverted in functional types. As
an example, we dene the environment of the ring-tree with the terms of the
productions and initial graph in gure 4a.
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Brother
def
=  < x
C1
; x
C2
> :  < n
1
; n
2
; n
C
> :m:
x
C1
(m;n
2
; c
C
) j x
C2
(n
1
;m; c
C
) : (2 C ! ) (2 C ! )! (2 C ! )
Port
def
=  < x
C
; x
P
> :  < n
1
; n
2
; n
C
> : m: x
C
(m;n
2
; c
C
) j x
P
(n
1
;m; c
P
)
: (2 C ! ) (2 P ! )! (2 C ! )
Bridge
def
=  < x
C
> :  < n
1
; n
2
; n
P
> : m
1
:m
2
:m
3
:
b(n
1
;m
1
; n
2
) j b(m
2
;m
1
;m
3
) j x
C
(m
3
;m
2
; c
C
) : (2 C ! )! (2 P ! )
Component
def
=  <> :  < n
1
; n
2
; n
C
> : c(n
1
; n
2
) : ! (2 C ! )
Init
def
=  < x
C
> : < n > : x
C
(n; n; c
C
) : (2 C ! )! (1! )
In the case of derivations, we have derivations that start with the initial
graph of the system and end in a terminal graph and partial derivations that
start with the initial graph of the system and end in a nonterminal graph.
Hence, the derivation type is the graph type T
g
and the partial derivation
type is the nonterminal graph type T
ng
.
Then by denition a derivation (partial derivation) is a sequence of applica-
tions of productions of the form G
0
)
p1
G
1
)
p2
: : :)
pn
G
n
, where p
1
; : : : ; p
n
are in P and G
n
is a terminal (nonterminal) graph. In the functional setting,
each derivation step G
i
)
pi+1
G
i+1
can be seen as a parallel composition of the
application of production p
i+1
over a nonterminal symbol L
i+1
that appears
on G
i
with a set of identities for the rest of nonterminal edges in G
i
. Then,
the corresponding term that represents the derivation can be described as a
sequence of functional compositions of production names (starting from the
initial graph) and identities composed in parallel. The operations of identity
and sequential and parallel composition over closed terms id

, (M Æ N) and
(M 
N) are dened as:
Identity Parallel Composition Sequential Composition
id

= x : :x :  ! 
M :!;N :Æ!
M
N=<x;y>:Æ:<Mx;Ny>:(Æ)!()
M :!Æ;N :!
MÆN=x::M(Nx):!Æ
For example, the term for the partial derivation of gure 4b is,
Init ÆBrother Æ (id
2C!

Brother) Æ (Port 
 id
2C!

 id
2C!
)(1)
Æ(id
2C!

Bridge
 id
2C!

 id
2C!
)
: ((2 C ! ) (2 C ! ) (2 C ! ) (2 C ! )! (1! ))
4.4 Derivation Transformations
Once derivations are represented as terms, what is needed is a notion of rewrit-
ing system which ensures that derivations are rewritten into derivations. Thus
instances of a particular architectural style would be rewritten into instances
of the same style. We achieve this with rewrite rules of the form L) R trans-
forming a derivation segment L of the grammar into a derivation segment R.
It is easy to see that the ordinary notion of graph derivation, i.e. a sequence
of graphs and productions, could not serve this purpose. In fact, a derivation
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segment is limited by (we could also say: is typed with) two graphs, and could
be reasonably replaced only with a segment typed with the same two graphs,
which thus would eventually produce the same result.
With the notion of derivation introduced in the previous section, we have
equipped derivation segments with a less stringent notion of type. In our
running example we have a derivation composed of four steps (formula 1),
where the composition of the steps is achieved via the second order function
composition operator Æ. The composition is possible if the (functional) type
of the range of the rst function is the same as the type of the domain of the
second, which clearly expresses the labels and arities of the nonterminals still
to be expanded at that stage of the derivation.
4.4.1 Transformation Example
For instance, we may want a transformation over the ring-tree style which
species a reconguration that allows to break any ring of the tree into two
smaller rings obtaining a new consistent instance of the style. The transfor-
mation is specied by the following rewrite rule:
Brother ) Port Æ (id
2C!

Bridge) : ((2C ! ) (2C ! )! (1C ! ))
which, in words, replaces the creation of a new C component with the creation
of a P component and with its evolution into a bridge and a new C component.
Notice that replacing one derivation segment with the other one leaves the rest
of the derivation as it was, in this case the evolution of the two C nonterminals.
Figure 6 shows in graphical form the initial and nal derivation segments of
the transformation and the transformation applied over the derivation on g-
ure 4b. Note that transformations of the above kind can be applied in sequence
to build more complex eects, and also they can be applied simultaneously
over non overlapping segments of a derivation.
1
2
b b
*2 x C 
(id Bridge)
Initial Segment:
2
C
1
C
2
1
C
1
2
Brother
Final Segment:
C
C
1
b b
2
1
C
1
2
2
Transformation Application:
C
C
2 1
2
1
3
C
C
b b
1
1
2
C
C
C
2
3 2
1
12
1
C
2
C
2
1
C
2
C
1
b b
1
C
Port
1
C
C
b b
44
Fig. 6. A transformation
5 Conclusions and Future Work
This paper surveys the work we have done on the specication of software
architecture styles and their recongurations.
We present two approaches. The rst method using Synchronized Re-
placement gives a solid foundation for graphical mobile calculus which are
well-suited for high level description of distributed and concurrent systems.
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The second method allows the specication of consistent recongurations
over the derivations giving a clear representation of structures as higher order
terms showing that it can have an eÆcient implementation and also allows
the denition of a more expressive concept of derivation which is necessary to
obtain a useful notion of consistent transformation.
As future work we plan to study the relation and combination of this
two methods, and the specication of consistent transformations based on
intermediate (possibly) inconsistent steps.
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