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В настоящее время компьютерные технологии широко используются при 
выполнении математических вычислений. В частности, программы MathCAD, 
Maple предназначены для решения различных математических задач. Эти 
программы в основном специализируются на решении стандартных задач. 
Однако при решении ряда задач желательно использовать отдельные 
специальные методы.  
Так, в многочисленных задачах возникают лимиты, интегралы и ряды, 
содержащие большой параметр. Случаи, когда такие интегралы явно 
вычисляются, крайне редки; еще реже удается просуммировать ряды. При 
больших значениях параметра вычисление интегралов и рядов - весьма 
трудоемкая задача даже для самых современных ЭВМ.  
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В этих целях использование асимптотических методов при вычислении 
пределов и интегралов дают хорошие результаты. Так, как в этих случаях 
решающие роль играют асимптотические методы. С учетом вышеизложенного 
дадим краткое описание «𝑜» малого и «𝑂» большого, вычисление некоторых 
пределов и интегралов с помощью асимптотическими методами. 
«𝑂» большое и «𝑜» малое - математические обозначения для сравнения 
асимптотического поведения (асимптотики) функций. Используются в 
различных разделах математики, но активнее всего - в математическом анализе 
и в дифференциальном уравнение, теории чисел и комбинаторике, а также в 
информатике и теории алгоритмов. Под асимптотикой понимается характер 
изменения функции при стремлении её аргумента к определённой точке. 
Обозначение «𝑂» большое введено немецким математиком Паулем 
Бахманом (Paul Gustav Heinrich Bachmann) во втором томе его книги 
«Analytische Zahlentheorie» (Аналитическая теория чисел), вышедшем в 1894 
году. Обозначение «𝑜» малое впервые использовано другим немецким 
математиком, Эдмундом Ландау (Edmund Georg Hermann Landau) в 1909 году. 
С работами последнего связана и популяризация обоих обозначений, в связи с 
чем их также называют символами Ландау. 
Пусть функции 𝑓(𝑥), g(x) определены на некотором множестве 𝑀 и 𝑎 -
предельная точка множества 𝑀. Как правило, независимое переменное 
𝑥 является вещественным или комплексным числом.  
Будем использовать следующие общепринятые обозначения. 
Формула Определение 












𝑓(𝑥) = 𝑂 (𝑔(𝑥)) (𝑥 ∈  𝑀)  Существует постоянная 𝐶 такая, что  
|𝑓(𝑥)| ≤ 𝐶 |𝑔(𝑥)| при всех 𝑥 ∈ 𝑀 
𝑓(𝑥) = 𝑂 (𝑔(𝑥)) (𝑥 →  𝑎, 𝑥 ∈  𝑀). Существуют постоянная 𝐶 и окрестность 𝑈 
точки 𝑎 такие, что  
|𝑓(𝑥)| ≤ 𝐶 |𝑔(𝑥)|  
при 𝑥 ∈  𝑀 ∩  𝑈. 
Неформально говоря, соотношение 𝑓(𝑥)  =  𝑜(𝑔(𝑥)) означает, что функция 
𝑓(𝑥) стремится к нулю быстрее, чем функция 𝑔 (говорят еще: 𝑓(𝑥): бесконечно 
малая более высокого порядка, чем 𝑔(𝑥)); соотношение 𝑓(𝑥)  =  𝑂(𝑔(𝑥)) 
означает, что 𝑓(𝑥) стремится к нулю не быстрее, чем g(𝑥). 
В силу самого определения ясно, что слова «𝑓(𝑥)  =  𝑜(𝑔(𝑥))» имеют 
смысл только вместе с уточнением при «𝑥 →  𝑎». Тем не менее, на практике это 
уточнение всегда опускают, полагая, что из контекста ясно, что куда стремится. 
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Практический опыт показывает, что для начинающих символы 𝑜 и 𝑂 могут 
представлять известную трудность (например, одним и тем же символом 𝑜(𝑥) 
могут обозначаться совершенно разные функции). Тем не менее, такая 
символика и удобна, и общепринята. 
В этих формулах указание на множество 𝑀 будем опускать в тех случаях, 
когда это не вызовет недоразумений. 
Примеры.  
1. 𝑙𝑛 𝑥 = 𝑜 (𝑥−𝛼) (𝑥 → +0), 𝛼 > 0; 
2. 𝑙𝑛 𝑥 = 𝑜 (𝑥𝛼) (𝑥 → +∞), 𝛼 > 0 − любое; 
3. 𝑠𝑖𝑛 𝑧 ~𝑧 (𝑧 → 0); 
4. 𝑠𝑖𝑛 𝑥 = 𝑂 (1) (−∞ < 𝑥 < ∞); 
5. 𝑛! ~√2𝜋𝑛𝑒−𝑛𝑛𝑛 (𝑛 → ∞); 






 в комплексной плоскости z, 𝑐 > 0. 
Тогда  
𝑒−𝑐𝑧 = 𝑂 (𝑒−𝑐′|𝑧|) (𝑧 ∈  𝑆𝜀), 𝑐’ > 0. 
Так как 𝑅𝑒 𝑧 ≥  |𝑧| (sin 𝜀)−1 при 𝑧 ∈ 𝑆𝜀, то  
 |𝑒−𝑐𝑧| ≤  𝑒−
𝑐
sin 𝜀
|𝑧| (𝑧 ∈  𝑆𝜀). 
7. При любых 𝑎, 𝑏 > 0 
 𝑒−𝑎|𝑧| = 𝑜 ( |𝑧|−𝑏) (|𝑧| → ∞). 
Еще раз повторяем, что соотношение 𝑓(𝑥) = 𝑜 (𝑔(𝑥)) (𝑥 → 𝑎) означает, 
что функция 𝑓(𝑥) есть бесконечно малая по сравнению с 𝑔(𝑥) при 𝑥 → 𝑎. 
Аналогично соотношение 𝑓(𝑥) = 𝑂 (𝑔(𝑥)) (𝑥 → 𝑎) означает, что функция 𝑓(𝑥) 
ограничена по сравнению с функцией 𝑔(𝑥) при 𝑥 → 𝑎. В частности, если 
𝑓(𝑥) = 𝑜 (1) (𝑥 → 𝑎), то 𝑓(𝑥) - бесконечно малая величина при 𝑥 → 𝑎; если же 
𝑓(𝑥) = 𝑂 (1) (𝑥 → 𝑎), то 𝑓(𝑥) ограничена при 𝑥 → 𝑎. Отсюда нетрудно 
получить ряд правил действий с символами 𝑜, 𝑂: 
 𝑜(𝑓(𝑥)) + 𝑜(𝑓(𝑥)) = 𝑜(𝑓(𝑥)), 
 𝑜(𝑓(𝑥)) 𝑜(𝑔(𝑥)) = 𝑜(𝑓(𝑥)𝑔(𝑥)), 
 𝑜(𝑜(𝑓(𝑥))) = 𝑜(𝑓(𝑥)).  
В этих формулах 𝑥 → 𝑎, 𝑥 ∈ 𝑀, множество 𝑀 и точка 𝑎 - одни и те же в 
левой и правой части каждого равенства. 
Расшифруем и докажем первую формулу; остальные доказываются 
аналогично.  
Пусть 𝑔1(𝑥) = 𝑜(𝑓(𝑥)), 𝑔2(𝑥) = 𝑜(𝑓(𝑥)) при 𝑥 → 𝑎; тогда 𝑔1(𝑥) + 𝑔2(𝑥) =
𝑜(𝑓(𝑥)) при 𝑥 → 𝑎 - это содержание первой формулы. 
 Доказательство:  















  Точно такие же формулы справедливы для символа 𝑂. Далее, имеют 
место формулы 
 𝑜(𝑓(𝑥)) + 𝑂(𝑓(𝑥)) = 𝑂(𝑓(𝑥)), 
 𝑜(𝑓(𝑥)) 𝑂(𝑔(𝑥)) =  𝑜(𝑓(𝑥)𝑔(𝑥)), 
 𝑂 (𝑜(𝑓(𝑥))) = 𝑜(𝑓(𝑥)), 𝑜 (𝑂(𝑓(𝑥))) = 𝑜(𝑓(𝑥)) 
(здесь всюду 𝑥 → 𝑎 𝑥 ∈ 𝑀). 
 Отсюда следует, что также имеют место следующие: 
 𝑥 + 𝑜(𝑥) = 𝑂(𝑥);  𝑂(𝜑)𝑂(𝜓) = 𝑂(𝜑𝜓);  𝑂(𝜑)𝑜(𝜓) = 𝑂(𝜑𝜓); 
 𝑂(𝜑) + 𝑂(𝜓) = 𝑂(|𝜑| + |𝜓|);  𝑂(𝑂(𝜑)) = 𝑂(𝜑); 
 𝑂(𝑜(𝜑)) = 𝑜(𝑂(𝜑)) = 𝑜(𝑜(𝜑)) = 𝑜(𝜑);  𝑂(𝜑)𝑜(𝜓) = 𝑜(𝜑)𝑜(𝜓). 
 Примеры. 





= 1 + 𝑥 + 𝑂(𝑥2)(𝑥 → 0); 
2. 𝑙𝑛{1 + 𝑂(𝑥)} = 𝑂(𝑥)(𝑥 → 0). 
Соотношения вида 
 𝑓(𝑥)~𝑔(𝑥), 𝑓(𝑥) = 𝑜(𝑔(𝑥)), 𝑓(𝑥) = 𝑂(𝑔(𝑥)) 
называются асимптотическими формулами или асимптотическими 
оценками. 
Приведем простейшие асимптотические оценки некоторых интегралов и 
простые достаточные условия, при которых асимптотические оценки можно 
интегрировать. 
Свойства 1. Пусть функции 𝑓(𝑥), 𝑔(𝑥) непрерывны, 𝑔(𝑥) > 0 при 𝑎 < 𝑥 <
𝑏, и пусть  




где 𝑎 < 𝑥0 < 𝑏 . Тогда: 
1°. Если 𝑓(𝑥) = 𝑂(𝑔(𝑥)) (𝑥 → 𝑏), то  
∫ 𝑓(𝑥) 𝑑𝑥 = 𝑂 (∫ 𝑔(𝑥))
𝑏
𝑥




2°. Утверждение 1° остается в силе, если всюду заменить 𝑂 на 𝑜. 
3°. Если 𝑓(𝑥)~𝑔(𝑥) (𝑥 → 𝑏), то  
























Аналогично доказываются остальные утверждения. 
Примеры. 
(𝑥 + 1)3~𝑥3 (𝑥 → ∞);  𝑠ℎ 𝑥~
1
2






) (𝑥 → ∞); 
1
𝑥
= 𝑜(1) (𝑥 → ∞); 
sin 𝑥 = 𝑂(1) (𝑥 ∈ 𝑅); sin 𝑥 = 𝑂(𝑥) (𝑥 ∈ 𝑅); 
𝑥2 = 𝑂(𝑥) (𝑥 → 0);  𝑥 = 𝑂(𝑥2) (𝑥 → ∞); ln 𝑥
1





= 𝑂(𝑥) (𝑥 → ∞); 𝑒𝑥 = 1 + 𝑥 + 𝑂(𝑥2) (𝑥 → 0). 
Также можно отметить, эквивалентность следующих функций при 𝑥 → 0. 
𝑠𝑖𝑛𝑥 = 𝑥 + 𝑜(𝑥);  𝑡𝑔𝑥 = 𝑥 + 𝑜(𝑥);  1 − 𝑐𝑜𝑠𝑥 =
1
2
𝑥2 + 𝑜(𝑥);  
𝑎𝑟𝑐𝑠𝑖𝑛𝑥 = 𝑥 + 𝑜(𝑥);  𝑎𝑟𝑐𝑡𝑔𝑥 = 𝑥 + 𝑜(𝑥); 𝑎𝑥 − 1 = 𝑥 + 𝑜(𝑥) 
𝑎𝑥 − 1 = 𝑥 + 𝑜(𝑥);  log𝑎(1 + 𝑥) =
𝑥
𝑙𝑛𝑎
+ 𝑜(𝑥); (1 + 𝑥)𝑎 − 1 = 𝑎 ∙ 𝑥 + 𝑜(𝑥).  
Эти соотношения останутся в силе, если в них вместо переменной 𝑥 
записать отличную от нуля функцию 𝜑(𝑥), стремящуюся к нулю при 𝑥 → 𝑥0. 
Например: 






+ 𝑜(𝑥) (𝑥 → ∞), 
𝑡𝑔𝑠𝑖𝑛(𝑥 − 1)2 = 𝑠𝑖𝑛(𝑥 − 1)2 = (𝑥 − 1)2  + 𝑜(𝑥) (𝑥 → 1). 
Для вычислении пределов в произведении и в частном функции можно 














Пример 2. Раскрытие неопределенности [1∞]. Пусть 
𝛼(𝑥) → 0 (𝛼(𝑥) ≠ 0), 𝛽(𝑥) → ∞. 
Тогда в силу непрерывности показательной функции, 




(1 + 𝛼(𝑥))𝛽(𝑥) = 𝑙𝑖𝑚
𝑥→𝑥0







𝛼(𝑥) ∙ 𝛽(𝑥) = 𝐴, то 
𝑙𝑖𝑚
𝑥→𝑥0
𝛽(𝑥)(𝛼(𝑥) + 𝑜(𝛼(𝑥))) = 𝑙𝑖𝑚
𝑥→𝑥0






𝛼(𝑥) ∙ 𝛽(𝑥) (1 +
𝑜(𝛼(𝑥))
𝛼(𝑥)




(1 + 𝛼(𝑥))𝛽(𝑥) = 𝐴. 
Для самостоятельного решения предлагаем следующие примеры. Пусть 
𝑙𝑖𝑚
𝑥→𝑥0
𝛼(𝑥) = 0, 𝑙𝑖𝑚
𝑥→𝑥0




(1 + 𝛼(𝑥))𝛽(𝑥) = 0, если 𝑙𝑖𝑚
𝑥→𝑥0
𝛼(𝑥) ∙ 𝛽(𝑥) = −∞.  
Если же,  
𝑙𝑖𝑚
𝑥→𝑥0
𝛼(𝑥) ∙ 𝛽(𝑥) = +∞, то 𝑙𝑖𝑚
𝑥→𝑥0
(1 + 𝛼(𝑥))𝛽(𝑥) = +∞.  
Также, покажем применение приведенных выше свойств к исследованию 
интегралов. Здесь в следующих предложениях достаточно потребовать 
измеримости функций 𝑓, 𝑔 и суммируемости на каждом отрезке 𝐼 ⊂ (𝑎, 𝑏): 
а) если 𝑓(𝑥) = 𝑂(𝑥𝛼) (𝑥 → +∞), то при 𝑥 → +∞  
∫ 𝑓(𝑡)𝑑𝑡 = 𝑂(𝑥𝑎+1)
𝑥
0
, 𝛼 > −1, 
∫ 𝑓(𝑡)𝑑𝑡 = 𝑂(ln 𝑥),
𝑥
0
 𝛼 = −1; 
б) если 𝑓(𝑥)~𝑥𝛼  (𝑥 → +∞), то при 𝑥 → +∞  
∫ 𝑓(𝑡)𝑑𝑡~ {
𝑥𝛼+1 (𝛼 + 1), 𝛼 > −1,⁄













+ 𝑂(𝑥−2) (𝑥 → +∞). 
Тогда при 𝑥 → ∞  
"Science and Education" Scientific Journal / ISSN 2181-0842 November 2021 / Volume 2 Issue 11
www.openscience.uz 71










г) пусть  




+ 𝑂( 𝑥−𝑛−1) (𝑥 → +∞). 
Тогда при 𝑥 → +∞ 










∫  √1 + 𝑡2 𝑑𝑡 =  𝑥 +
1
2




Приведем простейшие оценки для рядов.  
Свойства 2. Пусть функция 𝑓(𝑥) непрерывна, положительна и монотонна 
при 𝑥 ≥ 0 . Тогда  





+ 𝑂(1) (𝑥 → ∞). 
Пусть 𝑓(𝑥) возрастает для определенности. Тогда 






и, суммируя эти неравенства при 1 ≤ 𝑘 ≤ 𝑛, получаем 














Тем самым свойства 2 доказано. Без доказательство приведем следующую 
предложению. 
Свойства 3. Пусть функция 𝑓(𝑥) непрерывно дифференцируема при 𝑥 ≥ 0 . 
Тогда  








𝑑𝑥 + |𝑓(0)|. 
Отметим, что свойства 2 и 3 удобны при вычислении асимптотики сумм 
типа ∑ 𝑓(𝑘),𝑛𝑘=0  если 𝑓(𝑥) растет не быстрее некоторой степени x при 𝑥 → +∞. 
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, 𝛼 > −1. 
Характеризующий этот же самый подход, касается отыскания больших 
положительных корней уравнения 𝑥𝑡𝑔 𝑥 = 1. Это уравнение можно обратить 
следующим образом: 




где 𝑛- целое, а 𝑎𝑟𝑐𝑡𝑔𝑥 принимает главное значение. Так как в этом случае 






), мы находим, что 𝑥~𝑛𝜋 при 𝑛 → ∞. Далее, 


















𝑥 = 𝑛𝜋 + 𝑂 (
1
𝑥




Применяя метод асимптотических итераций еще два раза, найдем 







 и  











В заключение отметим, что материалы, представленная в данной статье, 
упрощает изучение и применение этих символов в практических задачах. 
Обеспечивает удобство для студентов для вычислении ряда пределов и 
интегралов [1-7]. Нужно отметить, что студентами и магистрами опубликован 
ряд научных работ по этой направление [8-21]. 
В будущем, для повышения эффективности обучения предмета 
математического анализа, важно предоставить информацию о преподавании 
математики и ее применении на практике, использовании ряда передовых 
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