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Abstract
El objetivo de este trabajo es mostrar un modelo matema´tico sencillo, aplicado al ana´lisis de las redes
sociales, que potencie el intere´s de los alumnos en la asignatura Matema´ticas I. El planteamiento y la
resolucio´n de este modelo, basado en las cadenas de Markov, nos permiten ilustrar la aplicabilidad los
sistemas de ecuaciones discretas y reforzar los conceptos de autovalores, autovectores y diagonalizacio´n.
Utilizaremos el software de ca´lculo Mathematica, al que tienen acceso los estudiantes de la asignatura,
para resolver el problema, lo que facilitara´ trabajar con diversos modelos y dimensiones grandes.
The main aim of this paper is shown a mathematical model about the social networks that enhances the
interest of the Mathematics’ students that are in first course. This model is based on Markov chains.
Its approach and resolution permit to illustrate the applicability of the discrete equation systems and to
emphasize the concepts studied about eigenvalue problems and diagonalization. Furthermore, all results
are computed with the Mathematica software.
Palabras clave: Cadenas de Markov, Ana´lisis redes sociales, Aplicaciones del programa Mathematica, Modeliza-
cio´n.
Keywords: Markov Chain, Social Network Analysis, Mathematica Software Applications, Modelling.
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1. Introduccio´n
Una de las competencias que los alumnos del Grado de Ingenier´ıa Electro´nica Industrial y
Automa´tica, que se imparte en la Universitat Polite`cnica de Vale`ncia (UPV), deben adquirir
es la capacidad para la resolucio´n de problemas matema´ticos que puedan plantearse en la
ingenier´ıa, ma´s concretamente, adquirir la aptitud para aplicar los conocimientos de las distintas
ramas de las matema´ticas, en particular del a´lgebra lineal.
Con la asignatura de Matema´ticas I, que se cursa de forma anual en este grado, cubrimos
esta competencia en las a´reas de a´lgebra lineal y ca´lculo diferencial, dejando para asignaturas de
cursos posteriores el resto. Dentro de los objetivos de aprendizaje de a´lgebra lineal se encuentra
el ca´lculo matricial y, en este contexto, se analizan las cadenas de Markov cuya resolucio´n
abordamos usando la diagonalizacio´n de matrices. De esta manera, usando modelos sencillos,
pero con tema´ticas actuales y cercanas a los intereses del alumnado, podemos trabajar una
aplicacio´n de la diagonalizacio´n de matrices y a la vez aumentar su motivacio´n por la asignatura.
Existen infinidad de problemas, que en una versio´n simplificada, pueden servirnos para
mostrar la aplicabilidad de las cadenas de Markov en el aula. Algunas de la ma´s conocidas son la
modelizacio´n de los juegos de mesa (Bilisoly, 2014, Calabuig et al., 2013), la generacio´n de mapas
de videojuegos (Hartley et al., 2004) o el famoso algoritmo PageRank de Google (Barriola,
2014, Gleich, 2015, Langville y Meyer, 2011, Langville y Meyer, 2014, Page et al., 1999). En
este art´ıculo, abordaremos un ejemplo relacionado con el creciente intere´s por las redes sociales
y la actual preocupacio´n por tener la mayor repercusio´n posible en las plataformas digitales
de moda. Ma´s concretamente, nos centraremos en analizar cua´l es la mejor estrategia a seguir
para aumentar el nu´mero de seguidores Youtube. Este problema, al igual que los anteriores,
posee la ventaja que pueden complicarse y aumentar el taman˜o de las matrices, tanto como se
desee, por lo que es importante para resolverlo disponer de un software informa´tico avanzado,
como por ejemplo el programa Mathematica (Inc., 2018).
El art´ıculo se ha estructurado de la siguiente forma. En la Seccio´n 2 se presentan los conceptos
teo´ricos ba´sicos acerca de las cadenas de Markov para contextualizar el trabajo. Seguidamente,
en la Seccio´n 3 se presenta el modelo para estudiar la fidelidad de los seguidores en las redes
sociales. En la Seccio´n 4 se muestran las dos metodolog´ıas que se proponen para resolver el
modelo. Los resultados nume´ricos se analizan y se discuten en la Seccio´n 5. Finalmente, en la
Seccio´n 6 se presentan las principales conclusiones de este trabajo.
2. Teor´ıa ba´sica
Definicio´n 2.1 Un proceso o cadena de Markov discreta es una ecuacio´n en diferencias ma-
tricial
xn+1 = Axn, (1)
donde xn ∈ Rp es el vector en el tiempo n ∈ N, x0 el estado inicial, y A ∈ Rp la matriz de
transicio´n que cumple que
1. cada estado (n+1) depende exclusivamente del estado anterior n, es decir, es una ecuacio´n
en diferencias de primer orden,
2. la matriz de transicio´n A tiene todas sus entradas mayores o iguales que cero,
3. la suma elementos de cada columna de la matriz A es igual a 1.
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Proposicio´n 2.2 Dado un sistema discreto de primer orden la solucio´n del sistema viene dada
por
xn = A
nx0, (2)
donde An es la potencia n-e´sima de la matriz A.
Demostracio´n. La demostracio´n se obtiene aplicando la definicio´n del sistema de forma recu-
rrente
xn = Axn−1 = A2xn−2 = · · · = Anx0.

En los sistemas de ecuaciones discretas de primer orden, como por ejemplo en las cadenas de
Markov, y usando la proposicio´n anterior, puede calcularse la solucio´n en un estado arbitrario
xn, utilizando la potencia n-e´sima de la matriz de transicio´n. Del mismo modo, que el compor-
tamiento a largo plazo, de dicho sistema, haciendo el l´ımite de xn cuando n tiende a infinito.
El valor de equilibro de un sistema se caracteriza por permanecer invariante aunque aumente
el valor de n y se denomina estado estacionario del sistema.
No´tese que la potencia n-e´sima de la matriz de transicio´n no se calcula realizando un produc-
to de matrices, que no ser´ıa eficiente para valores altos de n, sino mediante la diagonalizacio´n
de A. Sin embargo, debido a las propiedades que tienen las matriz de las cadena de Markov,
se pueden obtener directamente el comportamiento estacionario del sistema, sin necesidad de
calcular la potencia de A (Meyn y Tweedie, 2012), como se deduce de la siguiente proposicio´n.
Proposicio´n 2.3 Sea A una matriz de transicio´n de la cadena de Markov xn = A
nx0, entonces:
1. λ = 1 es un valor propio de A.
2. Si λ 6= 1 es un valor propio de A, entonces |λ| < 1. Adema´s si x es su vector propio
asociado, entonces las componentes de x suman 0.
3. Si α es el resultado de la suma de las componentes del estado inicial x0, el valor estacio-
nario del sistema determinado por (1), es α v donde v es el vector propio asociado al valor
propio λ = 1.
De esta u´ltima propiedad, se deduce que en una cadena de Markov, el comportamiento a
largo plazo y el estado estacionario coinciden.
3. Estrategia propuesta para el nu´mero de seguidores en Youtube
En la actualidad, una de las preguntas que ma´s se hacen los jo´venes, que desean convertirse
en influencers o youtubers, o los departamentos de marketing de cualquier empresa que ges-
tione redes sociales, es co´mo conseguir ma´s seguidores en menos tiempo en plataformas como
Instagram, Youtube o Facebook.
Algunas de las estrategias ma´s conocidas son, comprar seguidores o “likes” cuando se busca
un crecimiento ra´pido, incluir hashtags tipo #followme or #followforfollow, realizar sorteos o
simplemente buscar al pu´blico objetivo con hashtags o con tendencias del sector. Esta u´ltima
estrategia conocida como “Social Engagement” sera´ en la que nos basaremos para crear el
modelo del art´ıculo.
Nuestro objetivo principal es intentar aumentar el nu´mero de seguidores en nuestros canal
de Youtube, lo que nos llevara´ a tener una mayor influencia en el pu´blico y un mayor nu´mero
de ingresos publicitarios por nuestros v´ıdeos. Para ello nos apoyamos en la premisa de que
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orientar nuestros contenidos a temas con ma´s seguidores, o donde estos son ma´s fieles, es
decir, mantienen su subcripcio´n durante ma´s tiempo, nos llevara´ a conseguir un aumento de
seguidores en nuestro canal. Por tanto, el modelo que planteamos se basa principalmente en
que la cantidad y fidelidad de los seguidores en los temas donde publicamos contenidos sera´ la
clave para aumentar nuestro nu´mero de seguidores, ya que damos por hecho que la calidad de
nuestro trabajo es adecuada y suficientemente atractiva.
El ana´lisis de este modelo nos dara´ la mejor estrategia seguir, segu´n nuestra premisa, in-
dica´ndonos los temas donde debemos crear contenidos para obtener un mayor nu´mero potencial
de seguidores en la red social que queramos posicionarnos, en nuestro caso Youtube. Planteamos
as´ı modelos con las categor´ıas y para´metros, adecuados a cada caso, de manera que variando
el valor de e´stos podemos analizar las distintas predicciones en la proporcio´n de seguidores de
nuestro canal. Como cada tema tiene un nu´mero de seguidores distintos, as´ı como distinta fi-
delidad en sus subscriptores, podemos experimentar con varios tipos de estrategias hasta llegar
a la que nos hara´ alcanzar un mayor incremento en el nu´mero de seguidores.
Supongamos, simplificando el problema, que podemos dividir todos los intereses de los subs-
criptores de una red social en n categor´ıas disjuntas entre s´ı, de forma que consideramos ca-
tegor´ıas ma´s directamente relacionadas que otras, obteniendo de estas relaciones la matriz de
transicio´n del modelo. Para establecer estas afinidades consideramos el porcentaje de usuarios
que siguen los contenidos de ambas categor´ıas a la vez. Una forma de obtener los datos de
afinidad entre categor´ıas ser´ıa utilizar sondeos entre los usuarios de cada red social y observar
la fluctuacio´n y distribucio´n, entre el nu´mero de seguidores de las distintas categor´ıas, a lo
largo el tiempo. De esta manera podremos establecer algu´n tipo de correlacio´n en las variacio-
nes observadas utilizando los datos de nuestro sondeo. Otra opcio´n es buscar en Socialblade
(https://socialblade.com) datos de las distintas redes, ya que esta web nos ofrece gran canti-
dad de informacio´n que podemos filtrar por categor´ıas (como proponemos en este caso), pa´ıses,
canales, adema´s de ordenar los datos por nu´mero de seguidores, nu´mero de visualizaciones o
utilizando la me´trica propia de la red social. Para crear el modelo de la cadena de Markov,
definimos la variable xn como el nu´mero de seguidores que tenemos de la categor´ıa x en el
tiempo t = tn y basamos la matriz de transicio´n en la fidelidad o “engagement” que tienen los
seguidores por un cierto tema y en la afinidad entre las distintas categor´ıas.
Para crear nuestro modelo-ejemplo, que se muestra a continuacio´n, nos basamos en la red
YouTube, hacemos la divisio´n en las categor´ıas principales que nos ofrece la plataforma (que
corresponden a las que ma´s subscriptores tienen) y utilizamos datos orientativos, no reales.
Para el caso de YouTube, los datos en que nos basamos se pueden obtener, por ejemplo,
entrando en su pa´gina principal. Si pulsamos el icono con tres barras horizontales (≡), aparece
una ventana como la de la Figura 1, donde se muestran los principales temas de la pa´gina.
Marcando la pestan˜a de ‘Explorar Canales’ encontramos los principales temas y el nu´mero de
subscriptores que tiene cada uno de ellos. Una visio´n de esta u´ltima pantalla se muestra en
la Figura 2. Estas categor´ıas son las siguientes: mu´sica, deportes, noticias, juegos, pel´ıculas y
humor que denotaremos como M, D, N, J, P y H, respectivamente.
En la Figura 3 esta´ representado el grafo de fidelidad en cada uno de los temas, as´ı como
las afinidades consideradas entre ellos para el ejemplo. En la figura podemos observar como
existen categor´ıas con cuyos seguidores son ma´s fieles y otras que no ‘enganchan’ tanto y por
consiguiente, sus seguidores visualizan v´ıdeos de otras tema´ticas relacionadas de forma habitual.
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Figura 1: Captura de la pa´gina web Youtube donde se muestran las principales categor´ıas.
Figura 2: Captura de la pa´gina web Youtube donde se muestran algunos de las principales categor´ıas y el nu´mero
de seguidores de estas.
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Figura 3: Grafo para el modelo de fidelidad entre 6 categor´ıas.
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En forma matricial se expresar´ıa como
Mn+1
Dn+1
Nn+1
Jn+1
Pn+1
Hn+1
 =

0.7 0 0.1 0.05 0.1 0.05
0 0.8 0.1 0 0 0.2
0.1 0 0.4 0.05 0.2 0
0 0.15 0 0.8 0.05 0.05
0.2 0 0.1 0.05 0.6 0
0 0.05 0.3 0.05 0.05 0.7


Mn
Dn
Nn
Jn
Pn
Hn
 (3)
Este modelo tan simple, se puede extender tanto como se desee o incluso se puede orientar
a varios grupos relacionados con una sola tema´tica. Por ejemplo, nos podr´ıamos centrar en la
mu´sica y se podr´ıa estudiar la fidelidad de los seguidores en los distintos tipos de mu´sica.
En la Figura 4 aparece representado un modelo ma´s pro´ximo a la realidad con 11 categor´ıas:
Viajes (Via), Deportes (De), Animales (An), Religio´n (Re), Actualidad (Ac), Mu´sica (Mu),
Videojuegos (Vid), Ciencia (Ci), Ocio (Oc), Estilo (Es), Cocina (Co). De manera ana´loga,
que considerando 6 categor´ıas, se construir´ıa la matriz de paso, cuyos datos no incluimos por
simplificar el art´ıculo.
Co
Es
Oc
Ci
Vid Mu
Ac
Re
An
De
Via
Figura 4: Grafo para el modelo de fidelidad entre 11 categor´ıas.
Obviamente, cuanto ma´s variables an˜adamos al modelo, ma´s nos acercar´ıamos a la realidad y
ma´s se complicar´ıa el problema. Mientras que el modelo con 6 categor´ıas lo podr´ıamos resolver
realizando los ca´lculos a mano, este modelo con 11 requiere herramientas informa´ticas para
su ra´pida resolucio´n. Este hecho, es interesante para incentivar que los alumnos se impliquen
activamente presentando sus propios modelos, de manera individual o en grupo, con temas de
su intere´s y construyan de forma orientativa la matriz de paso. De esta forma, se familiarizan
en la construccio´n de sistemas discretos y observan la importancia de una buena modelizacio´n.
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Otra manera de an˜adir realismo a estos modelos, ser´ıa incluir en la matriz de transicio´n
un cierto grado de aleatoriedad en la relacio´n entre los canales, como hace el PageRank. Esto
corresponder´ıa a la realidad de entrar en canales que, aunque a priori no esta´n relacionados
directamente con nuestros intereses, puedan interesarnos puntualmente, o acabemos entrando
por las recomendaciones personalizadas que nos hace la red social o por la influencia de la
publicidad, entre otros motivos.
En este caso, si consideramos n categor´ıas, la nueva matriz de transicio´n ser´ıa de la forma
A′ = αA + (1 − α)E, donde α ∈ [0, 1] y E = (1/n)Id es una matriz que nos indica, con
un factor de aleatoriedad α, que partiendo de un tema podemos llegar a n cualquier otro,
independientemente de la relacio´n existente entre ambos. En el caso que α = 1 volvemos al
modelo anterior.
4. Solucio´n del problema
Para resolver el problema ensen˜amos al alumnos dos v´ıas posibles. La primera se basa en
los resultados teo´ricos presentados en la Seccio´n 2 en los que se realiza la diagonalizacio´n de
la matriz de transicio´n. La segunda posibilidad es usar directamente los comandos de Mathe-
matica disen˜ados para trabajar con los procesos discretos de Markov. Aunque esta u´ltima sea
ma´s sencilla de ejecutar, es interesante que los alumnos tambie´n sepan poner en pra´ctica los
resultados teo´ricos. El objetivo es que conozcan ambas posibilidades de resolucio´n y realicen
una comparacio´n de los resultados obtenidos por ambos me´todos.
4.1. Usando las propiedades de las cadenas de Markov
Como ve´ıamos en la teor´ıa de las cadenas de Markov, el comportamiento a largo plazo y el
estado estacionario son siempre iguales. Por tanto, basa´ndonos en la Proposicio´n 2.3, veremos
a continuacio´n, los pasos que tenemos que realizar para calcular dicho estado.
1. Sabemos que el estado estacionario es un vector propio, asociado al valor propio 1, de la ma-
triz de transicio´n A. Calculamos los autovectores deA usando el comando Eigenvectors[A].
Indicamos a los alumnos que calculen, tambie´n, los valores propios de la matriz A con el
comando Eigenvalues[A], para asegurarse de que efectivamente el valor propio λ = 1
aparece entre ellos y que el resto de valores propios en mo´dulo son menor estrictamente
que 1. Otra alternativa es usar Eigensystem[A], que permite calcular los autovalores y
autovectores a la vez.
2. Tras obtener el vector propio asociado a 1, cualquier otro vectores mu´ltiplo de esta tambie´n
sera´ un vectores propios asociado. Por tanto, el siguiente paso consiste en es saber cual
de todos estos vectores es el estado estacionario. Para ello usamos la deduccio´n de que los
elementos que intervienen en el estado inicial debe ser iguales a los del estado final, lo que
nos indica que la suma de las componentes del estado inicial ha de ser la misma que la
suma de las componentes del estado estacionario. Para hacer esto realizamos la siguientes
declaraciones en Mathematica
suma_inicial=Sum[x0[[i]], {i, 1, Length[x0]}];
suma_final=Sum[v[[i]], {i, 1, Length[v]}];
v = v*suma_inicial/suma_final;
siendo x0 el vector con el estado inicial y v el vector propio asociado al valor propio 1.
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4.2. Usando directamente el comando de Mathematica
Por otro lado, el programa Mathematica ofrece un comando para trabajar directamente con
cadenas de Markov,
proceso=DiscreteMarkovProcess[x0,A],
al que es necesario introducir la condicio´n inicial x0 y la matriz de transicio´n A. Una vez que
esta´ definido, podemos dibujar el grafo asociado usando el comando
Graph[proceso]
y obtener mu´ltiples propiedades usando el comando
MarkovProcessProperties[proceso,"propiedad"]
En nuestro caso estaremos interesados en obtener la “LimitTransitionMatrix”, que dara´ direc-
tamente el valor el estado estacionario.
5. Resultados nume´ricos
En esta seccio´n analizaremos y compararemos los resultados nume´ricos obtenidos para dos
modelos de fidelidad: el modelo con 6 categor´ıas y el modelo con 11 categor´ıas. En ambos
casos partimos de una condicio´n inicial, X0, que representa de forma vectorial el contenido que
subimos inicialmente en la red social, asumiendo que el porcentaje de videos que subamos en
cada tema, implicara´ tener inicialmente ese porcentaje de seguidores en las diferentes categor´ıas.
Empezamos analizando el modelo de 6 categor´ıas propuesto. Para ello, utilizamos la condi-
cio´n inicial
X0 = (0, 0.5, 0, 0.3, 0, 0.2),
que representa, de forma vectorial, que inicialmente subimos a nuestro canal un 50 % de conte-
nido de Deportes, un 30 % en Juegos y un 20 % en Videos de humor.
Como cada categor´ıa tiene un nu´mero de seguidores diferente que podemos consultar, al ser
esta una informacio´n pu´blica, analizando estos datos a lo largo de un determinado per´ıodo,
obtenemos una prediccio´n del nu´mero de seguidores que se mantienen en cada categor´ıa, as´ı
como una estimacio´n de las migraciones de los subscriptores que se producen entre ellas. Con
esta informacio´n construimos la correspondiente matriz de transicio´n.
Usando cualquiera de los dos me´todos de resolucio´n obtenemos que, a largo plazo, el porcen-
taje de seguidores que tendremos en cada categor´ıa sera´ aproximadamente de 14 % en Mu´sica,
22 % en Deportes, 8 % en Noticias, 24 % en Juegos, 12 % en Cine y 18 % en Humor, de manera
que, segu´n este modelo, nos interesara´ reorientar nuestros contenidos a estos porcentajes, para
conseguir un mayor impacto entre los usuarios.
Como en una cadena de Markov, el resultado a largo plazo depende del vector propio de
la matriz de transicio´n, se puede comprobar, fa´cilmente, que cambiar la condicio´n inicial no
var´ıa el resultado final. Por lo tanto, para variar el nu´mero de seguidores en cada categor´ıa es
necesario estudiar el modelos que hemos planteado, no cambiar la condicio´n inicial del sistema.
Para observar las diferencias entre distintos tipos de modelos, ahora observamos el com-
portamiento a largo plazo considerando el modelo con 11 categor´ıas. Utilizamos el grafo que
muestra la Figura 4. Introducimos como condicio´n inicial un 100 % de contenido en la categor´ıa
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Estilo. Tras realizar los pasos necesarios para la resolucio´n, obtenemos que para este modelo las
categor´ıas que ma´s seguidores tendr´ıan son, por orden descendente: Cine, Videojuegos, Estilo
y Viajes. Vemos, por tanto, que si consideramos ma´s categor´ıas, cambian las preferencias, as´ı
como la fidelidad de los seguidores en cada categor´ıa, y por consiguiente, los resultados obteni-
dos. Vemos as´ı, que para describir la realidad, es fundamental estudiar de la forma ma´s realista
posible, tanto las categor´ıas existentes, como los para´metros de fidelidad de sus seguidores.
Como ejercicio en clase, cada alumno o grupo, podr´ıa exponer su modelo, explicando en
que se ha basado para obtener la matriz de transicio´n propuesta y comparar las diferentes
soluciones que obtiene cada uno. Por otro lado, se les puede proponer que analicen si los
resultados obtenidos son realistas lleva´ndolos a la pra´ctica. Si no lo son, es interesante analizar
que cambios podr´ıan realizar en la matriz inicial que han propuesto, para ajustar su modelo a
la evolucio´n observada en la realidad.
6. Conclusiones
En este trabajo se propone, mediante el planteamiento de un sistema lineal de ecuaciones
de primer orden discreto, un modelo sencillo para analizar el comportamiento de los seguidores
en las redes sociales, con el objetivo de potenciar el intere´s de los alumnos por la asignatura
Matema´ticas I en los grados de ingenier´ıaa. El modelo planteado se basa en las cadenas de
Markov y su resolucio´n permiten ilustrar la aplicabilidad de los sistemas de ecuaciones discretas,
as´ı como reforzar los conceptos de autovalores y diagonalizacio´n, estudiados en a´lgebra. Adema´s,
este problema tiene la ventaja de tratar un tema de actualidad que interesa a los alumnos, y
contribuye positivamente en su motivacio´n hacia las matema´ticas, ya que pueden plantear, sin
mucha dificultad, distintos modelos de acuerdo a sus intereses y necesidades. La posterior puesta
en comu´n de las diferentes ideas y planteamientos obtenidos, con el objetivo de observar como
con diferentes modelos y asignacio´n de para´metros influye en el resultado final, es un aspecto
clave que consideramos muy interesante para su formacio´n en la competencia de ana´lisis y
resolucio´n de problemas de la vida real.
Como ejemplo se han propuesto dos modelos, el primero con 6 categor´ıas para ilustrar el
procedimiento y la eleccio´n de para´metros (fiabilidad), y otro ma´s complejo y realista con 11
categor´ıas. Para la resolucio´n se han propuesto dos v´ıas: una teo´rica aplicando directamente las
propiedades de las cadenas de Markov y otra ma´s directa usando el programa Mathematica.
El uso de este software nos permite extender o complicar el problema todo lo que se desee. Por
u´ltimo, como posible extensio´n a este trabajo, se puede realizar el tratamiento posterior del
modelo, considerando, en este caso, las distintas categor´ıas como conjuntos no disjuntos.
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