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Abstract
In this paper we prove symmetry results for classical solutions of semilinear elliptic equations in the whole RN or in the exterior
of a ball, N  2, in the case when the nonlinearity is either convex or has a convex first derivative. More precisely we prove that
solutions having Morse index j N are foliated Schwarz symmetric, i.e. they are axially symmetric with respect to an axis passing
through the origin and nonincreasing in the polar angle from this axis. From this we deduce some nonexistence results for positive
or sign changing solutions in the case when the nonlinearity does not depend explicitly on the space variable.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Nous démontrons des résultats de symétrie de solutions classiques de problèmes elliptiques semilinéaires dans RN ou à
l’extérieur d’une boule dans les cas N  2 où la non-linéarité est convexe et la dérivée est aussi convexe. Plus précisément,
nous démontrons que toute solution dont l’indice de Morse est inférieur ou égal à N est à symétrie axiale et monotone relativement
à l’angle polaire. Partant de ce résultat nous déduisons des théorèmes de non-existence de solutions positives ou de solutions qui
changent de signe.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we study symmetry properties of classical C2 solutions of semilinear elliptic equations of the type,
−u= f (|x|, u) in Σ, (1.1)
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In the second case we also require the boundary condition:
u= 0 on ∂Σ. (1.2)
Throughout the paper f : Σ × R → R is locally a C1,α-function. When Σ = RN , the moving plane method can be
used to show radial symmetry of positive solutions of (1.1) under further assumptions on f and on the decay of the
solutions at infinity. The first results in this direction were derived in the famous paper of Gidas, Ni and Nirenberg
[18] and were extended in various directions in several papers (see e.g. [9,10,19] and the references therein). Other
symmetry results, using a different method based on symmetrization techniques, were obtained in [7].
Very few results are available in the case when the solution changes sign or the underlying domain is Σ =RN \B .
Indeed, the study of nodal solutions in unbounded domains presents several technical difficulties, and in many cases
(see e.g. [4,15]) these solutions form a set with a more complicated structure than the set of positive solutions.
In this paper we derive symmetry results based on Morse index information. Recently there has been a growing
interest in stable and finite Morse index solutions of elliptic equations in unbounded domains, see e.g. [11–14,16,17].
One reason for this is given by the fact that these solutions appear as “obstructions” for a priori bounds for solutions
of boundary value problems in bounded domains where variational principles often allow to control the Morse index
. Another motivation comes from boundary value problems with small diffusion as discussed in [11,12]. Here an
asymptotic description of the shape of solutions with finite Morse index is of interest, and by rescaling one is led to
analyze solutions for equations of type (1.1).
In this paper we extend the approach of [25] and [24] (see also [1]) to prove a partial symmetry result for solutions
of (1.1) and (1.2) having Morse index less than or equal to N , in the case when f (|x|, s) is either convex in the
s-variable or has its first derivative ∂f
∂s
convex in the s-variable. Under these assumptions, we are not aware of any
symmetry result of this type for solutions in unbounded domains. Moreover, we believe that our results are the first
ones which can be applied to nodal solutions. Indeed the only related prior paper seems to be [23], where convex
nonlinearities f and solutions with Morse index less than or equal to one were considered. Observe that this last
assumptions excludes nodal solutions in most examples. Another important feature of our symmetry results are that
we do not require solutions to be bounded and neither to belong to H 10 (Σ), but only that |∇u| is in L2(Σ).
By passing from bounded domains as considered in [25] and [24] to unbounded domains, we not only encounter
technical difficulties but also new phenomena since the shape of solutions depends in a subtle way both on decay
assumptions and the class of nonlinearities. In particular, we extend to unbounded domains the rotating plane method
(a variant of the moving plane method) in the case of solutions stable outside a compact set (see Definition 2.6).
We point out that our convexity assumptions are not satisfied for the Allen–Cahn nonlinearity f (u) = u−u3 and its
generalizations, for which, in contrast to our results, (1.1) on RN admits rather complicated solutions with low Morse
index. See the remarks in [11] and the references therein for a discussion of this complimentary aspect. However, one
of our results on stable solutions, Theorem 1.5 below, does not rely on convexity assumptions on f . Finally we note
that – in contrast to most of the known classification results on stable or finite Morse index solutions – we allow for
nonlinearities depending explicitly on the radial space variable |x|.
To precisely state our results we need a few definitions.
Definition 1.1. A function u ∈ C(Σ) is said to be foliated Schwarz symmetric if there is a unit vector p ∈ RN , |p| = 1
such that u(x) only depends on r = |x| and θ = arccos( x|x| · p) and u is nonincreasing in θ .
Now let us denote by Qu the quadratic form corresponding to a solution of (1.1) and (1.2), i.e.
Qu(φ,ψ)=
∫
Σ
[∇φ∇ψ − Vu(x)φψ]dx, ψ,φ ∈ C10(Σ), (1.3)
where
Vu :RN →R, Vu(x)= f ′
(|x|, u(x))= ∂f
∂u
(|x|, u(x)),
and C10(Σ) denotes the space of all C
1
-functions Σ → R with compact support strictly contained in Σ . Throughout
the paper, we will frequently use the fact that Qu is also well defined on functions in H 10 (Σ) which vanish a.e. outside
a compact set.
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• is stable if Qu(ψ,ψ) 0 for all ψ ∈ C10(Σ);
• has Morse index equal to K  1 if K is the maximal dimension of a subspace X of C10(Σ) such that
Qu(ψ,ψ) < 0 for all ψ ∈X \ {0}.
These definitions of stability and Morse index were used in the papers [11–14,17] where many interesting results
for stable and finite Morse index solutions were obtained. Our first results are the following.
Theorem 1.3. Suppose that f (|x|, s) has a convex derivative f ′(|x|, s) = ∂f
∂s
(|x|, s) for every x ∈ Σ . Then every
solution u of (1.1) and (1.2) with |∇u| ∈ L2(Σ) and Morse index j N is foliated Schwarz symmetric.
Theorem 1.4. Suppose that f (|x|, s) is convex in the s-variable for every x ∈ Σ . Then every solution u of (1.1) and
(1.2) with |∇u| ∈ L2(Σ) and Morse index j N is foliated Schwarz symmetric.
Theorem 1.3 extends the main result in [25] to unbounded radial domains. Theorem 1.4 extends the results of [24]
not only to unbounded domains but also to solutions of Morse index greater than one (but less than N ). So even for
the case of a ball or an annulus in RN – to which the proof of Theorem 1.4 could easily be adapted – this symmetry
result is new. It is easy to see that these results also apply to RN \B if u≡ c on ∂B , c a real constant.
The proofs of Theorems 1.3 and 1.4 are technically quite complicated. However, to explain the strategy of the
proofs, we point out that the crucial point to prove the Schwarz symmetry of the solution is Proposition 2.5 which
gives a sufficient condition for this kind of symmetry. More precisely it asserts that if there exists a direction e such
that u is symmetric with respect to the hyperplane H(e) = {x ∈ RN : x · e = 0} and the solution is stable in the half
domain Σ(e) = {x ∈ Σ : x · e > 0} then u is foliated Schwarz symmetric. Therefore it is reasonable to expect that if
the Morse index in the whole domain is not too high (i.e. less or equal to N ), then this stability property holds at least
in one half domain Σ(e). This is indeed what we succeed to prove using the convexity assumptions on the nonlinear
term f .
We remark that under the assumptions of Theorem 1.3 or 1.4 there are only two possibilities, namely either the
solution is radially symmetric or is strictly monotone in the polar angle. This can be proved as in the case of a bounded
radial domain, see [24]. As discussed in Section 5 below, we expect that both cases occur in particular examples. In
contrast, stable solutions u are radially symmetric even without any convexity assumption on the nonlinearity f .
Indeed we have:
Theorem 1.5. Every stable solution u of (1.1) and (1.2) such that |∇u| ∈ L2(Σ) is radial. If in addition Σ =RN and
f does not depend on |x| then u is constant.
This theorem generalizes and complements results on stable solutions obtained in [8] and [11]. The main difference
here is the fact that we also consider the domain RN \B and allow |x|-dependence of the nonlinearity. We stress again
that in Theorems 1.3–1.5 we do not assume boundedness of the solution u.
In the case when f does not depend on |x|, we can deduce nonexistence results from Theorems 1.3 and 1.4.
Theorem 1.6. Assume that Σ = RN and f = f (s), i.e., f does not depend on x and that either f is convex or f ′ is
convex. Then there are no sign changing solutions u of (1.1), with
|∇u| ∈ L2(RN ), u(x)→ 0 as |x| → ∞,
and Morse index j N .
Theorem 1.7. Assume that Σ =RN \B and f = f (s), i.e., f does not depend on x and that either f is convex or f ′
is convex. Then there are no solutions u – neither positive nor sign changing – of (1.1) and (1.2) with
|∇u| ∈ L2(Σ), u(x)→ 0 as |x| → ∞
and Morse index j N .
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have to be excluded. This part is more difficult and requires additional ideas.
Our results apply obviously to many nonlinear problems. In particular to semilinear elliptic equations of the type:
−u= |u| 4N−2 u in RN , (1.4)
where N  3, and
−u+ u= |u|σ u, u ∈H 1(RN ) or u ∈H 10 (RN \B), (1.5)
where σ > 0 and σ < 4
N−2 if N > 3.
In particular the nonexistence result of Theorem 1.6 applies to the case of the critical power nonlinearity (1.4)
which satisfies the hypothesis that f ′ is convex for 3N  6. In this case the assumptions,
|∇u| ∈ L2(Σ), u(x)→ 0 as |x| → ∞, (1.6)
are automatically satisfied since it is proved in [17] that every classical solution u with finite Morse index belongs to
the space D1,2(RN)∩L∞(RN) where D1,2(RN) is defined as the completion of C∞0 (RN) in the norm |v|D1,2(RN) =|∇v|L2(RN). Moreover, Theorem 1.6 can be improved in this case, see Section 5 below. We believe that the properties
(1.6) hold for finite Morse index solutions corresponding to a more general class of nonlinearities, although they are
certainly not satisfied in the case of the Allen–Cahn nonlinearity f (u)= u− u3.
Moreover, because we can allow the nonlinearity to depend on |x| also nonautonomous problems of the type:
−u+ V (|x|)u= |u|σ u, u ∈H 1(RN ) or u ∈H 10 (RN \B), (1.7)
where σ > 0 and σ < 4
N−2 if N > 3, can be considered. All these applications will be discussed in Section 5.
The outline of the paper is the following. In Section 2 we state or prove some preliminary results, in Section 3 we
prove Theorems 1.3, 1.4 and 1.5. In Section 4 we prove the nonexistence results of Theorems 1.6 and 1.7. Finally,
in Section 5 we discuss some examples and in Appendix A we include a short appendix where we prove a (uniform)
regularity property of the solutions we consider.
Finally, we point out some recent complementary work on symmetry properties of solution to (1.1), (1.2) which
are characterized as minimizers subject to one or multiple integral constraints, see [3,27,28,22] and the references
therein. The results and methods of these papers are somewhat different to our approach, since they crucially rely on
the minimizing property of the solution.
2. Preliminary results
We fix some general notation. Throughout the paper, BR denotes the ball in RN with radius R > 0 centered at the
origin. For an arbitrary subset Ω ⊂RN , we let χΩ :RN →R denote the characteristic function of Ω , i.e., χΩ(x)= 1
for x ∈Ω and χΩ(x) = 0 for x ∈ RN \Ω . To avoid complicated notation, we denote the restriction of χΩ to arbitrary
subsets of RN again by χΩ .
If Ω is a domain, we let C10(Ω) denote the space of all C
1
-functions on Ω with compact support strictly contained
in Ω . For any real valued function w, we let w+ = max{w,0} and w− = min{w,0} denote the positive and the
negative part of w, respectively.
We introduce a family of cutoff functions which we will use frequently throughout the paper. For this we fix a
C∞-function ξ defined on [0,∞) such that 0 ξ  1, and
ξ(t)=
{1 if 0 t  1,
0 if t  2.
For R > 0, we then define:
ξR ∈ C∞0
(
R
N
)
, ξR(x)= ξ
( |x|
R
)
. (2.1)
To avoid complicated notation, we denote the restriction of ξR to arbitrary subsets of RN again by ξR .
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Lemma 2.1. Let Ω be a domain in RN , N  2, and ϕ ∈ C2(Ω) a positive function such that
−ϕ − V (x)ϕ = 0 in Ω, (2.2)
where V (x) ∈ L∞loc(Ω). Then there cannot exist any function ψ ∈ C10(Ω) \ {0} such that∫
Ω
|∇ψ |2 − V (x)ψ2(x) dx  0. (2.3)
Proof. Arguing by contradiction let us assume that there exists ψ ∈ C10(Ω) \ {0} satisfying (2.3). Then the function
σ = ψ
ϕ
belongs to C10(Ω) and ψ = σϕ. Hence, from (2.3) we have:∫
Ω
∣∣∇(σϕ)∣∣2 − V (x)(σϕ)2 dx = ∫
Ω
ϕ2|∇σ |2 + 2σϕ∇σ · ∇ϕ + σ 2|∇ϕ|2 − V (x)ϕ2 dx  0. (2.4)
On the other side multiplying (2.2) by σ 2ϕ and integrating we get∫
Ω
σ 2|∇ϕ|2 + 2σϕ∇σ · ∇ϕ − V (x)σ 2ϕ2 dx = 0. (2.5)
From (2.4) and (2.5) we obtain: ∫
Ω
ϕ2|∇σ |2 dx  0,
which implies that ∇σ = 0 in Ω . Hence σ is constant in Ω and thus it must be identically zero because belongs to
C10(Ω), then also ψ = 0 and the assertion follows (see also [5]). 
From now on, we let u be a fixed solution of (1.1) and (1.2). By elliptic regularity theory u ∈ C3,α(Σ), for some
α > 0.
We introduce some more notation. Let S be the unit sphere in RN , S = {x ∈RN : |x| = 1}. For a unit vector e ∈ S
we consider the hyperplane H(e) = {x ∈ RN : x · e = 0} and the open half domain Σ(e) = {x ∈ Σ : x · e > 0}, which
is a half space if Σ =RN . We write σe :Σ →Σ for the reflection with respect to H(e), that is σe(x) = x − 2(x · e)e
for every x ∈ Σ . Note that H(−e) = H(e) and Σ(−e) = σe(Σ(e)) = −Σ(e) for every e ∈ S . For a given direction
e ∈ S let us denote by we the difference between u and its reflection with respect to the hyperplane H(e), i.e. we(x)=
u(x)− u(σe(x)). It is easy to see that we solves the linear problem:{−we = Ve(x)we in Σ,
we = 0 on ∂Σ, (2.6)
where
Ve(x) =
1∫
0
f ′
(|x|, tu(x)+ (1 − t)u(σe(x)))dt, x ∈Σ. (2.7)
Moreover, we ≡ 0 on H(e) since we is odd with respect to the reflection at H(e). We consider the quadratic form
associated to the potential Ve(x) defined in (2.7), i.e.:
Qe(φ,ψ)=
∫
Σ
[∇φ∇ψ − Ve(x)φψ]dx, φ,ψ ∈ C10(Σ).
In the sequel, for any direction e ∈ S we also consider the even part of the potential Vu(x) = f ′(|x|, u) relative to the
reflection at the hyperplane H(e), i.e. we define:
Ves(x)= 1
[
f ′
(|x|, u(x))+ f ′(|x|, u(σe(x)))], x ∈Σ. (2.8)2
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Qes(φ,ψ)=
∫
Σ
[∇φ∇ψ − Ves(x)φψ]dx, φ,ψ ∈ C10(Σ).
In the case where f ′ is convex, by (2.7) we easily have the inequality:
Ve(x)
1∫
0
tf ′
(|x|, u(x))+ (1 − t)f ′(|x|, u(σe(x)))dt
= 1
2
[
f ′
(|x|, u(x))+ f ′(|x|, u(σe(x)))]= Ves(x) (2.9)
for all x ∈Σ , which yields,
Qes(ψ,ψ)Qe(ψ,ψ) for all ψ ∈ C10(Σ). (2.10)
We point out that the quadratic forms Qu (recall (1.3) for the definition), Qe and Qes are also well defined on functions
in H 10 (Σ) which vanish a.e. outside a bounded subset of Σ , and that (2.10) still holds in this class of functions. We
proceed with some estimates which we need later.
Lemma 2.2. Suppose that |∇u| ∈ L2(Σ), and let e ∈ S . Then
1
R2
∫
B2R\BR
w2e → 0 as R → ∞.
Proof. For matters of convenience, we extend we by zero in RN \Σ . Without loss of generality, we may assume that
e = e1 is the first coordinate vector, so that
we(x)= u(x1, x′)− u(−x1, x′)=
1∫
−1
∂x1u(tx1, x
′)x1 dt
for x = (x1, x′) ∈ RN with x′ = (x2, . . . , xN). For r, s ∈ [0,∞] we put:
C(r, s) :=
{
x = (x1, x′) ∈RN : |x1| 2r, |x′|
√
3
4
s
}
and
D(r, s) :=
{
x = (x1, x′) ∈ RN : r2  |x1| s
}
.
Let  > 0. Since |∇u| ∈ L2(Σ), we may fix δ > 0 such that
16δ
∫
RN
[
∂x1u(x)
]2
dx <

24
and r0, s0 > 0 such that
64
∫
C(∞,s0)
[
∂x1u(x)
]2
dx <

3
and 16
∫
D(δr0,∞)
[
∂x1u(x)
]2
dx <

24
.
Then for r > r0 we have by Minkowski’s inequality:
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w2e (x) dx =
∫
C(r,s0)
( 1∫
−1
∂x1u(tx1, x
′)x1 dt
)2
dx

( 1∫
−1
( ∫
C(r,s0)
[
∂x1u(tx1, x
′)x1
]2
dx
) 1
2
dt
)2
 4r2
( 1∫
−1
( ∫
C(∞,s0)
[
∂x1u(tx1, x
′)
]2
dx
) 1
2
dt
)2
= 4r2
( 1∫
−1
|t |− 12
( ∫
C(∞,s0)
[
∂x1u(x)
]2
dx
) 1
2
dt
)2
= 64r2
∫
C(∞,s0)
[
∂x1u(x)
]2
dx  
3
r2.
Moreover, for r > r0, by a similar argument,
∫
D(r,2r)
w2e (x) dx  4r2
( 1∫
−1
( ∫
D(r,2r)
[
∂x1u(tx1, x
′)
]2
dx
) 1
2
dt
)2
 4r2
( 1∫
−1
|t |− 12
( ∫
D(|t |r,2|t |r)
[
∂x1u(x)
]2
dx
) 1
2
dt
)2
 4r2
([ ∫
RN
[
∂x1u(x)
]2
dx
] 1
2
δ∫
−δ
|t |− 12 dt +
[ ∫
D(δr0,∞)
[
∂x1u(x)
]2
dx
] 1
2
1∫
−1
|t |− 12 dt
)2
 4r2
(
4
√
δ
[ ∫
RN
[
∂x1u(x)
]2
dx
] 1
2 + 4
[ ∫
D(δr0,∞)
[
∂x1u(x)
]2
dx
] 1
2
)2
<
2
3
r2.
Hence there exists r0 > 0 such that ∫
C(r,s0)∪D(r,2r)
w2e (x) r2 for r  r0.
Since
B2R \BR ⊂ C(R, s0)∪D(R,2R) for R > s0,
the claim now follows. 
Lemma 2.3. Suppose that |∇u| ∈ L2(Σ). Let e ∈ S , and let Ω ⊂Σ(e) be a ( possibly unbounded ) open set such that
we|∂Ω ≡ 0. Then
(i) lim supR→∞ Qe(weχΩξR,weχΩξR) 0.
(ii) If f is convex in the second variable and we does not change sign in Ω , then
lim sup
R→∞
Qu(weχΩξR,weχΩξR) 0.
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weχΩξR belongs to H 10 (Σ) for R > 0 by Theorem IX.17 in [6] and vanishes a.e. outside a bounded subset of Σ .
Hence the quadratic form Qu is well defined on these functions.
Proof. Let vR :=weχΩξR for R > 0. We start with:
(i) We have
Qe(vR, vR)=
∫
Σ
(|∇vR|2 − Ve(x)v2R)dx =
∫
Ω
(∣∣∇(weξR)∣∣2 − Ve(x)w2e ξ2R)dx,
while, by (2.6) and since we|∂Ω ≡ 0,∫
Ω
Ve(x)w
2
e ξ
2
R dx = −
∫
Ω
(we)weξ
2
R dx =
∫
Ω
∇we∇
(
weξ
2
R
)
dx. (2.11)
Combining this, we obtain:
Qe(vR, vR)=
∫
Ω
(∣∣∇(weξR)∣∣2 − ∇we∇(weξ2R))dx =
∫
Ω
w2e |∇ξR|2 dx 
c
R2
∫
B2R\BR
w2e ,
with a constant c > 0 independent of R, so the r.h.s. tends to zero as R → ∞ by Lemma 2.2. Hence (i) holds.
(ii) We may assume that we|Ω is nonnegative. By the convexity of f , we have:
Ve(x)we(x)= f
(|x|, u(x))− f (|x|, u(σe(x))) f ′(|x|, u(x))we(x)
= Vu(x)we(x) for all x ∈Σ .
Multiplying this inequality with the nonnegative function vRξR and integrating, we obtain:∫
Σ
Vu(x)v
2
R dx =
∫
Σ
Vu(x)wevRξR dx 
∫
Σ
Ve(x)wevRξR dx
=
∫
Ω
Ve(x)w
2
e ξ
2
R dx =
∫
Ω
∇we∇
(
weξ
2
R
)
dx,
where the last equality follows as in (2.11). We thus have:
Qu(vR, vR)
∫
Ω
(|∇weξR|2 − ∇we∇(weξ2R))dx =
∫
Ω
w2e |∇ξR|2 dx
 c
R2
∫
B2R\BR
w2e → 0 as R → ∞,
again by Lemma 2.2. Similar computation applies when we is negative. Hence (ii) holds. 
Lemma 2.4. Suppose that for every unit vector e ∈ S we have either u(x)  u(σe(x)) for all x ∈ Σ(e) or
u(x) u(σe(x)) for all x ∈Σ(e). Then u is foliated Schwarz symmetric.
Proof. Let r > 0 and p ∈ S such that Sr = {x ∈ RN : |x| = r} ⊂ Σ and u(rp) = maxSr u. We define T +p = {e ∈ S:
e · p > 0} and T −p = {e ∈ S: e · p < 0}. It suffices to show that
u(x) u
(
σe(x)
)
for all x ∈Σ(e) (2.12)
whenever e ∈ T +p . Indeed this would imply that the reverse inequality holds for e ∈ T −p , so that u is axially symmetric
about the axis with direction p. The angular monotonicity follows also by the same inequalities.
So fix e ∈ T +p and consider the difference we = u− u ◦ σe in Σ(e). By assumption, we may distinguish two cases:
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we ≡ 0. On the other hand we(rp) 0 because u(rp) is the maximum of u in Sr . Hence we ≡ 0, so (2.12) follows.
Case 2. we  0 in Σ(e). Then (2.12) follows directly. 
Proposition 2.5. Suppose that |∇u| ∈ L2(Σ). Suppose further that there exists e ∈ S such that u is symmetric with
respect to the hyperplane H(e), and
inf
ψ∈C10 (Σ(e))
Qu(ψ,ψ) 0. (2.13)
Then u is foliated Schwarz symmetric.
Proof. After a rotation, we may assume that e = e2 = (0,1, . . . ,0), hence H(e) = {x ∈ RN : x2 = 0}. We want
to apply Lemma 2.4, so we consider an arbitrary unit vector e′ ∈ S different from ±e. After another orthogonal
transformation which leaves e2 and H(e2) invariant, we may assume that e′ = (cosη0, sinη0,0, . . . ,0) for some η0 ∈
(−π2 , π2 ). Now we choose new coordinates, replacing x1, x2 by polar coordinates r, η with x1 = r cosη, x2 = r sinη,
and leaving x˜ := (x3, . . . , xN) unchanged. Then the derivative of u with respect to η – denoted by uη – satisfies:{−uη = Vu(x)uη in Σ(e2),
uη = 0 on ∂Σ(e2).
We claim that uη does not change sign in Σ(e2). For this we first note that, by (2.13), Qu defines a (semidefinite)
scalar product on C10(Σ(e2)), and the corresponding Cauchy–Schwarz-inequality yields:
Qu(ψ,ρ)
2 Qu(ψ,ψ)Qu(ρ,ρ) for all ψ,ρ ∈ C10
(
Σ(e2)
)
. (2.14)
By density, this is also true if ψ , ρ are H 10 (Σ(e2))-functions vanishing a.e. outside a bounded set. We consider ξR as
defined in (2.1) and, for R > 0,
vR ∈H 10
(
Σ(e2)
)
, vR(x)= ξR(x)u+η (x) for x ∈Σ(e2).
We also fix φ ∈ C∞0 (Σ(e2)). Then (2.14) yields:( ∫
Σ(e2)
(∇u+η ∇φ − Vu(x)u+η φ)dx
)2
= lim
R→∞Qu(vR,φ)
2
Qu(φ,φ) lim sup
R→∞
Qu(vR, vR). (2.15)
Moreover, since∫
Σ
|∇vR|2 −
∫
Σ(e2)
(
u+η
)2|∇ξR|2 dx =
∫
Σ(e2)
∇u+η ∇
(
u+η ξ2R
)
dx
=
∫
Σ(e2)
∇uη∇
(
u+η ξ2R
)
dx =
∫
Σ(e2)
[−uη]u+η ξ2R dx
=
∫
Σ(e2)
Vu(x)
[
u+η
]2
ξ2R dx =
∫
Σ
Vu(x)v
2
R dx,
we have:
Qu(vR, vR)=
∫
Σ
(|∇vR|2 − Vu(x)v2R)dx =
∫
Σ(e2)
(
u+η
)2|∇ξR|2 dx
 1
R2
∫
u2η dx 
1
R2
∫
|x|2|∇u|2 dx  2
∫
|∇u|2 dx.B2R\BR B2R\BR B2R\BR
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Σ(e2)
(∇u+η ∇φ − Vu(x)u+η φ)dx = 0,
by (2.15). Since φ ∈ C∞0 (Σ(e2)) was chosen arbitrarily, we conclude that u+η is a solution of −u+η = Vuu+η in Σ(e2).
By the unique continuation principle, this implies u+η ≡ uη or u+η ≡ 0, so that uη does not change sign in Σ(e2), as
claimed.
Finally, arguing exactly as in Proposition 2.3 in [25], we deduce that either u(x) u(σe′(x)) for all x ∈ Σ(e′), or
u(x) u(σe′(x)) for all x ∈Σ(e′). Then the foliated Schwarz symmetry follows from Lemma 2.4. 
Now we need to recall the following definition from [11,12,17]:
Definition 2.6. The solution u of (1.1) and (1.2) is said to be stable outside a compact set K ⊂Σ if Qu(ψ,ψ) 0 for
all ψ ∈ C10(Σ \ K) where Qu is the quadratic form defined in (1.3).
As shown in [11,12,17], we have:
Remark 2.7. If u has finite Morse index, then u is stable outside a compact set K ⊂Σ .
Using the stability outside a compact set, we now derive the following proposition by means of a rotating plane
argument.
Proposition 2.8. Suppose that |∇u| ∈ L2(Σ), and that u is stable outside a compact set K ⊂Σ . Suppose furthermore
that f ′ or f is convex in the second variable, and that there exists a direction e ∈ S such that
we(x) < 0 ∀x ∈Σ(e) or we(x) > 0 ∀x ∈Σ(e). (2.16)
Then there exists another direction e′ ∈ S such that we′ ≡ 0 (i.e. u is symmetric with respect to the hyperplane H(e′)),
and
inf
ψ∈C10 (Σ(e′))
Qu(ψ,ψ) 0. (2.17)
Proof. Let us assume that e = (0,0, . . . ,0,1) and we(x) < 0 in Σ(e). We start rotating the hyperplane H(e) with this
condition. Hence we set eθ = (sin θ,0, . . . ,0, cos θ) for θ  0, so that e0 = e. We also use the abbreviations:
Σθ := Σ(eθ )= {x ∈Σ : x1 sin θ + xN cos θ > 0}, and
wθ := weθ , Hθ :=H(eθ ).
Then we define:
θ˜ = sup{θ ∈ [0,π): wθ ′  0 in Σθ ′ for all θ ′ ∈ [0, θ)}.
We observe that, by continuity, wθ˜  0 and hence θ˜ < π , because wπ = −w0 > 0 in Σπ = −Σ0.
We would like to prove that wθ˜ ≡ 0 in Σθ˜ . Arguing by contradiction we assume that wθ˜ = 0, so that by the strong
maximum principle wθ˜ < 0 in Σθ˜ . Moreover applying the Hopf Lemma on the hyperplane Hθ˜ , where wθ˜ vanishes,
we have:
∂wθ˜
∂eθ˜
(x) < 0 ∀x ∈Hθ˜ ∩Σ. (2.18)
Since by hypothesis u is stable outside a compact set, there exists R0 > 0 such that
Qu(ψ,ψ) 0 for every ψ ∈ C10(Σ \BR0). (2.19)
We fix R1 >R0, and we claim that there exists 1 > 0 such that
w ˜ (x) 0 in BR1 ∩Σ ˜ ∀ ∈ [0, 1). (2.20)θ+ θ+
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to hold in Bδ for the operator −− Ve
θ˜+ (x) for sufficiently small  > 0. We first show that
wθ˜+(x) 0 in BR1 ∩ (Σθ˜+ \Bδ) ∀ ∈ [0, 1). (2.21)
If (2.21) is not true, we have sequences n → 0 and xn ∈ BR1 ∩ (Σθ˜+n \Bδ) such that wθ˜+n(xn) > 0. After passing
to a subsequence, xn → x0 ∈ BR1 ∩ (Σθ˜ \Bδ) and wθ˜ (x0) = 0, hence x0 ∈ Hθ˜ . Since wθ˜+n(x) = 0 on Hθ˜+n and
wθ˜+n(xn) > 0, there should be points ξn on the line segment joining xn with Hθ˜+n and perpendicular to Hθ˜+n , such
that
∂w
θ˜+n
∂e
θ˜+n
(ξn) > 0. Passing to the limit we get
∂w
θ˜
∂e
θ˜
(x0) 0 in contradiction with (2.18). So we get (2.21).
By the strong maximum principle, the definition of Bδ and (2.21) we get wθ˜+n  0 also in BR1 ∩Σθ˜+ ∩Bδ and
hence (2.20) holds.
If Σ =RN by the same argument, directly from (2.18) we get (2.20).
Now we want to prove that
wθ˜+  0 in Σθ˜+ for all  ∈ [0, 1). (2.22)
We recall that the function wθ˜+ satisfies:
−wθ˜+ − Ve,θ˜+(x)wθ˜+ = 0 in Σθ˜+ . (2.23)
Because R0 < R1, by (2.20) the function v := w+
θ˜+χΣθ˜+ has its support strictly contained in Σθ˜+ \ BR0 .
We claim that
v ≡ 0. (2.24)
We first consider the case where f is convex in the second variable, and we let φ ∈ C∞0 (Σθ˜+ \BR0). By (2.19), Qu
defines a (semidefinite) scalar product on C10(Σ \BR0), and the corresponding Cauchy–Schwarz-inequality yields:
Qu(ψ,ρ)
2 Qu(ψ,ψ)Qu(ρ,ρ) for all ψ,ρ ∈ C10(Σ \BR0).
By density, this is also true if ψ , ρ are H 10 (Σ \ BR0)-functions vanishing a.e. outside a bounded set. Consequently,
we obtain:
Qu(vξR,φ)
2 Qu(vξR, vξR)Qu(φ,φ) for R > 0, (2.25)
where ξR is defined in (2.1). By Lemma 2.3(ii), we have:
lim sup
R→∞
Qu(vξR, vξR) 0.
Combining this with (2.25), we find that∫
Σ
θ˜+\BR0
(∇v∇φ − Vu(x)vφ)dx = lim
R→∞Qu(vξR,φ)= 0.
Since φ ∈ C∞0 (Σθ˜+ \BR0) was chosen arbitrarily, we conclude that v is a solution of,
−v − Vu(x)v = 0 in Σθ˜+ \BR0 .
Then however v = w+
θ˜+Σθ˜+ ≡ 0 by the unique continuation principle, since w
+
θ˜+(x) ≡ 0 in BR1 ∩Σθ˜+ by (2.20)
and R1 >R0. Hence (2.24) holds.
Next we consider the case where f ′ is convex in the second variable. Since every function τ ∈ C10(Σθ˜+ \BR0) can
be extended to an odd function τ˜ ∈ C10(Σ \BR0) with respect to the reflection at Hθ˜+ , we have by (2.10) and (2.19):
Qe
θ˜+ (τ, τ )Qeθ˜+s(τ, τ )=
1
2
Qu(τ˜ , τ˜ ) 0 for all τ ∈ C10(Σθ˜+ \BR0).
Hence Qe
θ˜+ defines a (semidefinite) scalar product on C10(Σθ˜+ \ BR0), and the corresponding Cauchy–Schwarz
inequality reads:
Qe ˜ (ψ,ρ)
2 Qe ˜ (ψ,ψ)Qe ˜ (ρ,ρ), (2.26)θ+ θ+ θ+
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φ ∈ C∞0 (Σθ˜+ \BR0). By Lemma 2.3(i), we have:
lim sup
R→∞
Qe
θ˜+ (vξR, vξR) 0.
Combining this with (2.26), we find that∫
Σ
θ˜+\BR
(∇v∇φ − Ve
θ˜+ (x)vφ
)
dx = lim
R→∞Qeθ˜+ (vξR,φ)= 0.
Since φ ∈ C∞0 (Σθ˜+ \BR0) was chosen arbitrarily, we conclude that v is a solution of,
−v − Ve
θ˜+ (x)v = 0 in Σθ˜+ \BR0 .
As above, this implies (2.24) by the unique continuation principle.
As a consequence of (2.24), we have got (2.22). Then the definition of θ˜ implies that wθ˜ ≡ 0. Moreover, since
−wθ > 0 in Σθ for any θ ∈ [0, θ˜ ), Lemma 2.1 implies that
inf
ψ∈C10 (Σθ )
Qeθ (ψ,ψ) 0 ∀θ ∈ [0, θ˜ ).
Then, by continuity, also Qe
θ˜
(ψ,ψ) 0 for all ψ ∈ C10(Σθ˜ ), and by the symmetry of u with respect to Hθ˜ we have
that (2.17) holds for e′ = eθ˜ . 
Next we have:
Lemma 2.9. If
inf
ψ∈C10 (Σ(e))
Qu(ψ,ψ) < 0 ∀e ∈ S, (2.27)
then there exists R > 0 such that, for any e ∈ S , the first eigenvalue λ1(ΣR(e),Vu) of the operator −−Vu(x) in the
domain ΣR(e) := BR ∩Σ(e) with zero Dirichlet boundary conditions is negative.
Proof. Arguing by contradiction we assume that there exist sequences Rn → ∞ and {en} ⊂ S such that
λ1(ΣRn(en),Vu) 0. Passing to a subsequence, we have en → e˜ ∈ S as n→ ∞. Then
inf
ψ∈C10 (Σ(e˜))
Qu(ψ,ψ) 0; (2.28)
otherwise there would exist ψ˜ ∈ C10(Σ(e˜)) such that Qu(ψ˜, ψ˜) < 0 and hence for n sufficiently large λ1(ΣRn(en),Vu)
would be negative.
Since (2.28) contradicts (2.27) we get the assertion. 
We conclude this section with a property of solutions of Morse index less or equal to N of (1.1) and (1.2) which
holds without requiring any hypothesis on the nonlinearity f (|x|, s) except for being locally a C1,α-function.
Proposition 2.10. Suppose that u has Morse index j N . Then there exists e ∈ S such that
inf
ψ∈C10 (Σ(e))
Qu(ψ,ψ) 0. (2.29)
Proof. The statement is obvious if the Morse index is j = 1. In this case, for every e ∈ S , Qu(ψ,ψ) must be nonneg-
ative either in C10(Σ(e)) or in C
1
0(Σ(−e)); otherwise there would exist two functions ψe and ψ−e supported in Σ(e)
and Σ(−e), respectively, such that Qu(ψe,ψe) < 0 and Qu(ψ−e,ψ−e) < 0. Since ψe and ψ−e have disjoint supports,
the Morse index would then be at least two.
So we assume that j  2. By definition, j is the maximal dimension of a subspace Xj :=
span{ψ1, . . . ,ψj } ⊂ C10(Σ) such that Qu(ψ,ψ) < 0 for any ψ ∈ Xj \ {0}. Taking a ball Bρ with radius ρ suffi-
ciently large to contain the supports of all ψi , i = 1, . . . , j , we deduce that in Bρ ∩Σ the operator −−Vu(x) admits
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Let us denote by ϕ1, ϕ2, . . . , ϕj ∈ H 10 (Bρ ∩ Σ) L2-orthonormal eigenfunctions of − − Vu(x) corresponding to
λ1, λ2, . . . , λj , respectively.
Now assume, arguing by contradiction, that (2.29) does not hold. Then by Lemma 2.9 we can find a ball BR such
that, for any e ∈ S , the first eigenvalue λ1(ΣR(e),Vu) of the operator − − Vu(x) in ΣR(e) = BR ∩ Σ(e) with
zero Dirichlet boundary condition is negative. We denote by ϕe ∈ H 10 (ΣR(e)) the unique positive L2-normalized
eigenfunction corresponding to λ1(ΣR(e),Vu) < 0.
Since the eigenvalues are strictly decreasing with respect to their domain we can take R or ρ larger so to have
R = ρ in the previous definitions. Then for every e ∈ S we define ψe ∈H 10 (Σ ∩BR) by:
ψe(x)=
⎧⎪⎪⎨
⎪⎪⎩
(
∫
ΣR(−e) ϕ−eϕ1 dx∫
ΣR(e)
ϕeϕ1 dx
)
1
2 ϕe(x), x ∈ΣR(e),
−(
∫
ΣR(e)
ϕeϕ1 dx∫
ΣR(−e) ϕ−eϕ1 dx
)
1
2 ϕ−e(x), x ∈ΣR(−e).
It is easy to see that e →ψe is an odd and continuous function from S to H 10 (Σ ∩BR). Moreover, by construction,∫
Σ∩BR
ψe(x)ϕ1(x) dx = 0 for all e.
We now consider the map:
h : S∗ → Rj−1, h(e)=
[ ∫
Σ∩BR
ψe(x)ϕ2(x) dx, . . . ,
∫
Σ∩BR
ψe(x)ϕj (x) dx
]
.
Since h is an odd and continuous map and N  j , h must have a zero by the Borsuk–Ulam Theorem.
Hence there is e ∈ S such that ψe is L2-orthogonal to ϕ1, . . . , ϕj . Moreover,
Qu(ψe,ψe)=
∫
ΣR(−e) ϕ−eϕ1 dx∫
ΣR(e)
ϕeϕ1 dx
λ1
(
ΣR(e),Vu
)+
∫
ΣR(e)
ϕeϕ1 dx∫
ΣR(−e) ϕ−eϕ1 dx
λ2
(
ΣR(−e),Vu
)
< 0,
against the fact that
inf
v∈H 10 (BR∩Σ)\{0}〈v,ϕ1〉=···=〈v,ϕj 〉=0
Qu(v, v)∫
Bρ
v2(x) dx
= λj+1  0.
This contradiction proves the assertion. 
3. Proofs of the symmetry results
As before, we consider a fixed solution u of (1.1) and (1.2) with Morse index j N . We start with the:
Proof of Theorem 1.3. Let S∗ ⊂ S be defined by:
S∗ =
{
e ∈ S: we(x)≡ 0 in Σ and inf
ψ∈C10 (Σ(e))
∫
Σ(e)
|∇ψ |2 − Vu(x)ψ2 dx < 0
}
,
where, as before, we(x)= u(x)− u(σe(x)). Then S∗ is a symmetric subset of S with respect to the origin. We define
k as the largest integer such that there exist k orthogonal directions e1, . . . , ek ∈ S∗. We claim that k  j − 1. Indeed,
for every i = 1, . . . , k there exists a sufficiently large ball BRi such that the first Dirichlet eigenvalue λ1(Vu,ΣRi (ei))
of the operator −− Vu in the domain ΣRi (ei) = BRi ∩Σ(ei) is negative. Then, taking R¯ = maxi=1,...,k Ri > 0, we
have that λ1(Vu,ΣR¯(ei)) < 0 for every i. Let, for i = 1, . . . , k, ϕi+1 ∈ H 10 (BR¯ ∩Σ) denote the odd extension in BR¯
of the unique positive L2-normalized Dirichlet eigenfunctions of the operator − − Vu in ΣR¯(ei) corresponding to
λ1(Vu,ΣR¯(ei)). Since u is symmetric with respect to H(ei), the function ϕi+1 is a sign changing eigenfunction of the
operator −−Vu in BR¯ ∩Σ corresponding to a negative eigenvalue for i = 1, . . . , k. Moreover, ϕi+1 is antisymmetric
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these functions by zero in Σ \BR¯ , we have:
Qu(ϕi, ϕi) < 0 and Qu(ϕi, ϕl)= 0,
for i, l = 2, . . . , k+ 1, i = l. Moreover, the first Dirichlet eigenfunction ϕ1 of −−Vu in BR¯ ∩Σ – extended by zero
in Σ \BR¯ – is such that Qu(ϕ1, ϕ1) < 0 and Qu(ϕ1, ϕi) = 0 for i = 2, . . . , k + 1, since ϕ1 is symmetric with respect
to H(e1), . . . ,H(ek). Hence Qu is negative definite on the space spanned by ϕ1, . . . , ϕk+1 which, by assumption,
implies k  j − 1.
If k < j − 1, we may now add successively functions ϕk+2, . . . , ϕj ∈ H 10 (Σ) vanishing a.e. outside a bounded set
and such that
Qu(ϕi, ϕi) < 0 and Qu(ϕi, ϕl)= 0,
for i, l = 1, . . . , j , i = l. Next we consider the (N − k − 1)-dimensional sphere S∗ = S ∩H(e1)∩ · · · ∩H(ek). Note
that S∗ ∩ S∗ = ∅ by construction, and S∗ = S if S∗ = ∅.
Our assertion will be proved if we get that
∃e′ ∈ S∗ such that we′(x) 0 ∀x ∈Σ(e′). (3.1)
Indeed, in this case either we′ ≡ 0 and then
inf
ψ∈C10 (Σ(e′))
Qu(ψ,ψ) 0,
since e′ ∈ S∗, which by Proposition 2.5 implies that u is foliated Schwarz symmetric, or we′ > 0, by the strong
maximum principle, because we′ satisfies (2.6) for e = e′. Then, by Remark 2.7 we can apply Proposition 2.8 and
get another direction for which the assumptions of Proposition 2.5 holds, so we deduce again the foliated Schwarz
symmetry of u.
Thus the rest of the proof will be devoted to show (3.1). We argue by contradiction and suppose that we changes
sign in Σ(e), for every e ∈ S∗. We consider the functions:
w1e =w+e χΣ(e) −w−e χΣ(−e), w2e = −w−e χΣ(e) +w+e χΣ(−e) ∈H 1loc(Σ)
for e ∈ S∗. By construction, w1e and w2e are nonnegative and symmetric with respect to H(e). Moreover,
w1−e =w2e and w2−e =w1e for every e ∈ S∗. (3.2)
Now, for every e ∈ S∗ we define
ψe ∈H 1loc(Σ), φe(x)= a1ew1e (x)− a2ew2e (x), (3.3)
where
a1e =Qu
(
w2e , ϕ1
)
, a2e =Qu
(
w1e , ϕ1
)
,
and, as before, ϕ1 is the first Dirichlet eigenfunction of −− Vu in BR¯ ∩Σ , extended by zero in Σ \ BR¯ . Here and
in the following, we use the definition:
Qu(φ,ρ)=
∫
Σ
[∇φ∇ρ − Vu(x)φρ]dx,
also in the case where φ,ρ ∈ H 1loc(Σ) and only one of these functions vanishes a.e. outside a bounded set. Note
that the map e → ψe is odd, and by construction Qu(ψe,ϕ1) = 0 for every e ∈ S∗. Moreover, since u is symmetric
with respect to the hyperplanes H(e1), . . . ,H(ek) and S∗ ⊂ H(e1) ∩ · · · ∩ H(ek), the function ψe is also symmetric
with respect to H(e1), . . . ,H(ek) for every e ∈ S∗. Consequently, Qu(ψe,ϕ2) = · · · = Qu(ψe,ϕk+1) = 0. We now
distinguish two cases.
Case 1. j > k + 1. Then we consider the map h : S∗ →Rj−k−1 defined by:
h(e)= [Qu(ψe,ϕk+2), . . . ,Qu(ψe,ϕj )]
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Ulam Theorem and get a direction e′ ∈ S∗ such that h(e′) = 0. As a consequence, Qu(ψe′ , ϕi) = 0 for i = 1, . . . , j .
Now let R0 > R¯ be such that BR0 contains the supports of the functions ϕ1, . . . , ϕj . Moreover, let ξR ∈ C∞0 (RN),
R > 0 be the cutoff functions defined in (2.1). Then we have:
Qu(ψeξR,ϕi)= 0 for i = 1, . . . , j , R >R0. (3.4)
Next, let H denote the space of all functions ρ ∈ H 10 (Σ) vanishing a.e. outside a bounded set and satisfying
Qu(ρ,ϕi) = 0 for i = 1, . . . , j . From the definition of the Morse index of u it is easy to deduce, by continuity,
that Qu(ρ,ρ) 0 for all ρ ∈ H. Hence Qu defines a semidefinite scalar product in H with corresponding Cauchy–
Schwarz inequality:
Qu(τ,ρ)
2 Qu(τ, τ )Qu(ρ,ρ) for τ,ρ ∈ H.
We now fix φ ∈ C∞0 (Σ) and put:
φ1 = φ −
j∑
i=1
Qu(φ,ϕi)
Qu(ϕi, ϕi)
ϕi .
Then φ1 ∈ H, and
Qu(ψe′ξR,φ)
2 =Qu(ψe′ξR,φ1)2 Qu(ψe′ξR,ψe′ξR)Qu(φ1, φ1) for R >R0. (3.5)
Now Lemma 2.3(i) implies that
lim sup
R→∞
Qe′
(
w
j
e′ξR,w
j
e′ξR
)
 0 for j = 1,2,
and therefore
lim sup
R→∞
Qe′(ψe′ξR,ψe′ξR) 0, (3.6)
since w1
e′ and w
2
e′ have disjoint supports. Moreover, since ψe′ is symmetric with respect to H(e′), (2.10) yields:
Qu(ψe′ξR,ψe′ξR)=Qes(ψe′ξR,ψe′ξR)Qe(ψe′ξR,ψe′ξR) for all R > 0,
and therefore
lim sup
R→∞
Qu(ψe′ξR,ψe′ξR) 0, (3.7)
by (3.6). Combining (3.5) and (3.7), we obtain:∫
Σ
[∇ψe′∇φ − Vu(x)ψe′φ]dx = lim
R→∞Qu(ψe
′ξR,φ)= 0.
Since φ ∈ C∞0 (Σ) was chosen arbitrarily, we deduce that ψe′ is a solution of
−ψe′ − Vu(x)ψe′ = 0 in Σ. (3.8)
Moreover, ψe′ ≡ 0 on H(e′) by definition and also ∂e′ψe′ ≡ 0 on H(e′) by the symmetry with respect to H(e′). Hence
the function:
ψˆ =
{
ψe′ in Σ(e′),
0 in Σ \Σ(e′),
is still a solution of (3.8). Therefore the unique continuation principle yields ψe′ ≡ 0 in Σ . Since we are assuming that
we′ changes sign, this implies that a1′ = a2′ = 0. Hence for i = 1,2 we have:e e
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(
wie′ , ϕ1
)= ∫
Σ∩BR
[∇wie′ · ∇ϕ1 − Vu(x)wie′ϕ1]dx
=
∫
∂BR¯
∇ϕ1 · nwie′ dσx +
∫
Σ∩BR
[−ϕ1 − Vu(x)ϕ1]wie′ dx
=
∫
∂BR¯
∇ϕ1 · nwie′ dσx + λ1
∫
Σ∩BR
wie′ϕ1 dx.
Here we used the eigenvalue equation for ϕ1 on Σ ∩ BR¯ , denoting by λ1 < 0 the first eigenvalue of − − Vu(x) in
Σ ∩BR¯ . Because the functions wie′ are nonnegative and, by the Hopf Lemma ∇ϕ1 · n < 0, we get wie′ ≡ 0 in Σ ∩BR¯
for i = 1,2, so that we′ ≡ 0 in Σ ∩BR¯ . From (2.6) and the unique continuation theorem we then deduce that we′ ≡ 0
in Σ . So finally we have come to a contradiction to the assumption that we′ changes sign, and therefore we get (3.1).
Case 2. j = k + 1. In this case, we may repeat all the steps in Case 1 for an arbitrarily chosen e′ ∈ S∗, and again this
leads to a contradiction. Hence we also get (3.1) in this case.
As remarked above, Theorem 1.3 is a consequence of (3.1). 
Proof of Theorem 1.4. By Proposition 2.10 we have that there exists a direction e ∈ S such that (2.29) holds. Hence
if we ≡ 0 in Σ(e), we immediately get the foliated Schwarz symmetry of u, by Proposition 2.5.
Next we suppose that we = 0. We consider the cutoff functions ξR defined in (2.1), and we put vR := w+e χΣ(e)ξR
for R > 0. Let φ ∈ C∞0 (Σ(e)). By (2.29), Qu defines a (semidefinite) scalar product on C10(Σ(e)), and the corres-
ponding Cauchy–Schwarz-inequality yields
Qu(ψ,ρ)
2 Qu(ψ,ψ)Qu(ρ,ρ) for all ψ,ρ ∈ C10(Σ \BR).
By density, this is also true if ψ,ρ are H 10 (Σ)-functions vanishing a.e. outside a bounded subset of Σ(e). Conse-
quently, we obtain:
Qu(vR,φ)
2 Qu(vR, vR)Qu(φ,φ). (3.9)
By Lemma 2.3(ii), we have lim supR→∞ Qu(vR, vR) 0. Combining this with (3.9), we find that∫
Σ(e)
(∇w+e ∇φ − Vu(x)w+e φ)dx = lim
R→∞Qu(vR,φ)= 0.
Since φ ∈ C∞0 (Σ(e)) was chosen arbitrarily, we conclude that w+e is a solution of:
−w+e − Vu(x)w+e = 0 in Σ(e).
As usual, the unique continuation principle implies that either w+e ≡ 0 in Σ(e) or we > 0 in Σ(e). In any case, we
does not change sign in Σ(e).
Thus, because u has finite Morse index, by Remark 2.7 we can apply Proposition 2.8 to get another direction e′
for which u is symmetric and (2.17) holds. Again Proposition 2.5 applies and we get the foliated Schwarz symmetry
of u. 
Proof of Theorem 1.5. We fix orthonormal vectors e1, e2 ∈ S and introduce new (cylinder) coordinates (r, η, y)
defined by the relations:
x = r[cosηe1 + sinηe2] + y, y · e1 = y · e2 = 0.
Then the angular derivative uη = ∂u∂η satisfies:{−uη = Vu(x)uη in Σ,
uη = 0 on ∂Σ (3.10)
and belongs to H 1loc(Σ). Using the stability of the solution u, we can proceed as in the proof of Proposition 2.5 –
with Σ in place of Σ(e2) – to show that uη does not change sign in Σ . Since uη is 2π -periodic in η, this implies
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orthonormal vectors e1 and e2, we conclude that u is radial.
Moreover, if Σ =RN and f does not depend on |x|, then for every τ ∈ RN the translated function x → u(x+ τ) is
also a stable solution, therefore it is radial by the argument above. This however is only possible if u is constant. 
4. Nonexistence results
In this section we prove Theorems 1.6 and 1.7. In these theorems we assume that the nonlinearity f = f (u) does
not depend on x. This implies that, if u is a solution of (1.1) and (1.2) with u(x) → 0 as |x| → ∞, then u ∈ L∞(Σ)
and therefore Vu ∈ L∞(Σ), where Vu(x)= f ′(u(x)) as before. Therefore the quadratic form Qu, introduced in (1.3),
is also defined on functions in H 10 (Σ). This fact will be used frequently in this section.
Proof of Theorem 1.6. Suppose by contradiction that (1.1), (1.2) admits a sign changing solution u on Σ = RN
having Morse index less than or equal to N and such that |∇u| ∈ L2(Σ) and lim|x|→∞ u(x) = 0. Since f or f ′ is
convex, Theorems 1.3 and 1.4 imply that u is foliated Schwarz symmetric. By a rotation of coordinates, we may
assume that p = eN in the definition of foliated Schwarz symmetry, so that u is axially symmetric with respect to the
axis ReN and nonincreasing in the angle θ = arccos xN|x| . By the proofs of Theorems 1.3 and 1.4 we get a direction
e ∈ S such that u is symmetric with respect to H(e), and
inf
ψ∈C10 (Σ(e))
Qu(ψ,ψ) 0. (4.1)
We may assume that e = e1 in (4.1). Indeed, this is clearly possible if u is radial. Moreover, if u is nonradial, then u is
strictly decreasing in the angle θ , therefore the symmetry hyperplanes of u are precisely the ones containing eN , and
for each one of them the infimum in (4.1) takes the same value.
We now consider the function ∂u
∂x1
which belongs to H 2(Σ(e1)) ∩ H 10 (Σ(e1)) by Lemma A.1 and because u is
symmetric with respect to H(e1). This function satisfies:{− ∂u
∂x1
− Vu(x) ∂u∂x1 = 0 in Σ(e1),
∂u
∂x1
= 0 on H(e1).
(4.2)
Multiplying the equation in (4.2) by ( ∂u
∂x1
)+ and integrating we get:∫
Σ(e1)
[∣∣∣∣∇
(
∂u
∂x1
)+∣∣∣∣
2
− f ′(u)
((
∂u
∂x1
(x)
)+)2]
dx = 0. (4.3)
Hence, by (4.1), ( ∂u
∂x1
)+ minimizes Qu(ψ,ψ) in H 10 (Σ(e1)) and therefore is a solution of (4.2). Then by the unique
continuation theorem either ( ∂u
∂x1
)+ ≡ 0 in Σ(e1) or ∂u∂x1 > 0 in Σ(e1). In any case ∂u∂x1 does not change sign in Σ(e1)
which is impossible because u changes sign in Σ(e1) and lim|x|→∞ u(x) = 0.
This contradiction gives the nonexistence assertion. 
Proof of Theorem 1.7. Suppose by contradiction that (1.1), (1.2) admits a solution u on Σ = RN \B having Morse
index less than or equal to N and such that |∇u| ∈ L2(Σ) and lim|x|→∞ u(x) = 0. As in the proof of Theorem 1.6,
we may assume that u is symmetric with respect to H(e1) and that (4.1) holds for e = e1.
We first assume that u is positive on Σ . Then the derivative ∂u
∂x1
satisfies:⎧⎪⎪⎨
⎪⎪⎩
− ∂u
∂x1
− Vu(x) ∂u∂x1 = 0 in Σ(e1),
∂u
∂x1
= 0 on H(e1)∩Σ,
∂u
∂x1
 0 on ∂B ∩Σ(e1).
(4.4)
Multiplying the equation in (4.4) by ( ∂u
∂x1
)+ ∈ H 10 (Σ(e1)) and integrating we get again (4.3) from which we deduce,
as before, that ∂u
∂x1
does not change sign in Σ(e1). This is impossible because u > 0 in Σ , u = 0 on ∂Σ = ∂B and
lim|x|→∞ u(x) = 0.
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N :=
{
x ∈Σ(e1): ∂u
∂x1
= 0
}
.
We claim the following:
every connected component of N intersects ∂Σ(e1). (4.5)
Indeed, suppose by contradiction that there is a connected component M of N which does not intersect ∂Σ(e1). By
Theorem IX.17 in [6], this implies that v := χ
M
· ( ∂u
∂x1
) ∈ H 10 (Σ(e1)). Multiplying the equation in (4.2) by v and
integrating we get: ∫
Σ(e1)
[|∇v|2 − f ′(u)v2]dx = 0.
Hence, by (4.1), v minimizes Qu in H 10 (Σ(e1)), therefore it is a solution of (4.2). Arguing as before, we conclude
that ∂u
∂x1
does not change sign in Σ(e1). Again this is impossible because u= 0 on ∂Σ = ∂B and lim|x|→∞ u(x)= 0.
Recalling that u is axially symmetric with respect to the axis ReN , we now write u in cylinder coordinates (s, z)
with s =
√
x21 + · · · + x2N−1 ∈ [0,∞) and z = xN ∈R. In these coordinates, the domain Σ =RN \B corresponds to,
Σ0 :=
{
(s, z) ∈ R2: s  0, z ∈ R, s2 + z2 R2},
where R is the radius of the ball B . Moreover, u ∈ C2(Σ0) solves:
−∂ssu− N − 2
s
∂su− ∂zzu= f
(√
s2 + z2, u), (s, z) ∈Σ0. (4.6)
Note furthermore that ∂Σ0 =A+ ∪A0 ∪A− with,
A± := {(0, z): ±zR} and A0 := {(s, z): s > 0, s2 + z2 =R2},
and that u satisfies the boundary conditions:
u= 0 on A0 and ∂su= 0 on A+ ∪A−. (4.7)
Finally, let:
Γ := {(s, z) ∈Σ0: ∂su(s, z) = 0}.
Then property (4.5) translates into the following:
every connected component of Γ intersects A0. (4.8)
We now put Λ± := {(s, z) ∈ A0: ±∂su(s, z) > 0}. If Λ+ = ∅ or Λ− = ∅, then ∂su does not change sign on ∂Σ0, so
by (4.8) it does not change sign in Σ0. This however contradicts the fact that u= 0 on A0 and lims→∞ u(s, z) = 0 for
every z ∈R by assumption.
Hence we may assume from now on that Λ+ = ∅ and Λ− = ∅. We claim the following:{
If (s, z) ∈Λ+, then (t, y) ∈Λ+ for every (t, y) ∈A0 with y > z,
and ∂zu(0,R) > 0.
(4.9)
Indeed, (s, z) ∈ Λ+ implies that there exists  > 0 with u(τ, z) > 0 for s < τ < s + . Since, by the foliated Schwarz
symmetry, u is decreasing in the angle θ = arccos z√
s2+z2 , there is a neighborhood N of the set,
C := {(t, y): t  0, y > z, t2 + y2 =R2},
in Σ0 such that u > 0 on N . Consequently, by the Hopf Lemma, ∂su(t, y) > 0 for (t, y) ∈ C \ {(0,R)}, and
∂zu(0,R) > 0. This shows (4.9). Similarly, we show that{
If (s, z) ∈Λ−, then (t, y) ∈Λ− for every (t, y) ∈A0 with y < z, (4.10)
and ∂zu(0,−R) > 0.
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the connected components of Γ containing Λ+, Λ−, respectively. By (4.8) we then have Γ = Γ + ∪ Γ −, which
implies that
Γ ± = {(s, z) ∈ Γ : ±∂su(s, z) > 0}. (4.11)
Next we claim:
∂zu(0, z) z∂ssu(0, z) whenever ±z > R. (4.12)
Indeed, let z > R and h > 0. Then, since u is decreasing in the angle θ = arccos z√
s2+z2 and ∂su(0, z) = 0, we have,
as h→ 0,
u(0, z+ h) u(√(z+ h)2 − z2, z)
= u(0, z)+ 1
2
∂ssu(0, z)
[
(z+ h)2 − z2]+ o((z+ h)2 − z2)
= u(0, z)+ z∂ssu(0, z)h+ o(h),
hence
∂zu(0, z) = lim
h→0+
u(0, z+ h)− u(0, z)
h
 z∂ssu(0, z),
as claimed. A similar argument shows (4.12) for z <−R. Since we have,
u(0, z) → 0 for |z| → ∞,
by assumption and ∂zu(0,±R) > 0 by (4.9) and (4.10), there must exist points z1 > R and z2 < −R such that
∂zu(0, zi) < 0 for i = 1,2. By (4.12), this implies that
∂ssu(0, z1) < 0 and ∂ssu(0, z2) > 0,
so by (4.7) there exists  > 0 such that
∂su(s, z1) < 0 and ∂su(s, z2) > 0 for s ∈ (0, ).
By definition, this means that
(s, z1) ∈ Γ − and (s, z2) ∈ Γ + for s ∈ (0, ). (4.13)
Since the sets Γ ± are connected and contain the nonempty sets Λ±, there exists curves,
γ+, γ− : [0,1] →Σ0,
such that
γ−(0)= (0, z1), γ−(1) ∈Λ− and γ+(0)= (0, z2), γ+(1) ∈Λ+
as well as
γ+(t) ∈ Γ + and γ−(t) ∈ Γ − for t ∈ (0,1].
It remains to show that
the curves γ+ and γ− intersect. (4.14)
Indeed, (4.14) directly yields the desired contradiction since Γ + ∩Γ − = ∅ by definition. To show (4.14), we consider
the half plane,
H := {(s, z) ∈ R2: s  0, z ∈ R},
and the homeomorphism
ψ : H →Σ0, ψ(s, z) =
{
(s, z) if |z|R,√
2 2(s + R − z , z) if |z|<R.
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We also consider the curves
η± :=ψ−1 ◦ γ± : [0,1] → H.
Clearly, (4.14) follows if we show that
the curves η+ and η− intersect. (4.15)
To show (4.15), we note that, by (4.9) and (4.10), the z-component of γ+(1) must be larger than the z-component of
γ−(1). Clearly, the same is true for η± instead of γ±. Therefore we have:
η−(0)= (0, z1), η+(0)= (0, z2), η−(1)= (0, z3), η+(1)= (0, z4),
with
z1 > z4 > z3 > z2. (4.16)
Next we recall that for two curves γ,η : [0,1] →R2 with,
γ
({0,1})∩ η([0,1])= ∅ and η({0,1})∩ γ ([0,1])= ∅, (4.17)
the intersection number is defined by:
i(γ, η) = deg(h, [0,1]2,0), where h : [0,1]2 →R2, h(t1, t2)= γ (t1)− η(t2).
We also recall the following homotopy invariance property: if there is a continuous map H : [0,1]2 → R2 such that
(4.17) holds for all curves γt := H(·, t), t ∈ [0,1] in place of γ , then i(γ0, η)= i(γ1, η).
Clearly, one has the analogous homotopy invariance in the second component. We now consider ρ± : [0,1] → H
defined by:
ρ−(t)=
⎧⎪⎨
⎪⎩
(3t, z1), 0 t  13 ,
(1, z1 + (3t − 1)(z3 − z1), 13 < t  23 ,
(3 − 3t, z3), 23 < t  1;
and
ρ+(t)=
⎧⎪⎨
⎪⎩
(6t, z2), 0 t  13 ,
(2, z2 + (3t − 1)(z4 − z2), 13 < t  23 ,
(6 − 6t, z4), 23 < t  1,
see Fig. 1. Clearly η− and ρ− are homotopic in H via the affine homotopy (which preserves the starting points
and endpoints in ∂H and maps intermediate points into the interior of H). The same holds true for η+ and ρ+.
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i(η−, η+)= i(ρ−, ρ+).
Moreover, as a consequence of (4.16), there is precisely one intersection point of ρ+ and ρ− given by:
(1, z4)= ρ−(t)= ρ+(s) with t = 13
(
z1 − z4
z1 − z3 + 1
)
and s = 5
6
.
Hence
i(ρ−, ρ+)= sign det
(
ρ˙−(t), ρ˙+(s)
)= sign det( 0 63(z4 − z2) 0
)
= −1 = 0.
Hence also i(η−, η+)= −1 = 0, so (4.15) and therefore (4.14) follows. The proof is finished. 
5. Some examples
In this section we illustrate our results in the context of a few examples. First, let us consider the equation:
−u= |u| 4N−2 u in RN . (5.1)
It is well known that the set of positive solutions to this equation is given by the Aubin–Talenti instantons U(, y; ·),
 > 0, y ∈RN , defined by:
U(, y;x)= [N(N − 2)
2]N−24
[2 + |x − y|2]N−22
for x ∈ RN.
Much less understood is the set of nodal solutions of (5.1). In particular, it is not known whether every nodal solution
of (5.1) belongs to the energy space D1,2(RN). As remarked in the introduction, Farina [17] proved that this is true
for every solution with finite Morse index. The existence of infinitely many (conformally non-equivalent) nodal D1,2-
solutions of (5.1) was established by Ding [15]. Theorem 1.6 shows that, if 3N  6, every nodal solution of (5.1)
must have Morse index at least N + 1. In fact, this estimate can be improved by pulling (5.1) back to the N -sphere
SN via stereographic projection as in [15]. Indeed, D1,2-solutions of (5.1) are in one to one correspondence with
solutions of,
−gv + N(N − 2)4 v = |v|
4
N−2 v, v ∈H 1(SN ), (5.2)
where g denotes the Laplace–Beltrami-Operator on SN . Since SN has an O(N + 1)-symmetry, our method can
easily be adapted to show that every solution v of (5.2) with Morse index less than or equal to N + 1 is Schwarz
symmetric on SN , i.e., there is a point p ∈ SN such that v(x) only depends on τ = |x − p| and is nonincreasing in τ .
Then we may apply stereographic projection again and obtain a radial solution u of (5.1). However, it is a known
consequence of the Pohozaev identity [26] that radial solutions of (5.1) cannot change sign. We then conclude that
nodal solutions of (5.1) must have Morse index at least N + 2 (provided that 3N  6). We also remark that a lower
bound for the energy of nodal solutions of (5.1) has been given in [29].
Second, let us consider the problem:
−u+ u= |u|σ u, u ∈H 1(RN ), (5.3)
where σ > 0 and σ < 4
N−2 if N > 3. It is well known (see [21]) that positive solutions of (5.3) are radial and unique
up to translations. In addition, there exist infinitely many radial nodal solutions (see [20]). If N = 4 or N  6, then
this problem also admits infinitely many nonradial nodal solutions, see [4]. Theorem 1.6 shows that – if σ  1 – then
every nodal solution of (5.3) must have Morse index at least N + 1. In particular, this yields an a priori constraint on
how to find nonradial solutions of (5.3) in dimensions N = 2 or N = 3 by variational methods – which is still an open
problem.
Finally, let us consider a nonautonomous variant of (5.3), namely the problem:
−u+ V (|x|)u= |u|σ u, u ∈H 1(RN ), (5.4)
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N−2 if N > 3. Moreover, V : [0,∞) → R is a positive continuous function with
V (r) → ∞ as r → ∞. Applying the mountain pass theorem (or constrained minimization), it is standard to prove the
existence of a positive solution of (5.4) having Morse index one. Moreover, by [2], there exists a nodal solution of
(5.4) having Morse index two and precisely two nodal domains. By Theorem 1.3, these solutions are foliated Schwarz
symmetric. Whether or not they are radial should depend on the shape of the function V . We conjecture that in general
both cases may occur.
Eqs. (5.3) and (5.4) could also be discussed on RN \B instead of RN , together with Dirichlet boundary conditions.
In particular, under the same assumptions on N and σ , the problem,
−u+ u= |u|σ u, u ∈H 10
(
R
N \B), (5.5)
admits no solutions (neither positive nor sign changing) with Morse index less than or equal to N . Moreover, if the
function V is as above, then the problem,
−u+ V (|x|)u= |u|σ u, u ∈H 10 (RN \B), (5.6)
has a positive solution having Morse index one and a nodal solution with Morse index two and precisely two nodal
domains. Again these solutions are foliated Schwarz symmetric by Theorem 1.3, and it should depend on the shape
of the function V whether or not they are radial.
We finally remark that all assertions for positive solutions of problems (5.3)–(5.6) remain true for 0 < σ < 1.
In this case, we may use our results for convex nonlinearities in place of the results for nonlinearities having a convex
derivative.
Appendix A
Throughout this section, we assume that u is a classical solution of (1.1) and (1.2) such that |∇u| ∈ L2(Σ), u→ 0
as |x| → ∞ and Vu = f ′(|x|, u) = ∂f∂u (|x|, u) ∈ L∞(Σ). Note that the latter condition is satisfied as soon as f = f (s)
does not depend on x because u is bounded. We have the following regularity result.
Lemma A.1. ∇u ∈W 2,2(Σ)∩C2(Σ)∩L∞(Σ).
Proof. Fix i ∈ {1, . . . , n} and put v := uxi . Then v ∈ L2(Σ)∩C2(Σ), and
−v = f ′(|x|, u)v ∈Σ,
where f ′(|x|, u) ∈ L∞(Σ) by assumption. Hence v ∈ L2(Σ). If Σ = Rn, a Fourier transform argument yields
u ∈ W 2,2(Σ). If Σ = Rn \ B , we extend v in an arbitrary way to a function v˜ ∈ C2(Rn). Then v˜ ∈ L2(RN) and
v˜ ∈ L2(RN), and again we conclude that v˜ ∈W 2,2(RN) and therefore v ∈W 2,2(Σ).
If N  3, the Sobolev embedding theorem now implies that v ∈ L∞(Σ), as claimed.
Next we consider the case N > 3. To prove that v ∈ L∞(Σ), it suffices to show that there exists a constant C > 0
such that
‖v‖L∞(B1(x))  C for every x ∈RN with B2(x)⊂Σ, (A.1)
where B1(x) and B2(x) are the balls centered in x with radius 1 and 2, respectively.
We fix k ∈ N such that 2( N
N−3 )
k > N2 , and we let pj := 2( NN−3 )j for j = 1, . . . , k. We also fix numbers
1 < rj < rj−1 < · · · < r1 < 2, and we put c1 := ‖v‖W 2,2(Σ). In a first step, the Sobolev embedding theorem yields
a constant c2 > 0 such that
‖v‖Lp1 (B2(x))  c2‖v‖W 2,2(B2(x))  c2c1 for every x ∈ RN with B2(x)⊂Σ .
Moreover, the Calderon–Zygmund inequality yields constants c3 > 0 such that
‖v‖W 2,p1 (Br1 (x))  c3‖v‖Lp1 (B2(x))  c3c2c1 for x ∈R
N with B2(x)⊂Σ .
Applying the Sobolev embedding theorem again, we get a constant c4 such that
‖v‖Lp2 (Br (x))  c4‖v‖W 2,p1 (B (x))  c4c3c2c1 for x ∈ RN with B2(x)⊂Σ .1 r1
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‖v‖W 2,pk (B1(x))  κ1‖v‖Lpk (Brk (x))  κ2 for x ∈RN with B2(x)⊂Σ .
Since pk > N2 , we now deduce that there exists κ3 > 0 such that
‖v‖L∞(B1(x))  κ3‖v‖W 2,pk (B1(x))  κ3κ2 for x ∈ RN with B2(x)⊂Σ .
Hence (A.1) holds with C = κ3κ2. 
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