Intelligibility can help expose the inner workings and inputs of context-aware applications that tend to be opaque to users due to their implicit sensing and actions. However, users may not be interested in all the information that the applications can produce. Using scenarios of four real-world applications that span the design space of context-aware computing, we conducted two experiments to discover what information users are interested in. In the first experiment, we elicit types of information demands that users have and under what moderating circumstances they have them. In the second experiment, we verify the findings by soliciting users about which types they would want to know and establish whether receiving such information would satisfy them. We discuss why users demand certain types of information, and provide design implications on how to provide different intelligibility types to make context-aware applications intelligible and acceptable to users.
INTRODUCTION
As systems and devices get closer to realizing a vision of ubiquitous and calm computing, context-aware applications will become more common. Context-aware applications use context -information about the state of people, places, and objects relevant to users and their activities [9] -to make inferences as to how to adapt their behavior. They typically gather context from a combination of sensors and complex rules, and take action automatically without explicit input from users. This lack of transparency along with the occasional fallibility of context-aware applications can hinder users' attempts to make sense of these applications [6] . Such a lack of application intelligibility can lead users to mistrust the system, misuse it, or abandon it altogether [22] . Specifically, users of context-aware applications can find this lack of intelligibility frustrating [5] .
As a remedy, Bellotti and Edwards state that context-aware applications must be intelligible: being able to "represent to their users what they know, how they know it, and what they are doing about it." [6] . One way to support intelligibility is through automatically generating explanations of application behavior. This approach has been employed in several domains including decision making [11] , recommender systems [17] , end-user debugging [18, 19] , and systems that model user profiles [7] , with the goal of increasing user trust and acceptance of these systems. While studies of these systems include explanations in working systems, little work has been done to compare the impact of different types of explanations or in the domain of context-aware computing [20] .
In this paper, we categorize types of explanations to support intelligibility in terms of questions users may ask of contextaware applications. In earlier work, we found that some types of explanation were more effective than others in improving users' understanding and trust of a context-aware intelligent system [20] . However, it is not clear what information users actually want to know and will ask about. Our contribution is to explore and assess user demand for intelligibility: which types of questions users want answered, and how answering them improves user satisfaction of context-aware applications. User satisfaction is obviously crucial for adoption and acceptance of such technologies.
The paper is organized as follows: we discuss how supporting intelligibility by providing explanations that users want, has the potential to increase user satisfaction and thus acceptance of context-aware applications. We then describe our experimental design that uses surveys and scenarios to expose users to a range of experiences with context-aware applications. We present two experiments that investigate what types of information users want. In the first experiment, we elicit the types of information users are interested in and under what moderating circumstances. In the second experiment, we validate our findings by presenting users with 11 information types as intelligibility features in a controlled study and measure their impact on user satisfaction. We end with a discussion of why users of context-aware systems demand certain types of information in different situation, and provide design recommendations for providing different information types to make context-aware systems intelligible and acceptable to users.
ASSESSING DEMAND FOR INTELLIGIBILITY IN CONTEXT-AWARE APPLICATIONS
To make context-aware applications intelligible so that they can expose their inner functions to the end-user, much research has looked into how to generate explanations from the underlying application models and deliver them to users (e.g., [7, 18, 19, 20] ). However, users may not be receptive to these explanations, especially when they end up using the applications in ways for which they were not designed [24] , and when those explanations do not adapt to varying situations of use. Thus it is important to explore information demand from the user's perspective lest effort is wasted in implementing explanations that would see little use.
Researchers have explored what users want to know in other domains. McGuinness and colleagues [14, 21] have identified information need factors that influence the level of trust in adaptive agents. They used interviews to identify explanation requirements and rank question types according to their helpfulness. Gregor and Benbasat's [16] meta-review investigates explanation types that users of knowledge-based systems (KBS) would like to have. While adaptive agents and KBS are similar to context-aware applications (which may also use agents or knowledge bases and rules), they are workoriented, while context-aware applications are targeted for everyday use, for many more situations and a wider range of users, and under more situations [2] . Thus we need to explore how these different requirements would lead to different intelligibility needs.
Hypotheses and Approach
We hypothesize that there are different types of information users are interested in, for different context-aware applications, and different situations. Since people ask information seeking questions due to cognitive disequilibrium [15] and to correct knowledge deficits [27] , we believe that satisfying these information demands through intelligibility can lead to better satisfaction when using these applications and improved adoption and acceptance. In order to elicit the information demands users have for context-aware applications under various situations, we conducted a study of the demand for explanations and different types of information in several scenarios users may find themselves in as they use contextaware applications. Using described scenarios instead of actual field deployments allows us to quickly and more effectively study and understand the impact of different information on intelligibility and satisfaction, without having to implement and deploy a variety of applications, any of which could fail for reasons independent of our main focus. Next we describe four applications we use to focus our scenarios. For each application, the scenarios intentionally span a range of incorrect, appropriate and unexpected or anomalous, but not necessarily wrong behavior, to probe directly at the issues of intelligibility and satisfaction.
SETUP: SCENARIOS OF FOUR CONTEXT-AWARE APPLICATIONS
To investigate the demand for intelligibility in the space of context-aware applications, we selected four prototypical context-aware applications: (i) a desktop interruptibility management application (an Instant Messenger plugin), (ii) a remote person monitoring peripheral display (Digital Family Portrait), (iii) a context-aware reminder application (CybreMinder), and (iv) a mobile context-aware tour guide (CyberGuide). All applications in this study behave according to models of learned decision trees.
Instant Messenger Auto-Notification
We designed the instant messenger (IM) auto-notification plugin based on recent [4] work on a predictive model to determine how long a buddy would take to respond to a message. Our application uses the responsiveness prediction to determine the subject's interruptibility [12] , and either forwards or suppresses incoming IM messages. We developed four main scenarios for this application where the subject is in various states of busyness:
1. Rushing to reach an imminent deadline, 2. Taking a break and surfing the Internet, 3. Reading a work-related book, and 4. Returning from a protracted informal meeting. For each scenario, the user receives an IM message from
• A colleague regarding critical work, or • A friend regarding a fun video. There are 16 scenarios (4 main x 2 messages x 2 actions).
Remote Monitoring: Digital Family Portrait
The Digital Family Portrait [23] leverages a picture frame to present the current status of an elderly family member as he or she goes through daily life living independently in her home, to remote loved ones. Our rendition of the Digital Family Portrait is based on a decision tree model which we define as several small subtrees, each addressing groups of scenarios. We present a subset of what the sensors on the elder's body and in the home are described as detecting:
1. Whether the family member has fallen, Whether there is a fire; 2. How many times the toilet has been used recently, Whether the usage frequency is anomalous, Whether the system thinks this could be a symptom of incontinence; 3. Whether the family member is watching TV, Whether the family member is sleeping 4. Whether the family member's house is vacant, Whether there is an intruder. For this application, there are a total of 13 scenarios.
Reminders: CybreMinder
CybreMinder [8] is a context-aware reminder application that considers combinations of contexts, such as location, time, and collocation, to trigger reminders. It is based on several personal and environmental sensors, and triggers reminders based on the satisfaction of one of several rules (modeled as a decision tree). We developed scenarios that would relate to three types of reminders (mentioned in [8] ):
1. Reminder to discuss an important issue when the user and a colleague serendipitously meet (collocation trigger);
2. Reminder to take the umbrella when it is forecasted to rain and the user is approaching the front door (location and information trigger); and, 3. Reminder to discuss party planning with a friend when the user and the friend are free, and the user is at the office (complex trigger). We developed 13 scenarios based on these three reminders.
Tour Guide: CyberGuide
CyberGuide [1] is a mobile context-aware tour guide that uses context to recommend attractions to a user. Our rendition of CyberGuide considers the contexts of location (where the user is currently located), keywords (that the user has recently used), and navigation information like traffic. We use three settings for a user with a keen interest in museums and dinosaurs visiting an unfamiliar city:
1. Walking by museum with a dinosaur exhibit; 2. Having a conversation with a friend talking about museums and dinosaurs; and, 3. Meeting a friend at his home with the application recommending a route to the destination. We developed 12 scenarios based on these three settings
EXPERIMENT 1: ASSESSING DEMAND FOR INFORMATION TYPES
Based on these four applications and the scenarios we developed, we conducted our first experiment on the intelligibility of context-aware applications to investigate what questions users want to ask in the various scenarios.
Method
We created one survey for each of the four prototypical context-aware applications. At the beginning of each survey, the respective context-aware application is described to the participant. Its functionalities are described, but not explained or elaborated on (e.g., participants are not told where it gets its information from). Depending on the application survey, participants are shown 3-4 scenarios, described from a firstperson perspective that places participants in certain circumstances (e.g., rushing to complete a report due in half an hour for the IM application). The scenarios are represented by short 5-second video clips (see Figure 1 left ) and short textual descriptions about what is happening. After a scenario is presented, participants are shown 2-5 (depending on the application and scenario) instances of the scenario, one at a time, with different application responses, represented as screenshots along with text (e.g., see Figure 1 right), where the behaviors may be appropriate, strange, or incorrect. For each application response, participants are reminded about the scenario and can replay the video, if necessary.
To mitigate order effects, the order of scenarios was randomized for each participant. For each scenario, we posed several questions (see Table 1 ) to ascertain what the participant thought and felt about the application response, and what information they would want to know, if any, for the situation. Except for a question on application satisfaction with a 7-point Likert scale response, the rest of the questions were free text response.
We recruited 250 participants (47% female; ages 18 to 61, M=29.5) from Amazon Mechanical Turk, and paid them $4 for completing a survey. Participants were divided among the four applications surveys, and survey analysis was conducted between-subject.
Coding Analysis: Intelligibility Types and Moderators
We coded the participant responses to the free response questions to determine whether participants wanted more information regarding the application or situation, and what type of information they wanted. Using the open coding method of grounded theory [26] , and drawing from question types employed previously [3, 20] , we derived a set of information types that users are interested in for context-aware applications. In the rest of the paper, we shall refer to these types as intelligibility types. Figure 2 presents them in terms of a hierarchy and Table 2 shows the coding scheme used. First, depending on the situation, participants may or may not have any information demand. If they want more information, they may want to know more about how the application works, in terms of functional input, output and conceptual model. A conceptual model describes the decision and action processes performed by the application to use the inputs in producing output. Regarding the conceptual model, the participant may ask for information that can be represented in the following questions: what else the application was doing (e.g., whether the Digital Family Portrait had contacted emergency services after detecting the elderly family member had fallen). Regarding non-functional information about the application, users may want to know how certain the application is of its actions, decisions, and inferences (certainty). In agreement with past researchers [5, 6, 10] , users also want to be able to control the application (e.g., change settings for reminders), and want information on how to control it. In addition to more information about the application, the user may also want to know more about the current situation. Regarding the situation, participants expressed their questions mostly in terms of what else, and sometimes as why or why not.
We also used the survey responses to derive themes describing circumstances that moderate demand for these intelligibility types:
• Application Satisfaction. "I'd like to know in what will application do in certain situations" Certainty 1* Application confidence of its actions / decisions "How can I be sure it is accurate?" "I'd like to know how accurate the chosen forecasting system was." Control 1* How to change settings / thresholds "I would want to know if I could put a time limit on it." "I would like to know how to make it send the correct reminder." satisfied (believes application, trusts it) or dissatisfied (doubtful, lost trust, in disbelief, found fault, will abandon) with the application. These measures were found to be correlated and so we combined them into a summed and reversed measure of application Inappropriateness (α=.68). We split the scenarios into 2 groups: those with a high or low Inappropriateness score (using a Tukey pair-wise test; p<.001). Based on the application functionality in various scenarios, we developed more moderators. For example, because CybreMinder supports goals of pre-planned tasks, while the other 3 applications do not, scenarios can be separated into whether they are goal-supportive or not. The additions are:
• Criticality. Whether the situation presented is critical.
Situations involving accidents or medical concerns with the Digital Family Portrait and work-related urgency for the IM Auto-Notification were considered highly critical. Due to the profound influence of the high criticality of the fall and incontinence scenarios in the Digital Family Portrait survey, these scenarios were excluded from consideration of the other moderators.
• Goal-Supportive. Whether the situation is motivated by a goal the user has (CybreMinder scenarios only).
• Recommendation. Whether the application is recommending information for the user to follow or ignore (CyberGuide scenarios only).
• Externalities. Whether the application is perceived to have high external dependencies (e.g., getting weather information from a weather radio station) vs. being perceived as "self-contained." CybreMinder and CyberGuide had perceived high external dependencies.
Results: User Demand of Information Types
Results are shown in Table 3 , describing the overall demand for various types of information, and how the demand changes due to moderating circumstances. Discussion is deferred until after we present the results of experiment 2.
EXPERIMENT 2: ASSESSING DEMAND FOR EXPLANATION TYPES
While experiment 1 sought to elicit the types of information users wanted for explanations of context-aware applications under various moderating circumstances, experiment 2 solicits user demand for the types of information through explicit suggestion of questions and provision of explanations and studies the impact of meeting this demand on user satisfaction. For each of the intelligibility types identified in experiment 1, we wrote corresponding questions and explanations for each application situation response of experiment 1. We added one more intelligibility type in response to demand for more information about the application conceptual model. This "Visualization" explanation type provides a diagrammatic representation of the underlying decision tree. Table 4 shows examples of questions and explanations. We prepared 11 intelligibility types for each of the 54 scenarios, for a total of 594 explanations; some are repeated for similar scenarios. We hypothesize that: (i) when asked specifically about whether they want an intelligibility type (heretofore called solicited information demand), users should reflect the same demands (elicited information demand) as that of experiment 1; and providing explanations for demanded intelligibility type will (ii) increase application satisfaction, and (iii) increase user rating of that intelligibility type.
Method
We reused the applications and scenarios from experiment 1, with one application per survey. Experiment 2 is designed as a between-subject study for the intelligibility types (11 conditions plus a None condition). Participants are assigned to a version of the survey with only one type of intelligibility information provided (including None). To mitigate order effects, four versions of each survey were deployed with a different random ordering of scenarios. On the survey, participants use a 7-point Likert scale question to rate their satisfaction with the application. In the intelligibility type conditions, participants were provided with a corresponding intelligibility question and explanation. We posed additional queries regarding how important it was to get the question answered, how much they are satisfied with the explanation and how useful they found it. We recruited 610 participants (42% female; ages 18 to 61; M=28.9) from Amazon Mechanical Turk, and evenly distributed them across the 12 conditions. Participants were paid $2.
Results Analysis
We report three metrics in experiment 2: (i) solicited intelligibility demand, (ii) satisfaction of the application with and without intelligibility, and (iii) user rating of the usefulness of intelligibility. Table 5 summarizes the results of experiment 2 and compares them with experiment 1. Results are reported for intelligibility types across all scenarios, and by moderating circumstances (high vs. low rating groups) as described in experiment 1.
Solicited Intelligibility Demand (siD)
Participant solicited intelligibility demand is measured from responses to the 7-point Likert scale question on how important it is to receive an answer to the supplied intelligibility type question. All described differences are significant (p<.05) using a Tukey pair-wise comparison test. As with experiment 1, the moderating effects are measured by the effect size between low and high moderator rating groups.
Difference in Application Satisfaction (∆aS)
To calculate relative application satisfaction from None, for each scenario, we subtracted the means of satisfaction of the
Intelligibility Type Sample Question Sample Explanation Input
What does the system use to sense accidents?
The system uses an accelerometer worn by the elderly family member, speakers around the home, and smoke detectors.
Output
What accidents can the system sense?
The system can sense the following accidents: Falls and Fire/Smoke.
Why
Why did the system report a fall? The system reported a fall because there was a high acceleration from the accelerometer worn by the family member, and there was a loud sound.
How
How does the system distinguish a between a falling object and person?
The system did not report a fire, because the smoke detector did not set off.
Why Not
Why did the system not report a fire? The system detects a fall through high acceleration detected from the accelerometer worn by the elderly family member, and a loud noise. The system detects a fall of an object through a loud noise, but no high acceleration from the accelerometer.
What If
If an object falls, would the system report a fall?
If an object falls, but the accelerometer worn by the family member does not report a high acceleration, the system would not report a fall.
What Else (Application)
Did the system alert emergency services of the accident?
The system has not alerted emergency services and is pending your approval.
Conceptual Tree Model Visualization
What is the overall model of how the system works?
The following diagram describes a simplified view of the conceptual model of how the system works. It works by tracing a decision tree and taking branches at decision points to arrive at a conclusion. Red arrows indicate false conditions, and green indicates true. For example, if smoke is detected, then the system concludes there is a fire.
Certainty
How certain is the system of this report?
The system is 90% certain of this report.
Control
How can I change settings to control the sensitivity for reports?
Some settings can be changed through a control panel accessed via the menu: Options > Settings.
Situation (What Else)
What was the family member doing before the accident?
The family member was preparing dinner in the kitchen. and non-intelligible. The right columns are differences in means or differences between high and low moderator rating groups. All experiment 2 results of each measure are Bonferroni corrected (n=84) and significant (p<.01, * denotes p<.05).
How to Read: e.g. for Intelligibility type Situation, 12% of participants in experiment 1 were interested in knowing about the situation; in experiment 2, participants wanted to know about it (M=4.82, above neutral); they rated it well, in general (M=4.92) and had a significant improvement in application satisfaction (∆M=0.28). When considering scenarios according to Criticality, participants want more information about the situation (both elicited and solicited, both medium effects), experienced more satisfaction after receiving explanations for more critical scenarios (p<.05), and rated situation explanations better for those scenarios (small effect).
None condition from each response in the 11 Intelligibility type conditions. Across moderating circumstances, we calculate the effect size between the high and low moderator groups. If the effect size is small or medium, we report the difference in scale value mean along with the p value of a ttest between the groups.
Intelligibility Usefulness Rating (iuR)
We derived an intelligibility usefulness rating based on the mean of responses regarding explanation satisfaction and explanation usefulness (Cronbach's α=.84). We used the same analysis as described for siD.
DISCUSSION
We discuss the meaning of the results from both experiments in terms of demand for intelligibility and what they imply for design. Among the four context-aware applications we investigated and their various scenarios, we have determined average demands for various intelligibility types. However, these demands change depending on circumstance and function of the application. Participant awareness to seek certain intelligibility types also increases their demand for these types. We also found that explanations should be carefully tailored to be effective, otherwise, they may be more detrimental than helpful.
Participants generally want information about the application, and designers can anticipate this, but they also moderately want information about the situation in which the application acts. When asking about the application, participants tend to focus on the application model rather than the inputs or outputs. Of the application model, they care most about why the application behaved as it did in specific situations, and how it works in general and how to produce certain actions or decisions. Participants indicated a strong demand for visualizations (with significant positive change in application satisfaction, and intelligibility explanation rating). This may be because participants prefer graphical to textual explanations, so visualization-based explanations may be a better means to deliver explanations. As in [20] , why not explanations had a significant but limited demand compared to why. As indicated by many researchers (e.g., [5, 6, 10] ), our participants were interested in knowing how to control applications. We found that users were more satisfied with receiving this intelligibility type even though we only told them where they could find a control panel. This echoes findings in [14] of how users adopt a "trust but verify" approach, and just need to know they can override the settings, but not necessarily do so.
Demand for Intelligibility Varies with Circumstances
The why not intelligibility type is particularly effective for Inappropriate circumstances and Goal-Supportive functions. Participants would tend to ask why not when encountering an inappropriate behavior, especially if it deviates from their goals. Output information is desired more for Recommenders and input information for applications with high Externalities. Table 5 indicates other intelligibility types that vary by circumstances.
High Intelligibility Demand for Critical Circumstances
Criticality is a particularly significant moderating circumstance as for highly critical scenarios, participants want as much information about any intelligibility type (especially about the situation and what else) as they can get if they are aware of its availability. However, it is hard to satisfy participants with any intelligibility types in highly critical scenarios, possibly due to the stress during the critical period, and preoccupation with the primary problem.
Awareness of Intelligibility Types Changes Demand
Just as in [21] , we found that awareness of the existence of intelligibility types plays an important factor where participants recognize the value of the various types and subsequently had greater demand for them, resulting in higher application satisfaction; this created higher demand and benefit than would have been predicted from experiment 1. Though not in demand when elicited, input, output, what if, what else, and certainty became particularly desired when participants were informed or reminded about them.
Valley of Expectation
The elicited and solicited information demand measures indicate which intelligibility types are desired and under what circumstances, but providing explanations matching these types in the corresponding circumstance may lead to poorer intelligibility usefulness ratings instead. This is particularly evident for Inappropriateness circumstances, but absent for highly Critical ones. This suggests that when participants have a higher demand for intelligibility, they also expect better explanations, and may rate explanations worse. However, when they become more desperate for information (as in cases of high criticality), they readily accept the explanations, and rate them more favorably. We refer to this drop then rise in expectation of explanation quality with respect to information demand as the "valley of expectation" of intelligibility demand.
Satisfaction vs. Understanding
This work has explored the intelligibility types that users demand and that may satisfy them. We compare and contrast our findings to our earlier work in exploring how to improve user understanding and trust of a context-aware intelligent system [20] . In the earlier work, we found that why and why not explanations were most effective, while interactive explanation types (how to and what if), were less useful due to the difficulty of using them. In this study, we provide participants with various intelligibility types without involving any user interaction, so we avoid the confound of difficult user interfaces and, in fact, find that how (to) and what if explanations should not be neglected. We also found that even though why and why not explanations are intuitive and particularly good at improving understanding, users have higher expectations on the informational quality of such explanations, and may be biased against appreciating them as much.
DESIGN RECOMMENDATIONS
We present some recommendations to developers of contextaware applications about which intelligibility types to provide and under what circumstances. Developers can identify which moderators and situations apply for their applications and then use the suggested recommendations. Implementing all the types of intelligibility we investigated is excessive and may even be detrimental. We present the different types and offer advice about when and how they should be implemented (summary in Table 6 and 7) .
Application. When users want information, they will tend to want application-centric information, so, in general, more effort should be concentrated on providing information about the application's workings and mechanism than on the situation. Explanations about the application should also be provided for applications that are at risk of being easily abandoned (low trust), and when the application is uncertain (high risk of Inappropriateness) of its action.
Situation. Though users are less interested about what else is happening when the application responds, there is moderate interest in increasing their real-world situational awareness (what else). This would involve making applications sense more related events and contexts (e.g., for a monitoring application, what is the historical trace of events before an anomaly) than their primary function, and to reveal such knowledge to the user. This is more important in cases when the application acts in highly critical situations.
Input. Users may only have a moderate interest in knowing more about the application's input sources or sensor readings, but if they perceive the application is heavily dependent on external sources (high externality), they may want to know more about the inputs.
Output. In typical application use, users are not interested in the output alternatives. However, they may suspect that the application is capable of more action than it is exhibiting. Providing intelligibility explaining the output (action) capabilities of the application is particularly important for applications that make recommendations (such as tour guides), especially when users want to seek better options. This should be provided automatically during early stages of usage to improve users' awareness.
Model. Most of the questions users want to ask are about an application's conceptual model. This is elaborated with the following intelligibility types.
Why. Answering why questions is an essential intelligibility requirement as such questions are very common. However, users may also have high expectations that the why explanations are very informative and a simple reason trace may not be sufficient to fully satisfy the users' enquiries. Visualizations could be used to augment a trace.
Why Not. Such explanations are good for high risk (high chance of inappropriateness) circumstances and goalsupportive functions. However, we caution against implementing it in all types of context-aware applications because generating these explanations for all alternative possibilities may be non-trivial.
How. Users are somewhat interested in knowing how the application arrives at its outcomes, and particularly like such explanations. However, how explanations can get cumbersome to produce for applications with complex or learned logic. Users may have to use an interactive facility to specify the constraints in which to obtain an action [20] . Visualization. Given the general demand and effectiveness for this intelligibility type, we recommend providing visualizations to augment explanations.
Certainty.
Providing certainty information is particularly important for applications that are goal-supportive where users want to know how certain the application is in its decision or action, and for applications that rely heavily on external sources and sensors. Certainty values that we provided for this study were over 90%, but we suspect that if low certainty accuracies are reported to the user, this may hurt their impression of the application. As applications can have varying levels of certainty when in use, it may not be wise to always show certainty information.
Control. For context-aware applications, this intelligibility type would support users changing parameters in the conceptual model that were originally set by the developers or learned by the system. However, when users adjust such parameters, they may be making poorer choices than the developers or the underlying machine learning algorithm, and may ultimately hurt the application accuracy. Nevertheless, it may be important to allow users to change these settings, but caution them about the danger of doing so.
Design Prescription
We synthesize our findings and discussion to produce an initial attempt at a design prescription on what and how to provide and implement intelligibility types for context-aware applications. We propose a four-step procedure, and use UbiGreen [13] as an example application to illustrate this and for external validity. UbiGreen is a mobile context-aware application that uses a wearable sensor to recognize physical activity relating to sustainability (green) actions. The application tracks the accumulation of green actions and displays a corresponding rewarding wallpaper on the phone throughout the week. The steps are as follows:
I. Map application to moderating circumstances. Determine whether the application will encounter high or low moderator rating values. Table 8 shows the mapping for UbiGreen. Tables 6 and 8 , determine which intelligibility types to provide and prioritize them in order of recommendation.
II. Referring to
III. Consider issues (such as obtrusiveness and privacy) that would lead to trade-offs with when and how to provide intelligibility. Table 9 lists concerns for UbiGreen, and Table 8 presents ways to provide intelligibility types.
IV. Summarize selections of intelligibility types with justifications. We provide Table 10 as a template for this summary and filled it out with details for UbiGreen.
LIMITATIONS
We acknowledge three limitations of our approach. First, we do not claim our list of moderating circumstances to be comprehensive; there are other explanation types that could be important to context-aware applications (e.g., history, similar examples), and other circumstances (e.g., more vs. less autonomous systems). Second, our participants had to imagine using the various applications through video and text. We used this approach to garner opinion from a larger pool of participants and to investigate a range of multiple contextaware applications. However, this does not mitigate the need to investigate the demand for intelligibility features in deployed systems, where users can get real-time feedback, have internal motivations and goals, and can draw on past experience of using the system. Third, since we drew our participants from the Internet, and a relatively new platform, Mechanical Turk, our population is not a representative sample of the general public (see [25] ). Our sample (ethnicity 32% Asian / Pacific Islander, education 37% 4-year college educated, 18% with post-graduate degree; 27% students) is more representative of an internet-savvy population, and should be representative of technology early adopters. This population is appropriate, as we are dealing with the adoption of novel technologies.
CONCLUSIONS AND FUTURE WORK
We have described two experiments about a wide range of scenarios with four context-aware applications to assess user demand for intelligibility and the impact on user satisfaction when those demands are met. systems may be interested in, and several circumstances that may moderate when this demand changes (Inappropriateness, Criticality, Goal-Supportive, Recommendation, Externalities). Our findings suggest that some intelligibility types (e.g., why, certainty, control) should be made available for all context-aware applications, while some are more useful for specific contexts (e.g., why not for goal-supportive tasks). We believe that context-aware application developers can take these recommendations on when and how to provide different types of intelligibility features and dramatically improve user satisfaction with, and acceptance of, their context-aware applications.
We have found that even if certain intelligibility types are helpful to improve users' understanding, they may not necessarily want or seek them, and be more satisfied. We would like to investigate the interactions involved in increasing understanding and satisfying information demands to provide a more cohesive framework for intelligibility. We would like to test our findings in a field study with a deployed intelligible context-aware application. A fully-functional (or Wizardof-Oz) intelligible application will be able to support wider varieties of explanations for each intelligibility type (such as why not), and provide more relevant responses to the user. We have also recommended various delivery mechanisms (on demand, adaptive, and automatic) for providing intelligibility features. We would like to investigate the trade-off between effectiveness and obtrusiveness of each provision type.
