Abstract-In recent years, there has been an increasing trend for multimedia applications to use delegate service providers for content distribution, archiving, search, and retrieval. These delegate services have brought new challenges to the protection of multimedia content confidentiality. This paper discusses the importance and feasibility of applying a joint signal processing and cryptographic approach to multimedia encryption, in order to address the access control issues unique to multimedia applications. We propose two atomic encryption operations that can preserve standard compliance and are friendly to delegate processing. Quantitative analysis for these operations is presented to demonstrate that a good tradeoff can be made between security and bitrate overhead. In assisting the design and evaluation of media security systems, we also propose a set of multimedia-oriented security scores to quantify the security against approximation attacks and to complement the existing notion of generic data security. Using video as an example, we present a systematic study on how to strategically integrate different atomic operations to build a video encryption system. The resulting system can provide superior performance over both generic encryption and its simple adaptation to video in terms of a joint consideration of security, bitrate overhead, and friendliness to delegate processing.
I. INTRODUCTION
T HE past decade has witnessed significant advancement in coding and communication technologies for digital multimedia, paving ways to many opportunities for people around the world to acquire, utilize, and share multimedia content [1] . To allow for wider availability of multimedia information and successful commercialization of many multimedia related services, assuring that multimedia information is used only by authorized users for authorized purposes has become essential. This paper focuses on protecting the confidentiality and achieving access control of multimedia information, which is one of the crucial security elements for many applications.
In a typical use of multimedia illustrated in Fig. 1 , the owner of the multimedia content wants to distribute the content through networks or archive it for future use. With the sophistication of heterogeneous networks and the growing amount of information being generated, it is becoming less efficient for the content owners to manage the distribution or archiving process all by themselves. As a result, third-party service providers, equipped with specialized servers, huge disk space, and abundant bandwidth resources, will serve as delegates for content owners to perform content distribution, archiving, search and retrieval. On one hand, the delegate service providers often need to process the received media data, such as adapting the rate of the media data according to the available bandwidth. On the other hand, the owner may not want to reveal the media content to these delegates because of security and privacy concerns. One such example is the privacy-preserving data retrieval using untrusted server [2] . A common way to achieve content confidentiality is to encrypt the entire multimedia sequence using a cipher, such as DES, AES, or RSA [3] , [4] . However, many types of processing, such as rate adaptation for multimedia transmission in heterogeneous networks [5] and DC-image extraction for multimedia content searching [6] , cannot be applied directly in the bitstream encrypted by these generic encryption tools or their simple variations. This implies that the processing would still require the delegates to hold the decryption keys to decrypt the content, process the data, and then re-encrypt the content. Since revealing decryption keys to potentially untrustworthy delegates is often not in line with the security requirements of many applications, generic encryption alone is inadequate in the delegate service scenario.
Another unique issue with multimedia encryption is the relation between value, quality, and timeliness of the data. Unlike the "all-or-nothing" protection for generic data, the value of multimedia and in turn its security protection are closely tied with the perceptual quality and the timeliness of the content. A popular sports game, for example, requires paramount protection at the show time to ensure revenue from the viewership, but the demands of security reduce quickly or even vanish over the following days. Additionally, high-quality content is often priced at premium rate and has restricted access, while its low-resolution, low-quality versions are moderately priced or given out for free to reach a wide audience [7] .
The first step toward addressing the aforementioned issues is to design flexible multimedia encryption schemes that can handle delegate processing and achieve access control by content and quality [8] . In this paper, we focus on achieving content confidentiality during multimedia distribution, archiving, and other delegate processing. Our goal is to design encryption tools for multimedia that can encrypt once and securely process in many ways using the existing multimedia signal processing techniques. To achieve this goal, we jointly consider signal processing and cryptography in our exploration of multimedia encryption. In particular, we investigate the possible domains in which encryptions can be applied, including the sample domain, the quantized transform domain, the intermediate bitplanes, and the bitstream domain. We propose and analyze two atomic encryption operations tailored for multimedia signals, namely, a generalized index mapping encryption tool with controlled overhead and an intrabitplane encryption tool compatible with fine granularity scalable coding. A video encryption system, which incorporates the proposed operations and other relatively straightforward extensions of generic encryption, is then studied. The resulting system takes into consideration the structure and syntax of multimedia sources and protects the content confidentiality during delegate processing.
The rest of this paper is organized as follows. Section II introduces the possible domains of encryption and reviews prior works. We then propose and analyze two atomic operations, namely, generalized index mapping with controlled overhead in Section III, and constrained shuffling for bitplanes in Section IV. In Section V, we discuss the security evaluation for multimedia encryption. Section VI presents experimental results of an encryption system that combines the proposed operations with other extensions of generic encryption, and provides performance comparison of different encryption configurations. Finally, the conclusions are drawn in Section VII.
II. BACKGROUND AND PRELIMINARIES
We examine in this section the possible domains in which encryption can be applied to multimedia, along with a review of prior work. Using a widely adopted multimedia coding framework, we illustrate the candidate domains for applying encryption to multimedia in Fig. 2 .
A. Encryption Before and After Coding
According to Fig. 2 , there are two straightforward places to apply generic encryption to multimedia. The first possibility is to encrypt multimedia samples before any compression (i.e., Stage 1 in Fig. 2 ). The main problem with this approach is that the encryption often significantly changes the statistical characteristics of the original multimedia source, resulting in much reduced compressibility. It is worth noting a novel approach has been recently proposed to efficiently compress encrypted data [12] . By employing distributed source coding theory, this new method achieves the same compression gain as compressing the unencrypted data in the case of ideal Gaussian source. The compression gain, however, would be reduced for more general source that is common in practice, and it cannot easily support many other forms of delegate processing.
The second possibility is to apply generic encryption to the encoded bitstream after compression (i.e., Stages 5 and 6 in Fig. 2 ) [13] . This approach introduces little overhead, but may destroy the structures and syntax readily available in the unencrypted bitstream. Such structures, often indicated by special header/marker patterns, would enable many kinds of processing in delegate service providers and intermediate network links, such as bandwidth adaptation, unequal error protection, and random access [14] - [17] .
As headers and markers are special bit patterns in a compressed bitstream for a variety of purposes [16] , a simple way to realize syntax-aware encryption is only to encrypt the content-carrying fields of the compressed multimedia bitstream, such as the fields of motion vectors and DCT coefficients in MPEG video, and keep the structure and headers/markers of the bitstream unchanged [19] , [20] . However, this method can only preserve limited syntax from unencrypted media to facilitate a fixed set of processing. Other advanced features in multimedia signal processing, such as the fine granular scalable (FGS) coding [5] , [9] , [10] , cannot be easily preserved using this approach. Bitrate overhead also occurs in the range of 1%-8% due to block padding and the added side information. Furthermore, each tailored encryption technique may also require different handling by delegate processing units. This is not always realistic, because the processing units are likely coming from different vendors and the barrier to standardization seems insurmountable due to market considerations [11] .
After applying generic encryption, some parts of the encrypted media data could become identical to certain headers/markers. This emulation problem can bring potentially serious troubles to delegate service providers and intermediate processing modules [17] when the multimedia data go through certain network protocols, transcoding, and error recovery.
One possible remedy to header emulation is bit-stuffing [18] , a technique that is widely adopted in the packetization stage of network communications [21] .
B. Encryption at Intermediate Stages of Coding
Recently, there have been interests in studying how to encrypt multimedia data in such a way that the encrypted data can still be represented in a meaningful, standard-compliant format [22] . They are particularly useful for secure delegate services and multimedia communications that prefer handling media streams compliant to certain multimedia coding standard, such as JPEG or MPEG-1/2/4 standard [17] , [23] . The encryption is performed in the intermediate stages illustrated in Fig. 2 . For example, at Stage 2, the motion vectors in video can be encrypted by applying DES to their codeword indices [17] . At Stage 3, DC and selected AC coefficients in each block of a JPEG image or an MPEG video frame can be shuffled within the block [24] , or across blocks but within the same frequency band [25] . At Stage 4, the entropy codeword can be spatially shuffled within the compressed bitstream [23] ; the Huffman codewords of coefficients and/or motion vectors can be encrypted by alternating between several Huffman codebooks in a cryptographically secure fashion [27] . At Stage 5, only intracoded frames and blocks of an MPEG video are selected and encrypted using a classic DES cipher [26] or its variations [13] . Some of these schemes are also known as selective encryption [23] , [26] , [27] , i.e., they encrypt only portions of multimedia data stream that carry rich content, in hope of alleviating the problem of high computational complexity and the potential bitrate overhead. However, we believe that the computational complexity in encryption is not a major concern given the fast-growing computation power and the efficient implementation of established generic encryption tools. In contrast, the protection of content confidentiality under different processing scenarios, such as delegate services and communications, is of paramount urgency. Unfortunately, few existing work has thoroughly considered these scenarios.
In the next two sections, we propose two general atomic encryption operations using index mapping and constrained shuffling to achieve confidentiality protection in delegate services and other processing scenarios. The rationale is to ensure that the encrypted bitstream still complies with the state-of-the-art multimedia coding techniques. We are particularly interested in how much price in terms of security and compressibility these techniques have to pay to achieve standard-compliant encryption, and we answer this question through analysis and simulations.
III. GENERALIZED INDEX MAPPING WITH CONTROLLED OVERHEAD
Unlike generic data encryption where the encryption output can take values over the entire data space, joint signal processing and cryptographic encryption requires that the encrypted output should satisfy additional constraints. These constraints are essential to preserve the structure, syntax, and standard compliance that enable delegate processing and leads to communication friendliness. A format-compliant encryption scheme was proposed in [17] by assigning a fixed-length index to each variable length codeword (VLC), encrypting the concatenated indices, and then mapping the encrypted indices back to codeword domain to form an encrypted bit-stream. This prior approach would work well with such codes as the Huffman codes and the Golomb-Rice codes, which associate each symbol coming from a finite set with a unique codeword of integer length, but it cannot be directly applied to VLCs that allow fractional codeword length per symbol, such as the arithmetic codes. In addition, this prior encryption work incurs a substantial amount of bitrate overhead, and analytic study has not been provided regarding the overhead. In this section, we construct and analyze an encryption tool that can overcome these two problems.
A. Generalized Index Mapping
We extend the index encryption idea to apply encryption directly to symbols that take values from a finite set before getting into VLC codeword domain. Examples include working with quantized coefficients and quantized prediction residues (Stage 3 in Fig. 2 ), as well as run-length coding symbols (Stage 4 in Fig. 2 ). The encryption process to produce a ciphertext symbol from a clear-text symbol is shown as follows:
( 1) where is a core encryption primitive such as AES or onetime pad [3] , and represents a codebook that establishes a bijective mapping between all possible symbol values and indices represented by binary strings. The goal of this bijection is to produce fixed-length indices that will be passed to subsequent encryption or decryption. The decryption process has a similar structure (2) where is a core decryption primitive corresponding to . As a simple example, we consider encrypting a string of symbols coming from a finite set . The symbol sequence to be encrypted is "ABBDC." We first assign a fixedlength index to each symbol We then convert the symbol sequence to an index sequence "00 01 01 11 10" and encrypt the index sequence using an appropriate encryption primitive such as a stream cipher (the one-time pad) with a random bit-stream . Finally, we convert the encrypted index sequence "01 01 11 00 00" back to symbol sequence "BBDAA." After encryption, any appropriate VLC coding can be applied to the encrypted symbol sequence. It is worth noting that in such an encryption one input symbol can be mapped to different encrypted cipher-text. For instance, in the previous example, the symbol has appeared in the clear-text sequence twice, the first time it was mapped to and the second time to . When processing a large sequence of symbols, the encryption method by index mapping tends to make the encrypted symbols uniformly distributed, which is good in terms of security [3]. However, the entropy of the encrypted symbols is increased from the unencrypted ones. Since the compressibility of a sequence of symbols using entropy coding depends on the entropy of the source symbols [28] , the index-mapping encryption would bring a bit-rate overhead in compression. Next, we discuss how to quantify and control this overhead.
B. Analysis and Control of Overhead
In the following analysis, we investigate the impact of the index encryption on the compressibility of the source symbols, which can be quantified by the changes in average code length before and after encrypting a sequence of symbols.
1) Case 1:
We consider compressing the source symbols using a default entropy codebook as provided by many multimedia standards. The default codebook is obtained from a set of representative training samples and is used most of the time for the simplicity of implementation. We denote the probability mass function of the symbols prior to encryption by , that of the symbols after encryption by , and the code length designed for distribution by . If encryption is performed on an index drawn from the full range of symbol values, the distribution of ciphertext symbols, , will be uniform over the entire range. Alternatively, if we partition the range of symbol values into mutually exclusive subsets and restrict the outcome of the encryption of a symbol to be within the subset , i.e.,
, the distribution will be a piecewise uniform approximation of , as illustrated in Fig. 3 .
Consider to be a piecewise uniform approximation of , i.e., for each subset from a nonoverlapping partition of the symbols' range, we have , where for all , and denotes the cardinality of a set. Assuming that encryption changes the symbol distribution from to the above and the same codebook of code length is used both before and after encryption, we can show that the changes of the expected code length is (3) where represents the Kullback-Leibler divergence, and represents a probability distribution of . The derivation is presented in Appendix A. If we partition the symbol range into more than one subset and restrict the encryption output to be in the same subset as the input symbol, the complexity of a brute-force attack for each symbol is reduced 1 from to , where is the subset to which the symbol belongs. On the other hand, the overhead is also reduced because in the Kullback-Leibler divergence sense the distance from the original distribution to the piecewise uniform distribution is closer than that to a completely uniform distribution. Thus by controlling the set partitioning, we can adjust the tradeoff between the security and the overhead. In addition, (3) suggests that the optimality of the codelength designed for probability distribution affects the changes of the expected code length after encryption. If the code is optimal for , i.e., , then and (3) is reduced to .
2) Case 2:
We consider compressing the source symbols using adaptive or universal entropy coding that adjusts itself to the source's distribution. Arithmetic coding and Lempel-Ziv coding are two such examples. Assuming that the adaptive entropy coding can achieve the entropy bound for any source distribution, we exploit the piecewise constant property of and show in Appendix A that the change of the average codeword length is (4) where is the entropy of a discrete random variable following the distribution . Similar to the first case, this result also indicates that if we partition the symbol range into more than one subset and restrict the encryption output to be in the same subset as the input symbol, the distribution of encrypted source can better resemble that of the original source , leading to reduced overhead in compression.
The final result of the relative bitrate overhead also depends on the ratio of the size of the content to be encrypted to the overall size of the stream . That is (5) where denotes the size of the encrypted part and is the relative overhead for the part being encrypted. Even if is large as in the case of prior work [17] , the overall overhead can be constrained if only a relatively small part of the stream is encrypted. With our proposed technique of set partitioning, the overall overhead can be controlled both through reducing and through maintaining a low ratio by selectively encrypting only a portion of the stream (such as the perceptually significant coefficients).
C. Set-Partitioning in Index Mapping
As we have seen, the set partitioning technique can control the bitrate overhead introduced by the index mapping encryption, trading off the resistance against brute-force attacks. The choice of partition also affects the security against estimation attack. Since the encryption flattens the distribution within each subset, no particular clue of the exact unencrypted source value can be inferred from its encrypted value. The best estimate of an unencrypted value in terms of the mean square error has to resort to its conditional statistical distribution in the subset . It can be shown that, by observing , the minimum mean-square error (MMSE) estimate for is (6) and the corresponding mean square error is (7) It has been known that many variables in efficient multimedia representation, including the quantized transform coefficients and prediction residues, follow a symmetric zero-mean distribution such as a Gaussian distribution or a Laplacian distribution. For these variables, if the subset partition is symmetric around zero, as shown in the example of Fig. 3 , the MMSE estimate of the original value given the encrypted one will always be zero, regardless of the subset. This means that the sign of the original value is not inferrable. Since the sign, or more generally, the phase, is known to carry important information of a signal [37] , an attacker can hardly get any useful information from such MMSE estimation. However, if the partition is not symmetric, for example, as in Fig. 4 , the MMSE estimates still preserve the sign and the approximate energy of the original value for each subset. Such a choice of partition can leak a substantial amount of information to an attacker after estimation, and therefore should be avoided.
For several popular entropy coding techniques such as those in JPEG and MPEG, the choice of set partition can be tailored to eliminate the overhead. For example, the JPEG standard employs run-length coding [45] , where the run of zero coefficients are coded before the encoding of a nonzero coefficient. If we only encrypt the values of nonzero coefficients and group all coefficient values with the same code-length into the same subset, the code-length of the encrypted value will be identical to that of the unencrypted one. No bitrate overhead will be introduced in this particular case.
D. Examples and Discussions
As an example, we encrypt the DC prediction residues of the JPEG representation of the 512 512 Lena image using the index mapping approach. In JPEG, the DC coefficient in each block collectively captures the coarse information of an image and is differentially encoded to reduce the redundancy. For natural images, DC differential residues are approximately Laplacianly distributed with very small probability outside the range of [ 63, 64] . We encode both the unencrypted and the encrypted prediction residues with the default Huffman table in the JPEG standard. Without encryption, the average code length for encoding DCs is 5.78 bits. In the first encryption experiment, we apply the proposed generalized index encryption to the DC differential residues within [ 63,64] without set partitioning. The index encryption is realized via XORing with a one-time pad, resulting in an average code length of 8.60 bits, or an overhead of 2.82 bits. In the second encryption experiment, we partition the symbol range of [ 63,64] into two subsets [ 31, 32] and , and restrict the input and output of index encryption to be in the same subset. Fig. 5 shows the encryption result of the Lenna image. 2 With set partitioning, the overhead in average code length is reduced from 2.82 to 1.53 bits.
IV. CONSTRAINED SHUFFLING
Random permutation or shuffling is a common cryptographic primitive operation. The temporal characteristic of audio and video data as well as the spatial characteristic of visual data make permutation a natural way to scramble the semantic meaning of multimedia signals. Even before the arrival of digital technology, an early work by Cox et al. builds an analog voice privacy system on a subband representation framework and permutes time segments of subband signals across both time and frequency [40] . More sophisticated coding techniques have been employed by modern digital coding systems. Thus, to control the bit-rate overhead and allow for delegate processing, random permutation should be performed in a constrained way and in appropriate domains. In this section, we use the encryption of scalable video with fine granularity as an example to illustrate the proposed constrained shuffling technique, which is known as the intra bitplane shuffling. This encryption technique is compatible with fine granularity scalable coding and provides a tool for access control of multimedia content at different quality levels.
A. Intra Bitplane Shuffling (IBS)
Fine granularity scalability (FGS) is desirable in multimedia communications to provide a near-continuous tradeoff between bitrate and quality. FGS is commonly achieved by bitplane coding, as used in the embedded zero-tree wavelet (EZW) coder [10] and the MPEG-4 FGS coder [9] . We shall use the MPEG-4 FGS to illustrate the concept and the approach can be extended to other FGS coders. As surveyed in [5] , MPEG-4 FGS is a functionality provided by the MPEG-4 streaming video profile. A video is first encoded into two layers, namely, a base layer that provides a basic quality level at a low bit rate and an enhancement layer that provides successive refinement. The enhancement layer is encoded bitplane by bitplane from the most significant bitplane to the least significant one to achieve fine granularity scalability. Each bitplane within an image block 2 Encrypting DC alone is not secure enough as an attacker can still get the edge information by setting the DCs to constant and observing the resulting image. We only encrypt DC in this experiment for the purpose of demonstrating the proposed approach as one potential building block. We will show in Section VI that a complete encryption system should encrypt both DCs and other information. is represented by ( , ) symbols, where is the run of zeros before the th "1," and is an end-of-plane flag indicating whether the current "1" is the last bit with value 1 in the current bitplane. The run-EOP symbols are encoded using variable-length codes and interleaved with sign bits.
To provide access control to the FGS encoded enhancement layers, the index-based encryption discussed in Section III can be applied to each run-EOP symbol, and the overhead can be analyzed using (3) or (4) . We now present an alternative encryption by shuffling each bitplane according to a set of cryptographically secure shuffle tables. Fig. 6 illustrates the proposed intrabitplane shuffling. We perform random shuffling on each bitplane of bits and the shuffled bitplane will then be encoded using the run-EOP approach. For example, the first unencrypted bitplane 3 in Fig. 6 "1 0 1 0 0 0 0 0 0 0" has bits of value "1" out of a total of bits, which will lead to different permutated patterns. In addition to bit plane shuffling, the sign bit of each coefficient is randomly flipped according to a pseudo-random bit from a one-time pad, i.e., the sign remains the same when and changes when .
B. Analysis of Overhead
An important property of shuffling is that the set of elements before and after shuffling are identical. For intrabitplane shuffling, this implies that the number of "1s" is preserved. Thus the number of run-EOP symbols representing the encrypted bitplane is unchanged, ensuring no overhead coming from the increase in the number of run-EOP symbols. We denote by the number of occurrences that the run of zeros before a "1" equals to after shuffling. Assuming each of the shuffles is equally likely for a specific -bit bitplane with a total of bits of "1," we show in the Appendix B that has expected value (8) 3 We use "the first bitplane" to denote the MSB bitplane throughout this paper. Fig. 7 . Expected histograms of zero-run lengths after intrabitplane shuffling: Solid line indicates the analytic result and circles indicate the experimental result; the number of "1s" per macroblock (n ) is 28 bits, which is the average from the 2nd MSB bitplane of the "Foreman."
We, therefore, arrive at an expected histogram versus , which suggests the likelihood of getting each possible run length. Shuffling can also be done in a block larger than the block for run-EOP encoding. For example, we can shuffle a macroblock of bits and perform run-EOP encoding in a smaller block of bits. In this case, the expected zero-run histogram within an encoding block will become which will be reduced to (8) if
. From the histogram before and after encryption we can arrive at the expected overhead per symbol.
As a proof-of-concept, we experiment on the FGS encoded enhancement layer of two video sequences in QCIF format (176 144 pixels per frame). One is ten frames from the "Foreman" sequence, and the other is 100 frames the "Carphone" sequence. We use intrabitplane shuffling to encrypt each bitplane of the enhancement bitstream, where shuffling is performed on a macroblock followed by encoding block by block . The expected histograms is presented in Fig. 7 , which also shows that the experimental results match the above analytic results very well.
To compare different encryption approaches, we use the "Foreman" sequence and encrypt the first three most significant bitplanes, which provides sufficient visual scrambling on the enhancement layer. We have found that for the "Foreman" sequence, the intra bitplane shuffling approach gives an overhead of 7.0%, while the overhead by the index-mapping approach in Section III is 14.3%. In general, the bitrate overhead for each bitplane by the proposed shuffling approach depends on the overhead of each run-length symbol and the number of symbols , as reflected in the plot of the overhead contributed by each bitplane in Fig. 8 . The arc shape is a result of an increase in symbol number from MSBs to LSBs and a decrease in overhead per symbol. From Fig. 8 we can also see that some videos, such as "Foreman," have very few number of "1s" in the MSB. Therefore the overhead from encrypting the MSB is very small. This also suggests that the MSB alone does not contribute to the perceptual quality significantly in these sequences, and more bitplanes should be protected. 
C. The Security of IBS
The security of intra bitplane shuffling is affected by how shuffle tables are generated and used. Shuffle tables can be generated from a cryptographically strong pseudorandom sequence using a classical linear-complexity algorithm [43] . Different shuffle tables should be used for different bitplanes, which forces attackers to resort to a brute-force search to simultaneously guess the permutation table used in multiple bitplanes. Similarly, the shuffle tables should be updated frequently without reuse. The amount of brute-force trials for finding the exact clear-text of an enhancement frame is proportional to where is the number of "1s" in the th bitplane of the th block, and and represent the number of blocks and bitplanes, respectively. As an example, we consider recovering exactly the second bit plane in the "Foreman" sequence. This bit plane is important because adding it to the base-plus-MSB video improves the PSNR from 29 dB to 33.4 dB. In the second bit plane, the average number of "1s" in each shuffled 8 8 block is about 7 in the "Foreman" sequence. Suppose each shuffled block has 7 bit of "1s" in a bit plane with QCIF size, the number of brute-force trials an attacker has to perform is proportional to , which is equivalent to guessing approximately encrypted bits. In this situation, a brute-force attacker would rather guess the cryptographic key used in generating shuffling tables, which is 128 bits long.
Another security aspect is how many bit planes should be encrypted in order to provide sufficient protection. From our study using a number of video sequences, we found that when the sign information and the first three bit planes are unknown, adding lower bit planes to base layer video will degrade the quality of base layer video, both perceptually and in terms of PSNR. This is because without the higher bit planes and the sign information, the lower bit planes behave like random noise. A similar observation has also been introduced in the streaming video literature [44] . Another observation from the FGS literature is that the first three bit planes, especially the second bit plane, contribute most to the refinement of the quality [5] . Hence, we believe that encrypting the first three bit planes along with the sign information can provide sufficient protection for most multimedia applications.
D. Other Forms of Constrained Shuffling
Since shuffling auditory signals temporally or visual signals spatially can easily make the shuffled signal unintelligible, random shuffle among self-contained coding units (such as the macroblocks in compressed video), has been a popular tool for multimedia encryption and appears in various forms [13] , [23] - [25] . We refer to this encryption method as coded block shuffling (CBS). A major drawback for block shuffling alone lies in the fact that the information within a block is perfectly retained. An attacker can exploit the correlation across the blocks (such as the continuity of edges and similarity of colors and textures) and reassemble the shuffled blocks with a moderate number of trials. 4 The reassembly effort can be significantly smaller than the brute force search as many unlikely search directions are pruned [32] . Therefore, block shuffling alone is often not a secure encryption operation. We will incorporate block/macroblock shuffling as a complementary building block to our two proposed operations and explore their combinations in the design of an encryption system in Section VI.
V. MEASURING SECURITY FOR MULTIMEDIA ENCRYPTION
In this section, we introduce a notion of multimedia-oriented security to evaluate the security against approximation recovery. To illustrate this concept, we shall use the security of visual data as an example and propose two visual security scores. The principles behind these security scores can be extended to auditory and other types of multimedia.
A. Approximation Recovery
One simple and common way to evaluate the security is to count the number of brute-force trials in order to break the encryption, which is proportional to -, where denotes cardinality. Aside from the brute-force search, there are also notions of security that quantify the security of a system in terms of the amount of resources needed to break it [29] , [30] . However, the traditional all-or-nothing situation in generic data security is not always appropriate for measuring the security of multimedia encryption [24] - [26] . Beyond the exact recovery from ciphertext, it is also important to ensure partial information that is perceptually intelligible is not leaked out from the ciphertext. Many forms of multimedia data, such as image, video, audio and speech, contain inherent spatial and/or temporal correlation. The encrypted multimedia content may be approximately recovered based on the syntax, context, and the statistical information known as a priori. This is possible even when the encrypted part is provably secure according to some generic security notions. For example, in MPEG-4 video encryption [23] , when motion vector fields are encrypted and cannot be accurately recovered, a default value 0 can be assigned to all motion vector fields. This approximation sometimes results in a recovered frame with fairly good quality for frames having a limited amount of motion. Additionally, the statistical information, neighborhood patterns, and/or smoothness criterion can help estimate an unknown area in an image [31] and automatically reorder shuffled image blocks [32] . Although these estimations may not be exact, they can reveal perceptually meaningful information once the estimated signal is rendered or visualized.
As an example, we have shown in Fig. 5 the experimental result of encrypting the DC prediction residue of the Lena image. Although the directly rendered version of the encrypted Lena image in Fig. 5 is highly obscured, an attacker can obtain edge information by setting the DCs to a constant and observing the resulting image shown in Fig. 9 . We can see that the edge and contour of the approximated Lena image is clearly comprehensible, which suggests that it is necessary to encrypt other components in addition to DCs.
Since the value of multimedia content is closely tied with its perceptual quality, such value composition should be reflected in access control and confidentiality protection. From the considerations presented above, we propose to evaluate the security of multimedia encryption using the following framework. After encryption, the encrypted media is first undergone some approximation attacks. We then use perceptual similarity scores to measure the amount of information leakage about the original media data through the approximated media. The results can indicate the security of the encryption scheme against the approximation attacks. Next, we discuss the methods and tradeoffs of measuring visual similarity for encryption applications.
B. Visual Similarity Scores
Studies on human visual system have shown that the optical characteristic of eyes can be represented by a low-pass filter [35] , and that human eyes can extract coarse visual information in images and videos in spite of a small amount of noise and geometric distortion. The important information extracted by human visual system includes spatial-luminance information and edge and contour information [36] . Motivated by these studies, we design a luminance similarity score and an edge similarity score to reflect the way that human perceives visual information. These scores can quantitatively measure the perception-oriented distance between the clear-text copy of multimedia and the attacker's recovered copy from the encrypted media. The proposed scores are inspired by the recent work on automated image quality measurement [33] , [34] that incorporated human perceptual properties. 
1) Luminance Similarity Score:
To capture the coarse luminance information, we introduce a block-based luminance similarity score. We assume that two given images are preprocessed to be aligned and scaled to the same size. These two images are first divided into blocks in the same way, using 8 8 or 16 16 nonoverlapping blocks. Then, the average luminance values of the th block from both images and are calculated. We define the luminance similarity score as (9) Here, the function for each pair of average luminance values is defined as if round otherwise where the parameters and control the sensitivity of the score. Since the images under comparison may be corrupted by noise during transmission or be misaligned by a few pixels, such noise and perturbation should be suppressed during similarity estimation. The resistance to minor perturbation and noise can be achieved by appropriately choosing the scaling factor and the quantization parameter . In our experiments, and are set to 0.1 and 3, respectively. A negative LSS value indicates substantial dissimilarity in the luminance between the two images.
2) Edge Similarity Score:
The edge similarity score measures the degree of resemblance of the edge and contour information between two images. After the images are partitioned into blocks in the same way as in the LSS evaluation, edge direction classification is performed for each block by extracting the dominant edge direction and quantizing it into one of the eight representative directions that are equally spaced by 22.5 , as shown in Fig. 10 . We use indices 1 to 8 to represent these eight directions, and use index 0 to represent a block without edge. Denoting and as the edge direction indices for the th block in two images, respectively, the edge similarity score for a total of image blocks is computed as follows:
Here, is a weighting function defined as if or otherwise where is the representative edge angle for an index , and an indicator function defined as if otherwise.
The score ranges from 0 to 1, where 0 indicates that the edge information of the two images is highly dissimilar and 1 indicates a match between the edges in the two images. A special case arises when the denominator in (10) is zero, which happens when both input images are "blank" without any edge. We assign an score of 0.5 to this special case. In our experiments, the input images are partitioned into nonoverlapping 8 8 blocks, and the Sobel operator is used for edge detection [35] . The dominant edge direction of a block is determined by a majority voting inside the block according to the number of pixels associated with each representative direction by the Sobel operator.
C. Evaluation Framework for Multimedia-Oriented Security
When evaluating the image similarity, we first calculate the and scores between the attacked/approximated image and the original image, and then compare the scores with two pre-determined thresholds, and , respectively. An encrypted image/video is said to pass the similarity test against a certain attack if both the and the are lower than the thresholds. In our experiments, we set to 0.5 and to 0. The proposed similarity scores exhibit a tradeoff between capturing coarse semantic information and texture details of images. The sensitivity of the two similarity scores to image details can be controlled by the size of the block partition. When small blocks (e.g., 4 4) are used, a small amount of noise or geometric distortion can result in scores that indicates dissimilarity for two similar images. We refer to this type of misclassification as a miss. From security point of view, such a miss would lead to a security breach. When blocks with larger size (e.g., 32 32) are used, the scores tend to identify some images as similar when their details are different. We refer to this type of misclassification as a false alarm. As preventing information leak is the main concern in many access control applications, usually there are relatively stringent requirements on keeping misses as low as possible, while allowing to tolerate a moderate amount of false alarms. Given these considerations, we suggest using 8 8 or 16 16 blocks in block partition.
The two similarity scores are intended to measure the amount of information leakage through an attacked image. To this end, other types of perception-based similarity scores, such as robust image hashing [38] , can also be incorporated to measure the image similarities, especially on the luminance similarity aspect. These hashing methods measure image similarity through the similarity of hash vectors using the normalized Hamming distance [39] and the receiver-operating-characteristics (ROC) formulation [38] . Fig. 11 . Video encryption system description. The encryption system is divided into two layers and for each layer candidate encryption components and methods are listed.
The design philosophy of the LSS and ESS scores can be extended to other types of multimedia, such as audio and speech. Similar to the design of audio hash [39] , we can first segment an auditory signal into a set of temporal frames, and analyze the components in various frequency ranges from each frame. The results from each interested frequency range (such as low frequency corresponding to LSS, and high frequency corresponding to ESS) can be examined and compared to arrive at an auditory similarity measurement.
VI. VIDEO ENCRYPTION SYSTEM DESIGN
In this section, we present a framework for a video encryption system that employs the building blocks proposed in this paper and from the literature. Using this encryption system, several example configurations are presented and the encrypted videos are compared in terms of the security against brute-force and approximation attack, the friendliness to delegate processing, and the compression overhead.
A. System Setup
Designed with scalable video in mind, the video encryption system has two layers as shown in Fig. 11 . The base-layer video is coded with the MPEG-4 standard and the enhancement layer with the MPEG-4 FGS standard. The size of the group of pictures (GOP) is set to 15 and all predicted frames are set to P frames. For each layer, we provide candidate encryption methods and components to be encrypted. Our experiments are conducted on a Dell workstation with 1.8-GHz Pentium IV CPU and 512-MB RAM.
The two encryption operations proposed earlier in this paper, namely, the generalized index mapping with controlled overhead (GIMCO) and the intra bitplane shuffling (IBS), lend themselves naturally as building blocks for this system. A third building block is the coded block shuffling discussed in Section IV-D. The index mapping encryption can be applied to intra block DC/AC coefficients and inter block motion vector (MV) residues, the intra bitplane shuffling encryption can be applied to FGS bitplanes, and the coded block shuffling can be applied to macroblock (MB) coding units. We use AES [41] with a 128-bit key to generate the pseudo-random numbers for all encryptions. 
B. Bitrate Overhead Study for Index-Mapping Encryption
As discussed in Section III, the index-mapping based encryption introduces bitrate overhead. The overhead can be controlled by carefully choosing the set of components to encrypt and by using the set partitioning technique. In this part, we study the bitrate overhead under different encryption settings. A test video with 4000 frames in QCIF format is constructed by concatenating nine classic video clips, including Carphone, Claire, Foreman, Grandma, Miss America, Mother-Daughter, Salesman, Suzie, and Trevor. After an encryption range is chosen for each component, the range can be further partitioned into two subsets. For example, the encryption range [ 63, 64] for DC residue can be partitioned into [ 31, 32] and . We also tested to encrypt the first two nonzero AC coefficients along the zig-zag scanning order in each intra block. The encryption range of motion vector residue is [ 16,15.5] with half pixel accuracy, which is also the MPEG-4 standard coding range. The encryption ranges of AC coefficients and MV residue can also be partitioned into subsets in a similar fashion as that of DC encryption. Since the MVs are predictively coded, the encryption of MV in one frame is able to propagate the scrambling effect to future frames, suggesting that encrypting MV of a subset of frames would be sufficient. For comparison, we include one experiment in which MVs from the first two P frames in a GOP are encrypted, and another experiment in which all MVs are encrypted. The latter serves as an upper bound for the bitrate overhead by MV encryption.
The above mentioned components are encrypted individually and the compressed file sizes are shown in Table I . From Table I , we can see that the compression overhead incurred by encrypting DC prediction residue ranges from 3% to 7%, depending on the encryption range and whether set partitioning is used. Encrypting AC and MV will generally incur an overhead larger than encrypting DC, especially when the motion vectors from all P frames are encrypted. However, limiting the encrypted MVs to the first two P frames in each GOP can reduce this overhead to around 5%. Also shown throughout Table I is that set partitioning is an effective way to control the overhead. These results provide a basis for designing a video encryption system, which is presented in the next subsections.
C. Base-Layer Video Encryption
In this part, we present experimental results for base-layer video encryption and analyze the security for different configurations. Four video clips, from fast-motion to slow-motion, are used in our experiment. They are the Football, the Coastguard, the Foreman, and the Grandma, and each is 40 frames long. Encryption is performed under the settings shown in the left column of Table II , where the encryption of DC, AC, and/or MV is based on the proposed generalized index mapping. The DC and AC encryption ranges are chosen as [ 63, 64] and [ 32, 32] with set partitioning, respectively; the motion vector encryption is applied to the first two P frames in each GOP. Additionally, macroblock shuffling in the compressed bitstream is applied to every frame. Each encrypted video complies with the syntax prescribed in the MPEG-4 standard. We also consider approximation attacks to these settings to emulate an adversary's action, and list them in the right column of Table II . The security for these encryption configurations are discussed below in details. 
1) Security Against Exact Recovery by Exhaustive Search:
To accurately recover an original I frame from the encrypted one, an attacker needs to recover all the DC coefficients. For P frames, recovering the values of motion vectors is also necessary. In the above configuration, each DC coefficient and motion vector component has 6 bits encrypted. From the discussion in Section V, each I frame in QCIF format has 2376 equivalent DC bits encrypted and the encrypted motion vectors in a P frame is equivalent to 1188 bits. Since a 128-bit key is used, the security against exact recovery by exhaustive search is determined by the cryptographic primitive with a 128-bit key.
2) Visual Security Against Approximation Recovery: To evaluate the visual security for our encryption system, we first encrypt the test video and then apply approximation attacks to the encrypted video. After that we obtain the and scores of the approximated video and compare them with the thresholds,
and . An encryption is considered not secure enough when either score is above the corresponding threshold. Fig. 12 and Fig. 13 show the video encryption results under different settings for the Football and CoastGuard clips. The results presented are for Y components as they carry most of the information about the video. Visual examination suggests that encrypting DC alone still leaks contour information after approximation attacks, while extending encryption to MV and/or some ACs helps diffuse the contour to reduce the information leakage. Furthermore, shuffling self-contained coding unit such as macroblocks, coupled with the above value encryption, can scramble the content to a completely unintelligible level. Table III lists the average ESS and LSS (averaged over the total 40 frames) of the videos after approximation recovery. From the average LSS and ESS scores we can see that, when coded block shuffling is not used as an encryption tool, only the LSS score is below its security threshold of 0, and the ESS Table II. score is around or above its threshold of 0.5. This indicates that the encryption leaks out shape information and is not secure enough, which we can also observe from Fig. 12 and Fig. 13 . Once the coded block shuffling is incorporated in the encryption, the ESS and LSS indicate that the encryption is secure against approximations. These results concur with the visual examination.
To examine the detailed ESS scores, we plot the frame-byframe ESS score of Coast Guard under different encryption-attack settings in Fig. 14 . The top curve is from the attacked video with DC encrypted only, which confirms that encrypting DC alone still leaves some contour information unprotected. The two middle curves are the results involving MV encryption for inter-blocks and AC encryption for intrablocks, where the ESS scores are low at the beginning of a GOP and increase substantially toward the end of the GOP. This is because as it approaches the end of a GOP, motion compensation becomes less effective and the compensation residue provides a significant amount of edge information. Such observation suggests that if we can only afford the bitrate overhead to encrypt two P frames in a GOP, the two encrypted P frames should be interleaved, such as choosing the 1st and the 8th P frames in a GOP of 15 frames. On the other hand, by incorporating the shuffling of macroblock coding units, the resulting ESS measurements are consistently around 0.1 or lower.
3) Relative Overhead: Table IV lists the compression overhead for four videos under each encryption settings. We can see that the overhead is low for high-complexity, fast-motion video such as the Football and the Foreman, and relatively high for low-complexity, slow-motion video such as the Grandma and the Coastguard. As we go from the setting E1 to E3, more components are encrypted and thus the overhead increases. We also see that the coded block shuffling approach does not introduce overhead, as shown in setting E4 to E6. Overall, the overhead of 4%-11% by the E1, E2, E4, and E5 is comparable to that of a direct adaptation of generic encryption to multimedia as discussed in Section II-A. Considering both security and compression overhead, we have found that the E5 setting provides a very good tradeoff. This setting is a combination of block shuffling and selective value encryption via generalized index mapping.
D. Protecting FGS Enhancement Layer Video
We use ten frames from the Foreman video sequence to demonstrate the protection of the enhancement data while preserving the FGS characteristics from the source coding. The proposed intra bitplane shuffling encryption is applied within each 8 8 block and the sign bit of each coefficient is encrypted using a stream cipher. To allow for a better visual examination of the protection effects on the enhancement data, we combine the encrypted FGS bitplanes with a clear-text base layer.
For most natural images, the coded DCT coefficients have decreasing dynamic range versus the frequency. As such, we emulate an approximation attack, whereby for each significant bitplane, all the "1s" of the bitplane is put to the lowest possible frequency bins. A total of six encryption-attack settings are used, namely: a) to shuffle the first bitplane with clear-text base layer; b) to approximate the bitplane of (a) with the correct signs; c) to approximate the bitplane of (a) with random signs; d) to shuffle the first two bitplanes; e) to approximate the bitplanes of (d) with the correct signs; f) to approximate the bitplanes of (d) with random signs. . This suggests that using more encrypted bit planes will worsen the approximation attack results. Within each row, the visual difference is very subtle. This observation verifies that without knowing the decryption key to the enhancement layer, an attacker cannot obtain a more refined video than the base-layer video using approximations from the encrypted enhancement layer. Table V lists the corresponding average PSNR, LSS and ESS of the videos under the six encryption-attack settings. From the table, we can see the approximation recovery can only reduce a little luminance error in terms of LSS and PSNR in the approximated video compared to the encrypted video, and the edge similarity in terms of ESS remains imperfect and has little improvement after attack. This demonstrates that the proposed method can protect the premium quality version of the content in a FGS compatible way, with a separate key from base-layer video encryption.
VII. CONCLUSION
In summary, we have shown in this paper the importance and feasibility of incorporating signal processing into multimedia encryption, in order to address the issues of confidentiality protection in multimedia applications. Through two proposed atomic encryption operations that can preserve standard compliance and are friendly to delegate processing, we have provided quantitative analysis and demonstrated that a good tradeoff can be made between the security and bitrate overhead. We have pointed out the need of quantifying the security against approximation attacks that are unique to multimedia, and have proposed a set of multimedia-oriented security scores to complement the security metrics for generic data. Using video as an example, we have presented a systematic study on how to integrate different atomic operations to build a video encryption system. Our experiments have shown that by strategically integrating selective value encryption, intrabitplane shuffling, as well as spatial permutation, the resulting encryption system can achieve a good tradeoff among security, friendliness to delegate processing, and bitrate overhead.
APPENDIX A DETAILS ON OVERHEAD ANALYSIS FOR GENERALIZED INDEX MAPPING
In this Appendix, we present the derivations for the overhead analysis of generalized index mapping as discussed in Section III. We start with the a default entropy codebook being used to encode encrypted data and prove (3) .
Recall that denotes a probability distribution of . Representing the constant in the denominator as , we have . Expanding leads to
In the above derivation, the second summation in (12) In this Appendix, we analyze the zero-run symbol distribution after intrabitplane shuffling as discussed in Section IV.
As we have seen in the main text, a macroblock in MPEG4 FGS coding consists of four 8 8 luminance blocks, and zero-run symbols are formed within each block. Intra bitplane shuffling can be done within a block or within a macroblock. For generality, we refer to the block to which shuffling is applied as shuffling block and denote its size as ; and similarly, the block to which run-length encoding is applied as coding block and its size . In the case of shuffling within an 8 8 block, the two blocks are identical and ; while, for the case of shuffling within a macroblock and run-length encoding within an 8 8 block, we have and . We assume that there are "1s" in the shuffling block, hence the total number of zero-run symbols is both before and after shuffling. We derive the zero-run symbol histogram conditioned on .
We use an indicator function to denote the following event of the bitplane of interests for coefficients in a coding block: when ones appear in both th and th position and zeros in between (i.e. the bits from th position to th position forms a zero-run symbol with run-length ),
; otherwise, . The range of to be considered for is between 0 and , where indicates the first zero-run symbol of the block has run . The expected number of symbols with zero-run being in a coding block can be obtained as the follows:
When
, the results can be simplified as
