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ABSTRACT 
Cox, Kevin Ross Australian National University, March 1978. 
A Size and Modularity Measure for Programs. 
Supervisor: Dr. B. Molinari. 
Measures of size and modularity for programs are defined. These 
measures are investigated in relation to ideas of well written programs as 
defined by the author; the measures are shown to reflect these ideas. 
Algorithms for implementation of the measures are described and an actual 
implementation made for COBOL programs. Properties of the measures are 
investigated both analytically and through experimentation. The measures are 
shown to be stable and simple. 
The ideas for the measures -developed from an investigation of 
Software Science. Problems associated with Software Science are examined and 
a consistent basis for the Science is proposed. 
In defining well written programs a method of construction based 
on an amalgamation of the ideas of Data Structure modularity and Concurrent 
Programming is proposed. The method produces programs which have good 
modularity measures and are subjectively judged to be well written. 
The measures and construction methods have wide application in 
the computing industry. 
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1. Introduction 
1.1 PreCJJT1ble. 
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Within the computing industry there is a continuing search for methods 
of producing high quality software. Various approaches have been, and are 
being, made. The proof of correctness approach as espoused by Dikjstra (17) 
approaches the problem of quality by establishing proper construction 
methods. More immediately practical methods of construction are those of 
Yourdon (62) and Jackson (33). At a more modest level there are many sets of 
rules for programming. These are exemplified by Kernighan's (35) "The 
Elements of Programming Style 0 , which give, by example and fiat, rules which 
enable a programmer to create well written programs. The general approach 
of attempting to establish methods which will ensure the construction of well 
written programs is, in the author's opinion, a mandatory goal for the com-
puting discipline. 
Besides constructing well written programs, it is necessary to be able 
to recognise that they are in fact well written. Measures are required which 
will indicate quality aspects of programming. 
This thesis addresses itself to the proble~ of measuring the quality 
of programs in the areas of size and modularity for a restricted class of 
programs and for the language COBOL. This chapter previews the main areas 
covered in this thesis. Chapter 2 gives the author's definition of a well 
written program with particular emphasis on modularity. Various measures 
which have been made on programs are surveyed in Chapter 3 with emphasis on 
the measures of "software science". The requirements for measures of size 
and modularity are discussed and the conclusion is reached that good measures 
are currently unavailable. The measures Operand Volume and Index of Modu-
larity are proposed and some of their features discussed in Chapter 4. 
Chapter 5 gives specific algorithms for implementing the measures in COBOL. 
Chapters 6, 7 and 8 discuss its application to particular programs. A method 
of construction which produces well modularised programs is developed. It is 
illustrated with the program solutions given in Chapters 6 and 7. The final 
chapter considers future developments and the directions for further 
investigations. 
1.2 Need for the Evaluation of Software Quality. 
It is well recognised (3) that there is a need for the measurement and 
evaluation of software quality. Not only is the evaluation needed by the 
managers of programming groups and the teachers of programmers, but more 
importantly, programmers themselves need methods of establi5hing if their 
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products are acceptable, in a quality sense. Criteria whereby the pro-
fessional can determine if the construction of programs follow rule s of good 
programming, will assist programmers in their own development. Current 
measures are relatively crude and often counter productive. For example, the 
most common measure of a quality of programs is the measure t ines of code . 
Lines of code is used extensively in the computing industry as a measure of 
size and of the amount of work done by programmers (34) (56). If used as a 
measure of productivity it simply encourages quantity in the production of 
programs. Managers cannot be blamed for the use of this measure as there has 
been very little else for them to use. 
When considering areas where measures would be useful the list becomes 
extensive. As examples the following questions are at present answered on a 
subjective basis. It is asserted that judicious use of measures would assis t 
in finding answers to such questions: 
Which language should be used for a particular problem? 
How different in terms of programmer effort are different 
languages? 
For a set of student exercises, giving the solutions to the 
same problem, in which order should they be ranked? 
Will a given program be easy to maintain? 
How productive is a programmer? 
Given two programs (both proved correct) for the same problem, 
which is the better program? 
These, ?nd many other questions, are of immediate import to a great 
many people within the computing industry. Jedicious, questioning use of 
program measures, will assist in answering them. It must be stressed, that 
it is not the author's claim that measures are a panacea and an all encompas-
sing tool for answering such questions. Rather measures are anothe r f actor 
in assisting evaluators to make a judgement. 
1.3 Approach to De fining a Measure. 
Programming is a complex activity and there is no one measure, or eve n 
two or three, which will define all the aspects of a program. It is n e c essar y 
to define the scope of the measure and in particular the context and semantics 
of the measure (54). The objective of the measurer in making the meas u remen t 
will to a large extent determine the measure to be made. It is thus n ecessa r y 
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to not only define a particular syntax of a measure, but more importantly , 
the environment in which it is made and the slice of reality being inve sti-
gated. It is with this point of view that this thesis examines the are a of 
well written programs and then attempts to find a measure to reflect part of 
what may be called a well written program. That is the total program may, or 
may not, be well written, but the particular attribute being investigated can 
be shown to have characteristics which normally are only found in well 
written programs. 
Before a measure can be established it is necessary to be clear on 
what is to be measured. It was with this objective in mind that the author 
examined the current literature on programming. The ideas of what constitute 
a well written program were examined. From the author's experience various 
aspects of program construction and maintenance were also considered. The 
conclusion, as expressed in Chapter 2, was that the problem of how to divide 
a program into modules is of considerable practical importance. There are 
few really useful approaches available and essentially no measures which can 
assist a progrannner. Modularisation, as practised, is mainly a hit or miss 
affair, with the progammers having no feedback as to whether their programs 
have actually been well divided. 
Programs are written for a wide variety of applications. As the type 
of application may influence the meaning of that which constitutes a well 
written program, it was decided to restrict this investigation to data pro-
cessing problems. Such applications are: Payrolls, Accounts, Inventories 
and Budget Systems. They are characterised by simple algorithms, extensive 
editing, file manipulations and report generation. As a group they consti-
tute the bulk of connnercial computing and are the areas where most program-
ming and program maintenance are carried out. The results and conclusions 
found in this thesis are applicable to such applications. While they ma y 
also hold for other areas this has not been verified by the author. 
Having decided on an area of investigation it was then necessary to 
define what was meant by modularity. This is defined in the next chap ter. 
It was then necessary to examine the literature to see if there were any 
measures which would reflect the definition of modularity. No me asures we r e 
found which were satisfactory and so it was necessary to define one wh ich had 
the required properties. It was necessary for the measure to not only r ef l e c t 
the physical properties of programs, but also to b e related to the way i n 
which programmers perceive and manipulate programs. Besides these t e chnic a l 
requirements, the practical aspects of a measure are such that it n eed s to be 
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easily calculated and useable by programmers. Esoteric measures which are 
difficult to comprehend and are not intuitively obvious, will not be accepted 
and used by progrannners. Thus any measure should be simple, if necessary at 
the expense of sensitivity. 
A measure was found which seems to have all the required properties. 
Its use not only gives values for consideration by the programmer but as a 
side benefit indicates directions of improvement in the program under 
consideration. 
Having found a potentially useful measure the thesis examines its 
properties. A simple analytic study is made indicating that it behaves as 
expected. The algorithms necessary to implement it are described, then im-
plemented. Various programs are analysed to see how the measure behaves with 
real programs. Finally future developments and extensions of the study are 
indicated. 
One of the areas which has not been carried out is the calibration of 
the measure. That is, determining if the absolute numbers have direct 
relationships with say, programmer effort. There are indications from other 
results that this is so, but calibration is still required on large samples of 
progrannners. In order for this to be satisfactorily carried out it is thought 
that the measures should be incorporated in a compiler. 
The implementation of the measure was carried out on COBOL. Although 
the principles are applicable for any common language COBOL was used for the 
following reasons. First it is the most common language in use in government 
and industry; it is also a relatively neglected language from the point of 
view of measurement; most experimenters have investigated FORTRAN or PL/I. 
Finally, COBOL is not what could be called a "good" language, and as such it 
offers a challenge to the experimentalist to find ways of measuring it. It is 
thought that "if it will work for COBOL - it wilt work for anything". 
1.4 Re-evaluation of Software Science. 
In examining the premises of "software science" as defined by Halstead 
(29) difficulties were indicated. The author suggests a change in the defin-
ition of the basic properties of algorithms. The effect of this change on 
the field of software science is partially evaluated. This preliminary eval-
uation suggests that many of the results of software science still hold but 
that the various measures made on algorithms will be more consistent. 
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1.5 Creation of WeZZ Written Programs. 
In order to evaluate the proposed measure it was necessary to write 
some weZZ written programs. In producing these programs it is believed that 
significant points have been made in ideas on methods of construction of pro-
grams for corrnnon data processing applications. These points are the result of 
amalgamating the ideas of Jackson (33) and Brinch Hansen (5). That is the 
structure of a program is found by a consideration of data structures and the 
construction of the program is carried out by developing it as a series of 
Concurrent Programs. The transformation of the Concurrent Programs to a 
single sequential COBOL program is shown to be possible using Jackson's inver-
sion mechanisms. Besides creating well written programs this approach has 
significant potential in creating systems to run on multi processor machines. 
A description of the approach is given in Chapter 2. 
1.6 Surrrmary. 
Simple, easily calculated, intuitively obvious measures are proposed. 
The measures are applicable to data processing problem areas and in partic-
ular to use on COBOL programs. They have been investigated and found to 
behave in a way which would indicate their utility. The measures are such as 
to assist and support many of the latest ideas on the nature of reliable 
software. Their implementation would materially assist prograrrnners in their 
difficult tasks. 
As by-products of the development of the Measures a new basis for 
software science is proposed and a practical method of constructing well 
written programs in illustrated. 
2. Well Written 'Programs 
2.1 OvervieuJ. 
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What constitutes a well written program is of considerable interest 
and debate to most people in the computing industry. No less a practitioner 
than Dijkstra (18) has said that we cannot measure a good program but must 
train people to recognize good programs when they see them. While this atti-
tude may in the long term prove to be correct, it seems that there is a grow-
ing body of knowledge both theoretical and experimental which is transforming 
the Art of Programming into an Engineering accomplishment. Associated with 
this has been a knowledge of those aspects of programs which can be measured 
in a meaningful manner. This chapter deals with the qualities which seem to 
be generally recognised as being necessary for a program to be considered 
well written. Aspects considered in defining the constitution of a well 
written program are: 
(a) Clerical form or representation of the program. 
(b) Control Structures used within a program. 
(c) The Folklore of Programming practices. 
(d) Data Structures and their manipulation. 
(e) The modularity of the program. 
It is argued h2re that the first two aspects are well understood and 
that there is a general consensus on the clerical form of a program and on 
the control structures that should be used. The areas of modularity and data 
structures are less well understood and it is in these areas that this thesis 
concentrates. A statement is made in this chapter regarding what may be con-
sidered to be a "well modularised" program and in the light of these ideas 
the thesis considers how this aspect of a program may be measured. 
2.2 Clerical Form of a Program. 
Most programming standards such as those found in Government, in pri-
vate organisations, published in journals (39) or described in books (48) 
address themselves primarily to the clerical aspects of programming . Descrip-
tions are sometimes made of the semantics of the verbs used but in general the 
standards concentrate on aspects such as:- a module shall not be more than 
one page in length, identifier names shall be meaningful, nesting of state-
ments shall be indicated by appropriate identation. These clerical aspects 
of programming are important and a well written program should also look well 
written. However, this aspect of programming is largely mechanical and to a 
large degree arbitary. Some experimental evidence has emerged on the effect 
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of cosmetic variations to programs but it is the author's opinion, backed 
by experimental evidence such as Love's (42) experiment with paragraphing, 
that these standards, although necessary, do not address themselves to the 
main features of a well written program. Many of these clerical functions 
can be carried out by automated aids such as those mentioned in Data Pro-
cessing Digest (15) or with aids such as Cotterill's (13) formatter for 
ALGOL, Heures' (31) reformatter for PASCAL or McMain's (46) EDIT program for 
FORTRAN. Often reformatting is carried out in compilers or assemblers (6). 
How a program is visually presented contributes a small portion of the fac-
tors used in deciding whether a program is well written. 
2.3 Folklore and Programs. 
Many texts on Programming have lists of rules to be observed in 
writing programs. Various aspects of these rules are classified by this 
author as Programming Folklore. It is argued that while these rules may be 
valid and may be useful, unless there is some theoretical or experimental 
basis for their existence, the rules can be misleading and do not necessarily 
lead to well written programs. An example of a set of rules is found in 
Kernighan (35) pages 135-137. Some of the rules extracted from that list are:-
avoid temporary variables, avoid the FORTRAN arithmetic IF, use data arrays to 
avoid repetitive control sequences and terminate input by end-of-file not by a 
count. While these may be quite valid, and their presence or absence may help 
in determining whether a program is well written, their application does not 
give the essence of well written program. This proposal can be illustrated by 
producing examples where, when even though rules are not obeyed, the programs 
can still be considered to be well written. 
The arguments that described the use or non-use of the GO TO is the 
definitive example of this proposition. The arguments surrounding the GO TO 
were arguments against the rule whereas the crucial aspect of the discussion 
was the control structures used in programs. The use or otherwise of a par-
ticular verb is unimportant, providing the control structure is satisfactory. 
Similarly, unless other rules or folklore have as their basis theoretical or 
experimental evidence and are also expressed in those terms, then they will 
be open to abuse and misinterpretation. For example, there are some educa-
tional institutions where programs are marked on the number of GOTO's 
present in the student programs. 
Folklore may help in writing well written programs, but only if the 
principles underlying the rules are understood. 
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2.4 Control Structures. 
The argument regarding GOTO's is now well resolved, and there seems 
to be a general consensus with respect to the permitted control structures 
within any well written program. It is recognised that the structures of 
sequential operation, repetition, selection and return or quit are all that 
are required. Indeed it is argued (61) that other control structures lead to 
poorly written programs. The idea that each module should have one entry and 
one exit point is also well accepted. There are commercially available pack-
ages (27) that automatically restructure programs so that these control 
structures are the only ones used. It is the author's observation that 
practically all introductory prograrrnning courses now emphasize these control 
structure aspects of producing a program. The impression is sometimes gained 
that using the correct control structures will automatically produce an 
excellent program. 
The reason for this emphasis is that the control structures are of 
great importance. A program with undisciplined control structures is not 
well written. A reason for the widespread acceptance of these ideas is the 
theoretical and well argued case that has been made for the ideas (17), (61). 
The ideas and the restrictions on programmers that the ideas embody, has 
moved programming along the path from an Art Form to an Engineering discipline . 
Permissable control structures along with the clerical form of a pro-
gram are the main components of most programming texts and organisations' 
program standards. Various measures based on the ideas of permitted control 
structures have been developed and are examined in the next chapter. It is 
the author's view that there is a general consensus amongst programmers as to 
the control structures to be used. A necessary condition for a well written 
program is that it have disciplined control structures. 
2. 5 Modularity. 
Along with practically all texts on programming Parkin (48) has a 
section on "Modular Programming". Like most texts very little guidance is 
given on how to actually modularise programs and how to recognize a good 
modularisation. Modularity has been recognized as a desirable objective 
within programming systems, and indeed the programming "fashion" of the 60's 
was modular programming. While service is paid to modularity, understanding 
of the concepts behind modularity is not widespread, common computer l anguages 
do not facilitate the production of well modularised pro grams and the r e a r e 
few methods to show programmers both how to modularise and how to dis tinguish 
between a good and a poor modularisation. This thesis addresses these 
problems. 
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A program segment can be defined as a module if it is inde pe nde nt 
of any other piece of code. That is, the module is defined by its interna l 
workings and by its associated inputs and output. It must not depend on the 
workings of any other module and any other module must not be aware of its 
internal workings. To use a module the inputs and outputs of the module are 
the only concern of a user of the module. Most stand alone programs can be 
considered as modules; this is the lowest level at which most programs can 
be modularised. The reason for this is that most programming languages 
allow the use of global variables and most programs use global variables. A 
section of a program cannot be easily and simply taken and used elsewhere, or 
replaced by another piece of code if it uses any global variables. The 
interfaces between so-called modules of a program are not well defined and it 
is difficult to show that a module will work outside its original environ-
ment. This is particularly true of the case with the language COBOL, where 
the scope rules of ALGOL are not available. With ALGOL it is possible, with 
the block -mechanism, to define program modules, but because of the widespread 
use of global variables, true modules are rarely defined. 
It is possible with good discipline and sets of strict rules, to 
create modules within a program in a language such as COBOL, but it is 
difficult. Even if it were easy the question still remains as to whether one 
particular modularisation of a problem is better than some other modularis-
ation. 
As modularisation is concerned with the interconnections between 
modules, an answer to this question may be found in the following principle. 
Modularisations may be compared by considering some function based on the 
interconnections between elements within modules with a function based on 
the interconnections between modules via their input and output variables. 
A good modularisation should tend to maximize internal connections and 
minimize module interconnections. 
Myers and Constantine (11), (47) have attempted to define modularity 
using this principle. They describe the "strength" of a module as b e ing 
based on the internal connections and the "coupling" of modules being based 
on the interconnections between modules. Various categories of the se 
relationships are defined in descriptive terms. However, no precise def in-
itions are given and no specific rules on how to achieve the de sired r esult s 
are given. 
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Parnas (49), (50) with his idea which is expressed as "data hiding" 
is essentially the same approach. The expression "data hiding" is a good 
descriptive way of describing what a good modularisation is meant to do; 
data elements, where ... _:rer possible, are to be hidden within modules. If 
this is done then it implies that the modules will have many internal 
connections and few input-output parameters. 
Jackson (33) gives a method of producing programs which will be 
modularised according to these ideas. His method has been developed for 
data processing problems which are very concerned with data structures, and 
in particular, external data s true tu res represented by f i -les. The method is 
to base the structure of the program, and the modularisation of the program, 
on the structure of the data structures of the problem being solved. Thus 
if a file or data structure has various components such as a header, a set 
of records of a particular type and another set of records of another type 
then the structure of the program should reflect this structure. If the 
file structure changes then it should be possible to see in · the program how 
the appropriate changes are to be made. Producing programs based on these 
ideas will lead to program modules being defined which hide data by keeping 
all the processing of particular data structures within a module. 
These ideas seem to have the same effect as ideas expressed in a 
recent Conference on Data Abstraction (40). Here higher levels of data 
abstractions are defined on lower levels of data structures by the amalga-
mation of the operations on a data structure and the data structure itself 
into an entity. These larger entities are then manipulated. A similar 
limited example of this can be achieved by modularisation along the lines 
suggested by Jackson. The program is defined in terms of the operations on 
the data structures and hence the two can be considered as an entity. 
Unfortunately, Jackson's method often involves combining the programs for 
two different structures into one module. 
Brinch Hansen's (5) work with Concurrent Pascal and Wirth's (60) work 
with Modula are developments in a similar direction. Here the concept s are 
refined and the languages defined so as to make true modularisations, not 
only possible but necessary in an implementation. Programs are develop ed as 
a series of processes or modules. Interconnections are defined explicitly 
via the use of monitors. Modules are independent and the interconnections 
are explicitly defined. Common data structures and operations defined on 
them are defined via the monitor Bechanism. The compiler checks to see that 
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all operations carried out by processes and monitors are indeed valid and 
do not interfere with any other module . . Each module exists as an inde pen-
dent entity and is not dependent on any other module when describing its 
behaviour. 
All these approaches lead towards the same general goal of producing 
modules within programs. These modules can be defined if it can be shown 
how they interact with other modules. How well a particular program has 
been modularised can be indicated by a consideration of some function re-
flecting the interconnections of data items within a module and connections 
external to the module. It is the aim of this thesis to illustrate how a 
measure may be devised to reflect these relationships and how to construct 
programs for data processing applications which will be well modularised. 
The next section illustrates how these principles can be applied in 
creating a module within a program. 
2.6 An Example of a Module to be used within a Progr(JJTl. 
A part of many data processing programs is the production of an out-
put report. In a program with poor modularity the code to produce the 
report will be scattered throughout the program text. Typically "the open" 
for the file shall be in a module called "initialise", the "headings" shall 
be in a module called "output heading", the "detail lines" shall be in a 
module called "output detail", the "final totals" shall be in a module called 
"wrap up" and the "close" shall be in a module .called "close all files". 
The program will be modular, it shall exhibit some functional modularity (47) 
and yet it will not be easily maintained or understood (33). Within the 
commercial data processing industry it is the author's observation that this 
is the normal way to divide such programs. Programs are divided into parts 
determined by some idea of how the program will be executed in time sequence; 
that is, division based on a "Macro Flow Chart". Thus not only are flow-
charts worthless in understanding programs (53) but also they lead to poorly 
modularised programs. 
It is the basis of this thesis that one appropriate module for a pro-
gram with a report would be a module entitled "reportx". This module or 
its subordinates would contain all the statements relating to the production 
of the report. In terms of data abstraction there would be an entity called 
"reportx". 
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One of the reasons programs are not normally written this way has· 
been the lack, until . recently, of languages which facilitate the definition 
of independent modules. Simula 67 (2), Concurrent Pascal (5), Modula (60) 
are examples of languages which enable independent modules to be created and 
which explicitly specify the interconnections between modules. It is 
necessary to be able to create truly independent modules and to formalise 
the interconnections between modules in order to create simulations and con-
trol concurrent processes. These languages have been created for specific 
purposes. It is argued in this thesis that their application is wider than 
their immediate application because they are convenient vehicles for the re-
presentation of modular programs. 
It is possible through the exercise of discipline to create modular 
programs in other languages, but, as with control structures in assembler 
language, it is difficult to enforce good practices. It is also more 
efficient to get compilers to check for mistakes. Modular COBOL programs 
are created in Chapters 6 and 7 of this thesis. 
Jackson's approach with his emphasis on data structures gives some 
good examples of modularity. Jackson's notation for the expression of 
algorithms is also a convenient mechanism for expressing algorithms. The co-
ordination of modules can be expressed via a simple monitor mechanism 
similar to that given in Concurrent Pascal. 
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The module reportx can be expressed as: 
module reportx; 
end· __ , 
sequence 
end· __ ,
open report file; 
initialise totals; 
write heading; 
transfer. receive (detail); 
iterate until no more detail; 
end· __ , 
write detail; 
calculate totals; 
select end of page; 
write heading; 
end· __ ,
transfer. receive (detail); 
write totals; 
close report file; 
The only interconnection with any other module is via the transfer 
monitor. Any actions on detail must be defined within the transfer monitor. 
For most sequential data processing the only monitor actions required are 
"send" and "receive". All other data fields for headings, totals and for the 
file report are local to the module reportx. 
This module can thus act as an independent module. Further, the 
module can be run as one of a set of concurrent modules, if necessary, as the 
interconnections between it and any other modules will be defined by the 
monitor transfer. The starting point in defining the module was by a consid-
eration of the data structures associated with the problem as suggested by 
Jackson. The variation from Jackson's method is that instead of amalgamating 
modules associated with different data structures to make larger modules, 
each module is kept independent and the interconnections defined via monitors. 
2.? Surronary. 
Aspects of what constitutes a well written program have been discussed. 
The clerical form of a program is important but is mainly cosmetic in its 
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effect. The control structures to be used within programs are to a large 
extent agreed upon within the programming profession. Various items of pro-
gramming practice covered by "folklore" while sometimes of use are open to 
misinterpretation unless they are based upon theoretical foundations. Data 
Structures and Modularisation of programs are closely related. Modularis-
ation is difficult to achieve with most common programming languages as the 
interconnections between modules are not always explicitly stated. The 
localisation of data references or "data hiding" can be used to compare 
different program modularisations. 
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3. Program Measures 
3.1 Framework for Discussion. 
A large number of program measures have been defined on programs. 
Practically every program is measured in some way - very often every time it 
is run. This chapter discusses various measures as they relate to aspects of 
weZZ written programs as described in the previous chapter. 
An exhaustive discussion of all measures investigated is not given. A 
special section of the references gives those articles and books not specific-
ally mentioned in this thesis, but which have contributed to the author's 
understanding of the scope and application of program measures. 
It is important to stress that the measurement of programs is a multi-
dimensional problem. There is no one all encompassing number giving the 
quality of a program. A possible classification of measures must be related 
to attributes of the environment within which the measures exist. That is, 
the quality of a program can be defined in terms of effects on programmers, 
machines and also in relation to the problem being solved. For example, the 
following attributes associated with programmers can be enumerated:-
Time taken to construct a program. 
Time taken to modify a program. 
Number of syntactic errors. 
Number of logic errors. 
Number of test runs. 
Evidence of understanding of a program. 
Some machine attributes are:-
Time taken to execute a program. 
Amount of code generated. 
Execution profiles of programs. 
Range and values of variables. 
Some problem or algorithm attributes are:-
Computational Complexity. 
Relationship with other descriptive forms of the algorithm. 
Invariant properties of algorithms no matter what the program 
representation. 
Relationship of program changes necessary to reflect problem 
changes. 
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These attributes associated with the environment of a program are· 
very important. This thesis does not attempt to measure them but describes 
the effect of various program measures qualitatively. Where possible other 
authors' experimental measures, which relate to program measures, are used. 
Various program measures can be defined. Examples of these are:-
Measures on Control Flowgraphs. 
Measures on Data Flowgraphs. 
Counts of operators/operands. 
Counts of programmer defined symbols. 
Counts and types of basic symbols. 
Counts of syntactic forms used. 
Counts of lines of code and lines of comments. 
Given definitions of well formed programs various counts of anomalous 
situations can be made. Examples of these situations are:-
Indentation rule violations. 
Failures to initialise variables. 
Mixed mode operations. 
Violations of rules of structured programming. 
Program measur~s can be defined in terns of these two overall c~te-
gories. In the first, the measures are defined without reference to any 
model of a well written program. In the second, the measures are defined in 
terms of good practices. The first approach is taken by Halstead with Soft-
ware Science, the second is taken by Boehm et al (3) with their very pragma tic 
and useful approach of the specification of anomalies in programs. As this 
thesis has concerned itself with the first approach, the next section attempts 
to justify the method by considering Boehm's reasons against the approach. 
Whatever approach is used, the aim is to relate the program measures 
to some other quality in the program environment. As this environment is 
complex and many of the attributes are in conflict with each other, it 
follows that it is unlikely for any one program measure to be sufficient. 
3.2 Argwnents for the Use of Quantitative Formulae. 
Boehm et al rejects the use of quantitative formulae for the followin g 
reasons:-
1. Quantitative formulae do not tell where and how a program is 
deficient - only how often. 
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2. Counter examples of relationships between quantitative formulae 
and other attributes within the program environment are easy to 
find. 
3. Software practices are evolving and it is too early to establish 
measures which may simply reinforce bad practices. 
4. Calculation and understanding a quantitative metric is too 
difficult. There can be no one overall metric for programs. 
The following examines these arguments and gives reasons for the use 
of formulae. It must be stressed that this is not an argument against 
anomaly indicators but an argument for the development of quantitative 
formulae. The place of such anomaly indicators as compile errors is so 
obvious as to require no comment. In particular, the arguments for measures 
of size and modularity will be used for illustration purposes:-
!. Even though a measure of size does not tell a progrannner where 
or why the program is large, such a measure is of great import-
ance. A size measure is of use in the same way as Fry's 
Readability Formulae (23) is of use in classifying prose 
material. The measure of size - lines of code - in use at 
present is one of the most extensively used measures. 
a measure of modularity is of use in quality control. 
Similarly, 
Certainly 
if one particular programmer always produced programs which are 
not well modularised then this fact should be brought to the pro-
grammer's and management's notice. 
2. Although it is possible to find counter examples against any 
correlations between say understandability and a measure of size, 
this is not enough reason to dismiss the measures. Indeed the 
measures based on anomalies are susceptible to such criticisms. 
The important point is not that there should be no counter 
examples but that there are few counter examples. 
3. Software theory is evolving. It is suggested that because of 
this state of flux metrics are more important than if there was a 
solid basis of theory. The reason is that measures can be made to 
reflect particular theoretical ideas and then the testing o f 
these ideas can be facilitated with the use of the measure. For 
example, the index of modularity proposed in this thesis can be 
used to test the proposition that "hiding data" is important in 
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producing reliable software. Indeed, most quantitative formulae 
are built on models or theories regarding program constructi on ; 
testing the measures tests the theories. 
4. The calculation of measures must be relatively easy. It is 
suggested that many quantitative formulae are in fact easier to 
calculate than finding many anomaly situations. Certainly the 
measures proposed in this thesis are relatively simple and it is 
thought intuitively obvious. The argument that there is no 
single metric telling all, is acknowledged. Proponents of quan-
titative formulae do not claim that there is a single metric but 
different metrics for different purposes. 
3.3 A Survey of Program Measures. 
Lines of Code 
The most common measures of programs are lines of code and execution 
times of programs. These measures are present with most operating systems 
and they form the basis of much of the literature regarding program me tr i cs. 
Walston and Felix (56) have produced the most extensive analysis of progr ams 
based upon lines of code; sixty projects with a median of 20,000 lines of 
code were considered. The productivity of programmers was defined in terms 
of lines of code produced per man month. Twenty-nine factors were correlated 
with this productivity measure and a productivity index calculated. The 
problem with lines of code as a productivity measure is that it is not stable 
(independent of measurers)and is not as closely related to actual effort as 
perhaps other measures. The reason it is not stable is that it is often 
difficult to decide which lines of code to count; changes in formatting (13) 
can easily give a 30% change in the number of lines produced. The measure is 
not precise and is probably not related to an attribute being investigated -
say programmer effort - as is desirable. 
Programmer Errors 
A considerable literature is available on errors and statistics about 
errors found in computer programs. Examples of such studies are Thaye r (55), 
Gould (26), Boies (4) and Endres (22). Attempts have been made to clas s ify 
errors and to relate the errors to other program or program environment 
characteristics, including Schneiderman's (52) estimation of errors based on 
past error history. The type of errors made and the severity of the errors 
seems to vary considerably, but the general consensus seems to be tha t des i gn 
errors are the most difficult to correct and account for the majority o f 
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effort in correction. This could be related to the amount of code n e c essar y 
to consid e r in corre cting the error, as opposed to the specific t y pe o f e rror . 
This aspect do e s not seem to have been investigated. Error statistics a s 
such are not program measures but are attributes associated with programmers. 
Control Structures 
An interesting and extensive area of program measurement has b een 
concerned with control structures. Many attempts at relating programme r 
performance has been associated with measures based on control structure s 
(36), (27), (43) and (42). There is some experimental evidence that the r es -
tricted set of control structures, advocated by the proponents of structured 
programming, does lead to more reliable programs. The main evidence is, 
however, more qualitative as expr~ssed by Elshoff (20) and Holton (32). It 
is the author's belief that the type of control structures used by programmers 
is very important; it is further thought that most installations and teaching 
institutions have recognised this, and that programs being written follow 
these precepts. Of the measures proposed on control structures, it is the 
author's opinion that the Complexity Measure of McCabe (45) offers a good 
simple program measure to indicate the control structure complexity of pro-
grams. This measure is based upon the flowgraph of a program. As the total 
number of possible paths through any program is, for most programs, not 
feasible to calculate McCabe simply takes a count of the '~asic paths" in a 
flowgraph. That is the set of paths which in combination will give all other 
paths. This measure - in graph theoretic terms the cyclomatic number - can 
be easily calculated as the following relationship holds:-
/ 
Cyclomatic Number = number of edges - number of nodes+ 2. 
A flowgraph of the program is unnecessary for the calculation as 
McCabe shows that it is equal to the number of decisions plus one. McCabe 
suggests limiting the value of the cyclomatic number to 10 in any part i cular 
program module. This figure was based on experience gained from using the 
measure in a production environment. It should be noted that the meas ure i s 
not directly related to the control structures of structured programming , but 
it is found that structure d programs tend to have low cyclomatic numbe r s . 
Programmer Performance 
An area of pro gram attributes - those associated with pro gr amme r s -
has been of considerable interest to researchers in recent years. Th e paper 
by Schneide r man (52) summarises and points out the obj e ctives of the experi-
mental work being undertaken with programmers in an attempt to discover 
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relationships with the programs and programmers' performance. Besides the 
problems associated with defining metrics on programs, experimentalists in 
this area have the equally difficult task of inventing measures to describe 
programmers' behaviour. Much of the work of Weissman (59) has been in this 
area of experimental design and defining programmer measures. Various other 
attempts in this area are those of Weinberg and Schulman (58), Cooke (12), 
Gould (26), Gordon (25) and Cox (14) as well as those mentioned in the 
previous paragraph. This area is important in any evaluation of strategies 
and techniques of progranrrning. There is, however, considerable effort 
required to carry out these experimental investigations. 
Syntactic Forms 
Program Measures giving counts of syntactic forms used have been 
carried out. The most important of these are those of Knuth (37) on FORTRAN 
and Elshoff (19) and (20) on PL/I. These studies have essentially aimed at 
investigating what programmers actually write when constructing programs. 
Elshoff's study of the variation in PL/I programs in a structured programming 
environment compared to non-structured programs is particularly interesting. 
Various qualitative judgements are made by Elshoff, particularly with respect 
to differences in control structures. These judgements are in support of 
structured programming. Significantly Elshoff remarks on the problems of 
modularity and program design as still being problems in the structured pro-
gramming environment. Measures, on programs as written, are of considerable 
use and enable better judgements to be made in considering future directions 
of language developments and compiler construction. 
Computational Complexity 
Program execution and the measures made on programs to reflect this 
were not considered in detail in this thesis. There are of course sometimes 
correlations between programmer effort and execution time (12) but the main 
thrust of this thesis is in the direction of measures on programs which 
reflect programmer attributes. As a general point it is the author's opinion 
that measures of computational complexity while important in particular areas, 
are of less significance to the programming industry than question of pro-
grams - prog~ammer complexity. Numerous articles on machine and algorithm 
performance were seen in the course of this investigation, but although they 
are program measures, they were not considered of direct relevance to the main 
line of this research. 
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Software Science 
The area of most interest and which was investigated most thoroughly 
is that of "software science" (29). This is discussed in following sections. 
The reason this was thought to be of most significance is that it seemed to 
be related both to the programs being measured and to programmers' ability to 
comprehend and manipulate the programs. The basic idea of dividing the pro-
grams into fundamental parts seems quite similar to those associated with 
Readability Measures of prose. The evidence for software science seemed 
encouraging and the approach seemed to hold considerable promise. An ex-
tensive bibliography of the area is not given as it is available in Halstead's 
book (29). 
Measures of Style 
In the early stages of this investigation it was thought that stylistic 
measures could be found which could identify authors in much the same way as 
stylistic measures have been developed to identify authors of prose. This 
approach after some investigation was abandoned. It is of interest that no 
extensive analyses were found in the literature. The only reference was a 
preliminary analysis by Byars (10). The reason this approach does not seem 
fruitful is that programmers are more constrained by the problem being solved 
and the language being used tnan are prose writers. There are considerably 
fewer degrees of freedom in what can be written when writing programs. Most 
programmers will tend to use similar syntactic units for a particular 
problem. The stylistic considerations will be more a function of the "stand-
ards of the installation", the problem being solved and the language being 
used than a function of individual programmer habits. This is best illus-
trated by a consideration of the stylistic function of program layout. The 
use of an installation "pretty print" routine makes all styles the same. 
Modularity 
This brief survey has covered an extensive field of technical 
literature. Throughout the search the author was concerned with measures 
related to size and modularity. It is believed that control structure s, while 
of great importance, can be adequately measured via anomaly indicators and 
graph theore tic calculations (McCabe). Size and modularity as discus sed in 
Chapter 2 have not had good measures defined on them. The work of Zislis (64) 
in software science seemed to hold the most promise. Further investiga t i on -
shown in Chapter 4 - questions the application of the particular meas ures 
defined by Zislis. The same general idea has been used in this thesis as the 
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basis for a measure of modularity. In brief, Zislis calculated the size -of 
a modularised program as: 
where 
m 
E Ni log2 ni 
i=l 
Ni 
n· l 
m 
= 
= 
= 
Total usage of operators and operands in module i. 
Number of unique operators and operands in module i. 
Total number of modules. 
The size of the unmodularised program was taken as: 
N log2 n 
where N = E Ni 
and n ~ E ni 
As is shown in Chapter 4 this measure always results in a lower volume 
for the modularised program. This is because the interconnections between 
modules is ignored. The general idea seemed reasonable as the measure is 
simple and providing the interconnections could be considered enables a 
measure of modularity to be defined as well as a measure of program size. 
The next section describes the field of software science in more detail. 
The area of study on systems decomposition was considered. Kouvotsos 
(38) sets out a method which minimises an entropy function based upon the 
interaction of functicnal requirements of the problem under consideration. 
Some functional requirements are said to be in harmony, others in conflict 
and others independent. From these relationships a partition that minimises 
interconnections is found. The difficulty in applying this approach to pro-
grams is that knowledge beyond that expressed in a particular program is 
required. The particular program representation does not tell of the complete 
domain of all possible program representations. As the particular program is 
to be measured against a function taken from this large domain, it is not 
possible to apply the method directly. The overall approach is along the 
lines of maximising connections within modules and minimising interconnec-
tions and the function used is an entropy function. 
3.4 Overview of Software Science. 
The recently published monograph by Halstead - "The Elements of Soft-
ware Science" gives the definitive introduction to this topic. The book also 
consolidates many of the known references to the published work in the field. 
The area is concerned with properties of algorithms that can be measured, and 
with relationships between the properties that remain invariant, re gardless 
of the language in which the algorithm is expressed. The basic elements of 
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algorithms are defined to be operators and operands. Operands are defined 
as variables or constants and operators are defined as symbols, or combin-
ations of symbols, that affect the value of ordering of an operand. Having 
defined the basic elements various counts on them can be made. Some 
possible counts are: 
n1 = number of unique or distinct operators appearing in that 
implementation. 
n2 = number of unique or distinct operands appearing in that 
implementation. 
N1 = total usage of all of the operators appearing in that 
implementation. 
N2 = total usage of all of the operands appearing in that 
implementation. 
It is possible to postulate two further counts: 
n1* = minimum number of operators with which an algorithm can be 
implemented. 
n2* = minimum number of operands with which an algorithm can be 
implemented. 
The minimum number of operands, given a very high level language, is 
the number of input and output variables for the algorithm. From these 
counts Halstead defines various properties of algorithms. Amongst these are: 
Program Length N 
Program Volume V 
Potential Volume V* 
Program Level L 
N 
V 
= Sum of all occurrences of all 
symbols 
= 
= 
= 
Number of bits necessary to 
represent all the symbols 
(N 1 + N2) log2 (n1 + n2) 
Minimum number of bits to 
represent the algorithm 
V* = (n1* + n2*) log2 (n1* + n2*) 
= A function of the power of a 
language 
L = V*/V 
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Program Effort E = Function proportional to the 
effort to create or maintain a 
program 
E = V 
L 
Program Intelligence Content = How much has been said in a 
program 
I = V * L 
In order for the definitions to be the basis of a "Science" various 
relationships should be defined; plausability arguments should be given; 
experimental evidence should be found to support the postulates. 
The main relationships defined by Halstead et al are: 
Program Length N 
An estimator of Level is = 
Effort is proportional to the time taken for a programmer to 
create a program. 
Intelligence Content is invarient for a particular algorithm 
which is expressed in various ways. 
Plausability Arguments are given in Halstead's book. One of these, 
relating to effort, is given in Section 3.10 of this thesis. 
Various attempts have been made to enumerate the counts, and experi-
ment with various algorithms, to determine if any of the postulated r esults 
hold. One particular experimental result which seems to be remarkably con-
sistent is the relationship 
•.•• 3.4.1 
This property has been investigated and confirmed by experimentalists other 
than Halstead (9), (65) and (66). Many other results have been reported, 
including relationships defining the frequency of occurrence of operand s and 
operators (67). 
A full description of these relationships and reported experimental 
results is given by Halstead (29) and will not be repeated here. 
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The essential feature of the whole field is that it is based on the 
basic elements, operators and operands. ·How these are defined for any par-
ticular language is of crucial importance. Thus if use is to be made of any 
of the results, it is first necessary to establish counting procedures for 
the language in which a researcher is working. 
3.5 Counting Procedures for FORTRAN Applied to COBOL. 
The author attempted to count operands and operators using the same 
rules as given by Bulut (9) and Elshoff (66). The reasons and rationales 
behind various decisions are given, and the counting procedures are defined 
using the same set of points as used by Bulut. 
As a preamble it must first be stated that the counting procedure is 
considered as counting symbols that are perceived by humans. Thus some 
symbols such as () while being two separate symbols are considered as one 
operation. Thus, when a difficulty arises with the counting definition, the 
criteria of how a human perceives the situation is used to resolve the 
problem. 
Various rules, as outlined by Bulut, are given in quotes and a dis-
cussion on variations for · COBOL is given where difficulties arise. This 
emphasis, on the way humans perc~ive the symbols, is behind much of the 
justification for the results presented by Halstead and so it is necessary 
to make this a prime consideration. 
(a) "Material extraneous to the pure algorithm (i.e. comments, 
specification statements, input/output statements, STOP, RETURN 
and END) are ignored." 
This rule is difficult to justify especially for input/output state-
ments. It is difficult to distinguish between statements specifying trans-
fer of data to external components of a computer and to those transferring 
data internally in storage. For example, a program may need intermediate 
results which could be put in memory, if there is enough room, or else 
written to disk. Using the above rule, the statement saving data in storage 
is used in the count and the statement writing to disk is not used. COBOL 
programs especially are concerned with input and output of data. Thus if a 
printed line is to be output are the statements to set up the line to be 
included or not? These statements are not necessary for the "pure algorithm" 
but are necessary to solve the problem. 
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Specification statements are another problem. If a variable is 
initialised using a VALUE clause then that operation is not included in the 
count yet it is when initialisation is by a procedural statement. 
The difference between STOP as an operatiqn, and MOVE as an operation, 
is difficult to see. 
(b) "All arithmetic, boolean and replacement operators are counted." 
Halstead (28), in counting COBOL defines the variable name, JACK-IN-
THE-BOX, as being four operands, JACK IN THE BOX, separated by 3 "-" 
operators. Similarly MACHINE RECORD is considered to be two separate operands. 
A very strong argument against this, from the programmer's point of view, is 
that in the two examples only one entity is being considered and so surely 
the count should be for one operand. 
(c) "Function names are counted as operators. 11 
This rule means that functions, which to a programmer are in many 
cases indistinguishable from variables (e.g. X(I) could be a function call or 
an array reference) are treated in a different way. The "parameters", 
passed to an array reference and to a function call, are also considered in 
different ways, yet the result is essentially the same when perceived by 
the programmer. 
(d) "A GOTO operation is completed by the label attached to it." 
It can be argued that the label of GOTO is an operand and the GOTO is 
the operator. One of the main reasons for this decision of Buluts, was that 
by considering the GOTO in this manner, the experimental results relating to 
the invariance of "Intelligence Content", gave results closer to the "theory". 
(e) "An IF statement is counted as an operator." 
(f) "Statement labels following an arithmetic IF are counted as GOTO 
11, GOTO 12, GOTO 13." 
(g) "An ASSIGN statement is counted as a replacement statement." 
Not applicable for COBOL. 
(h) "Any occurrence of a pair of grouping symbols is counted as a 
single operation of the grouping operator." 
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This principle is used for COBOL for the use of parentheses and for 
other ope rators which require multiple symbols for their definition such a s 
MOVE TO. 
(i) "Parenthesis pairs denoting subscription are counted as single 
subscription operators." 
(j) "Unless in a special impurity class, all variables and constants 
are counted as operands." 
Halstead (29) describes six impurity classes. One of these, synony-
mous operands, is particularly crucial when COBOL is considered. For example, 
a data structure in COBOL could be: 
01 LIJ\TE 
02 
02 
PART-! 
PART-2 
PIC 
PIC 
X(5) • 
X(5). 
References to LINE and PART-! would be considered as references to the same 
operand using the definition of impurities. Similarly, "impurities" arise 
in COBOL from REDEFINES and from 88 levels for Boolean expressions. 
"Impurity" classes have been defined as practices which change the 
values of the counts of operands and operators unnecessarily. For example, 
one impurity class is defined as the use of synonymous names for the same 
variable. This increase n2 "unnecessarily" without a corresponding increase 
in N2. The evidence presented by Halstead that this is a valid exercise is 
that published algorithms contain few impurities - but first semester 
students' programs contain many impurities. The concept it seems to the 
author, is fraught with difficulties as evidenced by the data structure 
examples in COBOL. Further, if the impurities are important, then all pro-
grams for which software science parameters are calculated should have all 
impurities removed. This seems to be a very difficult, if not impossible 
task, as taking the principle to its ultimate implies that the most concise 
implementation of any particular algorithm, in a particular language, i s the 
only one to which software science measures will apply. If it is not t he 
most concise implementation, then there must be some unnecessary operator and 
operand occurrences or there must be unnecessary operators or operand s . Only 
some easily seen impurities have been removed and in sorae reported r esults 
(9) no impurities have been removed from the programs before the mea s ures 
were applied. 
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(k) "Positional notation denoting the start of a new statement i-s 
counted as an End of Statement operator." 
Using this criteria then it is necessary to introduce into COBOL not 
only implied EOS operators, but also implied BEGIN END operators. For 
example: 
IF A= B 
MOVE XTO Y 
MOVE Z TO K. 
would be viewed by a programmer as 
IF A= B (then) 
(begin) 
MOVE X TO Y ( . ) 
MOVE Z TOK. 
(end) 
(1) "Repeated uses of a given array variable with the same index are 
considered to be common sub-expressions and counted as occurrences 
of a temporary variable replacing the common sub-expression." 
This means that X(I) if Xis an array variable is counted as a single 
operand; but from (c) 
if Xis a function reference then X (C) is counted as 
X operator 
() operator 
I operand 
3.6 Halstead's Counting Procedures for COBOL. 
The previous section described a counting procedure developed for 
FORTRAN and_some of the problems associated with using the same rules for 
COBOL. Halstead, in another study (28), counted the software science 
parameters for COBOL but did not explicitly state the rules used in the count-
ing procedure. Some mention has been made of the counting rules apparently 
used in the study (28) in the previous section. Other areas where ther e are 
some problems are: 
(a) Input and Output Operations. 
For COBOL Halstead counts these operations which is at variance 
with point 3.4(a). 
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(b) The symbols , and; are considered by Halstead to be operators. 
Again this is at variance with 3.4(a) as , and; are noise 
symbols for COBOL. 
(c) The statement MOVE XTO Y is considered by Halstead to be 
MOVE operator 
X operand 
TO operator 
y operand 
• 
operator 
There seems to be a strong argument for considering MOVE TO to be 
a single operator as expressed in 3.4(h). 
These variations cause very significant differences in the counts 
obtained when considering a COBOL program. Certainly by using the different 
counting scheme the results obtained in (28) are quite different. The count-
ing method is of crucial importance in any application of software science. 
3. 7 A Re-exarrrination of Akiyama 's Data. 
One of the pieces of evidence used by Halstead is based upon data 
collected by Akiyama (1). In that study the number of bugs found in several 
program modules was reported; Akiyama also gave the number of steps, 
decisions and subroutine calls in each of the programs. The programs were all 
written in assembler language. 
Software science has an equation for Effort. It is hypothesised that 
the effort measure should be correlated with the number of bugs reported. In 
order to calculate effort it is first necessary to estimate the number of 
operators and operands in the programs. It is assumed by Halstead that 
N1 + N2 = 2 * Number of Statements. 
It is also assumed that 
n1 = Number of decisions+ 3 
+ number of subroutine calls 
+ number of possible instructions (100g) 
= (D/3) + J + 64 •••. 3.7.1 
From these values of N1 + N2 and n 1 the value of n 2 is estimated from 
equation 3. 4 .1. Having obtained the values for n 1 N2 n 1 and N2 the va lue of 
E can then be calculated. This value of Eis then correlated with the number 
of bugs and a correlation coefficient of .982 obtained. 
The crucial step in the chain of argument is the estimation of n 1 f rom 
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equation 3.7.1. This assumes that each subroutine is called once and that 
each jump to a particular location occurs, on average, three times. Another 
equally plausible arbitrary assumption could be that subroutines are called 
at least twice, on average, and that a jump to a particular location only 
occurs once in a particular program. Using these assumptions then equation 
3.7.1 becomes 
n, = 
... 
D + J/2 + 64 .••• 3.7.2 
Using this assumption the following table is obtained. 
Module Bugs Statements n1 n2 Volume Effort 
MA 102 8064 577 331 79242 279 
MB 18 2658 301 35 22307 127 
MC 146 10906 797 377 111207 641 
MD 26 3348 246 191 29303 31 
ME 71 4102 478 (undefined) 
MF 37 5026 374 233 46464 94 
MG 16 1398 184 6 10579 121 
MH 50 7584 312 512 73979 96 
MX 80 6824 595 179 65485 371 
Figure 3.7.1 
Various correlations between variables and bugs can be calculated and 
are shown in figure 3.7.2. 
Assumption 4.6.1 
Assumption 4.6.2 
Statements Decisions Subroutine Effort Volume 
Calls 
.896 
.896 
.95 
.95 
Figure 3.7.2 
.945 
.945 
.982 
.918 
• 913 
.936 
From this it can be seen that Effort is very dependent upon the way 
in which n1 and n2 are determined. The high correlation of Effort reported 
by Halstead is also put into perspective by comparing it with correlations 
of bugs against number of decisions. 
It should be noted that Volume does not depend so much on the break-
up between n1 and n 2 and so the correlation of bugs versus Volume is more 
stable as compared with Effort. 
3.8 Remarks on Elshoff's Study. 
Elshoff (21) has investigated the effect of the counting method on 
the software science parameters. He has shown that significant variations 
are obtained depending on the criteria used. Some of the properties, 
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(notably l ength and volume) remained relatively constant, but those depend ent 
on the distinction between operators and operands have large variations. In 
particular the calculation of effort had variations of 60%. 
The author recalculated the results of the COBOL program given by 
Halstead (28) with different assumptions outlined in 3.4 and 3.5 and obtained 
a variation of 70% in the calculated value for length. 
The problems in counting operators and operands are of two different 
types. One is in deciding what is a unique symbol and the other is dividing 
the symbols into the two separate classes. As has been shown, there are a 
large number of arbitrary decisions made in the reported counting procedures 
especially in relation to the distinction between operators and operands. 
In Section 3.9 the author gives a method to overcome these difficulties. 
3.9 A Re-examination of t he Basis of Sofware Science. 
The difficulties shown in the preceding sections are due to the fact 
that variations in the definition of the counts cause significant variations 
in the results. Indeed, because of the flexibility in the method of counting , 
when the experimental results create variance with the expected theoretical 
results, then the basis for counting Bulut (9) is changed. 
The author attempted to count operands and operators for COBOL and 
found that the calculations did not support equation 3.4.1 as predicted. It 
could be argued, as was done by Bulut (9), with calculations on students' 
programs, that "impurities" were present in the algorithms. (See point (j) 
Section 3.5). However, because of problems with the concept of impurities 
this is a difficult line of investigation. 
The measures of any software science should be built on more reliable 
foundations. The method of counting should be unambiguous and should be re-
peatable by different experimentalists. With this in mind, the results 
reported were re-examined. As Elshoff has shown the values of Volume and 
Length are reasonably consistent and stable. This would indicate tha t t he 
break-up of programs into total number of elements was reasonable. As the 
variations are caused by the differences between operators and operands , 
perhaps this break-up could be done in a different manner. 
When compiling a program symbols used to represent the pro gram are 
often divided into two t ypes: programmer de f ined and language de fin ed. The 
first is put into a symbol table and the second checked a gainst a r ese r ved 
symbol list. The total number of symbols is about the same as n1 + n2 
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the classification of symbols into those included in n1 and those in n 2 -
is different. This difference is principally one of taking certain pro-
grammer defined symbols from n 1 and including them in n2. Thus functions 
and GOTO labels will be included in n2 rather than n1. The proposal can 
be represented dictgrammetically as in figure 3.9.1. 
Symbols in 
n1 
I 
I 
----------J 
/ 
I 
,_ 
..... 
- - -
Figure 3.9.1 
I 
I 
Symbols in 
n2 
__ , 
/ ' I \ 
I I 
I 
' 
Two lists have been created of all the symbols in n1 and all the 
symbols in n 2 . The proposal keeps the total n 1 + n 2 constant but the popu-
lations of n1 and n2 :ire different. The new boundary of n 2 is indicated by 
the dotted line. In this chapter the new n 1 and n2 are represented by n1 
In summary, the proposal is to divide the population of uniquely 
defined symbols into two classes - programmer defined symbols (n2) and 
language symbols (n1). n1 + n2 will equal n1 + n2. 
3.10 Implications of Proposal to Change Counting Procedures. 
The definition of the measure of Effort was of considerable interest 
to the author so the implication of the changes on effort are examined. 
Halstead's arguments relating to defining the Effort to create a 
program are as follows: 
1. Assume that any implementatjon of any algorithm consists of N 
selections from a vocabulary of n elements. 
2. A binary search of the elements requires log2 n comparisons. 
A binary search is the most efficient method of searching an 
ordered list. 
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3. Assume that the human memory works along some lines that caus e 
the search time to be proportional to log2 n. 
4. N log2 n will give the total number of mental comparisons to 
create the whole program. This is the formula for Volume. 
5. Each mental comparison requires a number of elementary discrimin-
ations each of which is a measure of the difficulty of the task. 
Level is defined to be the reciprocal of program difficulty . 
• 
•• E = V 
L 
On examination, it appears that the concept of Level is unnecessary 
in this argument, if the problem is looked at in the following manner. That 
is, if all mental discriminations were the same, no matter what the language, 
then E would be proportional to V and we know that Vis reasonably stable. 
This would seem reasonable as most operators in most languages are the same ; 
that is a multiplication is the same in all languages. For the cases where 
there are more powerful operators it is suggested that the effort required to 
use them is about the same no matter what the operators do; this is only 
true once the programmer has an understanding of the operator, but it is 
assumed that this is so. Thus a prograrrnner with a good knowledge of a 
language uses as much effort with a matrix addition as with a replacement 
statement. 
The following is an argument relating to the way in which programmers 
create programs. The author does not believe it is necessarily correct, but 
it could be an approximation of the process, and it does give a model on 
which to build. 
If a programmer is familiar with a programming language, then it 
would seem reasonable to assume that the amount of effort required of the 
programmer is a function of the number of symbols the programmer defines in 
creating the program. The symbols of the language such as+,-, * and r es-
erved words are the "glue" holding the defined symbols to gether. As Knuth 
(37) and Elshoff (19) have shown, programmers tend to use a restricte d se t 
of the possible operators of a language, so indicating they only use the 
operators they are familiar with. As a programmer becomes familiar with the 
language, so the main effort is associated with manipulating the progr ammer 
defined symbols. Thus, a measure of effort need only concern itself wi t h 
the programmer defined symbols. 
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In order to test if the definitions of n1 and n2 are reasonable, the 
experimental evidence of Zislis (63) and Gordon (25) is re-examined. 
Figures 3.10.1 and 3.10.2 give tables taken from the two papers. An 
extra column is calculated and is headed Operand Volume. Operand Volume is 
calculated from 
Operand Volume = N2 log2 n2 
This measure is explained and developed in the following chapter. It is 
calculated because the number of operands is likely to be proportional to 
the "number of programmer defined symbols". That is for a similar set of 
" 
programs the proportion of n1 transferred to n2 as shown in figure 3.9.1 
is likely to be constant. The previous arguments imply that a measure based 
upon those symbols could be useful. Calculations based upon this estimate 
could give some indication of the likelihood of the proposal being useful. 
Gordon (25) 
Lines of Code Volume Operand Volume Effort Time 
18 517 176 14.6 19 
36 2336 903 81. 5 92 
18 543 . 175 15.6 16 
32 1298 496 43.6 39 
11 298 116 2.5 21 
15 592 236 6.8 30 
7 229 69 4.6 5 
18 651 215 22.9 24 
38 1312 520 49.2 43 
59 2841 1129 128.5 91 
8 229 70 5.4 5 
Figure 3.10.1 
Zislis (63) 
Lines of Code Volume Operand Volume Effort Time 
22 575 208 12.0 33 
35 3040 1554 121. 9 135 
9 780 316 29.3 33 
5 176 49 2.6 7 
6 489 . 161 6.3 12 
12 1133 450 46.8 43 
7 490 185 14.9 21 
8 791 312 32.2 16 
57 2020 829 77.7 62 
14 579 232 11.4 25 
15 577 251 9.8 20 
1 91 45 .4 4 
Figure 3.10.2 
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From these tables correlations between Time and the other variables 
are calculated and are shown in figure 3.10.3. 
Gordon 
Zislis 
Lines of Code 
.887 
.694 
Volume 
.976 
.966 
Figure 3.10.3 
Operand Volume 
.977 
.982 
Effort 
.934 
.952 
These figures would indicate that Effort is not the best estimator 
of true effort. 
It is found that the difficulties associated with counting procedures 
are removed and yet the experimental results with respect to this formula 
are preserved. As is shown below if (n1 + n2) is constant, then the 
calculated length remains quite stable over a range of values. 
= 
n1 
25 
50 
75 
100 
125 
150 
300 and then using equation 3.4.1 the following 
table is obtained. 
n2 Calculated length 
275 2344 
250 2273 
225 2225 
200 2193 
175 21 i'4 
150 2168 
There is only a variation of about 8% in the calculated length for 
wide variations in the break-up of n1 and n 2• Providing we still keep 
approximately the same number of symbols, so the relationship for length will 
remain about the same. The proposal will keep n1 and n 2 about the same. Why 
this is so can be illustrated as follows: 
N = 
N = 
N = 
300 
= 
-
n1 log2 n1 + n2 log2 n2 
E._L_ [log1 ~ + log2 300] 
300 300 
E_L log2 _g_L_ + 300 - n1 log2 300 - n1 
300 300 300 300 
+ n ~ log2 300 + 300 - n 1 log2 300 300 
= p log2 p + q log2 q + log2 300 
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Now p log2 p + q log2 q is a relatively flat distribution (68) with 
a minimum of -1 when p = q = .5 and a maximum of zero when p or q = 1. 
Now as log2 300 = 8.229 it can be seen that the constant term swamps the 
variable term so showing that for large values of n 1 + n 2 then providing 
n 1 + n2 is constant the length relationship (3.4.1) will remain relatively 
constant. 
3.11 Further Comparison of Measures of Effort. 
Love and Bowman (41) have calculated software science measures for 
two sets of experimental data based on experiments by Gould (26) and Weissman 
(59). Gould determined debug time and errors in debugging, for four pro-
grams, and Weissman determined measures of program understanding. These 
measures were based on how well the programs were hand simulated, how well 
questions associated with the program were answered, how well the subjects 
felt they understood the program and finally, after making a specified modi-
fication to the program, a measure was made of the subjects' self evaluation 
of understanding. Using the parameters provided by Love, Operand Volume and 
Program Length are calculated. Figure 3.11.1 gives for the two sets of data 
the experimental results and the calculations of Effort and Operand Volume. 
For Gould's data the lines of code is also available. 
Weissman 
Measure Measure Measure Measure Operand Effort Program 
1 2 3 4 Volume Length 
Program 1 2.8 3.2 2.3 3.0 240 218 
Program 2 1.7 3.3 2.0 1.7 508 338 
Program 3 2.3 5.8 1.7 3.3 240 151 
Program 4 1.8 3.0 1.7 2.7 529 296 
Gould 
Programmer Errors Lines of Operand Effort Program 
Time Code Volume Length 
Program 1 14.8 1 46 504 90 288 
Program 2 54.4 18 95 941 223 444 
Program 3 30.5 18 86 921 154 433 
Program 4 33.0 10 54 499 80 258 
Figure 3.11.1 
From this data various correlations can be calculated and are shown 
in figure 3.11.2. 
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Weissman 
Measure 1 
Measure 2 
Measure 3 
Measure 4 
Gould 
Operand Volume 
- . 91 
- .59 
.32 
- .76 
Operand 
Volume 
Effort 
Effort 
-
-
+ 
-
.54 
.68 
.37 
.97 
Program 
Length 
Program Length 
- .72 
- .79 
+ .09 
- .91 
Lines of 
Code 
Programmer Time 
Errors 
.66 
.88 
.20 
.78 
.61 
.82 
.86 
.94 
Figure 3.11.2 
These results again show that Effort is not as good an estimator of 
programmer effort as are other measures. 
3.12 Other Implications in Changing the Counting Scheme. 
If we consider other aspects of software science, it can be seen that 
the redefinition of the counting method will have some impact, but will not 
invalidate all the results. Program Length will remain relatively unaffected. 
Total Program Volume will remain about the same. Operand Volume, however, 
will become the main measure of size. The Potential Volume will only be 
concerned with programmer defined symbols and will become 
where n2* is the number of input output parameters. Program level can still 
be defined in terms of V* and Operand Volume, but cannot be estimated from 
" " 
Other results reported by Halstead were not considered in detail. 
Many of the other results are derived from the fact that n1 + n2 is constant 
and/or include n 2* as part of the postulated relationships. As these will 
not change significantly with the new counting scheme it could be that many 
of the results will still hold. 
In suIIIlllary the counting scheme leads to the following simplifications: 
1. The counting method is easy and unambiguous. It can be repeated 
by different experimentalists for different languages. It is 
easily implemented being a by-product of the compilation process. 
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2. In the calculation of effort it is not necessary to postulate 
the Level property of languages. The effect of more powerful 
languages giving less effort is reflected in the measure by 
ignoring n1 and by the fact that fewer programmer defined symbols 
are needed. 
It should be emphasised that the experimental evidence as given by 
equation 3.4.1 and by the various correlations of program effort are no 
worse and possibly better with the new definitions of n1, n2 and E. 
3.13 Conclusion. 
A wide variety of program measures was considered and investigated. 
This thesis has concentrated on those measures, which it is thought, may 
reflect programmer performance and to some extent the relationship between a 
problem and the program representation. The methods of enumeration of 
anomalies within programs was considered; although not reported, some 
measurements in this area were made. 
The most fruitful area seemed to be in the area of software science 
and this area was investigated in detail. 
Some serious difficulties were encountered with the counting procedures 
of software science. A proposal which removes the difficulties, makes the 
counting stable, and yet still preserves many of the results of software 
science is given. Some preliminary re-work of the results is shown. In the 
next chapter the new measure "Operand Volume" is further described and 
developed as a measure of size of programs. It is found that this measure is 
also useful in showing the effect of modularisation. 
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4. Operand Vo l wne and Modularity 
4. 1 Swnmary. 
Operand Volume as outlined in Chapter 3 is defined and its use as a 
program measure of size is illustrated. A measure (Index of Modularity) 
which is derived from Operand Volume is presented. An example on a simple 
program of how Operand Volume can be used is given. Some simple program 
models are developed and the effect on Operand Volume of changes in, size of 
modules, amount of "data hiding", number of modules, are investigated. The 
results of the analysis is that the measure is responsive to "data hiding". 
The approach of Zislis (64) in justifying the semantic decomposition of pro-
grams is shown to be invalid. Program Volume as defined by Halstead (29) is 
shown to be a less sensitive measure than Operand Volume with respect to 
"data hiding". 
4.2 Definition of Operand Volwne. 
Operand Volume Vl is defined as 
Vl = N log 2 n where 
N is the total number of operand occurrences. 
n is the total number of unique operands. 
An operand is defined as any symbol defined by a programmer. Symbols 
which are part of the programming language are not included inn and N. Thus 
all reserved words and all standard operators are not included in Operand 
Volume. For notational simplicity n is used instead of n 2 as defined in the 
previous chapter. They are, however, the same quantity. 
For a modularised program 
m 
Operand Volume V2 = I Ni log2 ni 
i=l 
where Ni, ni include all the prograrrnner defined symbols including all invoca-
tion operands and module interconnections mis the number of modules . 
4.3 Reasons for Developing Operand Volwne. 
As was discussed in Chapter 1 it is necessary to have a rationale for 
the use of a particular measure. For the purpose of this thesis, a measure of 
size was required which could possibly be related to the programmer e f f ort 
needed to create and maintain a program. If a measure could be deve lo ped 
which reflected this effort, then we could say that the measure would be use-
ful in deciding , on the criteria of programmer effort, that the pro gr am was 
well written. The measure is also required to reflect good modula r isa t ion of 
programs. That is, if we decide a program into a set of "good" modules we 
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would expect the resulting Operand Volume to be lower than the Operand 
Volume of the pro gram considered as a whole. 
Of the measures investigated, and outlined in Chapter 3, the area of 
software science showed the most promise. As was shown the measures of soft-
ware science were not considered to be stable and so Operand Volume was 
developed. 
Another criteria for a measure to be accepted and used is that it must 
be simple and intuitively obvious. Lines of code has popularly been used as 
a program me a s ure because it is easy to understand, relatively easy to cal-
culate, and is intuitively related to the size of program. Operand Volume 
has all these virtues with added advantages of being more precise, more 
closely related to effort and, as will be demonstrated, it reflects a good 
program modularisation. That is, well written programs, as defined in 
Chapter 2, lead to lower Total Operand Volume when each module is considered 
as a separate unit. 
4.4 Operand Volwne and Program Modularisation. 
The arguments regarding a well modularised program are presented in 
Chapter 2. In brief, these arguments state that modules should be independ-
ent. It is postulated that _of all the total possible modularisations, those 
which lead to the most clustering of data references and the least inter-
connections between modules will be better modularisations. 
Any measure which is to attempt to measure modularity must consider 
the interconnections between modules. It is thus not a sensible operation to 
simply take a program, arbitrarily divide it, and not consider invocation 
operations and the passing of parameters between modules. To illustrate this 
point consider the following piece of COBOL code. 
MOVE A TO B. 
MOVE C TO D. 
MOVE E TO F. 
MOVE G TO H. 
MOVE X TO Y. 
MOVE A TO B. 
If the code is divided into two "modules" at the break then each 
module can be considered as separate entities. The first section of code as 
a separate entity can be r e prese nted as 
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MOVE A TO B. 
MOVE C TO D. 
MOVE E TO F. 
MOVE G TO H. 
PERFORM SECOND-MODULE. 
The second module will be 
SECOND-MODULE. 
MOVE X TO Y. 
MOVE A TO B. 
(with implied parameters A,B) 
In considering this program as two modules then for each module it 
must be possible to describe each module without reference to any other 
module. This implies that all input and output parameters must be specified. 
As we could deduce the required input parameters from the code it is only 
necessary to specify the output parameters in order to fully understand the 
modules . Thus it is necessary in the first module to consider two implied 
output parameters A and B when the SECOND-MODULE is invoked. 
The following sections and chapters illustrate both analytically and 
by measurement of actual program how Operand Volume behaves. It is shown 
that it does in fact behave in the way required. That is, modularisations 
that group data give low Operand Volumes. 
While it is not argued that all programs with a lower volume will 
necessarily be well modularised, the indications are that this is likely to be 
true. 
4.5 Calculation of Operand Volume. 
This section outlines the algorithms necessary to calculate Operand 
Volume. A detailed specification of the algorithms is presented in Chapter 5. 
The algorithms have been implemented to analyse COBOL but in this chapter they 
are discussed as algorithms applicable to any programming language. 
If we are to consider a program as a set of modules, as well as a 
whole, then it must be established which parts of the program can be considered 
as modules. That is if the program modularisation is to be measured the 
modules must first be found. Zislis (64) does this by considering the flow-
graph of the program. It would seem that attempts at automatically def ining 
modules of existing programs via such methods as flow-analysis or by cons ider-
ing the connections between data items is not a very profitable avenue o f 
investigation. It may be of use in considering some very poorly written 
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FORTRAN programs but in general would not be worthwhile. The reason is that 
the modules must be visible to a human reader and certain program conventions 
should be applied to show that the sections of code are actually modules. 
Also modularisation is done in terms of functions or in terms of some data 
abstraction. Any automatic system will not specify the underlying purpose of 
the modules. Thus in any consideration of program modularisation the pro-
grammer should specify which sections of code are modules. This can often be 
done by simply considering procedures, sub-routines or Sections as modules. 
Having determined the basic modules, the operands in each module are 
counted. The invocation of modules is specified and then the scope of any 
global operands found. Languages which do not allow global variables mean 
that all parameters which are passed are all explicit and not implicit. This 
then makes the calculation of operand volume a trivial exercise. However, 
most commercial languages do allow global variables and so the implied para-
meter passing must be determined. 
Figure 4.5.1 gives a program structure with modules Ml through M7 and 
with global operands A, B, D. C is a local operand. The arrows indicate 
the direction of invocation of modules. 
Ml D 
M2 M3 C D 
M4 AD M5 
M6 AB M7 B 
Figure 4.5.1 
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If each module is considered as a separate entity, then . not only 
operands within the module are to be considered, but also the operands of 
module invocation and parameter operands, both implicit and explicit. For 
the program represented by figure 4.5.1 the following is obtained: 
Module Operands Invocation Parameter n N 
Operands Operands 
Ml D M2 D 4 6 
M3 D 
MS 
M2 M4 AD 4 5 
MS A 
M3 C D 2 2 
M4 AD 2 2 
M5 M6 AB 4 5 
M7 B 
M6 AB 2 2 
M7 B 1 1 
Having established the various operands then we can calculate the 
Operand Volumes. 
Operand VolWT1e of the program considered as an unmodularised program 
Operands Occurrences 
A 2 
B 2 
C 1 
D 3 
M2 1 
M3 1 
M4 1 
M5 2 
M6 1 
M7 1 
Note the M2 through M7 are operands if there are statements within the program 
such as 
• 
. . 
• • 
PERFORM M2 
n = 10 and N = 15 for whole program. 
Vl = Total Volume = 15 log2 10 = 50 
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Operand Volwne of the program considered as a set of modules 
Without Parameters With Parameters 
Module n N V n N V 
Ml 4 4 8 4 6 12 
M2 2 2 2 4 5 10 
M3 2 2 2 2 2 2 
M4 2 2 2 2 2 2 
M5 2 2 2 4 5 10 
M6 2 2 2 2 2 2 
M7 1 1 0 1 1 0 
Total V2 = 18 Total V3 = 38 
Three different Volumes Vl, V2 and V3 can be calculated. 
Vl = Volume of program as a whole. 
V2 = Volume of modularised program without considering parameters 
caused by module interconnections. 
V3 = Volume of modularised program with parameters. 
If V3 < Vl then we can say that the modularisation is successful. Later 
sections show that dividing a program in any manner will result in a lower 
volume if the parameter passing is not considered. V2 gives a measure of this 
effect. In order to "normalise" the difference Vl - V3, which is a measure of 
how well the program has been modularised, it is proposed that an Index of 
Modularity be defined: 
Index of Modularity = (Vl - V3) + V2. 
This is only a proposal as it seems simple and behaves in the way required. 
However, the author recognises that it is largely arbitrary and there may well 
be other combinations of Vl, V2 or V3 which would be satisfactory. 
4. 6 Effect of Individual Modules on Operand Volwne. 
Total Operand Volume for a program is a function of the operands and 
modules. By considering the effect of individual modules and operands on the 
Volume then further insight into the program can be obtained. For example, a 
module with a relatively large volume could well be a candidate for further 
modularisation. 
By re-combining modules we can investigate whether we have "over 
modularised" our program. That is, if a called module is made part of the 
calling module, then the resulting volume may be less than the sum of the 
separate modules. This type of calculation can be of assistance in detecting 
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situations of over-modularisation. It is the author's observation that this 
habit is prevalent in introductory computing courses, . where the nature of 
modularity is not understood. For the program being analysed (figure 4.5.1) 
the following table is obtained which illustrates the effect of combining 
called modules in the calling module. 
Calling 
Ml 
Ml 
Ml 
M2 
M2 
M5 
M5 
Called 
M2 
M3 
M5 
M4 
MS 
M6 
M7 
Combined 
Volume 
22 
12 
28 
6 
21 
6 
6 
Old Volumes 
22 
14 
22 
12 
20 
12 
10 
Difference 
D 
-1 
-2 
6 
-6 
1 
-6 
-4 
From this table it can be seen which modularisation has been effective. 
The differences between the old and combined are not additive. That is, each 
difference is calculated as though none of the others were combined, and so 
more than one re-combination will not result in a volume difference calcul-
ated by adding the differences. The values obtained will, however, enable a 
relative comparison to be made and will also indicate areas of investigation 
within the program. 
The relative Vctlues of the difference can be used to indicate a 
possible physical ordering of the modules in a program listing. The higher 
the value the less connected are the modules. The following algorithm could 
be used to determine a physical ordering of modules. First the sum of Dis 
calculated for each calling module. The calling module with the lowest sum 
of D will have its called modules arranged in the order of the - values 
of D. The next calling module with sum of D the lowest is then similarly 
ordered and so on, until all modules are completed. For the example problem 
the following ordering is obtained. 
Calling Module 
Ml 
M2 
M5 
Final ordering of modules shall be 
Ml 
M3 
M2 
M4 
~ 
M6 
M7 
Sum of D. 
3 
-5 
-10 
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The indentation of the modules is determined by the calling hierarchy. 
4. 7 Individua l Effect of Operands on Operand Volwne. 
The connections between modules are determined by the operand connec-
tions. If an operand was not present then the resulting differences in the 
volume of modules can be calculated. The absolute values and the number of 
modules in which an operand occurs are both useful indicators in determining 
the effect of the various operands. For the example program the following 
table is obtained: 
useful 
module 
Operand Module Effect 
Ml M2 
5 
M3 M4 M5 M6 M7 
A 
B 
D 
The "problem" 
7 4 
operands 
2 
can be 
table is the table of operand 
2 
2 
4 
5 
recognised 
versus the 
the operand is used as a parameter. 
Operand Module 
Ml M2 M5 
A 2 1 
B 2 
D 2 1 
2 
2 
from this 
number of 
table. 
times 
4.8 Calculations of Operand Volume for Simple Program Models. 
Total 
13 
7 
15 
Another 
in the 
Total 
3 
2 
3 
The previous sections have given a definition of Operand Volume and 
shown how it can be calculated. The main problem with languages such as 
COBOL is the presence of global variables and the invocation operations 
between modules. The following sections describe, through calculation, 
effects on Operand Volume of various simplified modularisations. These cal-
culations give an insight into the behaviour of the measure. 
4.9 Dividing Programs into Modules. 
Upper Bound for Operand Volume. 
Propositi on: 
If a module with N total operand occurrences and n unique operands 
is divided into m parts such that 
m 
1: N· = N l •••• 4.9.1 
i=l 
and all n· l ~ n •••. 4.9.2 
m 
then N log2 n ~ I: •••. 4.9.3 
i=l 
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That is the Volume of the unmodularised program is greater than or 
equal to the volume of the modularised program if conditions 4.9.1 and 4.9.2 
hold. 
Proof: 
Consider the case 
n = Il• for all 1 
m 
• L N. log2 
• • 1 
i=l 
Now if for some j 
nj < n 
N · log2 n, J J 
n· = 1 
then 
< 
i. 
N log2n 
• 
• • 
Replacing this one module j then from 4.9.4 and 4.9.5 
m 
N log2 n > L Ni log2 ni 
i=1 
Lower Bound for Operand Volwne. 
•••. 4.9.4 
.•.. 4.9.5 
There appears to be no general formula for calculating a lower bound 
for Operand Volume unless special restrictions are put on the relationships 
between Ni and ni. 
It is suspected, but not proved, that the following algorithm will 
produce a lower bound. As this is very close to zero and as it is an unlikely 
modularisation it does not seem a very profitable avenue of investigation. 
Now 
and 
V = 
= 
< 
m 
L N· 1 
i=l 
N and 
n and 
log2 n· 1 
N· > 1 1 
-
n· > 1 anci n• < Ni 1 1 
If the program is divided so that all the modules except one (module 
r) haven· = 1 then if for this module 1 
= = n - (m 1) 
then V min = (N - m + 1) log2 (n - m + 1) 
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As an example, let m = 3, N = 50, n = 10. 
N n V 
Module 1 40 1 0 
Module 2 2 1 0 
Module 3 8 8 24 
A more useful lower bound can be obtained by assuming a relationship 
between Ni and ni. Let Ni= ani. This is not an unreasonable assumption 
and produces a tractable analytic solution for the lower bound. 
ID 
Now V = I N, log2 ni l 
i=l 
ID 
= I an, log2 ni l 
i=l 
ID 
Let n = I n· l 
i=l 
ID 
• V I • • = ni log2 ni an i=1 n 
ID 
= I: [~ log2 ni + '; log2 n ) i=l n 
ID 
= log2 n + I: Pi log2 
A standard result 
0 
(68 
ID 
I 
i=l 
i=l 
page 468) is 
Pi log2 Pi > 
1 
where the lower bound is achieved when Pi= /ID 
i.e. when all the modules are of the same size. 
The lower bound for Vis thus 
Vmin = an (log2 n log2 m) 
= N (log 2 n log 2 m) 
m 
where N = I: N, 1 
i=l 
Pi where Ipi = 1 
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This lower bound can be used to compare actual volumes. It only applies if 
the assumption that the average operand is used a constant number of times. 
This does not seem unreasonable and will be quite close in many situations. 
An interesting result is that equal sized modules result in the lowest volume. 
This lower bound however, gives no information on the amount of data hiding 
in the modularisation. 
Any modularisation which has conditions 4.9.1 and 4.9.2 will always 
give a volume which is less than or equal to the unmodularised volume. 
Zislis (64) in his paper on "Semantic Decompositon of Programs" uses 
as his justification for the decomposition, the fact that the volume of the 
modularised program is less than the total volume of the unmodularised pro-
gram. As his modularisation has conditions 4.9.1. and 4.9.2 true his modular-
isation must result in a lower volume. As any arbitrary modularisation will 
result in a lower volume, and further, the greater the number of modules 
created the lower the volume, the justification is not meaningful. 
4.10 Increases in LNi and Lni due to Modularisation. 
When a program is modularised an hierarchical structure is created; 
low level modules are invoked from high level modules. If each module is 
considered as an independent entity, th_en the invocation process and the 
parameter passing should both be included in the measures on the modules. 
This can be accomplished by considering the invocation operation as an 
operand, and the passed parameters (to an invoked module) as being included in 
the invoking module. Examples of how this can be done for specific languages 
is discussed in following chapters. 
In order to see the likely effect, consider the simplest case of a 
module being divided in two parts. In order for the two modules to be equiv-
alent to the single module, it is necessary for them to be connected; thus 
let the first module invoke the second. The first module will have an increase 
in operands caused by this invocation operation; there will be an increase of 
1 due to the invocation operation itself (the second module must be given a 
name); 
passed. 
there will be an increase of p where pis the number of parameters 
Because of the overlap of unique operands caused by the common 
operands in the two modules, the sum of the unique operands (n1 + n2) will be 
greater by p than the number of unique operands in the unbroken module. 
Thus if Ni, n 1 , N2 , n 2 are the measures for the two modules created by 
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dividing a module, and if pis the number of connnon operands (number of 
parameters passed) and if module 1 invokes module 2, the following will be 
the calculation for operand volumes (V1, V2, V). 
V1 = (N1 + p + 1) log2 (n1 + 1) 
V2 = N2 log2 n2 
V = (N1 + N2) log2 (n1 + n2 - p) 
From the equations the effect of varying p can be calculated; it is 
possible to find values of p for which Vi+ V2 = V. This will be the point 
at which the modularisation causes the total volume to be greater than the 
volumes of the unmodularised program. Figure 4.10.1 gives, for values of 
n1 and n2, the values of p (common operands) and the hidden operands 
(n1 + n2 - 2p). For calculation purposes it is assumed that N1 = n1 log2 n1 
and N2 = n2 log2 n2. The hidden operands column gives the number of operands 
only known in one or the other module but not in both. 
n1 n2 p Hidden Operands 
2 2 1 2 
3 3 2 2 
5 5 3 4 
10 5 4 7 
10 10 7 6 
20 20 14 12 
50 5 5 45 
50 50 36 28 
100 5 6 95 
100 10 12 90 
100 100 71 58 
200 200 143 114 
Figure 4.10.1 
For this simple case the amount of data hiding necessary to give a 
lower Operand Volume, when a module is divided in two, appears to be 
intuitively reasonable. 
4. 11 Program Model with Two Leve ls . 
In order to investigate the properties of Operand Volume when a pro-
gram is divided hierarchically into several modules, the following simpie 
case is considered. 
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Let a program or part of a program be represented as 
Figure 4.11.1 
where one module invokes other modules. Any program can be broken up into a 
series of similar parts in this way, even if the program is not a pure tree 
structure; investigating this structure will show the likely effect of mod-
ularisation on any program. For simplicity, and so that the effects of 
module invocation can be isolated, let all the operands and operand instances, 
except for those associated with calls and with parameter passing, be con-
tained in the leaf modules. The root contains all invocations and all 
parameter passing. Let the number of variables for each leaf module be equal. 
Let N equal the number of operand occurrences in each module. 
Let n equal the number of unique operands in each module. 
Let q be the proportion of "data hiding". 
i.e. number of parameters passed= n (1-q). 
Let k be the number of times each global occurs. 
Let m be the number of modules. 
For an unmodularised program the following holds: 
Number of unique operands 
• 
• • 
= No. of hidden operands+ No. of globals 
= mqn + mn (1-q) + k 
Unmodularised volume V 
= m N log2 (mqn + mn (1-q) : k) 
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For a modularised program: 
Number of parameters passed is 
• 
.. 
mn (1-q) and number of calls ism 
Volume of modularised program Vm 
= m x Volume of modules+ Volume of calling module 
= m N log2 n + (m + mn (1-q)) log2 (mn (1-q) + k + m) 
For various values of the variables the situations under which V = Vm 
can be calculated. 
For calculation purposes let N = n log2 n 
The following tables give for given k and m, the values of q (and hence 
hidden operands) for which the two volumes V and Vm are equal. 
n 
4 
6 
8 
12 
20 
32 
46 
Let m = 4 and k = 2.5 
q 
.37 
.27 
.24 
.20 
.17 
.15 
.15 
Hidden 
operands/ 
module 
1.5 
1.6 
1.9 
2.4 
3.4 
4.0 
6.7 
Volume of 
leaf 
module 
16 
41 
72· 
154 
372 
800 
1402 
Total 
unique 
operands 
10.0 
13.5 
17.5 
25.0 
40.0 
63.0 
90.0 
Total 
hidden 
6.0 
6.5 
7.7 
9.6 
13.6 
19.2 
27.6 
For this simple model Operand Volume behaves in an intuitively reason-
able manner. 
It should be noted that the values of k = 2.5 and m = 4 were not 
arbitrary but were chosen to correspond roughly to some real situations. 
Four modules is a reasonable break-up for a single level. Five or six could 
equally well be used but· beyond that it is likely that a multi level structure 
would be created. K = 2 is the minimum because an operand is not global 
unless it appears in at least 2 modules, often some operands will occur as 
parameters to 3 or more modules. Not all global operands will occur in all 
modules; hence k = 2.5 was used in the above calculations. 
4.12 Hals tead 's Vo l wne and Effort as Measures of Modularity . 
A simple example is given to illustrate the effect of modularis ation 
on Halstead's Volume and Effort. A comparison is made with this author' s 
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Operand Volume. Although the example does not prove that the effect will 
always be the same, it is thought that this is likely, as the crucial aspect 
of parameters passed has less effect with Halstead's measure. In fact it is 
difficult to imagine a situation in which the Effort measure would ever 
increase due to the breaking up of a program. 
Let a program be arbitrarily divided into two parts so that no data 
between modules is hidden. Let the operands correspond to programmer 
defined symbols. For such a "poor" modularisation it is probable that the 
effort required to consider the modular program would be greater than the 
unmodularised program. Certainly the modules do not hide data and there is 
maximum of interconnection between modules. As will be shown, Halstead's 
Volume increases but "Effort" decreases. The author's "Operand Volume" has 
an increase of relatively twice as much as Total Volume. 
Halstead's Measures 
n1 n2 N1 N2 V E 
Whole program 20 20 86 86 915 39345 
Ml 20 20+1+20 43 64 634 9896 
M2 20 20 43 43 457 9840 
Total 1091 19736 
% difference + 19 - 49 
Operand Volume 
n N V 
Whole program 20 86 371 
Ml 20+1+20 64 342 
M2 20 43 185 
Total 527 
% difference + 42 
4.13 Conclusions Drawn from Program Models . 
The models and calculations show, that unless the connections between 
modules are considered, then modularisation will always lead to a lower 
volume . With the connections included, the . modularised volume will be higher 
unless there is "data hiding" As will be shown, it appears in practice for 
COBOL, that the amount of "data hiding" is in fact quite low. 
It is indicated that the measures of software science a re not as 
effective as Operand Volume in consideration of modularisation. This is 
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because the common operators between modules, are not included in the para-
meters of the calling module. Thus the effect of common operands is diluted. 
In fact, the measure of Effort, it is suspected, would show practically any 
break-up of a program to result in less Effort. 
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5. Implementation of the Measure Operand Volwne 
5.1 SWT07lary. 
The algorithms to implement the measure, Operand Volume, are described. 
The implementation was made for the COBOL language; descriptions of the pro-
grams necessary for this implementation are given; the complete listings are 
not presented due to size and to the fact that a considerable amount of code 
was used for experimental purposes. The programs were written in Burroughs 
Extended Algol and run on a Burroughs B6700. 
The implementation of the measure required the following tasks: 
Establish program modules and invocation. 
Find user defined symbols - establish synonyms. 
Define "global" symbols, find the scope of globals and determine 
parameters passed. 
Calculate Operand Volume. 
Calculate Operand Volumes given "variations" in the programs. 
The algorithms necessary to carry out these tasks are described; some 
implementation details where unusual or relevant are presented. The imple-
mentation of the measures in a production or educational environment are dis-
cussed in the final chapter. Indications are also given in the final chapter, 
regarding the possible implementation on other languages. 
5.2 Program Modules. 
In order to investigate the modularity of a program it is first 
necessary to establish sections of code that constitute modules. Most com-
puter languages have mechanisms for grouping statements into a recognisable 
module. In COBOL the main mechanism is the PERFORM verb. In COBOL a para-
graph, set of paragraphs or a SECTION may be performed. A module within COBOL 
can be defined by the scope of a PERFORM. Modules are defined not only by 
their syntactic form but also by the calling (invocation) mechanisms. For 
illustrative purposes a nonsense program (figure 5.2.1) has been created; 
the following example and all others within this section have been taken from 
that program. To illustrate the fact that, in COBOL, not only the syntactic 
form but the invocation mechanism determine a module consider statements 14 
and 15. 
XX. MOVE B TO X. 
YY. MOVE D TO Y. 
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XX can be considered as a single module (statement 10) and YY can be consid-
ered as a single module (statement 11). Both together can be considered as 
a module (statement 18). 
Most COBOL programs use the PERFORM verb as a modularisation mechan-
ism. It is postulated, that for most programs, a consideration of the module 
defined by the PERFORM verb, will be sufficient to determine the program 
modules. In practical terms it is not necessary, for programs written in 
COBOL, to consider the flowgraphs and attempt to determine modules from a 
flow analysis (57), (64). 
There is one important exception to all modules being defined by the 
execution of a PERFORM. On entry to a program a module is defined. In the 
example lines 9 through 13 define the entry module. Similarly, any other 
entry point would define an entry module. 
The other main construct, within COBOL, affecting the scope of modules 
is the GOTO. As most programming texts and standards do not recommend the 
GOTO as a module formation construct it is assumed that it is only used 
inside a module; the point of invocation of the GOTO and the label are all 
assumed to be in the same module. In the example lines 24 through 28 are 
assumed to be within the same module even though the statement PERFORM PQRl 
THRU PQREND only includes statements 23, 24, 25. These simple rules will 
enable most COBOL programs to be divided into modules. They also mean that 
all modules so defined have only one exit and one entry point. 
With the above definitions giving the modules within a program it can 
be seen that some lines of code can be considered to be in two or more 
modules. Lines 14 through 21 are all in two modules. In any analysis of 
this program it is felt that these should be counted as duplicated lines of 
code. If a programmer writes code to cause this to occur then it is consid-
ered to be a dangerous coding practice and should be flagged as such. 
Although it has been stated that most COBOL programs will be able to 
be analysed using these rules there are some cases not covered by the rules 
that may be considered to be valid for modularisation. For example, a par-
ticularly long piece of in-line code may be considered to be two module s. 
Another situation is where the GOTO DEPENDING ON is used as a case construct 
with each case condition being seen as a separate module. In these 
situations it should be possible for the programmer to override or define 
some extra modules. This could be done with the use of special comme nt 
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statements giving the beginning and ending of a module and also giving 
invocation points for module calls. 
A program was written to analyse COBOL programs and to determine its 
various modules based upon the previous definitions. Such an "automatic" 
system is necessary if the modularised volume calculations are to be used in 
a production environment. However, although the program was written, and was 
made operational, it was not used by the author in the experimental measure-
ments. This was because it was easier for the author to have explicit 
methods of defining modules and their invocations so as to try out variations 
on module definitions. The method outlined would have benefits in a produc-
tion and teaching environment - not only because of the definition of 
modules - but because overlapping module definitions would be found and 
reported. 
For this thesis only programs which had no overlapping modules were 
considered. A method of specifying the beginning and ending of a module was 
implemented and a method specifying that a GOTO LABEL was an "invocation" 
operation was used. The PERFORM -verb was the main method of invocation. 
Modules invoked by a "falling" through process were found by checking all 
modules for invocation operations and any without an invocation were assumed 
to be invoked by the preceding module. 
Reference Line 
Number 
1 
2 
3 
4 
5 
6 
. 7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
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Nonsense Program 
Program Text 
DATA DIVISION. 
01 A. 
02 B PIC 9. 
88 C VALUE 1. 
02 D PIC 9. 
01 X PIC 9 VALUE 0. 
01 y PIC 9 . 
PROCEDURE DIVISION. 
START SECTION. 
Sl. PERFORM XX. 
PERFORM YY. 
PERFORM ZZ. 
FINISH. STOP RUN. 
XX. MOVE B TO X. 
YY • MOVE D TO Y . 
ZZ. PERFORM ABC. 
ABC SECTION. 
ABC 1. PERFORM XX THRU YY. 
Modules and 
Their Scopes 
START 
.] ] XX - YY ]: 
J zz 
ABC 
ABC2. 
PERFORM ABC 2. 
MOVE X TOY. 7 
PERFORM PQRl THRU PQRENDJ 
ABC2 
PQR SECTION. 
PQRl. IF C GO TO PQR3. 
TO TO PQR3. 
PQREND. EXIT. 
PQR2. MOVE ZERO TO B. 
PQR3. MOVE 1 TO B. 
PQR4. GO TO PQREND. 
Figure 5.2.1 
PQRl - PQREND 
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5.3 User Defined Symbols. 
User defined symbols are all symbols which are created by the pro-
grammer and are not part of the language. Most reserved words, all standard 
operators and all symbols used in formatting programs are not included. User 
defined symbols fall into two classes. One class are those symbols whose 
values cannot change, such as constants and literals, and the other class are 
the symbols whose values could possibly change during execution of the 
program. 
Labels are treated according to this philosophy. Their occurrence at 
definition is not included in the count as this is considered to be the same 
as the declaration of variables or constants. Any reference to the labels 
are counted and for COBOL as the labels are constant, they are counted as 
constants. 
There is one difference in the treatment of constants and variables; 
constants are not passed as parameters when modules are invoked, whereas 
variables are passed as parameters. 
A section of code from figure 6.4.4 is reproduced below, along with the 
user defined symbols and whether they are constant or variables. 
MOVESUITS. MOVE SPACES TO SUIT (Y). 
MOVE NAME (Y) TO SUITNAME (Y) . 
MOVE ZERO TO COUNT. 
PERFORM MOVECARDS VARYING ZZ FROM 1 BY 1 
UNTIL zz > 13. 
User defined symbols Number of Constant or 
in order of occurrence occurrences Variable 
SPACES 1 Constant 
SUIT 1 Variable 
y 3 Variable 
NAME 1 Variable 
SUITNAME 1 Variable 
ZERO 1 Constant 
COUNT 1 Variable 
MOVECARDS 1 Constant 
zz 2 Variable 
1 2 Constant 
13 1 Constant 
It should be noted that the variable MOVECARDS is part of an 
invocation operation on the module MOVECARDS. A number of implied parameters 
need to be passed to the module MOVECARDS. This point is expanded in the 
next section. 
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The only division included in the counts was the procedure divis i on. 
It could be argued that inconsistencies arise between programs; a pro gr am 
that initialises variables in the data division will be a different size 
from a pro gram that initialises variables in the procedure division. The 
programs are different in that the initialisation in the data division can 
only be carrie d out once whereas it is possible, depending on execution, for 
the procedure division statements to be executed several times. The data 
division initialisation could be included, if thought necessary, by counting 
the data division as a one time initialisation module. 
The actual counting and definition was done in an interactive manner. 
Each symbol was presented and a decision made as to its type. For experi-
mental purposes this proved very satisfactory, but for production purposes 
this counting would need to be made automatic. 
It is necessary in finding the scope of variables (Section 5.4) to 
define all the synonyms of variables. Within COBOL programs a large number 
of synonyms occur. Problems associated with synonyms were outlined in 
Chapter 3 when the definitions of operands and operators were considered. 
Within this analysis whenever a variable is referred to then it is considered 
that all its synonyms are implied. This is only of importance in determining 
the scope of variables and the passing of parzmeters. 
5.4 Global Symbols~ Their Scope and Parameter Passing. 
Global variables are defined as variables which are referred to in 
more than one module. A global variable is referenced if it or any of its 
synonyms are used in any way within a module. No consideration is given as 
to whether the variable is treated as an input output or combination of input 
and output. While this is important in consideration of data flow, it is not 
necessary for the measures in this thesis. 
The scope of variables is determined from a consideration of the 
invocation graph of a program. Figure 5.4.1 gives a simple case of a main 
module calling two subordinate modules. 
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Module Ml 
Vl, V2, V3 Vl, SYNV2, V4 
Module M2 Module M3 
Figure 5.4.1 
Vl, V2, V3 and V4 and SYNV2 are five variable symbols. SYNV2 and V2 
are synonyms. When module Ml invokes modules M2 and M3 then certain para-
meters need to be passed. When module M2 is invoked Vl, V2 will be passed 
and when module M3 is invoked Vl and SYNV2 will be passed. Module Ml will 
have Vl, V2, SYNV2 as variables (operands) with occurrences 2, 1, 1 respec-
tively. Module Ml will also have two invocation variables M2 and M3. 
Section 4.5 gives a more complex example of parameter passing. These 
ideas of parameter passing and the handling of synonyms are the ideas on 
which the following algorithms are built. 
The algorithm to find the scope of global variables is outlined below. 
The algorithm, it is thought, will work for any program graph. The detailed 
implementation code is not given. 
Algorithm to Find Scope of Global Variables 
1. Determine all user defined symbols that are globals. A global is 
a symbol that is not a constant and it, or its synonym, occurs in 
more than one module. 
2. For each global prepare a list of all modules it and its synonym 
occur in. 
3. Pick any module. Set as possible passed globals all globals which 
are in any module called from this module. A passed global for 
the purposes of (3) is considered to be in a module. Make lists 
of modules for all passed globals. 
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4. Continue (3) for all modules until there are no changes to the 
possible passed globals, in any module. 
5. For each module find all the modules subordinate to it. That is 
a module is subordinate if it can be reached by a series of calls. 
Include in the list the original module. (A module can be sub-
ordinate to itself and in some graphs all modules can be sub-
ordinate to all others). 
6. For each module that is either subordinate to at least one other 
module (not a root) or has subordinates (not a leaf) check all 
possible called globals. This is done by checking the list found 
in (2) against the list found in (5). If (5) contains all of (2) 
then go through the lists created in (3) and (4) for this 
particular global. Delete the global or its synonym from any 
module not contained in (5). 
At . this point all the globals and all their scopes are defined. It is 
now possible to determine the parameters passed at each invocation. If it 
was not for synonyms this would be straight forward and would simply consist 
of passing all globals present in both the calling and the called module. 
However, if synonyms occur in the called module, it is only necessary to pass 
one parameter. The synonym which is at the higher level such as in a record 
description, should be passed. 
5.5 Calculation of Operand VolW:Ie and Program Variations. 
Having determined the parameter passing between modules, it is a 
relatively simple calculation to find the Operand Volume. All user defined 
symbols are treated in the same way and the Operand Volumes for each module 
are calculated as outlined in Chapter 4. 
Variations in program structure, such as amalgamating two modules, can 
be found if it is assumed that the only variation in the number of user defined 
symbols is due to ~he removal of parameters passed and the invocation 
operation. New values for the number of unique symbols and the total number 
of occurrences for the combined module can be calculated. It would be 
possible to carry out this operation with all possible amalgamations of 
modules and report all those resulting in a lowering of volume. For this 
thesis only pairs of modules were amalgamated. 
A measure of the contribution of each global can be found by cons id er-
ing the new volume if it or its synonyms were -not passed as a paramete r . A 
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more gross measure was implemented which simply recalculated all Operand 
Volumes with particular operands removed and calculating the differ ences 
from the original Operand Volumes; the sum of the difference was then 
reported. 
5.6 Implementation. 
The progra m to find program modules was about 800 ALGOL statements, 
but most of this consisted of a scanner and a basic COBOL analyser. The 
amount of extra code to find the modules given information from a compiler 
is estimated at about 200 ALGOL statements. The program to define the user 
defined symbols and set up the defined modules was about 1000 ALGOL state-
ments but most of this was involved in various input and output and experi-
mental code. A Burroughs scanner - POLGEN - was used for this program. 
Given the output from a compiler it is thought that this could be implemented 
in about 200 ALGOL statements. The program to analyse the modules, find 
globals and recalculate Operand Volumes was about 1400 statements. It is 
felt that this would be about the same in a production system given that 
better output requirements would be needed. 
The author apologises for not expressing tl1e program sizes as total 
Operand Volumes in modularised and unmodularised forms. Unfortunately the 
measures were not implemented for ALGOL. Although the ideas of program 
construction, as expressed in this thesis, were not used explicitly when the 
programs were constructed, the form of the programs was based on the data 
structures of the problem. The programs proved easy to modify and adjust as 
various experiments were carried out. 
The time for execution of the programs was excessive. This was caused 
by extensive experimental code and by the fact that execution time was not a 
consideration in the construction. It is felt that efficient algorithms 
could be developed for a production system. 
It is believed that the feasibility and utility of the algorithm have 
been demonstrated with this trial implementation. 
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6. Analysis of Programs to Print Bridge Hands 
6.1 Swrrrnary . 
A simple problem involving the printing of bridge hands is solve d in 
two diffe rent ways. The methods are compared particularly with respe ct to 
the calculation of Operand Volume. The problem is a simple one; this a llows 
the results shown by the measures to be seen relatively free from the com-
plexities of the algorithm. The chapter is meant primarily as a tutorial 
showing the measures in action. 
The problem is stated, then the two algorithms presented. The first 
approach is a possible flowchart solution. The second is based upon the data 
structures and the method of solution is based upon the Jackson (33) method. 
The programs are translated into COBOL and the programs measured; the 
results of the measurement are then discussed. 
6.2 Problem Description. 
The problem is taken from Maurer (44) problem 9.3.1. It concerns 
reading in bridge hands and grouping the hands to print out a table (board) 
of four hands. The particular playing cards in each suit, for each hand, are 
on the input record. Each input record contains the details of one hand. 
A typical output would be as in figure 6.2.1. 
6.3 Flowchart Solution. 
The problem is solved using a flowchart or flow of control method. 
Using this method the problem solver visualises the execution of the program, 
as a sequence of operations, and charts the program accordingly. In this 
case the reading of the cards followed by the printing of the hand can be 
imagined. A likely flowchart is shown in figure 6.3.1. 
The programmer will modularise by recognising that the North and South 
output is essentially the same and so can be thought of as a function. The 
read card routine will be common and so shall become a single module. The 
mainline module shall be structur ed and shall consist of a series of calls to 
modules. The program by the tenets of structured programming could b e con-
sidered to be well written. The procedure division of a program produce d 
from this flowchart, is shown in figure 6.3.2. 
The reader may argue that the program is obviously poorly cons truct e d; 
it may be said that any good programmer will produce a better pro gr am . It i s 
the author's observation that pro grams of this form are the norm in c omputing 
installations, in programming courses, and even in texts on pro grammi ng . 
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Figure 6.2.1 
CLUBS 
DIAMONDS A,K,Q,J,T,9,8,7,6,5,4,3,2 
HEARTS 
SPADES 
CLUBS K, 9 ,5 
DIAMONDS A,T,6,2 
HEARTS J,7,3 
SPADES Q,8,4 
CLUBS Q,8,7,6 
DIAMONDS Q,T 
HEARTS 6,5,4 
SPADES 6,5,4,2 
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INITIALISE 
..... 
-
P' ~ , 
READ A CARD AT ""- STOP RUN p 
END 
~ 
OUTPUT THE 
NORTH HAND 
t 
READ TWO ::D~ STOP RUN 1 CARDS 
~ , 
I 
OUTPUT EAST 
AND WEST HANDf 
t 
l READ A I ::D~l STOP RUN l CARD 
~ , 
OUTPUT 
SOUTH HAND 
Figure 6.3.1 
PROCEDURE DIVISION. 
START-PARA. 
OPEN INPUT CARDIN 
OUTPUT REPORT-OUT. 
LOOP. 
MOVE SPACES TO LINEX. 
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WRITE LINEX AFTER ADVANCING 2 LINES. 
PERFORM READ-CARD . 
PERFORM MOVE-1 VARYING X FROM 1 BY 1 UNTIL X > 4. 
WRITE LINEX FROM DOTS AFTER ADVANCING 1 LINE. 
PERFORM READ-CARD 
MOVE CARD-IMAGE TO SAVECARD. 
PERFORM READ-CARD . 
MOVE CARD-IMAGE TO SAVECARD. 
PERFORM READ-CARD . 
PERFORM MOVE-2-3 VARYING Xl FROM 1 BY 1 UNTIL Xl > 4. 
WRITE LINEX FROM DOTS AFTER ADVANCING 1 LINE. 
PERFORM READ-CARD. 
PERFORM MOVE-1 VARYING X FROM 1 BY 1 UNTIL X > 4. 
GO TO LOOP. 
READ-CARD. 
READ CARDIN AT END STOP RUN. 
MOVE-1. 
MOVE SPACES TO TOP-AND-BOTTOM. 
MOVE NAME (X) TO TB-NAME. 
COMPUTE Z = ( X - 1) * 13. 
MOVE TO COUNT 1. 
PERFORM MOVE-1-CARDS VARYING Y FROM 1 BY 1 UNTIL Y > 13. 
IF COUNTl > 0 MOVE SPACES TO TB-2 (COUNTl). 
WRITE LINEX FROM TOP-AND-BOTTOM AFTER ADVANCING 1 LINE. 
MOVE-1-CARDS. 
COMPUTE N = Y + Z. 
IF CARDS ( N) = " l" 
ADD 1 TO COUNTl 
MOVE-2-3. 
MOVE POSITIONX (Y) TO TB-1 (COUNTl) 
MOVE"." TO TB-2 (COUNTl). 
MOVE SPACES TO SIDE. 
MOVE "." TO SD-DOTl SD-DOT2. 
MOVE NAME (Xl) TO SDl-NAME SDl-NAME. 
COMPUTE Z = (Xl - 1) * 13. 
MOVE ZERO TO COUNT lA COUNT2. 
PERFORM MOVE-2-3-C.ARDS VARYING Yl FROM 1 BY 1 UNTIL Yl> 13. 
IF COUNTlA > 0 MOVE SPACES TO SDl-2 (COUNTlA). 
IF COUNT2 > 0 MOVE SPACES TO SD2-2 (COUNT2). 
WRITE LINEX FROM SIDE AFTER ADVANCING 1 LINE. 
MOVE-2-3-CARDS. 
COMPUTE N = Yl + Z. 
IF CARD(N) = "l" 
ADD 1 TO COUNTlA 
MOVE POSITIONX (Yl) TO SDl-1 (COUNTlA) 
MOVE 11 , 11 TO SDl-2 (COUNTlA) . 
IF CARDSAVE (N) = 11 1 11 
ADD 1 TO COUNT2 
MOVE POSITIONX (Yl) TO SD2-l (COUNT2) 
MOVE 11 , 11 TO SD2-2 ( COUNT2) . 
Figure 6.3.2 
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The reason the program is poorly constructed is that it is based on a 
visualised flow of control; the modularisation is not based on problem 
structure but on program construction. While this need not necessarily pro-
duce poor programs, there is a tendency for programs so produced to be of a 
similar quality to figure 6.3.2. 
6.4 The Data Structured Approach. 
This method of solution is that given by Michael Jackson, and 
explained in his book "Principles of Program Design". The same notation and 
schematic logic layout shall be used in expressing the problem solution. 
Most of the notation is self evident with the exception of the* symbol. An 
example of the notation is shown in figure 6.4.1. 
TOP LEVEL 
XYZ * 
Figure 6.4.1 
This structure means that XYZ is subordinate to TOP LEVEL and is 
repeated; the* represents iteration. 
The Jackson Approach is to find solutions to problems by considering 
the data structures associated with the problem; the program construction is 
then based on the data structures. The first step is to represent the problem 
data structures diagrammatically. Figure 6.4.2 represents the two data struc-
tures for this problem: the input file of cards and the output report. It 
should be noted that figure 6.4.2 resembles a structure chart for a program 
and indeed the program to process the data structure shall be written to re-
present this structure. The important point is that the program structure 
will be created from the data structure. 
·r 
........ 
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. 
CARD REPORT 
FILE 
/ ~ / ~ 
START PROCESS FINISH START PROCESS FINISH 
OF FILE CARDS FILE BOARDS 
CARDS/ BOARDS* 
HANDS* 
-
SET UP PROCESS OUTPUT 
BOARD HANDS BOARD 
HANDS* 
SUITS* 
CARDS* 
Figure 6.4.2 
I 
L.11111111 - - _____...... 
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The card file is simply a set of repeated cards. The report file is more 
complicate d; it can be thought of as a series of boards consisting o f hand s , 
which consist of suits, which consist of individual cards. The problem can 
be solved by considering it as two programs: the first to read cards; the 
second to output the report. Using the terminology of Brinch Hansen et a l 
these pro grams can be called processes; they communicate via message buf fers; 
the input process produces data and the output process consumes data. 
This consideration of the processes as being independent is a 
variation, of the author's, from the Jackson Approach: the author considers 
all cases in the same way Jackson ·considers multithreading. The two pro-
cesses represented in schematic logic are given in figure 6.4.3. The other 
major difference is that the communication between the modules is carried out 
via a monitor called "transfer". In practice, on a sequential machine for a 
sequential problem, this monitor can be simply implemented with a transfer of 
control from one process to another. The monitor is only needed explicitly 
when concurrency can occur. Figure 6.4.4 is a possible representation of the 
transfer monitor if it was required. The code to carry out this monitor 
function could be written in COBOL, providing a lockout mechanism was imple-
mented. A language such as Concurrent Pascal allows the usage of the monitor 
to be checked by the compiler. 
Input process; 
sequence 
end· 
--' 
open input file; 
read card; 
iterate until no more cards; 
transfer. send (hand); 
read card; 
end· __ ,
transfer. last hand; 
close input file; 
Output process; 
sequence 
open output file; 
transfer. receive (hand); 
iterate until no more hands; 
set up table; 
iterate 4 hands; 
iterate 4 suits; 
iterate cards in suit; 
process card; 
end· __ ,
set up suit in hand; 
end· __ , 
transfer. receive (hand); 
end· __ ,
output table; 
end· __ , 
close output file; 
end· __ ,
Figure 6.4.3 
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monitor transfer; 
declarations 
contents : record; 
lastrecord, full boolean; 
sender, receiver : queue; 
procedure receive (text: record, endrecord : boolean); 
begin 
endrecord : = lastrecord; 
if not lastrecord then 
---
begin 
if not full then delay (receiver); 
text : = contents; 
full : = false; 
continue (sender); 
end 
end 
procedure send (text: record), 
begin 
if full then delay (sender); 
contents : = text; 
full:= time; 
continue (receiver); 
end 
procedure lasthand; 
begin 
·1astrecord : = time; 
end 
begin 
full 
end 
= lastrecord = false; 
Figure 6.4.4 
In order to translate the program into COBOL one of the processes is 
inverted (33), so that it becomes a subroutine of the other. The inversion 
can be made with either process but in this case let the input process be 
made into a subroutine of the output process. This inversion process is dis-
cussed in more detail in Chapter 7. The COBOL Code to solve this problem is 
shown in figure 6.4.5. 
PROCEDURE DIVISION . 
START-PARA. 
OPEN OUTPUT REPORTOUT . 
PERFORM READ-CARDS. 
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PERFORM MOVE-TABLES UNTIL NO-MORE-CARDS. 
CLO SE REPORTOUT . 
STOP RUN. 
MOVE-TABLES. 
MOVE SPACES TO LINEK. 
WRITE LINEK AFTER ADVANCING 2 LINES. 
PERFORM SETBOARD VARYING L FROM 1 BY 1 UNTIL L > 14. 
PERFORM GETFOURHANDS VARYING X FROM 1 BY 1 UNTIL X > 4. 
PERFORM OUTPUT-BOARD VARYING LL FROM 1 BY 1 UNTIL LL> 14. 
GETFOURHANDS. 
PERFORM MOVESUITS VARYING Y FROM 1 BY 1 UNTIL Y > 4. 
PERFORM MOVETOHAND VARYING Z FROM 1 BY 1 UNTIL Z > 4. 
PERFORM READ-CARDS . 
MOVESUITS. 
MOVE SPACES TO SUIT(Y). 
MOVE NAME (Y) TO SUITNAME (Y). 
MOVE ZERO TO COUNT l. 
PERFORM MOVECARDS VARYING ZZ FROM 1 BY 1 UNTIL ZZ > 13. 
IF COUNTl > 0 
MOVE SPACES TO SPACER (Y,COUNTl). 
MOVECARDS. 
COMPUTE N = (Y - 1) * 13 + ZZ .. 
IF CARD (N) = "1" 
ADD 1 TO COUNT! 
MOVE POSTITIONX (ZZ) TO CARDVALUE (Y,COUNTl) 
MOVE"," TO SPACER (Y,COUNTl). 
MOVETOHAND. 
MOVE SUIT (Z) TO BREAKUP. 
COMPUTE LINENO = (Z - 1) + POSl (X). 
PERFORM MOVECHARACTERS VARYING K FROM 1 BY 1 UNTIL K > 36. 
MOVECHARACTERS. 
COMPUTE CHARNO = (K - 1) + POS2 (X). 
MOVE BPARTS (K) TO POSITIONS (LINENO , CHARNO). 
SETBOARD. 
IF L < 5 OR L > 10 
MOVE SPACES TO LINEX (L) 
ELSE 
IF L = 5 OR L = 10 
MOVE DOTS TO LINEX (L) 
ELSE 
MOVE DOTS2 TO LINEX (L). 
OUTPUT-BOARD . 
WRITE LINEK FROM LINEX (LL) AFTER ADVANCING 1 LINE. 
READ-CARDS . 
IF MSTATE=l 
ELSE 
OPEN INPUT CARDIN 
MOVE 2 TO MSTATE 
PERFORM READIT 
IF MSTATE=2 
PERFORM READIT . 
READIT. 
READ CARDIN AT END 
MOVE 3 TO MSTATE 
MOVE SPACES TO CARD-IMAGE . 
..,...,..., - - - - L I . C 
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6.5 Results of the Program Analysis . 
Not all the results from the program analysis are given; only those 
which are of interest for the purposes of illustration. The two programs 
are distinguished by the names flowchart for the first method and data 
structured for the second method. The tables (figures 6.5.1 and 6.5.2) give 
the Operand Volumes for the unmodularised and modularised programs. See 
Chapter 4 for a complete description. 
Flowchart 
Unmodularised 
Number of Operands 46 Total Occurrences 137 
Modularised 
Module Name Without parameters With 
n N V n 
START-PARA 3 3 5 5 
LOOP 14 35 133 20 
READ-CARD 1 1 0 1 
MOVE-1 14 25 95 17 
MOVE-1-CARDS 9 14 44 9 
MOVE-2-3 20 34 147 25 
MOVE-2-3-CARDS 13 25 93 13 
TOTALS 517 
Index of Modularity= (757-740) · 517 
= .03 
Minimum Volume = 
m 
L Ni (log2 Lni - log2 m) = 632 
i=l 
Figure 6.5.1 
Volume 75 7 
parameters 
N V 
5 12 
58 251 
1 0 
32 131 
14 44 
45 209 
25 93 
740 
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Data Structured 
Unmodularised 
Number of Operands 55 Total Occurrences 
Modularised 
Module Name Without parameters 
n N V 
START-PARA 4 5 10 
MOVE-TABLES 12 22 79 
GETFOURHANDS 7 13 36 
MOVESUITS 13 21 78 
MOVECARDS 10 18 60 
MOVETOHAND 10 14 47 
MOVE CHARACTERS 8 10 30 
SETBOARD 7 17 48 
OUTPUT-BOARD 5 5 12 
READ-CARDS 5 9 21 
READIT 5 5 12 
TOTALS 433 
Index of Modularity = (804-572) : 433 
= .53 
Minimum Volume = 545 
Figure 6.5.2 
139 Volume 804 
With parameters 
n N V 
6 8 21 
15 30 117 
12 21 75 
15 27 105 
10 18 60 
11 18 62 
8 10 30 
7 17 48 
5 5 12 
5 13 30 
5 5 12 
572 
Several points arise from this analysis. The first and most obvious 
point is that the Data Structu:ried version although having a larger volume in 
its unmodularised form has a modularised volume 23% lower than the modular-
ised volume for the Flowchart version. The Index of Modularity is higher for 
the Data Structu.red version. The calculation of "minimum" volume reflects 
the even sized modules of the data structured solution. The measures have 
reflected the different structure of the programs; if indeed the Operand 
Volume is related to the Effort involved in understanding the programs, then 
the Data Structured approach required significantly less effort to understand. 
It may be thought that the increase in modules in the Data Structu.red 
version is the main contributing factor in the lowering of the volume. While 
breaking up the Flowchart version will decrease the volume of the modules 
considered without parameters, it in fact increases the - with parameters -
volume, so lowering the Index of Modularity. 
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Figure 6.5.3 shows the differences in volumes caused by combining 
modules for the Data Structured version. As can be seen there are some com-
binations which would improve the modularity of the program. These, of 
course, cannot be combined because of COBOL restrictions but in grouping the 
modules these factors can be taken into account. The suggested ordering and 
indentation of the modules using the algorithm described in Chapter 4 is 
START-PARA 
MOVE-TABLES 
SETBOARD 
GETFOURHANDS 
OUTPUT-BOARD 
MOVE-SUITS 
MOVECARDS 
MOVETOHAND 
MOVE CHARACTERS 
READ-CARDS 
READ-IT 
Differences in Volumes caused by combining 
Calling Module Called Module Combined 
Volume 
START-PARA READ-CARDS 67 
MOVE-TABLES -146 
MOVE-TABLES SETBOARD 179 
GETFOURHANDS 206 
OUTPUT-BOARD 117 
GETFOURHANDS MOVESUITS 192 
MOVE TO HAND 142 
READ-CARDS 122 
MOVESUITS MOVECARDS 152 
MOVETOHAND MOVE CHARACTERS 67 
READ-CARDS READIT 53 
Figure 6.5.3 
6.6 Quality Comparison of the Programs. 
modules. 
Old Difference 
Total 
51 16 
138 8 
165 14 
192 14 
129 -12 
180 12 
137 5 
105 17 
165 -13 
92 -25 
42 11 
The following qualities of the programs are evaluated subjectively: 
understandability and modifiability. 
Understanding a program requires a programmer to not only see what 
actions the program is carrying out, but also to see the problem being 
modelled. One of the major factors is the choice of programmer defined names. 
The module names in the second version are much more descriptive than in the 
first version. The reason the flowchart version names are not as descriptive 
-
- 76 -
is that there is a tendency to produce module names related to the way the 
problem is solved; modules are given flow action names of "loop" and "move": 
names that are related to the program actions and not to the problem. In 
the data structures version names are related to the problem being solved: 
Getfourhands, movesuits, setboard. This difference was not contrived; the 
author had created the first version before his ideas on data structuring 
were well formulated . The sceptical reader could ponder the number of pro-
grams with modules: main-control-loop, match-master, initialise; all names 
related to flow action. 
It is difficult to see how the "board" is set up in the first version. 
"Dots" are moved in two modules and spaces are moved in various places. This 
criticism is, of course, the essence of the distinction between the two pro-
grams; all the items relating to a particular data structure are kept 
together in the second version. This leads to the next quality of 
modifiability. 
It is this quality more than any other that distinguishes the two 
programs. Typically the user will request changes such as: following each 
set of four cards there will be four more cards giving the bidding sequence 
for each hand; the bidding for each hand is to be printed under it, or, the 
hands will have an indicator specifying whether E, W, Nor Sand will not 
necessarily be in the same order. Both these requests will essentially mean 
the flowchart version will have to be completely rewritten. The data 
structures version could be modified. The sceptical reader is again invited 
to consider any other change to the problem and see the changes necessary in 
both programs. 
6.7 Conclusion. 
A simple problem has been solved using two different approaches. The 
recommended approach, based upon data structures, leads to a program which has 
more Lines of Code, greater unmodularised Operand Volume and more modules. 
The program is, in the author's opinion, a better program and is well written 
in the sense of hiding data. This fact is reflected in the calculation of 
Operand Volume based on the modularised program; Operand Volume enables a 
programmer to obtain a measure which shows whether data hiding is taking place. 
The next chapter examines a more complex program; the results of the measure-
ments for the program leading to the same conclusions as expressed in this 
chapter. 
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?. Analysis of an Update Problem 
7. 1 Summar y . 
A programming assignment from a course in programming is solve d i n 
various ways. The problem is a typical data processing application invo l ving 
the update of a master file with reports of processed and unprocessed trans-
actions. The problem was solved with three distinct approaches with several 
variations on each approach. 
The solution prepared by the lecturer of the programming course is 
given and analysed in detail; this solution was prepared using structured 
programming principles, a top down approach and the use of macro flowcharts. 
Another solution based on an amalgamation of the ideas of Jackson and Brinch 
Hansen is also analysed in detail. One other approach using the "smallest 
key" technique is outlined. Variations on the approaches are given with the 
results summarised. The measures on the various methods reflect how the pro-
grams are structured. The measures Operand Volume and Index of Mo4ularity 
are shown to reflect the amount of data hiding. By considering how the pro-
grams can be modified, it is argued that the programs with a high Index of 
Modularity will be easier to maintain. 
?.2 Problem Description. 
Figure 7.2.1 gives the system diagram depicting an update of an Accounts 
Receivable Master File from transactions supplied via a Sales Transaction File. 
The input files are: Sales transactions on tape and Old Accounts Receivable 
Master File on disk. The output files are: New Accounts Receivable Master 
File on disk, Posted transaction file on printer and Unpasted transaction file 
on printer. All files are sorted by customer number in ascending order. The 
Sales Transaction records are to be validated for the following transaction 
codes and to update the Master File as indicated. 
Code Type Action Required 
1 sales increase accounts receivable 
2 returns decrease accounts receivable 
3 ~ash receipts decrease accounts receivable 
all others invalid add to unpasted transactions 
When a Sales Record do e s not find a matching Accounts Receiva ble 
Master record customer number, then it is to be added to the unpaste d tra n s -
action file. 
?.3 Flow Chart Solution. 
WRITE AND READ 
MASTER UNTIL 
FINISHED 
N 
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OPEN FILES. 
OUTPUT HEADINGS 
GET FIRST RECORD 
PERFORM MAIN-LOOP 
UNTIL ANY FILE 
AT END 
PRINT TOTALS 
CLOSE FILES 
Figure 7.3.1 
N 
N 
PERFORM UPDATE 
READ AND WRITE . 
UNTIL NO FURTHER 
TRANSAC'rI ONS 
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CHECK CUSTOMER AND 
TYPE 
N 
UNPOSTED OUTPUT 
READ TRANSACTION 
END 
Figure 7. 3. 2. 
OUTPUT ERROR 
WRITE NEW MASTER 
READ OLD MASTE~ 
UPDATE RECORD 
WRITE POSTED 
READ TRANSACTION 
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All posted transactions should be written to the posted transaction 
record. 
TRANSACTION 
OLD ACCOUNTS 
RECEIVABLE 
Figure 7.2.1 
POSTED 
.---TRANSACTIONS 
UNPOSTED 
.--.,TRANSACTIONS 
NEW ACCOUNTS 
RECEIVABLE 
Totals are required on the posted report, of sales, returns and cash 
receipts. The total number of updated transactions is to be printed on the 
unpasted report. A heading is required on the first page of the reports. 
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The procedure division for the program is shown in Appendix A. As 
can be seen the program contains no "go to's". It has a main control loop; 
all the parts are modularised and it could be considered to be a well 
structured program. The problem with this solution is that it is excessively 
modularised and is very difficult to modify because its "modularity" is based 
on its flow structure. The module names - MACRO-CONTROL, GET-FIRST-RECORDS, 
MAIN-CONTROL-LOOP, OPEN-UP and WRAP-UP - all indicate flow of control 
activities. This solution is not contrived. It is the product of an ex-
perienced programmer who is conversant with the tenets of structured program-
ming and top-down-design. The reader is asked to consider how to modify this 
program given the following changes of specification - a second transaction 
file is to be processed which allows new records to be added to the master 
file; another transaction type is to be added which will allow another update 
function on the master. The first change is virtually impossible and would 
almost certainly require a rewrite. The second change would require changes 
in four different modules. The changes would have to be found by examining 
all parts of the program to consider the effect. 
7.4 Data Structured Solution. 
The method of solution is to initially divide the problem into parts 
based upon the data structures of the problem. Programs are written to 
handle each of the data structures as independent problems. Interactions 
between the programs are defined by send and receive instructions. These can 
be visualised as being handled in similar ways to Brinch Hansen's monitors. 
Providing the interactions are well behaved the individual programs can be 
shown to behave correctly. If the problem has been divided into a set of 
parts which reflect the problem being solved and if the interactions are 
defined correctly then the group of programs will solve the whole problem. 
On creating the programs it becomes apparent that one function -
collation - is not associated with any particular data structure. Because of 
this a separate module for collation is created. The total program will thus 
consist of a set of independent programs or processes: read the transaction 
file, read the old master file, update and write a new master file, write a 
posted transaction report, write an unpasted transaction report and a 
collation process to match keys. It may be thought that the procedure of 
breaking a sequential program into concurrent programs will cause the program 
to be more difficult to understand. It is the author's opinion that by 
creating the solution in this manner the interactions between the modules are 
- 82 -
explicitly stated and easily understood. In fact, the ideas of monitors and 
processes enable concurrent programs to be considered as a series of smaller 
sequential programs. These individual programs are no more difficult to 
understand than a normal sequential program. The difficulty is found in the 
fact that programmers are not normally used to thinking in these terms. The 
other difficulty is that it is necessary to be sure that all the inter-
actions have been defined to correctly model the problem. Certainly consider-
ing all processes as operating together is conceptually difficult but it is 
argued that if the division is correct and the interfaces are defined 
cor~ectly it is not necessary to visualise the whole program operating. The 
solution given in this section illustrates this point. Each of the modules 
is easily understood and each "obviously" does what it is supposed to but it 
is difficult to imagine the whole operating together. It is stressed again 
that this is not necessary. If the whole program when tested does not 
operate in the way expected then the interconnections or functions are in-
correctly . specified. It is argued that any large program cannot be completely 
understood. As this is so then it is necessary to divide the program into 
smaller parts. The approach advocated of dividing on data structures then 
writing as concurrent processes divides the program and explicitly defines the 
interconnections. The update problem is presented in a form of schematic 
logic as defined by Jackson. The send and receive instructions can be thought 
of as acting on monitors connecting the modules. The transfer monitors are 
only required to send and receive records. The actual implementation is 
simple because there is only one instance of each process. The access to the 
data structures is made simple as the processes are constrained to act in a 
sequential manner. Thus the monitor implementation is accomplished by a 
transfer of control. 
- 83 -
Transaction File Process 
sequence 
end· __ ,
open transaction file; 
read transaction record; 
iterate until no more records; 
select valid type; 
transactioncollation.send (key); 
transactioncollation.receivematch (match); 
select match; 
transactionposted.send (record); 
transactionnew.send (record); 
or no match; 
transactionunposted.send (record); 
end· __ ,
or invalid type; 
transactionunposted.send (record); 
end· __ ,
read transaction record; 
end· __ ,
close transaction file; 
transactionposted.nomorerecords; 
transactionunposted.nomorerecords; 
transactioncollation.nomorerecords; 
Note: transactioncollation, transactionposted, transactionnew and 
transactionunposted are all monitors defined to control the 
interfaces between modules. 
Old Master File Process 
sequence 
end· __ ,
open master file; 
read master file; 
oldnew.send (record); 
iterate until no more records; 
oldcollation.s end (key); 
oldcollation.receivematch (match); 
select match equal 
end· 
--' 
oldnew.sendmatch (match); 
or match less 
oldnew.sendma tch (no match); 
read master file ; 
oldnew.send (record); 
oldcollation.nomorerecords; 
oldnew.nomorerecords; 
close master file; 
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New Master File Process 
sequence 
end· __ ,
open new master; 
oldnew.receive (record); 
iterate until no more records; 
end· __ ,
oldnew.receivematch (match); 
select match equal 
transactionnew.receive (record); 
update master record; 
newposted.send (report date); 
or no match; 
write new master; 
oldnew.receive (record); 
end· __ ,
close new master; 
Unpasted File 
sequence 
end· __ ,
open unpasted file; 
output heading; 
transactionunposted.receive (record); 
iterate until no more records; 
end· __ , 
write to unpasted file; 
add 1 to count; 
transactionunposted.receive (record); 
output total; 
close unpasted file; 
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Posted File 
sequence 
end· __ ,
open posted file; 
output h eading; 
transactionposted.receive (record); 
newposted.receive (report data); 
iterate until no more records; 
end· __ ,
write to posted file; 
select code= 1 
or 
or 
add to total sales; 
code= 
add to 
code= 
2 
total returns; 
3 
total receipts; 
end· __ ,
add to 
transactionposted.receive (record); 
newposted.receive (report data); 
output totals; 
close posted file; 
Collation Process 
sequence 
end· __ , 
newcollation.receive (key l); 
transactioncollation.receive (key 2); 
N: = minimum key; 
iterate until N > Maximum value; 
end· __ , 
select key 1 = key 2 = N; 
newcollation.sendmatch (true); 
newcollation.receive (key 1); 
transactioncollation.sendmatch (true); 
transactioncollation.receive (key 2); 
or key 1 = N 
newcollation.sendmatch (false); 
newcollation.receive (key l); 
or key 2 = N 
transactioncollation.sendmatch (false); 
transactioncollation.receive (key 2); 
end· __ ,
N: = minimum key; 
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It should be noted that all the processes can run independently . The 
communication between modules is carried . out by using send and receive 
transfers. These instructions can be visualised as being equivalent to 
monitors as in Concurrent Pascal. 
Changes to the specification of the problem can be relatively easily 
handled. For example, if a new transaction file is added then a new process 
to handle it is required. This will send messages to the collation module 
which will have one more or in the select. The new master file module will 
need to be changed to be able to distinguish which transaction file gave the 
match. If necessary appropriate report processes can be created. The 
changes can be fitted into the general structure of the solution; the program 
need only be changed - not rewritten. 
Another additional transaction type requires changes to the update 
master record module, to the posted transaction file, and to the transaction 
process. It is easy to see where the changes occur as the interactions are 
well defined. 
7.5 Implementation of Data Structv.red Solution in COBOL. 
To implement the preceding algorithms in COBOL it is necessary to 
sequentialise the processes. This can be done using Jackson's "inversion" 
technique. Any process is selected as the main routine and all other pro-
cesses are inverted. No process can be taken as the natural root module in 
creating a hierarchical process organisation. Languages such as COBOL are not 
designed to allow the concurrent operation of processes and so it is necessary 
to transform the concurrency so that it operates in a sequential manner. This 
has the side benefit that it is not necessary to actually create monitors to 
co-ordinate transfers between processes. Figure 7.5.1 shows the graph of the 
processes. The arrows indicate the direction of the flow of information. As 
can be seen, no process is a natural tree root. In order to show that this 
does not matter, the unusual decision is made of making the unpasted process 
the root module and inverting all processes with respect to it. This will 
cause an unnatv.ral program structure but the reader is asked to be tolerant of 
this so that the point can be illustrated. 
New 
Master 
Posted 
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Old 
Master 
Transaction 
Figure 7.5.1 
Collation 
Unpasted 
Inversion is carried out by starting with any routine and when either 
a send or receive is encountered then simply calling the other module. If it 
is a receive instruction then we would expect the called routine to be return-
ing data. Thus when the called routine has a send to the calling routine the 
program simply returns. Figure 7.5.2 illustrates how this is done for the 
interaction between the unpasted process and the transaction process. It is 
necessary to include the state variable TSTATE so as to allow the initial 
conditions to be executed once and once only. The statements GO TO TRANSEXIT 
are simply the replacements for transactionunposted.send. The structure of 
TRANSACTION is preserved. There is thus a method for creating a sequential 
program from the concurrent processes. The conditions under which this is 
possible in general have not been discovered. 
This approach is an amalgamation of the Jackson method and of the 
approach used in Concurrent Pascal. It is postulated that the approach is 
applicable to many common data processing applications. The inversion is only 
necessary due to the limitations of the COBOL language . A lang uage such as 
Concurrent Pascal should allow easy implementation of problems structured in 
PROCEDURE DIVISION. 
UNPOSTED. 
OPEN OUTPUT UNPOSTED-REPORT. 
PERFORM UNPOSTED-HEADING. 
- 88 -
PERFORM TRANSACTION THRU TRANSEXIT. 
PERFORM UNPOSTED-ITERATION UNTIL EOF-T. 
PERFORM UNPOSTED-TOTALS. 
CLOSE UNPOSTED-REPORT, 
STOP RUN. 
UNPOSTED-ITERATION. 
ADD 1 TO UNPST-COUNT 
MOVE TRAN-CUSNO TO UNPST-CUSNO 
MOVE TRAN-NAME TO UNPST-NAME 
MOVE TRAN-TYPE TO UNPST-TYPE 
MOVE TRAN-P..MT TO UNPST-AMT 
MOVE TRAN-PARTNO TO UNPST-PARTNO 
MOVE TRAN-DATE TO UNPST-DATE 
MOVE TRAN-QTY TO UNPST-QTY 
WRITE UNPST-RCD 
PERFORM TRANSACTION THRU TRANSEXIT. 
TRANSACTION. 
GO TO Tl T2 DEPENDING ON TSTATE. 
Tl. OPEN INPUT SALES-DATA. 
MOVE 2 TO TSTATE. 
PERFORM READ-TRANS. 
TLOOP. 
IF EOF-T GO TO TEND. 
MOVE "N" TO ERRORT. 
IF TRAN-TYPE= 1 OR TRAN-TYPE= 2 OR TRAN-TYPE= 3 
PERFORM COLLATION 
IF ERRORT = "Y" 
GO TO TRANSEXIT 
ELSE 
PERFORM POSTED 
ELSE 
GO TO TRANSEXIT. 
T2. PERFORM READ-TRANS. 
GO TO TLOOP. 
TEND. 
CLOSE SALES-DATA. 
PERFORM POSTED. 
PERFORM COLLATION. 
TRANSEXIT. EXIT. 
READ-TRANS. 
READ SALES-DATA AT END 
.MOVE "E" TO T-EOF. 
IF NOT EOF-T 
MOVE TRAN-CUSNO TOT-REC-KEY. 
Figure 7.5.2 
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this way without using inversion. An extension of this thesis is to impl ement 
some common data processing applications with a system that allows con-
currency; this idea is expanded in Chapter 9; it is thought that t he me thod 
is widely applicable. The development of this approach and its illus tra tion 
is conside red by the author to be one of the most significant results of this 
thesis. 
It is believed that the method given takes the Jackson approach one 
step further. It not only allows common data processing applications to be 
well structured, but allows the implementation of such applications on con-
cur~ent machines such as the ARPANET Pluribus (30). 
Before this advanced hardware and software is generally available the 
solutions can be implemented using such languages as COBOL. Appendix B gives 
the procedure division coding to implement the previously described algorithms . 
There are many interesting problems ?Ssociated with defining automatic 
ways of inverting processes. In effect, the inversion turns the processes 
into coroutines. Unanswered questions are related to conditions necessary or 
sufficient for the inversion to be possible. An avenue of fruitful investi-
gation is thought to be in using Petri Nets (51) to analyse the concurrent 
processes; the data structure could be considered as places and the pro-
cesses or transitions in the nomenclature of Petri Nets. 
The inversions of the processes in this solution was made in a manner 
to make the appearance more acceptable than that shown in figure 7.5.1. It is 
felt, however, that the inversion method in figure 7.5.1 keeps the structure 
of the process more explicit and is a better approach. Either approach will 
produce the same result and the solution given in Appendix Bis analysed in 
detail. 
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7. 6 Operand Volume Measures on Update Programs. 
FlOuJ Cha:rt Solution. 
n N Volume 
unmodularised Program 94 201 1317 
Modularised Program Without parameters Parameters 
Module Name n N V n N V 
Macro-Control 14 18 69 51 107 607 
Get-first-records 6 7 18 13 16 59 
Main-control-loop 15 18 70 55 71 410 
Open-up 8 8 24 8 8 24 
Head-up 11 22 76 11 22 76 
Read-trans 3 3 5 3 3 5 
Read-o-mstr 4 4 8 4 4 8 
Move-old-to-new 2 2 2 2 2 2 
Test-cusno-end-type 8 11 33 13 18 67 
Type-test 14 22 84 14 22 84 
Update-wrk-record 19 28 119 19 28 119 
Write-nu-ms tr 3 3 5 3 3 5 
Write-posted 1 1 0 1 1 0 
Prepare-unpasted 14 14 53 14 14 53 
Write-unpasted 1 1 0 1 1 0 
Read-write-rest-of-ms tr 3 3 5 6 6 16 
Read-print-xtra-trans 4 4 & 21 21 92 
Wrap-up 15 26 102 15 26 102 
Early-eof 4 - 6 12 4 6 12 
Total Volume 693 1741 
Minimum Volume 1426 
As can be seen the modularised program has a higher volume than the 
unmodularised program. That is, if the measure does reflect programmer 
effort, then it is more difficult to follow the modular version than the 
unmodularised version. The reason is caused by the number of parameters 
passed between modules. The following table gives each module and the number 
of parameters passed at each invocation. For each leaf module the number of 
possible parameters is given as the first number in the matrix. 
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Ao. Module Called Calling Module Number 
Parameters 1 4 5 16 7 10 
1 Macro-control 
2 Open-up 8 7* 
3 Head-up 1 4 
4 Get-first-records 6 
5 Main-control-loop 31* 
6 Wri te-nu-rnstr 3 1 2 l* 
7 Read-write-rest-of-ms tr 3* 
8 Prepare-unpasted 14 14* 14* 14* 
9 Write-unpasted 1 l* 1 l* 
10 Lead-print-xtra-trans 16* 
11 Wrap-up 15 6 
12 Read-trans 3 1 2 
13 Early-eof 4 2 
14 Read-a-ms tr 4 2* 3* 2* 2* 
15 Move-old-to-new 2 2 2 
16 Test-cusno-and-type 9* 
17 Update-work-record 17 19* 
18 Write-posted 1 1 
19 Type-test 14 7* 
The first column gives the number of possible parameters for leaf 
modules. The* indicates that combining modules will lead to a lower volume. 
Data Structured Solution 
n N Volume 
Unmodularised Program 93 213 1392 
Modularised Program Without parameters Parameters 
Module Name n N V n N V 
Unpasted 6 7 18 15 22 86 
Unpasted-iteration 18 18 75 20 20 86 
Transaction 9 11 35 9 14 44 
Read-trans 15 21 82 19 39 166 
Posted 24 32 147 25 38 176 
Master 7 9 25 14 23 88 
Read-master 8 9 27 8 9 27 
New-master 9 12 38 13 16 59 
Collation 9 10 32 17 22 90 
Collation-iteration 8 18 54 14 30 114 
Update-new-record 7 16 45 7 16 45 
Posted-heading 7 12 34 7 12 34 
Posted-totals 11 21 73 11 21 _73 
Unpasted-totals 5 5 12 5 5 12 
Unpasted-leading 7 12 34 7 12 34 
---
.. .. Totals 729 1134 , ~ < • 1097 
" 
Minimum Volume ~ 
'!:" 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Called Module 
Unpasted 
Unpasted-iteration 
Transaction 
Read-trans 
Posted 
Master 
Read-master 
New-master 
Collation 
Collation-iteration 
Update-new-record 
Posted-heading 
Posted-totals 
Unpasted-totals 
Unpasted-heading 
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Parameters 
9 
18 
9 
15 
24 
7 
8 
9 
7 
6 
7 
7 
11 
5 
7 
7.7 Discussion of Measurements . 
-
Calling Module Nwnber 
· 1 2 3 4 5 6 8 9 10 
1 
2 2 
3 
7 
5 6 
5 
4 
4 
6 
4 
2 
4 
2 
2 
The differences between the two solutions when considered as modular 
programs is considerable. The size of both solutions is about the same when 
considered as unmodularised programs or as modularised programs but with no 
parameter passing. The with parameters measures give a 55% difference in 
size and the Index of Modularity moves from -.62 to +.35. These differences 
are directly attributable to the amount of data hiding in the modules; this 
is shown in the tables of number of parameters for each call. 
The first program can be seen to be poorly modularised, not only in 
terms of its basic structure, but in the modules created within this struc-
ture. This is shown by the large number of cases where the measures indicate 
that an amalgamation of modules will lead to a low volume; over one half of 
the module invocations are designated as being counter productive. In the 
Data Structured Solution no amalgamation will lower the volume. 
The two programs are also distinguished by the wide variation in size 
of the with parameters modules. In the Flow Chart Solution the modules vary 
in size from 607 to zero while the Data Structured Solution have modules 
varying from 176 to 27. The standard deviation varies from 151 to 45. It 
could be postulated that a well modularised program not only has a higher 
Index of Modularity, but also has an evenness of module size. As can be seen 
the minimum volume calculation shows the evenness of module size for the Data 
Structured Solution. 
7.8 Other Solutions and Their Measurement . 
This particular problem was solved a total of eleven different times. 
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Variations on the methods and different approaches were investigated. The 
results of these measures are presented in summary and a brief description 
of each of the programs is given in this section. The results show that 
unless the basic structure is built on data structures, then the Index of 
Modularity will be low and the unmodularised program will give a lower total 
volume. The results are given in figure 7.8.1. The Flow Chart Solution is 
(a) and the Data Structured Solution is (k). 
(a) Flow Chart Solution. 
This has been classified in Section 7.3. 
(b) Improvements in Flow Chart Solution. 
This solution was based on amalgamating some of the modules in-
dicated from the analysis of (a). There is a considerable 
improvement in the Index of Modularity but it is still -ve. 
(c) The High Values Technique. 
This popular approach uses the values of the keys to indicate 
both that an end of file has been found and also to control the 
collating sequence. In this solution many of the over modular-
isations of the flow chart method were corrected but the basic 
structure was still the same. It should be noted that this 
approach gave the lowest total volume. This could indicate that 
comprehension of the whole program required less effort than the 
well modularised version. The implementation in COBOL of the 
data structured technique caused the introduction of extra state 
variables. These variables are only necessary because of the 
language restrictions; they do, however, cause an increase in 
volume of the program. 
(d) Improvements in the Basic Flow Chart Solution. 
This solution is created by the elimination of the work area and 
simply using the new master file area. The initialisation 
routines such as GETFIRSTRECORD and the final routine WRAP-UP 
are eliminated by a restructuring of the basic flow chart. This 
program was significantly smaller than (a) but its modularised 
volume was about the same. The work area in effect caused a 
lowering of both volume and Index of Modularity. These effects 
are explained in Section 7.9. 
(e) Variation of (d). 
Solution (d) was changed as "suggested" by the measures. The 
Index of Modularity improved but was about the same as (a). 
- 94 -
(f) & (g) Concurrent Solution. 
The basic collation module was written as the "main loop" and 
each of the data structures was written as a separate module. 
On each time through the main loop all modules would be activated 
and various flags were set to indicate what action each module 
was to take. (g) was an improvement of (f) based upon the 
measured results. These solutions gave positive Index of 
Modularity results. 
(h) , ( i) & ( j) Jackson App1"oach. 
These three solutions were based solely on the Jackson Method. 
Effectively the problem became concerned with two separate 
structures: that of the transaction file and that of the master 
file. The transaction, posted and unpasted modules were consid-
ered as an entity and the master, new master and collation modules 
were also considered as an entity. These solutions followed 
closely the method as outlined in Jackson's Book. The variations 
were obtained from examination of the measures. In particular 
the totalling of the posted and unpasted amounts was changed from 
the new master module to the posted report module. 
(k) Data StructUPed Solution. 
This approach has been given in detail in Sections 7.4 and 7.5 
as an amalgamation of the Concurrent Solution and the Jackson 
Approach. The modules were created as separate modules and then 
implemented using Jackson's inversion idea. 
Unmodularised Without With Index of 
Program Volume Parameters Parameters Modularity 
(a) 1317 693 1741 -.62 
(b) 1363 807 1501 -.17 
(c) 966 530 1491 -.99 
(d) 1090 624 1732 -1.03 
(e) 1056 614 1478 -.69 
(f) 1478 827 1303 .21 
(g) 1389 808 1158 .28 
(h) 1176 612 1277 - .16 
(i) 1192 626 1055 .22 
( j) 1173 684 1038 .20 
(k) 1392 729 1134 .35 
Figure 7. 8 .1 
• 
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7.9 A Technique to Improve the Index of Modularity . 
The Index of Modularity can be reduced by using a simple coding 
technique. In order to do this it is necessary to reduce the passing of 
parameters. This can be done by modularising on data structures as shown in 
the previous chapters and by grouping of data and only passing group names. 
Thus if one module reads a transcription record and passes it to another 
module, then instead of operating on the same area as the data is read into, 
the receiving module can move the data into a work area as a group and then 
operate on it from the work area. Figure 7.9.1 gives two small programs 
illustrating this. The first program has a smaller total volume but a lower 
Index of Modularity. It is thus necessary to not only consider the Index of 
Modularity, but also the total size. The measure enables the effectiveness 
of the techniques such as in figure 7.9.1 to be evaluated. 
PROGRAM 1 
FD SALES. 
01 TRANS. 
02 Tl PIC X. 
02 T2 PIC X. 
WORKING STORAGE. 
01 TlRECEIVE 
01 T2RECEIVE 
PROCEDURE DIVISION. 
READ SALES. 
PERFORM MOVEIT. 
STOP RUN. 
MOVEIT. 
PIC X. 
PIC X. 
MOVE Tl TO TlRECEIVE. 
MOVE T2 TO T2RECEIVE. 
Index of Modularity 
Modularised size 
PROGRAM 1 
(16-16) + 10 = 0 
16 
Figure 7.9.1 
PROGRAM 2 
FD SALES. 
01 TRANS PIC XX. 
WORKING STORAGE. 
01 TlRECEIVE PIC X. 
01 T2RECEIVE PIC X. 
01 TFANSWORK. 
02 TWl PIC X. 
02 TW2 PIC X. 
PROCEDURE DIVISION. 
READ SALES. 
PERFORM MOVEIT. 
STOP RUN. 
MOVEIT. 
MOVE TRANS TO TRANSWORK. 
MOVE TWl TO TlRECEIVE. 
MOVE TW2 TO T2RECEIVE. 
PROGRAM 2 
(24-21) + 18 = 17 
21 
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7.10 Conclusion. 
A particular data processing problem has been exhaustively analysed. 
Several different solutions have been created for the problem. The measures 
of Operand Volume and Index of Modularity reflect the amount of data hiding 
and the interconnections between the program modules. It is argued that the 
method of construction based upon the work of Jackson and Brinch Hansen 
leads to a program that represents the structure of the problem; as such it 
will be a program that is easier to maintain and modify. The program 
measures give this method of construction the highest value for Index of 
Modularity. 
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B. Analysis of Production Program 
8.1 Swrona.ry. 
Several programs were measured during the course of this 
investigation. This chapter summarises the results obtained on a 
production program of about 800 lines of COBOL code. The measures were 
made to show that they could be applied in a production situation. No 
attempt was made to evaluate whether the program was well written or to 
investigate alternative program structures. The results are presented 
with possible conclusions outlined. 
8 . 2 Results. 
The Operand Volumes of the program were: 
Unrnodularised 
Modularised without parameters 
Modularised with parameters 
Index of Modularity 
2970 
1536 
2651 
+.21 
Figure 8.2.1 gives the breakdown of module volumes. Figure 8.2.2 
gives a table showing the parameter passing between modules. 
Operand Volume Operand Volume 
Module Number No parameters with pa:tameters 
1 4 4 8 27 45 214 
2 4 4 8 31 46 228 
3 7 7 20 40 41 218 
4 34 40 203 45 66 362 
5 28 32 154 28 33 159 
6 12 19 68 12 19 68 
7 13 26 96 13 26 96 
8 11 20 69 17 38 155 
9 6 10 26 8 13 39 
10 4 4 8 4 4 8 
11 6 10 26 11 16 55 
12 9 14 44 9 14 44 
13 25 56 260 26 59 277 
14 12 28 100 12 28 100 
15 11 18 62 11 18 62 
16 23 23 104 26 26 122 
17 8 10 30 8 10 30 
18 10 12 40 10 12 40 
19 5 5 12 12 12 43 
20 24 35 160 24 35 160 
21 6 6 16 17 24 98 
22 4 5 10 4 5 10 
23 4 5 10 4 5 10 
24 2 2 2 14 14 53 
25 1 1 0 1 1 0 
Figure 8.2.1 
Called 
Module 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
- 24 
25 
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Tahle of Pass ed Parameters 
Max. 
Parame t e rs 
13 
4 
9 
12 
11 
8 
5 
24 
4 
4 
1 
Calling Module 
1 2 3 4 5 8 9 11 13 16 19 21 24 
22* 
25* 
19* 
23* 
6 
8* 
8 
6* 
3* 
9* 
6* 
10 
1 
3 3 
5 
3 
3 
9* 
7* 
6 
3* 
3* 3* 
11* 
l* 
* - Indicates that the module combination 
will result in a lower volume. 
Max. parameters gives for leaf modules the 
maximum number of possible paramete rs. 
Figure 8.2.2 
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8.3 Interpretation of Results. 
The Index of Modularity would indicate that the program was 
'hiding data'. The size of modules was reasonably flat, indicating 
a good breakup of the program. No module was excessively large in 
relation to the other modules. There did, however, appear to be some 
cases of excessive modularisation. The following groups of modules 
could be combined into modules resulting in a lowering of volume. 
(8, 9, 10, 11, 12) - (1, 2, 4) - (19, 20, 21, 22, 23, 24, 25). 
The suggested ordering of modules from the combination of 
modules is (1, 2, 4, 3, 5, 7, 18, 6, 21, 16, 24, 23, 22, 25, 19, 8, 11, 
9, 20, 12, 10, 17, 15, 14, 13). 
The size of the modularised program of 2651 compares with 1126 
for the program analysed in the previous chapter. The procedure 
division was 310 lines of code for this program and 154 lines of code 
for the previous program. 
8.4 Conclusions. 
This brief analysis shows the possible uses of the measures taken 
in isolation. In order for further analyses to be made the program 
purpose would need to be considered. This particular program would 
appear from the numbers to be a reasonably satisfactory program with 
respect to modularity. Conclusions drawn from the size of the program 
(such as amount of effort required to create the program) would need the 
measure to be calibrated. 
9. FUPther Developments 
9.1 Swrrmary. 
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This thesis has indicated several areas for further investigation. 
This chapter reviews these possibilities and points to several aspects of 
program measures and program construction that would be worth pursuing. 
These are in the areas of a re-examination of software science using the 
proposed definitions of basic elements, in the calculation and examination of 
Operand Volume over a series of programs, intheexperimental relationships 
between Operand Volume and Programmer Effort, in the use of the measures in 
production and teaching environments, and in the construction of commercial 
data processing programs using the combination of ideas from Jackson and from 
Brinch Hansen. 
9.2 Operand Volwne Calculation. 
The algorithms, and an outline of an implementation, for the cal-
culation of Operand Volume has been presented. In order for the measures to 
be investigated in depth it is felt that the calculation should be made auto-
matically as part of the output from a compiler. Calculations on languages 
which do not allow global variables can be easily made as the scope of 
variables and parameter passing is explicit. Languages which do allow globals 
need to have invocation graphs available so that the scope of globals and 
parameter passing can be established. 
ALGOL like languages, PL/I, and FORTRAN all have explicit module 
structural elements : procedures and subroutines. For most purposes, the 
modules defined by these constructs would be sufficient for Operand Volume 
calculations; it should not be necessary to establish other possible modules 
from flow graphs of individual procedures. 
A common program could be written to handle operand volume calculations 
for all languages. The only language dependent part would be to find pro-
grammer defined symbols, establish modules, globals and module invocations. 
With such a system direct comparison between programs for the same 
problem in different languages would be possible. This would enable a com-
parison of size calculations across languages, so indicating the effort 
required to implement solutions in different languages. 
9.3 Suggested Output for a Production System. 
The output for a production environment is envisaged to be along the 
lines of figures 8.2.1 and 8.2.2. The Index of Modularity and the program 
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size are also needed. Details on parameter passing could be obtained if a 
detailed analysis was required. In this area, the details of each global 
and its synonyms, giving the module invocations where the parameters are 
passed, would prove to be instructive. A programmer would be able to estab-
lish possible implications of modifications to programs by a consideration 
of all modules using a particular global. It is felt that this would add an 
extra dimension to the cross reference map of most compilers. The actual 
use of such a map of parameter passing would be in much the same way as 
current cross reference maps. 
Another output could be suggestions for the combination of modules. 
The analysis should be taken one step further than was done with this thesis. 
Multiple combinations should be considered as well as the simple combination 
of two modules. A report should be given of those combinations which lead to 
reductions in volume. 
In a similar way relatively large modules could be highlighted for 
consideration of a break-up. 
Although not of such importance, a suggested ordering of modules could 
enable a linear formatting of programs to be obtained. 
9.4 Suggested Uses of Operand Volume. 
Within any environment requiring quality control of software products 
it is felt that both Index of Modularity and Operand Volume will be of use. 
Certainly in a teaching environment, if it is considered that data hiding is 
important in the construction of programs, then Index of Modularity gives a 
useful measure. This would be of benefit in the comparison of programs. 
Within a production environment it could be that certain standards could be 
set for the allowable values of Index of Modularity. These standards would 
be established after considerable experience with the measure. 
The measure of size - Operand Volume - is a direct replacement for 
lines of code. For reasons of stability, consistency and the fact that the 
measure can be compared across programming languages it is felt that Ope rand 
Volume is a superior measure. Thus Operand Volume could be used as a 
measure of size in all situations where lines of code is used. Inde x of 
Modularity would act as a quality measure of modularity. 
9.5 Re-examination of Software Science. 
It is felt that the propositions of software science could be prof it-
ably re-examined using the suggested changes. Many of these propositions will 
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still hold and many of the possible uses of the software science meas ures 
will still be applic·able. However, because of the stability of the n et1 
measures, it is believed that any conclusions drawn from the measnr0s 1.:1ill 
f\ P r. ~~i.Lab l e and use f ul. The current situation wl.th wlde variations in 
the calculations due to different interpretations of what is an operand or 
an operator is not satisfactory. Stability and ease of calculation, will 
it is believed, lead to a wider use and acceptance of the software science 
measures. 
9.6 Experimental Evaluation. 
If the measures are easy to obtain, then experimental investigations 
on programmer productivity will be more likely to occur. One of the major 
difficulties in investigations on programmer performance is in establishing 
measu~es on programs ~ Progrannner performance in debugging programs could be 
evaluated against Index of Modularity or Operand Volume. Much of this thesis 
has been predicated on an assumption that these two measures are related to 
programmer effort. In order to establish whether this is true then experi-
ments are needed to evaluate the proposition. 
If the measures were in use in a production environment then statistics 
on effort required to create and maintain programs would become available. 
Although these statistics may not be as controlled as a properly run experi-
ment, they would enable indications to be obtained of the validity of the 
measures. Currently about the only cormnon measure available is lines of code 
and it is felt intuitively that Operand Volume and Index of Modularity will 
prove to be more closely correlated to programmer effort. 
This whole area of experimental evaluation is a difficult and time 
consuming one. Experimenters and evaluators have few stable parameters 
against which to gauge their results. It is hoped that the measures proposed 
in this thesis will gain enough use to be evaluated over a wide variety of 
programs and languages. 
9.7 Construction of Programs. 
The most important proposal of this thesis, besides the definition of 
the program measures, is in the method of construction of programs. If the 
method of construction involving the modularisation on data structure and 
the writing of programs as a series of parallel processes is successful, then 
it has important implications in the design of both languages and machines. 
If programs can indeed be constructed efficiently using these methods then 
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parallel processor machines become more viable. Multi processor computers 
such as the Pluribus can be used effectively for common data processing 
applications. All common languages are unsuitable for easy implementation of 
programs written this way, and languages such as Concurrent Pascal will be 
necessary for efficient implementation. This is not to say that common 
languages cannot be used - just that specially designed languages are easier 
to use. 
From a subjective evaluation of common data processing applications 
it is the author's opinion that there are few fundamentally different prob-
lems. Most applications come from a basic set of standard problems . If good 
model solutions for these different problems can be found and published, then 
the construction of many similar problem solutions will be easier. The 
example given in this thesis of the update problem is one of the most common 
problems in data processing applications. It is believed that the solution 
given can be used as a model for most updates. Other common problems are in 
report generation with various totalling and sub-totalling features, message 
routing systems, list manipulation systems, searching and sorting applica-
tions and in trans~ction validation systems. Brinch Hansen has shown how for 
different operating systems many of the modules were usable in all systems. 
It is not suggested that all problems are the same, only that the structures 
of many solutions will be similar. 
Model solutions could be published for several of these common problem 
types. The modules needed for a particular problem type would be reasonably 
constant. The published operating systems of Brinch Hansen are an example. 
Any person deciding to build a simple operating system can read these programs 
and probably be able to use many of the module definitions so created. The 
details may change but it is suggested that the overall structure will be 
similar. The author envisages books of model solutions for many common com-
puting problems. 
It should be noted that the ideas of basing the initial modularisation 
on data structures and then constructing programs as a series of concurrent 
programs in fact encompasses most of the common methodologies of program 
development. Top down design, stepwise refinement, the Jackson Method, are 
all encompassed within these ideas. The top down method, in particular, is 
just one of the possible program graphs that can be obtained from.the connec-
tors of concurrent programs. The ideas of stepwise refinement can be 
accommodated within the framework. The ideas of concurrent programs allow 
bottom up, top down, middle out or any structure to be obtained and to be 
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built. Because of its flexibility the approach can enable most problem 
solutions to be structured in the most natural way for the problem. 
It should also be noted that the basic ideas of modularity and the 
stress on data flows is not new. The contribution of this thesis is to 
suggest that common sequential data processing applications can be constructed 
by considering them as concurrent processes. The thesis also suggests the 
techniques of Jackson and Brinch Hansen as means of finding modules and of 
formalising interactions between modules. 
9.8 Conclusion. 
This thesis has given a new basis for software science. A quality 
measure on program modularity - Index of Modularity - has been defined. A 
replacement measure for lines of code - Operand Volwne - has been proposed. 
Finally a method of constructing programs using a combination of the ideas of 
Jackson and Brinch Hansen has been demonstrated. All these areas are of im-
portance in the development of the Engineering of Software Products. It is 
thought that the ideas in this thesis will materially assist this development. 
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APPENDIX A 
PROCEDURE DIVISION. 
MACRO CONTROL. 
PERFORM OPEN-UP. 
PERFORM HEAD-UP. 
PERFORM GET-FIRST-RECORDS. 
IF NO-TRANS-EOF AND NO-MSTR-EOF 
PERFORM MAIN-CONTROL-LOOP 
UNTIL EOF-TRANS OR EOF-MSTR. 
IF EOF-TRANS AND NO-MSTR-EOF 
PERFORM WRITE-NU-MSTR 
PERFORM READ-WRITE-REST-OF-MSTR UNTIL EOF-MSTR 
ELSE IF EOF-MSTR AND NO-TRANS-EOF 
PERFORM PREPARE-UNPOSTED 
PERFORM WRITE-UNPOSTED 
PERFORM READ-PRINT-XTRA-TRANS UNTIL EOF-TRANS. 
PERFORM WRAP-UP. 
STOP RUN. 
GET-FIRST-RECORDS. 
PERFORM READ-TRANS. 
IF EOF-TRANS 
PERFORM EARLY-EOF 
PERFORM READ-0-MSTR. 
IF EOF-MSTR 
PERFORM EARLY-EOF. 
PERFORM MOVE-OLD-TO-NEW. 
MAIN-CONTROL-LOOP. 
PERFORM TEST-CUSNO-AND-TYPE. 
IF TEST-RSLT = "NO MATCH" 
PERFORM WRITE-NU-MSTR 
PERFORM READ-0-MSTR 
PERFORM MOVE-OLD-TO-NEW 
ELSE IF TEST-RSLT = "SALE" OR "RETURN" OR "RECEIPT" 
PERFORM UPDATE-WRl<-RECORD 
PERFORM WRITE-POSTED 
PERFORM READ-TRANS 
... 
,' 
II 
OPEN-UP. 
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ELSE IF TEST-RSLT = "HICCUP" 
PERFORM PREPARE-UNPOSTED 
PERFORM WRITE-UNPOSTED 
PERFORM READ-TRANS. 
MOVE OTO EOF-TRANS-ID, EOF-MSTR-ID. 
MOVE INPUT SALES-DATA 
ACCRCV-MSTR-OLD 
HEAD-UP. 
OUTPUT ACCRCV-MSTR-NEW 
POSTED-REPORT 
UNPOSTED REPORT. 
MOVE SPACES TO PST-RCD2, UNPST-RCD2. 
WRITE PST-RCD2 
AFTER ADVANCING CHMTNEL 1. 
WRITE PST-RCD2 FROM PST-TOP-OF-PAGE 
BEFORE ADVANCING 4 LINES. 
WRITE PST-RCD2 FROM PST-HDG 
BEFORE ADVANCING 4 LINES. 
WRITE UNPST-RCD2 
AFTER ADVANCING CHANNEL 1. 
WRITE UNPST-RCD2 FROM UNPST-TOP-OF-PAGE 
BEFORE ADVANCING 4 LINES. 
WRITE UNPST-RCD2 FROM UNPST-HDG 
BEFORE ADVANCING 4 LINES. 
MOVE SPACES TO PST-RCD, UNPST-RCD. 
READ-TR..t\NS . 
READ SALES-DATA 
AT END MOVE 1 TO EOF-TRANS-ID. 
READ-O-MSTR. 
READ ACCRCV-MSTR-OLD INTO ACR-WS 
AT END MOVE 1 TO EOF-MSTR-ID. 
MOVE-OLD-TO-NEW. 
MOVE ACR-OLD-RCD TO ACR-NEW-RCD. 
TEST-CUSNO-AND-TYPE. 
IF TRANS-CUSNO > WRK-CUSNO 
MOVE "NO MATCH" TO TEST-RSLT 
ELSE IF TRAN-CUSNO = WRK-CUSNO 
PERFORM TYPE-TEST 
-
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ELSE MOVE "HICCUP" TO TEST-RSLT 
ADD 1 TO UNPST-COUNT. 
TYPE-TEST. 
IF TRAN-TYPE= 1 
MOVE "SALE" TO TEST-RSLT 
ADD TRAN-AMT TO TOTAL-SALES 
ELSE IF TRAN-TYPE= 2 
MOVE "RETURN" TO TEST-RSLT 
ADD TRAN-AMT TO TOTAL-RETURNS 
ELSE IF TRAN-TYPE= 3 
MOVE "RECEIPT" TO TEST-RSLT 
ADD TRAN-AMT TO TOTAL-RECEIPTS 
ELSE MOVE "HICCUP" TO TEST-RSLT 
ADD 1 TO UNPST-COUNT. 
UPDATE-WRK-RECORD. 
IF TEST-RSLT = "SALE" 
ADD TRAN-AMT TO WRK-BAL 
ADD TRAN-AMT TO WRK-YTD 
ELSE 
SUBTRACT TRAN-AMT FROM WRK-BAL. 
IF TEST-RSL'I' = "RETURN" 
SUBTRACT TRAN-AMT FROM WRK-YTD. 
MOVE TRAN-DATE TO WRK-DATE, PST-DATE. 
MOVE TRAN-AMT TO WRK-AMT, PST-AMT. 
NOW LOAD "POSTED TRANSACTION" RECORD. 
MOVE WRK-CUSNO TO PST-CUSNO. 
MOVE URK-NAME TO PST-NAME. 
MOVE WRK-BAL TO PST-BAL. 
MOVE WRK-YTD TO PST-YTD. 
MOVE TRAN-TYPE TO PST-TYPE. 
WRITE-NU-MS TR. 
WRITE ACR-NEW-RCD FROM ACR-WS 
INVALID KEY DISPLAY "INVALID KEY BLOW-UP" 
STOP RUN. 
WRITE-POSTED. 
WRITE PST-RCD. 
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PREPARE-UNPOSTED. 
MOVE TRAN-CUSNO TO UNPST-CUSNO. 
MOVE TRAN-NAME TO UNPST-NAME. 
MOVE TRAN-TYPE TO UNPST-TYPE. 
MOVE TRAN-AMT TO UNPST-AMT. 
MOVE TRAN-PARTNO TO UNPST-PARTNO. 
MOVE TRAN-DATE TO UNPST-DATE. 
MOVE TRAN-QTY TO UNPST-QTY. 
WRITE-UNPOSTED. 
WRITE UNPST-RCD. 
READ-WRITE-REST-OF-MSTR. 
PERFORM READ-0-MSTR. 
IF NO-MSTR-EOF 
PERFORM WRITE-NU-MSTR. 
READ-PRINT-XTRA-TRANS. 
PERFORM READ-TRANS. 
IF NO-TRANS-EOF 
WRAP-UP. 
PERFORM PREPARE-UNPOSTED 
PERFORM WRITE-UNPOSTED. 
MOVE "SALES" TO TOT-TYPE. 
MOVE TOTAL-SALES TO TOT-TOTAL. 
WRITE PST-RCD2 FROM PST-TOT 
AFTER ADVANCING 2 LINES. 
MOVE "RETURNS" TO TOT-TYPE. 
MOVE TOTAL-RETURNS TO TOT-TOTAL. 
WRITE PST-RCD2 FROM PST-TOT 
AFTER ADVANCING 2 LINES. 
MOVE "RECEIPTS" TO TOT-TYPE. 
MOVE TOTAL-RECEIPTS TO TOT-TOTAL. 
WRITE PST-RCD2 FROM PST-TOT 
AFTER ADVANCING 2 LINES. 
MOVE UNPST-COUNT TO UNPST-TOTAL. 
WRITE UNPST-RCD2 FROM UNPST-TOT 
AFTER ADVANCING 2 LINES. 
EARLY-EOF. 
MOVE "NO RECORDS HANDLED" TO EARLY-EOF-RCD. 
WRITE PST-RCD2 FROM EARLY-EOF-RCD. 
WRITE UNPST-RCD2 FROM EARLY-EOF-RCD. 
APPENDIX B 
PROCEDURE DIVISION. 
UNPOSTED. 
OPEN OUTPUT UNPOSTED-REPORT. 
PERFORM UNPOSTED-HEADING. 
PERFORM TRANSACTION. 
PERFORM UNPOSTED-ITERATION UNTIL EOF-T. 
PERFORM UNPOSTED-TOTALS. 
CLOSE UNPOSTED-REPORT. 
STOP RUN. 
UNPOSTED-ITERATION. 
ADD 1 TO UNPST-COUNT. 
MOVE TRAN-CUSNO TO UNPST-CUSNO. 
MOVE TRAN-NAME TO UNPST-NAME. 
MOVE TRAN-TYPE TO UNPST-TYPE. 
MOVE TRAN-AMT TO UNPST-AMT. 
MOVE TRAN-PARTNO TO UNPST-PARTNO. 
MOVE TRAN-DATE ro UNPST-DATE. 
MOVE TRAN-QTY TO UNPST-QTY. 
WRITE UNPST-RCD. 
PERFORM TRANSACTION. 
TRANSACTION. 
IF TSTATE = 1 
MOVE 2 TO TSTATE 
OPEN INPUT SALES-DATA. 
MOVE "N" TO ERRORT. 
PERFORM READ-TRANS UNTIL ERRORT = "Y" OR EOF-T. 
READ-TRANS. 
READ SALES-DATA AT END 
MOVE "E" TO T-EOF 
CLOSE SALES-DATA 
PERFORM POSTED. 
IF NOT EOF-T 
MOVE TRAN-CUSNO TOT-REC-KEY. 
PERFORM COLLATION. 
IF NOT EOF-T AND EFFORT NOT EQUAL TO "Y" 
I, 
POSTED. 
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IF TRAN-TYPE NOT EQUAL 1 AND 
TRAN-TYPE NOT EQUAL 2 AND 
TRAN-TYPE NOT EQUAL 3 
MOVE "Y" TO ERRORT 
ELSE 
PERFORM POSTED. 
IF PSTATE = 1 
OPEN OUTPUT POSTED-REPORT 
PERFORM POSTED-HEADING 
MOVE 2 TO PSTATE. 
IF NOT EOF-T 
MOVE TRAN-CUSNO TO PST-CUSNO 
MOVE TRAN-CUSNO TO PST-CUSNO 
MOVE TRAN-DATE TO PST-DATE 
MOVE NEW-NAME TO PST-NAME 
MOVE NEW-BAL TO PST-BAL 
MOVE NEW-YTD TO PST-YTD 
MOVE TRAN-TYPE TO PST-TYPE 
WRITE PST-RCD 
IF TRAN-TYPE= 1 
ADD TRAN-AMT TO TOTAL-SALES 
ELSE 
IF TRAN-TYPE= 2 
ADD TRAN AMT TO TOTAL-RETURNS 
ELSE 
ADD TRAN-AMT TO TOTAL-RECEIPTS 
ELSE 
MASTER. 
PERFORM POSTED-TOTALS 
CLOSE POSTED-REPORTS. 
IF MSTATE = 1 
ELSE 
OPEN INPUT ACCRCV-MSTR-OLD 
MOVE 2 TO MSTATE 
PERFORM READ-MASTER 
PERFORM NEWMASTER 
IF NOT MATCHTRANSACTION 
PERFORM READ-MASTER. 
--
I 
I! -
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READ-MASTER. 
READ ACCRCV-MSTR-OLD AT END 
CLOSE ACCRCV-MSTR-OLD 
MOVE "E" TO M-EOF. 
IF NOT EOF-M 
MOVE ACR-OLD-RCD TO ACR-NEW-RCD 
MOVE NEW-CUSNO TOM-REC-KEY. 
NEWMASTER. 
IF NSTATE = 1 
MOVE 2 TO NSTATE 
OPEN OUTPUT ACCRCY-MSTR-NEW. 
IF NOT EOF-M 
IF MATCHTRANSACTION 
PERFORM UPDATE-NEW-RECORD 
ELSE 
WRITE ACR-NEW-RCD INVALID KEY DISPLAY 
"INVALID KEY ERR". 
IF EOF-M 
CLOSE ACCRCY-MSTR-NEW. 
COLLATION. 
MOVE TOO TO MATCHT. 
IF CSTATE = 1 
MOVE 2 TO CSTATE 
PERFORM MASTER. 
PERFORM COLLATION-ITERATION UNTIL MATCHTRANSACTION OR EOF-M. 
COLLATION-ITERATION . 
MOVE MKEY TONN. 
IF TKEY < NN MOVE TKEY TO NN. 
IF MKEY = TKEY 
MOVE 1 MATCHT 
PERFORM MASTER 
ELSE 
IF MKEY = NN 
PERFORM MASTER 
ELSE 
MOVE 1 TO MATCHT 
MOVE "Y" TO ERRORT. 
--
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UPDATE-NEW-RECORD. 
IF TRAN-TYPE= 1 
ADD TRAN-AMT TO NEW-BAL 
ADD TRAN-AMT TO NEW-YTD 
ELSE 
IF TRAN-TYPE= 2 
SUBTRACT TRAN-AMT FROM NEW-BAL 
SUBTRACT TRAN-AMT FROM NEW-YTD 
ELSE 
IF TRAN-TYPE= 3 
SUBTRACT TRAN-AMT FROM NEW-BAL. 
POSTED-HEADINGS. 
MOVE SPACES TO PST-RCD2. 
WRITE PST-RCD2 
AFTER ADVANCING CHANNEL 1. 
WRITE PST-RCD2 FROM PST-TOP-OF-PAGE 
BEFORE ADVANCING 4 LINES. 
WRITE PST-RCD2 FROM PST-HDG 
BEFORE ADVANCING 4 LINES. 
MOVE SPACES TO PST-RCD. 
POSTED-TOTALS. 
MOVE "SALES" TO TOT-TOTAL. 
WRITE PST-RCD2 FROM PST-TOT 
AFTER ADVANCING 2 LINES. 
MOVE "RETURNS" TO TOT-TYPE. 
MOVE TOTAL-RETURNS TO TOT-TOTAL. 
WRITE PST-RCD2 FROM PST-TOT 
AFTER ADVANCING 2 LINES. 
MOVE "RECEIPTS" TO TOT-TYPE. 
MOVE TOTAL-RECEIPTS TO TOT-TOTAL. 
WRITE PST-RCD2 FROM PST-TOT 
AFTER ADVANCING 2 LINES. 
UNPOSTED-HEADING. 
MOVE SPACES TO UNPST-RCD2. 
WRITE UNPST-RCD2. 
AFTER ADVANCING CHANNEL 1. 
WRITE UNPST-RCD2 FROM UNPST-TOP-OF-PAGE 
BEFORE ADVANCING 4 LINES. 
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WRITE UNPST-RCD2 FROM UNPST-HDG 
BEFORE ADVANCING 4 LINES. 
MOVE SPACES TO UNPST-RCD. 
