Abstract. We provide an example to show that there are no general stability results for the logarithmic Sobolev inequality in terms of the Wasserstein distances and L p distance, for p > 1. The results imply that the stability bounds for the logarithmic Sobolev inequality with respect to W 1 , W 2 , and L 1 in the space of probability measures with bounded second moments are best possible. As an application of the example, we prove an instability result for the Beckner-Hirschman inequality in terms of L p , for p > 2.
Introduction and Main Results
Let dγ = (2π) We call δ(f ) the deficit of the LSI. Note that the constant 1 2 is best possible and I(f ), H(f ) are welldefined if √ f ∈ W 1,2 (R n , dγ). We refer the reader to [Bog98, . The LSI was first proved by [Sta59, Fed69] , and L. Gross [Gro75] illuminated the full scope of the LSI by showing that the LSI is equivalent to the hypercontractivity of the Gaussian semigroup. There have been many efforts to find different proofs of the inequality. See [Bec95, BL00, Car91, CE02, Led92] for further information.
In 1991, E. Carlen showed that equality in (1.1) holds if and only if f (x) = e b·x− |b| 2 2 , for any b ∈ R n . He used the Beckner-Hirschman inequality to prove the LSI with a remainder term, which leads to the characterization of the equality cases. After the equality cases were fully understood, there has been considerable interest in measuring the deviation of a function from the class of optimizers when the function is close to achieving the equality. Let A be a family of centered probability measures which are absolutely continuous with respect to dγ and for which the Fisher informations and the relative entropies are well-defined. Let d be a distance (or metric) in A. We say that the LSI is d-stable in A if δ(f k ) → 0 and f k dγ ∈ A imply that d(f k dγ, dγ) → 0. Note that dγ is the only centered optimizer.
We review previous works on the stability of the LSI. In [IM14] , E. Indrei and D. Marcon showed that the LSI is W 2 -stable in a class of probability measures f dγ such that (−1 + ε) ≤ D 2 (log 1 f ) ≤ M , for ε, M > 0. The proof was based on optimal transport technique. In [FIL16] , a strict improvement of the LSI for the class of probability measures that satisfy a (2, 2)-Poincaré inequality was proved, which yields stability bounds with respect to W 2 and L 1 .
Let P M 2 (R n ) be the class of probability measures whose second moments are bounded by M > 0. Using the scaling asymmetry of the Fisher information and the relative entropy, the authors in [BGRS14] showed the W 2 -stability in P n 2 (R n ). Indeed, they prove that there exists a constant C > 0 such that δ(f ) ≥ CW 4 2 (f dγ, dγ), for all f dγ ∈ P n 2 (R n ), where W 2 is the quadratic Wasserstein distance. See also [DT16, Theorem 1]. Recently, Indrei and the author [IK18] obtained the W 1 -stability in P M 2 (R n ) as well as the L 1 -stability in P M 2 (R). Unlike other inequalities such as Sobolev inequality [BE91, CFW13] , the Hardy-Littlewood-Sobolev inequality [Car17] , and the isoperimetric inequality [FMP08, FMP10] , there are different types of stability bounds for the LSI according to the choice of probability measure spaces and distances. It is of interest to find best possible probability measure spaces, and distances, in which the LSI is stable. In this paper we give a partial answer to this question. To be more specific, we show that there are no stability bounds in P M 2 (R) (resp. P 2 (R)) with respect to W 2 and L p (dγ) for p > 1 (resp. W 1 ). Our first result shows that the W 2 -stability bound obtained in [BGRS14, Corollary 1.2] cannot be improved in terms of the probability measure space P 1 2 (R). Also, we prove that the L 1 -stability bound in [IK18, Theorem 1.1] is best possible in terms of the distance. Note that there is an L p -stability bound in P M 2 (R) with an additional integrability assumption, see [IK18, Corollary 1.2]. Theorem 1.1. Let M > 1 and p > 1. There exists a sequence of centered probability measures
The next result is W 1 -instability in P 2 (R), which implies that the W 1 -stability result in [IK18, Theorem 1.4] is best possible in terms of the space P M 2 (R). Theorem 1.2. There exists a sequence of centered probability measures
The key idea of the proofs is as follows. We construct a sequence of centered probability measures with small deficit, using the class of the LSI optimizers. We then control the moments and the relative entropies so as to conclude that the distances from the standard Gaussian measure, which is the only centered optimizer, do not converge to zero. Theorem 1.1 and 1.2 deal with probability measures on the real line. These results, however, can be directly generalized to the higher dimensional Euclidean space, R n . We briefly describe how to extend it to R n , n ≥ 2. Let ν k be the sequence of probability measures on R constructed in Example 3.2 and γ n−1 the standard Gaussian measure on R n−1 . If we define a probability measure
). These observations allow to obtain small deficit and control the moments and the relative entropies to get the desired results. In Proposition 3.4, we show that the sequences ν k in P 2 (R) constructed in Theorem 1.2 converge to γ weakly and in L 1 (dγ). Compared to the L 1 -stability result in P M 2 (R) [IK18] , our examples do not answer the question whether it is possible to extend the result to more general probability measure spaces, for example, P 2 (R). So it is still an open problem to show that there is a L 1 -stability result in a more general space than P M 2 (R). As an application of our results, we prove that there is no stability bound for the Beckner-Hirschman inequality (henceforth referred to as the BHI) with respect to L p , for p > 2. The BHI, conjectured by Hirschman [Hir57] and proven by Beckner [Bec75] , states that the sum of the entropies of a function and its Fourier transform is bounded by a constant. It is also called the entropic uncertainty principle. Carlen used this inequality to obtain the LSI with a remainder term, which implies that the deficit of the BHI is bounded above by that of the LSI. Thus we are able to get a sequence of functions with small deficit of the BHI using the main example. It is, however, not trivial to show that the distance from the optimizers does not converge to zero. The technical difficulty arises from the fact that the class of the optimizers of the BHI is larger than that of the LSI. Inspired by the stability result for the Hausdorff-Young inequality in [Chr14] , we exploit the normalized L p distance to measure the deviation from the optimizers. While the Lebesgue measure was used as a reference measure in [Chr14] , we take a Gaussian measure as a reference measure, which is more natural in the setting of the BHI.
1.1. The stability result of the Hausdorff-Young inequality. Here we briefly review the work of M. Christ [Chr14] and discuss how it is related to the Beckner-Hirschman inequality. These observations are not quite rigorous because we assume that the constants and the functions in Theorem 1.3 are uniform and differentiable in p, which is quite strong. This consideration nevertheless give a glimpse of what the stability of the Beckner-Hirschman inequality would be like and the connection to our instability result of the BHI.
Let p ∈ [1, 2], q = p/(p − 1), and
the sharp Hausdorff-Young inequality by Babenko [Bab61] and Beckner [Bec75] states that h q ≤ A n p h p . Then Lieb [Lie90] showed that equality holds if and only if a function h is of the form h(x) = ce −Q(x)+x·v where v ∈ C n , c ∈ C, and Q is a positive definite real quadratic form. Let G be the set of all optimizers for the Hausdorff-Young inequality. Define P(R n ) be the set of all polynomial P : R n → C of the form P (x) = −x · Ax + b · x + c where b ∈ C n , c ∈ C, and A is a symmetric, positive definite real matrix. Note that G \ {0} = {e P : P ∈ P(R n )}. Let u ∈ G \ {0}. The real tangent space to G at u is T u G = {P u : P ∈ P(R n )}, and the normal space to G at u is
We define the deficit of the Hausdorff-Young inequality
In [Chr14] , Christ proved the following quantitative Hausdorff-Young inequality. He firstly showed a compactness result using combinatoric arguments, and then computed the second variation to obtain remainder terms for the Hausdorff-Young inequality.
. For each n ≥ 1 and p ∈ (1, 2), there exist η 0 , γ > 0 and
where
By differentiating the sharp Hausdorff-Young inequality, one can derive the BHI. Indeed, let h ∈ L 1 (R n ) ∩ L 2 (R n ) with h 2 = 1. Since δ HY (h; p) ≥ 0 and δ HY (h; 2) = 0, the derivatives of δ HY (h; p) with respect to p at p = 2 is less than or equal to 0, which yields
A natural question is wheter the same argument will work to get a stability result of the BHI from that of the Hausdorff-Young inequality. In what follows, we fix a function
We also assume the followings:
(i) We can choose a constant δ 0 to be uniform in
(v) h ⊥ and π(h) are differentiable with respect to p.
Based on these assumptions, we have
Taking the derivative with respect to p, we obtain
We restrict our attention to n = 1. Let g(x) = 2
Note that the set of the optimizers for the BHI defined in (4.1), G, is contained in G and g −1 π(h) ∈ G. Thus we get
In Theorem 4.1, we show that the BHI is not stable in terms of dist L p (dm) (·, G) with normalization for p > 2. Since G ⊂ G and dm is a probability measure, we have dist
Even though it is not rigorous, this observation suggests that there could be a stability bound for the BHI in terms of L 2 or weaker distance than L 2 . Furthermore, our result Theorem 4.1 implies that a L 2 -stability bound would be best possible if exists.
Organization of the paper. The rest of the paper is organized as follows. In Section 2, we provide basic facts on probability metrics and the Beckner-Hirschman inequality. In Section 3, we give the main example, Example 3.2, as explained above, and give the proofs of Theorem 1.1 and 1.2. In Section 4, we present an application of Example 3.2 to the Beckner-Hirschman inequality. Specifically, we show that there is no stability result for the BHI in terms of the normalized L p distance for p > 2. In §4.1 we collect the technical lemmas that will be used in the proof of Theorem 4.1. Finally, we prove Theorem 4.1 in §4.2.
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2. Preliminaries 2.1. Metrics on the space of probability measures. For a probability measure µ on R n and p ≥ 1, the p-th moment of µ is defined by m p (µ) = R n |x| p dµ. We say that µ has finite p-th moment if m p (µ) < ∞. The space of probability measures on R n with finite p-th moment is denoted by P p (R n ). The Wasserstein distance of order p between two probability measures µ, ν ∈ P p (R n ) is defined by
where the infimum is taken over all probability measures π on R n × R n with marginals µ and ν. In particular, W 1 is called the Kantorovich-Rubinstein distance and W 2 is called the quadratic Wasserstein distance.
We recall some properties of the Wasserstein distances. For p ≥ 1, W p defines a metric on P p (R n ). Furthermore, the metric space (P p , W p ) is separable and complete.
If ν k and µ are probability measures on R n , we say that ν k converges weakly to µ, denoted by ν k ⇀ µ, if R n f dν k → R n f dµ for every bounded continuous function f . The topology induced by the Wasserstein distance W p is stronger than the weak convergence topology. Indeed, let µ,
The map T is uniquely determined µ-almost everywhere and there exists a convex function ϕ such that T = ∇ϕ. The map is called the Brenier map. There are two inequalities that describe the relation between W 2 , the Fisher information, and the relative entropy. The first one is Talagrand's inequality [Tal96] , which showed that the relative entropy is weaker than the quadratic Wasserstein distance and W 2 2 (ν, γ) ≤ 2H(ν). It was generalized by Otto and Villani [OV00] , who proved that the logarithmic Sobolev inequality implies Talagrand's ineqaulity. The other inequality is the HWI inequality [OV00]
which can be thought of as an interpolation between H, W 2 , and I. We say that a function ϕ is 1-Lipschitz if |ϕ(x) − ϕ(y)| ≤ |x − y|, for all x, y ∈ R n . The Kantorovich-Rubinstein distance W 1 has a dual form
On the real line, we have explicit formulas for W 1 . For probability measures µ and ν on R, let F and G be the distribution functions of µ and ν. Then W 1 distance between µ and ν can be written as
We refer the reader to [AGS08, Vil03] for further details. Let {ν k } be a sequence of probability measures in P p (R n ). The next lemma gives a sufficient condition for the sequence {ν k } not converging to a measure µ in the W p metric. In the proof of Theorem 1.1 and 1.2, we control the growth rate of the moments to conclude that the W p distance does not converge to γ, thanks to the following lemma.
Lemma 2.1. Let p ≥ 1 and µ, µ k ∈ P p (R n ) for k ≥ 1. If there exists a constant c > 0 such that
Proof. Let ε > 0. Then there exists a constant C ε > 0 such that
for any x, y ∈ R n . Let π k be a probability measure on R n × R n with marginals µ k and µ. Taking the integral with respect to dπ k , we get
We then take the infimum over all π k to get
Let ε 1 ∈ (0, c) and choose K ∈ N large enough that Let µ and ν be probability measures. The total variation distance between µ and ν is defined by
where the supremum is taken over all Borel sets in R n . The total variation distance is stronger than the weak convergence. That is, if d TV (µ, ν k ) → 0 as k → ∞, then ν k converges weakly to µ. The total variation distance can be thought of as the optimal transportation cost with the cost function c(x, y) = 1 x =y and has a dual form
where the supremum is taken over all such Borel measurable functions ϕ. If ν is absolutely continuous with respect to µ, then the total variation distance d TV (µ, ν) is same as the L 1 distance up to constant. Indeed, if dν = f dµ then
As a measurement of the deviation from the standard Gaussian measure, the relative entropy H is stronger than L 1 and weaker than L p , for p > 1. More precisely, for dν = f dγ, we have
The first inequality is called Pinsker's inequality and the second inequality follows from Hölder's inequality and the fact that t log t ≤ In particular, the second inequality tells us that if the relative entropy does not converge to zero then f dγ does not converge to dγ in L p for p > 1, which is a key ingredient in the proof of Theorem 1.1.
The Beckner-Hirschman inequality.
For a nonnegative function h on R n , we define the entropy of h by
Let h ∈ L 2 (R n ) with h 2 = 1. The Beckner-Hirschman inequality (the BHI in short) states that
where h(ξ) = R n e −2πix·ξ h(x)dx. By differentiating the (non-sharp) Hausdorff-Young inequality in p at p = 2, Hirschman obtained S(|h| 2 ) + S(| h| 2 ) ≥ 0. He conjectured in [Hir57] that the Gaussian functions are extremal for the inequality and the best constant in the right hand side of (2.2) is n(1 − log 2). Beckner in [Bec75] found the best constant in the Hausdorff-Young inequality for all p ∈ [1, 2], which gave an affirmative answer to the conjecture.
Even though the Gaussian functions satisfy the equality, it was an open problem to show that the Gaussians are the only optimizers. In [Lie90] , E. Lieb characterized the class of optimizers for the Hausdorff-Young inequality and the BHI. Indeed, he proved in general that every optimizer for a convolution operator with a Gaussian kernel is Gaussian. Equality in (2.2) holds if and only if h is of the form
where c ∈ C, v ∈ C n and J is a n × n real positive definite matrix. 
, we define the deficit of the LSI with respect to the measure dm by
We note that δ(f ) = δ c (u f ) where u f (x) = (f (2 √ πx)) 1/2 . Applying the BHI (2.2) with h = f g, Carlen [Car91] characterized the equality cases of the LSI by showing that
If we define the deficit of the BHI by δ BH (f ) = S(|f g| 2 )+S(| f g| 2 )−n(1−log 2), we get δ c (f ) ≥ δ BH (f ).
Examples and Proofs of Theorem 1.1 and 1.2
In this section we construct a sequence of centered probability measures to prove Theorem 1.1 and 1.2. We find a sequence of centered probability measures such that the deficit of the LSI goes to 0. By Lemma 2.1 and (2.1), it is enough to control the moments and the relative entropies of the sequence to show that it does not converge to γ in the Wasserstein distances and L p (dγ) for p > 1. Recall that δ(f ) = 0 if and only if f (x) = exp(b · x − 1 2 |b| 2 ), for b ∈ R n . We start with a trivial example. n . Indeed, a direct calculation yields that
Note that I(ν b ), H(ν b ), and m 2 (ν b ) all tend to ∞, as |b| → ∞. Notice also that the measure g b dγ is not centered provided b = 0.
Now we present the main example. 
, and
Since l k (x) ≤ 1 and
The constants v and w in α = α k will be determined later. They play a role in controlling the moment 
Proof. A direct computations gives
Thus the deficit of LSI is
Note that c k (1 − 2α) → 1 and c k α → 0, as k → ∞. Since the limits of the map t → t log t at t = 0 and t = 1 is 0, we have
By the construction of α k and b k , we have
By the construction of l k , we have
for k ≥ k 0 . This yields the inequality
If k is large enough, then c k is close to 1. Since l k (x) ≤ 1 for all k, there exist k 1 ∈ N and a constant
Therefore we conclude that δ(f k ) → 0 as k → ∞, and this proves the claim.
Proposition 3.4. Let f k and ν k be defined as in Example 3.2. Then, f k → 1 in L 1 (dγ). As a consequence, ν k ⇀ γ weakly as k → ∞.
Proof. Since we have
It follows from the assumption on l k (x) that
Proof of Theorem 1.1. Let w = 2 and v ∈ (0, (M − 1)/4) be such that vb
Since
it follows from Lemma 2.1 that lim inf k→∞ W 2 (µ, µ k ) ≥ C, for some C > 0. By (3.1), we have
does not converge to zero for p > 1.
Proof of Theorem 1.2. Let ν k and f k be defined as in Example 3.2 with α = b − 1 2 (i.e. v = 1 and w = 1 2 ). Note that m 2 (ν k ) < ∞ for all k and m 2 (ν k ) → ∞ as k → ∞ by (3.2). By Lemma 2.1 it is enough to show that m 1 (ν k ) does not converge to m 1 (γ). By the construction of ν k , we have
We observe that
Since we have αb = b 1 2 → ∞, we conclude that m 1 (ν k ) → ∞. By Lemma 2.1, the proof is complete.
Remark 3.5. We summarize what we have seen in this section. Let ν k and f k be as in Example 3.2.
Note that α k = vb
According to the computations above we have
for all p ≥ 1. For any v, w > 0, we have 
Instability of the Beckner-Hirschman Inequality
In this section, we give an instability result for the Beckner-Hirschman inequality (the BHI in short). The entropy of a non-negative function h on R is given by
Let g(x) = 2 1 4 e −π|x| 2 and dm = g 2 dx. Note that dm is a probability measure on R. For a function f ∈ L 2 (dm) with f L 2 (dm) = 1, we define the deficit of the BHI by
We say that a function f is an optimizer for the BHI if δ BH (f ) = 0. Even though the BHI is defined for complex-valued functions, we focus on the family of nonnegative functions. Let G be the set of all nonnegative, L 2 (dm)-normalized optimizers for the BHI. Using the fact that the optimizers are Gaussian (see [Lie90] and [Car91, p.207]), we get
Theorem 4.1. Let p > 2, then there exists a sequence of functions
As already explained in Section 2, Carlen showed that the deficit of the BHI is bounded above by that of the LSI so that Example 3.2 with some modification provides a sequence of functions such that the deficit of the BHI tends to zero. So the task is to show that the distance from the optimizers does not converge to zero. We encounter two main difficulties in doing so. The first issue is that the class of the BHI optimizers is much larger than that of the LSI so that it is not obvious to see if the distance from the optimizers does not goes to zero. The other issue is this: the deviation from the optimizers is measured by the normalized L p distance. Since the L p norm of the function F k that we construct in the proof converges to ∞, careful consideration is required when estimating the distance. The following subsection is devoted to overcome these technicalities. Then we give a proof of Theorem 4.1 in §4.2.
Technical lemmas.
To complete the proof of Theorem 4.1, we want to show that if k is large enough then
for some C > 0. Lemma 4.2 and 4.3 are to reduce the left hand side to the infimum of L p norms over a finite interval, which makes it easy to estimate the lower bound of the distance. To control the right hand side, we obtain a two-sided estimate of F k L p (dm) in Lemma 4.4.
Lemma 4.2. Let p > 2, a > π, 0 < t < (a/π) 1 4 , and M a,t = {x : G a,0 (x) ≥ t}. Then, we have
Proof. Since G a,0 is symmetric and decreasing for a > π, the level set M a,t is indeed an interval [−x 0 , x 0 ] where x 0 > 0 satisfies G a,0 (x 0 ) = t. Solving the equation for x 0 , we obtain x 0 = 1 2 log a − log π − 4 log t a − π .
So the proof is complete.
Let f k be the sequence of functions defined in Example 3.2 with
It follows from change of variables that
Lemma 4.3. Let p > 2 and F k be defined as above. There exist k 0 ∈ N and a 0 > π such that
for all k ≥ k 0 .
Proof. Since the function F k is symmetric and the symmetric rearrangement of G a,b is G a,0 , it follows from the rearrangement inequality (see [LL01, Theorem 3.5]) that
for all k ≥ 1. Since we have G π,0 = 1, it suffices to show that there exist k 0 ∈ N and a 0 > 0 such that 
x ∈ (k + 1 k , ∞). Here c k is the normalization constant so that R f k dγ = 1. Note that α k → 0, b k → ∞, and c k → 1 as k → ∞. Define F k (x) = f k (2 √ πx). It follows from change of variables that
where dγ = 
for all large k. To finish the proof, it suffices to show that if k is large enough, then , one can easily see that the map a → G a,0 L p (dm) is increasing for a ≥ π. By Lemma 4.4, we can choose k 3 ∈ N so that for all k ≥ k 3 , F k L p (dm) ≥ 2 G a0,0 L p (dm) . Thus we obtain
for all a ∈ [π, a 0 ) and k ≥ k 3 . Suppose a > π. We claim that there exists a constant c > 0 such that ) and
We define R v,k (x) := H v (x)/ f k (x), then 1 2 
