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Abstract
In this paper, we consider the Wiener Hopf algebra, denoted W(A,P,G, α), associated
to an action of a discrete subsemigroup P of a group G on a C∗-algebra A. We show that
W(A,P,G, α) can be represented as a groupoid crossed product. As an application, we show
that when P = F+
n
, the free semigroup on n generators, the K-theory of W(A,P,G, α) and
the K-theory of A coincides.
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1 Introduction
1
Various constructions of semigroup crossed products have been studied by several authors
most notably by Murphy and Exel. We refer to the papers [Mur94], [Mur96] and the references
therein for some of the earlier work on semigroup crossed products. We also refer the reader
to [Exe03] for Exel’s work on semigroup crossed products. In view of the recent advancements
in semigroup C∗-algebras (See [Li12], [Li13]), it is timely to revisit some of the constructions.
In this paper we analyse the construction of Khoskham and Skandalis carried out in [KS97]
for discrete semigroups. In [KS97], actions of the discrete semigroup N and of the continuous
semigroup R+ are considered. Even though the construction due to Khoskham and Skandalis
can be carried out to topological semigroups, we restrict ourselves to the discrete case. For we
believe that the discrete case alone is interesting for its own sake and might be interesting to
a wider audience. We plan to pursue the topological case elsewhere. We now give an overview
of the problem considered and the results obtained.
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Let P ⊂ G be a subsemigroup of a discrete group G containing the identity. Let A be a
C∗-algebra and let α : P → End(A) be a left action of P on A by endomorphisms. For the
introduction, let us assume, for simplicity, that A is unital and the action of P on A is by unital
endomorphisms. Consider the Hilbert A-module E := A⊗ ℓ2(P ). For x ∈ A and a ∈ P , define
the operators π(x) and Va by the equation:
π(x)(y ⊗ δb) := αb(x)y ⊗ δb,
Va(y ⊗ δb) := y ⊗ δba.
Note that Va is an isometry for each a ∈ P and VaVb = Vba. Moreover the covariance condition
π(x)Va = Vaπ(αa(x)) is satisfied for x ∈ A and a ∈ P . It is very natural to define the ”reduced
crossed product” A ⋊red P as the C
∗-algebra generated by {π(x) : x ∈ A} and {Va : a ∈ P}.
When A = C, then C ⋊red P is the reduced C
∗-algebra of the semigroup P , denoted C∗red(P ),
and is studied in detail by Li in [Li12] and [Li13].
There is a related C∗-algebra called the Wiener-Hopf algebra which is much easier to un-
derstand. For g ∈ G, let Wg be the operator on E defined by
Wg(y ⊗ δb) =

y ⊗ δbg if bg ∈ P,
0 if bg /∈ P.
The C∗-algebra generated by {π(x) : x ∈ A} and {Wg : g ∈ G} is called the Wiener-Hopf
algebra associated to (A,P,G, α) and we denote it by W(A,P,G, α). Clearly A ⋊red P is
contained in W(A,P,G, α). Upto the author’s knowledge, it is not known if A ⋊red P =
W(A,P,G, α). However the equality A⋊red P =W(A,P,G, α) holds if either PP
−1 = G or if
the pair (P,G) is quasi-lattice ordered in the sense of Nica ([Nic92]).
In this paper, we represent W(A,P,G, α) as a groupoid crossed product. The idea of
representing the Wiener-Hopf algebra as a groupoid crossed product dates back to [MR82]. In
fact, we prove thatW(A,P,G, α) is isomorphic to the reduced crossed product of the form D⋊G
where G is the Wiener-Hopf groupoid associated to (P,G). This is the content of Theorem 4.3.
We imitate the construction of Khoskham and Skandalis carried out in [KS97] for the semigroup
N to construct the bundle D. This forms the content of Sections 3 and 4.
In [CEL13], crossed products by automorphic actions of semigroups are considered. A
remarkable result that K∗(A) ∼= K∗(A⋊red P ) is obtained when (P,G) is quasi-lattice ordered
and under certain assumptions on G. Here we prove a very modest result that when P = F+n ,
K∗(A) ∼= K∗(A ⋊red F
+
n ). In fact the natural inclusion A ∋ x → x ∈ A ⋊red F
+
n is a KK-
equivalence. This KK-equivalence relies on the amenability of the Wiener-groupoid of the pair
(F+n ,Fn) and the fact that D ⋊ G can be expressed in terms of generators and relations. In
Section 5, we prove that D ⋊ G can be expressed in terms of generators and relations for any
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quasi-lattice ordered pair (P,G). The KK-equivalence between A and A⋊red F
+
n is proved in
Section 6.
Throughout this paper, we assume that the C∗-algebras bearing the name A are assumed
to be separable. Discrete groups are assumed to be countable.
2 Preliminaries
In this section, we recall the essentials regarding C0(X)-algebras and groupoid crossed products.
This is to make the paper easier to read and also to fix notations. The reader is referred to
[MW08] and [KS04] for more on groupoid crossed products. Also the thesis [Goe09] forms a
good reference.
Let G be a discrete group and X be a right G-space. For f ∈ C0(X) and g ∈ G, we let
Rg(f) ∈ C0(X) be defined by Rg(f)(x) = f(xg) for x ∈ X. A C0(X)-G algebra is a C
∗-algebra
A together with a group homomorphism α : G → Aut(A) and a ∗-algebra homomorphism
ρ : C0(X)→M(A), where M(A) is the multiplier algebra of A, such that
(1) for f ∈ C0(X) and a ∈ A, ρ(f)a = aρ(f),
(2) the representation ρ is non-degenerate i.e. ρ(C0(X))A = A, and
(3) the homomorphism ρ is G-equivariant i.e. for f ∈ C0(X), g ∈ G and a ∈ A, αg(ρ(f)a) =
ρ(Rg(f))αg(a).
Usually we omit the symbol ρ and simply write ρ(f)a as fa for f ∈ C0(X) and a ∈ A. A
C0(X)-G algebra is sometimes called an (X,G)-algebra. Moreover if G is the trivial group,
then C0(X)-G algebras are referred as C0(X)-algebras.
Let A be an (X,G)-algebra. For x ∈ X, define
C0(X\{x}) : = {f ∈ C0(X) : f(x) = 0},
Ix : = C0(X\{x})A.
Then Ix is a closed two sided ideal of A. We denote the quotient A/Ix by Ax.
Similarly for a closed subset F ⊂ X, we let
C0(X\F ) : = {f ∈ C0(X) : f(x) = 0 for x ∈ F}, and
IF : = C0(X\F )A.
Let A :=
∐
x∈X
Ax. Then A has an upper-semicontinuous bundle structure over X where the
topology on A is determined by the family of sections X ∋ x → a + Ix ∈ Ax for a ∈ A. Let
Γ0(X,A) be the algebra of continuous sections vanishing at infinity. The map
A ∋ a→ (X ∋ x→ a+ Ix ∈ Ax) ∈ Γ0(X,A)
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is a C0(X)-algebra isomorphism. We refer the reader to Appendix C of [Wil07] for more details,
in particular to Theorems C.25 and C.26 of [Wil07].
Also the transformation groupoid X ⋊ G acts on the bundle A. First note that if g ∈ G,
then αg maps Ix.g → Ix. Thus αg descends to an isomorphism from A/Ix.g → A/Ix which
we denote by α(x,g). Moreover α(x,g)α(x.g,h) = α(x,gh). Thus α := {α(x,g)}(x,g)∈X⋊G defines an
action of the groupoid X ⋊G on the bundle A.
Now we recall the definition of groupoid crossed products. Let G be an r-discrete groupoid
and let p : A → G(0) be an upper semicontinuous bundle. For x ∈ G(0), we denote the fibre
p−1(x) by Ax. Let α := (αγ)γ∈G be an action of G on A. Denote the C
∗-algebra of continous
sections of A vanishing at infinity by Γ0(G
(0),A). Let
Γc(G, r
∗A) := {f : G → A : f is continuous, compactly supported and f(γ) ∈ Ar(γ) for γ ∈ G}.
The vector space Γc(G, r
∗A) has a ∗-algebra structure where the multiplication and the invo-
lution are given by
f ∗ g(γ) :=
∑
r(γ1)=r(γ)
f(γ1)αγ1(g(γ
−1
1 γ))
f∗(γ) = αγ(f(γ
−1))∗
for f, g ∈ Γc(G, r
∗A).
For f ∈ Γc(G
(0),A), let f̂ : G → A be defined by f̂(γ) = f(γ) if γ ∈ G(0) and f̂(γ) = 0r(γ)
if γ /∈ G(0). Since we have assumed that G is r-discrete, the unit space G(0) is a clopen
subset of G. Thus f̂ ∈ Γc(G, r
∗A). Also the inclusion Γc(G
(0),A) → Γc(G, r
∗A) is a ∗-algebra
homomorphism. We will consider Γc(G
(0),A) as a ∗-subalgebra of Γc(G, r
∗A).
A ∗-representation π : Γc(G, r
∗A) → B(H) on a Hilbert space H is said to be bounded if
||π(f)|| ≤ ||f ||∞ := sup
x∈G(0)
||f(x)|| for every f ∈ Γc(G
0,A).
For f ∈ Γc(G, r
∗A), let
||f ||u := sup{||π(f)|| : π is a bounded representation of Γc(G, r
∗A)}.
It is well known that ||.||u is a C
∗-norm on Γc(G, r
∗A) and the completion of Γc(G, r
∗A) is
called the full crossed product and is denoted as A⋊ G.
Next we recall the definition of the reduced crossed product. Let x ∈ G(0) and πx : Ax →
LBx(Ex) be a representation of the fibre Ax on the Hilbert Bx-module Ex. Consider the Hilbert
module Bx-module L
2(G(x), Ex) where G
(x) = r−1(x). For f ∈ Γc(G, r
∗A), let Λx,πx(f) be the
operator on L2(G(x), Ex) defined by the formula
(Λx,πx(f)ξ)(γ) =
∑
r(γ1)=r(γ)=x
πx
(
αγ(f(γ
−1γ1))
)
ξ(γ1)
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for ξ ∈ L2(G(x), Ex) and γ ∈ G
(x). Then Λx,πx is a bounded representation of Γc(G, r
∗A) on the
Hilbert module L2(G(x), Ex). We call the representation Λx,πx the representation induced by
the representation πx.
Let I be any non-empty set and τ : I → G(0) be a map. For i ∈ I, let πi : Aτ(i) → LBi(Ei)
be a representation. We say the collection {πi : i ∈ I} is faithful if the map
Γ0(G
(0),A) ∋ f →
⊕
i∈I
πi(f(τ(i))) ∈
⊕
i∈I
LBi(Ei)
is faithful.
Let {πi : i ∈ I} be a faithful family. For f ∈ Γc(G, r
∗A), let
||f ||red := sup
i∈I
||Λτ(i),πi(f)||.
Then || ||red is a norm on Γc(G, r
∗A) and is independent of the map τ : I → G(0) and also of
the choice of the representations {πi : i ∈ I}. The completion of Γc(G, r
∗A) with respect to the
reduced norm || ||red is called the reduced crossed product and is denoted A⋊red G.
3 Wiener-Hopf algebras associated to endomorphisms of semi-
groups
Throughout this section, let G denote a discrete countable group and let P ⊂ G be a subsemi-
group containing the identity element e. For a C∗-algebra A, let End(A) be the set of ∗-algebra
homomorphisms on A. A map α : P → End(A) is called a left action of P on A if
(1) for a, b ∈ P , αaαb = αab, and
(2) for x ∈ A, αe(x) = x.
If A is unital and if αa is unital for every a ∈ P , then we call the action α unital.
Notation: Consider the Hilbert space ℓ2(P ). For g ∈ G, let wg be the partial isometry on
ℓ2(P ) defined as
wg(δb) =

δbg if bg ∈ P,
0 if bg /∈ P.
(3.1)
Here {δa : a ∈ P} denotes the standard orthonormal basis of ℓ
2(P ).
Let A be a C∗-algebra and let α : P → End(A) be a left action. Consider the Hilbert
A-module E := A⊗ ℓ2(P ). For g ∈ G, let Wg be the operator on E defined by Wg := 1 ⊗ wg.
For x ∈ A, let π(x) be the operator on E defined by π(x)(y ⊗ δb) = αb(x)y ⊗ δb
Observe the following.
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(1) For g ∈ G, Wg is a partial isometry. Denote the final projection WgW
∗
g by Eg. Then
{Eg : g ∈ G} is a commuting family of projection.
(2) Observe that W ∗g = Wg−1 for g ∈ G. Also WgWh = WhgEh−1 for g, h ∈ G. By taking
adjoints, we also have WgWh = EgWhg for g, h ∈ G.
(3) For a ∈ P , let Va := Wa. Then Va is an isometry for a ∈ P . Moreover the map
P ∋ a→ LA(E) is an anti-homomorphism i.e. VaVb = Vba and Ve = Id.
(4) Observe that π(x)Va = Vaπ(αa(x)) for a ∈ P and x ∈ A. Also note that π(x) commutes
with Eg for every x ∈ A and g ∈ G.
We let the C∗-algebra generated by {π(x)Wg : x ∈ A, g ∈ G} be denoted by W(A,P,G, α).
We also call the C∗-algebraW(A,P,G, α) as the Wiener-Hopf algebra associated to the quadru-
ple (A,P,G, α).
Remark 3.1 Before proceeding further, let us note that W(A,P,G, α) can alternatively be
defined as follows. Let ρ : A → B(H) be a faithful representation of A on the Hilbert space
H. Consider the Hilbert space H˜ := H ⊗ ℓ2(P ). For g ∈ G, let W˜g = 1 ⊗ wg. For x ∈ H, let
ρ˜(x) ∈ B(H˜) be defined by ρ˜(x)(ξ⊗ δa) = ρ(αa(x))ξ ⊗ δa. Then W(A,P,G, α) is isomorphic to
the C∗-algebra generated by {ρ˜(x)W˜g : x ∈ A, g ∈ G}. We omit the proof of this fact.
We only indicate that this follows by Rieffel’s induction. For we obtain a faithful represen-
tation of W(A,P,G, α) on the Hilbert space (A⊗ ℓ2(P ))⊗AH and the map (A⊗ ℓ
2(P ))⊗AH ∋
(x⊗ δa)⊗ ξ → ρ(x)ξ⊗ δa ∈ H˜ is an isometric embedding. The remaining details are left to the
reader.
When A = C, the C∗-algebra W(A,P,G, α) is the usual Wiener-Hopf algebra, denoted,
W(P,G) whose study from the groupoid perspective was initiated in [MR82]. Our aim in this
article is to perform a similar analysis for W(A,P,G, α).
From now on, we will drop the symbol π and simply write x in place of π(x). There
is also another related C∗-algebra which we denote by A ⋊red P . Let A ⋊red P be the C
∗-
algebra generated by {xV ∗a1Vb1V
∗
a2
· · ·V ∗anVbn : x ∈ A, ai, bi ∈ P, n ∈ N}. First we prove that
A⋊red P ⊂ W(A,P,G, α). This is the content of the next lemma.
Lemma 3.2 For T ∈ W(A,P,G, α) and g ∈ G, TWg,WgT ∈ W(A,P,G, α). Consequently
A⋊red P ⊂ W(A,P,G, α).
Proof. Since W(A,P,G, α) is generated by {xWh : x ≥ 0, h ∈ G} and {Wg : g ∈ G} is ∗-closed,
it suffices to prove that for g, h ∈ G and x ∈ A positive, xWhWg,WgxWh ∈ W(A,P,G, α).
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Let x ∈ A be positive and g, h ∈ G be given. Write x = y3 with y positive. Now note that
(yWh)(yWh)
∗yWgh = yEhy
2Wgh
= y3EhWgh (since Eh commutes with y)
= xWhWg (since WhWg = EhWhg).
Hence xWhWg ∈ W(A,P,G, α). Note that WgxWh = (yWg−1)
∗(y2Wh) ∈ W(A,P,G, α). Thus
W(A,P,G, α) is closed under right and left multiplication by {Wg : g ∈ G}. Now the inclusion
A⋊red P ⊂ W(A,P,G, α) is immediate. ✷
When A = C, C ⋊red P is the reduced C
∗-algebra of the semigroup P , denoted C∗red(P )
(See [Li12], [Li13]). Upto the author’s knowledge, even for the case A = C, it is not known
whether the equality C∗red(P ) = W(P,G) holds or not. We discuss two situations where the
equality A⋊red P =W(A,P,G, α) holds.
Nica’s quasi-lattice ordered semigroups: Recall from [Nic92], the pair (P,G) is called
quasi-lattice ordered if P ∩ P−1 = {e} and the following holds: Let g ∈ G. If Pg ∩ P is
non-empty, then there exists a ∈ P such that Pg∩P = Pa. Let (P,G) be quasi-lattice ordered
and let α : P → End(A) be an action of P on a C∗-algebra A. First observe that for g ∈ G,
Wg 6= 0 if and only if Pg ∩ P 6= ∅. If Pg ∩ P = Pa then Wg = VaV
∗
b where b = ag
−1.
Thus W(A,P,G, α) is the C∗-algebra generated by {xVaV
∗
b : x ∈ A, a, b ∈ P} ⊂ A⋊red P .
This proves that W(A,P,G, α) = A⋊red P . The linear span of {VaxV
∗
b : x ∈ A, a, b ∈ P} is a
dense ∗-subalgebra of W(A,P,G, α). To see this, note that if Pa ∩ Pb = ∅, then V ∗b Va = 0. If
Pa∩Pb = Pc then V ∗b Va = VtV
∗
s where s, t ∈ P are such that sa = tb = c. Let a1, b1, a2, b2 ∈ P
and x, y ∈ A. Then (Va1xV
∗
b1
)(Va2yV
∗
b2
) = 0 if Pb1 ∩ Pa2 = ∅. If Pb1 ∩ Pa2 = Pc then
(Va1xV
∗
b1
)(Va2yV
∗
b2
) = Vsa1αs(x)αt(y)V
∗
tb2
where s, t ∈ P are such that sb1 = ta2 = c. We also
note that when P = N and G = Z, W(A,N,Z, α) agrees with the Toeplitz algebra considered
in [KS97].
Remark 3.3 Nica in [Nic92] considers left regular representations whereas we consider the
right regular one. We consider here a ”right” variant of Nica’s definition of a quasi lattice
ordered pair.
Ore semigroups: A subsemigroup P ⊂ G is called a right Ore subsemigroup of G if
PP−1 = G. Let P be a right Ore subsemigroup of G and let α : P → End(A) be an action
of P on a C∗-algebra A. First note that if g = ab−1 with a, b ∈ P then Wg = V
∗
b Va. Hence
W(A,P,G, α) is the C∗-algebra generated by {xV ∗a Vb : a, b ∈ P} ⊂ A⋊redP . This implies that
W(A,P,G, α) = A⋊red P .
We consider now a unitisation procedure. Let A be a C∗-algebra and α : P → End(A) be
a left action. Let A+ := A ⊕ C be the unitisation of A. For a ∈ P , let α+a : A
+ → A+ be
defined by α+a (x, λ) = (αa(x), λ). Then α
+ : P → End(A+) is a unital left action. We call
(A+, P,G, α+) as the unitisation of (A,P,G, α).
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Lemma 3.4 Let A be a C∗-algebra and α : P → End(A) be a left action. We have the
following short exact sequence
0→W(A,P,G, α) →W(A+, P,G, α+)→W(P,G)→ 0.
Proof. Let ρ be a faithful representation of A+ on a Hilbert space H. Then by Remark 3.1, it
follows that W(A+, P,G, α+) is the C∗-algebra generated by {ρ˜(x) : x ∈ A} and {W˜g : g ∈ G
where for x ∈ A, ρ˜(x) and W˜g are defined as in Remark 3.1. Since ρ is faithful on A, it follows
by Remark 3.1 that W(A,P,G, α) is the C∗-algebra generated by {ρ˜(x)W˜g : x ∈ A, g ∈ G}.
Clearly W(A,P,G, α) is an ideal in W(A+, P,G, α+).
Now consider the Hilbert A+-module E+ := A+ ⊗ ℓ2(P ). For g ∈ G, let Wg = 1⊗ wg. For
x ∈ A, let π+(x) be the operator on E+ defined by
π+(x)((y, λ) ⊗ δa) = (α
+
a (x)y + λα
+
a (x), 0) ⊗ δa.
Then the argument in the preceeding paragraph implies that W(A,P,G, α) is the C∗-algebra
generated by {π+(x)Wg : x ∈ A, g ∈ G} and is an ideal in W(A
+, P,G, α). By definition,
W(A+, P,G, α) is the C∗-algebra generated by {π+(x) : x ∈ A} and {Wg : g ∈ G}.
Denote the map A+ ∋ (x, λ) → λ ∈ C by ǫ. Clearly E+ ⊗ǫ C ∼= ℓ
2(P ). Denote the map
LA+(E
+) ∋ T → T⊗1 ∈ B(E+⊗ǫC) ∼= B(ℓ
2(P )) by ǫ˜. Then clearly ǫ˜ vanishes onW(A,P,G, α)
and the C∗-algebra W(A+, P,G, α+) is mapped onto the Wiener-Hopf algebra W(P,G). Let
σ : W(P,G) → W(A+, P,G, α+) be the ∗-homomorphism such that σ(wg) = Wg for every
g ∈ G. Observe that ǫ˜ ◦ σ = id.
We claim that the kernel of the map ǫ˜ : W(A+, P,G, α+) → W(P,G) is W(A,P,G, α).
With our notations W(A+, P,G, α+) is generated by {π+(x) : x ∈ A} and σ(W(P,G)). Note
that ǫ˜ vanishes on π+(x) : x ∈ A} and ǫ˜ is one-one on σ(W(P,G)). Thus the kernel of
ǫ˜ :W(A+, P,G, α+)→W(P,G) is the ideal in W(A+, P,G, α+) generated by {π+(x) : x ∈ A}
which is W(A,P,G, α). This completes the proof. ✷
We end this section by discussing the Wiener-Hopf groupoid considered in [MR82]. The
Wiener-Hopf groupoid will play a prominent role in our analysis of the algebra W(A,P,G, α).
Let C(G) denote the set of all subsets of G. We identify C(G) with the product {0, 1}G
by identifying a subset of G with its characteristic function. We endow {0, 1}G and thus
C(G) with the product topology. Endowed with this product topology, C(G) is a compact
Hausdorff space. Also G acts on C(G) by translation. The action of G on C(G) is given by
C(G) ×G ∋ (A, g) → Ag ∈ C(G). We denote the closure of {P−1a : a ∈ P} in C(G) by Ω and
we call it the Wiener-Hopf compactification of the pair (P,G). Note that Ω is compact. Let
Ω˜ := {Ag : A ∈ Ω, g ∈ G}.
Then Ω˜ is G-invariant.
The basic facts concerning the spaces Ω˜ and Ω are summarised in the next lemma.
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Lemma 3.5 With the foregoing notations, we have the following.
(1) Let A ∈ Ω˜ and g ∈ G. Then Ag ∈ Ω if and only if g−1 ∈ A.
(2) The set Ω is a compact open subset of Ω˜.
(3) The space Ω˜ is locally compact.
(4) The C∗-subalgebra generated by {1Ωg : g ∈ G} is dense in C0(Ω˜).
Proof. Observe that if B ∈ Ω then, it follows from the definition that, e ∈ B and P−1B ⊂ B.
Now let A ∈ Ω˜ and g ∈ G be given. Suppose Ag ∈ Ω. Since e ∈ Ag, it follows that g−1 ∈ A.
Now assume g−1 ∈ A. Write A = Bh with B ∈ Ω and h ∈ G. Let (an) be a sequence in P such
that P−1an → B. Now g
−1h−1 ∈ B. Thus there exists N ∈ N such that g−1h−1a−1n ∈ P
−1
for n ≥ N . For n ≥ N , let bn ∈ P be such that bn = anhg. Then P
−1bn → Bhg = Ag. Thus
Ag ∈ Ω. This proves (1).
Observe that (1) implies that Ω = {A ∈ Ω˜ : 1A(e) = 1}. Thus Ω is open in Ω˜. By definition,
Ω is compact. This proves (2). The local compactness of Ω˜ follows from (2) and by the equality
Ω˜ =
⋃
g∈GΩg.
Note that by (1), for A ∈ Ω˜, 1Ωg(A) = 1A(g). The last assertion is then an immediate
consequence of the Stone-Weierstrass theorem. This completes the proof ✷.
Consider the transformation groupoid Ω˜⋊G. The Wiener-Hopf groupoid ([MR82]), let us
denote by G, is defined as the restriction groupoid Ω˜⋊G|Ω. That is
G : = {(A, g) ∈ Ω˜⋊G : A ∈ Ω, Ag ∈ Ω}
= {(A, g) : A ∈ Ω, g−1 ∈ A}
where the groupoid multiplication and the inversion are defined as
(A, g)(Ag, h) = (A, gh)
(A, g)−1 = (Ag, g−1)
The topology on G is the subspace topology inherited from the product topology on Ω˜ × G.
Note that G is an r-discrete groupoid. Observe that for an open subset U ⊂ Ω˜ and g ∈ G,
r((U × {g}) ∩ G) = {A ∈ U ∩ Ω : 1A(g
−1) = 1}.
Thus the range map r is an open map. Clearly r restricted to (U × {g}) ∩ G) is 1-1. Hence r
is a local homeomorphism.
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4 A groupoid crossed product representation of W(A, P,G, α)
Let A be a C∗-algebra and α : P → End(A) be a left action. Let Ω be the Wiener-Hopf
compactification of (P,G) and Ω˜ =
⋃
g∈GΩg. Denote the Wiener-Hopf groupoid Ω˜ ⋊ G|Ω by
G. In this section, we show that the Wiener-Hopf algebra W(A,P,G, α) is isomorphic to a
reduced crossed product of the form D ⋊red G. To that effect, we imitate the construction due
to Khoshkam and Skandalis carried out in [KS97] for the semigroup N.
We let A+ := A⊕C be the unitisation of A. Let ℓ∞(G,A+) be the C∗-algebra of bounded
functions on G taking values in A+. The group G acts on ℓ∞(G,A+) by translation. Let us
denote the action of G on ℓ∞(G,A+) by β. The action β is given by the formula: for g ∈ G,
f ∈ ℓ∞(G,A+) and s ∈ G, βg(f)(s) = f(sg).
For g ∈ G, let jg : A → ℓ
∞(G,A+) be the ∗-homomorphism defined as follows: for x ∈ A
and h ∈ G,
jg(x)(h) :=

αhg−1(x) if h ∈ Pg,
0 if h /∈ Pg.
Note that for s ∈ G, g ∈ G and x ∈ A, βs(jg(x)) = jgs−1(x).
For φ ∈ C0(Ω˜), let φ̂ ∈ ℓ
∞(G,A+) be defined by φ̂(g) = φ(P−1g) for g ∈ G. Note that
the map C0(Ω˜) ∋ φ → φ̂ ∈ ℓ
∞(G,A+) is G-equivariant. Since {P−1a : a ∈ P} is dense
in Ω, it follows that {P−1g : g ∈ G} is dense in Ω˜. Thus the ∗-algebra homomorphism
C0(Ω˜) ∋ φ → φ̂ ∈ ℓ
∞(G,A+) is 1-1. Henceforth we will identify C0(Ω˜) as a ∗-subalgebra of
ℓ∞(G,A+) and will simply denote φ̂ as φ for φ ∈ C0(Ω˜).
Let D˜0 be the C
∗-subalgebra of ℓ∞(G,A+) generated by {jg(x) : x ∈ A, g ∈ G} and
C0(Ω˜). Denote the C
∗-algebra generated by {jg(x) : x ∈ A, g ∈ G} by D˜1 and the C
∗-algebra
generated by {φjg(x) : φ ∈ C0(Ω˜), g ∈ G,x ∈ A} by D˜. Observe that D˜ ⊂ ℓ
∞(G,A). Moroever
the commutative algebra C0(Ω˜) is contained in the center of D˜0. Also D˜ is an ideal in D˜0.
Thus D˜ is a C0(Ω˜)-algebra.
The action of C0(Ω˜) is given by left multiplication. To see that the action is non-degenerate,
note that by (1) of Lemma 3.5 1Ωgjg(x) = jg(x) for g ∈ G and x ∈ A. Hence 1Ωgφjg(x) = φjg(x)
for φ ∈ C0(Ω˜), g ∈ G and x ∈ A. Hence the action of C0(Ω˜) on D˜ is non-degenerate. Moreover
the equality 1Ωgjg(x) = jg(x) implies that D˜1 is contained in D˜.
Note that D˜, D˜0 and D˜1 are G-invariant under the translation action β. Thus D˜ is a (Ω˜, G)-
algebra. Denote the corresponding upper-semicontinuous bundle on which the transformation
groupoid Ω˜⋊G acts by D˜. Denote the action of Ω˜⋊G on D˜ by β˜ := (β(X,g)). Recall that the
fibre D˜X at a point X ∈ Ω˜ is given by D˜/IX where IX = C0(Ω˜\{X})D˜.
Let D :=
∐
X∈Ω
D˜/IX be the restriction of D˜ onto the subset Ω. Then the action β˜ restricts
to an action β := (β(X,g)) of the Wiener-Hopf groupoid Ω˜ ⋊G|Ω. Recall that the map β(X,g) :
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D˜/IX.g → D˜/IX is given by β(X,g)(d + IX.g) = βg(d) + IX for (X, g) ∈ G. We use the same
letter β to denote the action of G on ℓ∞(G,A+) and the action of the Wiener-Hopf groupoid on
D. We call the groupoid dynamical system (D,G, β) theWiener-Hopf groupoid dynamical
system associated to the quadruple (A,P,G, α).
Let us make a few observations when the algebra A is unital and the action α : P → End(A)
is unital.
Remark 4.1 Let A be a unital C∗-algebra with the multiplicative unit 1A and α : P → End(A)
be a unital action. Denote the map A+ ∋ (a, λ) → a + λ1A ∈ A by δ. Then δ is a ∗-
homomorphism. Let δ˜ : ℓ∞(G,A+)→ ℓ∞(G,A) be definded by δ˜(φ) = δ ◦ φ.
1. The map δ˜ restricted to D˜ is injective. For δ˜ is 1-1 on the ideal ℓ∞(G,A) contained in
ℓ∞(G,A+) and D˜ ⊂ ℓ∞(G,A).
2. For φ ∈ C0(Ω˜), let φ ∈ ℓ
∞(G,A) be defined by φ(g) = φ(P−1g)1A for g ∈ G. In
otherwords, φ = δ˜(φ̂). Note that the map C0(Ω˜) ∋ φ→ φ ∈ ℓ
∞(G,A) is 1-1.
3. Note that, by Lemma 3.5, for g ∈ G, 1Ωg = δ˜(jg(1A)). Thus by Part (4) of Lemma 3.5,
it follows that δ˜(D˜) is generated by {δ˜(jg(x)) : g ∈ G,x ∈ A} i.e. δ˜(D˜) = δ˜(D˜1).
Thus in the unital case, we will suppress the notation δ˜ and simply denote δ˜(jg(x)) by jg(x) and
δ˜(D˜) by D˜. Moreover we will denote jg(1A) = 1Ωg by 1Ωg and consider C0(Ω˜) as a subalgebra
of D˜.
In short, in the unital case, it is not necessary to pass to the unitisation A+.
Remark 4.2 Note that the map
D˜ ∋ d→ (Ω ∋ X → d+ IX ∈ D˜/IX) ∈ Γ(Ω,D)
descends to an isomorphism between D˜/IΩ and Γ(Ω,D) where IΩ is the closure of C0(Ω˜\Ω)D˜.
Since Ω is compact, we will simply denote Γ0(Ω,D) by Γ(Ω,D).
Now we can state our main theorem.
Theorem 4.3 With the foregoing notations, the C∗-algebraW(A,P,G, α) is isomorphic to the
reduced groupoid crossed product D ⋊red G.
First we fix some notations. For g ∈ G and d ∈ D˜, let Wd,g ∈ Γc(G, r
∗D) be defined by
Wd,g(X,h) :=

d+ IX if h = g,
0 + IX if h 6= g
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for (X,h) ∈ G. Note that the linear span of {Wd,g : d ∈ D˜, g ∈ G} is Γc(G, r
∗D). Observe that
for g ∈ G, the map D˜ ∋ d → Wd,g ∈ Γc(G, r
∗D) is linear. With this notation, the subalgebra
Γ(Ω,D) ⊂ Γc(G, r
∗D) is {Wd,e : d ∈ D˜}.
For a ∈ P , let π˜a : D˜ → A be the map defined by π˜a(d) = d(a). Clearly π˜a vanishes on
C0(Ω˜\{P
−1a})D˜ and thus descends to a ∗-homomorphism from D˜/IP−1a to A. We denote the
resulting map by πa.
Claim: The map Γ(Ω,D) ∋ f →
⊕
a∈P
πa(f(P
−1a)) ∈
⊕
a∈P
A is injective. By Remark 4.2, it
is enough to show that the kernel of the map D˜ ∋ d → (d(a))a∈P ∈
⊕
a∈P
A is IΩ. Let d ∈ D˜
be such that d(a) = 0 for every a ∈ P . Let ǫ > 0 be given. Choose φ ∈ C0(Ω˜) such that
||d − φd|| ≤ ǫ. Since d(a) = 0 for every a ∈ P , it follows that 1Ωd = 0. Now φd = φ(1 − 1Ω)d.
Clearly φ(1− 1Ω) ∈ C0(Ω˜\Ω). Thus φd ∈ IΩ. Since IΩ is a closed ideal, it follows that d ∈ IΩ.
This proves the claim. Let us isolate the just proved fact in a remark for latter purposes.
Remark 4.4 The map D˜/IΩ ∋ d+ IΩ → (d(a))a∈P ∈ ℓ
∞(P,A) is injective.
By Lemma 3.5, it follows that GX = r−1(X) = {(P−1a, a−1b) : b ∈ P} for X = P−1a.
Recall from Section 1, the representation ΛP−1a,πa of Γc(G, r
∗D) on the Hilbert A-module
ℓ2(GX , A) ∼= ℓ2(a−1P ) ⊗ A induced by the representation πa. For a ∈ P , we will denote the
representation ΛP−1a,πa simply by Λa.
A direct verification yields that for d ∈ D˜, g ∈ G, the operator Λa(Wd,g) on ℓ
2(a−1P )⊗ A
is given by the formula:
Λa(Wd,g)(δa−1b ⊗ y) =

δa−1bg−1 ⊗ d(bg
−1)y if b ∈ Pg
0 if b /∈ Pg.
(4.2)
We leave the verification of the above expression to the reader.
For a ∈ P , let Ua : ℓ
2(P ) ⊗ A → ℓ2(a−1P ) ⊗ A be the unitary defined by the equation
Ua(δb ⊗ y) := δa−1b ⊗ y. For d ∈ ℓ
∞(G,A+), let π(d) be the ’multiplication’ operator on
ℓ2(P )⊗A defined by
π(d)(δb ⊗ y) := δb ⊗ d(b)y.
Then π is a representation of ℓ∞(G,A+) on the Hilbert A-module ℓ2(P ) ⊗ A. Then Eq.4.2
implies that for a ∈ P ,
U∗aΛa(Wd,g)Ua = π(d)W
∗
g (4.3)
for d ∈ D˜ and g ∈ G. Here Wg = wg ⊗ 1 where wg stands for the operator defined by Eq.3.1.
Proof of Theorem 4.3: Since the map Γ(Ω,D) ∋ f → πa(f(P
−1a)) ∈
⊕
a∈P
A is injective, the
reduced norm on Γc(G, r
∗D) is given by ||f ||red = sup
a∈P
||Λa(f)||. But Γc(G, r
∗A) is the linear
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span of {Wd,g : d ∈ D˜, g ∈ G}. Thus if f =
∑
i
Wdi,gi is a finite sum, then by Eq.4.3, we
have that ||f ||red = ||
∑
i
π(di)W
∗
gi
||. This implies that the reduced crossed product D ⋊red G
is isomorphic to the C∗-subalgebra of LA(ℓ
2(P )⊗A) generated by {π(d)Wg : d ∈ D˜, g ∈ G}.
We claim that the C∗-algebra generated by {π(d)Wg : d ∈ D˜, g ∈ G} is W(A,P,G, α). Let
B stands for the C∗-algebra generated by {π(d)Wg : d ∈ D˜, g ∈ G}. Note that for x ∈ A and
g ∈ G, xWg = π(je(x))Wg. Hence W(A,P,G, α) ⊂ B.
Observe that for g ∈ G and x ∈ A, π(1Ωg) = Eg := WgW
∗
g and π(jg(x)) = WgxW
∗
g .
Since C0(Ω˜) is generated by {1Ωg : g ∈ G}, it follows that the linear span of products
of the form 1Ωg11Ωg2 · · · 1Ωgmjh1(x1) · · · jhn(xn) forms a dense ∗-subalgebra of D˜. Let d :=
1Ωg11Ωg2 · · · 1Ωgmjh1(x1) · · · jhn(xn) ∈ D˜ be such a product. Then
π(d) = Eg1Eg2 · · ·Egm(Wh1x1W
∗
h1
) · · · (WhnxnWhn).
A repeated application of Lemma 3.2 implies that π(d) ∈ W(A,P,G, α). Hence the image
of D˜ under π is contained in W(A,P,G, α). Another application of Lemma 3.2 implies that
{π(d)Wg : d ∈ D˜, g ∈ G} ⊂ W(A,P,G, α). Hence B ⊂ W(A,P,G, α). This completes the
proof. ✷.
We end this section by recording the relations satsified by {Wd,g : d ∈ D˜, g ∈ G} in the
following lemma for latter purposes.
Lemma 4.5 We have the following.
(1) For d ∈ D˜ and g ∈ G, Wd,g = 0 if and only if 1Ωg−11Ωd = 0. Thus for every d ∈ D˜ and
g ∈ G, Wd,g =W1Ω1Ωg−1d,g.
(2) For d ∈ D˜ and g ∈ G, W ∗d,g =Wβ−1g (d∗),g−1 .
(3) For d1, d2 ∈ D˜ and g1, g2 ∈ G, Wd1,g1Wd2,g2 =Wd,g1g2 where d = 1Ωg−11
d1βg1(d2).
(4) The map D˜ ∋ d→ Wd,e ∈ D ⋊ G is a ∗-homomorphism whose kernel is IΩ.
Proof. Let d ∈ D˜ and g ∈ G be given. Observe that
1Ωg−11Ωd+ IX = 1Ωg−1(X)1Ω(X)(d + IX)
for every X ∈ Ω˜. Now Wd,g = 0 if and only if d + IX = 0 whenever X ∈ Ω and Xg ∈ Ω.
In other words, Wd,g = 0 if and only if 1Ωg−1(X)1Ω(X)(d + IX) = 0 for every X ∈ Ω˜. Hence
Wd,g = 0 if and only if 1Ωg−11Ωd = 0. This proves (1). The second assertion of (1) follows from
the fact that for g ∈ G, the map D˜ ∋ d→Wd,g ∈ Γc(G, r
∗D) is linear.
We leave the verification of (2) to the reader.
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Let d1, d2 ∈ D˜ and g1, g2 ∈ G be given. Observe that for (X, g) ∈ G,
Wd1,g1Wd2,g2(X, g) =
∑
(X,s)∈G
Wd1,g1(X, s)β(X,s)(Wd2,g2(Xs, s
−1g))
=
∑
s∈G
1Ωs−1(X)Wd1,g1(X, s)β(X,s)(Wd2,g2(Xs, s
−1g)).
The above equation implies that Wd1,g1Wd2,g2(X, g) = 0 if g 6= g1g2. Moreover the same
equation implies that
Wd1,g1Wd2,g2(X, g1g2) = 1Ωg−11
(X)(d1 + IX)(βg1(d2) + IX)
= 1Ωg−11
d1βg1(d2) + IX .
This proves (3).
Using (1) and (3), note that that for d1, d2 ∈ D˜,
Wd1,eWd2,e =W1Ωd1d2,e
=Wd1d2,e
Thus the map D˜ ∋ d → Wd,e ∈ D ⋊ G is multiplicative. That it preserves the adjoint follows
from (2). Now let d ∈ D˜. Note that Wd,e = 0 if and only if 1Ωd = 0 i.e. if and only if d(a) = 0
for every a ∈ P . By Remark 4.4, it follows that the kernel of the map D˜ ∋ d→ Wd,e ∈ D ⋊ G
is IΩ. This completes the proof. ✷.
In [CEL13] [Thm 5.2], it is proved that if (P,G) is a quasi-lattice ordered pair and if
the action α of P on A is obtained by restricting an action of G on A then the inclusion
A ∋ x → x ∈ A ⋊red P induces isomorphism at the K-theory level under certain assumptions
on G. We prove a very modest result that when P = F+n , the free semigroup on n-generators,
then the inclusion A ∋ x → x ∈ A ⋊red P induces isomorphism at the K-theory level. This
relies on the fact that A ⋊red F
+
n admits a presentation in terms of generators and relations
which forms the content of the next section. We restrict our attention only to the unital case.
The isomorphism K∗(A) ∼= K∗(A⋊red F
+
n ) can be deduced from the unital case and by making
use of Lemma 3.4
5 Quasi-lattice ordered case
In this section, we show that the full groupoid crossed product D⋊ G admits a presentation in
terms of generators and relations when (P,G) is quasi-lattice ordered and the action α : P →
End(A) is unital. Throughout this section, we assume that (P,G) is a quasi-lattice ordered
pair, A is a unital C∗-algebra and α : P → End(A) is a unital action.
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Definition 5.1 Let B be a unital C∗-algebra. Denote the isometries of B by V(B). Let
π : A → B be a ∗-homomorphism and V : P → V(B) be an anti-homomorphism i.e. Ve = 1
and VaVb = Vba for a, b ∈ P . The pair (π, V ) is called Nica covariant if
(1) for x ∈ A and a ∈ P , π(x)Va = Vaπ(αa(x)),
(2) for a, b ∈ P ,
EaEb :=

Ec if Pa ∩ Pb = Pc,
0 if Pa ∩ Pb = ∅.
where Ea := VaV
∗
a for a ∈ P . If (π, V ) is Nica covariant, we say (π, V ) is a Nica covariant
representation of the triple (A,P, α).
It is convenient to introduce the following universal algebra.
Definition 5.2 We let A⋊ P be the universal unital C∗-algebra generated by a unital copy of
A and isometries {va : a ∈ P} such that
(C1) for x ∈ A and a ∈ P , xva = vaαa(x),
(C2) for a, b ∈ P , vavb = vba, and
(C3) for a, b ∈ P ,
eaeb :=

ec if Pa ∩ Pb = Pc,
0 if Pa ∩ Pb = ∅.
where ea := vav
∗
a for a ∈ P .
Let (π, V ) be a Nica covariant representation of the triple (A,P, α) on a unital C∗-algebra B
and assume that π is unital. Then there exists a unique ∗-homomorphism π⋊ V : A⋊ P → B
such that (π ⋊ V )(x) = π(x) and (π ⋊ V )(va) = Va for a ∈ P .
Remark 5.3 Consider the pair (π, V ) constructed in Section 3 on the Hilbert module A-module
A⊗ ℓ2(P ). Recall that for x ∈ A and a ∈ P , the operators π(x) and Va are given by:
π(x)(y ⊗ δb) := αb(x)(y)⊗ δb
Va(y ⊗ δb) := y ⊗ δba
We leave it to the reader to verify that (π, V ) is Nica covariant. As a consequence, it follows
that A⋊P is non-zero. In particular, we obtain a unital ∗-homomorphism ρ : A⋊P → A⋊redP
such that ρ(x) = π(x) and ρ(va) = Va for every x ∈ A and a ∈ P . Let us call the map ρ as
the regular representation of A ⋊ P and the pair (π, V ) the standard Nica-covariant pair of
(A,P, α).
15
The following relation satisfied by the isometries {va : a ∈ P} is due to Nica. We include
the proof for completeness. Let a, b ∈ P be given. Then
v∗avb :=

vca−1v
∗
cb−1
ifPa ∩ Pb = Pc,
0 if Pa ∩ Pb = ∅.
(5.4)
To see this observe that if Pa ∩ Pb = ∅ then eaeb = vav
∗
avbv
∗
b = 0 implies that v
∗
avb = 0. Now
suppose Pa ∩ Pb = Pc. Choose s, t ∈ P such that sa = tb = c. Now calculate as follows to
observe that
v∗avb = v
∗
avav
∗
avbv
∗
bvb
= v∗aeaebvb
= v∗aecvb
= v∗avsav
∗
tbvb
= v∗avavsv
∗
t v
∗
bvb
= vca−1v
∗
cb−1 .
Let us introduce some notation which will be used throughout this section. Consider the
C∗-algebra A⋊ P . For g ∈ G, let
wg :=

0 if Pg ∩ P = ∅,
vav
∗
ag−1
if Pg ∩ P = Pa.
(5.5)
Note that for g ∈ G, wg is a product of two partial isometries with commuting range projections.
Hence wg is a partial isometry for each g ∈ G. Also note that w
∗
g = wg−1 . For g ∈ G,
let eg := wgw
∗
g . Note that by definition if wg 6= 0 then eg = ea for some a ∈ P . Thus
{eg : g ∈ G} forms a commuting family of projections. The relations satisfied by {wg : g ∈ G}
and {eg : g ∈ G} are summarised in the following lemma.
Lemma 5.4 With the foregoing notations,
(1) for g, h ∈ G,
egeh :=

0 if Pg ∩ Ph ∩ P = ∅,
ec if Pg ∩ Ph ∩ P = Pc,
(2) for g, h ∈ G, wgwh = egwhg.
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Proof. Let g, h ∈ G be given. Suppose Pg ∩ Ph ∩ P 6= ∅. Then Pg ∩ P 6= ∅ and Ph ∩ P 6= ∅.
Choose a, b, c ∈ P be such that Pg∩P = Pa and Ph∩P = Pb and Pg∩Ph∩P = Pa∩Pb = Pc.
By definition, eg = ea and eh = eb. Thus egeh = ec. Now suppose Pg ∩ Ph ∩ P = ∅. We claim
that egeh = 0. Suppose egeh 6= 0. Then eg 6= 0 and eh 6= 0. Thus Pg ∩ P 6= ∅ and Ph ∩ P 6= ∅.
Choose a, b ∈ P such that Pg ∩ P = Pa and Ph ∩ P = Pb. Note that by definition eg = ea
and eh = eb. Now egeh = eaeb 6= 0 implies that Pa ∩ Pb = Pg ∩ P ∩ Ph is non-empty which is
a contradiction. Thus if Pg ∩ Ph ∩ P = ∅ then egeh = 0. This proves (1).
Let g, h ∈ G be given. Claim: wgwh = 0 ⇔ Phg ∩ Pg ∩ P = ∅ ⇔ egwgh = 0. Note the
following chain of equivalences.
wgwh = 0⇔ wgwhw
∗
hw
∗
g = wgehehw
∗
g = 0
⇔ ehwg−1 = 0
⇔ ehwg−1w
∗
g−1eh = 0
⇔ eheg−1eh = eheg−1 = 0
⇔ Ph ∩ Pg−1 ∩ P = ∅ (by (1))
⇔ Phg ∩ P ∩ Pg = ∅
⇔ egehg = egehgeg = egwhgw
∗
hgeg = 0 ( by (1))
⇔ egwhg = 0.
This proves the claim. Thus to prove (2), we can and will assume that wgwh 6= 0 and egwhg 6= 0.
This in particular implies that Pg∩P , Ph∩P , Phg∩P and Phg∩Pg∩P are non-empty. Choose
a, b, c, d ∈ P such that Pg ∩ P = Pa, Ph ∩ P = Pb, Phg ∩ Pg ∩ P = Pc and Phg ∩ P = Pd.
Let r, s, t ∈ P be such that rg = a, sh = b and thg = d. Now note that Pr ∩ Pb =
Pag−1 ∩ P ∩ Ph = Pg−1 ∩ P ∩ Ph = Pcg−1. Hence cg−1 ∈ P . Also note that Pa ∩ Pd =
Pg ∩ P ∩ Phg ∩ P = Phg ∩ Pg ∩ P = Pc.
Now compute as follows to observe that
wgwh = vav
∗
rvbv
∗
s
= vavcg−1r−1v
∗
cg−1b−1v
∗
s (by Eq. 5.4)
= vcg−1r−1av
∗
cg−1b−1s
= vca−1av
∗
cg−1h−1
= vcv
∗
c(hg)−1
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and
egwgh = eavdv
∗
t
= vav
∗
avdv
∗
t
= vavca−1v
∗
cd−1v
∗
t (by Eq. 5.4)
= vcv
∗
cd−1t
= vcv
∗
c(hg)−1 .
Hence wgwh = egwhg. This proves (2). This completes the proof. ✷.
Let (D,G, β) be the Wiener-Hopf groupoid dynamical system associated to (A,P,G, α).
Since we are dealing with the unital case, by Remark 4.1, the dynamical system (D,G, β) is
given as follows. For g ∈ G and x ∈ A, let jg(x) ∈ ℓ
∞(G,A) be defined by
jg(x)(h) :=

αhg−1(x) if h ∈ Pg,
0 if h /∈ Pg.
Let D˜ be the C∗-algebra generated by {jg(x) : g ∈ G,x ∈ A}. The C
∗-algebra D˜ is invariant
under the translation action β and contains C0(Ω˜) as a sub C
∗-algebra where we identify C0(Ω˜)
with the C∗-subalgebra generated by {jg(1) : g ∈ G}. Thus D˜ is a (Ω˜, G) algebra.
Let D :=
∐
X∈Ω
D˜/IX be the corresponding upper semicontinuous bundle over Ω and let
(β(X,g))(X,g)∈G be the action of the Wiener-Hopf groupoid G := Ω˜ ⋊ G|Ω which is given by
β(X,g) : D˜/IXg ∋ d+ IXg → βg(d) + IX ∈ D˜/IX .
We claim that the linear span of {jg(x) : g ∈ G,x ∈ A} is a dense ∗-subalgebra of D˜. To see
this, let g1, g2 ∈ G and x1, x2 ∈ A be such that jg1(x1)jg2(x2) 6= 0. Then Pg1 ∩ Pg2 6= ∅. Since
(P,G) is quasi-lattice ordered, it follows that there exists g ∈ G such that Pg1 ∩ Pg2 = Pg.
Choose a, b ∈ P such that ag1 = g and bg2 = g. Then jg1(x1)jg2(x2) = jg(αa(x1)αb(x2)).
Remark 5.5 Note that by Lemma 4.5, it follows that for d ∈ D˜ and g ∈ G,
W1Ω,eWd,g =W1Ωd,g ( by (3), Lemma 4.5)
=Wd,g ( by (1), Lemma 4.5)
Thus W1Ω,e is the multiplicative identity of Γc(G, r
∗D).
Proposition 5.6 With the foregoing notations, there exists a ∗-homomorphism λ : A ⋊ P →
D ⋊ G such that λ(va) = W1Ω,a−1 and λ(x) = Wje(x),e for a ∈ P and x ∈ A. Moreover λ is
onto.
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Proof. Let π : A → Γc(G, r
∗D) be defined by π(x) = Wje(x),e. By Lemma 4.5 (Part (3)), it
follows that π is a ∗-representation. Also note that π is unital. For a ∈ P , let v˜a := W1Ω,a−1
and let e˜a := v˜av˜
∗
a. We verify that (π, v˜) is a Nica covariant. Let a ∈ P be given. By Lemma
4.5, it follows that
v˜∗av˜a =Wβa(1Ω),aW1Ω,a−1
=W1Ωa−1 ,aW1Ω,a−1
=W1Ωa−1βa(1Ω),e
=W1Ωa−1 ,e
=W1Ω,e (by (1) of Lemma 4.5)
Thus {v˜a : a ∈ P} is a collection of isometries. The fact that (π, v˜) is Nica covariant follows
from repeated applications of Lemma 4.5.
Let x ∈ A and a ∈ P be given. First by definition, ja(αa(x)) = je(x)1Ω1Ωa. Now note that
π(x)v˜a =Wje(x),eW1Ω,a−1
=Wje(x)1Ω,a−1
=Wje(x)1Ω1Ωa,a−1
=Wja(αa(x)),a−1
=W1Ω1Ωaja(αa(x)),a−1
=W1Ω1Ωaβ−1a (je(αa(x)),a−1
=W1Ω,a−1Wje(αa(x)),e
= v˜aπ(αa(x)).
We leave it to the reader to verify that v˜av˜b = v˜ba for a, b ∈ P . Another application of Lemma
4.5 imply that e˜a := v˜av˜
∗
a = W1Ωa,e = Wja(1),e for every a. Now note that for a, b ∈ P ,
ja(1)jb(1) = 0 if Pa ∩ Pb = ∅ and ja(1)jb(1) = jc(1) if Pa ∩ Pb = Pc. Since the map
D˜ ∋ d→Wd,e ∈ D ⋊ G is a ∗-homomorphism, it follows that
e˜ae˜b :=

e˜c if Pa ∩ Pb = Pc,
0 if Pa ∩ Pb = ∅.
Thus by the universal property of A⋊ P , there exists a unique ∗-homomorphism λ : A⋊ P →
D ⋊ G such that λ(x) =Wje(x),e for x ∈ A and λ(va) =W1Ω,a−1 for a ∈ P .
Let C be the C∗-subalgebra of D ⋊ G generated by {Wje(x),e : x ∈ A} and {v˜a : a ∈ P}. To
show that λ is surjective, it is enough to show that for each d ∈ D˜ and g ∈ G, Wd,g ∈ C.
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Claim: Wd,e ∈ C for every d ∈ D˜. Since the map D˜ ∋ d → Wd,e ∈ D ⋊ G is a ∗-
homomorphism, it is enough to show that Wjg(x),e =W1Ωjg(x),e ∈ C for every g ∈ G and x ∈ A.
Let x ∈ A and g ∈ G be such that 1Ωjg(x) 6= 0. Then, by definition, Pg ∩ P 6= ∅. Since (P,G)
is a quasi-lattice ordered pair, it follows that there exists a ∈ P such that Pg ∩ P = Pa. Let
b ∈ P be such that bg = a. Let h ∈ G. If h /∈ Pa = Pg ∩ P then 1Ω(h)jg(x)(h) = 0. Suppose
h ∈ Pa. Then
1Ω(h)jg(x)(h) = αhg−1(x) = αha−1b(x) = αha−1(αb(x)) = ja(αb(x)).
Hence 1Ωjg(x) = ja(αb(x)). Thus to prove the claim it is enough to show that Wja(x),e ∈ C for
every a ∈ P and x ∈ A. But observe using Lemma 4.5 that Wja(x),e = v˜aWje(x),ev˜
∗
a for x ∈ A
and a ∈ P . This proves the claim.
Let g ∈ G be given. Observe that by (1) of Lemma 4.5, W1Ω,g 6= 0 if and only if 1Ω1Ωg−1 6= 0
i.e. if and only if Pg−1 ∩ P 6= ∅. Let a ∈ P be such that Pg−1 ∩ P = Pa and choose b ∈ P
such that bg−1 = a. Observe that 1Ω(h)1Ωg−1(h) = 1 if and only if h ∈ Pg
−1 ∩ P = Pa. Thus
1Ω1Ωg−1 = 1Ωa.
Again by Lemma 4.5, note that
v˜av˜
∗
b =W1Ω,a−1W1Ωb−1 ,b
=W1Ω1Ωa1Ωb−1a,a−1b
=W1Ωa,a−1b
=W1Ω1Ωg−1 ,g
=W1Ω,g (by (1) of Lemma 4.5).
This implies that {W1Ω,g : g ∈ G} is contained in C. Now let d ∈ D˜ and g ∈ G be given. Note
that Wd,g = Wd,eW1Ω,g. As a consequence, it follows that {Wd,g : d ∈ D˜, g ∈ G} is contained
in C. Since the linear span of {Wd,g : d ∈ D˜, g ∈ G} = Γc(G, r
∗D) is dense in D ⋊ G, it follows
that C = D ⋊ G. This proves that λ is surjective. This completes the proof. ✷.
The main aim of this section is to show that the map λ of the preceeding proposition is an
isomorphism. We do this by constructing the inverse of λ.
For g ∈ P and x ∈ A, let ig(x) ∈ ℓ
∞(P,A) be the restriction of jg(x) onto P . Let g ∈ G
and x ∈ A be such that ig(x) 6= 0. Then Pg∩P 6= ∅. Let a ∈ P be such that Pg∩P = Pa and
let b ∈ P be such that bg = a. Note that ig(x) = ia(αb(x)). Thus the C
∗-algebra generated by
{ig(x) : g ∈ G,x ∈ A} coincides with the C
∗-subalgebra generated by {ia(x) : x ∈ A, a ∈ P}.
Let D denote the C∗-subalgebra generated by {ia(x) : a ∈ P, x ∈ A}. Note by Remark 4.4 and
(4) of Lemma 4.5, the map, call it σ, Γ(Ω,D) ∋Wd,e → (d(a))a∈P ∈ ℓ
∞(P,A) is injective with
range D.
Let E be the C∗-subalgebra of A ⋊ P generated by the projections {ea : a ∈ P} and let
F be the C∗-subalgebra of A ⋊ P generated by {vaxv
∗
a : x ∈ A, a ∈ P}. We first prove that
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λ is 1-1 on F . Let λ˜ : F → D be defined by λ˜ = σ ◦ λ. Note that for a ∈ P and x ∈ A,
λ(vaxv
∗
a) = Wja(x),e and λ˜(vaxv
∗
a) = ia(x). We show λ is injective on F by showing that λ˜ is
injective.
Remark 5.7 Observe the following.
(1) For g ∈ G, eg ∈ E. For if eg 6= 0 then eg = ea where a ∈ P is such that Pg ∩ P = Pa.
(2) For g ∈ G and x ∈ A, wgxw
∗
g ∈ F . For, suppose x ∈ A and g ∈ G be such that
wg 6= 0. Choose a, b ∈ P such that Pg ∩ P = Pa and bg = a. Then by definition
wgxw
∗
g = vav
∗
bxvbv
∗
a = vaαb(x)v
∗
a ∈ F .
(3) We leave it to the reader to verify that λ(wgxw
∗
g) = Wjg(x),e and λ˜(wgxw
∗
g) = ig(x) for
g ∈ G and x ∈ A.
The spectrum of E can be identified with the Wiener-Hopf compactification Ω of (P,G).
This is essentially due to Nica (give references). We recall here the proof for completeness in
the next few paragraphs. Notation: As A is unital, we identify ℓ∞(P ) as a ∗-subalgebra of
ℓ∞(P,A). For a subset Y ⊂ P , let 1Y ∈ ℓ
∞(P ) denote the characteristic function of Y . Note
that λ˜(ea) = 1Pa for a ∈ P . We also identify C(Ω) as a ∗-subalgebra of ℓ
∞(P ) via the map
C(Ω) ∋ φ→ (φ(P−1a))a∈P ∈ ℓ
∞(P ). Under this map 1Ωa is mapped to 1Pa for a ∈ P .
(1) For a, b ∈ P , let a ≤ b if there exists c ∈ P such that b = ca. Let A be a subset of P .
The subset A is called directed if given a, b ∈ A there exists c ∈ A such that c ≥ a, b. A
is called hereditary if b ∈ A and a ≤ b then a ∈ A.
(2) Let ΩN denote the set of all non-empty, directed and hereditary subsets of P . We
topologise ΩN by considering ΩN as a subset of {0, 1}
P and endow ΩN with the subspace
topology inherited from the product topology on {0, 1}P . For a ∈ P , let [e, a] := {x ∈
P : x ≤ a}. Then {[e, a] : a ∈ P} is dense in ΩN . For a ∈ P , let Ua := {A ∈ ΩN : a ∈ A}.
(3) Let Ω be the Wiener-Hopf compactification of (P,G). Let A ∈ Ω be given. Note that A
contains the identity element e and P−1A ⊂ A. Thus A∩P is non-empty and hereditary.
We claim that A ∩ P is directed. Let a, b ∈ A ∩ P be given. Choose a sequence (an) in
P such that P−1an → A. Then there exists N ∈ N such that a, b ∈ P
−1an for n ≥ N .
In other words, an ∈ Pa ∩ Pb eventually. Since (P,G) is quasi-lattice ordered, it follows
that there exists c ∈ P such that Pa ∩ Pb = Pc. Thus an ∈ Pc eventually or c ∈ P
−1an
eventually. Thus c ≥ a, b and c ∈ A∩ P . This proves that A∩P is non-empty. Thus the
map Ω ∋ A→ A ∩ P ∈ ΩN is well-defined.
(4) The map Ω ∋ A→ A∩P ∈ ΩN is a homeomorphism. Clearly the map Ω ∋ A→ A∩P ∈
ΩN is continuous. Let A,B ∈ Ω be such that A∩P = B ∩P . Choose a sequence an ∈ P
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such that P−1an → A. Consider an element g ∈ A. Then an ∈ Pg eventually. Thus
Pg ∩ P 6= ∅. Since (P,G) is quasi-lattice ordered, it follows that there exists a ∈ P such
that Pg∩P = Pa. Then an ∈ Pa eventually. Thus a ∈ A∩P = B∩P . This implies that
a ∈ B. Note that g ≤ a and P−1B ⊂ B. Thus g ∈ B. This shows that A ⊂ B. Similarly
B ⊂ A. This proves that the map Ω ∋ A→ A ∩ P is 1− 1. Note that P−1a ∩ P = [e, a]
for a ∈ P . Since {[e, a] : a ∈ P} is dense in ΩN and Ω is compact, it follows that the
map Ω ∋ A → A ∩ P ∈ ΩN is a homeomorphism and we identify Ω and ΩN via this
homeomorphism. Under the homeomorphism Ω ∋ A→ A ∩ P ∈ ΩN , by Lemma 3.5, the
subset Ωa is mapped onto Ua for every a ∈ P .
(5) Let Ê be the character space of E . For χ ∈ Ê , let Aχ := {a ∈ P : χ(ea) = 1}. Then
Aχ contains the identity element and Aχ is directed and hereditary. The map Ê ∋ χ →
Aχ ∈ ΩN ∼= Ω is clearly continuous and injective. Thus one obtains a ∗-homomorphism
µ˜ : C(Ω)→ C(Ê) ∼= E defined by µ˜(f)(χ) = f(Bχ) for f ∈ C(Ω) and χ ∈ Ê where Bχ is
the unique element in Ω such that Bχ ∩ P = Aχ. We leave it to the reader to verify that
µ˜(1Ωa) = ea for a ∈ P . Since λ˜(ea) = 1Pa, it follows that λ˜ : E → C(Ω) is an isomorphism
with µ˜ being its inverse.
Let I := {Y ⊂ P : 1Y ∈ C(Ω) ⊂ ℓ
∞(P )}. The collection I is called the set of constructible
left ideals of P by Li in [Li13]. Note that I is closed under finite unions, finite intersections
and complements. Moreover for every a ∈ P , Pa ∈ I. For Y ∈ I, let eY ∈ E be such that
λ˜(eY ) = 1Y . For Y ∈ I, note that eY is a projection.
Lemma 5.8 Let F˜ be the linear span of {vaxv
∗
a : x ∈ A, a ∈ P}.
(1) Then F˜ is a dense ∗-subalgebra of F .
(2) The algebra E is contained in the center of F .
(3) Let z ∈ F˜ be given. Then there exists n ∈ N, Y1, Y2, · · · Yn ∈ I, a1, a2, · · · an ∈ P
and x1, x2, · · · xn ∈ A such that ai ∈ Yi for every i, Yi ∩ Yj = ∅ if i 6= j and z =∑n
i=1 eYivaixiv
∗
ai
.
(4) The map λ˜ : F → D is isometric and onto.
Proof. Let a, b ∈ P and x, y ∈ A be given. Suppose Pa ∩ Pb = ∅. The relation eaeb = 0
implies that v∗avb = 0. Hence (vaxv
∗
a)(vbyv
∗
b ) = 0. Now suppose Pa ∩ Pb 6= ∅. Since (P,G)
is quasi-lattice ordered, it follows that there exists c ∈ P such that Pa ∩ Pb = Pc. Choose
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s, t ∈ P such that sa = tb = c. Now calculate as follows to find that
(vaxv
∗
a)(vbyv
∗
b ) = vaxvsv
∗
t yv
∗
b (by Eq. 5.4)
= vavsαs(x)αt(y)v
∗
t v
∗
b
= vsaαs(x)αt(y)v
∗
tb
= vcαs(x)αt(y)v
∗
c .
This proves that F˜ is closed under multiplication. Clearly F˜ is ∗-closed. Thus F˜ is dense in
F . This proves (1).
Let a, b ∈ P and x ∈ A be given. The calculation done to prove (1) implies that
eavbxv
∗
b :=

vcαcb−1(x)v
∗
c if Pa ∩ Pb = Pc,
0 if Pa ∩ Pb = ∅
(5.6)
and
vbxv
∗
bea :=

vcαcb−1(x)v
∗
c if Pb ∩ Pa = Pc,
0 if Pb ∩ Pa = ∅.
Hence eavbxv
∗
b = vbxv
∗
b ea for every a, b ∈ P and x ∈ A. This proves (2).
Let z :=
∑n
i=1 vbiyiv
∗
bi
∈ F˜ be given with bi ∈ P and yi ∈ A. For B ⊂ {1, 2, · · · n}, let
ZB :=
⋂
i∈B Pbi. Since (P,G) is quasi-lattice ordered, it follows that if ZB is non-empty, then
there exists aB ∈ P such that ZB = PaB . For B ⊂ {1, 2, · · · , n}, let YB := ZB\
⋃
B(C
ZC . We
use here the convention that empty intersections is the whole set, in this case, P and empty
unions is empty. We leave it to the reader to verify that {YB : B ⊂ {1, 2, · · · n}} forms a
disjoint collection of subsets of P and for B ⊂ {1, 2, · · · , n}, ZB =
⋃
C⊃B
YC . Also observe that
if YB 6= ∅ then aB ∈ YB. To see this, let B ⊂ {1, 2, · · · , n} be such that YB 6= ∅. Note that
YB ⊂ ZB = PaB. Thus if aB /∈ YB then there exists C ) B such that aB ∈ ZC = PaC . But
ZC is closed under left multiplication by P . Thus ZB ⊂ ZC and hence YB = ∅. Thus if YB 6= ∅
then aB ∈ YB. Let V := {B ⊂ {1, 2, · · · , n} : YB 6= ∅}.
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Now calculate as follows to see that
z =
n∑
i=1
ePbivbiyiv
∗
bi
=
n∑
i=1
( ∑
B∈V ,i∈B
eYB
)
vbiyiv
∗
bi
=
∑
B∈V
eYBeZB
(∑
i∈B
eZBvbiyiv
∗
bi
)
=
∑
B∈V
eYB
(∑
i∈B
eaBvbiyiv
∗
bi
)
=
∑
B∈V
eYB
(∑
i∈B
vaBαaBa−1i
(yi)v
∗
aB
)
( By Eq. 5.6 and PaB ⊂ Pai if i ∈ B)
=
∑
B∈V
eYBvaBxBv
∗
aB
where for B ∈ V, xB :=
∑
i∈B
αaBa−1i
(yi). This proves (3).
To prove (4), it is enough to show that λ˜ is isometric on F˜ . Let z ∈ F˜ be given. By (3) we
can write z =
∑n
i=1 eYivaixiv
∗
ai
with Yi disjoint, ai ∈ Yi and xi ∈ A. Since {eYi : i = 1, 2 · · · , n}
are orthogonal central projections in F , it follows that
||z|| ≤ max
i∈{1,2,···n}
||vaixiv
∗
ai
|| ≤ max
i∈{1,2,··· ,n}
||xi||.
Note that λ˜(z) =
∑n
i=1 1Yiiai(xi). Since ai ∈ Yi, λ˜(z)(ai) = xi for i ∈ {1, 2, · · · , n}. Thus
||xi|| ≤ ||λ˜(z)|| for every i ∈ {1, 2, · · · , n}. As a consequence, it follows that ||z|| ≤ ||λ˜(z)||. But
λ˜ : F → D is a ∗-homomorphism and hence ||λ˜(z)|| ≤ ||z||. This proves that ||λ˜(z)|| = ||z|| for
every z ∈ F˜ . Since F˜ is dense in F , it follows that λ˜ is isometric. Surjectivity of λ˜ follows from
the fact that λ˜(vaxv
∗
a) = ia(x) for x ∈ A and a ∈ P and the observation that D is generated
by {ia(x) : a ∈ P, x ∈ A}. This completes the proof. ✷
Let µ˜ : D → F be the inverse of λ˜ : F → D. Let us denote the map D˜ ∋ d→ (d(a))a∈P ∈ D
by res and let ν : D˜ → F be defined by ν = µ˜ ◦ res. Note that ν(1Ωg) = eg for every g ∈ G.
In particular, ν(1Ω) = 1.
Now we define a map µ : Γc(G, r
∗D) → A ⋊ P as follows: Let f ∈ Γc(G, r
∗D). Write
f =
∑
d∈D˜,g∈G
Wdg,g where dg = 0 except for finitely many g. We let µ(f) :=
∑
g∈G
ν(dg)wg−1 . We
claim that µ is well-defined. Let d1, d2, · · · , dn ∈ D˜ and g1, g2, · · · , gn ∈ G (with gi’s distinct)
be such that
∑n
i=1Wdi,gi = 0. To show that µ is well-defined, it is enough to verify that∑n
i=1 ν(di)w
∗
gi
= 0.
Let i ∈ {1, 2, · · · , n} be given. Let X ∈ Ω ∩ Ωg−1i be given. Then (X, gi) ∈ G. Now∑n
i=1Wdi,gi(X, gi) = 0 implies that di + IX = 0. Hence di + IX = 0 for every X ∈ Ω ∩ Ωg
−1
i .
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Now for X ∈ Ω˜, 1Ω1Ωg−1i
di + IX = 1Ω(X)1Ωg−1i
(X)(di + IX). Thus 1Ω1Ωg−1i
di + IX = 0 for
every X ∈ Ω˜. This implies that di1Ω1Ωg−1i
= 0. Now observe that
ν(di)wg−1i
= ν(di)eg−1i
w
g−1i
= ν(di)ν(1Ω)ν(1Ωg−1i
)w
g−1i
= ν(di1Ω1Ωg−1i
)w
g−1i
= 0.
As a result, the sum
∑n
i=1 ν(di)wg−1i
vanishes. This proves that µ is well-defined.
Next we verify that µ is multiplicative. We leave it to the reader to convince himself that
it is enough to prove that µ(Wd1,g1Wd2,g2) = µ(Wd1,g1)µ(Wd2,g2) for d1, d2 ∈ D˜ and g1, g2 ∈ G.
Claim: For g ∈ G and d ∈ D˜, wgν(d)w
∗
g = ν(β
−1
g (d)1Ωg).
Since the linear span of {jh(x) : h ∈ G,x ∈ A} is dense in D˜, it is enough to prove the claim
when d = jh(x) for some h ∈ G and x ∈ A. Let h ∈ G and x ∈ A be given and let d := jh(x).
Note that ν(jh(x)) = whxw
∗
h. Now calculate as follows to observe that
wgwhxw
∗
hw
∗
g = egwhgxw
∗
hgeg (by Lemma 5.4)
= egν(jhg(x))
= egν(β
−1
g (d))
= ν(1Ωg)ν(β
−1
g (d))
= ν(β−1g (d)1Ωg)
This proves the claim. Now let g1, g2 ∈ G and d1, d2 ∈ D˜ be given. By Lemma 4.5, it
follows that Wd1,g1Wd2,g2 = Wd,g1g2 where d = 1Ωg−11
d1βg1(d2). Thus by definition, we have
µ(Wd1,g1Wd2,g2) = ν(d)w
∗
g1g2
. Now calculate as follows to observe that
µ(Wd1,g1)µ(Wd2,g2) = ν(d1)w
∗
g1
ν(d2)w
∗
g2
= ν(d1)w
∗
g1
eg1ν(d2)w
∗
g2
= ν(d1)w
∗
g1
ν(d2)wg1w
∗
g1
w∗g2 (Since eg commutes with F)
= ν(d1)wg−11
ν(d2)w
∗
g−11
eg−11
w∗g1g2 ( by Lemma 5.4)
= ν(d1βg1(d2)1Ωg−11
)w∗g1g2
= ν(d1βg1(d2)1Ωg−11
)w∗g1g2
= ν(d)w∗g1g2 .
Hence µ(Wd1,g1Wd2,g2) = µ(Wd1,g1)µ(Wd2,g2). This shows that µ is multiplicative. A similar
computation yields that µ is ∗-preserving. Thus µ : Γc(G, r
∗D)→ A⋊P is a ∗-homomorphism.
Note that by defintion µ(Wd,e) = ν(d) for every d ∈ D˜ and the map D˜ ∋ d → Wd,e ∈ Γ(Ω,D)
is a ∗-homomorphism. Thus µ restricted to Γ(Ω,D) is bounded. Hence the ∗-homomorphism
µ extends to a ∗-homomorphism from the full crossed product D ⋊ G to A⋊ P which we still
denote by µ.
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Theorem 5.9 Let λ : A⋊P → D⋊G be the ∗-homomorphism constructed in Proposition 5.6.
Then λ is an isomorphism.
Proof. Let µ : D ⋊ G → A ⋊ P be the ∗-homomorphism such that µ(Wd,g) = ν(d)w
∗
g . The
existence of such a map is shown in the paragraphs preceeding this theorem. By definition, for
a ∈ P , µ(v˜a) = ν(1Ω)wa = va and for x ∈ A, µ(Wje(x),x) = ν(je(x))we = x. Thus µ ◦ λ = id.
This proves that λ is 1-1. The surjectivity of λ is already proven in Proposition 5.6. Hence λ
is an isomomorphism. This completes the proof.
6 K-group computation for the free semigroup F+n
As an application of our results, we show that the K-theory of A ⋊ F+n coincides with that
of A where F+n denotes the free semigroup on n-generators. For the rest of this paper, let Fn
be the free group on n generators and we denote the generators by a1, a2, · · · , an. Denote the
semigroup generated by a1, a2, · · · an by F
+
n i.e. F
+
n consists of words in a1, a2, · · · , an. We
reserve the letters a1, a2, · · · , an to denote the canonical generators of Fn and F
+
n . It is due
to Nica, ( Example 4, Page 23 of [Nic92]), that (F+n ,Fn) is a quasi-lattice ordered pair. We
should remark that we consider the right variant of Nica’s definition of a quasi-lattice ordered
pair. But we can apply Nica’s proof by considering the pair (Q := (F+n )
−1,Fn). Note Q is
the free semigroup on the generators a−11 , a
−1
2 , · · · a
−1
n . Thus it follows that if gQ ∩Q 6= ∅ for
g ∈ Fn then there exists a ∈ Q such that gQ ∩Q = aQ. Taking inverses imply that (F
+
n ,Fn) is
quasi-lattice ordered in our sense.
Let G be the Wiener-Hopf groupoid associated to the pair (F+n ,Fn). We need the fact that
G is amenable. To see this, let P := F+n and Q := P
−1. For a ∈ Q, let Va : ℓ
2(Q) → ℓ2(Q) be
defined by Va(δb) = δab for b ∈ Q. Here {δb : b ∈ Q} denotes the canonical orthonormal basis of
ℓ2(Q). The unitary ℓ2(P ) ∋ δa → δa−1 ∈ ℓ
2(Q) induces an isomorphism between the Wiener-
Hopf algebra W(F+n ,Fn) and the C
∗-algebra generated by {Va : a ∈ P}, called the C
∗-algebra
associated to the left regular representation of Q and let us denote it by C∗ℓ,r(Q). By Corollary
8.3 of [Li13], it follows that the C∗ℓ,r(Q) is nuclear. Thus the C
∗-algebra W(F+n ,Fn) is nuclear.
But Theorem 4.3 implies that W(F+n ,Fn) is isomorphic to C
∗
red(G). Thus by Theorem 5.6.18
of [BO08], it follows that G is amenable. The following corollary is an immediate consequence
of Theorem 4.3 and Theorem 5.9
Corollary 6.1 Let A be a unital C∗-algebra and α : F+n → End(A) be a unital left action. The
regular representation ρ : A⋊ F+n → A⋊red F
+
n is an isomorphism.
Proof. Let (D,G, β) be theWiener-Hopf groupoid dynamical system associated to (A,F+n ,Fn, α).
Since the Wiener-Hopf groupoid G is amenable, it follows from Theorem 1 of [SW13] that the
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natural map from D⋊G to the reduced crossed product D⋊redG is an isomorphism. The proof
is complete by applying Theorem 4.3 and Theorem 5.9. ✷
Let A be a C∗-algebra and α : F+n → End(A) be a left action. For i ∈ {1, 2, · · · , n}, let
αi := αai . Note that α is completely determined by the n endomorphisms α1, α2, · · · , αn.
Conversely let α1, α2, · · · , αn be endomorphisms of A. Then there exists a unique action
α : F+n → End(A) such that αai = αi. To see this, let w := ai1ai2 · · · aik be a word in
{a1, a2, · · · , an}. Since any word in {a1, a2, · · · , an} is a reduced word [See [Ser03]] , it follows
that the expression ai1ai2 · · · aik representing w is unique. Now set αw = αi1αi2 · · ·αik . Then
α : F+n → End(A) is the required action.
Let H be a Hilbert space and let V : F+n → B(H) be an antihomomorphism such that
for each a ∈ F+n , Va is an isometry. For i ∈ {1, 2, · · · , n}, let Vi := Vai . Then V1, V2, · · · , Vn
are isometries. Conversely, let V1, V2, · · · , Vn be isometries on H. Then there exists a unique
antihomorphism V : F+n → B(H) such that Vai = Vi for i = 1, 2, · · · , n. We leave this
verification to the reader.
Lemma 6.2 Let A be a C∗-algebra and α : F+n → End(A) be a left action. Let π : A→ B(H)
be a ∗-homomorphism and V : F+n → B(H) be an antihomomorphism of isometries. For
i = 1, 2, · · · , n, let αi := αai and Vi := Vai . Then the following are equivalent.
(1) The pair (π, V ) is Nica covariant.
(2) For i ∈ {1, 2, · · · , n} and x ∈ A, π(x)Vi = Viαi(x). For i, j ∈ {1, 2, · · · , n} with i 6= j,
V ∗i Vj = 0.
Proof. Note that for i 6= j, F+n ai∩F
+
n aj = ∅. Thus clearly (1) implies (2). Now assume that (2)
holds. For w ∈ F+n , let Ew := VwV
∗
w . We leave it to the reader to verify that π(x)Vw = Vwαw(x)
for x ∈ A and w ∈ F+n .
Observe that for w1, w2 ∈ F
+
n ,
F+nw1 ∩ F
+
nw2 =

F+nw2 if w1 ≤ w2,
F+nw1 if w2 ≤ w1,
∅ else.
Let w1, w2 ∈ F
+
n be given. Suppose w1 ≤ w2. Let w ∈ F
+
n be such that ww1 = w2. Note
that Ew2 = Vww1V
∗
ww1
= Vw1(VwV
∗
w)Vw1 ≤ Vw1V
∗
w1
= Ew1 . Thus Ew1Ew2 = Ew2 if w1 ≤ w2.
Thus if w1, w2, w ∈ F
+
n are such that F
+
nw1 ∩ F
+
nw2 = F
+
nw then Ew1Ew2 = Ew. Now let
w1, w2 ∈ F
+
n be such that F
+
nw1 ∩ F
+
nw2 = ∅. Write w1 = ai1ai2 · · · ain and w2 = aj1aj2 · · · ajm
with ik, jℓ ∈ {1, 2, · · · , n}. We claim that Ew1Ew2 = 0. Without loss of generality, we can
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assume that n ≤ m. Let k ∈ {0, 1, · · · , n− 1} be the least integer for which in−k 6= jm−k. Such
an integer exists, otherwise w1 ≤ w2 which contradicts the assumption that the intersection
F+nw1 ∩ F
+
nw2 is empty.
Now use the fact that Vi is an isometry to observe that
V ∗w1Vw2 = V
∗
i1
V ∗i2 · · ·V
∗
in−k
Vjm−kVjm−k−1 · · ·Vj1
= 0
(
Since V ∗i Vj = 0 if i 6= j and in−k 6= jm−k
)
.
Thus Ew1Ew2 = 0 if F
+
nw1 ∩ F
+
nw2 = ∅. This proves that (π, V ) is Nica covariant. This
completes the proof. ✷
Let A be a unital C∗-algebra and α : F+n → End(A) be a unital left action. We show that
the natural inclusion A ∋ x→ x ∈ A⋊ F+n induces an isomorphism at the K-theory level. Let
(π, V ) be the standard Nica covariant pair for (A,F+n , α).
For i = 1, 2, · · · , n, let αi := αai . Consider the Hilbert A-modules E
(0) = A ⊗ ℓ2(F+n ) and
E(1) = A ⊗ ℓ2(F+n \{1}). Here 1 denote the identity element of F
+
n . Note that for x ∈ A and
a ∈ F+n , π(x) and Va leaves E
(1) invariant. For x ∈ A and a ∈ F+n , denote the restriction of
π(x) and Va on ℓ
2(F+n \{1}) by π˜(x) and V˜a. Note that (π˜, V˜ ) is Nica covariant. The only
things that needs verification is that for i 6= j, the range of V˜ai is orthogonal to that of Vaj .
This follows from the fact that the range of Vai is A⊗ ℓ
2((F+n \{1})ai). Let us denote the map
π⋊V : A⋊F+n → LA(E
(0)) by λ(0) and the map π˜⋊ V˜ : A⋊F+n → LA(E
(1)) by λ(1) respectively.
Denote the orthogonal projection from ℓ2(F+n ) onto ℓ
2(F+n \{1}) by Q and Let P : E
(0) → E(1)
be defined by P := 1⊗Q.
Notations: Let {δx : x ∈ F
+
n } be the standard orthonormal basis for ℓ
2(F+n ) and let {ex,y :
x, y ∈ F+n } be the standard ’matrix units’ with respect to the orthonormal basis {δx : x ∈ F
+
n }.
For i ∈ {1, 2, · · · , n}, let vi : ℓ
2(F+n ) → ℓ
2(F+n ) be given by vi(δa) = δaai . Here {δa : a ∈ F
+
n }
stands for the standard orthonormal basis. Let p denote the orthogonal projection from ℓ2(F+n )
onto the one dimensional space subspace ℓ2({1}) and set q := 1− p.
Lemma 6.3 The triple
(
E := E(0)⊕E(1), λ := λ(0)⊕λ(1), F :=
[
0 P ∗
P 0
])
∈ KK(A⋊F+n , A).
Proof. Note that PP ∗ = 1 and P ∗P = 1 − 1 ⊗ p. Thus P ∗P − 1 and PP ∗ − 1 are compact.
Note that we have assumed that A is unital.
Note that for x ∈ A and a, b ∈ F+n ,
Pπ(x)− π˜(x)P = 0,
PVa − V˜aP = 1⊗ pea,1, and
PV ∗b − V˜
∗
b P = 0.
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From the above equations and the fact that the linear span of {vaxv
∗
b : a, b ∈ F
+
n , x ∈ A} is
dense in A ⋊ F+n , it follows that Pλ
(0)(T ) − λ(1)(T )P is compact for every T ∈ A ⋊ F+n . The
proof is now complete. ✷
Let us denote the Kasparov triple defined in Lemma 6.3 by [d]. Let us denote the inclusion
A ∋ x → x ∈ A ⋊ F+n by j and denote the corresponding KK-element representing j in
KK(A,A⋊ F+n ) by [j]. We use the notation ♯ to denote the Kasparov product. We adapt the
proof of Theorem 2.3 of [KS97].
Theorem 6.4 The KK-elements [d] and [j] are inverses of each other with respect to the
Kasparov product.
Proof. Note the decomposition E(0) = A ⊕ E(1) as Hilbert A-modules. With respect to this
decomposition, observe that, the pull-back of [d] by the homomorphism j i.e. the Kasparov
product [j]♯[d] is isomorphic to the direct sum of (A,m, 0) and D :=
(
E(1)⊕E(1), π˜⊕π˜,
[
0 1
1 0
])
where m : A → A = M(A) is the usual multiplication representation. Observe that D is
degenerate. Thus the product [j]♯[d] = [1A].
For this proof, let us denote A ⋊ F+n by T . Note that the Kasparov product [d]♯[j], the
push-forward of [d] by the homomorphism j, is given by (E ⊗A T , σ := λ⊗ 1, G := F ⊗ 1). The
map
(ℓ2(Γ)⊗A)⊗A T ∋ (δa ⊗ x)⊗ y → δa ⊗ π(x)y ∈ ℓ
2(Γ)⊗ T
is unitary (The surjectivity follows from the assumption that the action α is unital and hence
π is unital). Here Γ stands for either F+n or F
+
n \{1}.
We identify this way the Hilbert T -modules, E(0)⊗AT with F
(0) := ℓ2(F+n )⊗T and E
(1)⊗AT
with F (1) := ℓ2(F+n \{1})⊗ T . With this identification, the representation σ = σ
(0) ⊕ σ(1) of T
is given by the formulas: for x ∈ A and a ∈ F+n ,
σ(i)(x)(δc ⊗ y) := δc ⊗ αc(x)y
σ(i)(va)(δc ⊗ y) := δca ⊗ y
Let Q be the orthogonal projection of ℓ(2)(F+n ) onto ℓ
(2(F+n \{1}) and let R : F
(0) → F (1) be
given by R := Q⊗ 1. The operator G = F ⊗ 1 is then given by
[
0 R∗
R 0
]
.
For i = 1, 2, · · · , n and t ∈ [0, π2 ], let w
(t)
i ∈ LT (ℓ
2(F+n )⊗ T ) be defined by
w
(t)
i := cos(t)(vip⊗ 1) + sin(t)(p ⊗ Vi) + vi(1− p)⊗ 1
where Vi = Vai and p denotes the orthognal projection of ℓ
2(F+n ) onto the one-dimensional
subspace spanned by {δ1}. Observe that {w
t
i : i = 1, 2, · · · , n} is a collection of isometries
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with orthogonal range projections. For t ∈ [0, π2 ], let w
t : F+n → LT (F
(0)) be the unique
antihomomorphism of isometries such that wtai = w
t
i .
For t ∈ [0, π2 ], let π
t : A→ LT (F
(0)) be defined by πt(x) = σ(0)(x) for x ∈ A. Note that for
t ∈ [0, π2 ], x ∈ A and i ∈ {1, 2, · · · , n}, π
t(x)wti = w
t
iπ
t(αi(x)). By Lemma 6.2, it follows that
the pair (πt, wt) is Nica-covariant. Thus there exists a homomorphism σ(t) : T → LT (F
(0))
such that τ (t)(x) = πt(x) and τ (t)(va) = w
t
a. Observe that τ
(0) = σ(0). Also note that for
t ∈ [0, π2 ], τ
(t)(vai) − σ
(0)(vai) is compact for every i = 1, 2, · · · , n and τ
(t)(x) = σ(0)(x) for
x ∈ A. Since T is generated by A and the isometries {vai : i = 1, 2, · · · , n}, it follows that for
every s ∈ T , τ (t)(s)− σ(0)(s) is compact.
Hence in KK(T ,T ), [d]♯[j] = (F (0) ⊕F (1), τ (t) ⊕ σ(1), G) for every t ∈ [0, π2 ]. Observe that
the decomposition F (0) = T ⊕F (1) is left invariant by τ
pi
2 . With respect to this decomposition
τ
pi
2 = m ⊕ σ(1) where m : T → T is the identity map. Thus [d]♯[j] = (T ,m, 0) ⊕ D where
D = (F (1) ⊕F (1), σ(1) ⊕ σ(1),
[
0 1
1 0
]
). Note that D is degenerate. As a consequence, it follows
that [d]♯[j] = [1T ] in KK(T ,T ). This completes the proof. ✷
Remark 6.5 Let A be a C∗-algebra and α : F+n → End(A) be a left action. We do not assume
that A is unital or α is unital. Theorem 6.4 and a six term exact sequence argument applied
to the short exact sequence of Lemma 3.4 implies that K∗(A) ∼= K∗(A⋊red F
+
n ).
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