Conformal Component Analysis. unpublished notes ( by Fei Sha & Lawrence K. Saul
The derivation of the SDP problem for
Conformal Component Analysis
Fei Sha and Lawrence K. Saul
April 30, 2007
In this note, we give the details of deriving the algorithm for computing
Conformal Component Analysis (CCA) [1], with semideﬁnite programming. To
cite this note, use
Fei Sha and Lawrence K. Saul, The derivation of the SDP problem for
Conformal Component Analysis. unpublished notes (
http://www.cs.berkeley.edu/~feisha/pubs/cca_sdp.pdf).
You can contact Fei Sha at feisha@cs.berkeley.edu if you have any ques-
tions about this note.
1 The idea of CCA
Consider a set of data points {xi}N
i=1 that are projected to corresponding data
points {yi}i=1N in a low-dimension space.
We want to ﬁnd a linear transformation zi = Lyi such that xi and zi have
similar local Gram matrix,
(zi − zj)T(zi − zk) ≈ si(xi − xj)T(xi − xk), (1)
in which si is a constant and j,k are indices to the data points in N(xi), the
nearest-neighbor of xi. The above equation can be trivially satisﬁed by setting
si = 0 and L = 0. Therefore, we require the trace of LTL be ﬁxed,
Tr(LTL) = 1. (2)
We cast the problem of ﬁnding {si} and L as a constrained optimization
problem,
D(s) =
X
i
X
jk
{(zi − zj)T(zi − zk) − si(xi − xj)T(xi − xk)}2 (3)
. This objective function is the one used in CCA [1] as to preserve local simi-
larity.
12 Notation
We use gijk to denote (xi − xj)T(xi − xk).
We use diag(L) to denote the diagonal elements of L if L is a matrix. We
use diag(s) to denote a diagonal matrix whose elements are the vector s.
We use vec(L) to denote the column vector that is composed of L’s elements,
arranged by columns ﬁrst.
We use ◦ to denote vector or matrix elementwise multiplication.
3 SDP formulation
Note that,
(zi − zj)T(zi − zk) = (yi − yj)TLTL(yi − yk). (4)
Let P stand for LTL and Yijk stand for,
1
2

(yi − yj)(yi − yk)T + (yi − yk)(yi − yj)T	
, (5)
we have
(zi − zj)T(zi − zk) = vec(P)T vec(Yijk) (6)
Therefore, the cost function D is given by
D(s) =
X
i
X
jk

vec(P)T vec(Yijk) − sigijk
2
(7)
= vec(P)T X
i
X
jk
vec(Yijk)vec(Yijk)T vec(P) (8)
− 2vec(P)T X
i
si
X
jk
gijk vec(Yijk) +
X
i
s2
i
X
jk
g2
ijk (9)
With following shorthand notations,
A =
X
i
X
jk
vec(Yijk)vec(Yijk)T (10)
bi =
X
jk
gijk vec(Yijk) (11)
B = [b1 b2 ... bN] (12)
di =
X
jk
g2
ijk (13)
s = [s1 s2 ... sN]T (14)
D = diag([d1 d2 ... dN]) (15)
the cost function L is readily expressed as
D(s) = vec(P)TAvec(P) − 2vec(P)TBs + sTDs (16)
2Since s is not constrained1, it is straightforward to ﬁnd the one that mini-
mizes D,
s = D−1BT vec(P) (17)
Substitute it into the expression for D, we obtain an expression with the P as
the only optimization variable
D = vec(P)T 
A − BD−1BT
vec(P) (18)
The optimization involves the constraints that P is a positive deﬁnite matrix
and its trace Tr(P) = 1. Let Q stand for

A − BD−1BT
, the optimization
problem is
minimize vec(P)TQvec(P) (19)
s.t. P  0 (20)
Tr(P) = 1 (21)
Under the assumption that Q is semideﬁnite positive2 and let Q = STS, the
problem can be formulated into following SDP problem using Schur complement,
minimize t (22)
s.t.

I Svec(P)
(Svec(P))T t

 0 (23)
P  0 (24)
Tr(P) = 1 (25)
Note this SDP problem is exactly the same as the one given in [1].
The size of this SDP problem should be moderate. If the dimension of yi is
m, then the vec(P) and S are of size m2. The ﬁrst positive deﬁnite constraint
eq. (23) has a size of (m2 + 1)2.
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1In fact, it is as the scaling factor si has to be nonnegative. However, we can show
the solution we give above satisﬁes the constraints if the cost function is formulated using
“triangulated graph”.
2Not diﬃcult to prove.
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