Abstract. We prove that given an edge colouring of an infinite complete graph with finitely many colours, one can partition the vertices of the graph into disjoint monochromatic paths of different colours. This answers a question of R. Rado from 1978.
Introduction
A path in a graph G = (V, E) is a 1-1 sequence of vertices v 0 , v 1 , v 2 . . . such that consecutive pairs of vertices form an edge. Now, suppose that one colours the edges of G with finitely many colours, i.e. consider an arbitrary map c : E → r for some finite r ≥ 1. Then it makes sense to talk about monochromatic paths, i.e. paths v 0 , v 1 , v 2 . . . so that all the edges {v i , v i+1 } are coloured identically.
P. Erdős proved that if the edges of the complete graph on N are coloured with two colours, then the vertices can be partitioned into two monochromatic paths of different colours. In this situation, we say that the paths cover G. This result appeared in a paper of R. Rado [9] along with a significant generalization: Theorem 1.1 ([9, Theorem 2]). Suppose that G = (V, E) is an infinite graph, A ⊆ V is countable and |{v ∈ V : {u, v} / ∈ E}| < |V | for every u ∈ A. If the edges of G are coloured with finitely many colours then A is covered by the vertex set of finitely many disjoint monochromatic paths of different colours.
In particular, Erdős' result extends from two colours to an arbitrary finite number of colours. Theorem 1.1 was the starting point of several papers in the past which dealt with similar path decomposition problems either on finite or countably infinite graphs; see [2, 3, 5, 8, 1] . While it is easy to see that every 2-edge coloured finite complete graph is the union of two disjoint monochromatic paths (of different colours) the corresponding question for more colours is significantly harder. Indeed, it was shown only recently by A. Pokrovskiy that every 3-edge coloured finite complete graph is the union of 3 disjoint monochromatic paths (of not necessarily different colours) [8] . The case of 4 colours is still completely open; we mention that the currently known best upper bound is given by the following theorem of A. Gyárfás, M. Ruszinkó, G. N. Sárközy and E. Szemerédi:
Theorem 1.2 ([4]
). For every integer r ≥ 2 there is n 0 (r) ∈ N such that if n ≥ n 0 (r) then every r-edge coloured copy of K n can be partitioned into at most 100r log(r) monochromatic cycles.
On generalizations of Theorem 1.1 to hypergraphs and powers of path on countably infinite vertex sets, we refer the reader to [1] .
At the very end of [9] , Rado introduced a natural extension of paths to the uncountable setting; see Section 2 for the definition. Rado asked if the path decomposition result of Erdős concerning the complete graph on N extends to uncountable complete graphs of arbitrary size.
The goal of this paper is to answer this question affirmatively by proving the following:
Theorem 7.1. Suppose that c is a finite-edge colouring of an infinite graph G = (V, E) which satisfies |{v ∈ V : {u, v} / ∈ E}| < |V | for all u ∈ V . Then the vertices of G can be partitioned into disjoint monochromatic paths of different colours.
The smallest uncountable case of this theorem with two colours was essentially proved by M. Elekes, L. Soukup, Z. Szentmiklóssy and the present author [1] ; hence the current paper can be considered a continuation of that project (thus the title of our paper).
Our paper is structured as follows: we start with introducing notations, basic definitions and stating easy observations in Sections 2 and 3. The proof of Theorem 7.1 is preceded by a series of results on finding monochromatic paths in certain classes of graphs.
First, let us emphasize Lemma 4.6 from Section 4, where we show that any set of vertices A in a graph G which satisfies three rather simple properties can be covered by a path. Next, we prove two important results: Lemma 5.8 and 5.9. These lemmas are used in Section 5 to show the existence of large sets satisfying all three conditions of Lemma 4.6 in certain finite-edge coloured graphs and hence to show the existence of large monochromatic paths; this is done in Theorem 5. 10 .
In Section 6, we prove that there is a large family of bipartite graphs G satisfying that for every finite-edge colouring of G, we can cover one class of G with disjoint monochromatic paths of different colours. This is done by putting together several lemmas in Theorem 6.2. Finally, after further preparations in Section 6, the previous results yield the proof of Theorem 7.1 in Section 7.
We believe that the results of this paper are accessible to a wide audience of combinatorists with minimal background in set theory. Furthermore, we hope that the new combinatorial tricks from this paper can be applied to eventually settle the path decomposition problem for finite complete graphs as well.
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Notations
A graph is an ordered pair G = (V, E) so that E ⊆ [V ]
2 ; we will use the notation V (G), E(G) for the vertices and edges of a graph G. For a graph G = (V, E) we write N G (v) = {w ∈ V : {v, w} ∈ E} for v ∈ V and
We say that H is a subgraph of G iff V (H) ⊆ V (G) and E(H) ⊆ E(G).
Paths. Clasically, a path in a graph G is a 1-1 sequence of vertices v 0 , v 1 , . . . such that {v i , v i+1 } ∈ E(G). R. Rado introduced a more general definiton which applies for uncountable sequences of vertices as well.
Definition 2.1 (R. Rado, [9] ). We say that a graph P is a path iff there is a well ordering ≺ on V (P ) such that
Given a graph P = (V, E) and well ordering ≺ on V we let
Observation 2.2. A graph P is a path witnessed by the well ordering ≺ iff for all v ≺ w ∈ V (P ) there is an injective map p : n + 2 → V (P ) for some n ∈ ω so that
That is there is a ≺-monotone finite path from v to w for all v ≺ w ∈ V (P ). In particular, if w is the ≺-successor of v in V (P ) then v and w are connected by an edge. Also, two vertices are connected by a transfinite path if and only if they are connected by a finite path.
Suppose P is a path witnessed by ≺ and (V (P ), ≺) has order type κ. Then we let P ↾ α denote the unique induced subgraph of P spanned by the initial segment of (V (P ), ≺) of order type α (for any α < κ). Similarly, if q ∈ V (P ) then let P ↾ q = P ↾ α where α is the ≺-order type of {p ∈ V (P ) : p ≺ q}.
Suppose that P, Q are paths witnessed by ≺ P and ≺ Q . We will say that a path Q end extends the path P iff P ⊆ Q, ≺ Q ↾ V (P ) =≺ P and v ≺ Q w for all v ∈ V (P ), w ∈ V (Q) \ V (P ).
If R, S are two paths so that the first point of S has ≺ R -cofinally many neighbours in R then R ∪ S is a path which end extends R and we denote this path by R ⌢ S emphasizing this relation.
Edge colourings. An r-edge colouring of a graph G = (V, E) is a map c : E → r where r is some cardinal. We write c(v, w) instead of c({v, w}) for an edge {v, w} ∈ E for notational simplicity. A finite edge colouring is an r-edge colouring for some r ∈ N; throughout this paper r will denote a non zero natural number. We will use the following notation: given an edge colouring c of a graph G = (V, E) let
for F ⊆ V and i ∈ ran c. As we always work with a single colouring one at a time, this notation will lead to no misunderstanding. If we work with a single graph then occasionally we omit the subscript G as well. Let us fix an edge colouring c of G with r colours and i < r. If P is a graph property (e.g. being a path, being connected...) and A ⊆ V then we say that A has property P in colour i with respect to c iff A has property P in the graph (V, c −1 (i)). In particular, by a monochromatic path in G we mean a subgraph P of (V, c −1 (i)) which is a path (for some i < r).
Throughout the paper, we use standard set theoretic notations consistent with the literature, e.g. [7] .
Paths and connectivity
It is not surprising that notions of connectivity are closely related to paths and they will indeed play an important role in our proofs. Let us introduce some terminology: Definition 3.1. Let G = (V, E) be a graph, κ a cardinal and let A ⊆ V . We say that A is κ-unseparable iff for any v = w ∈ A there are κ-many finite paths from v to w in G which only intersect in v and w. We say that A is κ-connected iff A is κ-unseparable in the graph induced by A.
The name κ-unseparable sets is justified by the following Observation 3.2. Suppose that G is a graph, κ is a cardinal and A is a set of vertices. Then the following are equivalent:
(1) A is κ-unseparable, (2) any v = w ∈ A are not separated by a set of size < κ i.e. if F is a set of vertices of size < κ not containing v, w then there is a path P in G from v to w which avoids F .
The following is obvious:
Observation 3.3. Every ω-connected countable graph is a path of order type ω. Every countable ω-unseparable set is covered by a path of order type ≤ ω.
The next lemma describes a method to find connected subsets of edge coloured graphs and was essentially proved in [6] .
<ω . Given any edge colouring c : E → r with r ∈ ω, there is a partition d c : V → r and a colour i c < r so that
In particular, A ∩ V i is ω-unseparable in colour i for all i < r and if V = A then V ic is ω-connected as well in colour i c .
The above lemma was used in [1] to deduce Theorem 1.1 and we will apply it later as well.
The next example shows that Observation 3.3 cannot be extended (word by word) to the uncountable case.
Example 3.5. There is a graph G which contains no uncountable paths however
Proof. Take a partition of ω 1 into uncountable sets
The following observation leads to a contradiction if G contains an uncountable path.
Observation 3.5.1. If a graph G = (ω 1 , E) contains a path of size ω 1 then there is a club C ⊂ ω 1 so that for all α ∈ C there is β ∈ C \ α with
Indeed, take any countable elementary submodel M of H(ω 2 ) with G, P ∈ M and let α denote the ≺ P -minimal element of P \M. Note that M ∩P is an initial segment of P and α must be a ≺ P -limit in P . Hence, the infinite set N(α)∩{ξ ∈ ω 1 : ξ ≺ P α} is contained in M ∩ ω 1 ⊆ α which finishes the proof.
However, every uncountable path contains large unseparable sets: Observation 3.6. If P is a path witnessed by an ordering of type ω 1 then {v ∈ V (P ) : |N P (v)| = ω 1 } is uncountable and ω 1 -unseparable in P .
Finally, we will use elementary submodels in certain proofs to split large, highly connected set of vertices into a sequence of smaller, well-behaved and still fairly connected sets.
is an increasing sequence of elementary submodels of H(Θ) (for some large enough cardinal Θ) with |M α | = κ α and
the sequence is continuous i.e. M β = {M α : α < β} for any limit β < cf(κ), (4) if κ is a limit cardinal then (κ α ) α<cf(κ) is a strictly increasing sequence of regular cardinals in κ,
∈ M α+1 of disjoint finite path from u to v. As M α ∈ M α+1 and |M α | < κ + α+1 , we can suppose that each path P ξ is disjoint from M α . Now, using κ α+1 ∪ {κ α+1 } ⊆ M α+1 , we get that
As each P ξ is finite, we actually have P ξ ⊆ V ∩ (M α+1 \ M α ) for ξ < κ α+1 which finishes the proof.
We refer the reader to [11] for an introduction to elementary submodels in combinatorics.
Constructing uncountable paths
Now, we present our most important tools in constructing uncountable paths with Lemma 4.6 being the main result of this section. Definition 4.1. For a path P and x ≺ P y ∈ P let P ↾ [x, y) denote the segment of P from x to y (excluding y) i.e. the graph spanned by {z ∈ V (P ) : x ≤ P z ≺ P y}. For a set A and path P we say that P is concentrated on A iff
for every ≺ P -limit y ∈ P and x ≺ P y in P .
We will use the following easy observation regularly Observation 4.2. Suppose that P is a path concentrated on a set A, p ∈ V (P ) and there is a limit element of P above p. Then there is a q ∈ A ∩ V (P ) such that p ≺ P q and P ↾ [p, q) is finite.
We will apply the next lemma multiple times: Lemma 4.3. Let G = (V, E) be a graph and κ ≥ ω. If A is a κ-unseparable subset of V then the following are equivalent:
(1) there is a path P of order type κ concentrated on A, (2) A is covered by the vertices of a path Q of order type κ concentrated on A.
Moreover, if a ∈ A and C ∈ [A] cf(κ) then in clause (2) we can construct Q with first point a and cofinal set C.
What this lemma says is that the existence of a large path concentrated on A is sufficient to construct another path which includes all of A and has a prescribed first point and cofinal set. The proof will proceed by taking the path P apart and building a new path Q using that A is a κ-unseparable.
Proof. We prove (1) ⇒ (2) by induction on κ. The result holds for κ = ω by Observation 3.3 so suppose that κ > ω and that we proved for cardinals < κ. Also,
cf(κ) and path P concentrated on A; note that we do not need to worry about C if κ is regular as every subset of A of size κ will be cofinal in Q. We distinguish two cases:
Case 1: κ > cf(κ). Let us fix an increasing cofinal sequence of regular cardinals (κ α ) α<cf(κ) in κ so that κ 0 = cf(κ) and κ β > sup{κ α : α < β} for all β < cf(κ). Claim 4.3.1. There are pairwise disjoint paths {R α : α < cf(κ)} in V \ ({a} ∪ C) concentrated on A such that (i) R 0 has order type κ 0 , R α has order type κ α + n α for some n α ∈ ω \ {0}, (ii) R 0 starts with an element of A, R α starts and finishes with an element of A for 0 < α < cf(κ), (iii) for every x, y ∈ A there are κ many pairwise disjoint finite paths from x to y in {x, y} ∪ V \ α<cf(κ) R α .
Proof. We proceed by induction on α < cf(κ). Let A = {A α : α < cf(κ)} be an increasing union with |A α | ≤ κ α . Simply choose R 0 to be a segment of P which satisfies the above conditions (on the starting point and order type). Suppose we constructed {R α : α < β} satisfying (i) and (ii) above and sets {W α : α < β} so that (a) W α ∈ [V ] κα and any two points x = y ∈ A α can be connected by κ α pairwise disjoint finite paths in {x, y} ∪ W α , and
Let X β = {R α : α < β} ∪ {W α : α < β} and note that X β has size less than κ. As the path P has κ many κ β -limit points, we can select a subpath R β of P (an interval of P starting and finishing with an element of A) of order type κ β + n β such that R β ∩ X β = ∅. We can construct now W β ⊂ V \ (X β ∪ R β ) as desired using that A β is κ-unseparable.
Fix {R α : α < cf(κ)} as above. Let C α denote a subset of A ∩ R α which is cofinal in R α ↾ κ α and let t α denote the κ α -limit point of R α for 0 < α < cf(κ). Write
Construct a sequence of paths {Q α : α < cf(κ)} concentrated on A so that (1) Q β end extends Q α for α < β < cf(κ), (2) Q α starts with a and finishes with a point
be the first limit point of R 0 above {r α : α < β}. Note that r − β = sup < R 0 {r α : α < β} if β is a limit and hence Q <β = {Q α : α < β} ∪ {r 
Claim 4.3.2. There is a path
Proof. S is constructed using R β and the inductive hypothesis for κ β . First, let us find a finite path S ′ with first point t β and the finite end segment of R β so that S ′ ∩ C = {c β } and the last point of S ′ is r β . This can be done as A is κ-unseparable.
Hence, we can apply the inductive hypothesis in V β and find a path S ′′ concentrated on A of order type κ β with first point r
Let Q β = Q <β S and thus the inductive step is done. Hence the proof for the case when κ is singular is finished.
We fix a nice sequence of elementary submodels (M α ) α<κ covering A with A, G ∈ M 1 and let A α = M α ∩A. Let p α = min ≺ P P \M α for α < κ and note that p α ∈ M α+1 and p α is a ≺ P -limit. Also, observe that
for all α < β < κ; indeed, this follows from the fact that M α ∩ P is a proper initial segment of P ↾ p β . Now, it suffices to construct a sequence of paths {Q α : α < κ} concentrated on A so that Q 1 has first point a and
is a path which is an initial segment of Q β for all α < β < κ. Indeed, {Q α : α < κ} is the path we are looking for.
Suppose we constructed Q α for α < β. Let
Note that Q <β is a path; for successor β this is ensured by (2) while for a limit β ensured by (1) and the observation about p β above.
If β is a limit, we simply let Q β = {Q α : α < β}; it is easy to see that (1) is satisfied as the chain (M α ) α<cf(κ) is continuous. Now suppose β = α + 1. Our goal is to apply the inductive hypothesis and find a path
Indeed, Q β = Q α S will satisfy (1) and (2) .
Let us pick the cofinal set mentioned in (iii) first: let
be infinite and find a path R of order type ω in M α+1 \ M α covering R − and starting in R − . The path S will end with R and hence property (iii) will be satisfied. Also, p α might not be in A but a finite segment of P connects p α to some
The path S will start with P ↾ [p α , q] and end with
; we can find a path S ′ concentrated on A which starts with
a path which is concentrated on A∩M α+1 \M α and has ordertype λ; indeed, consider an appropriate segment of the original path
We are done by letting S = S ′ R ′ .
As we will see, there are three main ingredients to constructing a path covering a set A of size κ one of which is being κ-unseparable. Definition 4.4. Suppose that G = (V, E) is graph and A ⊆ V . We say that A satisfies ♠ κ iff for each λ < κ there are κ-many pairwise disjoint paths concentrated on A each of order type λ.
If we have a fixed edge colouring we use ♠ κ,i for "♠ κ in colour i" for short. Also, let us mention an easy result for later reference:
κ . Consider the following statements:
(1) there is a path P in G of size κ concentrated on A,
(2) for all X ∈ [V ] <κ and λ < κ there is a path P of order type λ disjoint from X which is concentrated on A,
<κ and λ < κ. If κ is regular then X ∩ P must be bounded in P and hence an end segment of P is a path disjoint from X which has order type κ. If κ is singular, then µ = |X| + is less than κ and we repeat the previous argument for P ↾ µ.
(2)⇒(3): suppose that there is λ < κ and a maximal family P of pairwise disjoint paths concentrated on A of order type λ so that |P| < κ. We can apply (2) to
<κ to extend P but this contradicts the maximality of P.
<κ and λ < κ. Take a family P of pairwise disjoint paths concentrated on A each of order type λ so that |P| = κ. There is P ∈ P so that P ∩ X = ∅.
Clearly, (2) does not imply (1) as ♠ κ is easily satisfied in a graph which has no connected component of size κ.
The next lemma will be our main tool in constructing paths. (1) A is κ-unseparable, and if κ > ω then (2) A satisfies ♠ κ , and (3) there is a nice sequence of elementary submodels (M α ) α<cf(κ) for {A, G} covering A so that there is x β ∈ A \ M β , y β ∈ V \ M β with {x β , y β } ∈ E and
for all α < β < cf(κ). Then A is covered by a path P concentrated on A.
Note that condition (3) only makes sense for κ > ω; indeed, if A is countable and A ∈ M 1 then A ⊆ M 1 as well. However, every countably infinite ω-unseparable set A is covered by a path of order type ω.
Proof. If κ = ω then we can apply Observation 3.3 to finish the proof. Suppose κ > ω.
Let us fix (M α ) α<cf(κ) and {x α , y α : α < cf(κ)} as in clause (3); we can suppose that x α , y α ∈ M α+1 . Let A α = M α ∩ A for α < cf(κ). It suffices to construct a sequence of paths {P α : α < cf(κ)} concentrated on A so that (i) P β end extends
for all α < β < cf(κ). We set P = {P α : α < cf(κ)} which will finish the proof. Suppose we constructed P α for α < β as above; if β is a limit ordinal then we set P β = {P α : α < β}. Suppose that β = α + 1; note that P α (y α , x α ) is still a path regardless whether α is a limit or successor by (ii) and (iii). It suffices to find a path S ⊂ M α+1 \ M α concentrated on A starting at x α so that N(y α+1 ) ∩ A ∩ M α+1 \ M α is cofinal in S and A α+1 \ A α ⊂ S; indeed, we set P α+1 = P α (y α ) S which finishes the proof.
We will essentially repeat the proof of Lemma 4.3 in the regular case. Recall
The only difficulty here is to find such an r; if κ is limit we can use ♠ κ to find a path Q ∈ M α+1 concentrated on A of size |M α+1 | + and r can be chosen to be the first | cf(ν)|-limit of Q (note that ν < |M α+1 | + ). A finite segment of Q connects r to some r ′ ∈ Q ∩ A and we continue to construct R from this finite path. If κ is a successor then we must have κ = ν + (by the definition of a nice sequence of models) and note that
. We can start R by y and x and connect the rest of the points using that A is κ-unseparable in M α+1 \ M α . Now, we construct S with the above required properties so that it has order type ν + ω and R is the last ω many points of S. Indeed,
contains a path of order type ν concentrated on A α+1 \ A α so by applying Lemma 4.3 we can find a path S ′ starting at x α , concentrated on A and of order type ν which covers A α+1 \ (A α ∪ R) while N G (r) ∩ A is cofinal in S ′ ; we set S = S ′ R which finishes the proof.
The existence of monochromatic paths
Our goal in this section is to find large monochromatic paths in certain edge coloured graphs G by finding a set A ⊆ V (G) which satisfies all three conditions of Lemma 4.6 in a colour. 5.1. Preparations. As we stated in the introduction, we aim to deal with certain graphs which are almost complete:
Let us start with some basic observations. Observation 5.2.
(
κ spans a κ-complete subgraph.
To prove our decomposition result about κ-complete graphs, we need to look at edge-colourings of certain large bipartite graphs. Let κ be a cardinal. We let K κ,κ denote the complete bipartite graph with classes of size κ.
We let H κ,κ denote the graph (κ × {0} ∪ κ × {1}, E) where
H κ,κ is a bipartite graph and we call the set of vertices κ × {0} in H κ,κ the main class of H κ,κ . If H denotes a copy of H κ,κ then let H ↾ α stand for H κ,κ ↾ α × 2 for any α < κ.
In order to carry out our proofs we need to introduce a class of graphs closely related to the graph H κ,κ . Definition 5.3. We say that a graph G = (V, E) is of type H κ,κ iff V = A ∪ B where A = {a ξ : ξ < κ}, B = {b ξ : ξ < κ} are 1-1 enumerations and
We will call A the main class of G and (A, B) with the inherited ordering is the H κ,κ -decomposition of G. As before, we use the notation G ↾ λ to denote G ↾ {a ξ , b ξ : ξ < λ}.
We will mainly apply this definition in two cases: when the classes A and B of the graph G of type H κ,κ are disjoint (i.e. G is isomorphic to the graph H κ,κ ) and when the main class equals V (G).
κ for some cardinal κ and A is the increasing union of sets {A α : α < cf(κ)} where |A α | < κ and
. Then there is a subgraph H of G of type H κ,κ with main class A.
Proof. Find an enumeration A = {a ξ : ξ < κ} so that for every ζ < κ there is α ζ < cf(κ) with {a ξ : ξ ≤ ζ} ⊆ A α ζ . Hence
Now, we can inductively find vertices b ζ ∈ N[{a ξ : ξ ≤ ζ}] \ {b ξ : ξ < ζ} for all ζ < κ and hence A ∪ {b ξ : ξ < κ} is the type H κ,κ subgraph.
Observation 5.5. Suppose that G = (V, E) is of type H κ,κ with main class V . Then there is a κ-complete graph embedded in G.
Conversely, if G = (V, E) is a κ-complete graph of size κ then G is of type H κ,κ with main class V .
Proof. If (A,
This result is trivial for the graph H κ,κ , however we have to be somewhat cautious when the two classes of H intersect.
Proof. Let A = {a ξ : ξ < κ}, B = {b ξ : ξ < κ} witness that H is of type H κ,κ . We define an increasing sequence of paths {P α : α ∈ D} where D = {α < κ : α is a limit of limits} by induction on α such that (1) P α is a path concentrated on A, (2) P α ∩ A is a cofinal subset of P α , (3) P α ⊆ H ↾ α + ω + ω, and (4) P α covers a α for all α ∈ D.
Let us define P 0 inductively as (p 0 n : n ∈ ω) where p 0 n = a ln where l n = min{l ∈ ω : a l / ∈ {p 0 m : m < n}} if n is even, b ω+kn where k n = min{k ∈ ω : b ω+k / ∈ {p 0 m : m < n}} if n is odd. Suppose that P α is defined for α < β where β ∈ D and let P <β = {P α : α ∈ β ∩ D}. Let δ = min{ζ ∈ κ : (P <β ∪ {a β }) ⊆ H ↾ ζ}. It is easy to see that δ ≤ β. Observe that P <β (b δ+ω ) is a path concentrated on A. Let
By induction on n < ω, define
We let
Finally, set P = {P α : α ∈ D} and note that P is a path concentrated on A which also covers A.
Let (IH)
κ,r denote the statement that for any r-edge colouring of a graph G of type H κ,κ with main class A, there is an X ⊆ A of size κ and i < r so that X satisfies all three conditions of Lemma 4.6 in colour i.
Note that in Lemma 3.4 we showed that (IH) ω holds. Furthermore:
Observation 5.7. For any graph G of type H κ,κ , the main class of G satisfies all three conditions of Lemma 4.6. In particular, (IH) κ,1 holds for all κ.
Proof. Fix G of type H κ,κ with main class A = {a ξ : ξ < κ} and second class B = {b ξ : ξ < κ}; we suppose κ > ω. A is clearly κ-unseparable and ♠ κ is satisfied by Observation 5.6 and Observation 4.5. Now, for the third property take any nice sequence of elementary submodels (M α ) α<cf(κ) covering A with A, G ∈ M 1 and suppose that the enumeration {a ξ : ξ < κ} is also in M 1 . Let x β = a ξ β , y β = b ξ β where ξ β = min(κ \ M β ). Now {x β , y β } ∈ E, x β , y β ∈ M β+1 \ M β and we need to show that
for all α < β. Fix α < β and look at ξ α = min(κ \ M α ). As ξ α < ξ α + ω < ξ β , we get that
From now on in this section, we work towards showing that (IH) κ holds for all κ. Note that once (IH) κ is proved, Lemma 4.6 implies that every finite-edge coloured graph G of type H κ,κ contains a monochromatic path of size κ.
5.2.
The first main step. We wish to determine if a subset A of an edge coloured graph satisfies condition (3) of Lemma 4.6 in a given colour. <κ so that A \Ã is covered by a graph H of type H κ,κ with main class A \Ã so that i / ∈ ran(c ↾ E(H)).
We need the following claims:
Claim 5.8.1. Suppose that κ ≥ cf(κ) = µ > ω, c is an r-edge colouring of a graph G = (V, E) of type H κ,κ with H κ,κ -decomposition (A, B). Suppose that {M α : α < µ} is a nice κ-chain of elementary submodels covering V with G, A, B, c ∈ M 1 . If i < r then either (a) there is a club C ⊆ µ so that for every β ∈ C there is x β ∈ A \ M β , y β ∈ B \ M β such that c(x β , y β ) = i and
<κ so that A \Ã is covered by a graph H of type H κ,κ with main class A \Ã so that i / ∈ ran(c ↾ E(H)).
Proof. Suppose that (a) fails i.e. there is a stationary set S ⊂ µ so that for all β ∈ S and x ∈ A \ M β , y ∈ B \ M β with c(x, y) = i we have
Observation 5.8.1. If there is an α ∈ S and λ < κ so that
Indeed, we can apply Observation 5.4 to A \Ã in the graph G =i for the initial segments of the H κ,κ ordering.
Otherwise, we distinguish two cases: Case 1: κ is regular. Recall that we have M α ∩ κ ∈ κ and hence x ∈ A ∩ M α , y ∈ B \ M α implies {x, y} ∈ E. Select x β ∈ A \ M β and y β ∈ B \ M β with c(x β , y β ) = i; this can be done by Observation 5.8.1. Hence
for some α < β. That is, there is α(β) < β so that
for all β ∈ S ∩ lim(µ) (where lim(µ) denotes the set of limit ordinals in µ).
Apply Fodor's pressing down lemma to the regressive function β → α(β) on the stationary set S ∩ lim(κ) and find stationary T ⊆ S ∩ lim(κ) andα ∈ κ so that α(β) =α for all β ∈ T . It is easy to see that (b) is satisfied withÃ = A ∩ Mα. Indeed, if x ∈ A α = A ∩ M α \Ã and β ∈ T \ α then {x, y β } ∈ E and c(x, y β ) = i (for any α ∈ κ \α). In turn
Hence we can apply Observation 5.4 to A \Ã in G =i .
Case 2: κ is singular. Recall that κ α = |M α | is a strictly increasing cofinal sequence of cardinals in κ \ cf(κ). Select x β ∈ A \ M β and find N(x β , i) for each β ∈ S; this can be done by Observation 5.8.1. We can suppose, by shrinking Y β , that there is a finite set F β and α(β) < β with
for all y ∈ Y β . The importance here is that α(β) and N(y, i) ∩ A ∩ M β \ M α(β) does not depend on y ∈ Y β which can be done as there are only |β| choices for α(β) and κ β choices for F β while κ + β choices for y ∈ Y β . Apply Fodor's pressing down lemma to the regressive function β → α(β) and find a stationary T ⊆ S andα ∈ cf(κ) so that α(β) =α for all β ∈ T . Let A = (A ∩ Mα) ∪ {F β : β ∈ T } and note that |Ã| < κ.
As before, if x ∈ A α = A ∩ M α \Ã and β ∈ T \ α then {x, y} ∈ E and c(x, y) = i for any y ∈ Y β and α ∈ κ \α. In turn
Claim 5.8.2. Suppose that κ > ω = cf(κ) and c is an r-edge colouring of a graph G = (V, E) of type H κ,κ with H κ,κ -decomposition (A, B). Suppose that {M n : n ∈ ω} is a nice κ-chain of elementary submodels covering V with G, A, B, c ∈ M 1 . If i < r then either (a) there is an increasing sequence {n k : k ∈ ω} ⊆ ω with n 0 = 0 such that for all k < ω there is x k ∈ A \ M n k+1 , y k ∈ B \ M n k+1 with c(x k , y k ) = i and
Proof. Suppose that (a) fails; hence there is an ℓ ∈ ω such that for every x ∈ A \ M n , y ∈ B \ M n with c(x, y) = i we have
Observation 5.8.2. If there is n ∈ ω and λ < κ so that N(x, i) ≤ λ for all x ∈ A \ M n then (b) holds withÃ = A ∩ M n .
Indeed, we can apply Observation 5.4 to A \Ã in the graph
|Mn| + with Y n ⊂ N(x n , i) for all n ∈ ω \ ℓ. We can suppose, by shrinking Y n , that there is a finite a n ⊂ A ∩ M n so that N(y, i) ∩ A ∩ M n \ M ℓ = a n for all y ∈ Y n . LetÃ = (A ∩ M ℓ ) ∪ {a n : n ∈ ω \ ℓ}. As before, in Case 2 of the proof of Claim 5.8.1, applying Observation 5.4 to A \Ã in G =i finishes the proof.
Hence, we arrived at the 
5.3.
The second main step. Now, we would like to determine if, in an edge coloured graph of type H κ,κ , a κ-unseparable subset satisfies ♠ κ in some colour.
Lemma 5.9. Let κ be an infinite cardinal. Suppose that c is an r-edge colouring of a graph
κ and suppose that X is κ-unseparable in all colours i ∈ I. If (IH) λ holds for λ < κ then either (a) there is an i ∈ I such that X satisfies ♠ κ,i , or
<κ and a partition {X j : j ∈ r \ I} of X \X such that
for all x, x ′ ∈ X j and j ∈ r \ I.
In particular, the sets X j given by condition (b) are κ-unseparable in colour j in X j . Moreover, if B ⊂ X then there is j ∈ I \ r so that X j is κ-connected in colour j.
The proof of Lemma 5.9 (at the end of Section 5.3) will be achieved through a series of claims below. The main application of Lemma 5.9 is in the proof of Theorem 5.10.
Definition 5.9.1. Suppose that λ is a cardinal, G = (V, E) is graph with an redge colouring c. A λ-configuration in colours I ⊆ r is a pairwise disjoint family X = {a ξ : ξ < λ} ⊂ [V ] <ω and points Y = {y ξ : ξ < λ} such that
for all ξ ≤ ζ < λ.
Claim 5.9.1. Suppose that λ is a cardinal, G = (V, E) is graph with an r-edge colouring c. Let X , Y be a λ-configuration in colours I ⊆ r. Suppose that for each
Then (IH) λ,|I| implies that there is an i ∈ I and a path P in colour i concentrated on X which is inside V i and has order type λ.
Proof. Let X = {a ξ : ξ < λ} and Y = {y ξ : ξ < λ} denote the λ-configuration. By setting a ′ ξ = {a ξ+i : i < |I| + 1} and y ′ ξ = y ξ+|I|+1 for ξ < λ limit we get that for all limit ordinals ξ ≤ ζ < λ there is an i ∈ I so that
As {a ′ ξ : ξ < λ limit}, {y ′ ξ : ξ < λ limit} is also a λ-configuration in colours I, we will suppose that the original λ-configuration had this property already.
Also, by thinning out, we can suppose that ( X ) ∩ Y = ∅ and for all i ∈ I, ξ < λ and x, x ′ ∈ a ξ there are λ many disjoint finite i-monochromatic paths in V i from x to x ′ which avoid Y and all other points of X . Define a colouring of the graph H λ,λ by d((ξ, 0), (ζ, 1)) = i iff |{x ∈ a ξ : c(x, y ζ ) = i}| ≥ 2 and i is minimal such. Note that d is well defined by our previous preparation. Now (IH) λ,|I| implies that there is a path Q of colour i and size λ concentrated on the main class of H λ,λ for some i ∈ I.
Subclaim 5.9.1. There is a path P of colour i and order type λ in G ↾ V i concentrated on X .
Proof. Let Q = {q ν : ν < λ} witness the path ordering; recall that each point q ν in Q corresponds to a finite set a ξ(ν) or a single vertex {y ξ(ν) } from the λ-configuration and we identify q ν with this set. Moreover, q ν must be of the form y ξ(ν) for every limit ν < λ as Q is concentrated on the main class of H λ,λ .
Our goal is to define disjoint finite paths R ν of colour i in G ↾ V i so that q ν ⊂ R ν while the concatenation (R ν : ν < λ) gives a path of colour i in G ↾ V i .
Construct (R ν : ν < λ) by induction on ν < λ so that
moreover, if q ν = a ξ(ν) then ν = µ + 1 and we make sure that (iv) the first point of R ν is a vertex v ∈ a ξ(ν) so that c(v, y ξ(µ) ) = i, and (v) the last point of R ν is a vertex w ∈ a ξ(ν) so that c(w, y ξ(ν+1) ) = i. If we can achieve this, (R ν : ν < λ) gives a path of colour i concentrated on A. Note that the only difficulty in this construction is to satisfy the last two requirements; indeed, we always have λ many disjoint finite paths of colour i connecting two arbitrary points of any a ξ (avoiding all other points in question).
How to find the first and last point of R ν if q ν = a ξ(ν) ? As ν = µ + 1 for some µ < λ and by the definition of a path and the colouring d on H λ,λ we have
and we pick a single such v ∈ a ξ(ν) which in turn satisfies (iv) above.
Second, d(q ν , q ν+1 ) = i hence {x ∈ a ξ(ν) : c(x, y ξ(ν+1) ) = i} has at least two elements so we can pick w ∈ {x ∈ a ξ(ν) : c(x, y ξ(ν+1) ) = i} \ {v} which will satisfy (v) above. <λ there is a ∈ [A \Ã] <ω so that |B \ {N(x, i) : x ∈ a, i ∈ I}| < κ then there is a λ-configuration X , Y in colours I so that X ⊆ A.
Proof. We build the sequences X = {a ξ : ξ < λ} and Y = {y ξ : ξ < λ} inductively so that |B \ {N(x, i) : x ∈ a ξ , i ∈ I}| < κ for all ξ < λ. Given {a ξ : ξ < ζ} and {y ξ : ξ < ζ} we setÃ = {a ξ : ξ < ζ}. Our assumption gives a finite set a ζ ∈ [A \Ã] <ω so that |B \ {N(x, i) : x ∈ a ζ , i ∈ I}| < κ.
As X ζ = {a ξ : ξ ≤ ζ} has size < λ ≤ cf(κ), X ζ is contained in an initial segment of the H κ,κ ordering. In turn,
Finally, as |X ζ | < κ, the set
has size κ. Picking y ζ ∈ Y ζ \ {y ξ : ξ < ζ} finishes the proof.
Claim 5.9.3. Suppose that c is an r-edge colouring of a graph G = (V, E) of type H κ,κ with H κ,κ -decomposition (A, B) . Let I ⊆ r and X ⊆ A. If
<ω then there is a partition {X j : j ∈ r \ I} of X so that
for all x, x ′ ∈ X j and j ∈ r \ I. In particular, the sets X j are κ-unseparable in colour j in X j ∪ B and if B ⊆ X then there is j ∈ I \ r so that X j is κ-connected in colour j.
Proof. Take a uniform ultrafilter U on B so that
<ω . Define X j = {x ∈ X : N(x, j) ∈ U} for j < r and note that
It is clear that
for all x, x ′ ∈ X j and j ∈ r\I and hence X j is κ-unseparable in colour j. Furthermore, if B ⊆ X then there is a j ∈ r \ I so that X j ∩ B ∈ U and hence X j is κ-connected in j as
Claim 5.9.4. Suppose that H is of type H κ,κ with classes A, B, λ < κ and c is an r-edge colouring of H with I ⊆ r. If there is no λ-configuration X , Y in colours I with X ⊆ A then there isÃ ∈ [A] <κ so that
Proof. First, suppose that κ = cf(κ). Apply Claim 5.9.2 to the graph H and λ = κ and findÃ ∈ [A] <κ so that
<ω . Second, suppose that κ > cf(κ) and fix an increasing cofinal sequence of regular cardinal (κ α ) α<cf(κ) in κ so that κ 0 > λ. Let H α denote H ↾ κ α ; H α is a graph of type H κα,κα and let A α , B α denote the two classes. Note that H α still has no λ-configuration in colours I and hence we can apply Claim 5.9.2 to the graph H α with λ < κ α : there isÃ α ∈ [A α ] <λ so that
<ω then a ⊆ A α \Ã α for any large enough α < cf (κ) and hence
for any large enough α < cf (κ). In turn
Proof of Lemma 5.9. Suppose that condition (a) fails. In particular, for all i ∈ I there is λ i < κ and X * i ⊂ A of size less than κ so that there is no path of colour i concentrated on X and order type λ i disjoint from X * i . Let λ = max{λ i : i ∈ I} and X * = {X * i : i ∈ I}. Now, there is no path of colour i ∈ I and of order type λ in X \ X * concentrated on X. Now find a graph H of type H κ,κ in G with main class X \ X * and second class B ′ ; this can be done by Observation 5.4. As (IH) λ,|I| holds, Claim 5.9.1 implies that there is no λ-configuration X , Y in colours I with X ⊆ X \ X * . Apply Claim 5.9.4 in H and findÃ ∈ [X \ X * ] <κ so that
<ω . Hence Claim 5.9.3 applied to X \ (X * ∪Ã) provides the desired partition and hence clause (b) of Lemma 5.9.
5.4.
The existence of monochromatic paths. We arrived at our first main result which shows, together with Lemma 4.6, the existence of large monochromatic paths in edge coloured graphs of type H κ,κ : Theorem 5.10. (IH) κ holds for all infinite κ. In particular, if G is a graph of type H κ,κ with a finite-edge colouring then we can find a monochromatic path of size κ concentrated on the main class of G.
Proof. We prove (IH) κ,r by induction on κ and r ∈ ω. (IH) ω holds by Lemma 3.4 and Lemma 4.6 so we suppose that κ > ω. Also, (IH) κ,1 holds by Observation 5.7.
Now fix an r-edge colouring of a graph G of type H κ,κ with H κ,κ -decomposition (A, B) .
First, we can suppose that any X ∈ [A] κ satisfies condition (3) of Lemma 4.6 in all colours. Indeed, given X we can find a graph H X of type H κ,κ in G with main class X (by applying Observation 5.4). Given any colour i < r, Lemma 5.8 applied to H X and colour i tells us that if X fails condition (3) of Lemma 4.6 in colour i then we can find a graph H ′ X of type H κ,κ (with main class X minus a set of size < κ) which is only coloured by r \ {i}. Hence we can apply the inductive hypothesis (IH) κ,r−1 to H ′ X which finishes the proof. Now, find a maximal I ⊆ r so that there is X ∈ [A] κ such that X is κ-unseparable in all colours i ∈ I. Fix such an I and X. The following claim finishes the proof.
Claim 5.10.1. There is i ∈ I such that ♠ κ,i holds for X.
Proof. Suppose that X fails ♠ κ,i for all i ∈ I. If |I| < r then apply Lemma 5.9 in G to the set X and set of colours I. As X fails ♠ κ,i for all i ∈ I, condition (b) of Lemma 5.9 must hold; in turn, there is a colour j ∈ r \ I and a set X j ∈ [X] κ so that X j is κ-unseparable in colour j as well. The fact that X j is κ-unseparable in each colour i ∈ I ∪ {j} contradicts the maximality of I.
Hence I = r must hold. Now, for each i < r there is λ i < κ and A * i ⊂ A of size less than κ so that there is no path of colour i concentrated on X which has order type λ i and is disjoint from A * i . Let λ * = max{λ i : i < r} and A * = {A * i : i < r}. Now, there is no path of colour i < r and of order type λ * which is concentrated on X and is disjoint from A * . There is a graph H of type H κ,κ in G with main class X \ A * (by Observation 5.4) and the initial segment H ↾ λ * is of type H λ * ,λ * . As (IH) λ * ,r holds, we can find a path of type λ * in H ↾ λ * which is concentrated on the main class and hence on X. This path is also disjoint from A * which contradicts our previous assumption.
The first decomposition theorem
Our goal now is to prove a path decomposition result for a large class of bipartite graphs which contains H κ,κ . Definition 6.1. Suppose that G = (V, E) is a graph, A ⊆ V and κ is a cardinal. We say that A is (A, κ) 
In this section, A will always denote a finite set of ⊆-increasing families (indexed by I) and λ = (λ i ) i∈I denotes the length of these families.
Given A and α = (α i ) i∈I ∈ Π λ we will write [ α] A for i∈I A i α i
. We call sets of the form [ α] A an A-box. Furthermore, α ≤ β will stand for α i ≤ β i for all i ∈ I.
Note that if A is (∅, κ)-centered then |N G [A]| = κ. Also, the main class of a graph G of type H κ,κ is clearly (A, κ)-centered where A is a single increasing cover formed by the initial segments of the H κ,κ ordering.
Our final goal in this section is to prove the following:
Theorem 6.2. Suppose that G = (V, E) is a bipartite graph on classes A, B where |A| = κ. Suppose that A is (A, κ)-centered for some A. Then for any finite edge colouring of G, A is covered by disjoint monochromatic paths of different colours.
We start with basic observations:
for every finite F ⊆ A there is an A-box Z covering F . In particular, any two points of A are joined by κ-many disjoint paths of length 2 and hence A is κ-unseparable. 
Given a set of increasing covers
In particular, we can always suppose that λ i = cf(λ i ), each cover is strictly increasing and hence λ i ≤ |A|.
We say that a set of vertices
Our first non-trivial result connects the previously developed theory of H κ,κ to this new notion of (A, κ)-centered subsets.
Lemma 6.7. Suppose that G = (V, E) is a bipartite graph on classes A, B where |A| = κ, and A is (A, κ)-centered for some A. Then there is a copy H of the graph H κ,κ with main class X ⊆ A.
Proof. We can suppose that λ i = cf(λ i ) ≤ κ for all i ∈ I by Observation 6.5. Find a maximal J ⊆ I such that there is α j < λ j for j ∈ J so that X −1 = j∈J A j α j has size κ. Note that J might be empty in which case X −1 = A. Note that X −1 = {X −1 ∩ A i α : α < λ i } is a union of sets of size < κ and hence cf(κ) ≤ λ i = cf(λ i ) for all i ∈ I \ J. Without loss of generality, I = J otherwise K κ,κ embeds into G. Let us fix J, α j and A j α j for j ∈ J as above. First, suppose that κ is a limit cardinal and take a strictly increasing cofinal sequence (κ ξ ) ξ<cf(κ) in κ. Now inductively find (α i (ξ)) i∈I\J ∈ Π i∈I\J λ i for ξ < cf(κ) so that (α i (ξ)) i∈I\J ≤ (α i (ζ)) i∈I\J and
Suppose (α i (ξ)) i∈I\J is constructed for ξ < ζ. List I \ J as {i 0 , ..., i m }. First, find
This finishes the inductive construction.
Let X = {X ξ : ξ < cf(κ)} and note that X ξ has size < κ and |N[X ξ ]| = κ since X ξ is an A-box for each ξ < cf(κ). Observation 5.4 can be applied now to find a copy H of H κ,κ with main class X.
If κ = µ + we inductively find (α i (ξ)) i∈I\J ∈ Π i∈I\J λ i for ξ < cf(κ) so that
has size µ and X ξ X ζ for all ξ ≤ ζ < κ. First, note that λ i = κ for all i ∈ I \ J. As before, suppose (α i (ξ)) i∈I\J is constructed for ξ < ζ and list I \ J as {i 0 , ..., i m }. Fix x ∈ X −1 \ {X ξ : ξ < ζ}. Suppose we have α i 0 (ζ), ..., α i k−1 (ζ) for some k < m so that
. Indeed, we cannot write a set of size µ as an increasing union of µ + sets of size < µ. Finally, let X = {X ξ : ξ < κ}. As before, X ξ has size < κ and |N[X ξ ]| = κ for each ξ < κ. Hence Observation 5.4 can be applied to find a copy H of H κ,κ with main class X.
The next lemma shows that the property of being "(A, κ)-centered for some A" is inherited by subgraphs in a strong sense.
Lemma 6.8. Suppose that G = (V, E) is a bipartite graph on classes A, B and A is (A, κ)-centered for some A. Suppose that H is a subgraph of G such that
Proof. We define A ′ by extending A ↾ X with at most two new covers depending on the size of X and on κ being a limit or successor cardinal.
First, if X happens to have size κ then let (X 0 α ) α<cf(κ) be an increasing sequence of subsets of X of size less than κ with union X. We put (X 0 α ) α<cf(κ) into A ′ if |X| = κ. Second, if κ is a limit cardinal then let us take a strictly increasing cofinal sequence (κ α ) α<cf(κ) in κ and let
has size κ.
Lemma 6.8 is the reason we work with this new class of bipartite graphs instead of H κ,κ . Note that if X is a subset of the main class of H κ,κ then X is not necessarily covered by a subgraph isomorphic to H λ,λ for some λ ≤ κ.
The next lemma is our final preparation to the proof of Theorem 6.2. , κ) -dense in G, and (2) | ran(c ↾ E(G 0 ))| is minimal among subgraphs G 0 of G satisfying (1) then (3) for every i ∈ ran(c ↾ E(G 0 )) and every X ∈ [A 0 ] κ there is a set of κ independent edges {{x α , y α } : α < κ} ⊆ c −1 (i) so that {x α : α < κ} ⊆ X and {y α : α < κ} is (A, κ)-dense in G.
Proof. Suppose A = {(A i α ) α<λ i : i ∈ I} and λ = (λ i ) i∈I as before. Again, we can suppose that Π λ has size ≤ κ by Observation 6.5. Take a subgraph G 0 of G which satisfies (1) and suppose that (3) fails; we will show that | ran(c ↾ E(G 0 ))| is not minimal i.e. (2) fails.
Let i ∈ ran(c ↾ E(G 0 )) and X ∈ [A 0 ] κ witness that condition (3) fails. Enumerate Π λ as { α(ξ) : ξ < κ} such that each α ∈ Π λ appears κ times. Start inductively building independent edges {{x ξ , y ξ } :
There must be a ζ < κ such that we cannot pick {x ζ , y ζ }. That is, every edge from X \ {x ξ : (1); indeed, A 1 has size κ and Observation 6.6 implies that B 1 is (A, κ)-dense in G. Finally, i / ∈ ran(c ↾ E(G 1 )) implies | ran(c ↾ E(G 1 ))| < | ran(c ↾ E(G 0 ))| and we are done.
Proof of Theorem 6.2. We prove the statement by induction on r ≥ 1 for every G = (V, E), A and c simultaneously.
First, suppose r = 1. Lemma 6.7 implies that we can find a copy H of H κ,κ in G with main class X ⊆ A. Hence, by Theorem 5.10, there is a path P of size κ which is concentrated on X. As A is κ-unseparable (by Observation 6.3) we can cover A by a single path in G using Lemma 4.3. Now, suppose we proved the statement for r − 1 and fix G = (V, E), A and an r-edge colouring c. We will show that there is a colour i < r and a path P of colour i in G such that A \ P is one class of a bipartite subgraph
Once we find such a path P and subgraph G 1 , applying the inductive hypothesis finishes the proof. (2) . Hence, by Lemma 6.9, for every i ∈ ran(c ↾ E(G 0 )) and every X ∈ [A 0 ] κ there is a set of κ independent edges {{x α , y α } : α < κ} ⊆ c −1 (i) so that {x α : α < κ} ⊆ X and {y α : α < κ} ⊆ B 1 0 is (A, κ)-dense in G. Now, embed a copy H of H κ,κ in G 0 0 using Lemma 6.7. By Theorem 5.10, we can find i < r and a set X in the main class of H which satisfies all three conditions of Lemma 4.6 in colour i. By (2), there is a set of κ independent edges {{x α , y α } : α < κ} ⊆ c −1 (i) in G Proof. The proof goes by an easy induction of length κ.
Note thatX still satisfies all three condition of Lemma 4.6 in V \Y 1 and |N G (x, i)∩ Y 1 | < κ for all x ∈ A \X. Now find a path P of colour i in V \ Y 1 which covers X; this can be done by Lemma 4.6. Note that A \ P is (A ↾ A \ P, κ)-centered in G ↾ (A \ P ∪ Y 1 ) and the subgraph
satisfies the assumptions of Lemma 6.8. In particular, A \ P is (A ′ , κ)-centered for some finite A ′ ⊇ A ↾ A \ P in G 1 . This finishes the proof.
The main decomposition theorem
At this point, it would be rather easy to show (using Theorem 6.2) that every κ-complete graph is covered by 2r (not necessarily disjoint) monochromatic paths. However, we prove the following much stronger theorem which is the main result of this paper: Theorem 7.1. Suppose that c is a finite-edge colouring of a κ-complete graph G = (V, E). Then the vertices can be partitioned into disjoint monochromatic paths of different colours.
Proof. We can suppose κ > ω. First, note that any κ-complete graph G = (V, E) is actually |V |-complete; thus it suffices to prove the theorem for κ-complete graphs of size κ. The next arguments will be reminiscent of the proof of Theorem 5.10.
Claim 7.1.1. Suppose that c is an r-edge colouring of G with r ∈ ω. Then there is A ∈ [V ] κ and i < r so that A is κ-connected in colour i < r and satisfies ♠ κ,i in G ↾ A at the same time.
Proof. Suppose there is no such A. By a finite induction, we construct sets A 0 ⊇ A 1 ⊇ . . . of size κ and a 1-1 sequence i 0 , i 1 , . . . in r so that A k is κ-connected in colour i k .
Suppose k = 0. As G is of type H κ,κ with main class V (see Observation 5.5) we can apply Claim 5.9.3 with I = ∅ and X = V . We find a colour i 0 and a set A 0 of size κ which is connected in colour i 0 .
Suppose k < r − 1 and we defined A k . As A j must fail ♠ κ,i j in G ↾ A j for all j ≤ k, we have A * j ∈ [A j ] <κ and λ j < κ such that there is no path P in colour i j in G ↾ (A j \ A * j ) which is concentrated on A j and has order type λ j . Let A * = {A * j : j ≤ k} and λ = max{λ j : j ≤ k}. Note that H = G ↾ (A k \ A * ) is of type H κ,κ with main class A k \ A * and there is no λ-configuration in colours I = {i j : j ≤ k} inside H. Indeed, otherwise Claim 5.9.1 would imply that there is a path of type λ in colour i j inside in G ↾ (A j \ A * j ) for some j ≤ k (recall that A k \ A * is κ-unseparable in colour i j in G ↾ (A j \ A * j ). Hence, Claim 5.9.4 and 5.9.3 implies that we can find a set A k+1 ∈ [A k ] κ and colour i k+1 ∈ r \ {i j : j ≤ k} so that A k+1 is κ-connected in colour i k+1 .
Suppose we defined A r−1 . By assumption, A r−1 fails ♠ κ,i in G ↾ A r−1 for all i < r. However, Theorem 5.10 implies the existence of a monochromatic path of size κ in some colour i < r which in turn implies that ♠ κ,i must hold for some i < r by Observation 4.5. κ and i < r so that Y ⊆ A and A\Z satisfies all three conditions of Lemma 4.6 in colour i in G ↾ (A\Z) for all Z ⊆ Y . Moreover, we can suppose that A is a maximal κ-connected subset.
In particular, A\Z is a single path of colour i for every choice of Z ⊆ Y by Lemma 4.6.
Open problems
It is a natural question if one can extend our result to infinite complete bipartite graphs:
Conjecture 8.1. Suppose that the edges of an infinite complete bipartite graph are coloured with r ∈ ω colours. Then we can partition the vertices into 2r − 1 disjoint monochromatic paths.
Note that Theorem 6.2 implies that we can find a cover (not necessarily disjoint) by 2r monochromatic paths. Conjecture 8.1 appeared for finite graphs in [8] and is proved for the countably infinite case in [10] .
One can consider the monochromatic path decomposition problem when the edges of the complete graph are coloured with infinitely many colours. There is a simple limitation of proving a monochromatic path decomposition theorem, namely one might not be able to decompose the vertices into sets so that each set is connected in some colour. This problem was investigated by A. Hajnal, P. Komjáth, L. Soukup and I. Szalkai in [6] .
Let us remain in the realm of ω-colourings for now. A possible first step towards a general result could be looking at the following Ramsey-theoretic problem: let P denote the class of cardinals κ such that for every edge colouring c : [κ] 2 → ω of K κ there is a monochromatic path of size κ. It is easy to colour the edges of K ω 1 with ω colours without monochromatic cycles and hence ω 1 / ∈ P. Furthermore, note that if κ satisfies the partition relation κ → (κ) 2 ω then κ ∈ P hence many large cardinals are in P. Problem 8.2. Can we prove that P is non empty in ZFC? If so, what is min P? ω 2 or c + seem to be natural candidates for min P.
