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A promising method of learning from human feedback is reward shaping, where a
robot is trained via human-delivered instantaneous rewards. The existing approach,
which requires numerous reward signals about the quality of agent’s actions from
the human trainer, is based on a number of assumptions about human capabilities.
For example, it assumes that humans can provide a precisely correct feedback to
an agent’s action, or that they would always prefer to train an agent by means of
reward signals, or that they can assess an agent’s actions for any length of training.
In this thesis, we have relaxed these assumptions and have addressed two important
issues which are not handled by the existing approach. First, how to compute a
potential function using human feedback which can indicate the correctness of an
action in terms of increasing or decreasing potential. Second, how to design training
methods which cater to human preferences. Furthermore, we have identified that
there are two important preferences of a human trainer in the application of reward
shaping: (a) a preference to transfer knowledge by providing demonstrations and (b)
a preference for short training durations. To address these issues, we have introduced
three new methods of computing rewards from human-feedback.
The first method, named rewards from state preference, takes human feedback as
preferences of states in terms of distance to the goal state. It removes the assumption
of highly accurate evaluative feedback from the user. It computes a high-quality po-
tential function for potential-based reward shaping from only a few human feedbacks.
Using feedbacks as state preferences, a ranking model is learned which computes a
complete ranking of states. These state rankings define a potential function for
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potential-based reward shaping. This method learns a policy much faster than a
reinforcement learner which is trained without human feedbacks.
The second method, named rewards from action labels, replaces the traditional
evaluative-style feedback approach with a demonstration-style feedback approach.
The method caters to the human preference of providing a demonstration. It takes
human-feedback as an action label for the current state, which is similar to providing
demonstrations. The agent acts using its own policy. A reward function is computed
by comparing agent’s action with the action label. We found that this method can
be favorable to a näıve user as compared to the traditional evaluative-style feedback
method.
Finally, the third method, named rewards from part-time trainers, is designed to
reduce the load of a single dedicated trainer by curtailing the length of a training
session. A policy is taught by a number of trainers. Each trainer provides reward
signals for a small number of steps. Experiments, using online crowd, showed that
the random part-time trainers can collectively train a good policy. In a survey,
conducted for this method, people overwhelmingly voted in favor of the idea of
training for a short duration.
Overall, this thesis contributes towards further enhancing the application scope of
reward shaping. It develops three new efficient techniques of conducting reward
shaping using human feedbacks of different types.
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4.9 Instructions provided to the näıve users on AMT before they accepted
to take part in the study. . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.10 Instructions provided to the users on AMT to complete practice for
training using SfIR. It also shows the interface used to provide positive
and negative rewards. . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.11 Instructions provided to the users on AMT to train the agent using
SfIR. It also shows the interface used to provide positive and negative
rewards. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.12 Instructions provided to the users on AMT to practice training the
agent using SfID. It also shows the interface used to provide the action
labels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
List of Figures XI
4.13 Instructions provided to the users on AMT to actually train the agent
using SfID. It also shows the interface used to provide the action labels.131
4.14 Results for the first question of the survey. . . . . . . . . . . . . . . 132
4.15 Results for the second question of the survey. . . . . . . . . . . . . . . 133
4.16 Results for the third question of the survey. . . . . . . . . . . . . . . 133
4.17 Results for the fourth question of the survey. . . . . . . . . . . . . . . 133
4.18 Results for the fifth question of the survey. . . . . . . . . . . . . . . . 134
4.19 Results for the sixth question of the survey. . . . . . . . . . . . . . . 135
4.20 (a) State before action. (b) State after action. . . . . . . . . . . . . . 138
5.1 A simple scenario of single trainer providing numeric rewards to each
action. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.2 A scenario of multiple trainers providing numeric rewards to each
action for a fixed number of steps. . . . . . . . . . . . . . . . . . . . . 150
5.3 The proposed framework to sequentially learn a policy . . . . . . . . 151
5.4 Training phase web interface . . . . . . . . . . . . . . . . . . . . . . . 152
5.5 Comparison of the learning performance of the crowd policies and the
export policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.6 Offline test performance for three crowd policies, individual teacher’s
policy and simulated expert policies . . . . . . . . . . . . . . . . . . . 158
5.7 Positive versus negative rewards by part-time trainers for three poli-
cies learned via rewards from part-time trainers framework. The hor-
izontal axis represents the number of episodes. . . . . . . . . . . . . . 161
5.8 Comparison of positive versus negative rewards by part-time trainers
(averaged for the three policies learned via rewards from part-time
trainers framework) and by a full-time trainer. The horizontal axis
represents the number of episodes. . . . . . . . . . . . . . . . . . . . . 161
5.9 Survey results: (a) To what length a person can comfortably teach this
agent as a PAID task? (b) To what length a person can comfortably
teach this agent as an UNPAID task? . . . . . . . . . . . . . . . . . . 162
A.1 An example of hyperplane separating points in two dimension (left).
A depiction of geometric margin between points A and B (right). . . 174
A.2 Hard-margin SVM for separable data, with functional margins of 1
(left). Soft-margin SVM for unseparable data(right). . . . . . . . . . 174
C.1 The survey questionnaire used to collect qualitative feedback from the
AMT workers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
C.2 Snapshot of the HIT presented to the AMT workers. It shows the
information provided to a workers before they accepted the HIT. . . . 179
C.3 A snapshot of the practice phase used to familiarize the user with the
dynamics of the game. . . . . . . . . . . . . . . . . . . . . . . . . . . 180
List of Tables
1.1 Summary of the proposed method of generating rewards from human
feedback. It compares the three methods for three properties. . . . . 9
2.1 Summary of the input features of the proposed method of generating
rewards from human feedback. . . . . . . . . . . . . . . . . . . . . . . 35
2.2 Categorization of the feedback method for the three methods of learn-
ing from human feedback proposed in this work based on the cate-
gories proposed in literature. . . . . . . . . . . . . . . . . . . . . . . . 37
3.1 Mean and standard deviation values for two measures of performance:
Model error and total rewards . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Mean and standard deviation values of total rewards for comparison
of PBRS-RfSP with direct reward signals approach. . . . . . . . . . . 76
4.1 P-values for the absolute error learning curves shown in Figure 4.7a.
We used t-Test for two samples assuming unequal variances. The
values are reported for P(T≤ t) one-tail/P(T≤ t) two-tail. . . . . . . 123
4.2 Total of the four learning performance measures summed over 30
episodes. We rounded-off absolute error and cumulative rewards val-
ues to improve readability. . . . . . . . . . . . . . . . . . . . . . . . . 124
4.3 The states and state-action pairs explored by the policies. . . . . . . . 126
4.4 The average and variance values for the 21 policies trained by the
naive users for both SfIR and SfID. . . . . . . . . . . . . . . . . . . . 130
4.5 Examples of simple and composite actions along with some possible
domains or applications. The ‘+’ sign means two actions are per-
formed together and ‘→’ indicates a following action. . . . . . . . . . 136
5.1 Comparison of the learned policies based on various important prop-
erties of a policy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.2 The percentages of correct input provided by the part-time and full-
time trainers for the respective policies they taught. The correctness
of an input was based on its accordance with an expert policy. . . . . 154
XII
List of Tables XIII
5.3 The percentages of correct input provided by the part-time and full-
time trainers for the respective policies they taught. The correctness
of an input was based on its accordance with an expert policy. . . . . 158
5.4 Positive and negative rewards provided during training of three poli-
cies learned via rewards from part-time trainers framework and one
policy taught by a full-time trainer. . . . . . . . . . . . . . . . . . . . 159
Dedicated to my family and friends
XIV
