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Synthèse
L’objectif de cette thèse est d’adapter le processus d’assimilation de données utilisant l’al-
gorithme de l’EnKF (Evensen, 1994 ; Evensen, 2003 ; Evensen, 2009b) pour traiter
des systèmes dynamiques industriels de petite à moyenne taille (de 101 à 105 dimensions
environ) pour EDF, éventuellement raides (Hairer et Wanner, 1996).
L’assimilation de données est une procédure qui consiste à combiner les informations
obtenues par des observations et un modèle d’un système physique pour obtenir une
connaissance plus complète de son état que si elle avait été estimée par l’une des sources
indépendamment de l’autre. Cette action de combinaison est communément appelée étape
d’analyse ou assimilation. L’EnKF est une méthode appartenant à la classe des algo-
rithmes de filtrage et il permet de se passer du calcul de l’adjoint. Il propage un ensemble
d’états possibles du système à partir duquel il estime empiriquement les matrices d’erreurs
associées à son estimation de l’état du système, réduisant les coûts de stockage de telles
matrices pour des gros systèmes, qui sont aussi nécessaires à l’étape d’analyse. La raideur
du système dynamique impose des contraintes sur l’intégration, et peut avoir des effets
sur l’erreur modèle et la sensibilité du système aux perturbations.
Dans cette thèse, l’EnKF stochastique est utilisé sur des modèles de petite dimension
présentant des caractéristiques représentatives des problèmes industriels, comme la rai-
deur, la périodicité et du chaos. Les systèmes peuvent être fortement observés, à la fois en
terme de fréquence d’arrivée des observations qu’en terme de répartition spatiale, comme
ils peuvent être carencés en observations. Pour simuler un cas industriel, des observations
sur demande pourront être disponibles. Les travaux de recherches portent sur l’estima-
tion de l’importance des observations pour l’analyse à travers la formulation de nouveaux
indicateurs, dans le but d’établir des stratégies d’assimilation. Elles consistent à contrôler
la dynamique des instants d’assimilation ainsi que le nombre d’observations assimilées à
chaque étape d’analyse, sur toute la durée du processus.
Les indicateurs sont classés en deux catégories : ceux a posteriori, qui se calculent après
l’étape d’analyse, et ceux a priori, qui se calculent à l’arrivée d’une observation avant
qu’elle soit assimilée. Après reformulation de la Hat matrix (Cardinali, 2013) pour
l’EnKF, un nouvel indicateur a posteriori basé sur l’étude des sensibilités de l’analyse
aux différentes observations a été formulé, donnant ainsi deux nouveaux indicateurs a
posteriori. La distance de Wasserstein (Farchi et al., 2016 ; Li et al., 2018 ; Tamang
et al., 2020) et la divergence de Kullback-Leibler symétrisée (Gautam et al., 2018) ont
été retenues comme indicateurs a priori, quantifiant l’éloignement des distributions de
probabilités de la prévision et des observations. Le coût numérique de chaque indicateur
a été calculé, montrant la faisabilité des calculs sur les algorithmes type ETKF (Bishop,
Etherton et Majumdar, 2001 ; Hunt, Kostelich et Szunyogh, 2007) qui sont les
plus répandus actuellement, et un algorithme de réduction des coûts pour les distances
18 TABLE DES FIGURES
probabilistes a été formulé. Des stratégies de calcul sont décrites pour diminuer le coût et
le nombre de calculs d’indicateurs à faire.
Les expériences de suppression d’observations grâce aux indicateurs a posteriori sur les
systèmes choisis montrent que la sélection d’observation jugées peu importantes par ces
indicateurs ne détériore pas de façon significative la RMSE d’analyse moyenne sur la
fenêtre d’assimilation. Ceci valide leur pertinence pour l’établissement de stratégies d’as-
similations. Des différences de fonctionnement ont été mises en lumière entre ces deux
indicateurs, laissant penser à une complémentarité des informations qu’ils retournent. Les
distances probabilistes sont utilisées a priori. Un seuil de distance entre les distributions
de la prévision et des observations est défini par l’utilisateur pour n’assimiler que les vec-
teurs d’observations dont la distance avec la prévision est inférieure à celui-ci. La valeur
de ce seuil est recherchée numériquement. Un contrôle de l’erreur de prévision via le choix
du seuil est possible lorsque nous voulons établir une stratégie d’assimilation pour un sys-
tème donné. Dans le cas des systèmes périodiques, il a été montré qu’il est possible grâce à
ces indicateurs de n’assimiler que jusqu’à 10% des observations disponibles sur la fenêtre,
en maintenant le suivi des changements de régime du système. Une application sur un
système représentatif de problématiques industrielles d’EDF est décrite. Elle montre la
capacité des indicateurs à s’adapter à la dynamique d’évolution à la fois du modèle et des
observations.
Plusieurs perspectives sont discutées. L’insertion des indicateurs au sein des méthodes
de filtrage et de lissage d’ensemble (Bocquet et Sakov, 2012 ; Bocquet, 2016), des
pistes pour la réduction supplémentaire des coûts de calcul relativement à la configuration
du problème d’assimilation et le passage à la grande dimension, une utilisation pour des
algorithmes d’assimilation asynchrones (Sakov, Evensen et Bertino, 2010), ainsi que
plusieurs systèmes industriels pour de possibles applications.




Contexte général et apports de la thèse
Au fur et à mesure de l’évolution des sciences et de la complexification des objets théo-
riques étudiés apparaissent les systèmes non-linéaires. Ce type de système est une com-
posante majoritaire de la plupart des formalisations et descriptions mathématiques du
monde observable comme par exemple la mécanique des fluides, avec les équations de
Navier-Stokes, formulées au XIXe siècle pour décrire le mouvement des fluides Newto-
niens, regroupant la majeure partie des gaz et des liquides. Ces équations sont sujettes
à plusieurs hypothèses de simplification permettant d’obtenir des solutions dans des cas
particuliers. Leur résolution dans le cas général est tellement difficile qu’elle constitue l’un
des sept problèmes du Millénaire. Cependant, des modèles numériques permettent d’obte-
nir des solutions approximées satisfaisantes du point de vue précision et représentativité.
Dans l’industrie, la complexité des systèmes physiques modélisés et les contraintes de coût
en ressources numériques peuvent grandement limiter la qualité de simulation obtenue,
menant à un modèle parfois lacunaire.
C’est là qu’intervient l’assimilation de données, qui permet l’amélioration du système de
simulation avec des informations provenant directement de l’observation du système phy-
sique réel pour palier les lacunes du modèle. Ceci permet d’obtenir le meilleur compromis
entre une simulation avec modélisation imparfaite et une prise en compte de la réalité
pour la prévision numérique.
Deux approches différentes et complémentaires se distinguent au sein de l’assimilation de
données : l’assimilation de données variationnelle issue de la théorie du contrôle optimal
qui consiste en la résolution d’un problème de minimisation variationnelle (Le Dimet
et Talagrand, 1986), et les méthodes de filtrage issues de l’interpolation statistique,
dont la méthode fondatrice est le filtre de Kalman (Kalman, 1960). De cette dernière est
née le filtre de Kalman d’ensemble (Evensen, 1994 ; Evensen, 2003 ; Evensen, 2009b),
qui a ouvert la voie aux méthodes de filtrage d’ensemble. Les deux approches permettent
d’obtenir des résultats similaires (Tran, 2009), leurs différences reposant sur la façon
dont elles sont formulées et implémentées numériquement. Dans le cadre de l’assimilation
de données séquentielle, les deux approches permettent de faire du filtrage, utilisation
de l’assimilation de données propice à la prévision numérique. Les méthodes de filtrage
d’ensemble telles que le Filtre de Kalman d’Ensemble (EnKF) en sont un exemple majeur.
C’est cette utilisation pour de la simulation prévisionnelle qui intéresse particulièrement
EDF.
La force de l’EnKF réside dans sa capacité à traiter les non-linéarités des opérateurs des-
criptifs du système d’assimilation de données, tout en conservant la démarche propre au
filtre de Kalman, et en se passant du calcul de l’opérateur adjoint propre aux méthodes
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variationnelles. Il approxime les deux premiers moments de la distribution de probabi-
lité de l’état du système physique étudié via un ensemble d’échantillons propagés dans
le temps. Cela permet de grandement réduire la taille des matrices d’erreurs manipulées
dont une dimension va maintenant reposer sur la taille de l’ensemble, tout en prenant
implicitement en compte le modèle non-linéaire via l’intégration numérique de l’ensemble
grâce à celui-ci. Ceci permet d’obtenir un séduisant compromis entre coût et performance
pour une méthode de filtrage destinée à des systèmes de taille moyenne (O(101) ou plus
dimensions pour l’état) à grande (O(105) ou plus dimensions pour l’état). Chez EDF,
plusieurs systèmes d’intérêt sont de ces ordres de grandeur, tels que l’empoisonnement au
Xénon des réacteurs, certaines lois de comportement de matériaux pour les ouvrages de
génie civil, ou encore le diffusion de suspensions en eau libre.
L’EnKF a été initialement développé pour répondre à des problématiques de prévision
en océanographie, puis adapté à la prévision météorologique. La qualité des prévisions
obtenues grâce aux méthodes de filtrage ensemblistes comme variationnelles fait l’objet
d’un vaste champ de recherche.
Plusieurs types de diagnostics existent : les diagnostics de cohérence des statistiques d’er-
reur réalisés dans l’espace des observations, proposés par (Desroziers et Ivanov, 2001 ;
Desroziers et al., 2005) qui vérifient la bonne propagation des statistiques d’erreur du-
rant l’étape d’analyse pour les méthodes variationnelles ; les diagnostics FSOI (Langland
et Baker, 2004 ; Trémolet, 2008 ;Kalnay et al., 2012) qui cherchent à formuler et esti-
mer l’erreur de prévision faite en fonction de l’assimilation d’observations, qui se dérivent
à la fois pour les méthodes variationnelles (Trémolet, 2008) et les méthodes ensem-
blistes (Liu et Kalnay, 2008 ; Kalnay et al., 2012) ; les DFS pour "Degrees of Freedom
for Signal" (Lupu, Gauthier et Laroche, 2011) et la Hat matrix (Cardinali, 2004 ;
Cardinali, 2013) qui mesurent la sensibilité de l’analyse aux différents types d’observa-
tions assimilées. Tous ces diagnostics sont implémentés et utilisés sur des systèmes opéra-
tionnels dans le cadre de la prévision météorologique (Chapnik et al., 2006 ; Cardinali,
2009 ; Todling, 2013).
Cependant, ces méthodes n’établissent la qualité de la prévision que a posteriori de l’ana-
lyse, c’est-à-dire qu’il faut que celle-ci soit calculée pour que les diagnostics soient utili-
sables, et aucun diagnostic a priori ne semble exister à ce jour dans la littérature. L’utili-
sation de diagnostics a priori présenterait l’avantage de réduire le nombre d’observations
à assimiler sur la fenêtre, et surtout de sélectionner les instants d’assimilation les plus
pertinents lorsque l’erreur de prévision aura été estimée comme trop importante.
C’est dans ce contexte que s’inscrivent nos travaux de recherches. Notre objectif est de
faire un inventaire des indicateurs existants et de formuler de nouveaux indicateurs de
qualité de la prévision, en particulier des indicateurs a priori. L’ensemble de ces nouveaux
indicateurs permettra d’établir des stratégies d’assimilation, qui consistent à piloter à la
fois les instants d’assimilation et le nombre d’observations assimilées pendant toute la
durée du processus d’assimilation, et leurs performances seront comparées à celles des
indicateurs existants.
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Plan du manuscrit
Le manuscrit est organisé en trois parties.
La première partie a pour objectif de présenter la méthodologie et l’état de l’art en pré-
vision numérique par filtrage.
Le chapitre (2) donne le contexte de l’assimilation de données et sa mise en place par
les approches variationnelles et ensemblistes. Le chapitre (3) propose un état de l’art des
méthodes de prévision numérique, principalement orienté sur les diagnostics existants de
qualité de la prévision, tout en donnant un aperçu de l’ensemble des améliorations algo-
rithmiques apportées aux méthodes ensemblistes et variationnelles au cours des dernières
années. Le chapitre (4) fait l’inventaire des indicateurs de qualité de la prévision que nous
utiliserons dans cette thèse pour établir des stratégies d’assimilation, et décrit leur for-
mulation spécifiquement pour l’EnKF.
La deuxième partie présente les contributions théoriques de nos travaux de recherches
effectués.
Le chapitre (5) détaille la construction d’un nouvel indicateur de qualité a posteriori basé
sur l’étude des sensibilités de l’incrément d’analyse aux observations assimilées, et pré-
sente son utilisation. Le chapitre (6) discute du coût numérique de calcul des différents
indicateurs, et du surcoût induit lors de leur utilisation au sein de l’EnKF, et propose des
pistes pour compenser ce surcoût.
La troisième et dernière partie de ce manuscrit décrit les expériences numériques obtenues
en instrumentant l’EnKF avec ces indicateurs.
Le chapitre (7) présente les essais numériques effectués sur plusieurs systèmes présentant
des caractéristiques emblématiques des systèmes industriels, ainsi que sur un système
industriel simplifié. Il y est notamment montré l’existence d’une relation entre la valeur
d’un paramètre nécessaire à l’établissement des stratégies d’assimilation avec indicateurs
a priori, et l’erreur commise sur la prévision. La conclusion des résultats théoriques et
numériques est ensuite faite au sein du chapitre (8), où sont également discutées plusieurs








2 Méthodologie et notations
2.1 Bases de l’assimilation de données
Dans cette section, il s’agit de fournir une introduction aux enjeux de l’assimilation de don-
nées en mathématiques appliquées. Une grande partie de ces informations proviennent de
deux thèses de (Ponçot, 2008) et (Daget, 2008) ainsi que des références qu’elles men-
tionnent, notamment le cours de (Bouttier et Courtier, 1999). Le livre de (Asch,
Bocquet et Nodet, 2016) constitue également une bonne référence traitant de ce do-
maine.
2.1.1 Principe et concepts
L’assimilation de données est un outil scientifique couramment utilisé dans la vie de tous
les jours, étant au cœur des prévisions météorologiques. C’est une science qui cherche à
combiner de façon optimale les informations que nous pouvons tirer de la théorie dispo-
nible sur un système physique que nous appellerons le modèle, ainsi que les informations
disponibles en pratique sur ce système physique que nous appellerons les observations,
pour fournir la meilleure connaissance possible de l’état de ce système.
Dans le cas de la météorologie, nous disposons d’un modèle mathématique des équations
de la physique régissant le système atmosphérique terrestre, qui permet d’en déduire son
état présent et éventuellement son futur proche. Cependant, les équations qui le régissent
sont extrêmement complexes et il faut appliquer de nombreuses hypothèses simplifica-
trices et approximations pour les résoudre. Cela donne donc une solution qui contient des
erreurs dont nous avons conscience mais que nous ne savons pas nécessairement quanti-
fier. Mais nous avons aussi la possibilité d’observer certaines grandeurs physiques réelles,
telles que la pression, la température ou l’humidité pour les comparer avec celles de la
solution calculée. L’assimilation de données regroupe alors l’ensemble des méthodes ma-
thématiques qui sont capables de lier les informations provenant à la fois de la simulation
ou prévision par le modèle et les observations prises directement sur le système physique
réel, et d’obtenir ce que l’on appelle l’état analysé, qui constitue le meilleur compromis
possible entre les connaissances apportées par le modèle et celles apportées par les obser-
vations, la réalité physique du phénomène.
Pour résoudre mathématiquement le problème qu’est l’analyse, c’est-à-dire l’état repré-
sentant le meilleur compromis étant données toutes les informations disponibles sur le
système, deux grandes écoles existent :
— les méthodes de filtrage, issues de l’estimation statistique et conduisant souvent à
la résolution d’un système linéaire,
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— les méthodes variationnelles, issues du contrôle optimal, où l’analyse représente le
minimum d’une fonction de coût modélisant les écarts de la prévision par rapport
aux observations, il s’agit ici de résoudre un problème d’optimisation.
Sous certaines hypothèses, en particulier de linéarité des opérateurs, les deux approches
conduisent aux mêmes résultats.
Les méthodes d’assimilation de données se répartissent parmi deux groupes pour leur uti-
lisation : les méthodes de prévision où l’on cherche à connaître le futur, ce qui suppose que
toutes les observations proviennent du passé ou présent de l’analyse (comme dans le cas de
l’exemple précédent), et les méthodes de réanalyse/lissage où l’on cherche à reconstruire
le passé, avec des observations provenant aussi du futur de l’analyse, qui permettent de
raffiner la connaissance disponible sur les statistiques d’erreur.
Pour formaliser et construire les différents algorithmes d’assimilation, il faut pouvoir re-
présenter l’incertitude sur chaque composante du problème, soit chacune des variables du
modèle et chacune des observations disponibles. En mesurant ou en supposant les sta-
tistiques d’erreurs, cette incertitude sera définie par une approche probabiliste, grâce à
des densités de probabilité, en particulier la distribution Gaussienne. Ces éléments per-
mettent d’écrire l’algorithme d’analyse de manière à ce que l’erreur d’analyse obtenue lors
du processus d’assimilation soit minimale selon une norme définie par l’utilisateur. Ceci
fait de l’assimilation de données un problème d’optimisation.
2.1.2 Variables, notations et définitions
Modèle et vecteur d’état
Une référence globale en terme de notations et concepts sur l’assimilation de données est
disponible chez (Ide et al., 1997), nous nous baserons dessus pour définir nos notations.
Bien que le déroulement de la physique modélisée soit de nature continue, nous ne pouvons
représenter numériquement les espaces de dimension infinie que par des approximations
finies (discrétisation sur un maillage...), c’est pourquoi toutes les variables que nous ma-
nipulerons seront en dimension finie. Nous noterons avant tout les dimensions de l’espace
des états par n ∈ N∗ et de l’espace des observations par p ∈ N∗. Concrètement, il est
commode d’avoir en tête que l’espace des états est Rn et que l’espace des observations est
Rp.
Nous pouvons ainsi définir l’opérateur du modèle x 7→ M(x) qui permet de calculer l’état
du système physique. Nous y associons le vecteur d’état x ∈ Rn dont les composantes sont
les variables d’entrées du modèle. Ces variables peuvent être, selon les applications, des
données physiques telles que la pression au sein d’une couche de l’atmosphère en météo-
rologie, des données de fonctionnement comme la position des grappes d’assemblage dans
les réacteurs nucléaires ou encore des champs physiques comme la salinité d’une portion
d’océan en océanographie.
En général, les variables vectorielles sont discrétisées sur un maillage. Plus la dimension
de la simulation (2D, 3D..) est grande, plus celle du vecteur d’état l’est en conséquence !
Plusieurs déclinaisons existent pour le vecteur d’état :
— xt : représente l’état vrai du système, c’est-à-dire l’état qu’il aurait si nous en avions
une connaissance parfaite sans la moindre approximation. Il représente l’état de
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référence sur lequel nous effectuons nos mesures et représente un idéal qui nous est
inaccessible,
— xb ou xf : représente respectivement l’ébauche et la prévision, qui sont nos connais-
sances a priori du système obtenues soit par inférence, soit par simulation grâce au
modèle,
— xa : représente l’état analysé du système, celui qui est calculé lors de l’étape d’ana-
lyse.
Observations
L’ensemble des observations recueillies à un temps t ∈ R est contenu dans un vecteur
y ∈ Rp, appelé vecteur d’observations. Ces observations peuvent être directement des
grandeurs physiques comme le taux d’humidité, la pression, ou bien être indirectement
liées à une grandeur physique comme c’est le cas des radiances satellites en météorologie
qui correspondent à une transformation du champ de température à différents niveaux de
pression.
Les composantes de y peuvent donc être de nature totalement différente de celles de x,
c’est pourquoi les deux vecteurs n’appartiennent en général pas au même espace.
Leur répartition peut varier à la fois en temps et en espace. En météorologie, certaines
zones terrestres sont très bien recouvertes de stations comme l’Europe, alors que d’autres
sont pauvres en mesures comme les déserts et les océans, du fait qu’il soit bien plus aisé
d’instrumenter la terre ferme fortement peuplée plutôt que des zones où les contraintes
environnementales sont pénalisantes. Cela mène donc à des hétérogénéités dans la répar-
tition spatiale des différents capteurs.
Pour l’aspect temporel, dans le cas de la neutronique, les mesures du décalage de puis-
sance axiale du cœur sont disponibles environ chaque minute et servent à avoir une idée
du flux de neutrons au sein de celui-ci. Elles sont pratiquées sur les bords extérieurs de
la cuve et représentent une mesure indirecte du flux neutronique. Les mesures internes
de calcul direct de celui-ci ne sont faites que tous les mois. Là encore, la raison de cette
disparité est évidente : il n’est pas aisé d’introduire et d’extraire à volonté des instruments
de mesure dans un réacteur nucléaire en fonctionnement ! Cela mène à une hétérogénéité
en temps sur la précision des informations disponibles, la mesure directe permettant une
connaissance très fine du flux à l’instant t, ainsi que sur la fréquence de disponibilités de
deux informations de nature physique différente.
Pour pouvoir effectuer des comparaisons directes entre x et y, l’opérateur d’observation
y 7→ H(x) est introduit. Il sert à mettre en relation l’état dans l’espace des observations
et encode le lien implicite entre le vecteur d’état et le vecteur d’observations.
2.1.3 Les différents types d’erreurs et statistiques d’erreur
Malgré leurs incertitudes respectives, le modèle et les observations sont les meilleures ap-
proches disponibles de l’état vrai du système physique auquel nous n’avons pas accès. Pour
pouvoir garantir la confiance dans nos estimations, il est primordial de bien caractériser
les erreurs commises lors de la procédure d’assimilation de données.
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Erreur d’ébauche (ou de prévision)
L’erreur d’ébauche notée εb correspond à l’écart entre l’estimation a priori de l’état vrai
qu’est l’ébauche et l’état vrai, elle s’écrit :
εb = xb − xt. (2.1)
Faisant intervenir xt, nous n’y avons pas directement accès.













B est symétrique définie positive.
Erreur d’analyse
De façon similaire, l’erreur d’analyse notée εa correspond à :
εa = xa − xt. (2.3)
Nous n’y avons également pas accès. Sa matrice de covariance d’erreur associée se note
en général Pa et vaut :
Pa = E
[
(εa − E [εa]) (εa − E [εa])T
]
∈Mn(R). (2.4)
C’est cette erreur que l’on veut minimiser dans le processus d’assimilation.
La trace de Pa sert d’estimation de l’erreur de l’état analysé, donc aussi de critère de
minimisation. De manière générale, c’est cette grandeur que les méthodes d’assimilation
de données cherchent à réduire.
D’autres critères de qualité de l’analyse sont aussi utilisés :












— maximisation de la fonction de vraisemblance, où la vraisemblance est définie
comme la probabilité conditionnelle de l’état vrai xt étant donné les observations y.
Il est important de remarquer que dans le cas linéaire gaussien, le critère de maximisation
de la vraisemblance et de minimisation de Tr(Pa) sont équivalents.
Erreur d’observation
L’erreur d’observation notée εobs correspond à l’écart entre l’état vrai et l’observation :
εobs = y−H(xt). (2.6)
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Les écarts entre l’observation et l’état vrai peuvent s’expliquer de deux façons :
— erreurs de mesure : la précision des instruments de mesure n’est pas parfaite, et
nous devons prendre cela en compte ; ces erreurs sont modélisées de manière sto-
chastique, de moyenne et de variance connues,
— erreurs de représentativité : le lien entre l’état et les observations encodé par H
est en général complexe, et peut lui-même contenir des modèles en son sein, ce qui
rajoute des erreurs plus difficiles à appréhender.
L’erreur de représentativité est une notion vaste et plus complexe que ce qui est décrit
ici, c’est encore une question qui fait débat dans la communauté scientifique. L’article de
review de (Janjic et al., 2017) est une bonne source pour approfondir le sujet.
La matrice R est symétrique définie positive, pour les mêmes raisons que la matrice B.
Il est important de remarquer que la qualité de l’analyse repose fortement sur la qualité
de l’estimation de ces matrices B et R.
Remarque : il est d’usage de supposer avoir des erreurs d’observations et d’ébauche sans
















Si tel n’est pas le cas, il convient d’estimer le biais déterministe pour que ces hypothèses
soient vérifiées, chose faite par les fournisseurs d’observations en météorologie par exemple,
parmi d’autres.
Gestion de l’erreur modèle
L’erreur modèle est une grandeur difficile à quantifier et souvent négligée par simplicité.
Ses effets se font tout de même ressentir, et plusieurs méthodes se sont développées pour les
prendre en compte au mieux dans le domaine applicatif, à la fois dans le cadre de l’EnKF
(Houtekamer et Mitchell, 2008) et du 4D-Var (Trémolet, 2006a ; Trémolet,
2006b ; Trémolet, 2007). Le biais de prévision constitue une de ses manifestations,
comme vu chez (Vidard, Piacentini et Le Dimet, 2004).
Plusieurs travaux théoriques sur sa caractérisation et sa prise en compte ont aussi vu
le jour, notamment ceux de (Nicolis, 2003 ; Carrassi, Vannitsen et Nicolis, 2008 ;
Harlim, 2015) dans un cadre global, et ceux de (Shutyaev et al., 2016a ; Shutyaev
et al., 2016b) pour l’assimilation de données variationnelle.
Représentation des statistiques d’erreur
Chacune des variables d’erreur décrites précédemment est en pratique inconnue, et peut
être considérée comme la réalisation d’un vecteur aléatoire réel. Chaque variable aléatoire
réelle à valeurs dans R est caractérisée entièrement par sa fonction de répartition P pour
30 Chapitre 2. Méthodologie et notations





Avec r ∈ N, les moments mr d’ordre r d’une variable aléatoire permettent de caractériser
la dispersion de cette variable et même parfois comme dans le cas gaussien, la densité
de probabilité et a fortiori la loi de la variable. Ils sont caractérisés grâce à la densité de





Dans la pratique, il est très rare d’avoir des informations statistiques au delà du second
ordre, qui correspond à la variance. De ce fait, une loi très commode pour modéliser les
statistiques d’erreur est la loi gaussienne, qui est entièrement définie de manière unique
par ses moments d’ordre 1 et 2, la moyenne et la variance. C’est pour cela que les lois
gaussiennes sont majoritairement utilisées en assimilation de données – et de nombreux
autres domaines – pour la modélisation des erreurs.
2.1.4 L’estimateur BLUE et ses fondements
L’estimateur BLUE est un préalable à l’algorithme du filtre de Kalman que nous allons
présenter ici. Les détails des calculs de cette partie se trouvent en annexe (A.1).
Gain de l’estimation et erreur d’analyse
Nous supposons qu’il est possible de décomposer l’état analysé xa comme une combinaison
linéaire entre l’ébauche xb et les observations y :
xa = Lxb + Ky (2.10)
avec L ∈Mn(R) et K ∈Mn,p(R).
En se remémorant les équations (2.1) et (2.6), nous avons y = H(x)+εobs. Nous supposons
aussi que l’opérateur d’observation H admet pour dérivée en xt la matrice H, et que les
corrections apportées par l’analyse dépendent linéairement des innovations y−H(x). Nous
pouvons alors calculer l’erreur d’analyse :
εa = xa − xt = Lεb + Kεobs + (L + KH− I)xt. (2.11)
Nous voulons une erreur d’analyse non-biaisée. Vu que les erreurs d’ébauche et d’obser-
vations le sont par hypothèses, grâce à l’équation (2.11) cela s’écrit comme suit :









Il suffit pour cela que L + KH− I = 0 ⇐⇒ L = I−KH. Ainsi :
xa = (I−KH)xb + Ky = xb + K(y−Hxb). (2.13)
2.1. Bases de l’assimilation de données 31
Nous voyons que l’analyse s’exprime alors comme une correction de l’ébauche par les
innovations, pondérée par la matrice K appelée gain. L’analyse correspond donc à une
régression linéaire, et pour qu’elle minimise l’erreur d’analyse, il suffit de déterminer un
gain satisfaisant. Pour cela, nous regardons l’expression de la matrice de covariance de
l’erreur d’analyse.
Les erreurs d’observations et d’ébauche sont sans biais et décorrélées, nous déduisons ainsi
de l’équation (2.10) que :
εa = Lεb + Kεobs. (2.14)
Par conséquent :
Pa = (I−KH)B(I−KH)T + KRKT , L = I−KH. (2.15)
Nous connaissons désormais l’expression de Pa. Un gain satisfaisant K serait par exemple
tel qu’il minimise l’erreur scalaire de la matrice Tr(Pa), c’est ainsi que nous allons le
rechercher et c’est lui qui donnera l’estimateur BLUE.
Calcul du BLUE
Trouver le gain optimal K∗ qui minimise Tr(Pa) revient à étudier la variation de K 7→
Tr(Pa(K)) lors d’une variation de K.





= 〈I−KH, (I−KH)B〉+ 〈K,KR〉
= f(K),
où 〈.〉 représente le produit scalaire canonique sur l’espace des matrices. K 7→ f(K) est
donc différentiable, et son gradient vaut :
∇f(K) = −2BHT + 2KHBHT + 2KR. (2.16)
K∗ est obtenu lorsque ∇f(K) = 0. Cela donne :
K∗ = BHT (R + HBHT )−1, (2.17)
et l’estimateur BLUE de l’état analysé vaut :
xa = xb + K∗(y−Hxb) = xb + BHT (R + HBHT )−1(y−Hxb). (2.18)
Tout cela suppose que R + HBHT soit inversible, ce qui est le cas lorsque rang(H) =
max(n, p). Autrement, la pseudo-inverse est utilisée.
Remarque : Grâce à la formule de Sherman-Morrison-Woodbury (Golub et Van Loan,
2013), une expression équivalente de K∗ peut être calculée :
K∗ = (B−1 + HTR−1H)−1HTR−1. (2.19)
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Selon la configuration du problème d’assimilation, l’expression (2.19) peut devenir plus
avantageuse que celle de (2.17). L’inversion matricielle nécessaire à son calcul se fait cette
fois dansMn(R) au lieu deMp(R), ce qui va fortement réduire son coût lorsque n p.
Inversement, lorsque n  p, il faut lui préférer l’expression (2.17). L’expression (2.19)
permet aussi de montrer l’équivalence entre le BLUE et l’approche variationnelle, il est
possible de prouver que l’analyse BLUE minimise la fonction de coût suivante :
J(x) = 12(x− x
b)TB−1(x− xb) + 12(y−Hx)
TR−1(y−Hx). (2.20)
2.1.5 L’assimilation de données séquentielle
Une procédure d’assimilation de données séquentielle-type se décompose en deux étapes :
l’étape de prévision et l’étape d’analyse ou assimilation.
Pour poser le problème, soit un temps tk auquel nous avons le résultat d’une précédente
prévision (qui peut aussi être une condition initiale pour k = 0) noté xbk pour l’ébauche au
temps tk, et un vecteur d’observations yk au temps tk. A partir de ces deux vecteurs, nous
pouvons effectuer une analyse donnant l’état analysé xak en appliquant l’estimateur BLUE
par exemple. En outre, grâce à un modèle d’évolution temporelle, nous calculons ensuite
une nouvelle prévision xfk+1 au temps tk+1, qui deviendra elle-même le nouveau point
de départ (l’ébauche) pour l’analyse au temps tk+1, lorsque nous aurons connaissance de
yk+1.
Ce processus est illustré par le schéma suivant :
Figure 2.1 – Adapté depuis (Asch, Bocquet et Nodet, 2016). Voici
trois itérations d’une procédure d’assimilation de données séquentielle
comme le filtre de Kalman. Les étoiles représentent les observations et les
ronds le vecteur d’état. L’axe des abscisse représente le temps et l’axe des
ordonnées les valeurs des vecteurs d’état et d’observation.
Formellement, en reprenant ce qui a été énoncé depuis le début de cette section, nous
pouvons considérer l’état x comme un processus stochastique obéissant à l’équation d’évo-
lution suivante :
xk+1 =Mk+1(xk) + ηk, ηk ∼ N (0,Qk) , (2.21)
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et les observations comme un autre processus stochastique lié à l’état obéissant à :
yk+1 = Hk+1(yk) + εk, εk ∼ N (0,Rk) . (2.22)
Ici, ηk et εk correspondent respectivement à l’erreur modèle et l’erreur de mesure. De
manière générale, elles sont supposées indépendantes.
Le point de vue de la théorie des processus stochastiques permet d’inspecter tout cela sous
l’angle des équations différentielles stochastiques, et en suivant la théorie de l’intégration
d’Itô, de montrer l’existence et l’unicité des solutions de ce problème de filtrage optimal
(Øksendal, 2016).
La prochaine section est consacrée à une brève description des méthodes variationnelles,
qui permettent de résoudre ce problème d’assimilation de données séquentielle. Elles per-
mettent également de faire le lien entre chaque séquence [tk, tk+1[, c’est-à-dire d’incorporer
une dynamique temporelle aux estimateurs statistiques comme le BLUE, à l’instar du filtre
de Kalman.
2.2 Approche variationnelle
Le point de vue de l’approche variationnelle diffère de celui de l’interpolation statistique
car son origine provient du contrôle optimal. Le principe de cette école est de calculer
l’analyse comme la solution d’un problème d’optimisation décrit par une fonction de coût
J . De manière générale, cette solution est recherchée par une méthode itérative, ce qui
nécessite plusieurs évaluations de la fonction J et de son gradient ∇J .
La méthode 3D-Var est l’équivalent en variationnel de l’estimateur BLUE issue de l’es-
timation optimale. C’est une méthode statique qui permet de résoudre le problème d’as-
similation de données séquentielle, et qui donne un résultat équivalent au BLUE (Cf.
sous-section (A.2.1)) dans le cas linéaire. La dimension temporelle est ajoutée par la mé-
thode 4D-Var, par une modification de la fonction de coût.
Nous présentons plus en détail ces méthodes dans l’annexe en section (A.2). Nous allons
maintenant regarder la façon de résoudre le problème d’assimilation de données séquen-
tielle grâce aux méthodes héritées de l’estimation optimale.
2.3 Résolution du problème d’assimilation de don-
nées séquentielle
Cette section décrit les méthodes utilisées pour résoudre le problème d’assimilation de
données séquentielle sous le prisme des méthodes de filtrage, méthodes héritées de l’inter-
polation statistique.
Dans un premier temps sera présentée la méthode fondatrice qu’est le filtre de Kalman,
puis son évolution qu’est le filtre de Kalman étendu et enfin la méthode centrale de cette
thèse, le filtre de Kalman d’ensemble, qui aura sa propre section lui étant dédiée.
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2.3.1 Le filtre de Kalman (Kalman, 1960 ; Jazwinski, 1970)
Le filtre de Kalman introduit une dimension temporelle dans l’assimilation de données
par interpolation statistique en prenant en compte l’opérateur d’évolution temporelle du
modèle. Nous présenterons ici sa version discrète qui est celle qui nous intéresse pour la
suite de la thèse.
Soit un modèle de système dynamique défini par l’équation d’évolution suivante :
xk+1 = Mk+1xk + ηk+1 (2.23)
Pk+1 = Mk+1PkMTk+1 + Qk+1 (2.24)
avec xk ∈ Rn qui représente l’état du système au temps discret tk > 0, Pk ∈ Mn(R)
la matrice de covariance d’erreur relative à l’état xk, et ηk+1 ∈ Rn un bruit gaussien
indépendant de xk.
Les matrices Mk ∈Mm,n(R) et Qk ∈Mn(R) correspondent respectivement à l’opérateur
d’évolution du système et à la matrice de covariance d’erreur de modélisation du système,
c’est-à-dire la matrice de covariance des ηk. Ce bruit ηk modélise le fait que pour la plupart
des systèmes physiques complexes, la résolution des équations qui les modélisent nécessite
d’appliquer des hypothèses simplificatrices ou des approximations qui introduisent une
erreur non-quantifiable.
En général et par simplicité, le modèle est considéré comme non-biaisé ce qui signifie que
∀k ∈ N, E [ηk] = 0.
Nous disposons en outre de mesures bruitées de ce système dynamique données par :
yk = Hkxtk + εk ∈ Rp. (2.25)
Hk ∈Mp,n(R) est l’opérateur d’observation, xtk ∈ Rn correspond à l’état-vrai du système,
et εk ∈ Rp correspond à l’erreur de mesure, εk ∼ N (0,Rk), avec Rk ∈Mp(R) la matrice
de covariance d’erreur de mesure.
Le filtre de Kalman étant une méthode de filtrage séquentielle dynamique, le modèle est
intégré dans le temps et, dès que des mesures sont disponibles, celles-ci sont assimilées
lors de l’étape d’analyse pour mettre à jour le modèle avant une nouvelle intégration.
Par souci de lisibilité, nous négligeons l’indice temporel k pour les équations suivantes.
Les notations xf et Pf représentent la prévision et la matrice de covariance d’erreur
de prévisions, décrites à la page suivante par les équations (2.29) et (2.30). L’équation
d’analyse (ou d’assimilation) du filtre de Kalman correspond à la construction de :
















représente le gain de Kalman. Nous remarquons qu’il s’agit de la même expression que
le gain (2.17) pour l’estimateur BLUE.
Cet état analysé nous donne ensuite un nouveau point de départ pour l’intégration du
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modèle jusqu’au temps suivant.
En réintroduisant les indices temporels, l’algorithme du filtre de Kalman discret corres-
pond donc à l’alternance entre l’étape de prévision pour passer du temps tk au temps
tk+1 :
xfk+1 = Mk+1xak (2.29)
Pfk+1 = Mk+1PakMTk+1 + Qk+1 (2.30)





















En assimilation de données séquentielle, la simulation par filtre de Kalman correspond à
l’alternance entre ces deux étapes jusqu’à avoir avancé au temps voulu.
Il est important de noter que l’algorithme se formule avec des opérateurs linéaires, il faut
donc l’adapter pour l’utiliser avec des systèmes non-linéaires.
2.3.2 Le filtre de Kalman étendu (Jazwinski, 1970)
Une modification de l’algorithme du filtre de Kalman permet d’incorporer la prise en
compte partielle des non-linéarités dans l’algorithme initial, c’est ce que l’on appelle le
"filtre de Kalman étendu" (EKF).
Pour le système dynamique suivant, défini via l’opérateur non linéaire x ∈ Rn 7→ M(x) ∈
Rn :
xk =Mk(xk−1) + ηk (2.33)
Pour obtenir l’algorithme du filtre de Kalman étendu, il suffit de calculer l’opérateur
tangent linéaire (sa jacobienne) de Mk au temps voulu (ici tk) que nous noterons Mk,
et d’utiliser cette approximation dans le calcul de l’évolution de la matrice de covariance
d’erreur :














Dans la majorité des cas, le calcul de l’opérateur tangent linéaire est fastidieux et coû-
teux en ressource numérique. L’EKF implique donc un surcoût numérique significatif en
comparaison du filtre de Kalman classique.
Comme montré dans (Evensen, 1992), cette approximation peut s’avérer problématique
dans certains cas comme un modèle quasi-géostrophique non linéaire de circulation océa-
nique, faisant apparaître une instabilité non-bornée lors de l’évolution de la matrice P
selon la formule (2.34), pouvant mener à la divergence du filtre.
Pour permettre le transport des non-linéarités sans avoir à calculer d’opérateur tangent
linéaire comme dans l’EKF et s’affranchir des limitations découvertes dans (Evensen,
1992), (Evensen, 1994) a formulé l’EnKF en s’inspirant des méthodes de Monte-Carlo.
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Ceci permet également d’approximer les matrices d’erreurs grâce à un ensemble d’échan-
tillon et de réduire le besoin en stockage pour de grosses matrices. Nous allons décrire son
fonctionnement dans la section suivante.
2.4 Définition de l’EnKF (Evensen, 1994)
2.4.1 Ensemble et statistiques d’erreur
En reprenant les notations précédentes, les matrices de covariance de prévision et d’analyse
pour le filtre de Kalman s’écrivent formellement :
Pf = E
[





(xa − xt)(xa − xt)T
]
. (2.36)
Or nous n’avons pas accès à la connaissance de l’état-vrai. Pour en obtenir une approxi-
mation, l’EnKF forme un ensemble d’états possibles E et en prend la moyenne qui sera
notée xf,a pour la prévision et l’analyse respectivement. Le ième membre de l’ensemble
sera noté xi,∗, avec ∗ ∈ {f, a} selon qu’il s’agisse de la prévision ou de l’analyse. Cela
permet d’approximer les matrices précédentes par :
Pfe = E
[






(xi,f − xf )(xi,f − xf )T (2.37)
Pae = E
[






(xi,a − xa)(xi,a − xa)T , (2.38)
où le sous-script e indique qu’il s’agit d’une approximation ensembliste. Cette écriture
permet de calculer directement la matrice d’erreur via l’ensemble, donc de prendre en
compte les non-linéarités dans le cas d’un modèle non-linéaire, car les membres seront
intégrés dans le temps grâce à celui-ci.
En omettant les notations de prévision/analyse, la matrice P peut aussi se factoriser sous
une forme utile lors de l’implémentation, via la matrice des anomalies normalisées ∆X
définie comme suit :
∀i ∈ J1, NK, ∆X(:, i) = x
i − x√
N − 1
=⇒ P = (∆X)(∆X)T . (2.39)
2.4.2 Algorithme final
L’étape de prévision revient donc à calculer, pour un ensemble de N membres E ∈
Mn,N(R) :
∀i ∈ J1, NK, xi,fk+1 =Mk+1(x
i,a



















2.4. Définition de l’EnKF (Evensen, 1994) 37
Adapter l’étape d’analyse nécessite un peu plus de travail. (Burgers, Van Leuween
et Evensen, 1998) démontre qu’il faut traiter les observations elles aussi comme des
variables aléatoires, pour éviter de sous-estimer la variance d’erreur lors de l’assimila-
tion. Dans ce cas, en partant de l’observation y ∈ Rp, nous construisons un ensemble
d’observations Y ∈Mp,N(R) tel que :
∀i ∈ J1, NK, Y(:, i) = yi = y + εi, εi ∼ N (0,R) . (2.43)
Nous définissons ensuite la matrice de covariance d’erreur de l’ensemble d’observation




, covariance empirique calculée à partir de l’ensemble d’observations
perturbéesY, qui vérifie lim
N→+∞
Re = R, avec R la matrice de covariance d’erreur de me-
sure qui serait utilisée dans le filtre de Kalman.
Cela nous permet ainsi de définir toutes les matrices nécessaires à l’étape d’analyse, et


















k+1 − xak+1)T . (2.46)
Le résultat de la deuxième équation est du au fait que l’on cherche, pour chaque membre de
l’ensemble, à reproduire l’étape d’assimilation (2.31) du filtre de Kalman via les éléments
calculables grâce à l’ensemble, ce qui se traduit par :












Une propriété remarquable de l’EnKF est sa capacité à être parallélisé : la mise à jour à
l’analyse comme à la prévision de chaque membre de l’ensemble peut être faite indépen-
damment de celle des autres, ce qui est intéressant pour son utilisation sur des systèmes
en applications réelles.
Il est à noter que cette version de l’algorithme de l’EnKF n’est pas celle originelle de
(Evensen, 1994), il s’agit de l’EnKF stochastique (du fait de la perturbation des obser-
vations) qui prend directement en compte une amélioration de l’algorithme initial.
2.4.3 ETKF : une variante déterministe de l’EnKF
La méthode qui consiste à perturber les observations pour permettre à l’EnKF d’obtenir
une estimation de variance d’erreur convenable n’est pas sans défaut, la génération des
perturbations pour former les yi peut mener à un bruit numérique affectant les perfor-
mances du filtre (Asch, Bocquet etNodet, 2016, p. 172). Une solution pour contourner
ce problème est d’utiliser des schémas dits "déterministes" qui ne perturbent pas les ob-
servations, comme L’ETKF (Ensemble Transform Kalman Filter) décrit initialement par
(Bishop, Etherton et Majumdar, 2001). C’est la variante déterministe de l’EnKF la
plus répandue dans la littérature scientifique et les applications opérationnelles. Pour le
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décrire, nous nous baserons sur l’article de (Hunt, Kostelich et Szunyogh, 2007).
Nous supposerons notre opérateur d’évolution modèleMk non-linéaire, et nous factorisons
notre matrice de covariance d’erreur d’ébauche B par sa matrice d’anomalies d’erreur
associée ∆Xb selon l’équation (2.39), soit B = (∆Xb)(∆Xb)T .
Formellement, après calcul de l’étape d’analyse, la moyenne de l’ensemble analysé xa est
sensée minimiser la fonction de coût suivante :
J (x) = (x− xb)TB−1(x− xb) + [y−H(x)]TR−1[y−H(x)]. (2.48)
Sous sa forme actuelle, la matrice B ∈ Mn(R) est de rang au plus N − 1 donc non-
inversible car en général N  n, p. B étant symétrique, son inverse est défini pour sa
restriction à l’espace S engendré par ses colonnes, qui est le même que celui engendré par
les colonnes de ∆Xb : S est donc l’espace engendré par les anomalies d’erreur d’ébauche.
Ainsi, lorsque x− xb ∈ S, la fonction J est bien définie.
Ce changement d’espace dans lequel conduire l’assimilation implique également un chan-
gement de variables. L’idée de (Hunt, Kostelich et Szunyogh, 2007) est de considérer
∆Xb comme une transformation linéaire d’un espace N−dimensionnel S̃ vers S. En pre-
nant w ∈ S̃, il devient possible de construire x − xb = (∆Xb)w ∈ S, assurant la bonne











Suivant cette construction, la fonction de coût suivante devient intéressante pour travailler
dans S̃ :
J̃ (w) = w
Tw
N − 1 + [y−H(x
b + (∆Xb)w)]TR−1[y−H(xb + (∆Xb)w)]. (2.49)
En effet, comme cela si wa minimise J̃ , alors xa = xb + (∆Xb)wa minimise la fonction J
originale. En injectant le changement de variable dans la fonction J de l’équation (2.48),
cela donne une autre expression de J̃ :
J̃ (w) = (N−1)wT
(
IN − (∆Xb)T [(∆Xb)(∆Xb)T ]−1(∆Xb)
)
w+J (xb+(∆Xb)w). (2.50)
L’opérateur IN − (∆Xb)T [(∆Xb)(∆Xb)T ]−1(∆Xb) correspond au projecteur orthogonal
sur ker(∆Xb), assurant que si wa minimise J̃ , alors le vecteur xa associé minimise J .
Cela nous permet de travailler essentiellement dans S̃ en garantissant l’optimalité de la
solution xa trouvée.
Le traitement de la non-linéarité de l’opérateur d’observation pour l’analyse se fait en-
suite grâce à l’ensemble. Si H est suffisamment non-linéaire, plusieurs minima peuvent
exister pour J̃ ce qui devient problématique. Pour assurer un unique minimum, il suffit
de linéariser H dans l’espace de l’ensemble pour reformuler la fonction de coût et la rendre
quadratique, ce qui revient à évaluer H(xb + (∆Xb)w) pour un certain w ∈ S̃.
Une solution pratique pour linéariser est de construire un ensemble d’observations à partir
de l’ensemble d’ébauche Eb = (xi,b)1≤i≤N dont la moyenne vaut xb, soit ∀i ∈ J1, NK, yi,b =
H(xi,b).
Notons leur moyenne yb, et construisons de même la matrice d’anomalies d’erreur d’ébauche
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Dans ce cas, nous pouvons faire l’approximation linéaire suivante :
H(xb + (∆Xb)w) ' yb + ∆Ybw. (2.51)
Grâce à cette approximation, la fonction de coût qui sera minimisée par l’état analysé
correspond à l’approximation de J̃ suivante :
J̃ ′(w) = (N − 1)wTw + [y− yb − (∆Yb)w]TR−1[y− yb − (∆Yb)w]. (2.52)
Cette fonction de coût correspond à celle du filtre de Kalman décrite par l’équation
(2.20), avec comme ébauche wb = 0, comme matrice de covariance d’erreur d’ébauche
IN
N − 1 , et ∆Y
b qui joue le rôle d’opérateur d’observation. D’après (Hunt, Kostelich
et Szunyogh, 2007), le problème décrit par l’équation précédente a pour solutions :
wa = P̃a(∆Yb)TR−1(y− yb)
P̃a =
[
(N − 1)IN + (∆Yb)TR−1(∆Yb)T
]−1
,
où P̃a correspond à la matrice de covariance d’erreur associée à wa.
Pour obtenir la solution du problème d’analyse complet, il suffit d’appliquer le changement
de variable et cela donne :
xa = xb + (∆Xb)wa (2.53)
Pa = (∆Xb)P̃a(∆Xb)T . (2.54)
La construction du nouvel ensemble analysé se fait en formant une matrice ∆Xa qui
factorise Pa selon la relation (2.39). Il suffit ensuite d’ajouter xa aux colonnes de cette
matrice pour obtenir l’ensemble analysé.
Le processus d’application de la localisation pour former le LETKF est également détaillé
dans (Hunt,Kostelich et Szunyogh, 2007, Sec. 2.2.3 et 2.3.4). Y est également décrite
une manière efficiente d’implémenter l’étape d’analyse.
Autres variantes déterministes de l’EnKF
Les premières variantes déterministes sont connues sous l’acronyme des EnSRKF pour
"Ensemble Square Root Kalman Filters", dont deux formulations sont données chez (Bishop,
Etherton etMajumdar, 2001) et (Whitaker et Hamill, 2002), pour l’ETKF vu pré-
cédemment et l’EnSRF, respectivement.
Une couverture théorique détaillée de ce type de filtre est disponible dans (Asch,Bocquet
et Nodet, 2016, Chap. 6, Sec. 4) et plusieurs applications sont montrées en partie III
du même livre. Pour approfondir davantage les algorithmes à racine carrée, le lecteur est
renvoyé vers (Evensen, 2009a, Chap. 13), ainsi que les références mentionnées dans les
éléments de littérature précédemment cités.
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2.4.4 Assimilation de données asynchrone avec l’AEnKF
L’agencement temporel des étapes d’analyses tel que présenté en sous-section (2.1.5) cor-
respond à de l’assimilation de données synchrone : l’étape d’analyse est calculée après
l’arrivée de l’observation, et l’évolution temporelle par le modèle du temps tk au temps
tk+1 se fait une fois l’étape d’analyse calculée.
Cependant, lorsque le système d’assimilation vérifie certaines conditions, il est possible
d’effectuer les étapes d’analyses de façon asynchrone, c’est-à-dire de ne pas calculer l’étape
d’analyse au temps d’arrivée de chaque observation. Dans ce cas, le calcul peut se faire
en fin de fenêtre d’assimilation par exemple. C’est ce que fait l’AEnKF (Asynchronous
EnKF) décrit dans (Sakov, Evensen et Bertino, 2010).
Présentons quelques notations utiles pour formaliser ce nouvel algorithme. En nous ins-
pirant des notations de l’article, posons :
δx = xa − xf = ∆XfGs, l’incrément d’analyse, (2.55)
δX = ∆Xa −∆Xf = ∆XfT, l’incrément de la matrice d’anomalies d’ensemble (2.56)
pour l’analyse,
s = R−1/2 (y−Hx)
N − 1 , le vecteur des innovations normalisé. (2.57)
Voici comment peut se formaliser l’étape d’analyse. Exprimons maintenant la matrice S,
correspondant aux anomalies normalisées projetées dans l’espace des observations :
S = R
−1/2H(∆Xf )
N − 1 . (2.58)
Elle nous permet d’expliciter les matrices G et T vues précédemment. Pour l’EnKF tel
que décrit dans la sous-section précédente, celles-ci ont pour expression :
G = (IN + STS)−1ST = ST (Ip + SST )−1 (2.59)
T = G(D− S). (2.60)
Ici, la matriceD = R
−1/2D̃
N − 1 correspond à une matrice stockant des perturbations générées
selon une distribution gaussienne telle que la moyenne des colonnes de D̃ soit nulle, et
que D̃D̃
T
N − 1 → R, N → +∞.
Les éléments de mise à jour de l’étape d’analyse correspondent ainsi au vecteur Gs (eq.
2.55) et à la matrice T (eq. 2.56). Nous voyons grâce aux précédentes équations qu’il suffit
de connaître le vecteur d’observation y, la matrice d’erreur d’observation R et l’ensemble
projeté dans l’espace des observations HEf pour les calculer.
Sur une fenêtre d’assimilation [t0, t1], nous pouvons ainsi exprimer les différentes grandeurs
lors d’une assimilation à t0 :
δx0 = ∆X0G0s0, (2.61)
δX0 = ∆X0T0. (2.62)
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Nous remarquons qu’il s’agit à chaque fois d’une combinaison ou d’une transformation
linéaire de la matrice des anomalies de l’ensemble de prévision.
Pour un modèle parfait suffisamment lisse, notons Mt0→t1 l’opérateur tangent linéaire du
modèle d’évolution, pour aller du temps t0 au temps t1. Pour une norme ||.|| quelconque,
la propagation dans le temps de l’incrément δx0 vaudra alors :
δx1 = Mt0→t1δx0 +O(‖δx0‖
2). (2.63)
Ainsi, au temps t1 et dans l’approximation linéaire, les grandeurs suivant sont asympto-
tiquement équivalentes :
δx1 ∼Mt0→t1δx0 = Mt0→t1∆X0G0s0 ∼ ∆X1G0s0, (2.64)
δX1 ∼Mt0→t1δX0 = Mt0→t1∆X0T0 ∼ ∆X1T0. (2.65)
Nous voyons alors avec les équations (2.64) et (2.65) que tant que les évolutions des cor-
rections d’analyse et d’anomalies d’ensemble sont linéaires, les coordonnées de ces mêmes
corrections G0s0 et T0 dans la base engendrée par les colonnes de ∆X0 restent constantes
le long de la trajectoire d’évolution du système. Dans ce cas, tant que l’évolution des
anomalies d’ensemble est linéaire entre le temps d’arrivée de l’observation et le temps de
son assimilation, il est possible d’utiliser les éléments calculés au temps t0 pour effectuer
les mises à jour au temps t1.
C’est sur cette idée que s’articule l’AEnKF, il représente une modification générique de
l’EnKF traditionnel décrit en sous-section (2.4.2). L’assimilation asynchrone de plusieurs
observations est décrite plus tard en sous-section (5.2.2). Un avantage de l’AEnKF pour
les systèmes de grande taille est qu’il base ses calculs sur l’ensemble projeté dans l’espace
des observations HEf ∈ Mp,N(R) plutôt que Ef ∈ Mn,N(R), ce qui représente un gain
de stockage mémoire du fait qu’en général n p.
Il est important de remarquer que, dans le cas linéaire, les statistiques d’erreurs en fin
de fenêtre au temps t1 sont les mêmes pour l’EnKF traditionnel que celles de l’AEnKF
(Sakov, Evensen et Bertino, 2010, Section 2.2).
D’autres algorithmes asynchrones sont également décrits dans (Hunt et al., 2003) pour
l’EnKF, et (Hunt, Kostelich et Szunyogh, 2007) pour l’ETKF et le LETKF.
2.4.5 Limitations de l’EnKF
La principale limitation théorique de l’EnKF vient du fait que la taille de l’ensemble est
souvent très limitée en comparaison de celle des modèles physiques sur lesquels il est
appliqué. Par exemple, en prévision météorologique, la taille du vecteur d’état est de 107
alors qu’un ensemble d’environ 100 membres est utilisé, autrement les coûts d’intégration
temporelle pour faire évoluer le modèle seraient inacceptables.
Cela conduit à des déficiences de rang des matrices approximées par l’ensemble. Nous
allons maintenant en expliquer les conséquences.
Déficience du rang de la matrice Pa et covariances fallacieuses
L’utilisation d’un ensemble pour approximer les matrices d’erreurs implique lui aussi son
lot de défauts. Pour un ensemble E ∈ Mn,N(R), lorsque n ≥ N comme c’est souvent le
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cas en pratique, des erreurs d’échantillonnage vont apparaître lors du calcul de la matrice
P définie selon les équations (2.42) ou (2.46).
Ces erreurs conduisent à l’existence de covariances fallacieuses entre des variables initia-
lement non-corrélées, du fait de leur nature physique par exemple. Ainsi lors de l’assimi-
lation, ces variables supposées non-corrélées avec l’observation vont tout de même être
mises à jour, ce qui peut conduire dans le cas d’un système physique à un non-respect des
lois le régissant.
Ces mises à jour fallacieuses peuvent s’estomper avec le temps au fur et à mesure que
beaucoup de données sont assimilées, et l’impact sur l’état du système (la moyenne de
l’ensemble) peut devenir négligeable. Mais cela conduit aussi à une réduction non vou-
lue de la variance de l’ensemble, pouvant à terme mener à une forte sous-estimation de
celle-ci dont la conséquence, si non traitée, est la divergence du filtre. De plus amples
explications ainsi que plusieurs exemples se trouvent dans (Evensen, 2009a, Chap. 15),
avec deux méthodes pour palier le problème des covariances fallacieuses : l’inflation et la
localisation.
L’inflation cherche à réduire l’impact des covariances fallacieuses en gonflant artificielle-
ment la variance de l’ensemble au moment de l’analyse, ou bien en multipliant Pa par un
scalaire α > 1. Ceci a pour effet d’éviter la divergence du filtre mais ne corrige pas les
mises à jour non physiques.
La localisation est une idée inspirée de la physique selon laquelle deux entités fortement
éloignées vont être faiblement corrélées. Pour de grands systèmes, ceux-ci sont discrétisés
sur une grille de taille finie. Cette localisation peut se faire de deux manières :
— la localisation de covariance qui revient à faire un produit de Schur avec une autre
matrice dont les coefficients permettent de lisser les covariances fallacieuses dans
P et d’obtenir une matrice de rang plein,
— la localisation de domaine. Elle consiste à mettre à jour chaque point xi,j de la
grille avec le sous-ensemble des observations contenues dans y qui sont proches
de xi,j, relativement à un critère de distance généralement dicté par la physique,
réduisant ainsi l’effet des observations trop éloignées.
L’objectif de la localisation est de faire en sorte que Pa soit de rang plein.
Collapse de l’ensemble : une des causes de divergence de l’EnKF
Une autre conséquence d’un ensemble de rang déficient est le collapse, qui conduit à la
divergence du filtre. Ce phénomène est fréquent dans le domaine des filtres à particules
(Morzfeld, Hodyss et Snyder, 2017 et références associées), qui sont des méthodes
de Monte-Carlo séquentielles. De même que pour les méthodes précédentes, le filtre à par-
ticules va estimer une distribution dans un cadre bayésien sans se placer dans un cadre
gaussien comme c’est le cas pour l’EnKF.
En possédant des observations yk et en cherchant à estimer la distribution de l’état xk,
l’objectif du filtre à particules est d’estimer la distribution postérieure des variables d’états
conditionnellement aux observations, que nous noterons p(xk|y0, ...,yk). En ayant un mo-
dèle d’évolution pour l’état tel que xk+1 = f(xk)+νk ou νk est un bruit connu, la dimension
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avec x(p)k la pème particule du filtre à l’instant tk.
Lors du déroulement de l’algorithme, chaque particule est pondérée par un poids ωk qui
évolue au cours du temps avec comme condition que
P∑
k=1
ωk = 1, et qui vont définir la façon
dont sera ré-échantillonné l’essaim de particules à chaque prise en compte d’une nouvelle
observation. Or, au bout d’un certain long moment sur des systèmes de haute dimension,
un nombre très restreint m  P de particules s’accaparent l’essentiel des poids, forçant
l’échantillon suivant à une variabilité pathologiquement moindre, menant à la divergence
du filtre. C’est le collapse ! Il faut alors recréer un nouvel échantillon de particules à partir
des dernières statistiques valides pour relancer le filtre.
Le même phénomène se produit sur l’EnKF. L’ensemble E doit recouvrir au mieux l’es-
pace des états donc conserver un rang maximal défini par max(n,N). En règle générale,
N ≤ n, p, E est donc de rang déficient lors des applications classiques.
Une explication possible de l’apparition du collapse, décrite chez (Kepert, 2004), re-
pose sur la construction de la matrice de covariance empirique d’erreur d’observation Re.
Celle-ci est symétrique positive, donc diagonalisable dans une base orthonormale : il existe
S ∈MN(R) etD ∈Mp(R) diagonale telles queD = SReST . Dans cette nouvelle base, les
observations perturbées s’écrivent Ỹ = SY, et l’opérateur d’observation associé H̃ = SH,
avec comme matrice de covariance d’erreur empirique D. Du fait que rang(Re) ≤ N − 1,
D possède au moins p−N+1 valeurs diagonales nulles, ce qui revient à dire que p−N+1
des observations transformées sont parfaites. Or, (Lorenc, 2003, Annexe A) démontre
que, tant que rang(E) > 1, l’assimilation d’une observation parfaite diminue de 1 le rang
de E. De ce fait, le rang de l’ensemble analysé sera au plus de N−(p−N+1) = 2N−p+1.
Lorsque cette grandeur devient ≤ 1, c’est le collapse de l’EnKF.
Le collapse peut être mis en évidence en traçant comparativement l’évolution de la RMSE
d’analyse avec l’évolution de l’écart-type de l’ensemble analysé, qui doivent avoir des
dynamiques similaires.
Nous pouvons aussi regarder l’évolution des RMSEs d’analyse et de prévision, lorsque
celles-ci se rapprochent trop et qu’il n’y a plus de réduction de l’erreur entre la prévision
et l’analyse au même temps, cela signifie que les observations ne sont plus prises en compte
et qu’il peut y avoir collapse.
Autres limitations
Plus de détails sont disponibles dans (Evensen, 2009a, Chap. 14), où sont présentes plu-
sieurs discussions d’algèbre linéaire sur la pseudo-inversion des matrices de rang déficient
ainsi que l’interprétation des équations modifiées de l’analyse qui en découlent. En outre,
des discussions sur l’implémentation de l’analyse et le coût des opérations à effectuer y
sont aussi présentes avec des exemples numériques.
Une discussion plus ancienne et plus synthétique sur la même thématique est aussi dis-
ponible dans (Evensen, 2003, Sec. 3-5).
Plusieurs améliorations de l’algorithme de l’EnKF ont vu le jour pour contourner ces li-
mitations, elles sont présentées en détail sous la forme d’un état de l’art en annexe (A.3).
Un autre facteur limitant que ces méthodes ne prennent pas en compte directement peut
provenir de l’intégration temporelle de l’ensemble. Pour plusieurs systèmes physiques, cer-
taines variables ont des constantes d’évolution temporelle qui diffèrent de plusieurs ordres
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de grandeur. Cela constitue ce que l’on appelle un système raide.
Ce phénomène de raideur se rencontre chez EDF pour la simulation des cœurs de réacteur,
en particulier pour le système modélisant le problème de l’empoisonnement neutronique,
expliqué en annexe (sous-section A.7.3), système sur lequel nous effectuerons nos essais
numériques au chapitre (7). Nous allons discuter plus en détails du phénomène de raideur
dans la section suivante.
2.5 Systèmes dynamiques raides
Les équations différentielles raides sont généralement définies comme des équations sur
lesquelles les méthodes d’intégration explicites fonctionnent mal. C’est-à-dire qu’elles vont
soit mettre un temps très long pour intégrer l’équation en comparaison des méthodes
implicites, soit qu’elles vont donner une solution imprécise, voire les deux à la fois (Hairer
et Wanner, 1996 ; Hairer, Nørsett et Wanner, 2000).
Une façon simple de caractériser la raideur d’un système différentiel est de regarder ses
échelles caractéristiques de temps. Lorsque l’écart entre celles-ci est grand, le système est
dit raide.
Exemple de (Hall et Watt, 1976) (initialement publié par Robertson en 1966) :
A: y′1 = −0.04y1 + 104y2y3, y1(0) = 1
B: y′2 = 0.04y1 − 104y2y3 + 3× 107y22, y2(0) = 0
C: y′3 = −3× 107y22, y3(0) = 0
Cet exemple décrit 3 réactions chimiques, une lente (constante de temps 0.04), une rapide
(constante de temps 104) et une très rapide (constante de temps 3× 107).
Cela ne permet cependant de fournir qu’une caractérisation "expérimentale" de la raideur
d’un système.
Ils se retrouvent souvent parmi les systèmes industriels et sont donc une difficulté à laquelle
il est possible de faire face dans le cadre de l’assimilation de données non-statique. En effet,
cela va induire des contraintes sur l’intégration dans le temps du système, qui peuvent se
répercuter sur la précision ou le temps de calcul, voire compromettre la stabilité numérique
du système de simulation. L’effet de la raideur n’est donc pas à négliger, mais il semble
heureusement bien se maîtriser essentiellement via une bonne gestion de l’intégration
numérique. (Hairer et Wanner, 1996) est un bon ouvrage pour approfondir sur le
phénomène de raideur, ainsi que les références qu’il mentionne.
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3 État de l’art sur les diagnostics de
qualité des observations pour la
prévision numérique
3.1 Prévisibilité des systèmes dynamiques
3.1.1 Introduction à la notion
D’après (Kleeman, 2011), la prévisibilité des systèmes dynamiques a connu ses débuts
pendant l’ère moderne avec l’étude du système solaire. La prévision d’événements tels que
les éclipses solaires se fait avec une extrême précision du fait de la stabilité du système
solaire sur des échelles de temps de l’ordre du siècle. En revanche, lorsque nous passons à
des échelles de temps de l’ordre du million d’années, du fait du comportement chaotique
intrinsèque au problème à N-corps qui sert de modélisation pour les équations du mou-
vement des planètes autour du Soleil, des événements tels que des collisions planétaires
ou des éjections de planètes hors du système solaire sont possibles : le comportement
chaotique du système qui prend le dessus, et la prévision en souffre.
D’autres études ont alors suivi, dont les plus connues sont peut-être la prévision des
séismes, la modélisation océanographique et la prévision météorologique, les deux der-
nières consistant à prévoir les mouvements d’un fluide turbulent. Cependant, comme vu
précédemment, la grande complexité de ces systèmes mènent à de nombreuses approxi-
mations pour permettre leur simulation, ce qui va de nouveau en faire souffrir la prévision.
Pour mieux prévoir le comportement de tels systèmes, de nombreux travaux ont été réa-
lisés par Edward Lorenz durant le XXe siècle. Dans un article fondateur (Lorenz, 1963),
il donne les équations d’un système simplifié de l’atmosphère terrestre lui permettant de
montrer le caractère chaotique des changements de régimes saisonniers de ce dernier. Ce
modèle est à l’heure actuelle encore très utilisé dans la recherche pour vérifier la qualité
des nouvelles avancées techniques en terme de résolution/prévision. Dans un autre article
(Lorenz, 1969), il discute de la prévisibilité des systèmes météorologiques et décrit trois
catégories de systèmes dynamiques dont nous discuterons plus tard. Il essaiera aussi dans
(Lorenz, 1965 ; Lorenz, 1982) différentes modélisations plus complexe de l’atmosphère,
décrira leur résolution numérique, et discutera de leur capacité de prévisibilité d’un point
de vue météorologique et climatologique.
De plus, dans le cas de la météorologie, arriver à obtenir suffisamment d’observations de
la surface de la Terre et de l’atmosphère pour connaître au mieux l’état physique courant
du système est une tâche ardue. Il en résulte donc souvent une imprécision notable sur la
connaissance de la condition initiale servant de base à la prévision.
Parmi plusieurs autres, nous voyons donc que deux déficiences majeures influent sur les
capacités de prévision d’un système de simulation. Elles sont pour la première l’erreur
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modèle dont nous avons déjà discuté en sous-section (2.1.3), et pour la seconde l’erreur de
condition initiale, conditions initiales qui sont particulièrement déterminantes pour toutes
les équations aux dérivées partielles instationnaires. Chacune va faire levier d’une façon
différente sur la qualité des prévisions numériques réalisées. Nous rappelons que pour la
prévision météorologique, le modèle est souvent considéré comme parfait donc sans erreur
modèle. L’incertitude sur les conditions initiales va faire que, pour un système chaotique,
deux prévisions issues de deux conditions initiales qui diffèrent légèrement vont, au bout
d’un certain laps de temps, différer totalement et ne plus représenter le même climat dans
le cas de simulations climatologiques par exemple.
Nous voyons donc qu’il y a de nombreux facteurs qui vont influencer le comportement réel
du système dynamique que nous cherchons à modéliser et observer. C’est avec eux que
nous allons devoir jouer pour obtenir des prévisions de qualité. Nous appelons maintenant
prévisibilité la capacité d’un système de simulation incluant de l’assimilation de données à
fournir des prévisions numériques vérifiant un critère de qualité que nous allons formaliser
par la suite.
3.1.2 Formalisation mathématique
Formellement, un système dynamique se définit selon l’équation :
dx
dt = F (x, t), x ∈ R
n, x|t=0 = x0 (3.1)
où x = x(t) est l’état du système au temps t, x0 la condition initiale du système. Faire
de la prévision sur ce système dynamique conduit à intégrer numériquement l’équation
différentielle qui le régit jusqu’au temps de prévision tf .
Nous savons que la modélisation du système physique décrit par l’équation (3.1) est in-
complète, qu’il y a une part existante d’erreur modèle que l’on ne peut pas quantifier. De
même, il est fort probable qu’il y ait des lacunes sur la connaissance de x0.
De ce fait, toute solution analytique comme numérique de l’équation (3.1) sera différente
de l’état-vrai xt(t) du système.
Un système prédictif est donc un système qui, sur un intervalle de temps donné (éventuel-
lement infini), maintient l’écart entre la prévision et l’état vrai sous un seuil acceptable,
défini a priori empiriquement.
Nous pouvons ainsi donner une définition de l’horizon de prévisibilité d’un système :
Définition 1. Horizon de prévisibilité
L’horizon de prévisibilité d’un système correspond au temps T à partir duquel l’écart
entre la prévision et l’état vrai du système est supérieur à un seuil δ défini au préalable :
T horizon de prévisibilité ⇐⇒ sup
t∈[0,T [
‖x(t)− xt(t)‖ ≤ δ
Remarque : il est important de noter que la norme utilisée ici est quelconque. Nous
pouvons donc en choisir une avec des propriétés qui nous intéressent. Par exemple une
norme dont le carré est différentiable lorsque l’on fait du calcul des variations, une norme
infinie lorsqu’on ne s’intéresse qu’à la plus grande valeur d’un vecteur/matrice etc. Cette
remarque sera aussi valable pour toute la suite, sauf explicitement précisé.
3.1. Prévisibilité des systèmes dynamiques 47
De cette définition découle la suivante :
Définition 2. Système prédictif (au sens météorologique)
Un système est dit prédictif sur [t0, tf ] = I lorsqu’il existe un seuil δ > 0 défini au
préalable et indépendant de I, tel que :
∀t ∈ I, ‖x(t)− xt(t)‖ ≤ δ
Ceci est valable lorsque x est quelconque, aléatoire ou déterministe. Lorsque c’est explicite-
ment une variable aléatoire, l’équation (3.1) décrit l’évolution d’un processus stochastique.
Dans ce cas, la définition (déf. 2) définit un type de prévisibilité particulier, que (Soldatenko
et Yusupov, 2017) appelle "prévisibilité de première espèce". Lorsque le système dyna-
mique étudié admet un attracteur, donc que ses trajectoires dans l’espace des phases sont
contenues dans un élément de volume fini et que chaque trajectoire ne peut s’éloigner
indéfiniment l’une de l’autre, selon (Soldatenko et Yusupov, 2017), en considérant
chaque nouvelle trajectoire issue d’une condition initiale perturbée comme une nouvelle
réalisation du processus stochastique x, alors les erreurs entre x et xt sont bornées. En
fixant arbitrairement δ, on cherche donc à savoir à court-terme jusqu’à quand notre prévi-
sion est acceptable. Nous entendons ici par "court-terme" comme "localement en temps",
ou bien "court-terme relativement aux échelles de temps du système étudié". Cette défi-
nition s’applique par exemple plus au système météorologique.
La deuxième définition de la prévisibilité provenant de (Soldatenko et Yusupov, 2017)
traite de la prévisibilité au long terme relativement aux échelles de temps du système.
Par exemple en climatologie, elle va regarder la température moyenne dans une zone
géographique sur 30 ans, plutôt que son évolution sur la globalité de la zone pendant
quelques jours comme en météorologie. Elle regarde les moments de la distribution de
x par rapport à ceux de xt plutôt que ses réalisations. C’est la "prévisibilité de seconde
espèce".
Définition 3. Système prédictif (au sens climatologique)
Un système est dit prédictif sur [t0, tf ] = I lorsque tous ses moments d’erreur sont bornés
par des constantes positives δ, δ′, ... définies au préalable, indépendantes de I :
∀t ∈ I, E
[∥∥∥x(t)− xt(t)∥∥∥] ≤ δ∣∣∣Var[x(t)]− Var[xt(t)]∣∣∣ ≤ δ′
...
Cette propriété de prévisibilité d’un système se vérifie sur une série statistique qui regroupe
la connaissance de nombreuses analyses passées, par exemple sur plusieurs décennies voire
même à l’échelle du siècle pour certaines applications. Lors des mises à jour du système de
simulation, des réanalyses sont effectuées pour voir si les modifications apportées ne dé-
gradent pas la prévisibilité du système en regardant si les statistiques d’erreurs conservent
leur continuité.
La norme utilisée pour définir la prévisibilité peut se concentrer uniquement sur une pro-
priété ou grandeur physique particulière du système, comme par exemple la salinité en
océanographie, visible chez (Sakov et al., 2012) ou encore (Xie et al., 2019), ou bien la
norme d’énergie humide totale (moisture total energy norm) (Kim et Kim, 2019, Eq. (3))
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en prévision atmosphérique.
Comme décrit dans (Carrassi et al., 2018), ces études de réanalyse constituent un diag-
nostic primordial de prévisibilité dans les domaines de la météorologie, de l’océanographie
ou encore de la climatologie.
3.2 Inventaire des indicateurs de qualité de prévision
existants
Les méthodes présentées précédemment ainsi que leurs améliorations/variantes ont toutes
pour objectif d’améliorer la qualité du processus d’assimilation de données et des prévi-
sions ou réanalyses qu’il fournit, en jouant principalement sur la partie "état" ou "erreur
modèle" du système.
Une autre voie pour l’amélioration en terme de précision ou de coût numérique des sys-
tèmes d’assimilation repose sur une meilleure gestion des observations, et sur la connais-
sance qu’il est possible de leur extraire. Pour cela, plusieurs indicateurs de qualité de
prévision ont été formulés pour estimer la qualité de l’analyse une fois l’assimilation faite,
qui cherchent à déterminer l’impact des observations sur l’analyse. Nous allons maintenant
en étudier les principaux.
3.2.1 Matrice des sensibilités ou "Hat matrix"
Origine et formulation statistique




y ∈ Rp représente les observations, A ∈ Mp,n(R) l’opérateur modèle que nous voulons
recaler par les observations, et R ∈Mp(R) la matrice d’incertitude sur les observations.
Cette modélisation revient à résoudre un problème statistique de régression linéaire :
y = Ax + ε, ε ∼ N (0,R) . (3.3)
Les hypothèses concernant ce modèle sont les suivantes :
1. ε est indépendante des erreurs sur A,
2. R = σ2Ip avec σ 6= 0.
Ce problème de minimisation est très sensible aux observations atypiques, hors "normes",
comme les valeurs aberrantes. Un diagnostic doit donc être établi pour permettre la détec-
tion d’observations dont une faible variation va fortement influencer les caractéristiques
du modèle A.
Ce problème étant un moindres carrés linéaire, nous avons grâce à nos hypothèses une
expression pour nos paramètres estimés :
x̂ = (ATA)−1ATy. (3.4)
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En réinjectant (3.4) dans l’équation de notre modèle (3.3), nous obtenons comme prédic-
tion :
ŷ = Ax̂ = A(ATA)−1ATy. (3.5)
Nous avons donc l’expression de notre matrice de projection, surnommée "hat matrix"
parce qu’elle "met un chapeau" sur y :
Ĥ = A(ATA)−1AT = (ĥij)1≤i,j≤p. (3.6)
Les éléments diagonaux ĥii mesurent l’effet ou l’importance de la mesure yi avec y =
(yi)1≤i≤p dans l’estimation par le modèle de ŷ. Elle est aussi appelée "matrice d’influence"
et notée S = ∂ŷ
∂y
.
Son utilisation actuelle dans le cadre de l’assimilation de données se retrouve à l’ECMWF
avec les travaux de (Cardinali, 2004 ; Cardinali, 2013).
Formulation pour l’assimilation de données variationnelle
Dans cette sous-section, nous noterons par commodité xb plutôt que xb et xa plutôt que
xa, respectivement pour l’ébauche et l’état analysé.
Dans le cadre variationnel, le problème de minimisation peut être vu comme une régression
à la fois pour les observations et l’ébauche, dont les équations sont :
y = HΘ + εobs, (3.7)
xb = Θ + εb. (3.8)
εobs ∈ Rp et εb ∈ Rn sont supposés de moyenne nulle et de matrices de covariance respec-
tives R et B.























le système. C’est à partir de ce problème augmenté que s’établit l’expression de la Hat
matrix du système. Nous obtenons comme paramètres estimés :
Θ̂ = (ATΩ−1A)−1ATΩ−1z. (3.10)
Ce qui nous donne comme solution estimée :
ẑ = AΘ̂ = [ŷT , x̂Tb ]T = [HTxTa ,xTa ]T = A(ATΩ−1A)−1ATΩ−1z. (3.11)
Sa matrice de covariance d’erreur vaut :
C = (ATΩ−1A)−1ATΩ−1. (3.12)
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La hat matrix s’exprime comme la matrice des sensibilités du système. Elle s’écrit :








La sensibilité qui nous intéresse est celle par rapport aux observations. Elle correspond




= R−1HCHT . (3.14)
Dans le cas d’un moindres carrés linéaire comme pour l’équation (3.2), les matrices décrites
par les équations (3.13) et (3.14) sont confondues car le modèle dépend uniquement des
observations. (Cardinali, 2004, eq. (2.3)-(2.4))
3.2.2 DFS : Degrees of Freedom for Signal
Dans le cas de l’estimation optimale, l’analyse est donnée par l’équation (2.13). Les DFS
servent à mesurer la sensibilité propre de l’analyse aux différents types d’observation.
Ils correspondent à la trace des dérivées partielles de l’image de l’analyse dans l’espace
des observations, relativement aux observations (Lupu, Gauthier et Laroche, 2011,







Nous avons un lien direct entre les DFS et la Hat matrix.
Dans le cas linéaire, les équations (Lupu, Gauthier et Laroche, 2011, Sec. 2, Eq. 3)
et (3.15) impliquent que :
DFS = Tr(KTHT ) = Tr(HK). (3.16)
En pratique, la taille des matrices H et K empêchent le calcul direct des DFS. Il faut
pour cela passer par des méthodes d’approximation.
Trois solutions existent pour contourner cette difficulté : l’estimation de la trace grâce aux
vecteurs singuliers principaux de la Hessienne du système d’assimilation (Cardinali,
2004), des techniques de randomisation se basant sur les diagnostics de cohérence de
(Desroziers et al., 2005), et la méthode de (Chapnik et al., 2006).
L’approche de (Desroziers et al., 2005) s’applique à l’analyse du contenu informatif
aussi bien de toutes les observations que d’un sous-ensemble de celles-ci dans le cadre des
méthodes variationnelles, en ne se basant que sur les innovations par rapport à l’analyse et
à l’ébauche. Le point fort de cette technique repose sur le fait qu’elle peut s’adapter à des
statistiques d’erreurs mal spécifiées, et qu’en ajoutant une hypothèse de non-corrélation
des erreurs d’observation, elle se généralise à tout système d’assimilation de données.
Le calcul de la matrice de sensibilités comme présenté dans (Cardinali, 2013) constitue
une quatrième manière de calculer les DFS d’un système. Cependant, cela revient encore
une fois à calculer Tr(HK) une fois l’assimilation faite.
Les DFS constituent donc un autre moyen d’évaluer a posteriori l’information appor-
tée par les observations en suivant une voie légèrement différente des diagnostics FSOI
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présentés précédemment. Suite aux travaux de (Cardinali, 2009 ; Cardinali, 2013),
ils sont opérationnels à l’ECMWF pour servir à un meilleur paramétrage de leur réseau
d’observation.
Il est intéressant de noter qu’à la différence des diagnostics FSOI décrits précédemment,
les DFS semblent se généraliser plus facilement aux méthodes non-variationnelles, bien
que plusieurs travaux dans ce domaine de recherche existent, que nous allons maintenant
regarder.
3.2.3 FSOI : Forecast Sensitivity Observation Impact
Les premières expérimentations sur l’impact des observations consistaient à supprimer
une ou plusieurs observation yi du vecteur d’observation y et à comparer les résultats
obtenus après analyse avec et sans ces observations ("expérience de déni de données"). Le
problème de cette méthode est qu’elle nécessite de calculer autant d’analyses différentes
que l’on veut faire de diagnostics, peu pratique donc pour des systèmes opérationnels.
L’estimation de la sensibilité de la prévision aux corrections/informations apportées par
les observations lors de l’analyse est une façon de contrôler la qualité de la prévision au fur
et à mesure du processus d’assimilation, tout en permettant de mieux calibrer le système
d’observation.
Les diagnostics qui cherchent à formuler et caractériser au mieux l’erreur de prévision
sont donc particulièrement intéressants pour étudier la qualité des prévisions faites par
un système d’assimilation de données et attester de sa prévisibilité : ce sont les diagnostics
FSOI.
Nous rappelons que dans le cadre linéaire, l’analyse à tk réduit systématiquement la va-
riance de l’erreur commise à tk. Cependant, cette certitude disparaît lorsque nous sommes
dans un cadre non-linéaire. Les diagnostics FSOI permettent un suivi de l’évolution de
l’erreur de prévision en fonction de l’assimilation d’observation, et permettent de carac-
tériser les observations à fort impact correctif a posteriori de l’analyse.
Dans cette partie, nous noterons l’état-vrai xt et pas xt comme nous avons pu le voir plus
en amont dans le manuscrit, pour éviter de surcharger la rédaction. Nous introduisons
également deux autres notations : celle de la prévision obtenue à partir de l’ébauche xb,
notée xfb , et celle de la prévision obtenue après correction par l’analyse xa, notée xfa.
Caractérisation de l’erreur de prévision
Une façon de caractériser l’impact des observations sur la prévision est de suivre l’évolution
d’une estimation de l’erreur de prévision. C’est cette voie qui a été empruntée d’abord
par (Langland et Baker, 2004) puis raffinée par (Errico, 2007 ; Gelaro, Zhu et
Errico, 2007). En reprenant les notations et le fil directeur de (Trémolet, 2007), il
s’agit de définir une mesure de l’erreur de prévision :
e(xf ) = (xf − xt)TC(xf − xt), (3.17)
avec xf la prévision, xt l’état-vrai et C une matrice de poids symétrique définie-positive.
En pratique, l’état-vrai et la prévision ne sont pas directement dans le même espace,
le second étant une approximation discrétisée du premier. Pour arriver à faire un lien
entre les deux, il suffit de légèrement raffiner la formulation (3.17) en définissant xft , le
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projeté orthogonal de xt dans l’espace des prévisions, relativement au produit scalaire
défini depuis C. Dans ce cas, en écrivant la relation d’orthogonalité, et la formulation
(3.17) devient :
e(xf ) = (xf − xft )TC(xf − xft ) + (xft − xt)TC(xft − xt) (3.18)
qui est une fonction quadratique en xf .
Nous pouvons alors aisément en déduire une approximation au premier ordre des varia-
tions de l’erreur (3.18) pour une perturbation δx :
δe(δx) = e(xf + δx)− e(xf ) = 2(δx)TC(xf − xft ) + δxTCδx. (3.19)
Le calcul de cette formule se trouve en annexe (section A.4). Du fait que l’erreur soit
quadratique, ce calcul donne une formule exacte de la variation.
De manière générale, les états qui nous intéressent sont la prévision obtenue depuis
l’ébauche xfb , et la prévision corrigée par l’analyse xfa.
Dans le cadre de l’étude de l’impact des observations, la correction de la prévision résulte
de l’assimilation des observations. La réduction de l’erreur de prévision s’exprime alors
directement comme une fonction des innovations δy = y −Hxfb . (Trémolet, 2007) en
donne une approximation au premier ordre :
δx = MKδy. (3.20)
M correspond à la linéarisation de l’opérateur modèle au temps de l’analyse, et K au gain
de Kalman du système d’assimilation étudié. Avec cette approximation, nous avons une
relation linéaire directe entre δy et δx qui permettent d’exprimer les corrections directe-
ment à partir des innovations.
Au lieu de travailler dans l’espace des états comme avec la formulation (3.17), (Todling,
2013) propose de travailler dans l’espace des observations en transformant simplement la
formulation (3.17) en :
ey(xf ) = [H(xf )− y]TT[H(xf )− y] = dTTd. (3.21)
T ∈ Mp(R) est une matrice de poids symétrique définie-positive, s’interprétant comme
une matrice de covariance. Le point de vue "observations moins prévision" ("observation-
minus-forecast") de (Desroziers et al., 2005)) présente certains avantages tels que l’ab-
sence de corrélations non-voulues entre l’état de vérification et la prévision, du fait que
l’état de vérification soit les observations qui sont indépendantes de la prévision, en com-
paraison au point de vue "analyse moins forecast". Cependant, les résultats diffèrent de
ceux obtenus via l’espace des états, ils ne vont coïncider que lorsque l’analyse est optimale
comme dans le cas linéaire, ce qui n’est pas souvent vérifié en pratique. Leur autre intérêt
tient dans le fait que la formulation (3.21) fait directement référence à l’impact des ob-
servations sur la qualité du cycle d’assimilation de données lorsque l’état de vérification
xf = xb ou xa.
Cependant, l’auteur mentionne lui-même en conclusion que cette approche n’est ni moins
bonne ni meilleure qu’une autre pour estimer l’impact des observations.
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FSOI pour les méthodes variationnelles
L’article de (Trémolet, 2008) propose une application des diagnostics FSOI sur un
système d’assimilation de données variationnelle, plus particulièrement les algorithmes 3D-
et 4D-Var incrémentaux, décrit dans (Courtier, Thépaut et Hollingsworth, 1994).
Le 4D-Var incrémental est utilisé depuis les années 90 dans la plupart des applications
météorologiques.
Les algorithmes 3D- et 4D-Var incrémentaux ont pour objectif la minimisation d’une
fonction de la forme :
J(x) = 12(x− x
b)TB−1(x− xb) + 12(y−H(x))
TR−1(y−H(x)), (3.22)
quadratique dans le cas linéaire. (Cardinali, 2018) montre que l’on peut aussi travailler
avec une fonction de coût ne prenant en compte que les observations.
En pratique, cette fonction (3.22) est non-linéaire et difficile à minimiser. La méthode
itérative de Gauss-Newton est utilisée car il s’agit d’un problème aux moindres carrés.
Elle consiste à approcher itérativement le minimum de J en calculant plusieurs approxi-
mations quadratiques de J sans calculer sa Hessienne, trop coûteuse, jusqu’à l’obtention
d’une solution satisfaisante. Cette méthode donne de bons résultats lorsque le problème
est moyennement non-linéaire. Ce procédé constitue ce que l’on appelle la boucle externe
ou outer loop.
Quant à elle, la boucle interne ou inner loop correspond aux itérations de la procédure de
minimisation utilisée pour la recherche du minimum des approximations de J , au sein de
chaque itération de la boucle boucle externe.
La détermination des sensibilités de la prévision aux observations nécessite, pour chaque
itération de la boucle externe, la construction des opérateurs adjoints MT et KT res-
pectivement de l’opérateur d’évolution du modèle M et du gain de Kalman équivalent
K = (B−1 +HTRH)−1HTR−1. Pour obtenir la sensibilité complète de la prévision, pour
chaque itération de la boucle externe, il reste à calculer l’adjoint de la boucle interne
comme décrit dans (Trémolet, 2008, Sec. 4).
Cependant, l’opérateur K dépend en général de l’état en sortie de l’itération précédente
j de la boucle externe. Ainsi, pour l’itération suivante j + 1, la formulation du problème
adjoint pour le 4D-Var incrémental nécessite le calcul du tenseur δKj qui correspond à
la dérivée de l’opérateur Kj par rapport à chaque variable de l’état. Ce calcul est très
onéreux, et en pratique seule une approximation de δKj est calculée par différences finies
et pose la question de la précision de cette approximation.
Le 4D-Var incrémental bénéficie des itérations de la boucle externe du fait qu’elles per-
mettent la prise en compte des informations retournées par l’adjoint. Cela est d’autant
plus marqué que la dépendance des différents opérateurs à l’état du système est forte. De
plus, les informations mises à disposition par le diagnostic FSOI en temps réel permettent
une amélioration en temps réel de la façon dont sont traitées les différentes observations,
notamment un gain de temps sur la détection d’erreurs à ce niveau (Trémolet, 2007,
discussion en section (5.3)). En pratique, il n’est pas possible de calculer directement l’ad-
joint au second-ordre car son coût est prohibitif.
En revanche, (Le Dimet,Navon etDaescu, 2002) montre qu’il est possible d’en extraire
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les informations les plus importantes comme par exemple ses valeurs propres ou son condi-
tionnement, à un coût acceptable sans construire la matrice Hessienne ∈ Mn(R). Pour
cela, il suffit de former l’opérateur qui calcule le produit entre la Hessienne et un vecteur
quelconque. (Le Dimet, Navon et Daescu, 2002, Section. 2) montre que cela revient à
résoudre un système linéaire puis à effectuer différentes opérations moins coûteuses qu’un
calcul direct de la Hessienne. Ces informations de second-ordre servent ensuite pour le
suivi du problème de minimisation, renseignant notamment sur la vitesse de convergence
pour un problème sans contraintes, et la détection de minimas locaux pour un problème
sous contraintes. Deux méthodes d’approximations de la Hessienne sont aussi discutées :
le calcul par éléments finis, et une approximation stochastique de rang p ≤ n donnant de
bons résultats en tant que préconditionnement du problème.
Sensibilité aux perturbations de la matrice R
(Daescu, 2012) étend l’étude des sensibilités de la prévision aux observations à celle des
sensibilités de la prévision aux variations de la matrice de covariance d’erreur d’observa-
tion R, et donne aussi une expression de la sensibilité de la prévision aux variations de la
matrice de covariance d’erreur d’ébauche B dans son équation (11) sans approfondir son
étude dessus.
En pratique, la matrice R est considérée comme diagonale – bien que cela soit en train
d’évoluer – avec R = diag(σ21, ..., σ2p) (éventuellement ∀i, σ2i = σ20). Soit yi ∈ Rl, l < p, un
sous-ensemble d’observations du vecteur y.
Notons α :
 J1, pK→ J1, lKk 7→ α(k) la fonction injective qui construit yi à partir des éléments
de y, telle que yi = (yα(i))1≤i≤p. Cette opération se met sous la forme d’une matrice de
projection Γ ∈Ml,p(R), telle que yi = Γy.
La matrice d’erreur d’observation associée Ri ∈Ml(R) vaut Ri = ΓRΓT = diag(σ2α(i)).
En reprenant l’équation (10) de (Daescu, 2012) avec nos notations, la variation de l’erreur
de prévision (3.21) relativement au sous-ensemble d’observations yi du vecteur d’obser-




f )[Hi(xf )− yi]R−1i . (3.23)
où Hi : Rn → Rl correspond à l’opérateur d’observation adapté pour le sous-ensemble yi.
Cette formule est démontrée dans (Daescu, 2008).
Avec yi ∈ Rl et j ∈ J1, lK, la sensibilité de l’erreur de prévision à chaque variance d’erreur









oùRi(j, j) représente la jème valeur diagonale deRi. Cependant, l’erreur e(xf ) est implici-
tement liée à la spécification de la matriceR du système d’assimilation : e(xf ) = e(xf (R)).
Ainsi, une approximation de premier ordre de l’erreur de prévision en fonction d’une per-
turbation δR est donnée par :
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En redécoupant y en sous-ensembles yi, et en adaptant l’équation (3.25) pour ces sous-
ensembles, cela permet de déterminer la sensibilité de l’erreur de prévision pour chaque
observation contenue dans y.
Les auteurs utilisent ensuite cette approche pour améliorer les capacités des systèmes
d’assimilation variationnelle à estimer la variation de l’erreur commise lors d’un chan-
gement de spécification des matrices d’erreur ainsi que l’ajustement et l’estimation des
paramètres des matrices B et R. Plusieurs essais numériques sont ensuite conduits sur le
système de prévision météorologique opérationnel de la NASA, GEOS-5.
Application récente
Un exemple d’application de cela dans le cadre de la prévision météorologique par des
méthodes variationnelles se trouve chez (Kim et Kim, 2019).
Les auteurs y utilisent les diagnostics FSOI pour comparer le 4D-Var classique avec le
4D-Var hybride, qui utilise une estimation par méthode d’ensemble pour construire sa
matrice de covariance d’erreur d’ébauche B. Nous verrons l’adaptation des FSOI dans le
cas des méthodes ensemblistes un peu plus loin en sous-section (3.2.3).
FSOI pour les méthodes d’ensemble (diagnostics EnFSOI)
Les diagnostics FSOI n’intéressant pas seulement la partie variationnelle de l’assimilation
de données, leur adaptation pour les méthodes de filtrage étaient une suite logique. Après
l’article de (Langland et Baker, 2004), (Liu et Kalnay, 2008) a suivi la même voie
dans le cadre de l’EnKF appliqué spécifiquement au modèle de Lorenz96. La généralisa-
tion à tout type de méthode ensembliste se retrouve dans (Kalnay et al., 2012).
En reprenant les notations de (Kalnay et al., 2012), xft|0 correspond à la prévision au
temps t partant de l’analyse au temps 0 soit xa0, et x
f
t|−6 à la prévision au temps t de-
puis l’ébauche antérieure de 6h à xa0. L’intervalle de temps de 6h est calibré sur celui de
la prévision météorologique générale, il peut varier selon le système auquel s’applique le
diagnostic.
Définissons xat l’analyse au temps t, et|0 = x
f
t|0 − xat l’erreur entre la prévision ayant
connaissance des observations au temps 0 et l’analyse au temps t, ainsi que et|−6 =
xft|−6 − xat l’erreur entre la prévision sans connaissance des observations au temps 0 et
l’analyse au temps t.
D’après (Langland et Baker, 2004), l’impact des observations au temps 0 se mesure
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L’approche utilisée en 4D-Var est d’approximer directement cette quantité en calculant
l’adjoint du modèle, l’adjoint du gain et d’effectuer le produit scalaire final.
Pour l’EnKF, c’est différent. Les anomalies d’analyse au temps 0 sont contenues dans la
matrice ∆Xa0 dans l’espace des états, et dans ∆Ya0 = H(∆Xa0) dans l’espace des observa-
tions. Pour un ensemble de N membres, une formulation alternative du gain de Kalman




∆Xft|0 représente les anomalies de prévisions normalisées relativement à la moyenne de
l’ensemble, comme définies par l’équation (2.39). Ainsi, la fonction de coût se reformule :









Il est à noter que ∆Xft|0 peut se calculer directement via le modèle non-linéaire. Ceci
assure une validité de l’approximation sur une fenêtre plus longue que celle de l’adjoint
en variationnel, et la possibilité d’étude de l’impact des observations sur des prévisions
relativement à plus long terme. Pour les prévisions à court-terme au sens de la météoro-
logie, les deux approches donnent des résultats équivalents.
Cependant, l’approche ensembliste se dégrade sur les prévisions au long-terme du fait de
l’introduction de la localisation, nécessaire lors des expériences sur des cas réalistes. Une
localisation en temps pourrait remédier à cela (Kalnay et al., 2012, Sec. 5).
Un dernier avantage par rapport à l’adjoint réside dans le coût de l’approche ensembliste
qui est sensiblement moindre.
Une extension de cette méthode en se basant directement sur les observations plutôt que
l’analyse se trouve chez (Sommer et Weissmann, 2016), qui permet aussi de ne pas être
gêné par la présence de biais sur l’analyse ou autres erreurs systématiques. Cependant,
cette méthode est particulièrement sensible au choix de la matrice C correspondant à la
norme avec laquelle l’erreur est définie.
(Hotta et al., 2017) combine les travaux de (Daescu, 2012) et antérieurs avec ceux
de (Kalnay et al., 2012) pour déterminer cette fois la sensibilité de la prévision aux
variations sur la matrice R, pour permettre un meilleur paramétrage de la matrice et
améliorer la qualité des prévisions actuelles. En effet, un paramétrage de R guidé par leur
méthode se ressent sur la sensibilité de la prévision directement aux observations. Cepen-
dant, aucune amélioration statistiquement significative de la qualité des prévisions n’a été
observée, des travaux supplémentaires autour de cette méthode sont donc nécessaires.
D’avantage de précisions sur les propriétés des diagnostics FSOI par méthode d’ensemble
se trouvent chez (Kotsuki, Kurosawa et Miyoshi, 2019) pour des applications en
prévision météorologique.
Récapitulatif
Les diagnostics FSOI ont été en premier formulés pour les méthodes variationnelles, qui
sont historiquement les premières à avoir été utilisées et implémentées dans le cadre de
la prévision météorologique. Leur formulation équivalente pour les méthodes d’ensemble
a logiquement suivi. Ils ont fait leur preuve et sont maintenant utilisés dans plusieurs
systèmes opérationnels.
Dans les deux cas de figure, ce sont des diagnostics faits a posteriori de l’étape d’analyse,
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l’état analysé xa servant d’état de référence au diagnostic du fait qu’il englobe la totalité
de la connaissance disponible à la fois depuis le modèle et les observations. Cependant,
d’autres méthodes comme chez (Sommer et Weissmann, 2016) ou encore (Cardinali,
2018) se servent des observations y comme état de référence, qui sont éventuellement
disponibles en dehors du temps de l’analyse ou en tout cas ne nécessitent pas le calcul
de xa pour être obtenues. Ils peuvent aussi être étendus à l’étude de la sensibilité aux
perturbations des caractéristiques d’erreur à la fois du modèle ou des observations comme
chez (Daescu, 2012) et (Hotta et al., 2017), respectivement.
Cependant, ils sont essentiellement des diagnostics a posteriori et ne permettent pas un
contrôle de la prévision en amont de l’analyse lorsqu’ils dépendent de xa. Une piste pour
obtenir de nouveaux indicateurs pouvant fournir de l’information pour des diagnostics
cette fois a priori de l’analyse, semble se trouver dans la comparaison directe entre les
observations et la prévision comme chez (Sommer etWeissmann, 2016). C’est avec cette
idée en tête que nous poursuivons le travail de recherche de cette thèse.
3.3 Conclusion et orientation des recherches
Les recherches en prévision numérique par filtrage ont trois axes de développement ayant
chacun pour but final d’améliorer la qualité des prévisions obtenues, éventuellement par
une réduction de leur coût ou bien par une amélioration de la précision et de la pertinence
physique de celles-ci.
Le premier axe est dans l’amélioration des méthodes de filtrage elles-mêmes et a abouti
aux méthodes d’ensemble itératives, lisseurs... Ces méthodes s’étendent au delà du pur
formalisme ensembliste de l’EnKF en résolvant le problème d’analyse comme un problème
de minimisation, à l’instar de l’approche variationnelle. Cela a débouché sur l’IEnKS, mé-
thode itérative la plus récente et la plus prometteuse car elle permettrait des prévisions
plus précises et à moindre coûts, du fait de son lissage et de la forte réduction de taille de
l’ensemble qu’elle permet.
Le deuxième axe – qui commence à être pris en compte dans les méthodes itératives les
plus récentes – est la gestion de l’erreur modèle en assimilation de données. C’est une
problématique importante qui commence à être mise en place dans les systèmes opé-
rationnels. Ceci est du à la complexité intrinsèque de la modélisation de cette erreur
difficilement mesurable, contrairement à une variance d’erreur sur un capteur pour les
observations par exemple. La théorie sur l’erreur modèle est actuellement riche, et c’est
maintenant des développements applicatifs qui sont à l’ordre du jour, notamment sur les
systèmes variationnels en prévision météorologique. Ceci permet d’augmenter encore la
précision des prévisions faites, avec un certain surcoût.
Le troisième axe est le pendant de l’aspect modèle, il va lui s’intéresser aux observations,
et constitue les travaux sur les diagnostics de sensibilité de la prévision aux observations et
de l’impact des observations sur l’analyse. Ces diagnostics ont été initialement formulés
pour les méthodes variationnelles du fait de l’augmentation massive de données dispo-
nibles ces dernières années en prévision atmosphérique. Ils commencent à être formulés
à la fois dans le cadre des méthodes ensemblistes et hybrides, ces dernières combinant
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l’approche variationnelle à l’approche ensembliste. Ils permettent de discriminer efficace-
ment les observations les plus importantes et sont aujourd’hui utilisés pour faire de la
calibration du système d’observation ainsi que de la réanalyse, car trop coûteux encore
pour la prévision. Ils sont majoritairement faits a posteriori de l’analyse.
Nous sommes intéressés dans nos travaux de recherches par la qualité de nos prévisions
faites par un EnKF classique, ainsi que par la conservation voire l’amélioration de la
prévisibilité de notre système de manière générale. Cette prévisibilité est une propriété
statistique au long terme, elle s’évalue grâce à une série temporelle d’analyses passées
de taille conséquente, se déroulant sur l’échelle d’un siècle en météorologie par exemple.
Suivre sa qualité implique de régulièrement faire des réanalyses, ce qui n’est pas notre
objectif : en effet, nous voulons voir s’il est possible de déterminer a priori l’impact d’une
observation sur l’analyse et/ou la prévision pour éventuellement ne pas l’assimiler, lorsque
nous disposons d’un système fortement observé. L’utilisation des indicateurs a posteriori
sera plutôt réservée à la calibration du réseau d’observation d’un système, pour justifier
la pose d’un nouveau capteur par exemple.
Pour cela nous allons voir comment comparer l’observation et la prévision sans faire
l’étape d’analyse, en définissant des indicateurs de qualité a priori. Nous définirons aussi
des indicateurs a posteriori depuis des indicateurs existants pour vérifier les nouveaux
que nous proposerons. Ils seront explicités et analysés dans le chapitre suivant.
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4 Description des indicateurs
retenus de qualité des observations
pour la prévision
Trois indicateurs sont présentés dans ce chapitre : la Hat matrix dont nous avons déjà
discuté, la distance de Wasserstein et la distance de Kullback-Leibler. Tous trois ont déjà
servi pour plusieurs applications en assimilation de données. Nous les détaillons également
pour étoffer leur description.
4.1 Matrice des sensibilités ou "Hat Matrix" pour
l’EnKF
Nous avons présenté la Hat matrix dans le cadre d’un moindre carré assez général en
sous-section (3.2.1), nous allons maintenant nous concentrer sur son calcul dans le cadre
de l’assimilation de données avec l’EnKF.
Dans ce cas, le problème d’assimilation de données peut se formuler au sens des moindres




































On cherche maintenant à exprimer la Hat matrix de ce moindre carré. Formons le gain
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La Hat matrix est la matrice correspondant àR−1/2HCHTR−1/2 qui représente la matrice
de covariance de l’estimation par les observations. Nous la noterons Ĥ.
Ĥ = R−1/2HCHTR−1/2 = R−1/2H(B−1 + HTR−1H)−1HTR−1/2
= Ip −R1/2(R + HBHT )−1R1/2 Sherman-Morrison-Woodbury
Ĥ = Ip − (Ip + R−1/2HBHTR−1/2)−1 (4.2)
La matrice ainsi obtenue correspond exactement à la transposition de la notion statistique
de Hat matrix au domaine de l’assimilation de données, en l’exprimant sous forme d’un
problème aux moindres carrés.
Il ne nous reste plus qu’à récupérer la diagonale de Ĥ = (ĥii)i≤m pour connaître l’impact
de chaque observation sur le modèle.
Un calcul similaire est fait dans (Cardinali, 2013, Sec. (A.1)) pour obtenir la Hat matrix
du système complet d’assimilation de données.
4.2 Essais numériques de vérification de l’indicateur
Le système utilisé est celui de Lorenz 63 avec le jeu de paramètres classique . Il est totale-
ment observé, avec l’ajout d’une 4eme observation supplémentaire a priori peu informative :
en notant y = [y1, y2, y3, y4]T le vecteur d’observation, y4 = 0+ε4, où ε4 représente le bruit
du à l’erreur sur l’observation.
Il devrait s’en suivre que ĥ4,4 = 0 < ĥ1,1, ĥ2,2, ĥ3,3, du fait que l’observation y4 n’apporte
comme information qu’un simple bruit. La configuration utilisée est la configuration 2
décrite en annexe (A.7.1).
Ĥ nous renvoie comme valeurs diagonales sur la fenêtre :
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Figure 4.1 – Valeurs diagonales de Ĥ, pour 100 vecteurs d’observation,
avec intervalle de temps dtobs = 0.25 entre chaque vecteur.
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Notre hypothèse que la 4eme dimension du vecteur d’observation a peu d’impact sur le
résultat obtenu lors de l’assimilation est validée : la Hat matrix détecte bien que y4 n’ap-
porte aucune information au système d’assimilation de données.
Voyons maintenant les moyennes des RMSEs d’analyse pour des essais successifs d’abord
complètement observés puis où l’on supprime l’observation d’importance la plus faible
lors de l’assimilation, c’est-à-dire celle qui correspond à la valeur diagonale la plus faible
de Ĥ, qui peut varier dans le temps et semble être soit y1, soit y4 d’après (4.1). Voici les
valeurs obtenues :
40 assimilations : 1000 assimilations :
RMSE moyenne RMSE moyenne
Sans suppression 0.05801 0.05955
Avec suppression 0.05801 0.05955
Nous voyons que celles-ci sont identiques, du fait que la Hat matrix supprime à chaque
la 4ème observation lors de l’analyse. Toutes les analyses se déroulent finalement comme
si y = [y1, y2, y3]T , ce qui était attendu.
Voici en comparaison le même essai sur le même système sans l’observation y4, c’est-à-dire
pour la configuration 1 telle que décrite en annexe (A.7.1).
Dans ce cas, les valeurs diagonales de Ĥ sont :
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Figure 4.2 – Valeurs diagonales de Ĥ, restreintes aux 40 1ers vecteurs
d’observation.
Celles-ci varient fortement. Il apparaît en moyenne que les dimensions 2 et 3 soient les im-
portantes et la dimension 1 toujours la moins importante. Nous devons donc nous assurer
qu’il s’agit bien d’un comportement systématique et pas d’une configuration particulière
due à la graine utilisée pour le générateur pseudo-aléatoire.
En moyennant les valeurs diagonales obtenues sur 100 essais avec une graine du générateur
pseudo-aléatoire différente pour chacun, nous obtenons les valeurs d’importance moyennes
suivantes :
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Figure 4.3 – Valeurs diagonales moyennes de Ĥ pour 100 expériences.
L’importance accordée à chaque dimension reste en accord avec celle décrite sur la figure
(4.2), ce comportement est donc bien systématique.
Nous retrouvons le même comportement pour la 1ere dimension du système, qui a encore
l’importance la plus faible. En supprimant de nouveau l’observation d’importance la plus
faible lors de l’assimilation, nous avons comme moyennes des RMSEs d’analyse :
40 assimilations : 1000 assimilations :
RMSE moyenne RMSE moyenne
Sans suppression 0.06803 0.05955
Avec suppression 0.05896 0.06201
Sur la petite fenêtre de 40 assimilations, nous avons localement une amélioration de la
qualité des analyses lorsque nous n’avons pas l’observation artificielle dans le système, et
lorsque nous supprimons l’observation de moindre importance correspondant à la 1ere di-
mension du système. Nous retombons sur les valeurs précédentes dans le cas d’une longue
fenêtre d’assimilation avec des statistiques qui ont convergé, les perturbations dues à l’ob-
servation artificielle semblent donc agir avant tout à échelle locale.
La Hat matrix adaptée pour l’EnKF permet donc bien de discriminer les observations
avec un effet moindre sur la mise à jour du vecteur d’état au sein du vecteur y. L’impact
sur la RMSE au long terme est faible entre un essai où l’on supprime systématiquement
l’observation la moins importante lors de l’analyse et celle où l’on assimile systémati-
quement l’intégralité du contenu de y. Cependant des variations locales plus marquées
peuvent apparaître.
Ces essais préliminaires nous permettent de voir comment utiliser la Hat matrix dans nos
expérimentations futures.
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4.3 Distance de Wasserstein
La distance de Wasserstein (Villani, 2009, chap. 6) tient ses origines de la théorie du
transport optimal.
Soit (χ, d) un espace complet et séparable. Soit p ∈ [1,+∞). Pour tout couple de mesures
(µ, ν) sur χ, soit Γ(µ, ν) l’ensemble des couplages de µ et ν, c’est-à-dire l’ensemble des me-
sures sur χ×χ ayant pour densités marginales µ et ν, respectivement en 1er et 2nd facteurs.










Cette métrique permet de comparer deux distributions de probabilités de deux variables
X et Y, lorsqu’une des variables est issue de l’autre grâce à de petites perturbations non-
uniformes (aléatoires comme déterministes).
En l’état actuel, ce n’est pas à strictement parler une distance car elle peut prendre
des valeurs infinies, il suffit pour éviter cela de se restreindre à l’espace des mesures de





d(x0, x)pµ(dx) < +∞
 , (4.4)
avec x0 ∈ χ arbitraire, l’espace étant indépendant du point choisi.
4.3.1 Formulation dans le cas gaussien
Soient µ1 = N (m1,C1) et µ2 = N (m2,C2) deux distributions gaussiennes non-dégénérées
sur Rn, avec pour moyennes respectives m1 et m2 ∈ Rn et pour matrices de covariances
C1 et C2 ∈Mn(R). Dans ce cas, selon (Givens et Shortt, 1984, section 2, pp. 236-240),
la distance de Wasserstein d’ordre 2 (ou 2-Wasserstein) entre µ1 et µ2 correspond à :
W2(µ1, µ2)2 = ‖m1 −m2‖22 + tr
[





Pour de nombreux détails théoriques sur l’origine de cette formule et les propriétés des
distances de Wasserstein, le lecteur est invité à se plonger plus amplement dans les réfé-
rences mentionnées précédemment.
Comme remarqué dans (Farchi et al., 2016, Sec. 2), la norme Euclidienne utilisée ici
peut être remplacée par une norme matricielle ‖.‖T−1 , où T est une matrice inversible de
poids, prenant en compte les écarts d’ordre de grandeur entre les différentes variables du
système, ou par exemple R, pour prendre en compte les différents niveaux d’erreurs sur
chaque observation.
Les systèmes sur lesquels nous effectuerons nos essais ont des variables chacune du même
ordre de grandeur, et il en est de même pour les variances d’erreur de chaque observation,
nous utiliserons donc directement la formulation (4.5) pour nos calculs de distance.
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4.3.2 Distance de Wasserstein en assimilation de données : un
palliatif à l’erreur modèle
L’utilisation de la distance de Wasserstein se retrouve en assimilation de données dans
des domaines d’applications comme l’étude de la propagation atmosphérique de polluants
aériens dans (Farchi et al., 2016), la réduction d’artefacts d’assimilation lors du suivi
ou de la prévision de polluants de surface sur des étendues d’eau pour (Li et al., 2018),
une meilleure prise en compte de l’erreur modèle et/ou du biais dans (Ning et al., 2014 ;
Feyeux, Vidard et Nodet, 2018) voire encore la correction simultanée des biais de
modèle et d’observation pour des approches variationnelles dans (Tamang et al., 2020).
Dans (Farchi et al., 2016) la distance de Wasserstein sert pour comparer les distributions
spatio-temporelles de sources d’émissions de polluants en palliant les défauts des normes
plus "classiques" d’algèbre linéaire dans le sens où elle permet de prendre les champs
de diffusion des polluants dans leur globalité sans nécessiter de les échantillonner. Cette
échantillonnage peut parfois impliquer un surcoût, mais surtout poser un problème de
double-pénalisation de la solution : les informations fournies par des normes sont locales
et ponctuelles et lorsque deux termes sources diffèrent spatialement ou temporellement,
cette déviation ne peut être estimée avec ces normes classiques, ce qui n’est pas le cas de
Wasserstein.
(Ning et al., 2014) ont introduit la théorie du transport optimal dans le cadre des mé-
thodes variationnelles et ont montré qu’un biais au niveau de l’ébauche donnait à l’analyse
une distribution bimodale, grâce à la reformulation de certains termes de la fonction de
coût en distance de Wasserstein plutôt qu’en norme Euclidienne pondérée. (Feyeux,
Vidard et Nodet, 2018) vont plus loin encore en reformulant le problème d’optimisa-
tion variationnelle avec comme seule métrique la distance de Wasserstein pour permettre
un meilleur comportement de la distribution de la solution lors de l’analyse, sans pour
autant se pencher sur le problème du biais.
C’est (Tamang et al., 2020) qui va se pencher sur ce problème en reprenant les travaux
des deux articles précédents. La distance de Wasserstein est ici utilisée pour prendre en
compte les biais à la fois de modèle et d’observation dans la solution du 3D-Var via l’ajout
d’un terme de régularisation dans la fonction de coût. Dans le cadre applicatif de la mé-
téorologie, les observations ayant un biais faible sont les observations in situ tels que les
radiosondes atmosphériques ou les hygromètres au sol, bien que la précision de la mesure
relativement à d’autres comme les images satellites soit moindre. Ce terme de régularisa-
tion exprime le coût revenant à transporter la distribution de l’analyse vers la distribution
de référence des observations in situ qui encapsule la variabilité spatio-temporelle des va-
riables d’états. Ceci permet, après pondération du terme de régularisation, d’empêcher
l’apparition de distributions bimodales irréalistes à l’analyse.
Ces applications montrent l’utilisation de la distance de Wasserstein comme moyen de
prise en compte et/ou de correctoin des erreurs modèles sous-jacentes à plusieurs configu-
rations en assimilation de données, propriété qui lui vient de sa capacité à mieux rendre
compte des différences spatiales entre deux distributions, ou encore entre leurs deux pre-
miers moments en comparaison aux normes classiques. Il est à noter cependant la nécessité
d’effectuer des calculs supplémentaires pour formuler cette distance, voire de résoudre un
problème d’optimisation plus complexe (et potentiellement non-convexe) lorsqu’elle sert à
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formuler une nouvelle fonction de coût. L’importance du compromis entre coût et précision
du résultat ressort dans certaines de ces études.
4.4 Divergence de Kullback-Leibler
D’après (Soch et Allefeld, 2016), la divergence de Kullback-Leibler (KL) est une
métrique non-symétrique entre deux distributions de probabilités P et Q définies sur Ω et




P (i) log P (i)
Q(i) (4.6)
où log correspond au logarithme népérien (ou en base 2 si l’on travaille avec des bits).
Dans le cas continu de P et Q ayant pour densité de probabilité respectives p(x) et q(x)






Cette divergence mesure la dissimilarité informative entre deux distributions de probabili-
tés. (Gautam et al., 2018) propose une méthode simple pour symétriser cette divergence,
qui revient simplement à sommer KL[P ||Q] +KL[Q||P ] pour donner :
KL(P,Q) = KL[P ||Q] +KL[Q||P ] =
∫
X
(p(x) + q(x)) log p(x)
q(x)dx (4.8)
dont on vérifie aisément la symétrie.
4.4.1 Formulation dans le cas gaussien
D’après (Soch et Allefeld, 2016), pour x ∈ Rn, soient µ1 = N (m1,C1)x et µ2 =















T (C−12 + C−11 )(m2 −m1) + tr(C−12 C1 + C−11 C2) (4.10)
− 2n].
Nous utiliserons préférentiellement la formule symétrique dans la suite, car la symétrie
permet d’éviter des ambiguïtés à la compréhension selon que nous regardons sous l’angle
de µ1 ou de µ2, qui correspondraient dans le cas de l’assimilation de données à regarder
les choses du point de vue soit de l’état, soit des observations. Cette formule permet
de prendre en compte les dissimilarités informatives des deux points de vue et de les
fondre ensemble. Un défaut possible est que cela occulte l’information de dissimilarité
propre à chaque point de vue, mais un avantage non-négligeable est que cela rapproche
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la divergence de Kullback-Leibler d’une distance probabiliste classique, son interprétation
et les comparaisons aux autres indicateurs et notamment la distance de Wasserstein en
seront simplifiées.
4.4.2 La divergence de Kullback-Leibler en assimilation de don-
nées
La divergence de Kullback-Leibler – aussi connue sous le nom d’entropie relative – a fait
l’objet d’études théoriques sur sa capacité à décrire le contenu informatif des observations
et de la prévision par rapport à une statistique de référence en climatologie.
D’après (Majda, Kleeman et Cai, 2002), c’est une mesure qui décèle tout changement
non-trivial sur la moyenne de la prévision, et ce dans un contexte linéaire comme non-
linéaire, du fait que l’information qu’elle retourne soit invariante pour tout changement
de variable suffisamment lisse. Selon les auteurs, cette propriété la rend particulièrement
intéressante pour quantifier le contenu informatif de la prévision. Du fait que nous soyons
amenés à traiter les informations de prévision dans un cadre où les non-linéarités peuvent
être marquées, ces arguments vont en faveur de notre choix. De plus, (Xu, 2007) montre
que, dans le cas d’un opérateur d’observation linéaire, il est possible de décrire d’une
façon adéquate l’espace des observations, permettant de sélectionner pour l’assimilation
les observations les plus pertinentes grâce la divergence de Kullback-Leibler. Le tout avec
une perte minimale d’information.
Notre objectif est de comparer le contenu informatif de notre prévision numérique avec
celui des observations pour en sélectionner les plus pertinentes, la divergence de Kullback-
Leibler s’avère donc être un choix idéal.
Récemment, la divergence de Kullback-Leibler se retrouve plutôt autour des thématiques
de sensibilité de capteurs comme dans (Gautam et al., 2018) et (Hu et al., 2018), où il
s’agit, respectivement, d’estimer l’erreur de mesure et la probabilité de fausse alarme d’un
capteur, et d’obtenir un consensus entre plusieurs capteurs spatiaux pour déterminer la
position correcte d’un objet. Ou bien l’amélioration de méthodes existantes d’assimila-
tion de données comme dans (Mansouri, Nounou et Nounou, 2014), pour améliorer
la prise en compte des non-linéarités et éviter la divergence du filtre à particules, voire de
permettre la prise en compte de contraintes d’inégalités par projection de la distribution
de l’ensemble sur l’espace des contraintes dans un EnKF chez (Li et al., 2019).
Pour (Mansouri, Nounou et Nounou, 2014), un défaut du filtre à particule avec ré-
échantillonnage tient dans le fait que l’on est forcé de négliger la dernière observation
pour déterminer la distribution d’importance optimale pour affecter un poids à chaque
particule, pouvant mener à une divergence du filtre. Leur méthode consiste à minimiser
la divergence de Kullback-Leibler entre la distribution a posteriori et une approximation
de la vraisemblance du rééchantillonnage prenant en compte la dernière observation. Ceci
donne une distribution a posteriori optimale pour réaffecter les poids de chaque particule,
et obtenir un meilleur suivi en RMSE de l’état du système en comparaison à d’autres
méthodes de filtrage classiques.
Chez (Hu et al., 2018), il s’agit d’utiliser la divergence Kullback-Leibler pour la résolution
d’un consensus entre densités de probabilités pour un problème d’estimation par filtre de
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Kalman, qui revient à calculer le barycentre entre plusieurs densités dans un espace pro-
babilisé. Une résolution approchée du problème d’estimation global est faite localement
pour chaque capteur puis chaque capteur communique son résultat à ses voisins. Une fois
cela fait, le barycentre des estimations est calculé pour fournir la position estimé de l’objet
étudié. L’exemple d’application donnée est celle du suivi GPS d’un objet par plusieurs
satellites.
Selon (Gautam et al., 2018), la détection de capteurs fautifs se fait en étudiant les sé-
quences des résidus d’erreur d’innovations, d’estimation de l’état, et de covariance. Selon
qu’il y ait des erreurs ou non, les erreurs suivront une loi spécifique dépendant des hypo-
thèses et paramètres inhérents au système. La détection de capteurs fautifs revient donc à
faire un test statistique différenciant les hypothèses "avec erreur" et "sans erreur". Cela re-
vient à calculer la divergence de Kullback-Leibler entre la distribution des erreurs obtenues
via les différents capteurs et la distribution des erreurs décritent par chaque hypothèse
du test. Si l’écart est supérieur à un certain seuil, le capteur est vu comme fautif et isolé
du reste. Il est à noter que le cas d’application est pour la détection de capteurs fautif au
sein de l’instrumentation des pressuriseurs d’un réacteur à eau pressurisée (REP), tech-
nologie de réacteur nucléaire très répandue au sein du parc d’EDF. Nous retrouvons dans
cet article une utilisation de Kullback-Leibler similaire à Wasserstein dans la correction
de biais : il s’agit d’estimer l’écart entre la distribution estimée et une distribution de
référence.
Le dernier cas d’application dans (Li et al., 2019) correspond à un EnKF à modèle de mé-
lange gaussien ou "Gaussian-Mixture Model" (GMM) pour l’estimation de la distribution
de l’état. Pour prendre en compte des contraintes d’inégalité dans le formalisme du filtre,
la divergence de Kullback-Leibler est utilisée pour projeter la solution sans contraintes du
GMM-EnKF dans l’espace des contraintes, et ensuite de minimiser cette divergence. Ceci
donne en revanche un fonction de coût non-convexe, et nécessite un raffinage du problème
d’optimisation en deux sous-problèmes convexes pour sa résolution lors de l’étape de mise
à jour du filtre, augmentant le temps de calcul de la solution. Cette méthode permet
ainsi de faire du filtrage avec des distributions bimodales et physiquement réalistes du
fait qu’elles respectent les contraintes du modèle.
La divergence de Kullback-Leibler semble quant à elle avoir des applications plus autour
des observations mais surtout des systèmes de mesures en eux-mêmes, à la fois pour leur
amélioration en terme de précision ou d’erreur de détection mais aussi pour permettre
de les coordonner lorsqu’il s’agit d’échanger et recouper entre elles les informations de
plusieurs capteurs. Une similarité avec la distance de Wasserstein est tout de même à
noter, notamment lorsqu’il s’agit de comparer une distribution de référence à une autre.
Maintenant que la présentation globale des indicateurs et des enjeux de la thèse ont été
faites, nous allons passer à la deuxième partie, qui présente les travaux de recherches de








5 Description et utilisation des
indicateurs dans l’EnKF
5.1 Introduction et contexte - contrôle de la dyna-
mique de correction par gestion de l’assimilation
via diagnostics sur les observations
Nous cherchons à contrôler la manière dont la prévision du système physique est corri-
gée en temps et/ou en espace via l’assimilation d’observation, sans chercher à formuler
un nouvel algorithme inspiré de l’EnKF comme c’est le cas du RIP-EnKF (Kalnay et
Yang, 2010) ou de l’IEnKF/IEnKS (Sakov, Oliver et Bertino, 2012 ; Bocquet et
Sakov, 2012 ; Bocquet et Sakov, 2014 ; Bocquet, 2016) par exemple, où l’on mini-
mise itérativement une fonctionnelle dépendant des observations, permettant entre autres
de diminuer la taille de l’ensemble et de tirer une plus grande information de chaque ob-
servation. Nous voulons plutôt voir, quel que soit l’algorithme de filtrage/lissage utilisé,
si le schéma classique qui consiste à assimiler chaque observation peut être modifié grâce
à des indicateurs permettant d’obtenir des informations sur ces mêmes observations sans
nécessairement les assimiler toutes.
Dans ce cas, un moyen de gérer la dynamique de correction – c’est à dire de gérer la
fréquence à laquelle le système est contrôlé et corrigé par l’assimilation d’observations –
est de déterminer la quantité d’information apportée par une observation. Il existe pour
cela des indicateurs de qualité de l’observation a posteriori – c’est-à-dire après assimila-
tion, comme la matrice des sensibilités de (Cardinali, 2013) qui a été implémentée sur
plusieurs systèmes opérationnels. Nous pouvons aussi mentionner les DFS, GCV et FSOI
(Cardinali, 2013 ; Whaba et Wendelberg, 1980 ; Whaba et al., 1995 ; Kalnay et
al., 2012 ; Trémolet, 2008), qui ont par ailleurs un lien avec la matrice de sensibilités,
ou "Hat matrix" comme nous allons l’appeler par la suite.
Cependant, ces indicateurs permettent d’obtenir une information a posteriori sur la qua-
lité informative du système d’observation en comparaison à celle de la prévision, mais
pas directement de contrôler au fil du temps les temps d’assimilation des observations
que l’on appellera la dynamique d’assimilation. Il nous faut pour cela des indicateurs a
priori qui ont été décrit dans le précédent chapitre, une façon d’interpréter l’information
qu’ils retournent en terme de qualité d’observation, et une façon de les intégrer au sein
de l’EnKF pour contrôler la dynamique d’assimilation via des stratégies pour déterminer
quand assimiler un vecteur d’observation et/ou pour permettre de sélectionner les obser-
vations à assimiler.
A notre connaissance, la littérature discute peu de l’économie d’observations ou du moins
de l’économie d’assimilations de vecteurs d’observation. Ceci est en effet contre-intuitif,
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surtout lorsque l’on peut lire dans (Todling, 2013, p. 1485) que sous les bonnes hypo-
thèses, "l’assimilation d’une observation va toujours améliorer la qualité de la prévision
qui suivra". Il sera donc particulièrement important de bien évaluer les bénéfices et risques
de cette démarche.
Cependant, que se passerait-il si l’économie d’assimilations était possible ? Ou du moins,
s’il était possible de réduire le nombre d’observations assimilées sans dégrader outre-
mesure la qualité de la prévision résultant ensuite ? Ceci peut être utile lorsque nous
avons à faire à un système qui reçoit des observations en nombre conséquent, dont nous
voulons évaluer la pertinence, dans un premier temps sur une fenêtre donnée, voire dans
un second temps à chaque arrivée d’une observation. Un tel fonctionnement est commode
lorsque la qualité ou le temps de lancement d’une prévision à long terme, relativement à
l’échelle de temps des fenêtres d’assimilation, dépend de ces mêmes observations et leur
temps d’assimilation. En effet, si le calcul de prévision prend un temps de l’ordre de la lon-
gueur de la fenêtre, vaut-elle la peine d’être recalculée à chaque fois ou seulement lorsque
l’observation apporte un changement marqué lors de son assimilation ? Les simulations
d’hydraulique chez EDF sont un cas de figure qui pourrait illustrer cette problématique :
elles servent à estimer plusieurs périodes de marée dans un estuaire, chaque simulation de
prévision prend environ 10h de calcul alors que le système reçoit toutes les 15 min des don-
nées provenant de sources diverses dont des cartographies satellites de taille conséquente,
assimilées toutes les 12 à 24h. Le passage à une assimilation à l’arrivée des observations
est en cours d’étude, il devient alors intéressant de sélectionner les données pertinentes
plutôt que de tout assimiler pour réduire la quantité d’information à traiter et éviter un
nouveau calcul de prévision coûteux en temps.
Néanmoins, il faut que ce type de diagnostic respecte les contraintes de coûts imposées
par la configuration du système et les exigences sur les résultats de l’industriel.
Nous verrons dans un premier temps l’utilisation des indicateurs lorsqu’une observation
se présente, puis la définition d’un nouvel indicateur (SOBS) ainsi que des comparaisons
de fonctionnement entre les indicateurs retenus (SOBS, distance de Wassertein, distance
de Kullback-Leibler) avec celui de référence (Hat matrix).
5.2 Utilisation des indicateurs à l’arrivée d’une ob-
servation - plusieurs cas
Avant tout, nous prendrons comme indicateur de référence la Hat matrix décrite en sec-
tion (4.1), du fait qu’elle soit déjà utilisée dans l’opérationnel (Cardinali, 2013). Son
utilisation comme indicateur a posteriori sur l’assimilation permettra de regarder l’im-
pact qu’a une dimension du vecteur d’observations sur la qualité de l’assimilation obtenue.
Pour détailler cela, plaçons-nous à t = tobs sur une fenêtre d’assimilation. Une première
assimilation sera faite avecH, donnant pour résultat xa et Pa, et une seconde sera faite en
supprimant une observation avec H̃ ∈Mp−1,n(R), donnant comme résultat x̃a et P̃
a. Cela
correspond à deux distributions légèrement différentes en fin de fenêtre d’assimilation.
Vouloir supprimer une observation revient à travailler avec des observations provenant
d’un sous-espace de Rp qui va être Rp−1 dans l’exemple décrit précédemment. Pour cela,
nous pourrions aussi travailler directement avec H̃ = [h1, ..., hi−1, hi+1, ..., hp]T où les hk
représentent les lignes de H. Dans ce cas, cela revient à restreindre l’espace des observa-
tions à Rp−1 via une modification de l’opérateur. Des comparaisons sur ces deux méthodes
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seront discutées par la suite.
Comme remarqué à la fin de la sous-section (3.2.1), les comparaisons avec la Hat matrix
se font exclusivement au modèle des observations sans prendre en compte les effets du
modèle de simulation. La quantification de l’impact des observations qui en résulte peut
donc être améliorée par l’utilisation d’autres indicateurs qui la prennent en compte, soit
pour remplacer le diagnostic de la Hat matrix, soit pour le compléter. L’utilisation de ces
indicateurs pourra se faire au moment de l’arrivée d’une observation en la comparant avec
la prévision au temps de l’observation, pour voir s’il est nécessaire de l’assimiler ou non.
En accord avec la définition de l’importance d’une observation en sous-section (3.2.1),
supposons que la Hat matrix ait décrit la ieme observation comme négligeable en terme
d’impact sur l’assimilation, les distances probabilistes devraient ainsi montrer un faible




. De la même manière, SOBS devrait montrer une
importance faible pour la ieme observation relativement aux autres. Nous y reviendrons
dans le chapitre sur les essais numériques.
5.2.1 Cas 1 : synchrone
Ceci correspond au cas le plus simple. Dans le cas de l’assimilation synchrone, l’assimi-
lation se fait au temps de l’observation t = tobs. Il suffit alors de calculer les indicateurs
avec l’information de l’observation et de la prévision à t = tobs pour pouvoir contrôler la
dynamique d’assimilation. Ce fonctionnement sera celui de la majorité des applications
numériques à venir.
5.2.2 Cas 2 : asynchrone
Dans le cas de l’assimilation asynchrone, les observations sont assimilées à un temps
ta > tobs. Ceci se fait via une implémentation différente de l’algorithme de l’EnKF pour
donner l’AEnKF pour "Asynchronous Ensemble Kalman Filter" (Sakov, Evensen et
Bertino, 2010).
Pour l’AEnKF, sur une fenêtre d’assimilation [t0, tf ] où l’on dispose de nobs observations
arrivant à des temps t0 < ti < tf , avec i ∈ J1, nobsK, il suffit de sauvegarder les ensembles
projetés dans l’espace des observations HiEi pour chaque ti pour ensuite les accumuler en
[H1E1,H2E2, ...,HnobsEnobs ]T avec les vecteurs d’observations [y1, ..,ynobs ]
T et faire une
assimilation augmentée à tf de tous ces ensembles et observations concaténés à la fois.
Dans le cas d’un problème linéaire, ceci donne le même résultat en fin de fenêtre que pour
l’algorithme de l’EnKF synchrone (Cf. (Sakov, Evensen et Bertino, 2010) pour plus
d’explications).
L’étape d’analyse étant en aval de tous les temps d’observations dans ce cas, les indicateurs
initialement a posteriori peuvent servir à faire du diagnostic a priori. En prenant l’exemple
de la Hat matrix, avec le formalisme de l’AEnKF de (Sakov et Bertino, 2010), former
la Hat matrix augmentée en fin de fenête d’assimilation à tf nécessite de stocker pour les
temps d’observations tk définis ∀k ∈ N∗ par t0 < · · · < tk < · · · < tf :
— HE =
[
(HE)T1 , · · · , (HE)Tk
]T
∈ Mkp,N(R) l’ensemble à différents instants dans
l’espace des observations,
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— Y =
[
YT1 , · · · ,YTk
]T
∈Mkp,N(R) les ensembles d’observations perturbées,
— R = diag [diag(R1), · · · , diag(Rk)] ∈ Mkp(R) la matrice d’erreur d’observation
augmentée.
Nous avons ensuite besoin de construire les matrices HPeHT =
(H∆X)(H∆X)T
N − 1 ∈
Mkp(R) et PeHT =
∆X(H∆X)T
N − 1 ∈ Mn,kp(R) pour pouvoir calculer l’ensemble analysé
qui prend en compte toutes ces observations via la formule :
Ea = Ef + PeHT (R−1 + HPeHT )−1(Y−HE). (5.1)
En se basant sur la formule de l’équation (4.2), la Hat matrix augmentée pour le problème
asynchrone est :








dont nous n’aurons besoin de calculer que les éléments diagonaux.
Ceci permet donc de voir quelles observations sont les plus importantes sur l’ensemble de
la fenêtre d’un seul coup, et ce avant assimilation, contrairement à son fonctionnement
synchrone. Son calcul implique de manipuler des matrices de plus grande taille, surcoût
pouvant se compenser à la fois avec la réduction du nombre d’observations à assimiler et
le fait que nous ne nécessitions que le calcul de ses valeurs diagonales.
Ensuite, grâce aux retours de la Hat matrix (ou autre indicateur) sur l’importance informa-
tive de chaque observation, il est possible de choisir laquelle supprimer pour l’assimilation,
permettant une gestion de la dynamique d’assimilation en fin de fenêtre uniquement, une
fois la prévision faite.
5.3 Indicateurs des sensibilités à l’observation
Notre objectif est de déterminer l’importance qu’a une observation sur l’état analysé lors
d’une assimilation. Ceci est fait sachant que nous sommes dans un contexte où nous
avons beaucoup d’observations sur notre fenêtre, ou bien que la taille du système fait
que le processus le plus coûteux lors du filtrage est l’assimilation d’observations. Par
ailleurs, il reste toujours intéressant de réduire les coûts d’assimilation lorsque cela est
possible, quelle que soit la configuration du système. Nous voulons voir s’il est possible de
le faire sans affecter les performances du système, notamment en terme de précision des
prévisions.
5.3.1 Formulation pour l’EnKF
Justification de l’hypothèse de diagonalité de R
La matrice d’erreur d’observation R est considérée comme diagonale définie positive pour
simplifier dans un premier temps les calculs : des erreurs d’observation décorrélées et au-
cune connaissance parfaite d’une observation.
Une seconde justification est que, chez EDF, pour plusieurs systèmes physiques sur les-
quels des recherches ont été menées pour caractériser la matrice d’erreur d’observation ont
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conduit à des matrices diagonales définies positives : aucune information supplémentaire
n’a pu être obtenue, ou du moins aucune caractérisation plus fine de la matrice d’erreur
n’a été possible. Même si cela est en cours d’évolution, les matrices diagonales sont encore
utilisées pour des applications réelles. Cela permet ainsi une cohérence avec les configu-
rations applicatives.
Cette hypothèse là est donc à la fois cohérente avec les retours d’expérience industriels et
simplifie la forme de certains calculs ainsi que leur coût numérique.
L’idée derrière SOBS est de regarder l’effet de la suppression d’une observation sur l’incré-
ment d’analyse, et de quantifier l’importance d’une ou plusieurs observations du vecteur
y différemment de la Hat matrix. Cela se fait en perturbant la matrice d’erreur d’obser-
vation R sur sa ième valeur diagonale, pour rendre ensuite la variance d’erreur associée
infinie, donc rendre l’observation yi négligeable, et étudier l’effet que cela a sur la mise à
jour de l’étape d’analyse.
Calcul avec R = σ2Ip
Par simplicité, nous cherchons une première formulation pour SOBS dans le cas où, sans
perturbation, la matrice R est un multiple de l’identité.















c’est-à-dire que l’erreur d’observation pour la ieme observation vaut σ20/ε. L’introduction
de ce ε > 0 sera expliquée quelques lignes plus loin.
Ici, Eii est une matrice élémentaire de la base canonique deMp(R) qui vérifie E2ii = Eii







1 0 · · · · · · · · · 0
0 1 0 · · · · · · 0
... . . .
0 · · · · · · 1
ε
0 · · · 0
... . . .
0 · · · · · · · · · 0 1

(5.4)





= Di (ε) .
d = y−Hxb représente l’écart aux observations, où y ∈ Rp est l’observation et xb ∈ Rn
l’état du système d’assimilation de données avant assimilation.
En faisant varier ε ou 1/ε, nous pouvons ainsi étudier la sensibilité de l’assimilation à ces
observations. Par exemple ε → 0 ⇐⇒ 1/ε → ∞, cela équivaut à donner une erreur
infinie sur une mesure donc à la négliger. Cela modélise la suppression de mesures non
importantes et permet de simuler cette action.
La variation de l’état x par rapport à l’écart aux observations lors de l’assimilation s’écrit :
δx(ε) =
(
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Avec ei le ieme vecteur de la base canonique de Rp, nous remarquons queHTEii = HT eieTi ,
































L’équation (5.6) devient alors :
(5.6) = −1
σ40









djhj + (ε− 1)dihi
gi(ε) + diσ20 gi(ε) (5.8)
car gi(ε)T = eTi H(B−1 + (1/σ20)HTDi(ε)H)−1 ∈ Rp donc gi(ε)T [
∑
j
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Calcul avec R = diag(σ21, · · · , σ2p) diagonale quelconque
En notant ◦ le produit de Schur, la matrice perturbée Rε vaut dans ce cas :










Et son inverse vaut :
R−1ε = diag(1/σ21, · · · , 1/σ2p) ◦ [Ip + (ε− 1)Eii] . (5.13)
Repartons maintenant de δx(ε) :
δx(ε) =
(
B−1 + HTR−1ε H
)−1
HTR−1d


















En redéveloppant les calculs de la même manière que dans le cas précédent :
δx′(ε) = − 1
σ2i
(
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Cas ensembliste avec B non inversible
En général pour les applications de l’EnKF, n > N donc la matrice B ≡ Pf est de rang
déficient et singulière. Plaçons nous dans le formalisme du LETKF de (Hunt,Kostelich
et Szunyogh, 2007, Sec. 2.3). Le but de ce filtre est de chercher la solution de l’analyse
dans l’espace des anomalies, c’est-à-dire l’espace engendré par la matrice ∆X définie par
l’équation (2.39).







f + ∆Xfw)]TR−1[y−H(xf + ∆Xfw)]. (5.20)
∆Xf ∈ MN(R) est la matrice des anomalies de prévisions, associée à la prévision xf
calculée selon l’équation (2.41), qui fait office d’ébauche pour l’analyse. L’état analysé
s’exprime alors sous la forme :
xa = xf + ∆Xfwa. (5.21)
Notons d = y − Hxf . Le vecteur wa ∈ RN est un vecteur de poids s’appliquant aux
colonnes de ∆Xf . Pour déterminer l’expression de wa, regardons la condition nécessaire
d’optimalité au premier ordre :
∇J(w) = (N − 1)w− (H∆Xf )TR−1(y−Hxf −H∆Xfw)
= [(N − 1)IN + (H∆Xf )TR−1(H∆Xf )]−1w− (H∆Xf )TR−1(y−Hxf ) = 0
=⇒ wa = [(N − 1)IN + (H∆Xf )TR−1(H∆Xf )]−1(H∆Xf )TR−1d. (5.22)
En reprenant les calculs du cas précédent R = σ20Ip, par analogie, l’incrément d’analyse
δx vaut :











Notons Υ = H∆Xf =⇒ ΥT = [υ1, ..., υp] la matrice des anomalies projetée dans l’espace










=⇒ w′a = −1
σ40
[






















Par analogie, posons de nouveau :
gei (ε) =
[
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formule analogue à l’équation (5.8). De même, par analogie avec l’équation (5.17), nous



















Formulation pour utilisation asynchrone dans le cas ensembliste
Nous nous baserons sur (Sakov, Evensen et Bertino, 2010). Pour la formulation asyn-
chrone sur la fenêtre [t0, tf ], en notant les temps d’observation tk tels que ∀k ∈ N∗,
t0 < · · · < tk < · · · < tf , avec les mêmes notations qu’en sous-section (5.3.1), nous allons
avoir besoin de stocker les matrices permettant de construire Gei (ε), une formulation aug-
mentée de gei (ε).
Pour déterminer le vecteur de poidswa adapté, exprimons la fonction de coût du problème


























La taille des vecteurs d’observations peut varier au cours du processus d’assimilation.



















 ∈ Rp̃. (5.30)
Posons également R = diag(Rj) ∈ Mp̃(R) avec ∀j , Rj ∈ Mpj (R) la matrice d’erreur
d’observation correspondant au vecteur d’observation yj.
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La condition d’optimalité au premier ordre s’exprime alors :
∇J̃(w) = (N − 1)w−
k∑
j=1




jw) = 0 (5.31)
= (N − 1)w− Υ̃TR−1(d− Υ̃w) (5.32)
=⇒ wa =















(N − 1)IN + Υ̃TR−1Υ̃
]−1
Υ̃TR−1d. (5.34)
Nous avons ainsi besoin de stocker chacun des vecteurs d’observation yi, en formant :
Y = [yT1 , ...,yTk ]T ∈ Rkp. (5.35)
∀tk ∈ [t0, tf ], nous avons aussi besoin de stocker l’ensemble projeté dans l’espace des
observations en formant :
HE =
[
(H1E1)T , ..., (HkEk)T
]T
∈Mp,kN(R). (5.36)
A partir de HE, il nous reste à calculer HE, l’ensemble des prévisions projetées dans l’es-
pace des observations soit la "moyenne" de HE. Ensuite nous pourrons former d comme
décrit par l’équation (5.30), étant donné que (HE)j = Hjxfj . Nous formerons également
Υ̃ et d à partir de Y et HE en nous appuyant sur les équations (5.30) et (2.39).
En nous basant sur les équations (5.4), (5.26), et (5.30), nous pouvons désormais construire :
Gei (ε) =
[






Lorsque R = σ20Ip, nous obtenons finalement pour formule de notre indicateur de sensi-

























Par analogie avec les calculs précédents, lorsque R = diag(σ21, ..., σ2p), l’indicateur de
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avec cette fois-ci :
G̃ei (ε) =













5.3.2 Interprétation de l’indicateur SOBS
L’indicateur SOBS retourne une matrice d’influence observation par observation pour
chaque état du système, et ce pour chaque vecteur d’observation sélectionné. Il quantifie
la variation de l’incrément d’analyse δx = xa − xf lors de l’analyse. xf correspond au xb
des calculs précédents, il est donc indépendant des nouvelles observations. La variation
de δx ne dépend alors que de y à cet instant, ce qui nous donne les égalités :
δx′(ε) = ddε(δx(ε)) =
d
dε(xa(ε)− xf ) =
d
dε(xa(ε)). (5.42)
Ici, le vecteur δx(ε) ∈ Rn correspond à celui calculé dans la sous-section précédente
(5.3.1) pour un indice d’observation i fixé, omis des notations par soucis de lisibilité.
Nous considérons maintenant la possibilité de calculer δx(ε) pour k vecteurs d’observations
différents, soit pour un total de kp observations. Dans ce cas, δx(ε) devient une matrice
∈Mn,kp(R).
Ainsi, de façon plus formelle :






= (sij)1≤i≤n,1≤j≤kp , k ∈ N∗ (5.43)
avec k le nombre de vecteurs d’observation avec lesquels le calcul est fait. De manière
générale, k = 1.
Lorsque l’on veut regarder la variation obtenue sur l’état en supprimant une observation,
cela revient à faire ε→ 0 pour que l’erreur sur l’observation yi soit infinie.
Il est difficile d’interpréter SOBS sous sa forme matricielle brute. Les variations de δx
relativement à chacune des observations sont signées et nous ne savons par interpréter
leur signe. Une quantité plus facilement interprétable est l’amplitude des variations de δx
relativement à chacune des observations, qui s’exprime grâce à SOBS.
Comme nous ne nous ne pouvons pas interpréter tel quel le signe des dérivées partielles
qui composent SOBS et que nous voulons quantifier l’amplitude de la variation, une
solution revient à regarder |SOBS(ε)|. Cela permet de déterminer l’ampleur de l’effet de
chaque observation yi sur chaque dimension de l’état, et de sélectionner celles que l’on
veut conserver ou supprimer via l’amplitude des
∣∣∣∣∣∂xai (ε)∂yj
∣∣∣∣∣. Nous décrivons par la suite
plusieurs utilisation de SOBS.
Sélection de l’observation avec effet global maximal sur l’état
Pour sélectionner l’observation avec un effet global sur l’état le plus important, il suffit de
regarder les normes ‖.‖1 ou ‖.‖2 de chaque ligne de |SOBS(ε)|. Cela revient simplement
à sommer les contributions de chaque observation à la variation de chaque dimension de
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l’incrément d’analyse. Par exemple, pour un système avec n = p = 3, nous avons en












Sélection de l’observation avec effet maximal sur une dimension de l’état
Ensuite, pour sélectionner l’observation avec le plus d’effet sur la variation d’une dimension
particulière de l’état analysé, il suffit de prendre la norme ‖.‖∞ de chaque colonne de la
matrice |SOBS(ε)| et de voir pour quel indice elle est atteinte. L’indice correspondra à
celui de l’observation recherchée. En effet, toujours pour un système avec n = p = 3, la




∣∣∣∣∣ . . . . . .∣∣∣∣∣∂x1∂y2 (ε)
∣∣∣∣∣ . . . . . .∣∣∣∣∣∂x1∂y3 (ε)
∣∣∣∣∣ . . . . . .

.
Sélection d’un vecteur d’observation entier pour assimilation
Enfin, pour sélectionner un vecteur d’observation avec le plus (ou le moins) d’effet sur la
variation de l’état analysé, il suffit, si SOBS(ε) est calculée sur des observations groupées
comme dans le cas de l’exemple illustré en figure (5.1), de découper SOBS(ε) en sous-
matrices de taille n×p qui correspondent à l’effet des observations d’un seul vecteur, puis
sommer chaque éléments en valeur absolue. Voici ce que nous aurions comme matrice pour
un système aux dimensions n = p = 3, en le calculant selon trois vecteurs d’observation
différents, pour chercher lequel éliminer :
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Figure 5.1 – Visualisation de SOBS(ε) sur un système Lorenz 63 à 3
dimensions (colonnes) et 3 vecteurs de 3 observations (lignes par blocs de
3) de ce système.
Ces différents types d’interprétation ont une limite évidente : ils sont fortement sensibles
aux valeurs aberrantes. Les valeurs aberrantes sont une sensibilité bien connue de l’EnKF.
Cependant, nous recherchons les observations ayant les plus à même de fortement modifier
l’analyse, dont font partie les valeurs aberrantes. Cet indicateur est donc adapté pour ce
type de diagnostic.
Nous reviendrons au comportement de cet indicateur dans le chapitre sur les essais nu-
mériques (Chap. 7).
Comparaisons du fonctionnement avec la référence "Hat Matrix"
Pour une comparaison plus générale, celle-ci sera faite en se servant de la formule (5.17)
pour l’indicateur de sensibilité.
L’indicateur de sensibilité aux observations consiste à calculer la dérivée partielle de l’in-
crément d’analyse de l’EnKF. Pour connaître l’importance complète de y, cela reviendrait
à assimiler y et à observer la variation obtenue entre xa et xf . C’est donc un indicateur
qui fonctionne a posteriori, comme la Hat matrix. Il servira préférentiellement à faire du
diagnostic de validité d’une dynamique d’assimilation, ou pour la calibration d’un réseau
d’observation.
Cependant, au même titre que la Hat matrix, son utilisation dans le cas asynchrone est
aussi possible comme mentionné en sous-section (5.3.1) en stockant de nouveau les bonnes
variables au temps de chaque observation, comme pour l’AEnKF.
Après avoir décrit l’ensemble des indicateurs qui nous intéressent dans les deux précédents
chapitres, nous allons maintenant étudier leur coût numérique pour voir la faisabilité de
leur insertion dans l’algorithme de l’EnKF.
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6 Coût opératoire des indicateurs
Dans tout ce chapitre, sauf mention explicite du contraire, les notations seront :
— k ∈ N,
— p ∈ N pour la dimension du vecteur d’observations,
— n ∈ N la dimension de l’état,
— N  p, n ∈ N le nombre de membres de l’ensemble,
— H : Rn → Rp, B ∈Mn(R), R ∈Mp(R),
— H ∈Mp,n(R) le linéarisé de H,
— m1,m2 ∈ Rk,
— C1,C2 ∈Mk(R) 2 matrices de covariance.
Ce chapitre a pour but de donner une formulation théorique du coût de calcul des diffé-
rents indicateurs, en supposant que les différentes matrices nécessaires à leur calcul sont
déjà construites. C’est pourquoi nous ne comptons pas le coût de formation de H.
Les formules sont obtenues sans prendre en considération la structure des différentes ma-
trices et opérateurs B, H, ..., sauf parfois le caractère diagonal de R. En pratique, et
notamment dans le cadre du 4D-Var, beaucoup de ces coûts sont trop importants. Par
exemple, la matrice B n’est jamais construite (Courtier, 1997 ; Derber et Bouttier,
1999) voire approchée par une méthode ensembliste (Kleist et al., 2014 ; Kim et Kim,
2019), plusieurs contournements et simplifications sont effectués pour rendre la méthode
opérationnelle (Courtier, Thépaut et Hollingsworth, 1994).
Ces formules sont données pour guider le processus de réduction des coûts lors de l’im-
plémentation, en identifiant les opérations d’algèbre linéaire à optimiser.
6.1 Hat matrix




. Étant donné le fonction-
nement de l’EnKF, la seule opération à calculer est l’inversion de matrice.
Par hypothèse, R est diagonale définie-positive, calculer la racine carrée de son inverse
revient simplement à inverser ses éléments diagonaux puis à prendre leur racine carrée,
pour un coût négligeable.
Si l’opérateur d’observation H est temporellement constant, son linéarisé H ∈ Mp,n(R)
n’a besoin d’être calculé qu’une seule fois en début de fenêtre. Il ne reste donc qu’à
former et inverser la matrice entre parenthèses. Comme R = σ20Ip, calculer son inverse
ou sa racine carrée revient à multiplier l’identité par un scalaire, pour un coût négligeable.
— 1 produit matriciel : R−1/2H, pour pn opérations,
— 1 produit matriciel : R−1/2HB, pour 2pn2 opérations,
— 1 produit matriciel entre une p× n et une n× p, pour 2p2n opérations,
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— inversion d’une matrice p× p, soit 2p3 opérations,
pour un coût total de :
Coût(Ĥ) = 2p3 + 2(p2n+ pn2) + pn. (6.1)
6.1.1 Comparaison avec la matrice des sensibilités de (Cardinali,
2013)
En reprenant les notations de (Cardinali, 2013, pp. 4-6) pour la nomenclature matri-
cielle, nous avons, après l’assimilation, l’estimation des observations par le modèle donnée
par la relation : ŷ = Hxa = HKy+(Ip−HK)Hxb avec K = (B−1 +HTR−1H)−1HTR−1.
Nous exprimerons cette fois la hat matrix ou matrice des sensibilitésc comme dans l’ar-
ticle, et nous la noterons S pour éviter de confondre sa formule avec celle donnée par
l’équation (4.2). Celle-ci s’exprime alors comme suit :
S = ∂ŷ
∂y
= KTHT = R−1H(B−1 + HTR−1H)−1HT (6.2)
Grâce à la formule de Sherman-Morrison-Woodbury (Golub etVan Loan, 2013), l’équa-
tion (6.2) se reformule :
S = R−1H
[
B−BHT (HBHT + R−1)HB
]
HT
= R−1HBHT −R−1HBHT (HBHT + R)−1HBHT (6.3)
En posant V = HBHT , après des calculs détaillés dans (Cardinali, 2013, p. 6), la
matrice des sensibilités s’écrit :
S = (V + R)−1V = (HBHT + R)−1HBHT (6.4)
Les matrices HBHT et R étant respectivement symétrique positive et symétrique définie-
positive, leur somme est symétrique définie-positive. Nous calculons maintenant le nombre
d’opérations nécessaires pour former S qui est :
— HBHT : 2n2p+ 2p2n opérations pour les 2 produits matriciels,
— (V+R)−1V : 73p
3 opérations pour une factorisation de Cholesky et la résolution
de p systèmes triangulaires de taille p,
— V + R : coût négligeable.
Le nombre total d’opérations pour former S revient ainsi à :
Coût(S) = 73p
3 + 2(n2p+ p2n). (6.5)
comparable au coût selon p de Ĥ pour l’EnKF (6.1).
L’équation (6.2) implique que S = R1/2ĤR−1/2, les deux matrices sont semblables 1 donc
Sp(S) = Sp(Ĥ) : l’information que l’on peut "extraire" de chacune est la même.
1. A et B semblables ⇐⇒ ∃M ∈ GLn(R), A = MBM−1.
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Nous préférerons cependant la formulation de Ĥ qui correspond exactement à la traduc-
tion de notre problème d’assimilation de données pour l’EnKF (équation 4.1) de la notion
de Hat matrix en statistiques présentée en sous-section (3.2.1).
Cela nous donne un coût global en O(p3) pour les deux formules lorsque p n et O(pn2)
lorsque p n. Si n ' p, cela devient O(n3).
6.2 Indicateur de sensibilités : δx′(ε) et SOBS
L’indicateur de sensibilités δx′(ε) et a fortiori SOBS se formulent différemment selon
que la matrice R est colinéaire à l’identité ou qu’elle soit simplement diagonale positive.
Cependant, les deux formules nécessitent le même nombre d’opérations et le même type
d’opérations pour être calculées. Le calcul de complexité se fera sur la formule la plus
générale des deux, R diagonale positive. Nous commencerons par calculer le coût de
δx′(ε), puis donnerons celui de SOBS, qui revient à calculer p fois δx′(ε), une fois pour
chaque observation ∈ y.
Coût pour la formulation (5.17)
Commençons par détailler le coût de formation de g̃i(ε) = (B−1 + HTR−1ε H)−1hi, Cf.
l’équation (5.7), qui intervient souvent dans la formulation de δx′(ε). La matrice B n’est
en général pas directement construite car de taille trop importante (elle contiendrait 1018
entrées dans le cadre de la météorologie). Pour cela, plusieurs techniques de modélisation
sont utilisées, comme une décomposition spécifique en produits de plusieurs opérateurs
qui encodent l’effet de B sur un vecteur x et calculent directement le produit Bx dans le
cadre du 4D-Var décrite chez (Derber et Bouttier, 1999). Il y a aussi l’approximation
à partir de la matrice des anomalies de l’ensemble utilisée en sous-section (5.3.1), comme
décrite dans (Evensen, 1994 ; Evensen, 2003) qui s’applique dans le cadre du LETKF
de (Hunt, Kostelich et Szunyogh, 2007) mais aussi des méthodes hybrides (Kleist
et al., 2014).
Le coût du calcul de B−1 pour SOBS doit prendre en compte la formation de B via la
matrice d’anomalie puis sa pseudo-inversion. Nous utiliserons abusivement la notationB−1
pour rester cohérent avec les notations de la description de SOBS. La matrice d’anomalie
∆X a été définie par l’équation (2.39). Son coût de formation vient du calcul de la moyenne
de E ∈Mn,N(R) que l’on soustrait ensuite à chacun de ses colonnes, soit 2nN opérations.
Ensuite,B = (∆X)(∆X)T , soit 2Nn2 opérations pour le produit matriciel. Il reste le calcul
du pseudo-inverse qui utilisera une SVD tronquée du fait que rang(B) ≤ N − 1 n dans
le cas général, pour un coût de l’ordre de O(Nn2). Il est à noter que le terme de plus
haut degré du coût de la SVD s’applique à la dimension la plus importante de la matrice.
Dans le cas où n > N , le coût sera de 2Nn2 opérations, et si n ≤ N , le coût sera de 2N2n
opérations.
Ainsi, les opérations de construction de g̃i(ε) coûtent chacune :
— B−1 :
n > N, 2nN(1 + 2n)n ≤ N, 2nN(1 + n+N) opérations pour sa formation et le calcul du
pseudo-inverse,
— HTR−1ε H : 2pn2 opérations pour les produits matriciels, R diagonale,
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— (B−1 + HTR−1ε H)−1hi : 2n2 opérations pour le produit matrice-vecteur,
pour un coût total de :
Coût(g̃i(ε)) =
n > N, 2(pn2 + 2Nn2 + n2 + nN),n ≤ N, 2(pn2 +Nn2 + n2 + nN2 + nN). (6.6)





 g̃i(ε) qui constitue le membre de droite de
(5.17), avec :












 g̃i(ε) : n opérations pour le produit réel-vecteur final,








 = (p+ 3)n. (6.7)
Le coût du membre de gauche de (5.17) vaut 3n opérations, il s’agit d’un produit scalaire
entre vecteurs de Rp et d’un produit réel-vecteur.
Nous ne formons g̃i(ε) qu’une seule fois. Cela nous fait donc un coût total pour l’indicateur
des sensibilités de :
Coût(δx′(ε)) =
n > N, 2(pn2 + 2Nn2 + n2 + nN) + pn+ 6n,n ≤ N, 2(pn2 +Nn2 + n2 + nN2 + nN) + pn+ 6n. (6.8)
Nous remarquons un coût dominant en terme de dimension du vecteur d’état, tandis que
la dimension du vecteur d’observations semble jouer un rôle moins important dans le coût
total de l’indicateur. Lorsque n ≤ N , le coût dominant provient du nombre de membres
dans l’ensemble, ce qui n’est en général pas le cas dans les systèmes applicatifs.
Pour obtenir le coût total de SOBS, il faut effectuer p fois le calcul de δx′(ε), ce qui donne
dans les deux cas :
Coût(SOBS) =
n > N, 2(p2n2 + 2pNn2 + pn2 + pnN) + p2n+ 6pn,n ≤ N, 2(p2n2 + pNn2 + pn2 + pnN2 + pnN) + p2n+ 6pn. (6.9)
Asymptotiquement, nous avons un coût en O(p2n2). Il reste inchangé que n p ou p n,
et vaut O(n4) lorsque n ' p. Le coût de SOBS est donc de manière générale un ordre de
grandeur plus élevé que celui de la Hat matrix, lorsqu’il est formulé dans le cadre d’un
EnKF classique comme celui de (Evensen, 2003).
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Coût pour la formulation LETKF (5.28)
Commençons par calculer le coût de gei (ε) =
[
(N − 1)IN + ΥTR−1(ε)Υ
]−1
yi, où Υ =
H∆Xf = [yT1 , ..., yTp ]T ∈Mp,N(R).
Former yi revient à sélectionner une colonne de Y, pour un coût négligeable.
— R−1 : p opérations, inversion d’une matrice diagonale > 0,
— Υ = H∆Xf : 2pnN opérations pour le produit matriciel,
—
UpsilonTR−1Υ : 2pN2 + pN opérations pour les produits matriciels, R−1 diago-
nale,
— calcul d’une matrice ∈ MN(R) symétrique définie-positive : 13N
3 opérations, fac-
torisation de Cholesky,
— résolution de système linéaire finale : 2N3 opérations.




3 + 2pN2 + 2pnN + pN. (6.10)























 g̃ei (ε), (6.11)





































 g̃ei (ε) : N opérations pour le produit réel-vecteur,
— une somme entre deux vecteurs ∈ RN : N opérations,
— un produit matrice vecteur : 2nN opérations.
En prenant en compte le coût de formation de gei (ε), nous obtenons ainsi comme coût de
formation :
Coût(δx′(ε)) = 73N
3 + 2pN2 + [2(p+ n+ pn) + 5]N + p. (6.12)
Nous devons former p fois δx′(ε) pour calculer SOBS, ce qui nous donne comme coût final
dans le cas ensembliste :
Coût(SOBS) = 73pN
3 + 2p2N2 + [2(p2n+ pn+ p2) + 5p]N + p2. (6.13)
Nous remarquons cette fois que les termes de plus haut degré portent sur la taille de
l’ensemble N , avec N  n, p, et sur la taille de l’espace des observations qui vérifie
90 Chapitre 6. Coût opératoire des indicateurs
en océanographie et en météorologie p ≤ n. Nous retiendrons un coût asymptotique en
O(Nnp2). Cette formule est bien plus avantageuse que celle donnée précédemment, car
elle rend l’utilisation de SOBS abordable.
Ces calculs montrent que l’utilisation d’une formulation type LETKF est particulière-
ment avantageuse non seulement pour le coût en stockage de la matrice B ainsi que son
éventuelle singularité, pour les différentes opérations effectuées au sein de l’algorithme de
filtrage, mais aussi pour l’utilisation des indicateurs a posteriori.
6.3 Distances probabilistes
6.3.1 Coût de formation des matrices de covariances
Il faut cependant y rajouter le coût de formation des matrices C1 = HPfHT et C2 =
R+HPfHT , qui seront utilisés lors des calculs. Il suffit de déterminer le coût de formation
de HPfHT pour cela. HPfHT = (H∆X)(H∆X)
T
N − 1 , il suffit de calculer H∆X et de la
multiplier par sa transposée pour avoir le coût de formation de la matrice.
— H∆X : pour 2pnN opérations,
— (H∆X)(H∆X)T : pour 2p2N opérations,
La multiplication par un scalaire et les sommes entre matrices sont négligées, pour un
coût total de :
Coût(HPfHT ) = 2(p+ n)pN (6.14)
qu’il faudra rajouter au coût de calcul de chaque distance probabiliste.
6.3.2 Distance de 2-Wasserstein
En se basant sur la formule (4.5), pour k ∈ {p, n}, son coût se décompose pour chaque
éléments en :
— ‖m1 −m2‖22 : 3k opérations, négligeable,
— les matrices étant symétriques, le calcul de leur racine carrée se fait par décom-
position de Schur, elle-même calculée par une factorisation QR. Dans le cas des
matrices symétriques, cela revient à un coût en 4k3/3 + O(k2) opérations pour
obtenir la racine carrée. On retiendra donc 8k3/3 opérations pour les deux racines
carrées du calcul,
— deux produits matriciels qui ajoutent 4k3 opérations.
Ceci nous donne un coût total de :
Coût(dW ) = 203 k
3 + 2(p+ n)pN. (6.15)
6.3.3 Divergence de Kullback-Leibler
En se basant sur la formule (4.9), son coût se décompose de la façon suivante :
— deux constructions de matrices symétriques définies-positives, soit 23k
3 opérations,
— deux sommes de matrices, soit 2k2 opérations, négligeable
— deux produits matriciels, soit 4k3 opérations,
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— deux produits matrice-vecteur, soit 4k2 opérations,
— une somme entre vecteurs, soit k opérations, négligeable,
— deux calculs de trace, soit 2k opérations, négligeable.
Le tout pour un coût global de :
Coût(dKL) = 143 k
3 + 2(p+ n)pN. (6.16)
6.4 Comparaisons entre chaque indicateur
Dans le cas non-ensembliste, tous ces indicateurs ne peuvent être utilisés tel quel. Il faut
pour cela fournir des efforts supplémentaires de réduction de leur coût et/ou en donner
un calcul approché.
Etudions maintenant le terme dominant du coût de chaque indicateur en fonction des
valeurs de n et p. Nous prendrons N = O(101), comme c’est le cas dans plusieurs ap-
plications réelles (parfois même N ' 102). Nous noterons SOBS1 le coût de SOBS de
la formule (6.9) et SOBS2 celui de la formule (6.13). Voici un tableau récapitulatif des
termes dominants du coût de chaque indicateur :
Indicateur B non-inversible B inversible




Table 6.1 – Récapitulatif des coûts dominants de chaque indicateur, k =
n ou p.
Nous avons ainsi les trois ordonnancements suivant :
— n ' p : SOBS2 < dW < Ĥ < dKL < SOBS1,
— n p : Ĥ < dKL < dW < SOBS2 < SOBS1,
— n p : dW = dKL < SOBS2 < Ĥ < SOBS1.
Dans les trois cas de figure, nous remarquons que SOBS1 est à chaque fois l’indicateur
le plus coûteux. Il sera donc à utiliser préférentiellement sur de petits systèmes, où son
calcul implique un faible surcoût.
Lorsque n  p, ce qui est le cas en météorologie, nous remarquons que les distances
probabilistes ont le même coût asymptotique et sont en-dessous de la référence qui est la
Hat matrix. Elles sont de bons candidats avec lesquels expérimenter pour établir des stra-
tégies d’assimilation, ou plus modestement dans un premier temps, avec lesquels établir
de nouveaux diagnostics de qualité de la prévision.
L’intérêt d’utiliser la formulation LETKF, et de la réduction des coûts des matrices sto-
ckées apparaît nettement dans le classement de SOBS2 par rapport à SOBS1, en parti-
culier lorsque l’espace des états et l’espace des observations sont de taille équivalente.
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Ces rapides comparaisons nous montrent que, pour gagner en capacité d’utilisation des
indicateurs et surtout pour permettre des stratégies a priori de contrôle synchrone des
assimilations, il est intéressant d’utiliser les distances probabilistes car elles sont les seules
qui permettent vraiment de formuler de telles stratégies, donc aussi intéressant d’optimi-
ser leur coût avec la réserve que rien jusqu’ici ne laisse penser que ce soit faisable. Dans
le cas de l’utilisation a posteriori des distances probabilistes, une méthode pour effectuer
des mises à jour de rang 1 sur les matrices intervenant dans le calcul des deux distances
est décrite en annexe (section A.6).
Pour les stratégies asynchrones, il semble plus intéressant de se pencher sur la Hat ma-
trix qui propose un coût plus faible du fait des faibles constantes multiplicatives devant
chaque terme. Cependant, dans le cas a posteriori, les matrices d’erreur des distributions
à comparer sont pour l’une une mise à jour de rang 1 de l’autre lorsqu’on supprime une
observation, ce qui permettrait de répercuter cette mise à jour dans les éléments calcu-
lés comme les inverses dans l’expression des distances, pouvant donner un coût réduit
intéressant lors du déroulement de l’algorithme d’assimilation.
6.5 Comparaison au coût d’une assimilation
6.5.1 Coût opératoire de l’assimilation version Evensen 2003
Nous reprenons ici les résultats de (Evensen, 2003, pp. 353-354) sur la construction des
matrices et du gain de Kalman d’ensemble pour l’assimilation.
En notant N ∈ N la taille de l’ensemble, p ∈ N la taille du vecteur d’observations, et
en considérant qu’il n’y pas de réduction de rang par pseudo-inversion par simplicité de
calcul, le coût de formation des matrices et des produits matriciels nécessaires à construire
le gain sans inversion revient à N2(n+ 3p) + pN opérations.
L’inversion matricielle se fait au travers d’une modélisation par des matrices de rang ≤ N ,
et revient à un coût de pN opérations. Le produit matrice-vecteur donnant la prévision
xf = 1
N
E1T , où 1 ∈ RN est un vecteur rempli de 1, nécessite 2nN opérations. Nous avons
donc un coût total de :
Coût(Assim) = (n+ 3p)N2 + 2(p+ n)N (6.17)
dans le cas où p N ce qui est le plus probable dans le cadre industriel. Le coût est donc
linéaire en n et p qui sont les dimensions les plus importantes du système.
Ceci est plus faible que le coût des autres indicateurs, qui possèdent chacun a minima un
terme quadratique en n ou p. Il est donc essentiel de s’assurer que les stratégies faisant
appel à leur utilisation n’induisent pas un surcoût trop pénalisant en comparaison à la
stratégie de base d’assimiler chaque observation. Cela est possible si nous supprimons
plusieurs assimilations grâce à un seul calcul d’indicateur.
Il faudra tout de même penser à une autre façon d’utiliser ces indicateurs de diagnostic,
par exemple sur des points de contrôle régulier n’amenant pas un gros surcoût, permettant
d’assurer la qualité de la prévision en temps réel si besoin. Cela implique des configurations
de systèmes industriels préférentielles : celles où l’intégration possède un coût numérique
en opération et/ou en temps de calcul supérieur d’un ordre de grandeur au coût d’assi-
milation de l’observation.
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Nous voyons vers quels types de scénarios de test ces informations vont nous guider : des
suppressions d’observations par tri selon leur importance sur au moins plusieurs cycles
d’assimilation, du calibrage du système d’observation avec sélection de celles qui seront
observées sur toute la durée de simulation, un mélange entre ces deux approches, et cer-
tainement d’autres possibilités auxquelles nous n’avons pas pensé. Une première idée des
configurations des systèmes opérationnels sur lesquels ils se baseront sera donné dans les
paragraphes suivant. De plus, le travail de réduction des coûts opératoires des indicateurs
va permettre d’étoffer l’éventail disponible de stratégies de contrôle des assimilations.
6.5.2 Ordre de grandeur pour des applications classiques
Le domaine des géosciences est un grand utilisateur de l’assimilation de données, notam-
ment pour ce qui est de la météorologie et de l’océanographie. Voici le descriptif de deux
configurations opérationnels de tels systèmes.
D’après (Daescu, 2012), les systèmes opérationnels en météorologie ont pour caracté-
ristiques une dimension du vecteur d’état n de l’ordre de O(107 − 108) (O(108 − 109),
respectivement pour les modèles Arpège et Arôme de Météo-France) et des vecteurs d’ob-
servation de taille p de l’ordre de O(106 − 107) assimilés à chaque cycle (O(106) pour
Arôme, O(107) pour Arpège). Les cycles sont typiquement répétés avec une fréquence
de l’ordre de quelques heures (6 à 12h). Dans le cas de Météo France, deux systèmes
différents sont utilisés pour des prévisions faites à des résolutions différente. Le système
Arpège pour la prévision globale effectue ces assimilations toutes les 6h qui permettent de
réactualiser la prévision à 5 jours. Quant à lui, le système Arôme pour la prévision régio-
nale a un cycle horaire d’assimilation. Il devient alors nécessaire de faire des hypothèses
de simplification pour résoudre le problème d’assimilation de données et l’implémenter,
comme la linéarisation de l’opérateur d’observation par exemple.
La durée d’une fenêtre d’assimilation se justifie avant tout par le temps nécessaire à la
collecte des observations venant de nombreuses sources éparses puis par le temps de calcul
à la fois de l’assimilation et de la prévision mise à jour qui en résulte, c’est pour cela que
les observations ne sont assimilées à Météo France que toutes les 6h. Les observations
arrivées pendant cet intervalle de temps sont "batchées" et assimilées de façon asynchrone
en fin de fenêtre.
Dans le cas de l’océanographie, (Bertino et al., 2012) donne un descriptif détaillé de
la complexité du système opérationnel TOPAZ4 servant à la fois à la prévision à court-
terme (10 jours) de l’état du nord de l’océan Atlantique et de l’Arctique dans sa totalité,
et à la réanalyse sur 10 ans permettant une connaissance de l’état passé de l’océan pour
avoir rétrospectivement une idée de son évolution. Au temps de l’écriture de l’article, 10
ans de réanalyse supplémentaires étaient en cours de calcul. La résolution horizontale du
modèle est de 15km et chaque maille possède 28 couches hybrides en profondeur, pour
une surface à modéliser totalisant environ 70 millions de km carrés. Le vecteur d’état est
de taille O(108) et environ un demi-million d’observations sont assimilées lors des cycles
hebdomadaires. L’EnKF est la méthode d’assimilation de données utilisées, la prévision
se fait en intégrant les 100 membres pour environ 2500h CPU dont les calculs sont heu-
reusement fortement parallélisables. L’analyse quant à elle ne représente que 20h CPU, ici
aussi parallélisée, elle est dans ce cas "gratuite". Les 10 ans de réanalyse ont coûté environ
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2 millions d’heures CPU, engendrant 10 To ( !) de données utiles.
Ceci nous permet de voir la taille classique des systèmes rencontrés à la fois en opération-
nel et dans la littérature en assimilation de données. Ces méthodologies pourraient tout
aussi bien s’appliquer à plusieurs domaines moins "classiques", notamment chez EDF,
c’est d’ailleurs un des enjeux de cette thèse que de donner une vue d’ensemble sur les
applications métiers possibles de l’assimilation de données.
6.5.3 Ordre de grandeur des applications EDF
Voici le descriptif de quelques domaines d’applications chez EDF qui bénéficieraient de
l’assimilation de données. Il s’agit ici de donner des détails techniques sur des applica-
tions possibles et de formuler éventuellement quelques scénarios d’utilisation, ainsi que de
donner une rapide description du phénomène physique modélisé.
Par exemple, la surveillance de l’état du combustible au sein des cœurs de centrale nu-
cléaire est un élément-clé de sûreté des centrales nucléaires. Le combustible (uranium
et/ou plutonium en France) est encapsulé dans des gaînes en alliage de zirconium qui
forment les crayons combustibles, eux-mêmes regroupés en grappes appelées assemblages
combustibles. Ces crayons peuvent supporter des températures de l’ordre de 2000◦C avant
de rompre, cependant des déformations structurelles peuvent survenir à partir de tem-
pératures de l’ordre de 800◦C , pouvant contribuer à des états accidentels (Marguet,
2011). Il y a donc un enjeu majeur derrière cela. La simulation à quelques minutes de
l’évolution du profil de température au sein des crayons prend environ 1h en temps de
calcul, les opérateurs en charge de la surveillance utilisent donc des abaques pour avoir
une connaissance de celle-ci à un instant et un état du cœur donné. Une amélioration
semble possible à travers l’assimilation de données. Elle serait de permettre la simulation
de l’évolution en continu de la température, en implémentant des algorithmes de filtrage
permettant la prise en compte des observations indirectes de température au niveau des
assemblages combustibles (mesures de puissance en particulier). Cela se ferait avec version
simplifiée du modèle existant, cette fois en un temps opérationnel.
Dans le domaine de l’hydraulique, autour de la simulation des rejets d’eau chaude des
centrales nucléaires, notamment dans le cas de rejets en bord de mer dans un estuaire, les
simulations prennent de quelques dizaines de minutes jusqu’à plusieurs heures de temps
de calcul par simulation unitaire pour une période de marée. En effet, de nombreux para-
mètres physiques comme la houle, la température de l’eau, la quantité et l’évolution des
rejets d’eau chaude... sont à prendre en compte et cela devient vite complexe et coûteux.
De plus, de nombreuses observations arrivent toutes les 15 minutes sous la forme de re-
tours de marégraphes et de cartographies infrarouges via satellites/drones, à assimiler avec
des échéances allant de 12h à 24h. Cela fait donc un nombre conséquent d’observations à
prendre en compte. La simulation, conditionnée par l’assimilation, étant déjà coûteuse à
calculer, il semble primordial de pouvoir déterminer quelles observations conserver.
Dans ce même cadre de réduction d’observations, l’hydrologie, avec l’étude du compor-
tement d’un bassin hydrologique sous sollicitations de pluie et de température, a cette
fois un coût de simulation très faible mais toujours des observations en nombre consé-
quent : il y a une couverture satellitaire prenant des clichés au sol d’une résolution variant
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entre 10×10m à 100×100m, pour une surface totalisant 1000km2. Cela revient encore à
se poser la question de la pertinence ainsi que de la façon de traiter ces observations en
préalable à l’assimilation. Nous pouvons aussi mentionner la mécanique des structures
où les simulations sont compliquées du fait d’un modèle complexe formé de maillages 3D
avec des lois non-linéaires à paramètres variables en espace pour chaque point, menant à
des simulations d’une durée variant de l’ordre de la minute, à l’heure voire au jour pour
une structure complète et sur la durée de vie simulée. Dans ce cadre, l’assimilation de
données pour améliorer la confiance dans la prévision par l’utilisation des covariances et
la sélection d’observation qui dénotent des erreurs de mesure ou de réelles ruptures de
comportement s’avère intéressante pour diminuer les coûts et/ou la complexité du modèle.
Une remarque importante est à faire sur ce genre de simulation. Le temps de calcul total
comprend deux temps séparés, le temps de résolution du modèle qui correspond au calcul
effectif de la simulation, et le temps de mise en œuvre de la résolution dans l’environne-
ment de simulation industriel qui correspond au chargement des librairies et du code sur
le supercalculateur. Pour certains cas, la part de la résolution est faible, de l’ordre de 10%
du temps de calcul complet, le reste provenant de la mise en œuvre. Prenons l’exemple
d’une simulation d’ensemble de 100 membres à intégrer de t à t+ dt, cela reviendra donc
à 90% de temps de mise en œuvre et 10% de temps d’intégration/résolution, donc pour
n du même ordre de grandeur que p, l’écart sera toujours similaire entre assimilation
et simulation au niveau du coût numérique, dans ce cas il devient potentiellement plus
avantageux d’assimiler moins souvent pour simuler plus longtemps et éviter de devoir être
pénalisé par le temps de mise en œuvre. Le décompte d’opérations d’algèbre linéaire n’est
donc parfois pas représentatif du temps réel de calcul sur système opérationnel, et cette
réflexion doit nous guider dans la formulation de scénarios pour les essais numériques à
venir.
Les domaines métiers sont donc très variés, à la fois en terme de phénomène physique
décrit que de dimension du modèle et/ou des observations. L’utilisation des méthodes
d’assimilation de données ensemblistes munies des indicateurs décrits précédemment in-
téresse particulièrement EDF. Ce descriptif montre les différentes configurations et ordres
de grandeur qu’il faudra traiter dans l’application.
Nous allons maintenant passer aux essais numériques de l’EnKF instrumenté de nos in-
dicateurs sur des systèmes emblématiques dont la configuration et les caractéristiques
reprennent celles des systèmes décrits dans cette sous-section, dans le but d’étudier la








7 Essais numériques : de la théorie à
sa vérification
7.1 Introduction : objectifs des essais numériques
Plusieurs objectifs sont à remplir dans ce chapitre.
Tout d’abord, nous voulons confirmer que les décisions prises grâce aux informations re-
tournées par nos indicateurs nous permettent bien d’établir des stratégies d’assimilation
pertinentes. Nous avons pour cela deux types d’indicateurs : les indicateurs a priori, dont
le calcul se fait avant l’assimilation, et les indicateurs a posteriori dont le calcul se fait
après l’assimilation.
Dans le cas des indicateurs a posteriori, la décision d’assimiler ou non une observation
portera sur l’analyse suivante ou les cycles suivants, et la mesure de l’effet de cette prise
de décision sur la qualité de l’analyse résultante se fera a minima au temps de la pro-
chaine assimilation. Ceci peut servir à calibrer un système d’observation en sélectionnant
seulement les observations les plus pertinentes, ce qui n’implique un surcoût que sur la
simulation numérique du système d’assimilation de données opérationnel, surcoût numé-
rique qui se compensera par une configuration plus pertinente des systèmes et instruments
de mesure du système physique réel.
Pour les indicateurs a priori, la décision sera prise avant l’assimilation : leur objectif
consiste surtout à supprimer une étape d’analyse. La mesure de l’effet de cette prise de
décision peut se faire directement au temps de l’assimilation actuelle.
Cette mesure de l’effet de chaque décision se fera dans le cadre d’expériences jumelles,
où nous avons aisément accès à une simulation de référence lors de laquelle toutes les
observations sont assimilées.
Pour illustrer cela, nous utiliserons plusieurs configurations de systèmes dynamiques,
qui correspondent chacune à un état spécifique du système, faisant ainsi apparaître par
exemple une raideur marquée, une périodicité régulière, un chaos déterministe ou encore
des situations réalistes pour certaines applications industrielles.
Nous utiliserons le système de Lorenz 63 (Lorenz, 1963), chaotique déterministe et de
petite taille ainsi que représentatif du phénomène de convection cellulaire de l’atmo-
sphère terrestre, l’oscillateur de Van der Pol (Tsatsos, 2006), connu pour sa raideur,
sa pseudo-périodicité assez stable ainsi que son côté chaotique, et également le système
Xénon (Ponçot, 2008, Sec. 1.3, Reuss, 2003), qui modélise le phénomène physique
d’empoisonnement au Xénon-135 des cœurs de réacteurs nucléaires au cours de leur uti-
lisation. Il possède des régimes de fonctionnement très variés. Une présentation détaillée
de ces systèmes est disponible en annexe (section A.7), ainsi que dans les références citées
précédemment.
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7.2 Indicateurs a posteriori
SOBS et la Hat matrix sont des indicateurs a posteriori qui se calculent une fois l’assimila-
tion faite. Ils permettent de sélectionner des observations au sein du vecteur d’observation
y n’apportant que peu d’information dans l’estimation de l’état-vrai du système par l’état
analysé xa.
Par exemple, cette sélection se fait en triant les valeurs diagonales de la Hat matrix par
ordre croissant et en sélectionnant la ou les valeurs les plus faibles, afin de les supprimer
du vecteur d’observation y. Pour SOBS, celui-ci est calculé pour un seul vecteur d’obser-
vation, et nous regardons la valeur des normes de chaque ligne pour les classer par ordre
croissant, et effectuer le même type de sélection que décrit pour la Hat matrix. Nous
obtenons donc de même un vecteur de valeurs.
L’opérateur d’observation modifié H̃ ainsi que R̃ sont ensuite mis à jour en récupérant les
indices des observations sélectionnées, pour n’assimiler que les observations à conserver,
c’est-à-dire celles non contenues dans les listes retournées par SOBS ou la Hat matrix.
Impact sur la précision de la prévision
Le premier effet de la suppression d’observations grâce à nos indicateurs que nous voulons
mesurer est celui sur la RMSE d’analyse. Pour faire la comparaison, notre référence est
une simulation où ne sont pas utilisés les indicateurs, donc où sont assimilées toutes les
observations à chaque temps d’assimilation. Nous n’espérons pas obtenir une meilleure
RMSE pour nos essais avec utilisation de nos indicateurs. Nous voulons voir si les déci-
sions prises grâce à ceux-ci sont pertinentes, c’est-à-dire que les essais avec suppression
d’observations ont une RMSE moyennée sur l’ensemble des analyses de la fenêtre proche
de celle de la simulation de référence. Nous allons regarder cet effet pour plusieurs confi-
gurations de systèmes telles que décrites en introduction et en annexe (section A.7). Dans
le cas de la configuration 1, qui correspond au système Lorenz 63, voici le tracé des diffé-
rentes composantes du système avec les observations vues comme les moins importantes
par SOBS :
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Figure 7.1 – Tracé de chaque dimension, membres de l’ensemble en gris,
et observations de références sur la fenêtre en noir. Aucune suppression
d’observation. La courbe en haut à gauche représente l’observation décrite
comme négligeable par SOBS en fonction du vecteur d’observation tout au
long de la fenêtre.
Ceci donne une idée de ce qui se déroule sur la fenêtre. Nous remarquons plusieurs tran-
sitions qui s’observent sur le tracé de la 1ere dimension (courbe bleue), lorsque la courbe
traverse l’axe des abscisses. En notant x1 la 1ere dimension, ce phénomène se produit
lorsque |x1| ' 15 comme observé dans (Evans et al., 2004). Ces moments de transition
sont la difficulté de cette configuration : ils sont chaotiques et doivent être suivis avec soin
lors du processus d’assimilation de données. Ici, dtobs = 0.25, correspondant à un régime
moyennement non-linéaire pour le Lorenz 63. Il n’est pas en carence d’observations.
Voici maintenant l’évolution de la RMSE d’analyse pour chaque analyse sur la fenêtre
[t0, tf ], ainsi que l’évolution des écarts relatifs en RMSE pour chaque indicateur, calculés
par ecart = RMSEindic −RMSEref
RMSEref
:
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Figure 7.2 – Évolution des RMSEs d’analyse (à gauche) sur la fenêtre
pour trois essais : celui de référence (natif), celui avec sélection par Hat
matrix (Hat), et celui avec sélection par SOBS (sobs). A droite, écarts
relatifs en RMSE pour les essais avec indicateurs, comparativement à la
RMSE de référence. dtobs = 0.25 par essai.
Nous observons parfois des disparités locales, avec de légères augmentations d’erreur en
comparaison à la référence pour chacun des indicateurs. Il est intéressant de constater avec
les écarts qu’il peut y avoir amélioration de la RMSE d’analyse par rapport à la référence
comme c’est le cas entre les temps 6 et 8, cela traduit une dynamique temporairement
en faveur de la réduction d’observations. Néanmoins, comme annoncé précédemment, ce
n’est ni le but recherché, ni un résultat espéré. Nous apercevons plusieurs fois des mo-
ments où les deux indicateurs ont conduit à des décisions différentes, comme au temps
t = 2.5 où nous avons dégradation de la RMSE pour SOBS et amélioration de celle-ci
pour Hat. Le comportement inverse s’observe au temps t = 3.5. Globalement, ces deux
stratégies conduisent à des résultats similaires.
Dans le cas de la configuration 2, qui correspond au même système de Lorenz 63 avec une
observation synthétique supplémentaire comme décrit en section (4.2), nous obtenons des
résultats qui diffèrent au niveau de l’évolution des RMSEs d’analyse :
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Figure 7.3 – RMSEs d’analyse (à gauche) sur la fenêtre pour trois essais :
celui de référence (natif), celui avec sélection par Hat matrix (Hat), et
celui avec sélection par SOBS (sobs). A droite, écarts relatifs en RMSE
pour les essais avec indicateurs, comparativement à la RMSE de référence.
dtobs = 0.25 par essai.
Cette fois, les deux indicateurs sont au-dessus en terme de RMSE d’analyse sur la ma-
jorité de la fenêtre d’assimilation. De plus, nous voyons localement des variations plus
importantes par rapport à la RMSE de référence, et principalement dans le sens d’une
augmentation. Nous observons une dégradation des informations retournées par les indi-
cateurs, donc de la pertinence des décisions qui en découlent.
Ces effets se constatent sur la moyenne des RMSEs d’analyse sur chaque fenêtre de 40
observations :
Config. 1 : Config. 2 :
RMSE moyenne RMSE moyenne
Référence 0.06803 0.05801
Avec suppression (Hat matrix) 0.05896 0.09439
où une nette dégradation de la moyenne des RMSEs d’analyse est visible pour la configu-
ration 2 avec observation synthétique, alors que nous observons une légère amélioration
de celle-ci pour la configuration 1, le tout relativement aux valeurs de la simulation de
référence.
Cependant, ces résultats ne sont pas statistiquement fiables. Pour obtenir un meilleur
échantillon statistique ainsi qu’une idée de l’effet à plus long terme, voici les valeurs
obtenues avec les mêmes configurations sur une fenêtre comportant 1000 étapes d’analyse :
Config. 1 : Config. 2 :
RMSE moyenne RMSE moyenne
Référence 0.05955 0.05955
Avec suppression (Hat matrix) 0.06201 0.06201
Les valeurs sont identiques à la 5e décimale près. Sur le long terme, les différences entre
les deux configurations se lissent. L’écart de RMSE entre la référence et les essais avec
indicateurs est marginal dans les deux cas : c’est le résultat que nous attendions.
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Il nous reste maintenant à voir dans quelle mesure ceci est vérifié pour d’autres configu-
rations.
La configuration 3 correspond à l’oscillateur de Van der Pol avec en moyenne une à deux
observations pour chaque changement de régime. Ceci revient à placer une observation au
moment de chaque transition. Le paramètre de raideur du système qui détermine aussi la
durée de sa période est faible, la raideur qui en résulte l’est donc aussi, et l’intégration a
été adaptée pour. Voici le tracé du filtrage avec l’ensemble pour la simulation de référence.
Seule la première dimension du système nous intéresse :
Figure 7.4 – Simulation de référence pour l’oscillateur de Van der Pol
pour la configuration 3 (A.7.2), avec tf = 150. Toutes les observations sont
affichées, soit 15, avec dtobs = 10. L’ensemble est affiché et montre la variété
des différents membres.
Il est intéressant de remarquer la façon qu’a par moments l’ensemble d’être décalé au
niveau de la transition et la manière dont les observations apportent une correction.
Comme précédemment, voici l’évolution de la RMSE d’analyse pour chaque analyse ef-
fectuée sur la fenêtre :
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Figure 7.5 – Van der Pol. Evolutions des RMSEs d’analyse sur la fenêtre
pour trois essais : la référence (natif), la sélection par Hat matrix (Hat), et
la sélection par SOBS (sobs). Écarts relatifs à droite. dtobs = 10 par essai.
Nous constatons localement un comportement similaire à celui observé pour les deux
précédentes configurations : des disparités à propos de l’effet sur la RMSE et moments
d’amélioration ou de dégradation par rapport à la référence.
Pour observer l’évolution sur un cycle d’assimilation plus important, voici l’évolution sur
une fenêtre correspondant à 150 assimilations qui nous montre que l’évolution de la RMSE
est sujette à des variations plus marquées que pour le Lorenz 63. Ceci s’explique par le
fait que le système soit moins observé, ce qui conduit inévitablement à des moments de
fortes corrections lorsque le filtre rate une transition. Cela est du à la nature chaotique
des pseudo-périodes du Van der Pol. Nous pouvons observer ces corrections sur la figure
(7.4).













Figure 7.6 – Même tracé pour 150 assimilations que l’encadré (7.5a), soit
tf = 1500. dtobs = 10.
De même que pour les configurations précédentes, nous n’observons pas d’écart d’ordre
de grandeur sur l’évolution des RMSEs d’analyse entre les différents essais. La RMSE a
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pour ordre de grandeur 10−3, et les variations se retrouvent à l’ordre de grandeur inférieur,
10−4. Voici les tables de valeurs moyennes de RMSEs :
15 assim. : 150 assim. :
RMSE moyenne RMSE moyenne
Référence 3.693 ×10−3 4.345 ×10−3
Hat matrix 3.524 ×10−3 4.425 ×10−3
SOBS 3.715 ×10−3 4.354 ×10−3
Ici aussi, la dégradation de RMSE est très faible, la pertinence de nos indicateurs est donc
confirmée sur ces deux systèmes.
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Comparatif de comportement entre SOBS et la Hat matrix
Les résultats précédents montrent des disparités entre l’évolution en RMSE d’analyse se-
lon que ce soit avec la Hat matrix que nous supprimons les observations ou bien SOBS.
Les deux indicateurs ont donc un comportement différent. Cependant, les résultats ob-
tenus avec l’un ou l’autre ne sont pas éloignés de façon significative, nous pouvons donc
estimer qu’ils sont équivalents en terme de performances sur la RMSE d’analyse.
Voici les valeurs d’importance accordées aux observations par la Hat matrix et SOBS
pour les configurations 1 (p = 3) et 2 (p = 4, observation synthétique), sur une fenêtre
correspondant à 100 assimilations :
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Figure 7.7 – Hat matrix
pour configuration 1.
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Figure 7.8 – SOBS pour
configuration 1.
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Figure 7.9 – Hat matrix
pour configuration 2.
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Figure 7.10 – SOBS pour
configuration 2.
L’axe des abscisses correspond au numéro du vecteur d’observation sur la fenêtre d’as-
similation, et l’axe des ordonnées à la valeur de l’indicateur, quantifiant l’importance de
chaque observation.
Nous observons des dynamiques différentes pour chaque indicateur, bien qu’ils semblent
hiérarchiser les observations de la même façon en terme d’importance.
La figure qui suit montre des nuages de points affichant la relation entre les valeurs prises
par la Hat matrix et les valeurs ramenées sur [0, 1] prises par SOBS pour la configuration
2. Nous voyons effectivement que les valeurs de SOBS croissent avec celles de la Hat
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matrix. Un modèle de régression linéaire est affiché. Il n’a pour vocation que d’illustrer la
monotonie entre les deux indicateurs, pas celle d’être représentatif de la relation qui les lie.
Le fait qu’ils concentrent tous deux leurs valeurs à 0 pour l’observation y4 (figure en coin
inférieur droite) montre que SOBS la détecte aussi comme négligeable. Nous observons le
même comportement pour la configuration 1.











































Figure 7.11 – Scatter-plots de SOBS versus Hat matrix pour la configu-
ration 2. L’axe des abscisses correspond aux valeurs de la Hat matrix, et
l’axe des ordonnées aux valeurs de SOBS ramenées à [0, 1].
En reprenant les figures (7.7) et (7.8), nous observons des oscillations marquées chez SOBS
qui accorde parfois une importance presque maximale à y3 lors d’une assimilation puis
lui accorde une importance presque nulle lors de la suivante. Le même type d’oscillations
s’observe chez la Hat matrix , à la différence que celles-ci sont moins extrêmes et cen-
trées autour d’une valeur moyenne, comme montré sur la figure (7.12). Voici les valeurs
moyennes obtenues pour SOBS et la Hat matrix sur la configuration 1 :
7.2. Indicateurs a posteriori 109




















Figure 7.12 – Hat matrix
moyennée pour 100 essais.
Configuration 1.




















Figure 7.13 – SOBS
moyenné pour 100 essais.
Configuration 1.
En regardant l’évolution des valeurs moyennes la Hat matrix et de SOBS sur 100 simula-
tions du Lorenz 63 en configurations similaires à la configuration 1 sauf pour la graine du
générateur aléatoire, nous remarquons que les deux indicateurs ne priorisent pas la même
observation (figures (7.12) et (7.13)). C’est la 3ème dimension du Lorenz 63 qui est la plus
importante pour SOBS, alors que c’est la 2ème qui l’est pour la Hat matrix. Ceci explique
les différences observées sur la RMSE d’analyse : les deux indicateurs ne sélectionnent
parfois pas les mêmes observations au même moment, et auront tendance à hiérarchiser
différemment les observations d’un même système.
Nous avons donc ici deux indicateurs qui retournent des informations différentes, tout en
menant à un résultat équivalent en terme de RMSE d’analyse lorsque nous décidons de
supprimer des observations en accord avec les informations qu’ils retournent. Cette diffé-
rence peut s’expliquer du fait que la Hat matrix récupère ses informations uniquement des
différentes matrices de covariances alors que SOBS s’intéresse directement à la sensibilité
de l’état aux observations lors de l’analyse et inclue le résidu y−Hx dans son calcul. Du
fait que les résultats obtenus avec chacun des deux soient équivalents, il semble possible
de les utiliser de façon complémentaire.
Distances probabilistes en diagnostic de vérification des observations sélec-
tionnées
Outre l’utilisation a priori, une autre utilisation des distances probabilistes comme diag-
nostic de vérification des décisions effectuées grâce aux indicateurs Hat matrix et SOBS
est possible. Pour cela, nous chercherons à comparer la distance entre les deux distri-




. Elles correspondent respectivement à
celle de la référence, et celle où l’on a supprimé une ou plusieurs observations grâce à la
Hat matrix ou SOBS. Si nos indicateurs sélectionnent les bonnes observations, alors la
distance entre les deux distributions devrait être faible voire quasi-nulle.
Nous ne pouvons pas juger directement de l’ampleur de l’écart entre les deux distributions
pour chaque distance et dire s’il est faible sans avoir de jauge à laquelle se référer. Nous dé-




et de l’analyse de référence N (xa,Pa), calculées chacune au temps t = tk.
Nous regardons ensuite quel pourcentage de cette jauge vaut la distance entre
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: plus le pourcentage est faible, plus nos indica-
teurs sont performants. Ceci nous fourni donc un diagnostic nouveau sur nos propres
indicateurs. De plus, couplé au diagnostic de RMSE fait en sous-section (7.2), les dis-
tances probabilistes nous servent de "diagnostic de diagnostic" pour obtenir une vérifica-
tion/quantification supplémentaire de l’effet de la suppression d’observations.
Un autre choix possible pour une jauge est la distance entre la distribution de la prévision
projetée dans l’espace des observations et la distribution de l’observation. Ceci serait fait
dans un cas où nous avons particulièrement confiance en nos observations.
Discutons notre choix de la distance entre la prévision et l’analyse en tant que jauge.
Nous cherchons avec nos simulations à avoir une prévision la plus précise possible, qui
doit donc faire en sorte d’avoir des statistiques d’erreurs aussi proches que possible de
celles de l’analyse, qui est notre "meilleure" connaissance possible sur l’état du système.
L’écart entre ces statistiques peut s’exprimer grâce à une distance probabiliste qui se base
sur les moments des deux distributions, comme c’est le cas de Wasserstein et Kullback-
Leibler. Nous cherchons aussi à réduire cet écart en nous servant de nos indicateurs pour
guider l’analyse, et nous voulons nous assurer que les statistiques d’erreur de notre analyse
partielle résultante restent meilleures que celles de notre prévision. C’est pourquoi nous
regardons la quantité d(p1, p2)
d(p1, pf )
, où d(p1, pf ) est notre terme de jauge, et voulons nous
assurer que celle-ci soit toujours < 1.
Voici les résultats obtenus avec cette approche pour la configuration 1 du Lorenz 63 et le
Van der Pol (configuration 3 sur un temps plus long tf = 1500) :
























Valeur dW et KL entre N(xa,Pa), N(xa~,Pa~), pour Hat matrix
Wasserstein
K-L
(a) Lorenz 63 avec Hat matrix.

























Valeur dW et KL entre N(xa,Pa), N(xa~,Pa~) pour SOBS
Wasserstein
K-L
(b) Lorenz 63 avec SOBS.
Figure 7.14 – Lorenz 63. Essais avec diagnostics a posteriori par dis-
tances probabilistes entre les distributions issues de l’analyse de référence
et celle de l’analyse avec stratégies d’assimilation par les deux indicateurs.




Nous remarquons des variations plus importantes pour la distance de Wasserstein que
pour Kullback-Leibler dans le cas de la configuration 1 du Lorenz 63, et notamment un
ordre de grandeur d’écart entre les valeurs de chacune des deux. Ceci n’est pas le cas pour
le Van der Pol en configuration 3, où les ordres de grandeur sont les mêmes, la différence
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dW et KL entre N(xa,Pa), N(xa~,Pa~) pour Hat matrix
Wasserstein
K-L
(a) Lorenz 63 avec Hat matrix.


















dW et KL entre N(xa,Pa), N(xa~,Pa~) pour SOBS
Wasserstein
K-L
(b) Lorenz 63 avec SOBS.
Figure 7.15 – Van der Pol. Essais avec diagnostics a posteriori par dis-
tances probabilistes entre les distributions issues de l’analyse de référence
et celle de l’analyse avec stratégies d’assimilation par les deux indica-




la plus notable est celle des pics de Wasserstein qui sont parfois plus prononcés que ceux
de Kullback-Leibler.
Une explication possible est la suivante : l’amplitude du Van der Pol est moindre que celle
du Lorenz 63 d’où un ordre de grandeur d’écart entre les deux distances pour le Lorenz 63
du fait que le terme en ‖y−Hx‖2 de la distance de Wasserstein sera plus important que
pour le Van der Pol. Cela peut aussi expliquer les pics plus prononcés pour la distance de
Wasserstein chez le Van der Pol, le terme de résidus de Wasserstein n’étant pas pondéré
par les inverses des matrices de covariance comme c’est le cas pour Kullback-Leibler.
En revanche, la comparaison entre les valeurs des deux distances pour la configuration 1
montre qu’elles possèdent la même monotonie. Celle-ci se fait avec un scatter-plot entre
les valeurs obtenues par le diagnostic précédent pour la Hat matrix, et celles obtenues
par le diagnostic précédent pour SOBS. Un modèle de régression linéaire est affiché pour
améliorer l’illustration :



















Scatter variation W et KL natif-hat
Figure 7.16 – Evolu-
tions comparées pour Hat,
config. 1.


















Scatter variation W et KL natif-sobs
Figure 7.17 – Evolutions
comparées pour SOBS,
config. 1.
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Nous récupérons donc des informations équivalentes de la part de l’une ou de l’autre sur
la variation des statistiques d’erreurs de chaque distribution. Les résultats obtenus grâce
à une des distances sont transposables à l’autre.
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7.3 Distances probabilistes pour établissement de stra-
tégies d’assimilation
Une stratégie d’assimilation peut définir trois choses :
1. la façon de contrôler les instants auxquels sont assimilées les observations,
2. la façon de contrôler le nombre d’observations assimilées à chaque assimilation,
3. un mélange des deux.
L’utilisation des indicateurs pour les formuler ou du moins les mettre en place peut va-
rier selon les stratégies. Par exemple, le calcul des indicateurs peut se faire soit à chaque
arrivée d’observation ou une observation sur deux, etc.
Nous pouvons donc dire qu’une stratégie d’assimilation consiste en une façon particulière
d’utiliser les indicateurs pour contrôler la dynamique des instants d’assimilation et/ou le
nombre d’observations assimilées, en comparaison à la façon classique qui consiste à assi-
miler l’intégralité du vecteur d’observations disponible y à chaque temps d’assimilation.
Les stratégies d’assimilations explorées en premier sont celles où nous choisissons les mo-
ments d’assimilation (cas 1), c’est-à-dire celles où nous décidons ou non d’assimiler une
observation lorsqu’elle arrive à l’intérieur de notre fenêtre. Nous entendons par fenêtre
d’assimilation un intervalle de temps [t0, tf ] sur lequel se déroule le processus d’assimila-
tion, avec plusieurs temps d’assimilations à l’intérieur séparés de dtobs.
Pour cela, nous nous basons sur l’hypothèse que lorsque la distance entre les distributions
de la prévision et de l’observation dépasse un certain seuil fixé par l’utilisateur, l’informa-
tion contenue dans chacune diffère suffisamment pour qu’il soit intéressant de corriger la
prévision avec l’observation en l’assimilant. Cela implique d’avoir une variance d’erreur
d’observation σ2obs faible ou du même ordre de grandeur que celle de prévision σ2f . Nous
savons qu’en réduisant le nombre d’assimilation sur une fenêtre de longueur fixe, l’effet
des non-linéarités va s’amplifier ce qui va mener à une augmentation de la variance de
l’ensemble donc à une augmentation de la distance entre la prévision et l’observation au
fur et à mesure que le temps sans assimilation augmente lui aussi. Nous cherchons donc
une distance probabiliste qui possède ce type de dynamique d’évolution.








de l’observation. Le choix des deux ma-
trices de covariance s’explique du fait qu’elles prennent chacune en compte la dyna-
mique d’évolution des distributions. La matrice de covariance choisie pour les obser-
vations fait le lien avec les statistiques d’erreurs qui constituent le gain de Kalman
K = PfHT (R + HPfHT )−1. De plus, cela conserve le lien entre les dynamiques du
modèle et des observations exprimé par y = Hxf + ε.
7.3.1 Spécificités des distances probabilistes : Wasserstein et
Kullback-Leibler
Au sens des distributions de probabilités, une distribution gaussienne peut s’interpré-
ter comme une information de confiance que l’on peut avoir en son premier moment (la
moyenne), qui se traduit par sa matrice de covariance (second moment). Ces deux dis-
tances ont une similitude : elles peuvent être utilisées a priori pour déterminer l’écart
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informatif de l’observation relativement à la prévision, au sens des distributions de pro-
babilités, mais aussi en diagnostics a posteriori, comme décrit en sous-sous-section (7.2).
Leur grande différence par rapport aux autres indicateurs est qu’elles portent sur les dis-
tributions de probabilités plutôt que directement sur les réalisations de ces distributions
comme dans le cas de la Hat matrix ou de l’indicateur de sensibilités.
Distance de 2-Wasserstein
La distance de 2-Wasserstein (de Wasserstein) compare les deux premiers moments de
deux distributions de probabilités au sein d’un même espace probabilisé. En reprenant la
formule (4.5) :
W2(µ1, µ2)2 = ‖m1 −m2‖22 + tr
(





Elle permet de déterminer l’éloignement de l’une à l’autre relativement à leurs deux pre-
miers moments, ce qui nous intéresse tout particulièrement dans le cas de l’EnKF, du fait
de l’hypothèse de gaussianité des distributions manipulées par la méthode. En effet, dans
ce cas une distance de Wasserstein égale à zéro signifie que les deux distributions sont
strictement identiques, du fait que les distributions gaussiennes soient définies de manière
unique par leurs deux premiers moments.
Dans le cas de l’assimilation de données, en utilisation a priori, le calcul sera fait entre
les distributions N
(




m2 = y,C2 = R + HPfHT
)
, qui
correspondent respectivement à celles de l’état transporté dans l’espace des observations
et de l’observation courante. Nous choisissons en particulier ces deux distributions gaus-
siennes car elles ne nécessitent pas d’avoir assimilé l’observation y pour être construites,
et expriment la dynamique d’évolution de la prévision et de l’observation, respectivement.
Divergence de Kullback-Leibler
La divergence de Kullback-Leibler ne possède pas toutes les propriétés d’une distance à
proprement parler. Par simplicité et pour la clarté de la présentation, elle sera abusivement




T (C−12 + C−11 )(m2 −m1) + tr(C−12 C1 + C−11 C2) (7.2)
− 2n].
Elle s’interprète d’une façon différente de la distance de Wasserstein car il s’agit plutôt
d’une comparaison de différence en quantité d’information contenue entre deux distribu-
tions µ1 et µ2.
Dans le cas de l’assimilation de données, les mêmes distributions que Wasserstein seront
utilisées pour le calcul.
7.3.2 Seuil de sélection/rejet d’observation
La sélection d’observation pose la question du seuil en distance au delà duquel nous esti-
mons qu’il faille assimiler. L’écart entre les distributions de l’observation et de la prévision
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va dépendre de beaucoup de paramètres : l’erreur commise sur la prévision, l’erreur de
mesure, la finesse de l’intégration temporelle, la qualité de l’approximation linéaire de
l’opérateur d’observation, ...
Nous avons décidé de l’estimer grâce à des essais numériques car il n’existe pas d’expres-
sion explicite permettant de relier ce seuil et une erreur cible. Le comportement attendu
est le suivant : observation d’une monotonie entre la variation de la valeur du seuil et la
variation de la moyenne des RMSEs de prévision et/ou la valeur moyenne de la distance
probabiliste. Nous nous attendons à ce que moins nous assimilons d’observations sur la
fenêtre, plus l’erreur moyenne de prévision augmente, idem pour la distance probabiliste
moyenne. La détermination de ce seuil implique un surcoût important, car il faut effec-
tuer plusieurs simulations complètes pour obtenir l’intervalle de valeurs utiles. Il en faudra
d’autant plus lorsque nous en désirons une description plus fine. Ce surcoût peut devenir
prohibitif en comparaison d’une utilisations des indicateurs a posteriori.
En notant notre seuil ρ > 0, les vecteurs d’observations seront sélectionnés pour l’assimi-
lation lorsque dW (µ1, µ2) > ρ pour la distance de Wasserstein, et dKL(µ1, µ2) < ρ pour
la divergence de Kullback-Leibler. Le choix des deux critères est expliqué en sous-section
(7.3.3).
Recherche par essais numériques
La recherche numérique de l’intervalle utile de valeurs du seuil s’est faite en le choisissant
parmi une liste croissante de valeurs, basées sur les distances moyennes calculées sur une
fenêtre d’assimilation sans suppression d’observation.
Ensuite, sur la même fenêtre, nous avons regardé la diminution du nombre d’assimilations
effectuées en fonction de la valeur du seuil, pour la distance de Wasserstein. Voici le
comportement observé sur plusieurs systèmes :

















Nb. assimilations selon seuil
Nb. assim.
Figure 7.18 – Intervalle de valeurs de seuil utiles pour le système Xénon,
montrant la décroissance du nombre d’analyses sur la fenêtre.
Nous observons dans les trois cas une diminution progressive du nombre d’observations
assimilées à partir de la valeur de seuil initiale. Celle-ci peut être linéairement progressive
relativement au logarithme naturel du seuil comme c’est le cas pour le système Xénon (fig.
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Figure 7.19 – Intervalle de valeurs de seuil utiles pour le Lorenz 63,
montrant la décroissance du nombre d’assimilation sur la fenêtre (droite),
avec évolution des moyennes de chaque RMSE (gauche), en fonction du
logarithme naturel de la valeur de seuil (axe des abscisses).
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Figure 7.20 – Intervalle de valeurs de seuil utiles pour le Van der Pol,
montrant la décroissance du nombre d’assimilation sur la fenêtre (droite),
avec évolution des moyennes de chaque RMSE (gauche), en fonction du
logarithme naturel de la valeur de seuil (axe des abscisses).
7.18) et le Van der Pol (fig. 7.20), ou s’apparenter à un phénomène de rupture comme c’est
le cas du Lorenz 63 (fig. 7.19), où le nombre d’assimilation diminue fortement à partir de
la valeur pour se stabiliser très vite autour d’un nombre minimal limite d’assimilations
pour les valeurs de seuil utilisées.
Chaque système dynamique étant d’amplitude bornée, la distance de Wasserstein entre
les distributions l’est aussi, il existe donc une valeur de seuil à partir de laquelle plus
aucune observation ne sera assimilée. Nous ne l’avons pas affichée ici car elle n’a aucune
utilité pour nos recherches.
Nous remarquons que la moyenne de la RMSE d’analyse reste stable malgré l’augmenta-
tion du temps entre chaque analyse au fur et à mesure que la valeur de seuil augmente.
Malgré l’erreur plus importante sur la prévision, la correction par les observations reste
efficace.
La dégradation de la RMSE de prévision au fur et à mesure de l’augmentation entre les
temps d’analyse montre que le type de stratégies d’assimilation formulables grâce aux
distances probabilistes semble peu propice à une utilisation pour un suivi avec précision
de l’état. En revanche, une utilisation pour un suivi des changements de régimes d’un
système reste possible. Cela sera montré aux sous-sections (7.4.1) et (7.4.2).
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Nos futurs travaux se baseront sur ces intervalles utiles découverts pour chaque système.
Ils seront faits à configuration fixe pour chacun. Les configurations sont détaillées en
annexe (section A.7).
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7.3.3 Comportement anticipé des deux distances
Nous pouvons exprimer analytiquement les expressions de Wasserstein et Kullback-Leibler
dans notre cas, où R = σ2obsIp, et où nos matrices C1 = HPfHT et C2 = R + HPfHT .
Etant symétriques définies-positives, elles sont diagonalisables dans une base orthonormale
et nous avons :
C1 = UΣfUT , C2 = U(Σf + σ2obsIp)UT (7.3)
où Σf = Diag(λi), λi > 0. En reprenant les notations décrites aux sections (4.3) et (4.4),
nous obtenons comme expression pour la distance de Wasserstein entre les distributions
µ1 et µ2 :



















= ‖d‖2, et dans la même
configuration, l’expression équivalente pour la divergence de Kullback-Leibler entre les















Les calculs détaillés pour établir ces formules sont en annexe (section A.5).
Nous voyons apparaître une similarité de comportement en fonction de l’évolution des
valeurs propres de C1. Elles représentent les valeurs propres de la matrice HPfHT .




x)2 est strictement décroissante, la distance de
Wasserstein va être d’autant plus importance que λi sera petit. Cependant, il est évident
que plus σ2obs augmente, plus il est probable d’assimiler des observations bruitées. De fait,
il est important d’adapter le seuil de sélection en fonction de la valeur de σ2obs pour éviter
cela, ou bien d’avoir une valeur de σ2obs suffisamment petite. C’est pourquoi nos essais se
feront à σ2obs constant et de faible amplitude par rapport aux amplitudes de variation des
différents systèmes dynamiques, nous ne serons donc pas confrontés à ce phénomène. La
distance de Wasserstein croîtra donc exclusivement de concert avec le résidu.
La divergence de Kullback-Leibler va de même augmenter dans les directions correspon-
dant à de petites valeurs des λi, ce qui implique que pour des observations qui tendraient
à faire augmenter les λi après assimilation, la divergence de Kullback-Leibler va diminuer.
L’effet de la pondération du terme de résidu par l’inverse des matrices de covariance ne
sera quantifiable qu’après des expériences numériques. Il guidera le choix du critère de
sélection des observations avec la divergence.
Par rapport à la variance d’erreur d’observation σ2obs, le second terme de droite de la
distance de Wasserstein va augmenter. Pour la divergence de Kullback-Leibler, plus σ2obs
croîtra, plus le second terme de trace donné par la formule (A.42) va dominer. Nous ob-
serverons donc une augmentation des deux distances pour une augmentation de l’erreur
d’observation.
Pour un seuil ρ > 0 fixé, nous pouvons en déduire l’évolution de la façon de sélectionner
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les observations de chacune des distances : l’augmentation de la valeur de Wasserstein en
fonction du bruit va conduire à ce qu’elle assimile plus d’observations car la probabilité
que la distance entre l’observation et la prévision soit supérieure au seuil va augmenter.
Pour Kullback-Leibler, cela devrait se faire de même. Voici une illustration de l’évolution
en moyenne des valeurs des deux termes de chaque distance probabiliste en fonction de la
variance d’erreur d’observation de la simulation, pour le système du Xénon avec forçage
de puissance pour du suivi de charge :






































Figure 7.21 – Évolution en moyenne des distances probabilistes (ordon-
nées) en fonction de σ2obs (abscisse) pour le système Xénon en suivi de
charge.
Nous observons comme anticipé pour chacun des seconds termes une augmentation en
fonction de σ2obs. Le premier terme de la distance de Wasserstein étant une norme eucli-
dienne (éventuellement pondérée), il reste constant malgré le bruit. Ce n’est pas le cas
pour celui de la divergence de Kullback-Leibler du fait qu’il soit pondéré par les inverses
de chaque matrice de covariance (Cf. équation (4.10)). Cependant, celui-ci reste globale-




de σ2obs. Nous voyons que ce sont les deux termes de résidus qui dominent pour les deux
distances dans ce cas.
Dans cette configuration pour le système Xénon, il est donc possible d’approximer les
deux distances par leurs premiers termes, qui correspondent respectivement à :
W 21 = ‖y−Hx‖
2
2 , pour Wasserstein, (7.6)
KL1 = ‖y−Hx‖(C−11 +C−12 ) , pour Kullback-Leibler. (7.7)
Cela réduirait le coût numérique de chacune des distances, notamment pour la distance
de Wasserstein où les matrices de covariances n’entrent plus en jeu 1, sans impacter la
précision du diagnostic.
Pour illustrer le comportement en fonction de la valeur de seuil choisie, nous effectuons
de nouveau un essai qui donne une plage de valeurs utiles de seuil pour réduire le nombre
d’assimilations sur une fenêtre de longueur fixe. Le critère de sélection pour la divergence
de Kullback-Leibler est pris égal à celui de la distance de Wasserstein, soit dKL(µ1, µ2) > ρ.
1. En dehors du cas W 21 = ‖y−Hx‖
2
T−1 mentionné en sous-section (4.3.1)
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Voici les comportements observés pour les distances de Wasserstein et de Kullback-Leibler
lors de cette expérience :
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Figure 7.22 – Évolution en moyenne des distances probabilistes (ordon-
nées) selon le logarithme naturel du seuil choisi (abscisse) pour chaque essai
sur le Lorenz 63. La distance de Wasserstein est à gauche, la divergence de
Kullback-Leibler à droite.
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Figure 7.23 – Évolution en moyenne des distances probabilistes (ordon-
nées) selon le logarithme naturel du seuil choisi (abscisse) pour chaque essai
sur le Van der Pol. La distance de Wasserstein est à gauche, la divergence
de Kullback-Leibler à droite.
Nous y voyons bien apparaître le comportement attendu décrit précédemment pour la
distance de Wasserstein, mais pas pour la divergence de Kullback-Leibler. Il semble dans
ce cas que l’effet de la pondération du terme de résidu par l’inverse des matrice de co-
variance ait une influence plus importante. Une possibilité empirique pour obtenir un
comportement adapté pour la sélection des étapes d’analyse est d’inverser le critère de
sélection pour la divegence de Kullback-Leibler, soit dKL(µ1, µ2) < ρ.
Nous allons maintenant examiner la possibilité d’établir une relation entre la valeur du
seuil choisie et l’erreur de prévision moyenne commise sur la fenêtre en utilisant nos indi-
cateurs pour établir des stratégies d’assimilation. Ceci sera fait avec la distance de Wasser-
stein en premier, puis nous montrerons la validité du critère de sélection dKL(µ1, µ2) < ρ
pour la divergence de Kullback-Leibler.
7.3. Distances probabilistes pour établissement de stratégies d’assimilation 121
Relation entre erreur de prévision et valeur du seuil
Lorenz 63
Cet essai consiste à faire plusieurs simulations pour la configuration 1 (A.7.1) avec un
seuil croissant se situant dans la zone de valeurs utiles qui permettent une réduction du
nombre d’assimilations, et à observer l’évolution en moyenne à la fois de la distance de
Wasserstein et de la RMSE de prévision, pour voir s’il existe une relation entre les deux.
Une régression linéaire a été effectuée dans cette optique.
Nous remarquons qu’un relation linéaire existe entre chaque grandeur : la régression est
effectuée entre la moyenne par simulation de la distance de Wasserstein et de la RMSE
de prévision par rapport au logarithme naturel de la valeur du seuil.
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Figure 7.24 – Évolution en moyenne de la distance de Wasserstein
(gauche) et de la moyenne de la RMSE de prévision (droite) selon le loga-
rithme naturel du seuil choisi pour chaque essai. (Lorenz 63).
Les coefficients de corrélation entre la moyenne de la distance de Wasserstein et la moyenne
de la RMSE de prévision sont, respectivement :
— R2W = 0.9515,
— R2RMSE = 0.9611.
L’intérêt que nous portons à ce résultat est qu’il semble signifier que nous pouvons contrô-
ler l’effet du choix de notre seuil sur notre RMSE de prévision, et que lorsque le seuil
diminue, la RMSE de prévision diminue. Ce genre de propriété est particulièrement inté-
ressante lorsque nous sommes dans un contexte de pilotage d’un système physique et que
nous voulons connaître l’effet de notre manœuvre sur ce même système.
Le cas présent ici diffère de celui du système Xénon mentionné en sous-section (7.3.3),
les deux termes de la distance de Wasserstein sont en moyenne d’amplitude équivalente
comme illustré ci-après :
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Figure 7.25 – Évolution en moyenne des composantes de chaque distance
probabiliste (ordonnées) en fonction de la variance d’erreur d’observation
(abscisse) pour le système Lorenz 63. La distance de Wasserstein est à
gauche, la divergence de Kullback-Leibler est à droite.
Pour la configuration 1 (A.7.1) du Lorenz 63, σ2obs = 2, nous voyons sur cette courbe que
les deux composantes de la distance de Wasserstein ont une amplitude similaire, aucun ne
domine l’autre. La relation décrite sur la figure (7.24) montre donc une relation linéaire
qui n’est pas due au fait que ce soit le premier terme de la distance de Wasserstein qui
domine.
Nous allons maintenant regarder si ces deux relations apparemment linéaires se vérifient
sur d’autres systèmes emblématiques.
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Oscillateur de Van der Pol
Le même type d’essai que précédemment avec le Lorenz 63 est fait pour le Van der
Pol. L’erreur modèle additive a pour variance 5.10−4 dans l’essai qui va suivre, pour une
variable observé d’amplitude en O(1) :
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Figure 7.26 – Évolution en moyenne de la distance de Wasserstein
(gauche) et de la moyenne de la RMSE de prévision (droite) selon le loga-
rithme naturel du seuil choisi pour chaque essai. (Van der Pol)
Les coefficients de corrélation respectifs sont :
— R2W = 0.5881
— R2RMSE = 0.8978
Nous observons une dégradation de la relation linéaire entre la distance moyenne de
Wasserstein et le logarithme naturel du seuil. Cette relation reste cependant valide entre
la moyenne des RMSEs de prévision sur la fenêtre et le logarithme naturel du seuil, ce qui
est positif car c’est cette relation qui nous importe véritablement : la RMSE de prévision
constitue un critère de qualité pour notre prévision.
Notre choix est de chercher, si elle existe, la relation la plus simple entre le seuil et la RMSE
de prévision, et le modèle linéaire est un candidat idéal. Des interpolations polynomiales
par des modèles de plus haut degrés ont été effectuées dans l’objectif d’observer s’il n’y
avait pas de meilleur candidat en terme de précision et d’adéquation avec la dynamique
d’évolution observée entre les deux valeurs. Il est ici difficile de conclure, nous conserverons
donc le modèle linéaire qui s’avère satisfaisant.
Système Xénon
La vérification de la relation linéaire précédente sur deux systèmes emblématiques est très
intéressante, cela signifie que dans deux cas particuliers de dynamiques, nous avons une
évolution similaire pour deux quantités a priori liées par une relation simple. Le moment
est venu de voir si cela se vérifie toujours pour un système industriel simplifié représentatif
de la physique au sein d’un cœur de réacteur nucléaire, qui possède une dynamique plus
complexe.
Voici donc les résultats obtenus pour une dynamique avec forçage en puissance du système
Xénon, dans un cas hors-flux neutronique simulant l’arrêt du réacteur :
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Figure 7.27 – Évolution en moyenne de la distance de Wasserstein
(gauche) et de la moyenne de la RMSE de prévision (droite) selon le loga-
rithme naturel du seuil choisi pour chaque essai. (Système Xénon hors-flux)
Les coefficients de corrélation respectifs sont :
— R2W = 0.5608,
— R2RMSE = 0.9811.
Voici les résultats sur le même système sous flux neutronique dans le cas d’un démarrage
de réacteur :
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Figure 7.28 – Évolution en moyenne de la distance de Wasserstein
(gauche) et de la moyenne de la RMSE de prévision (droite) selon le lo-
garithme naturel du seuil choisi pour chaque essai. (Système Xénon sous
flux)
Les coefficients de corrélation respectifs sont :
— R2W = 0.1295,
— R2RMSE = 0.7890.
Cette forte baisse en validité des deux coefficients de corrélation est due à la non-linéarité
du modèle, qui apparaît nettement de visu. En enlevant les deux valeurs extrêmes pour
chaque grandeur, nous obtenons les coefficients suivants :
— R2W = 0.7106,
— R2RMSE = 0.9334.
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Il reste possible de faire une approximation linéaire du modèle d’évolution de chacune des
deux grandeurs sur de plus petits intervalles de valeurs de seuil, qui reste satisfaisante.
En revanche, il est clair que le modèle est non-linéaire, une approximation de plus haut
degré sera plus précise.
Une troisième expérience a été faite dans une configuration où le système est soumis à un
profil de variations brutales successives de la puissance au sein du réacteur. La puissance
module le flux neutronique, donc l’évolution du système Xénon. Voici le programme de















































Figure 7.29 – Référence pour le système Xénon avec profil de puissance
variable (courbe bleue).
Ce programme de puissance n’est pas réaliste par rapport à ce qui est effectué en conditions
opérationnelles. Lors du démarrage du réacteur, la montée en puissance est progressive
pour garantir sa sécurité. Plusieurs mesures sont effectuées, par exemple aux paliers des
8% et 70% de puissance par rapport à la puissance maximale du réacteur, qui permettent
de garantir la sécurité de fonctionnement de la tranche.
De même, hors urgence, l’arrêt du réacteur se fait avec une diminution progressive de la
puissance, pour éviter un pic de Xénon-135 comme nous pouvons les observer à chaque
fois qu’elle tombe brusquement à zéro sur notre simulation. Un tel pic empêcherait ensuite
le réacteur de redémarrer pendant au moins 36h, ce que le pilotage normal évite toujours.
Ce programme de forçage artificiel a été conçu pour faire apparaître de nombreux régimes
différents sur le système Xénon, notamment des oscillations qui seront difficiles à suivre
pour notre système d’assimilation de données. En conditions opérationnelles, le pilote du
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réacteur les anticipe et les évite grâce à un pilotage adapté, et va préférer un profil de
concentration comme au début de la simulation avant le début des oscillations.
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Voici les résultats obtenus en faisant varier la puissance comme décrit précédemment :
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Figure 7.30 – Évolution en moyenne de la distance de Wasserstein
(gauche) et de la moyenne de la RMSE de prévision (droite) selon le lo-
garithme naturel du seuil choisi pour chaque essai. (Système Xénon avec
forçage en puissance variable).
Nous voyons clairement que la monotonie pour Wasserstein n’est pas établie. En re-
vanche, nous retrouvons une bonne approximation linéaire entre le logarithme du seuil et
la moyenne des RMSEs de prévision sur la fenêtre, et ce sur un cas où la dynamique du
système est complexe, car elle est le résultat d’un forçage extrême du système dynamique.
Les valeurs des coefficients de régression sont les suivantes :
— R2W = 0.0285,
— R2RMSE = 0.9742.
Elles viennent confirmer nos résultats sur le programme de puissance variable, tout en
remarquant encore qu’un modèle de plus haut degré serait plus précis.
L’approximation linéaire est encore une fois suffisante entre le logarithme du seuil et la
moyenne des RMSEs de prévision sur la fenêtre. Cette confirmation de ce comportement
sur un système industriel est particulièrement intéressante. En effet, nous avons ici un
moyen de régler l’erreur moyenne de prévision en fonction du seuil que nous désirons
choisir. Nous pouvons piloter directement le système en ayant une estimation de l’effet
sur l’erreur de prévision qu’aura notre pilotage. Nous obtenons également un comporte-
ment similaire avec la configuration du système Xénon en suivi de charge (A.7.3), dont le
programme de puissance est réaliste.
Nous remarquerons tout de même qu’un modèle quadratique semble bien adapté pour
décrire la relation entre seuil et la moyenne des RMSEs de prévision sur la fenêtre, no-
tamment en terme de précision : nous voyons qu’en dehors de la parabole que forment
le nuage de points, le modèle linéaire sous-estime la valeur de la moyenne des RMSEs
tandis qu’il la surestime une fois à l’intérieur. Cette relation linéaire étant quoiqu’il arrive
valable d’après la valeur de R2RMSE = 0.9742, nous nous contenterons de celui-ci étant
donné qu’il reste l’estimation la plus simple possible à obtenir entre les deux.
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Changement du critère de sélection pour Kullback-Leibler
Nous allons effectuer de nouveau l’expérience sur le modèle de Lorenz 63 qui a été faite
auparavant en sous-section (7.3.3), cette fois-ci en utilisant la divergence de Kullback-
Leibler et le critère de sélection qui lui est adapté : dKL(µ1, µ1) < ρ. Voici ce que nous
observons en terme de nombre d’observations sélectionnées en fonction de la valeur du
seuil ainsi qu’en terme d’évolution de la moyenne des RMSEs de prévision sur la fenêtre
selon le seuil :
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(b) Moyenne des RMSEs de prévision.
Figure 7.31 – Lorenz 63, Kullback-Leibler. Évolution du nombre d’assi-
milation sur la fenêtre (gauche) et de la moyenne des RMSEs de prévision
sur la fenêtre (droite), en fonction du logarithme naturel du seuil.
Nous observons bien une croissance du nombre d’assimilations avec la croissance de la
valeur du seuil et une diminution de l’erreur de prévision moyenne avec l’augmentation
du seuil. La relation entre l’erreur de prévision et la valeur du logarithme naturel du seuil
semble cette fois plutôt être doublement quadratique que linéaire. Le coefficient de corré-
lation linéaire vaut R2RMSE = 0.7553. Ce comportement est similaire à celui obtenu avec
la distance de Wasserstein dans les essais précédents. La divergence de Kullback-Leibler
s’utilise donc de manière équivalente à la distance de Wasserstein, à la différence près du
critère de sélection des observations qui devient l’opposé de celui de cette dernière. La dif-
férence principale entre les deux distances semble être dans l’équilibre de la contribution
des deux composantes de chacune :
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Figure 7.32 – Évolution en moyenne des composantes de chaque dis-
tance probabiliste en fonction de la variance d’erreur d’observation pour la
configuration 3 du Van der Pol. (Wasserstein à gauche, Kullback-Leibler à
droite.)
Pour la distance de Wasserstein, celui-ci est variable et le premier terme de résidu peut
souvent dominer, pour la divergence de Kullback-Leibler, cela peut varier et un équilibre
est trouvé sur le Lorenz 63 (fig. 7.25) ainsi que sur le Van der Pol (fig. 7.32), tandis que
c’est le terme de résidu qui domine pour le système Xénon (fig. 7.21).
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7.4 Stratégies d’assimilation sur des modèles emblé-
matiques
Nous établissons dans un premier temps des stratégies d’assimilation qui consistent à
contrôler les instants d’assimilation. D’après nos résultats précédents, ce sont celles qui
permettent de réduire le plus le nombre d’observations assimilées. De plus, nous travaillons
sur des systèmes de petite dimension (≤ 3), Les informations d’importance des observa-
tions retournées par nos indicateurs diffèrent des informations de qualité de la prévision.
C’est-à-dire que ce que "regardent" les indicateurs n’est pas lié directement à la qualité
de la prévision, à la différence des RMSEs d’analyse ou de prévision.
D’après les résultats précédents, il est clair que la suppression d’observation diminue la
qualité du suivi de l’état en terme de RMSE : en effet, la prévision étant moins corrigée
par les observations, elle s’éloigne automatiquement de l’état-vrai représenté par notre
expérience jumelle. Outre que le suivi en précision de l’état, nous sommes intéressés par
le suivi des changements de régime du système. Nous allons donc regarder quels effets la
suppression d’observation a sur ces deux types de suivi.
7.4.1 Essais avec le système de Lorenz
Réduction du nombre d’assimilation
Nous nous mettons dans le contexte d’un objectif de réduction du nombre d’assimilations
sur la fenêtre complète [t0, tf ]. Nous voulons diminuer ce nombre, tout en conservant
un suivi convenable de la dynamique du système. Pour cela, nous allons d’abord voir
l’évolution des moyennes des RMSEs de prévision et d’analyse sur la fenêtre, en fonction
du nombre d’assimilations effectuées. Cela revient à regarder l’évolution de chaque RMSE
en fonction du seuil choisi pour chaque simulation. Les voici :
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Figure 7.33 – Moyennes
des RMSEs d’analyse et de
prévision (ordonnées), se-
lon le logarithme naturel
du seuil (abscisse).
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Figure 7.34 – Nombre
d’assimilations pour
chaque essai (ordonnées),
selon le logarithme naturel
du seuil (abscisse).
Nous voyons une augmentation linéaire de la moyenne de la RMSE de prévision, en
accord avec les essais en sous-section (7.3.3). La décroissance du nombre d’assimilation
en fonction de la valeur du seuil est affichée à côté : nous passons de 40 assimilations sur
la fenêtre avec la valeur initiale, à 5 assimilations avec la valeur finale, soit presque 90%
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d’observations assimilées en moins. La RMSE d’analyse reste presque constante et faible
par rapport à la RMSE de prévision, l’assimilation apporte donc de bonne corrections.
Néanmoins, la prévision pure reste compliquée en supprimant des instants d’assimilation,
seule l’analyse reste suffisamment précise pour être pertinente.
Suivi de la dynamique en forte carence d’observation
Nous cherchons maintenant à voir s’il est possible de maintenir un suivi des transitions du
Lorenz 63 malgré une forte réduction du nombre d’observations assimilées. Ces transitions
sont sensibles aux perturbations. La réduction du nombre d’assimilation implique une
augmentation de la variance globale de l’ensemble ainsi que de chacune de ses dimensions.
Cela peut mener une partie de l’ensemble à effectuer sa transition sur une aile du papillon,
et l’autre à effectuer sa transition sur l’autre aile. La moyenne de l’ensemble ne devient
plus représentative de l’état et a besoin d’être corrigée par l’assimilation.
Chaque aile se situe dans le plan x1x2, soit du côté des valeurs négatives, soit des valeurs
positives. L’amplitude de variation du système sur chaque aile étant la même, cela se
traduit par l’effondrement de la moyenne de l’ensemble sur 0 pour les dimensions x1 et
x2. C’est un comportement que nous pouvons observer sur ces coupes de l’ensemble en
deux dimensions autour de plusieurs instants de transition :




























































































































































































Figure 7.35 – Coupe selon les dimensions x1 et x2 à plusieurs instants de
transition pour le Lorenz 63. Point rouge : moyenne de l’ensemble, point
orange : l’observation. Les points bleus constituent l’ensemble.
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Nous voulons donc voir jusqu’à quel point nous pouvons réduire le nombre d’observations
assimilées sans que ce type de comportement apparaissent. Nous sommes donc particuliè-
rement intéressés par une réduction de l’ordre de 90% du nombre total d’observation sur
la fenêtre.
Pour les figures où chaque dimension est représentée séparément des autres, ceci revient à
voir l’ensemble qui s’étale dans les deux plans limités par la droite xi = 0, avec le vecteur
d’état x = [xi].
Nous allons présenter dans un premier temps l’essai de référence avec assimilation de
toutes les prévisions, qui illustre la façon dont sont corrigées les observations pour per-
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Figure 7.36 – Lorenz 63. Essai de référence avec toutes les observations.
Les observations correspondent aux losanges noirs pour chaque dimension.
Le temps est en abscisse, la valeur de chaque dimension en ordonnées.
Nous observons ici qu’avec la fréquence des corrections par l’assimilation, la séparation de
l’ensemble en deux sous-ensembles est corrigée suffisamment tôt pour éviter qu’ils tran-
sitent chacun sur une aile différente du papillon. Nous observons cependant le début de ce
phénomène plusieurs fois le long de la trajectoire, en particulier aux instants de transitions
du système. Ils se repèrent en suivant la valeurs de la première dimension lorsque x1 ' 15.
Nous passons maintenant à des essais avec forte réduction du nombre d’observations où
apparaissent des effets dus aux non-linéarités.
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Nous observons sur la figure (7.37) l’apparition du phénomène de séparation de l’ensemble
à plusieurs endroits (notamment autour des temps t = 2, t = 6, t = 8). C’est à ces en-
droits précisément que l’utilisation de la distance de Wasserstein pour sélectionner les
observation amène à l’assimilation d’une observation. Le seuil fixe le nombre d’observa-
tions sur la fenêtre. Pour le cas présent, deux transitions aux temps t = 1.75 et t = 6.25
sont récupérées de justesse par l’assimilation en comparaison à la référence figure (7.36).
Le reste des transitions se fait normalement, mais l’amplitude de l’oscillation résultant
de la transition est souvent plus faible que celle de la référence, menant à une nouvelle
transition trop anticipée si non corrigée comme aux temps t = 4.75 et t = 5.25. Nous
voyons en conséquence que l’indicateur incite à l’assimilation d’une observation aussi à
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Figure 7.37 – Lorenz 63. Essai avec 9/40 observations sélectionnées par
l’indicateur, 80% de réduction. Temps en abscisse, amplitude de chaque
dimension en ordonnées.
Le même type de comportement s’observe sur la figure (7.38). Les non-linéarités sont
plus marquées, cela s’observe notamment sur la dimension x3 où la variance de l’ensemble
sur cette dimension a augmenté en comparaison à la figure (7.37). En dehors des temps
t = 1.75, t = 3.75 et t = 6.25, le suivi des transitions reste convenable en ne conservant
que 10% du nombre d’observations disponibles sur la fenêtre.
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Nous voyons ainsi qu’il est possible de conserver une correction acceptable des suivis de
transitions du Lorenz 63 malgré une forte réduction du nombre d’assimilations observées,
dans le cadre d’un système fortement observé. La sélection des observations assimilées se
faisant sur un nombre important d’observations disponibles sur la fenêtre, cela illustre
la capacité de la distance de Wasserstein à prendre en compte l’évolution de la dyna-
mique du système et des observations pour sélectionner les instants d’assimilation les plus
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Figure 7.38 – Lorenz 63. Essai avec 5/40 observations sélectionnées par
l’indicateur, 90% de réduction.
7.4.2 Essais avec l’oscillateur de Van der Pol
Réduction du nombre d’assimilations sur la fenêtre
Comme pour le Lorenz 63, nous nous mettons dans le contexte d’un objectif de réduction
du nombre d’assimilations sur la fenêtre complète [t0, tf ], en voulant conserver un suivi
acceptable de la dynamique du système, en l’occurrence ici les changements de régime de
l’oscillateur de Van der Pol. Du fait de son caractère raide, ce système est plus sensible
que le Lorenz 63 aux différents types de perturbations qu’il subit. Il convient donc dans
un premier temps de s’assurer que nous observons le même type de comportement qu’avec
le Lorenz 63 lorsque nous supprimons des observations sur la fenêtre.
Nous effectuons les mêmes diagnostics que pour le Lorenz 63 en montrant l’évolution des
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moyennes des RMSEs de prévision et d’analyse et du nombre d’assimilations, en fonction
du seuil choisi :
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Figure 7.39 – Moyennes des RMSEs d’analyse et de prévision (gauche),
nombre d’assimilation pour chaque essai (droite), chacune selon le loga-
rithme naturel du seuil en abscisse.
Nous observons de même que la moyenne des RMSEs de prévision sur la fenêtre augmente
avec la valeur du seuil, et que la moyenne des RMSEs d’analyse sur la fenêtre reste stable
et faible en comparaison de celle de prévision. La différence se situe au niveau de la
décroissance du nombre d’assimilations sur la fenêtre en fonction du seuil : celle-ci semble
linéaire. Malgré sa sensibilité accrue aux perturbations, nous voyons que nous pouvons
effectuer des suppressions d’observations de la même façon qu’avec le Lorenz 63 sur ce
système.
Estimation du nombre minimal d’observations permettant un suivi des chan-
gements de régime
Ici, nous voulons réduire au maximum le nombre d’assimilations sur la fenêtre sans rater
un seul changement de régime de l’oscillateur. Pour établir le fait que nous capturons bien
un changement de régime grâce à la simulation, nous définissons arbitrairement deux seuils
en terme d’amplitude des oscillations correspondant aux droites y = −0.5 et y = 0.5. Si
l’oscillation sur une pseudo-période ne sort pas de la zone comprise entre ces deux seuils,
nous estimons que le changement de régime n’a pas été capturé. Voici un exemple qui
illustre ceci :
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Figure 7.40 – Perte de la dynamique le Van der Pol. 1 seule observation.
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Nous observons après la fin de la deuxième oscillation au temps t = 40 que le système
d’assimilation de données n’arrive plus à suivre les changements de régime de l’oscilla-
teur. Le reste de la trajectoire contenu entre les deux droites en rouge devient difficile à
différencier du bruit du aux différentes sources d’erreur dans le système. C’est un exemple
extrême où nous sommes clairement en dessous du nombre minimal d’observations nmin
que nous recherchons.
Voici la référence avec toutes les observations disponibles sur la fenêtre pour le Van der
Pol :
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Figure 7.41 – Van der Pol. Essai de référence avec toutes les observations.
375 observations.
Nous voyons que le système est fortement observé et que l’amplitude de chacune de ses
oscillations sur la fenêtre dépasse les deux limites marquées en pointillés rouges. Notre
objectif en réduisant le nombre d’observation est de conserver l’amplitude des oscillations
en dehors de ces limites. Le suivi avec précision de leur amplitude exacte pour chacune
des oscillations n’est pas une propriété que nous souhaitons conserver.
Voici les résultats que nous obtenons avec des valeurs de seuil permettant d’assimiler en
dessous de 14% (53) des observations disponibles sur la fenêtre complète, puis seulement
7% (25) de ce total d’observations :
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Figure 7.42 – Van der Pol. Essai avec 14% des observations de référence
assimilées sur la fenêtre.
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Figure 7.43 – Van der Pol. Essai avec 7% des observations de référence
assimilées sur la fenêtre.
Nous remarquons qu’il est encore possible de suivre chacune des transitions du système en
assimilant seulement 14% des observations disponibles sur la fenêtre, figure (7.42). Nous
observons sur la figure (7.43) qu’avec 7% (25) des observations, nous ratons la deuxième
transition du système. Cependant, c’est la seule à ne pas être suivie. Ainsi, en conservant
toutes les observations sélectionnées lors de cet essai et en en rajoutant une au niveau de
la transition ratée, nous aurions un suivi complet des transitions du système. Le nombre
minimal d’observations pour le suivi des changements de régime dans cette configuration
est donc de 26, soit environ 7% des 375 de référence.
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En répétant plusieurs expériences sur une même configuration, nous sommes donc ca-
pables d’estimer le nombre minimal d’observation permettant un suivi de l’ensemble des
changements de régime pour un système pseudo-périodique chaotique.
7.5 Stratégies d’assimilation sur des modèles d’ori-
gine industrielle
7.5.1 Modèle d’évolution de la concentration en Xénon-135
Le système du Xénon décrit de façon simplifiée l’évolution des concentrations de deux
entités chimiques au sein d’un cœur de réacteur nucléaire. Une explication détaillée est
disponible en annexe (sous-sectionA.7.3).
Lorsque le réacteur est en fonctionnement à puissance constante, un régime stationnaire
s’établit et les concentrations des deux entités sont à l’équilibre. Lorsque le réacteur est
arrêté brusquement, la production d’Iode-135 est stoppée, et celle-ci va alors se transfor-
mer en Xénon-135 par décomposition radioactive. La concentration en Xénon-135, qui est
normalement en partie détruit par le flux neutronique lorsque le réacteur fonctionne, va
alors fortement augmenter du fait de la décomposition de l’Iode-135. La demi-vie de dé-
composition de l’Iode-135 est de 6.57h, tandis que celle du Xénon-135 est de 9.14h. Nous
assistons alors à ce que l’on appelle le pic de Xénon, où la concentration en Xénon-135
va fortement augmenter et rester au-delà d’une limite qui empêche le redémarrage du
réacteur : celui-ci est alors temporairement empoisonné.
Il s’agit d’un système à deux variables piloté par un forçage en puissance, correspondant
au couplage des équations d’évolution de la concentration d’Iode-135 et de Xénon-135
dans un réacteur en fonctionnement, légèrement raide.
7.5.2 Suivi de l’évolution avec pilotage de puissance
Nous sommes ici dans le cas de la configuration 6 (A.7.3), décrite par la figure (7.29). Le
programme de puissance défini pour cette configuration sert à faire apparaître de nom-
breux régimes différents sur le système du Xénon, et à donner une dynamique fortement
variée où les non-linéarités des équations sont activées. Cela devrait rendre le système dif-
ficile à suivre dans les zones de forte variations de la dynamique. L’indicateur devrait donc
sélectionner prioritairement des observations dans ces zones-là pour corriger la simulation.
Voici la référence montrant la répartition des observations sur la fenêtre :
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Figure 7.44 – Répartition des observations de référence pour le système
Xénon avec forçage en puissance variable. Les observations sont uniformé-
ment réparties sur la fenêtre. Utilisation de 518 observations. Iode-135 en
haut, Xénon-135 en bas. Temps en secondes en abscisse, concentrations en
ordonnées.
En réduisant progressivement le nombre d’observations sur la fenêtre en faisant varier le
seuil pour l’indicateur, nous ne conservons plus que 92 sur 518, soit environ 18%. Nous
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Figure 7.45 – Répartition des observations sélectionnées par Wasserstein
pour le système Xénon avec profil de puissance variable. Les observations
sont situées autour des zones de changement de régime. Utilisation de 92
observations. Iode-135 en haut, Xénon-135 en bas. Temps en secondes en
abscisse, concentrations en ordonnées.
Nous n’observons aucun raté dans le suivi des transitions du système et ce malgré une forte
réduction du nombre d’observation. La répartition des observations n’est plus uniforme
mais reste globalement équilibrée sur la fenêtre du fait que le programme de puissance
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ait été conçu pour déstabiliser le système et faire fortement varier sa dynamique. Les
observations déjà présentes aux instants de changement de régime du système ont été à
chaque fois conservées pour être assimilées.
Cela nous montre que l’indicateur est capable de s’adapter à la dynamique d’évolution du
système pour sélectionner les observations situées aux instants de forte variabilité de celui-
ci. Il est intéressant de remarquer la forte réduction du nombre d’observations assimilées,
d’un facteur 5. A l’instar de l’oscillateur de Van der Pol, l’existence d’un nombre minimal
d’observations à assimiler pour maintenir un suivi de chacune des transitions du système
est manifeste.
7.5.3 Suivi de l’assimilation en suivi de charge
Ces essais sont faits avec la configuration 7 (A.7.3). Nous voyons sur la figure (A.9) trois
régimes de variations marquées de la puissance du réacteur, notamment le régime situé
entre t = 7.5 × 105 et t = 1.25 × 106. Ceci va avoir pour effet de faire varier rapidement
les concentrations en Iode-135 et en Xénon-135 du système.
Nous voulons observer la façon dont sont réparties les observations sélectionnées par notre
indicateur au fur et à mesure que nous réduisions leur nombre sur la fenêtre d’assimila-
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Figure 7.46 – Répartition des observations de référence pour le système
Xénon avec forçage en puissance pour suivi de charge. Les observations
sont uniformément réparties sur la fenêtre. Utilisation de 108 observations.
Iode-135 en haut, Xénon-135 en bas. Temps en secondes en abscisse, concen-
trations en ordonnées.
La réduction progressive du nombre d’observations assimilées nous amènent au résultat
suivant, pour 72 observations conservées sur 108, soit 2/3 des observations :
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Figure 7.47 – Répartition des observations sélectionnées par Wasserstein
pour le système Xénon avec forçage en puissance pour suivi de charge. Les
observations sont concentrées dans les zones de variations importante de
la dynamique. Iode-135 en haut, Xénon-135 en bas. Temps en secondes en
abscisse, concentrations en ordonnées.
Nous remarquons que les observations en dehors des zones de forte variabilité de la dyna-
mique ont été éliminées, notamment en fin de fenêtre où le système se stabilise de nouveau,
et que les observations sont prioritairement sélectionnées lorsque la puissance du réacteur
varie, même dans le cas où les oscillations sont très rapides et à une fréquence inférieure
à l’échantillonnage d’observation.
Cela nous confirme que l’indicateur a la capacité de s’adapter à la dynamique d’évolution
du système pour la sélection des observations à assimiler. Cette propriété est importante
car ce sont à ces instants que le système d’assimilation de données a le besoin d’être le
plus précis. Cela ouvre aussi la possibilité de pouvoir calibrer le réseau d’observation pour
un système périodique, ce dont nous discuterons dans les perspectives.
Ce résultat constitue le dernier de ceux illustrés dans ce manuscrit. Nous allons maintenant
tâcher de conclure sur l’ensemble des recherches discutées dans ce manuscrit, ainsi que de
proposer plusieurs perspectives d’ouvertures, dans le prochain chapitre.
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8 Conclusion & perspectives
8.1 Conclusion générale
Trois parties composent ce manuscrit. La première partie traite de la méthodologie et de
l’état de l’art actuel en prévision numérique par filtrage. L’objectif de cette partie était
de définir le cadre dans lequel se déroulerait les travaux de recherche de la thèse et de
mettre en lumière les pistes de recherche à explorer.
Après avoir expliqué le fonctionnement de l’EnKF, nous avons effectué l’état de l’art des
méthodes et diagnostics de qualité de la prévision existants actuellement pour la prévision
numérique par filtrage. Notre volonté étant de pouvoir établir des stratégies d’assimilation
qui servent à piloter à la fois les instants d’assimilation et le nombre d’observations assi-
milées sur la fenêtre, il en est ressorti deux pistes principales : les indicateurs de qualité a
priori qui comparent directement l’observation et la prévision sans effectuer l’analyse, et
les indicateurs de qualité a posteriori qui évaluent l’effet des observations sur l’analyse.
Les indicateurs a priori étant rares dans la littérature actuelle, nous nous sommes orien-
tés vers deux distances probabilistes pour établir nos stratégies d’assimilation, qui sont la
distance de Wasserstein (Villani, 2009) et la divergence de Kullback-Leibler (Givens et
Shortt, 1984). Ces deux distances ont déjà été utilisées dans le cadre de l’assimilation de
données pour des problématiques qui diffèrent de la notre (Farchi et al., 2016 ; Gautam
et al., 2018). Cet état de l’art nous a aussi permis d’établir un inventaire des indicateurs
de qualité de la prévision existants, qui nous servent de référence tout au long de nos
recherches, avec en particulier la Hat matrix (Cardinali, 2004 ; Cardinali, 2013).
La deuxième partie porte sur la formulation d’indicateurs de qualité de la prévision et la
discussion de leur coût numérique, qui guide leur utilisation en conditions expérimentales.
Ces indicateurs de qualité se séparent en deux catégories : les indicateurs a priori lorsqu’ils
sont calculés avant l’assimilation d’une observation, les indicateurs a posteriori lorsqu’ils
sont calculés directement après l’étape d’analyse. Nous avons formulé un indicateur de
sensibilité aux observations (nommé SOBS) qui étudie la sensibilité de l’incrément d’ana-
lyse δx = xa − xf aux observations assimilées, qui est un indicateur a posteriori. Son
approche s’inspire de celle de la Hat matrix (Cardinali, 2004), il la complémente en
tirant parti des informations provenant des innovations y − Hx. Il a été formulé pour
l’utilisation de l’EnKF classique (Evensen, 2003) utilisé dans la thèse, ainsi que pour
le LETKF de (Hunt, Kostelich et Szunyogh, 2007). La seconde formulation est la
plus prometteuse du fait qu’elle réduise le coût numérique de l’indicateur, et que le for-
malisme du LETKF soit à la base des filtres actuellement les plus avancés (Bocquet
et Sakov, 2012 ; Bocquet, 2016). Ensuite, nous avons adapté l’utilisation des distances
probabilistes pour une utilisation a priori et une utilisation a posteriori, constituant pour
la première un outil utile pour établir des stratégies d’assimilation, pour la seconde un
diagnostic supplémentaire pour l’analyse.
Nous avons ensuite déterminé les coûts numériques de chaque indicateur, en prenant en
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compte les simplifications disponibles selon la nature des matrices de covariance d’erreur,
les dimensions du problème et le type d’algorithme utilisé pour l’EnKF. En comparant ces
coûts à celui du calcul de l’analyse de l’EnKF décrit dans (Evensen, 2003), nous avons
alors précisé le type de stratégies d’assimilation le plus opportun à mettre en œuvre dans
nos essais numériques. Le coût de l’assimilation étant un ordre de grandeur plus faible
que celui des différents indicateurs, ces derniers sont plus propices à calibrer un réseau
d’observation, à la fois en terme de répartition spatiale que temporelle des observations.
La troisième partie correspond à la description des essais numériques guidés par les deux
parties précédentes, effectués sur de petits systèmes emblématiques ou représentatif de
systèmes industriels réels, et l’interprétation de leurs résultats. Elle illustre le choix de
raffinement adaptatif que nous avons choisi pour notre processus d’assimilation de don-
nées : l’utilisation d’indicateurs servant à établir des stratégies d’assimilation, qui mo-
dulent les instants d’assimilation ainsi que le nombre d’observations assimilées à chaque
étape d’analyse.
Ces essais consistent d’abord à étudier l’effet de l’utilisation de chaque indicateur. Pour
cela, la qualité de la prévision obtenue en appliquant des stratégies d’assimilation est
comparée à celle d’une prévision de référence faite en assimilant toutes les observations
disponibles sur la fenêtre, sans modifier les instants d’assimilation. Nous montrons ainsi
sur des systèmes dynamiques emblématiques de petite dimension une faible diminution de
la précision de l’analyse, parfois malgré la suppression de la moitié des observations dispo-
nibles. Nous vérifions ainsi la pertinence de nos indicateurs et confirmons leur utilisation
pour l’établissement de stratégies d’assimilation guidées par la partie II. Nous exhibons
sur tous nos systèmes d’essais une relation de monotonie entre le paramètre de seuil ser-
vant à définir les stratégies d’assimilation a priori et la moyenne de l’erreur de prévision
obtenue sur la fenêtre d’assimilation, montrant qu’il est possible d’évaluer l’effet direct de
l’application d’une stratégie d’assimilation sur l’erreur de prévision commise. Ce résultat
est particulièrement intéressant du point de vue opérationnel. Nous discutons également
d’une simplification possible de nos indicateurs dans le cas où le terme dominant dans le
calcul des distances probabilistes est celui du résidu ‖y−Hx‖M−1 , où M est symétrique
définie-positive : dans ce cas, il suffit d’approximer les distances probabilistes par leur
terme de résidu, ce qui réduit considérablement leur coût numérique, tout en permettant
d’établir des stratégies d’assimilation convenables comme montré lors des essais.
En outre, lorsqu’il s’agit du critère de qualité de la prévision qui nous intéresse, nous
montrons sur plusieurs systèmes la possibilité de maintenir le changement des suivis de ré-
gime en réduisant fortement le nombre d’observations assimilées. La réduction du nombre
d’analyse peut aller jusqu’à 10% du nombre d’observations disponibles sur la fenêtre d’as-
similation, permettant une nette amélioration en terme de coût numérique. Un dernier
résultat présente la capacité des distances probabilistes à s’adapter à la dynamique d’évo-
lution du système pour définir des instants d’assimilation en accord avec la variation de
l’état du système, en particulier pour le suivi des changements de régime. Cette propriété
intéresse EDF pour une possible application sur des systèmes industriels.
Les travaux de recherche théoriques de cette thèse s’inscrivent dans la lignée des nombreux
travaux déjà effectués dans le domaine des FSOI (Forecast Sensitivity to Observation
Impact), et leur application dans la ligne directrice de ceux effectués ou à développer
en recherche appliquée en assimilation de données au sein d’EDF R&D. Ils montrent
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l’utilité des indicateurs qui y sont discutés, ainsi que leur aspect général : leur principe
de fonctionnement est le même quel que soit le système étudié. Nous allons maintenant
discuter de plusieurs perspectives d’approfondissement et de consolidation des résultats
obtenus au niveau de la formulation des indicateurs et/ou de leur incorporation au sein de
méthodes de filtrages plus avancées que l’EnKF de (Evensen, 2003) comme décrit dans
cette thèse. D’autres utilisations possibles des différents indicateurs sont aussi envisagées
et discutées, notamment sur plusieurs types de systèmes industriels d’intérêt pour EDF.
8.2 Indicateurs dans un filtre itératif
Les filtres et lisseurs itératifs (Bocquet et Sakov, 2012 ; Bocquet, 2016) sont actuel-
lement les méthodes ensemblistes les plus avancées, et commencent à être appliqués sur
des problématiques industrielles (Defforge et al., 2019). La formulation d’indicateurs
pour la sélection des observations les plus importantes lors des itérations de la boucle
interne du 4D-Var incrémental a été décrite par (Gratton et al., 2015). Une réflexion
sur l’insertion de nos indicateurs au sein des filtres itératifs est donc proposée.
En reprenant la description de l’IEnKF donnée en annexe (A.3.2), nous voyons que l’étape
d’analyse est un processus itératif qui calcule plusieurs états analysés approximés inter-
médiaires xj+1 en assimilant à chaque fois l’observation y, avec x0 = xf . Une fois le
processus itératif fini, ces approximations donnent l’état analysé final xa. Un point positif
pour l’utilisation des indicateurs pour l’IEnKF vient de sa formulation basée sur l’ETKF,
qui implique une utilisation des formulations avec un coût plus faible pour certains de nos
indicateurs.
Pour les indicateurs a priori, lorsque le processus de minimisation est à l’itération j, il
est possible de déterminer si la distribution de y est suffisamment proche de celle de xj
et d’en faire un critère pour stopper la minimisation. Le coût de calcul de l’indicateur est
à comparer avec celui du critère d’arrêt du processus itératif, ainsi que sa pertinence en
comparaison d’un critère d’arrêt tel que défini dans (Gratton, Lawless et Nichols,
2007, Eq. (11), p. 5), spécifique à l’algorithme de Gauss-Newton adapté pour le 4D-Var.
L’utilisation des indicateurs a priori avant le processus itératif pour décider d’assimiler
y, telle que décrite dans les essais du chapitre (7), est toujours possible. La question du
coût de l’indicateur reste encore à se poser.
Pour les indicateurs a posteriori, la même utilisation que pour les indicateurs a priori est
possible, avec les mêmes réserves à propos du coût numérique de ceux-ci. Une remarque
supplémentaire reste à faire : l’IEnKF est mis en place dans un contexte de fortes non-
linéarités où une assimilation classique non-itérative de l’EnKF fournit une analyse de
qualité insuffisante. Chaque itération rapproche l’état analyse de l’optimum de la fonction
de coût de l’analyse. Dans ce cas, l’importance des observation pourrait varier au cours
des itérations, certaines à l’itération j pourraient se voir substituées à d’autres à l’itération
j+1, et il semble plus opportun de calculer les indicateurs a posteriori à la fin du processus
itératif.
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8.3 Vers la grande dimension
Notre utilisation des différents indicateurs présentés dans cette thèse s’est faite sur des
systèmes de petite taille uniquement. Le passage à de plus grandes dimensions aura au
moins deux conséquences.
D’une part, le coût numérique de chaque indicateur peut devenir prohibitif, Cf. chapitre
(6). C’est peut-être même la "bête noire" de ceux-ci, et la grande dimension (> O(105) rend
nécessaire d’optimiser chaque opération d’algèbre linéaire sous peine de rendre les calculs
infaisables. Pour les systèmes intermédiaires de moyenne dimension (O(101) à O(105)), le
besoin de réduction des coûts est moindre, il semble donc plus intéressant d’identifier les
étapes les plus coûteuses en fonction de la configuration du système.
Dans le cas de SOBS, nous avons vu qu’il est possible de réduire son coût en passant par
un algorithme du type LETKF. En revanche, aucune méthode de réduction du coût n’a
été trouvée pour la Hat matrix et seule une réduction marginale des coûts d’utilisation des
distances probabilistes a été montrée en annexe (section A.6), cette réduction ne portant
pas sur l’expression même des distances mais sur la mise à jour des matrices sur lesquelles
elles seront calculées, pour leur utilisation a posteriori. Des travaux supplémentaires sur
l’optimisation du coût des différents indicateurs sont donc à envisager avant de les mettre
en œuvre sur des systèmes de plus grande taille. Ces travaux devraient porter en priorité
sur la réduction des opérations matricielles effectuées pour le calcul des distances probabi-
listes. Pour la Hat matrix, il semble intéressant d’en cherche une formulation équivalente,
à moindre coût que l’actuelle.
Hors distances probabilistes, les étapes potentiellement réductibles les plus coûteuses sont
les produits matriciels HPfHT et HR−1HT , dont les coûts sont ici déjà calculés en pre-
nant en compte la structure de Pf et R. La réduction du coût des indicateurs Hat matrix
et SOBS semble donc reposer essentiellement sur la structures des matrices et/ou opéra-
teurs intervenant dans leur calcul. L’étude des structures des matrices pour chaque cas
d’application et l’agencement des opérations en fonction de celles-ci semble être une piste
pour optimiser les coûts numériques.
8.4 Utilisation asynchrone des indicateurs, adapta-
tion aux lisseurs
Deux formulations asynchrones ont été proposées, une pour la Hat matrix en sous-section
(5.2.2) et une pour SOBS en sous-section (5.3.1). Cela étend la variété des stratégies d’as-
similations qu’il est possible de formuler.
L’utilisation asynchrone de SOBS reste dans le même esprit que son utilisation synchrone,






j ) ∈ Rp. Schématiquement, la sélection d’observations portera donc
sur le vecteur d’observation ỹ =
k∑
j=1
yj. Ainsi, sélectionner une observation à supprimer,
soit une dimension de ỹ à ne pas assimiler, revient à supprimer une dimension de chacun
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des ỹj sur la fenêtre sans prendre en compte la potentielle variabilité temporelle de l’im-
portance informative de chaque observation.
L’utilisation asynchrone de la Hat matrix est formulée différemment, en construisant la
Hat matrix du problème augmenté pour les k observations disponibles sur la fenêtre. Dans
ce cas les p premières valeurs diagonales de Ĥ, correspondent à l’importance des obser-
vations contenues dans y1, et ainsi de suite pour le reste de la Hat matrix ∈ Mkp(R).
La sélection d’observations porte cette fois sur le vecteur Y = [yT1 , ...,yTk ]T ∈ Rkp, ce
qui permet une sélection plus adaptable des observations à supprimer. Néanmoins, cela
implique de construire des matrices de taille plus importantes.
Le formalisme des lisseurs non-itératifs (Evensen etVan Leuween, 2000) étant similaire
à celui des filtres asynchrones (Sakov, Evensen et Bertino, 2010), cette formulation
est utilisable pour du lissage. Le passage aux lisseurs itératifs peut se faire en s’inspirant
des pistes proposées en section (8.2), en ayant toutefois conscience qu’il faille fournir un
effort supplémentaire pour adapter ce qui est proposé dans cette section au formalisme
des lisseurs itératifs.
Dans un premier temps, des essais supplémentaires sont à effectuer sur un système asyn-
chrone en utilisant ces deux indicateurs. Les performances obtenues seront à comparer
avec celles d’une utilisation synchrone. Il serait également intéressant de comparer les
deux approches asynchrones entre elles, pour exhiber les avantages et inconvénients de
chacune.
Dans un second temps, l’adaptation de ces deux indicateurs pour des lisseurs non-itératifs
puis itératifs permettrait de mieux explorer l’ensemble des possibilités qu’ils offrent.
8.5 Utilisation pour l’organisation spatio-temporelle
des observations
Plusieurs essais ont montré un comportement intéressant sur différents indicateurs : pour
la distance de Wassertein aux sous-sections (7.5.2) et (7.5.3), pour la Hat matrix et SOBS
en sous-section (7.2). Ces comportements peuvent servir à agencer en temps et en espace
les observations à assimiler.
Par exemple, pour un système périodique, la méthodologie serait de sur-observer le sys-
tème en augmentant fortement la densité spatiale et temporelle des observations sur une
première période, puis d’effectuer une première passe d’assimilations en calculant à chaque
fois la distance de Wasserstein entre l’observation et la prévision, ainsi que la Hat ma-
trix après chaque analyse. Cela permet de déterminer à la fois les instants d’assimilation
opportuns pour l’agencement en temps, ainsi que les observations les plus pertinentes de
chaque vecteur d’observation pour l’agencement spatial. Ensuite, de définir un seuil cor-
respondant au pourcentage de vecteurs d’observations que nous voulons retirer du réseau
en calculant les différents quantiles de la distribution de valeurs de distances obtenues. Les
vecteurs d’observation à assimiler lors des prochaines périodes seront alors ceux contenus
dans le quantile que nous choisissons, correspondant au pourcentage voulu. Du fait que
l’indicateur basé sur la distance de Wasserstein s’adapte à la dynamique du système, cela
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privilégiera les observations situées aux zones où la dynamique du système varie forte-
ment. De même, il est possible de sélectionner les observations les plus importantes à
assimiler pour chaque vecteur d’observation grâce aux retours de la Hat matrix et/ou de
SOBS, pour réduire le coût de chaque étape d’analyse.
Le surcoût ajouté par la calibration sur la première période sera rapidement lissé au bout
de quelques périodes grâce à la réduction du nombre d’étapes d’analyses à calculer sur
chacune. Le lissage du surcoût sera d’autant plus rapide que le nombre d’observations
supprimées par période sera élevé.
Pour un système non-périodique, du fait qu’il n’y ait aucune garantie de répétition des
différents régimes que le système peut décrire, il semble préférable de se contenter de l’uti-
lisation de la Hat matrix et/ou de SOBS. Ils permettront quoiqu’il arrive de déterminer
les observations les plus importantes à assimiler.
Pour une utilisation synchrone, les deux utilisations mentionnées précédemment per-
mettent de sélectionner en espace les observations à assimiler. Pour faire apparaître la
dimension temporelle dans la Hat matrix, l’utilisation asynchrone semble la plus utile.
En effet, dans ce cas il est possible de comparer l’importance globale de chaque vecteur
d’observation yk présent sur la fenêtre, au travers de la Hat matrix augmentée définie par
l’équation (5.2). Par exemple, cela peut se faire en sommant l’importance de chacune des
observations présentes dans les différents vecteurs, et de comparer les sommes obtenues,
et de ne pas assimiler le vecteur avec la somme la plus faible. Ce critère n’est donné qu’à
titre d’exemple, des travaux supplémentaires pour en définir un qui soit plus fin serait
une piste intéressante.
8.6 Essais sur des systèmes en configuration indus-
trielle
L’utilisation de ces indicateurs dans le cadre du filtrage sur des systèmes industriels dans
lesquels il y a une grande différence entre les intervalles d’observation par rapport au temps
de simulation du système intéresse particulièrement EDF. Ces systèmes se retrouvent dans
plusieurs domaines variés de la physique.
Un premier exemple provient de l’hydrologie pour l’étude des niveaux de cours d’eau.
Un modèle simplifié est souvent utilisé ce qui donne un modèle unidimensionnel voire
ponctuel, dont le temps de simulation est de l’ordre de la seconde, tandis que les mesures
peuvent arriver avec une fréquence de l’ordre d’une heure, d’un jour, voire au-delà. De
plus, ces mesures peuvent correspondre par exemple à un relevé ponctuel du niveau du
cours d’eau sur l’ensemble de sa longueur. Les mesures présentent d’importantes hétéro-
généités temporelles et spatiales. Le système est dans ce cas très sensible aux observations
assimilées. L’utilisation des indicateurs dans ce cas va changer par rapport à ce qui été
décrit dans la thèse. Il s’agirait d’en faire des diagnostics complémentaires qui porteront
sur l’analyse dans un objectif de vérification du résultat obtenu, de la qualité des mesures
assimilées, et éventuellement pour calibrer le réseau de capteurs.
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Un deuxième exemple provient de l’hydraulique, dont l’objet d’étude est similaire à l’hy-
drologie, mais porte cette fois sur une modélisation en trois dimension d’un cours d’eau
complet ou d’une portion de celui-ci. Ici, la simulation a une durée de l’ordre de l’heure,
alors que les mesures peuvent arriver avec une fréquence de l’ordre de la seconde. La
répartition spatiale des mesures est très hétérogènes, car celles-ci sont concentrées autour
des ouvrages de génie civil comme les barrages, les centrales nucléaires... L’hétérogénéité
porte aussi sur la nature physique des différentes mesures qui peuvent être homogènes à
des débits ou des températures par exemple. Dans ce cas, il est intéressant de pouvoir
sélectionner les mesures les plus pertinentes par rapport à la simulation calculée pour au
moins deux raisons :
— la réduction du nombre d’observations à assimiler, qui semble ici particulièrement
important,
— la réduction du nombre de capteurs nécessaire à installer sur les différents types
de structures pour ne conserver que les plus utiles.
Les systèmes de mécanique des structures possèdent des propriétés similaires. Par exemple,
les études de fatigue nécessitent un nombre répété de simulations d’un ordre de grandeur
de 104, avec des observations ayant une fréquence annuelle dans le cas de l’étude des
vieillissements du béton, dont l’étude se fait sur une durée de 50 ans. Ces systèmes font
également de bons candidats à l’utilisation des indicateurs.
Un troisième type de systèmes se situant à l’intermédiaire entre les deux précédents sont
les simulations neutroniques pour l’intérieur du cœur du réacteur. Les simulations ont
une durée de l’ordre de la dizaine de minutes et les observations sont régulières, tout en
étant encore une fois hétérogènes en nature et en espace. Au même titre que le modèle
de l’empoisonnement au Xénon-135 sur lequel ont été faits plusieurs essais dans cette
thèse, des études plus poussées sur ces autres modèles de neutroniques constituent une




A.1 Calculs de la définition du BLUE
Calcul de εa :
εa = xa − xt = L(xb + xt − xt) + K(H(xt) + εobs)− xt
= L(xb + xt − xt) + K(Hxt + εobs)− xt
= Lεb + Kεobs + (L + KH− I)xt. (A.1)
Calcul du biais de l’erreur d’analyse :






















Calcul de Pa :
Pa = E
[










= LBLT + KRKT
= (I−KH)B(I−KH)T + KRKT , L = I−KH. (A.3)
Calcul de la dérivée :
∇f(K) = ∇〈 I−KH,B(I−KH) 〉+∇〈K,RK〉 (A.4)
= −2BHT + 2KHBHT + 2KR. (A.5)
Calcul du gain optimal K∗ :
∇f(K∗) = 0
=⇒ K∗(R + HBHT ) = BHT
=⇒ K∗ = BHT (R + HBHT )−1
152 Annexe A. Annexe
A.2 Méthodes variationnelles
A.2.1 3D-Var
La méthode 3D-Var est une méthode statique. Pour l’appliquer, il n’y a besoin que de




b)TB−1(x− xb) + 12(y−H(x))
TR−1(y−H(x)). (A.6)
Il s’agit d’une somme pondérée entre les écarts à l’ébauche et les écarts aux observa-
tions. La pondération est faite grâce aux matrices B et R décrites précédemment : elles
permettent d’accorder plus ou moins de poids à l’un des deux écarts en fonction de la
confiance que nous avons en l’ébauche ou les observations.
Cette méthode consiste donc à chercher le compromis entre ébauche et observations qui
permet à l’état de se rapprocher au mieux des données au temps courant, tout en tenant
compte des incertitudes sur ces dernières.
Nous remarquons ici que l’opérateur H peut être non-linéaire, à la différence du filtre de
Kalman. De plus, il est possible d’ajouter sous forme de contraintes sur J des vérifications
de lois physiques comme une loi de conservation par exemple.
Elle a notamment été longtemps utilisée en météorologie avant d’être supplantée par son
homologue non-séquentiel, la méthode 4D-Var, qui sera décrite juste après. Cependant, il
existe plusieurs difficultés pour l’application de cette méthode. Dans un premier temps,
minimiser la fonction de coût nécessite le calcul de son gradient :
∇J3D−V ar(x) = B−1(x− xb) + HTR−1(y−H(x)). (A.7)
HT ∈Mp,n(R) représente l’adjoint de l’opérateur H, linéarisé de H lorsque ce dernier est
non-linéaire. Lorsque H (de facto H) est un modèle de système physique, il peut devenir
laborieux de calculer le gradient, à la fois pour des problèmes de coût numérique que pour
des problèmes de développement.
La modélisation des matrices B et R est aussi souvent laborieuse, plusieurs travaux de
recherches sont en cours à EDF sur cette thématique.
Dernier point : si H est non-linéaire, la convexité du problème est mise à mal et il est
possible de rencontrer des minima locaux lors du processus de minimisation.
B et R étant symétriques définies positives, lorsque H ≡ H est linéaire, le problème est
convexe et la méthode 3D-Var correspond à l’estimateur BLUE discuté auparavant en
sous-section (2.1.4). Nous obtenons ainsi la matrice de covariance d’erreur d’analyse par
la formule :
Pa = B−1 + HTR−1H. (A.8)
A.2.2 4D-Var
Cette méthode a été introduite pour la première fois dans (Le Dimet et Talagrand,
1986). Une bonne phrase introductive pour la méthode 4D-Var vient de la thèse de
(Ponçot, 2008) : "la méthode 4D-Var est à la méthode 3D-Var ce que le filtre de Kalman
est à l’estimation optimale : elle introduit une dimension temporelle dans l’assimilation
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des données". Cela signifie qu’on ne cherche plus à recaler seulement un état à un temps
donné mais toute une trajectoire sur une fenêtre de temps donnée, appelée fenêtre d’assi-
milation, en assimilant toutes les observations présentes à l’intérieur de celle-ci. Ce n’est
donc plus une méthode séquentielle mais une méthode temporelle : l’ensemble des obser-
vations disponibles sur la fenêtre d’assimilation sont prises en compte lors de la correction,
un état peut donc être mis à jour avec des observations qui lui sont futures. Le 4D-Var
est donc un lisseur.










où les opérateurs M0→i font évoluer l’état du temps t0 au temps ti sur la fenêtre. Il
s’agit d’une somme d’écarts aux observations à différents temps et à l’ébauche, et lorsque
nobs = 1, nous retombons bien sur J3D−V ar, carM0→0 = Id.
Les matrices de covariance d’erreur et l’opérateur d’observation peuvent dépendre du
temps, c’est pourquoi ils sont indexés par i.
Comme pour le 3D-Var, la minimisation se fait en général via une méthode itérative et
nous devons donc calculer le gradient de la fonction de coût dont la formule est :
∇J4D−V ar(x) = B−1(x− xb) +
nobs−1∑
i=0
(H|xM0→i|x)TR−1i (yi −H(M0→i(x))). (A.10)
M0→i|x correspond au linéaire tangent de l’opérateur d’évolution du modèle calculé en
x. Le calcul de ce gradient nécessite de calculer deux opérateurs adjoints. Si cela n’a pas
été pris en compte au moment de la conception du code permettant de l’implémenter, la
méthode devient difficile à utiliser : la modification des gros codes industriels qui peuvent
l’utiliser demande une quantité de travail conséquente.
A.2.3 4D-Var à contraintes faibles
Dans le domaine des sciences atmosphériques, le 4D-Var habituellement mis en place
considère le modèle comme parfait, c’est ce qui lui vaut le nom de "4D-Var à contraintes
fortes". Lorsque nous relâchons cette hypothèse, nous prenons alors nécessairement en
compte une certaine quantité d’erreur dans le modèle, au même titre que pour les autres
éléments du processus d’assimilation. C’est ce qui donne le 4D-Var à contraintes faibles.
Lorsque le modèle évolue selon xk+1 = Mk+1(xk) + ηk+1, où ηk+1 est un terme d’erreur,
il suffit d’ajouter un terme supplémentaire prenant la prenant en compte à la fonction
de coût (équation A.9) pour obtenir la formulation avec le terme de forçage de l’erreur




ηTi Q−1i ηi. (A.11)
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Ou bien en prenant directement en compte les écarts entre l’état xi par rapport à l’estima-





(xi −Mi(xi−1))TQ−1i (xi −Mi(xi−1)). (A.12)
Ces formulations sont issues de (Trémolet, 2006a ; Trémolet, 2006b). Leur prise en
compte nécessite ensuite une légère modification de l’algorithme de minimisation. Un
gradient supplémentaire par rapport à η doit être calculé pour obtenir les conditions
d’optimalité au premier ordre.
Le type d’erreur modèle corrigé est en général une erreur de biais dans le modèle (Vidard,
Piacentini et Le Dimet, 2004 ; Trémolet, 2010 ; Laloyaux et Bonavita, 2020).
Cette erreur est systématique dans le sens où elle apparaît à chaque fois que le modèle est
appliqué, et peut être globale ou bien spatialement localisée à certaines régions de l’atmo-
sphère comme en météorologie, ainsi qu’indépendante des différents cycles d’assimilation.
Corriger des erreurs plus complexes nécessite une paramétrisation de la matrice Q encore
en travaux, augmente la difficulté du problème de minimisation. De plus, le savoir sur la
manière de prendre en compte des erreurs stochastiques est encore lacunaire.
D’après (Laloyaux et Bonavita, 2020) et (Trémolet, 2010), les implémentations
actuelles à l’ECMWF du 4D-Var à contraintes faibles n’apportaient pas d’améliorations
significatives et l’assimilation était même restreinte à une certaine zone de l’atmosphère
car une dégradation trop importante de l’analyse était autrement observée.
Cependant les recherches continuent, et les travaux récents de Laloyaux pour mettre à jour
l’implémentation du 4D-Var à contraintes faibles apportent une réduction de 50% du biais
de température sur les zones à forte convection. De plus, des travaux d’hybridation du
4D-Var avec des méthodes ensemblistes pour l’estimation des matrices d’erreurs d’ébauche
et de modèle semblent prometteuses dans ce domaine.
En outre, les résultats des méthodes d’ensemble notamment l’IEnKS qui est aussi un
lisseur viendront alimenter la recherche sur l’erreur modèle et seront transposables au
4D-Var à contraintes faibles.
A.3 Améliorations de l’EnKF
A.3.1 Inflation
Le mécanisme d’inflation est avant tout utile au bon fonctionnement de l’EnKF, mais
dans le cas de l’inflation multiplicative par exemple, le choix du coefficient α > 1 idéal à
chaque analyse nécessite paramétrage laborieux qui dépend du cas d’application. De plus,
ce paramétrage est aussi nécessaire lorsque l’inflation se fait directement sur les membres
de l’ensemble.
Plusieurs travaux de recherche ont été effectués pour faire en sorte d’éviter le processus
de paramétrage et de trouver un facteur optimal à moindre effort.
Travaux de Anderson sur l’inflation adaptative
Ces travaux semblent avoir débuté avec (Anderson, 2007), dans le cadre de l’inflation
de covariance dans l’espace des états.
A.3. Améliorations de l’EnKF 155
Cette méthode d’inflation consiste à transformer linéairement chaque membre de l’en-
semble par un facteur λ > 1. Pour E ∈ Mn,N(R), i ∈ J1, nK l’indice des composantes de








où x(i) représente la ieme composante de la moyenne de l’ensemble. Cette opération se
fait juste avant l’assimilation.
L’idée est que l’inflation de covariance peut être vue comme un modèle simple de cor-
rection de la sous-estimation de variance de l’EnKF. Le facteur d’inflation λ correspond
donc à un vecteur d’état unidimensionnel de ce modèle de correction de variance d’erreur,
que l’on peut estimer grâce au formalisme bayésien et aux observations.
L’inflation adaptative de covariance revient ainsi à augmenter la dimension du problème
d’assimilation avec le facteur d’inflation, soit passer d’un état ∈ Rn à un état ∈ Rn+1,
ce qui permet dynamiquement d’en obtenir une valeur optimale, à un surcoût faible en
comparaison du coût d’une assimilation classique, et pour des performances équivalentes à
celles obtenues avec un λ bien paramétré. Cependant, cela nécessite de choisir une bonne
modélisation initiale de la distribution de λ pour être efficace.
Une possibilité d’amélioration mentionnée par l’auteur est de déterminer quels membres
et même quelles dimensions des membres de l’ensemble nécessitent de l’inflation, car dans
la pratique, les variables d’états ne suivent pas la même dynamique et peuvent avoir des
propriétés bien différentes les unes des autres. C’est ce qui a constitué la suite des travaux
d’Anderson dans (Anderson, 2009).
L’inflation s’effectue cette fois en temps et en espace, en prenant λ = [λ1, ..., λN ] ∈ RN
où chaque λi est associé à un membre de l’ensemble xi. Le principe est ensuite le même :
il suffit d’augmenter le problème d’assimilation de données avec λ. L’utilisation de cet
algorithme montre son intérêt lors de son application au "National Center for Atmosphe-
ric Research Community Atmospheric Model" nord-américain, où un ordre de grandeur
d’écart se retrouve sur les facteurs d’inflation pour des zones géographiquement éloignées.
Cela permet une amélioration de la précision des simulations obtenues.
Cependant, certaines limitations sont encore présentes. L’inflation multiplicative comme
décrite ici corrige essentiellement les erreurs d’échantillonnage de l’ensemble, et il n’est
pas encore bien clair si elle doit être effectuée juste avant l’analyse ou bien juste après
pour permettre des prévisions avec une variance d’erreur de meilleure qualité.
Déterminer le moment le plus opportun où effectuer l’inflation est l’objet de travaux de
recherches, la correction d’erreurs au-delà de celles d’échantillonnage trouvera peut-être
sa solution dans l’inflation additive qui pallie mieux les déficiences de modélisation mais
qui nécessite des efforts de mise en place plus conséquent pour son application sur l’en-
semble, à la différence de l’inflation multiplicative (formule A.13). Une hybridation des
deux méthodes pourrait fournir des algorithmes adaptés à tout type de système.
Il est à noter qu’une bonne détermination de λ permet une meilleure connaissance des
statistiques d’erreur modèle associée au système et pourrait servir à l’amélioration de la
modélisation du système physique étudié (Anderson, 2007, Sec. 8).
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EnKF-N (Bocquet, 2011)
Comme vu précédemment, les erreurs d’échantillonnage sont un défaut intrinsèque aux
méthodes d’ensemble. L’objectif de (Bocquet, 2011) est de formuler une variante de
l’EnKF plus robuste par rapport à cela, en prenant une voie différente de celle empruntée
par Anderson.
L’analyse de l’EnKF est faite en supposant la distribution de l’ensemble gaussienne, donc
déterminée entièrement par sa moyenne et sa matrice de covariance. L’objectif de l’EnKF-
N est de prendre en compte au mieux la nature discrète et non nécessairement gaussienne
de l’ensemble en tant que distribution a priori lors de la mise à jour.
A l’étape d’analyse, l’a priori choisi p(x|x,P) est celui du vecteur d’état x, conditionné
sur la moyenne empirique de l’ensemble x et sa matrice de covariance empirique associée
P, et supposé gaussien.
Du fait que x et P soient échantillonnées, l’hypothèse gaussienne sur p(x|x,P) conduit
à une perte d’information. L’auteur cherche donc plutôt à estimer p(x|x1, ...,xN), qui est
l’a priori sur x conditionné par les membres de l’ensemble. Chaque membre de l’ensemble





intégrant sur l’ensemble des possibles vecteurs xb et matrices définies-positives B, nous









, et p(xb,B|x1, ...,xN) à la vraisemblance de l’ébauche relativement à
l’ensemble.
En appliquant la règle de Bayes à la vraisemblance, nous obtenons alors :
p(x|x1, ...,xN) = 1
p(x1, ...,xN)
∫
p(x|xb,B)p(x1, ...,xN |xb,B)p(xb,B)dxbdB. (A.15)
p(xb,B) est l’a priori sur l’ébauche. Cette forme est plus utile car les probabilités condi-
tionnelles aux gaussiennes s’explicitent facilement. Il ne manque plus qu’à choisir un a
priori pour pouvoir tout calculer, dont le choix est discuté en détails dans (Bocquet,
2011, Sec. 2.2).
En voyant alors l’analyse sous l’angle d’un problème d’optimisation, cette mise en pers-
pective permet une expression différente de la contribution de l’ébauche J b à la fonction
de coût du 3D-Var équivalente :
Ja(x) = Jobs(x) + J b(x) = (A.6), (A.16)
avec Jobs(x) = 12(y−H(x))
TR−1(y−H(x)).
Un exemple de terme d’ébauche issu de l’article est donné par :
J b(x) = N2 ln
∣∣∣∣ NN + 1(x− x)(x− x)T + (N − 1)P
∣∣∣∣ . (A.17)
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Cette modification rend la fonction Ja non-convexe. Calculer l’état analysé nécessitera
donc d’approcher le minimum de (A.16) grâce à un algorithme de minimisation, à la dif-
férence de l’analyse de l’EnKF classique qui est explicite. Cette différence peut introduire
un surcoût : algorithme à mettre en place, le processus de minimisation peut rencontrer
des minimas locaux, ... De plus, la précision et les temps de calcul vont dépendre du choix
du point de départ de l’algorithme.
Ce nouvel a priori pour l’analyse défini une nouvelle classe de filtres permettant de prendre
en compte l’incertitude sur les statistiques empiriques obtenues via l’ensemble, présente
du fait de l’échantillonnage.
En comparaison à l’ETKF (Bishop, Etherton et Majumdar, 2001), l’ETKF-N donne
des résultats similaires sur des applications classiques, et même meilleurs lorsqu’un certain
délai est franchi entre les analyses sur le Lorenz 63 (Lorenz, 1963), et sans nécessiter
d’inflation. En revanche, les résultats sont mitigés lorsque l’on passe à une dimension plus
élevée avec le Lorenz 96 (Lorenz, 2002), où une localisation ainsi qu’une inflation sont
parfois nécessaires pour éviter la divergence du filtre.
Dans un contexte applicatif où l’erreur modèle et les non-linéarités mènent à des dérives
par rapport au modèle Gaussien pour les statistiques, cet EnKF-N réduisant fortement le
besoin d’inflation pourrait permettre une quantification de l’erreur modèle ou de l’impact
des non-linéarités lorsque justement le besoin d’inflation se fait ressentir.
Cet article est avant tout une preuve de concept et permet d’explorer une nouvelle voie
pour le développement de méthodes pour prendre en compte des effets souvent négligés par
commodité dans les algorithmes ensemblistes classiques, notamment l’erreur modèle. Il
est intéressant de remarquer que les travaux sur l’inflation mènent – pour deux approches
différentes – à de nouvelles idées sur la caractérisation des statistiques d’erreur modèle des
systèmes étudiés. Une amélioration de ce concept a ensuite été proposée dans (Bocquet,
Raanes etHannart, 2015), qui permet un nouveau choix de distribution a priori p(xb|B)
plus informatif, résultant en de meilleures statistiques d’erreur.
EnKS : lisseur de Kalman d’ensemble
Les lisseurs sont des méthodes temporelles, comme le 4D-Var. Ils vont rétro-propager
les informations des observations assimilées à chaque point de la trajectoire, qui aura
connaissance à la fois du passé, présent et futur de son propre temps, ce qui aura finalement
pour effet de lisser la trajectoire et d’améliorer les statistiques d’erreurs tout au long de
celle-ci.
Ceci peut se formaliser à l’aide du point de vue bayésien et de l’évolution de la densité
de probabilité conditionnelle de l’état. Avec xk l’état à tk et yk le vecteur d’observation
associé, notons p(xk|y1, ...,yk) la probabilité conditionnelle de l’état selon les observations.
Dans ce cas, sur la fenêtre [t0, ..., tk] le fonctionnement d’un filtre avec ébauche xb à t0 et
avec prévision x1 à t1 peut se voir séquentiellement comme suit :
p(xk|y1, ...,yk) ∝ p(xk|y1, ...,yk−1)p(yk|xk). (A.18)
L’information est propagée dans le temps à tk conditionnellement à toutes les observations
passées y1, ...,yk.
De manière similaire, en supposant que l’évolution du modèle soit un processus de Markov,
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un lisseur complet aura comme évolution :
p(xb, ...,xk|y1, ...,yk) ∝ p(xb, ...,xk−1|y1, ...,yk−1)p(xk|xk−1)p(yk|xk). (A.19)
Ici l’information est propagée ∀ti ∈ [t0, ..., tk], chaque point de la trajectoire sera donc
modifié. Cependant, l’estimation finale du filtre coïncidera avec celle du lisseur, une seule
observation étant disponible à tk.
En pratique, il n’est pas possible de lisser la totalité de la trajectoire pour des raisons
de coût. C’est pourquoi les "lagged filters" ont été mis en place. Ils ne rétropropagent les
nouvelles observations que sur les L ∈ N∗ itérés les plus récents. Par exemple, un IEnKF
est un lisseur avec un lag de L = 1 : seul le dernier itéré xk va avoir connaissance de la
dernière observation.
Cela donne donc une évolution de la distribution légèrement modifiée, à savoir :
p(xk−L, ...,xk|yk−L, ...,yk) ∝ p(xk−L−1, ...,xk−1|yk−L−1, ...,yk−1)
× p(xk|xk−1)p(yk|xk). (A.20)
Les filtres à lag peuvent aussi disposer d’un décalage (shift) S ∈ N∗ qui correspond
au nombre d’observations assimilées et rétropropagées à chaque nouvelle analyse. C’est
le nombre de pas de temps séparant chaque fenêtre d’assimilation. Lorsque S < L, les
fenêtres d’assimilation se chevauchent.
Figure A.1 – Adapté depuis (Bocquet, 2016). Ici, S=2 et L=6 avec un
écart de temps ∆t en chaque itéré. Seules les observations en noir sont
assimilées.
L’avantage principal de la formulation de Kalman d’ensemble pour le lisseur est que
cela permet d’éviter l’intégration en temps inverse du modèle pour la rétropropagation
des informations assimilées. Cela passe par l’ensemble qui échantillonne les statistiques
d’erreurs, et permet de plus de définir la matrice de covariance d’ébauche à partir des
données statistiques a priori.
Ce même échantillonnage permet de réduire la taille des matrices de covariance d’erreur à
stocker, donc le coût de l’analyse. Cependant, les mêmes limitations que l’EnKF dues à la
nature ensembliste de la méthode se retrouvent chez l’EnKS, avec de nouvelles difficultés
associées à la dimension temporelle.
Pour de la prévision pure, il n’y a pas plus d’intérêt à utiliser un lisseur qu’un filtre.
Le lisseur sert avant tout à caractériser la distribution complète de l’état sur toute la
fenêtre p(xb, ...,xk|y1, ...,yk), qui permet de raffiner la connaissance des paramètres du
système. Ils sont préférentiellement utilisés pour faire de la réanalyse ou de l’estimation
de paramètres, aussi connue sous le nom de "recalage de paramètres".
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A.3.2 Méthodes itératives : IEnKF et IEnKS
Le régime non-linéaire de certains systèmes physiques impacte fortement la qualité de
l’analyse, du fait que c’est le linéarisé H de l’opérateur d’observation H qui est utilisé
pour former le gain de Kalman de formule (2.28). Ceci encapsule une relation de sensibilité
linéaire aux innovations y −H(x), qui n’est plus valable pour ces systèmes et conduit à
des analyses fortement sous-optimales. Une autre source de non-linéarités provient aussi
de l’opérateur d’évolutionM.
Les méthodes itératives sont une solution face à cela. La première méthode itérative est
décrite et testée dans (Jazwinski, 1970, pp. 349-360), il s’agit de la version itérative du
filtre de Kalman étendu : l’IEKF. Cette méthode nécessite cependant toujours une for-
mulation exacte de la matrice de covariance du système, devenant rapidement un facteur
limitant pour un système de grande taille. Du fait de la factorisation de la matrice de
covariance grâce à l’ensemble, le filtre de Kalman d’ensemble itératif ou "Iterative En-
semble Kalman Filter" (IEnKF) n’a pas ce problème et constitue le prolongement direct
de l’IEKF pour les problèmes de grande taille. Plusieurs travaux de mise en œuvre de cette
méthode se trouvent chez (Gu et Oliver, 2007 ; Gaoming et Reynolds, 2007). Pour
la décrire, nous intéresserons principalement à ceux de (Sakov, Oliver et Bertino,
2012) pour l’IEnKF puis à ceux de (Bocquet et Sakov, 2014 ; Bocquet, 2016) pour
l’IEnKS.
IEnKF
L’IEnKF est une méthode d’assimilation de données séquentielle ensembliste qui, comme
l’EnKF-N, voit l’étape d’analyse comme un problème d’optimisation.
La fonction de coût à minimiser est celle du 3D-Var (A.6). En reprenant l’équation du
gradient du 3D-Var (A.7), la condition d’optimalité du premier ordre s’écrit :
B−1(x− xb)−∇x[H ◦M(x)]TR−1[y−H ◦M(x)] = 0. (A.21)
Ici,M représente l’opérateur d’évolution du modèle pour transporter l’état au temps des
observations où se fera l’analyse, et ∇x la Jacobienne par rapport à la variable d’état x.
Notons xi l’approximation pour l’état analysé xa à la ieme itération du processus de
minimisation. Pour H et M suffisamment lisses, et en supposant que les itérés soient
suffisamment proches à un certain moment, nous pouvons écrire :
M(xi+1) =M(xi) + Mi(xi+1 − xi) +O(‖xi+1 − xi‖2) (A.22)
∇x[H ◦M(xi+1)] = HiMi +O (‖xi+1 − xi‖) (A.23)
avec Mi = ∇xM(xi) et Hi = ∇xH(xi).
En suivant les calculs de (Sakov, Oliver et Bertino, 2012, Sec. 2, Eq. (4-14)), ces ap-
proximations permettent de construire successivement plusieurs approximations de l’ana-
lyse avec :
Bi+1 = [B−1 + (HiMi)TR−1HiMi]−1 (A.24)
xi+1 = xi + Ki[y−H ◦M(xi)] + Bi+1(B)−1(xb − xi) (A.25)
= xb + Ki[y−H ◦M(xi) + HiMi(xi − xb)] (A.26)
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où les Bi et xi représentent respectivement les approximations de la matrice de covariance
d’erreur de l’état et de l’analyse, ainsi que :
Ki = Bi+1(HiMi)TR−1 (A.27)
= B(HiMi)T [(HiMi)B(HiMi)T + R−1]−1 (A.28)
qui représente les approximations successives du gain de Kalman associé à chaque itéra-
tion.
L’adaptation de ces équations au formalisme ensembliste via des matrices d’anomalies est
explicité dans les équations (15) à (24) de (Sakov, Oliver et Bertino, 2012).
Le formalisme utilisé ici pour le processus de minimisation reprend la procédure de New-
ton. Il est cependant possible d’adapter la méthode itérative utilisée en redéfinissant les
équations du procédé de minimisation.
Trois régimes de non-linéarité fortes sont décrits et testés sur différents systèmes dans
l’article :
1. observations rares mais précises et propagation non-linéaires des anomalies de l’en-
semble au début du processus itératif,
2. observations très rares mais très précises où le système devient potentiellement
instable,
3. observations fréquentes mais peu précises ne permettant pas une propagation li-
néaire des anomalies durant la minimisation.
L’IEnKF est adapté aux systèmes vérifiant la 1ere définition, mais ceux-ci nécessitent une
forme quasi-optimale du problème d’assimilation : une erreur modèle faible voire négli-
geable, un ensemble de taille suffisante pour les approximations, et un réseau d’observation
suffisamment fourni en temps comme en espace.
L’IEnKF surpasse largement l’EnKF à la fois en terme de RMSE, de nécessité moindre
d’utiliser l’inflation, et de concordance entre l’évolution de l’écart-type de l’ensemble et de
la RMSE. Ceci est d’autant plus flagrant pour des systèmes à grande dimension, lorsque
N ≤ n, p et que l’ensemble est de rang déficient.
De manière générale, la prévision obtenue dans un régime fortement non-linéaire reste
quoiqu’il arrive nettement plus précise avec l’IEnKF. Malgré le surcoût dû à la minimisa-
tion itérative, la prévisibilité du système est a minima maintenue et au mieux améliorée
du fait qu’il devient possible – du moins en théorie – de s’attaquer maintenant à des pro-
blèmes fortement non-linéaires. Ceci implique donc la possibilité de revoir à la baisse le
nombre d’hypothèses simplificatrices faites sur des systèmes actuels, comme par exemple
en prévision atmosphérique, et ouvre une nouvelle voie de recherche pour l’assimilation
de données dans ce domaine. De plus, un gain est possible sur le nombre de membres
de l’ensemble pouvant contrebalancer le surcoût du processus itératif et même permettre
dans certains cas de l’éviter.
IEnKF-N
Dans (Bocquet et Sakov, 2012), les auteurs fusionnent leurs deux méthodes en une
pour éviter le laborieux paramétrage des paramètres d’inflation lors de l’utilisation de
l’IEnKF. L’idée à la base du cumul de ces deux méthodes est que l’EnKF-N va raffiner
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l’information apporté par l’ébauche et la connaissance a priori, là où l’IEnKF va raffiner
l’information apportée par les innovations.
La formulation de l’IEnKF-N consiste à détailler plus encore le problème d’optimisation
décrit par l’équation (A.16), en le regardant du point de vue Lagrangien pour obtenir le
minimum par un élégant procédé faisant appel au problème dual et résolvant ce dernier,
après démonstration de son équivalence au problème primal. Il s’agit ensuite de reformuler
la fonction de coût d’analyse de l’IEnKF en y introduisant celle obtenue grâce à l’EnKF-
N. Celle-ci n’est pas quadratique mais possède un minimum global (Bocquet et Sakov,
2012, Eq. (37)) et sera donc minimisé par un algorithme de Levenberg-Marquardt, plus
élaboré mais aussi plus coûteux qu’une méthode de Newton comme utilisée initialement
chez (Sakov, Oliver et Bertino, 2012).
Cette méthode est aussi efficace qu’un IEnKF avec paramétrage d’inflation effectué et
plusieurs aspects restent encore à étudier. Elle a permis de poser les bases pour la formu-
lation d’un filtre de Kalman d’ensemble efficace, notamment de l’IEnKS que nous allons
décrire dans la sous-section suivante.
A.3.3 IEnKF avec erreur modèle additive : IEnKF-Q, et IEnKS
IEnKF-Q
L’IEnKF classique initialement formulé par (Bocquet et Sakov, 2012) faisait l’hypo-
thèse d’un modèle parfait. Le prolongement des travaux de recherche sur cette méthode
s’est logiquement orienté vers la prise en compte de l’erreur modèle au sein de la méthode
pour améliorer ses performances de simulation.
D’une manière similaire au 4D-Var à contraintes faible, c’est l’erreur additive comme dans
les équations du filtre de Kalman (2.29 et 2.30) qui est utilisée, notamment pour sa sim-
plicité. Simplicité surtout apparente car il faut arriver à bien caractériser la matrice Q.
Le principe repose sur l’ajout à la fonction de coût (A.6) d’un terme d’écart entre la pré-
vision au temps de l’analyse xfk+1 (intégrée depuis xak) et l’intégration du modèle depuis


















et à dériver le problème de minimisation modifié qui en résulte, de la même manière que
présenté en sous-section (A.3.2). Cela donne l’IEnKF-Q.
En présence d’erreur modèle, l’IEnKF-Q permet d’augmenter les performances par rap-
ports à l’IEnKF classique et à l’EnKF, notamment en régime fortement non-linéaire où
la différence devient importante quand l’amplitude de l’erreur modèle croît. Il bénéficie
aussi au mieux d’une réduction de la taille de l’ensemble en étant la méthode qui fournit
à chaque fois la RMSE la plus faible en comparaison aux autres, notamment lorsque la
localisation telle que décrite dans (Bocquet, 2016) est mise en place. Nous retrouvons
donc ici encore une fois cette propriété pour les méthodes itératives.
Dans le cadre de faibles non-linéarités, ses performances sont légèrement meilleures que
les autres méthodes mais peut-être pas assez pour être significatives.
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Cette méthode permet donc d’explorer d’avantage l’ensemble des possibilités qu’offre le
formalisme de l’IEnKF, et fournit une piste théorique sur la prise en compte de l’erreur
modèle. Cependant, l’erreur modèle additive est avant tout un outil théorique. Elle sert
de méthode empirique de régularisation du problème de minimisation de l’analyse pour
le 4D-Var lorsque celui-ci est appliqué à de longues fenêtres d’assimilation, mais reste peu
représentative des erreurs rencontrées en applications réelles.
Quoiqu’il arrive, la prise en compte de l’erreur modèle permet ici une amélioration à la
fois du processus d’assimilation menant à la prévision et de la précision de la prévision. Il
serait intéressant de voir l’effet que cela a avec une réanalyse sur les nouvelles statistiques
d’erreurs obtenues.
IEnKS
L’IEnKS (Bocquet et Sakov, 2014) est l’évolution depuis l’IEnKF et l’IEnKF-N, qui
sont des lisseurs avec un retard (lag) de 1 vers un lisseur avec un retard L > 1. C’est une
méthode d’ensemble variationnelle, ne nécessitant pas d’opérateur adjoint pour la propa-
gation en sens temporel inverse des mises à jours à chaque assimilation, ni les opérateurs
tangeants linéaires des modèles d’évolution et d’observations, car ceux-ci ainsi que les
éléments nécessaires à l’optimisation variationnelle sont calculés grâce à l’ensemble. La
localisation a été adaptée à cette méthode (Bocquet, 2016) et une application sur un
code industriel d’EDF a suivi dans (Defforge et al., 2019).
L’IEnKS est globalement meilleur en filtrage que l’EnKF pour des régimes moyennement
linéaires, amélioration d’autant plus marquée que L est grand. Il en est de même en com-
paraison à l’EnKS, à partir d’une certaine valeur de L.
Toutes performances égales par ailleurs, l’IEnKS nécessite un ensemble trois fois moins
grand que l’IEnKF dès lors que les non-linéarités sont suffisamment fortes pour que l’hy-
pothèse gaussienne soit invalidée. Suite aux essais faits pour (Defforge et al., 2019),
il a été remarqué que l’IEnKS est particulièrement intéressant lorsqu’on l’utilise sur un
système avec lequel les opérateurs tangents linéaires ne sont pas à recalculer à chaque
fois, car sa réduction drastique du nombre de membres nécessaire vient le rendre, à per-
formances égales avec les autres méthodes, très compétitif en terme de coût.
D’autres travaux sur un lisseur itératif construit pour de l’hydrologie sont disponibles
chez (Ju et al., 2018). Il s’agit d’un lisseur itératif formulé différemment de l’IEnKS qui
cherche à estimer le lien entre les paramètres du modèle et ses sorties grâce à un processus
Gaussien adaptatif.
A.4 Calculs de l’état de l’art sur les FSOI
Calcul de la formule (3.19) :
Nous rappelons que C est une matrice symétrique positive, éventuellement diagonale.
〈 . 〉 représente le produit scalaire canonique xTy.
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δe(δx) = e(xf + δx− xft )− e(xf − xft ) (A.30)
= (xf + δx− xft )TC(xf + δx− xft )− (xf − xft )TC(xf − xft ) (A.31)
= δxTCδx + δxTC(xf − xft ) + (xf − xft )TCδx (A.32)
= 〈δx ,C(xf − xft )〉+ 〈xf − xft ,Cδx〉+ 〈δxT ,Cδx〉 (A.33)
= 〈δx ,C(xf − xft )〉+ 〈C(xf − xft ) , δx〉+ 〈δxT ,Cδx〉, C symétrique (A.34)
= 2〈δx ,C(xf − xft )〉+ 〈δxT ,Cδx〉, symétrie produit scalaire (A.35)
= 2(δx)TC(xf − xft ) + δxTCδx. (A.36)
A.5 Etablissement des expressions de Wasserstein et
Kullback-Leibler
A.5.1 Expression de la distance de Wasserstein
Le terme à exprimer est Tr
(





Nous avons C1 = HPfHT et C2 = R+HPfHT . Elles sont symétriques définies positives,
donc ∃U orthogonale, Σf = Diag(λi) telles que :
C1 = UΣfUT ,
C2 = U(Σf + σ2obsIp)UT
Ainsi :
Tr(C1 + C2) =
p∑
i=1




Par propriétés fondamentales de l’opérateur trace, nous avons :
Tr((C1/22 C1C
1/2
2 )1/2) = Tr
[(









(Σf (Σf + σ2obsIp))1/2
]





λi(λi + σ2obs) (A.39)
En sommant les termes (A.37) et (A.39), et en remarquant que 2λi+σ2obs−2
√
λi(λi + σ2obs) =
(
√
λi + σ2obs −
√
λi)2, nous obtenons :
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A.5.2 Expression de la divergence de Kullback-Leibler

















(Σf + σ2obsIp)−1Σf = (Σf + σ2obsIp)−1(Σf + σ2obsIp)− σ2obs(Σf + σ2obsIp)−1




























































A.6 Réduction du nombre d’opérations pour les dis-
tances probabilistes
Par commodité de rédaction, nous noterons dans cette section x̃a et P̃a plutôt que x̃a et
P̃a, respectivement pour l’état analysé avec mise à jour de rang et sa matrice de covariance
d’erreur associée.
A.6.1 Mise à jour de l’opérateur H et de l’état analysé selon les
observations à supprimer
Comme vu en introduction, la suppression d’une observation revient à mettre à jour
l’opérateur d’observation. La méthode d’annulation d’une ligne revient à modifier la for-
mulation du problème aux moindres carrés de l’équation (4.1) d’une façon qui ne se
transcrit pas comme une modification de rang k ≥ 1. Ceci imposerait donc de recalcu-
ler la solution du problème d’assimilation à chaque étape plutôt que pouvoir la mettre
à jour directement via une modification de rang 1, comme il est possible de le faire
(Björk, 1996, chap. 2, p. 137). La méthode permettant de modifier H sera donc la
suppression de la ligne correspondante sur l’opérateur. En reprenant l’équation (4.1) :














, cela revient d’après (Björk, 1996) à mettre à jour





= QRA et la dimension
de la matrice R−1/2. En notant Q̃R̃A la décomposition QR mise à jour en supprimant la
ligne de H correspondant à l’observation négligée et b̃ le second membre avec réduction
de la taille de R−1/2, il ne reste qu’à résoudre le système linéaire simplifié R̃Ax = Q̃
T b̃, où
l’observation aura une dimension réduite, qui va donner x̃a. Nous pouvons ainsi séquen-
tiellement mettre à jour l’état analysé xa selon les observations que l’on désire supprimer.
En suivant cette idée, la matrice de covariance d’erreur d’analyse modifiée sera donnée par
P̃a = (R̃A
T R̃A)−1 = (R̃A)−1(R̃A)−T . Ceci revient à résoudre deux systèmes triangulaires
et à faire un produit entre deux matrices triangulaires, ce qui est moins coûteux que de
recalculer directement l’inverse de la matrice P̃a.
A.6.2 Amélioration de la divergence de Kullback-Leibler
L’utilisation de mises à jour de rang 1 pour les inverses en passant par des factorisations
QR semble le plus prometteur : A = QR =⇒ A−1 = R−1QT , une mise à jour de
la factorisation QR de A permet ensuite facilement de reporter la mise à jour sur son
inverse. Nous pouvons donc réutiliser l’algorithme de (Björk, 1996, p. 137) pour faire
cela. Il est similaire à l’algorithme décrit dans (Dennis et Schnabel, 1996, pp. 55-58)
qui s’effectue pour un coût en O(n2).
Lorsque nous voulons supprimer plusieurs observations, disons k ∈ N∗, il suffit d’appliquer
séquentiellement des mises à jour de rang 1 selon le même procédé, pour un coût enO(kn2).
En général, k  n, on conserve donc bien une diminution d’un ordre de grandeur sur le
coût.
L’inversion consiste ensuite en un produit entre deux matrices triangulaires pour un coût
en O(n2). Le coût total de la mise à jour de l’inverse revient à du O((k + 1)n2), un ordre





du calcul sans mise à jour.
A.6.3 Amélioration de la distance de Wasserstein
L’élément le plus coûteux dans le cas de Wasserstein est le calcul de racines carrées de
matrice, (C1/22 C1C
1/2
2 )1/2 semble devoir être recalculée à chaque fois. Cependant, modifier
H revient à modifier le problème aux moindres carrés comme décrit précédemment, R̃
étant recalculée, la mise à jour de Pa sera simple.
Le calcul d’une racine carrée de matrice se fait à partir d’une décomposition de Schur
de la matrice, i.e A = QUQT , avec U triangulaire supérieure et Sp(U) = Sp(A), dans
ce cas A1/2 = QU1/2QT . Elle existe bien car les matrices manipulées sont symétriques
définies-positives, donc diagonalisables. Cette décomposition de Schur est calculée grâce
à l’algorithme QR (Francis, 1961), détaillé ci-après sous sa forme la plus simple :
1. Initialiser A1 = A, Q = I
2. Pour k ≥ 1 jusqu’à convergence faire :
(a) Calculer la factorisation QR de Ak : Ak = QkRk
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(b) Définir Ak+1 = RkQk
(c) Accumuler Q = QkQ
(d) Revenir à l’étape (a) avec k = k + 1
3. Avec k∞ l’indice de convergence 1, construire A = QAk∞Q
T = QUQT
Cela nous donne, avec Ak = QkRk ⇐⇒ Rk = QTkAk, que Ak+1 = RkQk = QTkAkQk =
QTkRk−1Qk−1Qk = QTkQTk−1Ak−1Qk−1Qk = ... = (QTk ...QT1 )A1(Q1...Qk) = QTAQ avec
Q = Q1...Qk.
Ainsi, il semble compliqué de pouvoir mettre à jour toute cette décomposition QR avec
une mise à jour de rang 1 pour l’ensemble du processus de construction de la décompo-
sition de Schur. En effet, en supposant que nous mettons à jour la matrice initiale A,
nous allons avoir A = A1 = Q1R1 = Q̃1R̃1, ce qui coûte O(p, n), selon les dimensions
de la matrice. Nous formerons donc A2 = R̃1Q̃1 = Q2R2 pour la suite, en étant toujours
obligé de refaire la décomposition QR de cette matrice, même en ayant eu les mises à jour
sur A. Nous observons clairement qu’il en sera de même pour les itérés suivants. Nous
ne gagnons donc presque rien sur le coût global si ce n’est que nous allons avoir à faire
des calculs sur une dimension de moins. La mise à jour de rang 1 du processus entier de
calcul de la décomposition de Schur ne semble pas possible.
Cependant, il reste possible de faire plusieurs mises à jour de rang 1 sur la matrice initiale
en fonction du nombre d’observations que l’on veut supprimer, ce qui permet ensuite de
faire un calcul à moindre coût de la nouvelle décomposition de Schur de cette matrice
pour calculer sa racine carrée. Il est donc toujours possible d’avoir un gain, car une dimi-
nution k ∈ N sur p, n se répercute en une diminution de coût de l’ordre de O(k3) sur les
factorisations QR qui suivront.
Ceci guide donc l’utilisation a posteriori de Wasserstein : pour ne pas payer un coût
maximal lors du diagnostic, il faudra s’assurer au préalable du nombre d’observations à
supprimer et de leurs indices pour ensuite recalculer les nouvelles racines carrées.
A.6.4 Algorithme de calcul à moindre coût pour les deux dis-
tances
Calcul de Wasserstein :
1. Calculer Ĥ ou SOBS pour l’observation actuelle,
2. Déterminer/choisir k le nombre d’observations à supprimer,
(a) Récupérer les indices ∈ I des observations correspondantes,
3. Effectuer k mises à jour de rang 1 selon l’algorithme de (Björk, 1996, p. 137) à





. Donne A|k = Q̃R̃A,
4. Utiliser Q̃, R̃A pour le calcul de x̃a et P̃a vu en sous-section (A.6.1),









avec les éléments des étapes (4) et (5).
1. Pour la preuve de la convergence, voir Francis, 1961.
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Calcul de Kullback-Leibler :
Remplacer respectivement les étapes (5) et (6) précédentes par :











avec les éléments de l’étape précédente et
de l’étape (4) du paragraphe précédent.
A.6.5 Conclusion
Nous avons vu dans cette partie comment procéder pour réduire le coût du calcul des
distances probabilistes dans une utilisation pour diagnostic a posteriori. Cela passe avant
tout par une mise à jour des matrices d’erreurs intervenant dans la formule des distances
de Wasserstein et Kullback-Leibler. Pour cela, la factorisation QR et des mises à jour de
rang 1 sur celle-ci sont utilisées.
Des gains sont possibles en proposant une bonne implémentation de ces algorithmes,
mais nous choisissons de ne pas la mettre en place dans le cadre de la thèse pour nous
concentrer sur le reste des travaux de recherche. Les systèmes que nous utiliserons ne sont
pas limitatifs en terme de puissance calculatoire, nous n’avons pas besoin de procéder à
une réduction des coûts.
Ces réductions sont marginales car ce n’est pas la formule de calcul des distances elle-
même qui est mise à jour. Cependant, lors de l’application à un système de grande taille,
tout gain est bon à prendre et l’avantage de ces algorithmes provient de leur simplicité de
mise en œuvre. Ils ont été proposés en tant qu’ébauche pour une application où les coûts
calculatoires deviennent prohibitifs et où une réduction de ceux-ci devient intéressante.




Il s’agit d’un modèle en 3D issue de la météorologie. Il a été présenté pour la première
fois dans (Lorenz, 1963).
C’est un système d’équations différentielles couplées, non linéaire. Il est issu d’une sim-
plification des équations de Navier-Stokes, décrivant le couplage de l’atmosphère terrestre
avec l’océan. Cela aboutit à un système à 3 degrés de liberté, intégrable par les ordinateurs
de l’époque de Lorenz.





ẏ(t) = ρ x(t)− y(t)− x(t) z(t)
ż(t) = x(t) y(t)− β z(t)
C’est un système-test de référence en assimilation de données. Il est donc très documenté,
et consiste en quelque sorte à un "benchmark" pour vérifier les méthodes d’assimilation.
Propriétés du Lorenz3D :
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— il est non-linéaire
— un point fixe "universel" en (0,0,0), ∀(ρ, σ, β) ∈ R3,











β(ρ− 1), ρ− 1
)
, lorsque ρ > 1,
— pour ρ = 28, σ = 10, β = 8/3, le système possède un attracteur en forme d’ailes de
papillon. La trajectoire commence à s’enrouler sur une des ailes puis saute ensuite
au bout d’un moment sur l’autre, etc, et ce quelques soient les conditions initiales
tant qu’elles sont distinctes des points fixes. Il est donc chaotique déterministe
pour ce jeu de paramètres. Le type de bifurcation observée (saut entre chaque aile
du papillon) correspond à une bifurcation de Hopf.
Voici une première représentation de l’attracteur du système :
x







Lorenz 63 - Référence Papillon de Lorenz
Figure A.2 – Attracteur du Lorenz 63 - Vue de face.
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En voici une seconde :
x









Lorenz 63 - Référence Papillon de Lorenz
Figure A.3 – Vue de haut.
Configuration des essais numériques
La configuration utilisée est la configuration standard décrite comme suit. La fenêtre
d’assimilation va de t0 = 0 à tf = 10, sauf mention explicite du contraire. Les variations
peuvent être tf = 25 ou tf = 250.
La méthode d’intégration numérique utilisée est celle de Runge-Kutta d’ordre 4.
L’ensemble est de taille N = 100 membres, pour éviter tout problème de déficience de rang
et être de taille similaire à ce qui peut se retrouver dans l’applicatif. Une erreur modèle
additive suivant la loi N (0,Q) est ajoutée à chaque pas d’intégration dtprev = 10−2, avec
Q = 10−1I3. La matrice d’erreur d’observation vaut R = 2I3, pour un pas de temps
d’observation dtobs = 0.25. L’opérateur d’observation vaut H = I3. La matrice d’ébauche
B ainsi que le point de départ x0 sont issus d’un run de chauffe d’une intégration pure
d’une durée de l’ordre de 5000 cycles d’assimilation avec dtsim = 5.10−3, dont les valeurs
finales ont ensuite été utilisées pour un run d’assimilation de 5000 cycles avec les mêmes
statistiques d’erreur que la configuration décrite juste avant. L’ensemble de départ est
échantillonné selon la loi N (x0,B). Cela suit la méthodologie utilisée dans (Bocquet,
2011). La graine du générateur aléatoire est fixée.
Deux variantes possibles sont d’avoir :
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, R = 2I4 et y4 = 0 + ε4 où ε4
représente le bruit associé à l’erreur sur cette observation,










,R = 2I4 et y4 = 13(y1+y2+y3)+ε4
où ε4 représente le bruit associé à l’erreur sur cette observation.
La version avec p = 3 observations correspond à la configuration 1, celle avec p = 4
observations soit l’ajout de l’observation négligeable correspond à la configuration 2.
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A.7.2 Oscillateur de Van der Pol
Description du système
L’oscillateur de Van der Pol est un modèle en 2D issu de l’électronique. Il décrit les oscil-
lations d’une triode dans un circuit électrique. Il a été introduit pour la première fois en
1927 par Balthazar Van der Pol, contemporain d’Edward Lorenz. Il s’agit d’une équation
différentielle à une dimension pouvant se reformuler comme un système dynamique à deux
dimensions. Le système possède une non-linéarité marquée. Une description détaillée de
l’oscillateur de Van der Pol est disponible dans (Tsatsos, 2006).
L’oscillateur original Van der Pol est régit par l’équation différentielle :ẍ(t)− εω0 (1− x
2(t)) ẋ(t) + ω20x(t) = 0
ẍ(t)− εω0 (1− x2(t)) ẋ(t) + ω20x(t) = ω20X cos(ωt), si régime forcé
ε est le coefficient de non-linéarité du système. Lorsque nous avons ε = 0, nous retrouvons
l’équation d’un oscillateur harmonique.
Sa version bidimensionnelle est donnée par :ẏ1(t) = y2(t)ẏ2(t) = µ(1− y21(t))y2(t)− y1(t)
µ correspond au ω20X dans l’équation en régime forcé précédente : ce paramètre va déter-
miner la période des oscillations du système, et notamment le caractère raide du système.
Propriétés du Van der Pol :
— il est raide. Malgré sa petite dimension, il peut mettre à mal certains intégrateurs
pour systèmes raides,
— il est chaotique déterministe en régime forcé.
Voici une représentation de la première variable du système qui présente des oscillations
régulières :










Van der Pol - Référence
Van der Pol dim 1
Figure A.4 – Référence pour les oscillations de la première dimension du
Van der Pol
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Configuration des essais numériques (configuration 3)
La même méthodologie que pour le Lorenz 63 a été appliquée pour construire cette confi-
guration.
La configuration utilisée est la configuration standard décrite comme suit. La fenêtre d’as-
similation va de t0 = 0 à tf = 150, sauf mention explicite du contraire. Les variations
peuvent être tf = 750 ou tf = 1500. Ceci permet de rajouter plus de changements de
régime.
La méthode d’intégration numérique utilisée est celle de Runge-Kutta d’ordre 4. Le pas
de temps a été choisi suffisamment petit pour ne pas être gêné par la raideur du système.
L’ensemble est de taille N = 100 membres, pour éviter tout problème de déficience de
rang et être de taille similaire à ce qui peut se retrouver dans l’applicatif. Une erreur mo-
dèle additive suivant la loi N (0,Q) est ajoutée à chaque pas d’intégration dtprev = 5.10−3,
avec Q = 5.10−4I2. La matrice d’erreur d’observation vaut R = 10−2I2, pour un pas de






. L’ensemble de départ est échantillonné selon la loi N (x0,B). La graine du
générateur aléatoire est fixée.
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A.7.3 Système Xénon
Ce système est particulièrement intéressant car il est directement issu d’une probléma-
tique à laquelle fait face EDF tous les jours pour le pilotage des réacteurs nucléaires de
ses centrales nucléaires pour la production d’électricité (CNPE), et pour garantir une
production électrique sûre, stable, et adaptable. De plus amples détails sur la cinétique
du Xénon-135 sont disponibles dans (Reuss, 2003) et (Ponçot, 2008, Sec. 1.3).
Rapide introduction sur la fission au sein dans un réacteur nucléaire
Lors des réactions de fission au sein d’un réacteur nucléaire, de nombreux produits dit de
fission sont créés. Ceux-ci étant majoritairement instables, ils vont par la suite se dégrader
par radioactivité spontanée et conduire à la formation d’encore plus de produits intermé-
diaires. Ces derniers restent confinés à l’intérieur de la gaîne entourant les pastilles de
combustible. Les produits volatils et les gaz rares peuvent migrer au sein du combustible
en restant à l’intérieur de la gaîne, et vont s’accumuler dans les chambres d’expansion
prévues pour cela.
Soumis à un flux intense de neutrons, comme c’est le cas des barres de combustible, ces
noyaux sont susceptibles de capturer des neutrons : cela a pour conséquence, d’une part,
de diminuer la réactivité du réacteur donc sa capacité à maintenir la réaction de fusion
nécessaire à produire de l’énergie, d’autre part, de changer les concentrations des divers
isotopes présents dans les barres de combustibles.
La diminution de réactivité due à la présence de produits de fission est appelée empoison-
nement du réacteur. Il existe environ 800 produits de fission, nous ne nous intéresserons
qu’à la cinétique de celui qui participe le plus à l’empoisonnement d’un réacteur : le
Xénon-135.
Chaîne radioactive et cinétique du Xénon-135
Le Xénon-135 est issu à la fois directement de la dégradation de l’Uranium au sein et des
réacteurs et comme produit intermédiaire d’un produit de fission : l’Iode, lui même issu
du Tellure. Pour résumer, voici un schéma de la chaîne radioactive du Xénon-135 :
Figure A.5 – Chaîne radioactive du Xénon-135
Le rendement de la voie directe est de 0, 1%. La durée de demi-vie du Tellure 135 étant
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très faible, nous pouvons considérer que la fission donne directement de l’Iode-135, qui se
dégradera lui-même en Xénon-135 au bout de quelques heures. Le rendement de fission
pour l’Iode-135 étant de 6, 4%, nous pouvons considérer que la formation de Xénon-135
n’est due qu’à cette voie là. De plus, nous ne nous intéressons pas aux nucléides situés
au delà de celui-ci. Nous remarquons que le Xénon-135 peut capturer un neutron pour
former un isotope stable, le Xénon-136.
Dans ces conditions, l’équation différentielle couplée d’évolution des concentrations d’Iode-
135 (notée I) et de Xénon-135 (notée X) au sein du volume du réacteur sont :İ = γIΣfΦ− λII,Ẋ = γXΣfΦ + λII − (λX + σXΦ)X. (A.43)
Les constantes sont :
ΣfΦ : nombre de fissions par unité de volume et de temps,
γX,I : les rendements de fission du Xénon-135 et de l’Iode-135,
λX,I : les constantes de désintégration radioactive du Xénon-135 et de l’Iode-135,
σXΦ : nombre de captures de neutrons par le Xénon-135,
Φ : flux de neutrons au sein du réacteur.
Sa Jacobienne est définie ∀(x, y) ∈ R2 par JXe =
(
−λI 0
λI −(λX + σXΦ)
)
.
L’évolution de la concentration en Iode contient un terme source provenant de la fission
de l’Uranium (membre de gauche), proportionnel à sa section efficace ainsi qu’au flux
neutronique, et sa disparition par radioactivité spontanée, proportionnelle à sa constante
radioactive.
L’évolution de la concentration de Xénon-135, le terme source provient directement de la
fission de l’Uranium et de la désintégration de l’Iode-135 en Xénon-135, et le terme de
disparition par radioactivité spontanée et par capture d’un neutron.
Cinétique du Xénon et pilotage d’un réacteur
Supposons avoir au départ I = X = 0 dans l’ensemble du réacteur. Ceci est physiquement
plausible même si le réacteur a fonctionné au préalable avant son arrêt, car en quelques
jours l’Iode-135 et le Xénon-135 se sont dégradés.
Pour un flux Φ constant, l’équation (A.43) possède une solution analytique. En utilisant













= JXeA+ b (A.44)
Du fait des conditions initiales, la partie homogène de la solution est nulle, et après calcul
de
∫ t




X(t) = (γX+γI)Σf Φ
λX+σXΦ (1− e
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Ces résultats montrent qu’au bout d’environ 4 périodes radioactive de l’Iode-135, la
concentration de Xénon-135 atteint une valeur asymptotique, proportionnelle au flux Φ.
Si l’on fixe bien la valeur de Φ, l’empoisonnement est contrôlé et la réactivité du réacteur
reste suffisamment élevée pour une production d’énergie acceptable. Les concentrations à








Il est à noter qu’une diminution même légère de Φ va entraîner l’augmentation de la
concentration en Xénon-135 au sein du réacteur.
Lors de l’arrêt brusque du réacteur (chute des barres de contrôle en centrale, arrêt d’un
sous-marin nucléaire), la production directe de Xénon-135 par fission s’arrête. Cependant,
celle-ci ne compte que pour 1/65 de la quantité totale de Xénon-135 produite.
Les réserves d’Iode-135 présentes à l’équilibre vont alors se "déverser" dans les réserves
de Xénon-135, par désintégration radioactive. Comme la "vidange" du Xénon-135 n’est
plus assurée par la capture des neutrons issus de la fission, son niveau va monter. Cette
augmentation est limitée dans le temps car les réserves d’Iode finissent par s’épuiser : la
concentration en Xénon-135 va donc augmenter, passer par un maximum, puis diminuer
jusqu’à devenir nulle (si pas de relance du réacteur avant). Ce phénomène est appelé "pic
de Xénon", et il dure environ 24h.
Ce pic de Xénon peut être problématique pour la conduite d’un réacteur, car si les réserves
de réactivité (barres de commandes ou poisons pouvant être extraits) sont trop faibles, le
réacteur ne peut être redémarré avant la fin du surcroît d’empoisonnement induite par le
pic, dont il faut attendre la baisse par décroissance radioactive.
Un exemple illustrant bien les contraintes de ceci est celui d’un sous-marin nucléaire
devant effectuer une série de déplacements/arrêts, à chaque fois du Xénon-135 va être
sur-produit à l’arrêt, et au bout d’un moment le redémarrage en sera compromis.
Plusieurs des constantes physiques qui décrivent le système dépendent de la valeur du flux,
voire du temps depuis lequel le réacteur est en service. Les valeurs numériques fournies
dans ce qui va suivre permettent de reproduire le même comportement que ce qui serait
observé pour un véritable réacteur. Elles sont modifiées pour que les échelles de temps
et de concentrations ne soient pas identiques à celles des réacteurs existants dans le parc
d’EDF.
Cela mène à plusieurs régimes avec des propriétés différentes pour le système Xénon, nous
allons en détailler trois.
Arrêt du réacteur (configuration 4)
La configuration décrite ici correspond à un arrêt brusque du réacteur, où la puissance
passe de son niveau maximal en fonctionnement à zéro. Le flux neutronique φ s’annule.
Cela va déclencher le pic de Xénon mentionné précédemment.
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Voici les valeurs approchées des constantes physiques du système :
λI = 2.9× 10−5




Voici l’évolution des concentrations en Iode-135 et en Xénon-135 obtenues avec cette
configuration :






















Figure A.6 – Evolution des concentrations à l’arrêt du réacteur. Le pic
de Xénon représente le réservoir d’Iode-135 qui se "déverse" dans celui du
Xénon-135 suite aux désintégrations radioactives.
Démarrage du réacteur (configuration 5)
La configuration décrite ici suppose un réacteur chargé de combustible neuf, directement à
puissance maximale de fonctionnement. Ce n’est pas un fonctionnement possible pour un
réacteur opérationnel, il permet simplement d’illustrer l’établissement des concentrations
d’équilibre de l’équation (A.46), qui est le phénomène qui nous intéresse.
Voici les valeurs approchées des constantes physiques du système :
λI = 2.9× 10−5
λX + σXφ = 7.4× 10−5
γIΣfφ = 7.6× 1016
γXΣfφ = 3.9× 1015
(A.48)
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Voici l’évolution des concentrations en Iode-135 et en Xénon-135 obtenues avec cette
configuration :



















Figure A.7 – Evolution des concentrations à l’arrêt du réacteur. L’éta-
blissement des concentrations d’équilibre se fait à la même vitesse pour les
deux entités chimiques.
Puissance variable (configuration 6)
Dans ces conditions, les paramètres évoluent en fonction de la valeur de la puissance, pour
passer des valeurs de la configuration 4 à celles de la configuration 5.
L’objectif de ce programme de puissance est de faire varier le système selon plusieurs
régimes différents et de faire apparaître des oscillations de la concentration en Xénon-
135. Ce phénomène n’apparaît pas en conditions opérationnelles car le pilote anticipe et
étouffe les oscillations avant leur apparitions : elles sont un phénomène à éviter absolu-
ment lorsque le réacteur est en régime de fonctionnement.
Notons C0 les paramètres de la configuration 4 et C100 ceux de la configuration 5. La puis-
sance du réacteur vaut P , décrite en pourcentage de sa puissance maximale de fonction-








Une représentation du système dans cette configuration est donnée à la page suivante.
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Voici l’évolution de référence des concentrations en Iode-135 et en Xénon-135 obtenues















































Figure A.8 – Référence pour le système Xénon avec forçage en puissance
variable.
Une explication détaillée de cette figure est donnée pour la figure (7.29).
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Suivi de charge (configuration 7)
La puissance va évoluer selon la même loi que pour la configuration 6. C’est le programme
de puissance qui va principalement changer. Celui-ci est représentatif de ce que l’on peut
retrouver en conditions opérationnelles.
Voici l’évolution de référence des concentrations en Iode-135 et en Xénon-135 obtenues















































Figure A.9 – Référence pour le système Xénon avec forçage en puissance
pour suivi de charge.
Il commence par un démarrage réaliste avec trois paliers de puissance dans un temps
comparable à un démarrage réel. Viennent ensuite des oscillations journalières entre 100%
de puissance et 70%, correspondant aux variations de la demande entre jour et nuit. La
période bleue épaisse correspond à des oscillations entre 100% et 92% de puissance, avec
une fréquence d’environ 30 min, typique d’un fonctionnement en suivi de charge. Vient
enfin une période d’oscillations moins réalistes entre les paliers 100% et 30%, faisant
apparaître quelques oscillations de Xénon-135.
Configuration des essais numériques
La même méthode que pour la construction des configurations précédentes est utilisée.
La fenêtre d’assimilation va de t0 = 0 à :
— tf = 7, 6.105 pour les configurations 4 et 5,
— tf = 1, 0368.107 pour la configuration 6,
— tf = 2, 16.106 pour la configuration 7.
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La méthode d’intégration numérique utilisée est celle de Runge-Kutta d’ordre 4. Le pas
de temps a été choisi suffisamment petit pour ne pas être gêné par la raideur du système
de dtsim = 103. L’unité de temps est la seconde.
L’ensemble est de taille N = 100 membres, pour éviter tout problème de déficience de rang
et être de taille comparable à ce qui peut se retrouver dans l’applicatif. Une erreur modèle
additive suivant la loi N (0,Q) est ajoutée à chaque pas d’intégration dtprev = 5.103, avec
Q = 10I2. La matrice d’erreur d’observation vaut R = 103I2, pour un pas de temps













pour les configurations 5, 6, et 7.
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Résumé
Le filtrage par filtre de Kalman d’ensemble (EnKF) pour des systèmes dynamiques non-
linéaires nécessite de raffiner l’algorithme initial pour obtenir de bonnes performances. Les
indicateurs de qualité de prévision « Forecast Sensitivity Observation Impact » (FSOI) per-
mettent ces améliorations. En suivant cette voie, cette thèse propose d’utiliser et comparer de
nouveaux indicateurs inspirés des FSOI, pour formuler des stratégies d’assimilation consistant
à sélectionner les instants des étapes d’analyse et le nombre d’observations assimilées pour
chacune. Les indicateurs a priori se calculent à l’arrivée d’une observation et les indicateurs
a posteriori après l’étape d’analyse. Leurs coûts numériques sont calculés et discutés, mon-
trant une utilisation possible pour des algorithmes type ETKF. Les indicateurs sont testés
sur des systèmes emblématiques de petite dimension et un système industriel. Nous montrons
la possibilité de sélectionner pour l’assimilation les observations les plus importantes, et les
instants d’assimilation les plus opportuns pour un système fortement observé. Cela valide
les indicateurs pour des essais sur des systèmes industriels plus complexes. Des perspectives
sont données pour leur insertion dans les filtres d’ensemble itératifs, la réduction de leur coût
numérique, et des applications industrielles possibles.
Mots-clés : assimilation de données, EnKF, diagnostics a priori, diagnostics a posteriori,
impact des observations, qualité de prévision.
Title : Adaptive refinement of the data assimilation process by ensemble Kalman methods
for non-linear problems.
Abstract
Data assimilation with ensemble Kalman filters (EnKF) for non-linear dynamical systems im-
plies some refinements of the base algorithm to get good overall filtering performances, even
more when the system’s dimension increases. Forecast quality indicators such as « Forecast
Sensitivy Observation Impact » ones (FSOI) allows for improvements of the base algorithm.
By following their insights this thesis aims to use and compare new FSOI-inspired indica-
tors to establish assimilation strategies that consist in dynamicaly managing analysis steps
instants as well as the number of observations assimilated at each analysis step. A priori indi-
cators are computed at an observation’s arrival while a posteriori ones are computed after the
analysis step. Numerical costs of those indicators are computed and discussed showing their
pertinence for ETKF-based algorithms and they are tested on emblematic small dimension
systems and an industrial system. Results show the possibility to select for assimilation only
the most important observations as well as the best analysis step instants when the system
is heavily observed. It validates these indicators for further tests on more complex industrial
systems. Perspectives for their use in iterative ensemble filters are given, as well as for further
cost reductions and possible industrial applications.
Keywords : data assimilation, EnKF, a priori diagnostics, a posteriori diagnostics, observa-
tion impact, forecast quality.
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