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Abstract
In this paper we describe all group gradings by a finite abelian group G of any Lie
algebra L of the type “A” over algebraically closed field F of characteristic zero.
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1 Introduction
In this paper we describe all gradings by finite abelian groups on the matrix
Lie algebras sl(n) over an algebraically closed field of characteristic zero. We
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introduce two types of gradings of sl(n), type I, induced from the gradings of
the full matrix algebrasMn , described in [4], and type II, obtained by a simple
procedure from so called involution gradings of the full matrix algebras Mn,
described in [5], and show that they exhaust all possible gradings of sl(n). A
survey of known results about the gradings of simple Lie algebras can be found
in [10, Section 3.3], including the results of V. Kac [9] classifying cyclic gradings
of all simple Lie algebras. Many examples of grading on simple Lie algebras can
be found in the papers of J. Patera and coauthors (see, for example, [6,11,12]).
2 Some notation and simple facts
Let F be an arbitrary field, A a not necessarily associative algebra over an F
and G a group. We say that A is a G-graded algebra, if there is a vector space
sum decomposition
A =
⊕
g∈G
Ag, (1)
such that
AgAh ⊂ Agh for all g, h ∈ G. (2)
A subspace V ⊂ A is called graded (or homogeneous) if V = ⊕g∈G(V ∩ Ag).
An element a ∈ R is called homogeneous of degree g if a ∈ Ag. We also write
deg a = g. The support of the G-grading is a subset
Supp A = {g ∈ G|Ag 6= 0}.
If N is a normal subgroup of G then A naturally acquires a G/N -grading if
one sets
Ax =
⊕
g∈x
Ag for any x ∈ G/N. (3)
If A is an associative algebra then (1) is called a Lie grading if instead of (2)
one has
[Ag, Ah] ⊂ Agh for all g, h ∈ G. (4)
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Suppose now that F is of characteristic different from 2. If A is an associative
algebra with involution ∗ and, in addition to (2), one has
(Ag)
∗ ⊂ Ag for all g ∈ G. (5)
then we say that (1) is an involution preserving grading or simply an involution
grading. In this case, given a graded subspace B ⊂ A we set
B(+) = {b ∈ B | b∗ = b}, the set of symmetric elements of B (6)
and
B(−) = {b ∈ B | b∗ = −b}, the set of skew-symmetric elements of B. (7)
If B is an associative subalgebra of A then B(−) is a Lie subalgebra of A, that
is, with respect to [x, y] = xy − yx while B(+) is a Jordan subalgebra of A,
that is, with respect to x ◦ y = xy + yx. We always have B = B(−) ⊕ B(+).
In this paper we study group gradings on simple Lie algebras. The following
simple remark formally shows why in this case we may restrict ourselves to
the case of abelian groups. We give a proof for completeness.
Lemma 1 Let L = ⊕g∈GLg be a simple Lie algebra over an arbitrary field
F , graded by a (possibly, noncommutative) group G. Then the support SuppL
generates in G an abelian subgroup.
Proof. First we note that gh = hg for g, h ∈ G as soon as [Lg, Lh] 6= 0 since
[Lg, Lh] = [Lh, Lg] ⊂ Lgh ∩ Lhg. We are going to generalize this property
to the case of more than two factors. Namely, we will prove that inequality
[Lg1 , . . . , Lgk ] 6= 0 implies that g1, . . . , gk pairwise commute.
Suppose k ≥ 3 and [x1, . . . , xk] 6= 0 for some x1 ∈ Lg1 , . . . , xk ∈ Lgk . Then
y = [x1, . . . , xk−1] 6= 0 and by induction all g1, . . . , gk−1 commute. Also gk
commutes with the product g1 · · · gk−1. Clearly, at least one of two products
a = [x1, . . . , xk−2, xk], b = [[x1, . . . , xk−2], [xk−1, xk]] is non-zero. If a 6= 0 then
gk commutes with all g1, . . . , gk−2 and with g1 · · · gk−1. Hence gk commutes with
gk−1. Similarly, if b 6= 0 then gk−1gk = gkgk−1 commutes with all g1, . . . , gk−2.
Hence gk commutes with all g1, . . . , gk−1.
Now we consider arbitrary g, h ∈ SuppL. Since L is simple and Lg 6= 0, there
exist g1, . . . , gk ∈ SuppL such that [Lg, Lg1 , . . . , Lgk ] 6= 0 and gg1 · · · gk = h.
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Then all g, g1, . . . , gk commute and hence gh = hg. ✷
3 Two types of Lie gradings on associative algebras
If R is an associative algebra over an arbitrary field F , graded by an abelian
group G, L a Lie subalgebra in R with respect to the bracket operation [x, y] =
xy − yx and L is a graded subspace of R then L becomes a G-graded algebra
with Lg = L ∩ Rg. The inclusion [Lg, Lh] ⊂ Lgh easily follows. Thus some
gradings of a Lie algebra can be induced from the gradings of an associative
algebra. In certain cases all gradings of important Lie algebras can be obtained
in this way.
For example, this is the case when R =Mn, the matrix algebra of order n over
an algebraically closed field F of characteristic 0 and L is a Lie subalgebra of
all matrices which are skew-symmetric under a symplectic involution (simple
Lie algebra of the type Ck, n = 2k, k ≥ 3) or a Lie subalgebra of all matrices
which are skew-symmetric under a transpose involution (simple Lie algebra of
the type Bk, n = 2k + 1, k ≥ 2 or simple Lie algebra of the type Dk, n = 2k,
k > 4). This made it possible to give a complete description of all abelian
gradings on simple Lie algebras of the types just mention, in an earlier paper
[5].
Below we briefly recall the results of [4], where the full description of abelian
group gradings on the full matrix algebra has been given.
3.1 Abelian Gradings on Matrix Algebras
A grading R = ⊕g∈GRg on the matrix algebra R =Mn(F ) is called elementary
if there exists an n-tuple (g1, . . . , gn) ∈ G
n such that the matrix units Eij , 1 ≤
i, j ≤ n are homogeneous and Eij ∈ Rg ⇐⇒ g = g
−1
i gj.
A grading is called fine if dimRg = 1 for any g ∈ SuppR. A particular case of
fine gradings is the so-called ε-grading where ε is nth primitive root of 1. Let
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G = 〈a〉n × 〈b〉n be the direct product of two cyclic groups of order n and
Xa =


εn−1 0 ... 0
0 εn−2 ... 0
· · · · · · · · · · · ·
0 0 ... 1


, Xb =


0 1 ... 0
· · · · · · · · · · · ·
0 0 ... 1
1 0 ... 0


. (8)
Then
XaXbX
−1
a = εXb , X
n
a = X
n
b = I (9)
and all X iaX
j
b , 1 ≤ i, j ≤ n, are linearly independent. Clearly, the elements
X iaX
j
b , i, j = 1, . . . , n, form a basis of R and all the products of these basis
elements are uniquely defined by (9).
Now for any g ∈ G, g = aibj , we set Xg = X
i
aX
j
b and denote by Rg a one-
dimensional subspace
Rg = 〈X
i
aX
j
b 〉. (10)
Then from (9) it follows that R = ⊕g∈GRg is a G-grading on Mn(F ) which is
called an ε-grading.
Now let R = Mn(F ) be the full matrix algebra over F graded by an abelian
group G. The folowing result has been proved in [4, Section 4, Theorems 5, 6]
and [2, Subsection 2.2, Theorem 6].
Theorem 1 Let F be an algebraically closed field of characteristic zero. Then
as a G-graded algebra R is isomorphic to the tensor product
R(0) ⊗R(1) ⊗ · · · ⊗ R(k)
where R(0) = Mn0(F ) has an elementary G-grading, Supp R
(0) = S is a finite
subset of G, R(i) =Mni(F ) has the εi grading, εi being a primitive n
th
i root of
1, Supp R(i) = Hi ∼= Zni×Zni , i = 1, . . . , k. Also H = H1 · · ·Hk ∼= H1×· · ·×Hk
and S ∩H = {e} in G.
Since L = sl(n) = [R,R], L is a graded subspace of R =Mn, and the following
is true.
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Corollary 1 (Type I Gradings) Given any grading R =
⊕
g∈GRg by a
finite abelian group G, setting Lg = Rg ∩ L makes L into a G-graded Lie
algebra.
If R = Mn and L = sl(n) ⊂ Mn then not all gradings of L are induced
from R. For example, if n > 2, G = Z2, L0 is the set of all skew-symmetric
matrices under the ordinary transpose involution X → tX , L1 the set of all
symmetric matrices of trace zero. This is not induced from any Z2-grading of
Mn since, according to the general theory of [4, Section 4, Theorems 5, 6] any
such grading is elementary, that is, there are two natural numbers k, l such that
dimR0 = k
2+ l2 and dimR1 = 2kl. In this case dimL0 = k
2+ l2− 1 = n(n−1)
2
,
and dimL1 = 2kl =
n(n+1)
2
− 1. Since k2 + l2 ≥ 2kl we easily derive n ≤ 2.
Quite a general result, as we will see in the future, dealing with the gradings
of an associative algebra R in the presence of involutions, is the following.
Theorem 2 Let R be an associative algebra over a field F of characteristic
different from 2, G be a finite abelian group, h an element of order 2 in G. If
∗ is an involution on R and
R =
⊕
g∈G
R˜g
is an involution G-grading then a Lie grading by G on R can be given by
Rg = R˜
(−)
g ⊕ R˜
(+)
gh .
Here, as in Section 2, R˜(±)g is the set of symmetric (skew-symmetric) elements
in R˜g with respect to ∗. ✷
The proof of this theorem is a direct verification of the relations [Rg, Rg′ ] ⊂
Rgg′ , for all g, g
′ ∈ G. If we consider the restriction of the grading of Theorem
2 on R =Mn to the matrices of trace zero then we obtain the following result.
Corollary 2 (Type II Gradings) Let R = Mn and suppose R satisfies the
hypotheses of Theorem 2. If also charF ∤ n then a grading of the Lie algebra
L = sl(n) will be obtained if we set
Lg =


R˜(−)g ⊕ R˜
(+)
gh if g 6= h
R˜
(−)
h ⊕ (R˜
(+)
e ∩ L) otherwise.
Note that we need the restriction charF ∤ n to make sure that R = FI⊕[R,R].
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All involution gradings of R =Mn have been described in [5, Sections 6, 7, 8].
3.2 Abelian Involution Gradings on Matrix Algebras
Throughout this subsection we assume the base field F being algebraically
closed of characteristic zero.
We first recall that any involution ∗ of R =Mn can always be written as
X∗ = Φ−1(tX)Φ (11)
where Φ is a nondegenerate matrix which is either symmetric or skew-sym-
metric and X 7→ tX is the ordinary transpose map. In the case where Φ is
symmetric we call ∗ a transpose involution. If Φ is skew-symmetric ∗ is called a
symplectic involution. Before we formulate the theorem describing involution
gradings onMn we need three (slightly modified) lemmas from [5]. The first one
deals with certain fine involution gradings while the last two with elementary
involution gradings. If R has an involution ∗ then by R(±) we denote the space
of symmetric (respectively skew-symmetric) matrices in R under ∗.
Lemma 2 Let R = M2(F ) be a 2 × 2 matrix algebra endowed with an in-
volution ∗ : R → R corresponding to a symmetric or skew-symmetric non-
degenerate bilinear form with the matrix Φ. Then the (−1)-grading of M2 is
an involution grading if and only if one of the following holds:
(1) Φ is skew-symmetric,
Φ =
(
0 1
−1 0
)
, R(−) =
{(
a b
c −a
)}
, R(+) =
{(
a 0
0 a
)}
;
and (
x y
z t
)∗
=
(
t −y
−z x
)
;
(2) Φ is symmetric,
Φ =
(
0 1
1 0
)
, R(−) =
{(
a 0
0 −a
)}
, R(+) =
{(
a b
c a
)}
;
and (
x y
z t
)∗
=
(
t y
z x
)
;
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(3) Φ is symmetric,
Φ =
(
1 0
0 1
)
, R(−) =
{(
0 b
−b 0
)}
, R(+) =
{(
a b
b c
)}
;
and (
x y
z t
)∗
=
(
x z
y t
)
;
(4) Φ is symmetric,
Φ =
(
1 0
0 −1
)
, R(−) =
{(
0 b
b 0
)}
, R(+) =
{(
a b
−b c
)}
;
and (
x y
z t
)∗
=
(
x −z
−y t
)
.
The next lemma handles the case of an elementary grading compatible with
an involution defined by a symmetric non-degenerate bilinear form.
Lemma 3 Let R = Mn(F ), n a natural number, be a matrix algebra with
involution * defined by a symmetric non-degenerate bilinear form. Let G be an
abelian group and let R be equipped with an elementary involution G-grading
defined by an n-tuple (g1, . . . , gn). Then g
2
1 = . . . = g
2
m = gm+1gm+l+1 = . . . =
gm+lgm+2l for some 0 ≤ l ≤
n
2
and m + 2l = n. The involution * acts as
X∗ = (Φ−1) tXΦ where
Φ =

 Im 0 00 0 Il
0 Il 0

 ,
where Is is the s × s identity matrix. Moreover, R
(−) consists of all matrices
of the type
 P S T−tT A B
−tS C −tA

 , (12)
where tP = −P, tB = −B, tC = −C and
P ∈Mm(F ), A, B, C,D ∈Ml(F ), S, T ∈Mm×l(F )
while R(+) consists of all matrices of the type
 P S TtT A B
tS C tA

 , (13)
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where tP = P, tB = B, tC = C and
P ∈Mm(F ), A, B, C,D ∈Ml(F ), S, T ∈Mm×l(F ).
The last lemma deals with the case of an elementary grading compatible with
an involution defined by a skew-symmetric non-degenerate bilinear form.
Lemma 4 Let R = Mn(F ), n = 2k, be the matrix algebra with involution ∗
defined by a skew-symmetric non-degenerate bilinear form. Let G be an abelian
group and let R be equipped with an elementary involution G-grading defined
by an n-tuple (g1, . . . , gn). Then g1gk+1 = . . . = gkg2k, the involution ∗ acts as
X∗ = (Φ−1) tXΦ where
Φ =
(
0 I
−I 0
)
,
I is the k × k identity matrix, R(−) consists of all matrices of the type
(
A B
C −tA
)
, A, B, C,∈Mk(F ),
tB = B,tC = C (14)
while R(+) consists of all matrices of the type
(
A B
C tA
)
, A, B, C,∈Mk(F ),
tB = −B,t C = −C. (15)
We can now explicitly describe gradings on a matrix algebra with involution.
Recall that in the case of an algebraically closed field any involution ∗ on a
matrix algebra is, up to isomorphism, either the transpose or the symplectic
involution.
Theorem 3 Let R = Mn(F ) = ⊕g∈GRg be a matrix algebra over an alge-
braically closed field of characteristic zero graded by the group G and Supp R
generates G. Suppose that ∗ : R→ R is a graded involution. Then G is abelian,
n = 2km and R as a G-graded algebra with involution is isomorphic to the ten-
sor product R(0) ⊗ R(1) ⊗ · · · ⊗ R(k) where
(1) R(0), . . . , R(k) are graded subalgebras stable under the involution ∗;
(2) R(0) =Mm(F ) is as in Lemma 4 if ∗ is symplectic on R
(0) or as in Lemma
3 if ∗ is transpose on R0;
(3) R(1)⊗· · ·⊗R(k) is a T = T1×. . .×Tk-graded algebra and any R
(i), 1 ≤ i ≤ k,
is Ti ∼= Z2 × Z2-graded algebra as in Lemma 2.
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(4) A graded basis of R is formed by the elements Y ⊗Xt1⊗· · ·⊗Xtk , where Y is
an element of a graded basis of R(0) and the elements Xti are of the type (8),
with n = 2, ti ∈ Ti. The involution on these elements is given canonically by
(Y ⊗Xt1⊗· · ·⊗Xtk)
∗ = Y ∗⊗X∗t1⊗· · ·⊗X
∗
tk
= sgn(t)(Y ∗⊗Xt1⊗· · ·⊗Xtk),
where Y ∈ R(0), Xti are the elements of the basis of the canonical (−1)-
grading of M2, i = 1, . . . , k, t = t1 · · · tk ∈ T , sgn(t) = ±1, depending on the
cases in Lemma 2. ✷
As we have seen, not every grading of L = sl(n) ⊂ R = Mn is induced by a
grading of R. The best way to see why this happens in the “A” case but not in
the case of “B”,“ C”, “D” is to consider the connection between the gradings
by an abelian group G and the action by automorphism of the dual group Ĝ.
4 Dual group action
Let F be a field. Denote by Ĝ the dual group for G. Thus the elements of Ĝ
are all irreducible characters χ : G→ F ∗, where F ∗ is the multiplicative group
of the field F .
If Λ is a subset of Ĝ then we denote by Λ⊥ the subgroup of G given by
Λ⊥ = {g ∈ G | λ(g) = 1 for all λ ∈ Λ}. (16)
Similarly one defines S⊥, a subgroup in Ĝ, for any subset S ⊂ G.
If G is a a finite abelian group and Ĝ is its group of characters over a field F
containing a primitive root of degree n = |G| then Ĝ ∼= G. More precisely, if
G = 〈a1〉n1 × · · · × 〈aj〉nj × · · · × 〈ak〉nk
then
Ĝ = 〈ξ1〉n1 × · · · × 〈ξi〉ni × · · · × 〈ξk〉nk
where ξj(aj) is a primitive root of 1 of degree nj and ξj(ai) = 1 if j 6= i.
Obviously, Ĝ separates the elements of G in the sense that for any g1 6= g2 there
exists a χ ∈ Ĝ such that χ(g1) 6= χ(g2). Then there is a natural isomorphism
between G and
̂̂
G given by g 7→ ψg where ψg(χ) = χ(g).
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Notice that if Λ is a subgroup of Ĝ and H = Λ⊥ then there is a natural
isomorphism α : Λ → Ĝ/H given by α(λ)(gH) = λ(g) where λ ∈ Λ. Its
inverse β : Ĝ/H → Λ is given by β(pi)(g) = pi(gH). This, in particular, shows
that |Λ| · |Λ⊥| = |G|.
We briefly recall the relation between the G-gradings and Ĝ-actions in the
case where G is finite (see e.g. [4]) and F contains a primitive root of degree
n = |G|. Let R be an arbitrary, i.e. not necessarily associative, algebra graded
by a finite abelian group G, R = ⊕g∈GRg. Any element a in R can be uniquely
decomposed as the sum of homogeneous components, a =
∑
g∈G ag, ag ∈ Rg.
Given χ ∈ Ĝ we can define
χ ∗ a =
∑
g∈G
χ(g)ag. (17)
It is easy to observe that (17) defines a Ĝ-action on R by automorphisms and
a subspace V ⊂ R is a graded subspace if and only if V is invariant under this
action, i.e. Ĝ ∗ V = V . In particular, a is a homogeneous iff a is a common
eigenvector for all χ ∈ Ĝ. The elements of the identity component Re, e the
identity element of G, are precisely the fixed points of the above action.
We will also use the following relation between actions by the subgroups of Ĝ
and gradings by the factor-groups of G. Notice that thanks to the isomorphism
α : Λ→ Ĝ/H we have the action of Λ on G/H given by λ(gH) = λ(g) and on
R by λ ∗ (
∑
x∈G/H rx) =
∑
x∈G/H λ(x)rx.
Lemma 5 Let H and Λ be subgroups of G and Ĝ, respectively, such that
H = Λ⊥. Then a ∈ R is homogeneous in the natural G/H-grading if and only
if a is a common eigenvector for all χ ∈ Λ. Similarly, V ⊂ R is a G/H-graded
subspace if and only if Λ ∗ V ⊂ V .
Proof. In view of what was said about the connection between gradings and
actions, both claim will follow if we prove that the isomorphisms α : Λ ∼= Ĝ/H
and β : Ĝ/H ∼= Λ, are compatible with the restriction of the action of Ĝ to Λ
and the natural action of Ĝ/H on the G/H-graded algebra R. It is sufficient
to check this compatibility for one of them, say, β. For instance, every element
is the sum of those ones which are homogeneous in the G/H-grading. If r has
degree gH then r =
∑
h∈H rgh and for pi ∈ Ĝ/H we should have:
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pi ∗ r=pi(gH)r = β(pi)(g)r =
∑
h∈H
β(pi)(g)rgh
=
∑
h∈H
β(pi)(gh)rgh =
∑
h∈H
β(pi) ∗ rgh = β(pi) ∗ r.
It follows that indeed the action of Λ is equivalent to the action of the whole
of Ĝ/H , which is what we needed. ✷
Now the difference between the “A” case and those of “B”,“ C”, “D” in the
case of an algebraically closed field F of characteristic zero is that each algebra
L from the latter list, with the exception of some small rank algebras, has a
canonical embedding in a matrix algebra R in such a way that any automor-
phism of L is induced by an automorphism of R. Our example above shows
that this cannot be done in the case of simple Lie algebras of type “A”. Still
the following result from the classical Lie Theory tells us the following.
Theorem 4 ([8, Chapter IX, Theorem 5]) The automorphism group of any Lie
algebra L = sl(n) ⊂ Mn over an algebraically closed field F of characteristic
zero is generated by the inner automorphisms X → T−1XT , T a nondegenerate
matrix in Mn and an outer automorphism of order 2, X → −
tX, where tX is
the transpose of X. In the case n = 2 this latter mapping of L is also induced
by an inner automorphism of M2.
Now suppose we are given a grading of L = sl(n) by a finite abelian group G.
We consider the dual group Ĝ. Then we have the action of Ĝ by the automor-
phisms of L. We will call a G-grading L =
⊕
g∈G Lg on L = sl(n) inner if Ĝ
acts on L by inner automorphisms. Otherwise we call this grading outer.
Suppose first that the grading is inner, that is, for each χ ∈ Ĝ there is a
nondegenerate matrix Tχ ∈Mn such that
χ ∗X = T−1χ XTχ, for any X ∈ L. (18)
It is then obvious that the same formula (18) defines an action of Ĝ on R,
thus a G-grading of R =Mn. This will be a unique G-grading of R =Mn that
induces the given grading of L = sl(n), and it is given by Re = FI ⊕ Le and
Rg = Lg for g 6= e. The description of such gradings of sl(n) is identical to that
of Mn given in Theorem 1. For convenience, we formulate this result below in
the language of Lie algebras.
Theorem 5 Let F be an algebraically closed field of characteristic zero, G a
finite abelian group. If L = sl(n) and L =
⊕
g∈G Lg is an inner G-grading then
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there is a grading R =
⊕
g∈GRg of R = Mn described in Theorem 1 such that
Lg = Rg ∩ L for any g ∈ G. ✷
5 Outer gradings. General Results
Main results and arguments of the remaining sections of this paper heavily
depend on [5], where it is assumed that the base field F is algebraically closed
of characteristic zero. Therefore, although some intermediate results and argu-
ments could be proved under milder restrictions, we still prefer from now on
to work under this assumption.
So we have to consider the case of an outer grading, namely where there is an
element of Ĝ which acts on L as an outer automorphism. In this case there
is a subgroup Λ ⊂ Ĝ of index 2, which acts by inner automorphisms on L.
An element, say ϕ ∈ Ĝ \ Λ is the composition of an inner automorphism
X → Φ−1XΦ and the canonical automorphism X → −tX . Thus the action of
ϕ is given by
ϕ ∗X = −Φ−1(tX)Φ. (19)
This formula defines also an action of ϕ on the associative algebra R = Mn
by a Lie automorphism such that ϕ ∗ I = −I. Moreover, we now can extend
the action of Ĝ on R by Lie automorphisms if we set χ ∗ I = I for χ ∈ Λ and
χ ∗ I = −I otherwise.
Notice that in (19) the matrix Φ is defined up to a scalar multiple. A simple
but useful remark about the form of Φ is the following.
Lemma 6 If one applies an inner automorphism to Mn induced by a matrix
C then Φ in (19) is changed to tCΦC. In other words, Φ behaves as the matrix
of a bilinear form.
Proof. Indeed, we must have ϕ ∗ X˜ = ϕ˜ ∗X where tildes mean the matrices
modified as a result of the inner automorphism in question. If we denote by Ψ
the modified Φ then we will have
−Ψ−1t(C−1XC)Ψ = −C−1Φ−1tXΦC or (tC−1Ψ)−1tX(tC−1Ψ) = (ΦC)−1tX(ΦC).
It follows that t(C−1)Ψ = αΦC, for some coefficient α and so we may take
Ψ = tCΦC, as claimed. ✷
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Proposition 1 One can choose the character ϕ, the elements a, h ∈ G, the
subgroups Λ1 ⊂ Ĝ and K ⊂ G in such a way that the following hold:
(i) The order of ϕ is a 2-power: o(ϕ) = 2m = 2k for a natural k ≥ 1;
(ii) Ĝ = 〈ϕ〉 × Λ1 and Λ = 〈ϕ
2〉 × Λ1;
(iii) G = 〈a〉 ×K so that ϕ(K) = 1, ϕ(a) = ρ, ρ a (2m)th primitive root of 1,
Λ⊥ = 〈h〉 where h = am, Λ⊥1 = 〈a〉, ϕ(h) = −1.
Proof. This is an easy exercise, which we accomplish here for completeness.
Let us denote Ĝ by Γ. We can decompose Γ as Γ = Γ2 × Γ
′
2 where Γ2 is the
Sylow 2-subgroup and Γ′2 is the product of all other Sylow p-subgroups. Since
Γ2 ⊂ Λ it easily follows that Γ′2 ⊂ Λ. Now we can decompose Γ2 as the direct
product of cyclic subgroups
Γ2 = 〈χ1〉k1 × · · · × 〈χi〉ki × · · · × 〈χm〉km with k1 | . . . | ki | . . . | km (20)
where i is the smallest index such that χi /∈ Λ. If we replace in (20) each χj /∈ Λ
by χ−1i χj then the decomposition remains but only one direct summand will
be outside Λ. Now we can set ϕ = χi, and choose Λ1 to be the direct product
of the remaining cyclic factors of the transformed Γ2, and Γ
′
2. This then proves
(i) and (ii).
For the proof of (iii) the easiest way is to recall that
̂̂
G ∼= G. Then if we have
a direct cyclic decomposition
Ĝ = 〈ξ1〉n1 × · · · × 〈ξi〉ni × · · · × 〈ξk〉nk
of Ĝ it causes a similar decomposition
G ∼=
̂̂
G = 〈a1〉n1 × · · · × 〈aj〉nj × · · · × 〈ak〉nk
of G ∼=
̂̂
G such that ξj(aj) is a primitive root of 1 of degree nj and ξj(ai) = 1
if j 6= i. Since we can assume ϕ being one of ξi, our claim (iii) is an immediate
consequence of these two decompositions. ✷
Let us denote by H the subgroup of order 2 generated by h, as in the preceding
Proposition 1. Then Λ ∼= Ĝ/H, with a well-defined isomorphism α : Λ→ Ĝ/H
given by α(λ)(g¯) = λ(g). Here g¯ = gH , an element of G/H . Therefore it is easy
to check that we have a G/H-grading on L = sl(n) defined by Lg¯ = Lg ⊕ Lgh.
As noted above, we have an extension of the action of Ĝ on R = Mn by Lie
automorphisms if we set χ ∗ I = I for χ ∈ Λ and χ ∗ I = −I otherwise. This is
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equivalent to saying that the outer grading of L extends to a Lie grading of R
if we set Rh = FI ⊕ Lh and Rg = Lg if g 6= h. For the factor-grading we then
have Re¯ = FI ⊕ Le¯ and Rg¯ = Lg¯ if g¯ 6= e¯.
Lemma 7 Let sl(n) = L =
⊕
g∈G Lg be an outer grading on L and G,H,Λ, ϕ
be as in Proposition 1. Then the G/H-grading on L is inner and induced from
a G/H-grading on R = Mn. Moreover, if R = R
(0) ⊗ R(1) ⊗ · · · ⊗ R(k) as in
Theorem 1, with respect to G/H-grading, then all L∩R(i), i = 0, 1, . . . , k, and
L ∩ (R(1) ⊗ · · · ⊗R(k)) are G-graded subalgebras of L.
Proof. Since Λ ∼= Ĝ/H acts on L by inner automorphisms it follows that the
G/H-grading of L is inner hence induced from a unique G/H-grading of R.
It follows that the G/H-Lie-grading of R described just before this lemma
is actually an associative grading. If we decompose R as the tensor product
R = R(0)⊗R(1)⊗· · ·⊗R(k) following Theorem 1 then all R(i) are stable under
Λ-action. Since Λ and ϕ commute, and each Rg¯ is a weight subspace under the
action of Λ, it follows that for each g¯ ∈ G/H we have ϕ ∗Rg¯ ⊂ Rg¯. Moreover,
R(0) =
⊕
g¯∈ SuppR(0)
Rg¯ hence ϕ ∗R
(0) = R(0).
Since SuppR(i) ∩ SuppR(j) = {e¯} for any i 6= j and the centralizer CR(R
(0))
of R(0) in R equals R(1)⊗· · ·⊗R(k) it follows that if R
(i)
g¯ 6= 0, i ≥ 1, and g¯ 6= e¯
then R
(i)
g¯ = Rg¯∩CR(R
(0)). It is immediate then that ϕ∗R
(i)
g¯ = R
(i)
g¯ for all g¯ 6= e¯
and 1 ≤ i ≤ k. Now let us consider R
(i)
e¯ . If i = 1, . . . , k then R
(i)
e¯ = Span {I}.
Since ϕ ∗ I = −I we have ϕ ∗R
(i)
e¯ = R
(i)
e¯ for any i = 1, . . . , k. Finally, from the
intersection property of the supports it follows that
Re¯ = R
(0)
e¯ ⊗ R
(1)
e¯ ⊗ · · · ⊗ R
(k)
e¯ = R
(0)
e¯ .
As before, we then have ϕ ∗ R
(0)
e¯ = R
(0)
e¯ . Now if S = R
(1) ⊗ · · · ⊗ R(k) then
it follows from ϕ(xy) = −ϕ(y)ϕ(x) that ϕ ∗ S = S. As a result, all R(i) and
R(1) ⊗ · · · ⊗R(k) are stable under Ĝ.
Finally, since the action of Ĝ leaves L invariant we have that each L ∩ R(i),
i = 0, 1, . . . , k, and L ∩ (R(1) ⊗ · · · ⊗ R(k)) are G-graded subalgebras of L, as
required. ✷
Since the action of Λ on L is inner with each λ ∈ Λ one can associate a
non-degenerate matrix Tλ ∈Mn such that
λ ∗X = T−1λ XTλ, for any X ∈ L. (21)
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We can also say that X is homogeneous of degree g¯ if and only if
T−1λ XTλ = λ(g)X. (22)
Now, as before, we can extend the action of Λ on L to R =Mn. It is given by
the same formula (21). Therefore, we have a G/H-grading of Mn. Actually, as
mentioned before, for any g¯ 6= e¯ we have that Rg¯ = Lg¯ while Re¯ = FI ⊕ Le¯.
If we know the G¯ = G/H-grading of L and an automorphism ϕ satisfying
ϕ ∗Lg¯ = Lg¯ then we can recover the G-grading using the following procedure.
We recall that Lg¯ = Lg ⊕ Lgh.
Proposition 2 Using our previous notation, one can find La, for any a ∈ g¯,
in the form as follows:
La = {X + ϕ(a)
−1(ϕ ∗X) |X ∈ Lg¯}. (23)
Proof. Indeed, let Ma denote the right side of (23). Since any element in Ma
is still in Lg¯ the action of any λ ∈ Λ amounts to the scalar multiplication by
λ(g) = λ(a), for any a ∈ g¯. Now let us check the action of ϕ.
ϕ ∗ (X + ϕ(a)−1(ϕ ∗X)) = ϕ ∗X + ϕ(a)−1(ϕ2 ∗X)).
Since ϕ2 ∈ Λ we have that ϕ2 ∗X = ϕ2(g¯)X = ϕ2(a)X = (ϕ(a))2X . Plugging
this value in (23) we obtain
ϕ ∗ (X + ϕ(a)−1(ϕ ∗X)) = ϕ(a)(ϕ(a)−1(ϕ ∗X) +X).
Since ϕ and Λ generate the whole of Ĝ it follows that X +ϕ(a)−1(ϕ ∗X) is an
eigenvector for the action of any χ ∈ Ĝ with eigenvalue χ(a), proving that the
degree of this element in the G-grading is a. So Ma ⊂ La. Notice also that
Mah = {X + ϕ(ah)
−1(ϕ ∗X) |X ∈ Lg¯} = {X − ϕ(a)
−1(ϕ ∗X) |X ∈ Lg¯}.
It is immediate then that Ma +Mah = Lg¯. Since, being graded components
of the G-grading of L, the subspaces La and Lah have trivial intersection we
must conclude that Ma = La and Mah = Lah, so that our claim is correct. ✷
Now we know that the action of ϕ on L is given by (19) and that both ϕ and Λ
belong to the same abelian group Ĝ. This causes a number of relations between
the matrix Φ, as in (19) and the matrices Tλ, as in (21), for each λ ∈ Λ.
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We have
λ ∗ (ϕ ∗X) = λ ∗ (−Φ−1tXΦ) = −T−1λ Φ
−1tXΦTλ = (ΦTλ)
−1tX(ΦTλ).
and also
ϕ ∗ (λ ∗X) = ϕ ∗ (T−1λ XTλ) = −Φ
−1t(T−1λ XTλ)Φ = (
tT−1Φ)−1tX(tT−1Φ).
Since X is any matrix with trace zero, it follows that the conjugating matrices
on the right sides of both equations differ only by a scalar β. We then have
ΦTλ = β
tT−1λ Φ or
tTλΦTλ = βΦ. (24)
Now let us extend the action of ϕ to Mn, using the same formula (19). It
is obvious that ϕ and Λ remain commutative. It follows then that for any
homogeneous component Lg¯, respectively, Rg¯ we have ϕ∗Lg¯ = Lg¯, respectively,
ϕ ∗ Rg¯ = Rg¯. Let us notice that the action of ϕ on Mn satisfies the following
relation:
ϕ(XY ) = −ϕ(Y )ϕ(X) for all X, Y ∈Mn. (25)
It is clear, conversely, that any mapping ϕ : Mn → Mn satisfying (25) must
be of the form (19). Indeed, if we combine such ϕ with X → −tX then we
obtain an automorphism of Mn, hence a conjugation by an appropriate non-
degenerate matrix Φ, as needed.
If ϕ is of order 2 then −ϕ becomes an involution and so the factor-grading
on Mn by G/H becomes an involution grading. Such gradings have been com-
pletely described in Subsection 3.2.
We cannot immediately apply these results to outer gradings of L = sl(n) since
our outer automorphism ϕ need not be an element of order 2. But there is a
way to replace, in certain situations, outer automorphisms of arbitrary order
by those of order two. Notice that in the statement of the theorem that follows
we model on the form of G and Ĝ as it is given in Proposition 1.
Theorem 6 Let L = sl(n) ⊂ R = Mn be graded by a group G of the form
G = 〈a〉2m×K. Suppose the dual group has the form of Ĝ = 〈ϕ〉2m×Λ1 where
ϕ(a) = ρ, a primitive root of degree 2m, ϕ(K) = 1, Λ1(a) = 1, Λ1 ∼= K̂. Let
the action of ϕ on L be outer, while that of Λ = 〈ϕ2〉 × Λ1 inner. Suppose ψ
is an inner automorphism of L such that the action of ϕ2 coincides with ψ2
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and ψ commutes with the action of Ĝ. Then if we set h = am, there is an
involution ∗ of R and an involution preserving G-grading
R =
∑
g∈G
R˜g
of R such that
Lg = R˜
(−)
g ⊕ (R˜
(+)
gh ∩ L). (26)
for all g ∈ G.
Proof. Note that by Corollary 2 the above formulas define a G-grading of L.
To prove the converse, we consider a new abelian group G˜ = 〈c〉2 ×G and its
dual
̂˜
G = 〈ω〉2 × Ĝ. The action of
̂˜
G on G˜ naturally extends that of Ĝ on G
by setting ω(c) = −1.
Now the action of Ĝ on L naturally extends to that of
̂˜
G if we set ω ∗ X =
(ϕ ∗ ψ−1)(X). As a consequence, L acquires a G˜ grading given by
L(ci,g) = {X ∈ L | (ω
j, χ) ∗X = (−1)ijχ(g)X}. (27)
Here
(ω, χ) ∗X = ω ∗ (χ ∗X) = χ ∗ (ω ∗X) and i, j = 0, 1, χ ∈ Ĝ.
It is obvious that then if we know the G˜-grading of L then the G-grading can
be recovered by setting
Lg = L(e,g) ⊕ L(c,g).
To find the components of the G˜-grading of L, we proceed as follows. We
rewrite
̂˜
G in the form
̂˜
G = 〈ω〉2 × 〈ϕω
−1〉2m × Λ1.
In this case, the subgroup P = 〈ϕω−1〉2m × Λ1 acts on L by inner automor-
phisms. As previously, this action naturally extends to an associative action
on R. Under this extended action −ω is an involution ∗ of an associative alge-
bra R and so we write X∗ = −ω ∗X . The components of the G˜-grading of L
are the symmetric and skew-symmetric components of the components of the
factor-grading by G˜/P⊥, under this involution (see Lemma 5).
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Now
P⊥ = 〈ϕω−1〉⊥ ∩ (Λ1)
⊥.
Since (Λ1)
⊥ = 〈c〉2× 〈a〉2m and ω
−1 = ω, we need only the annihilator of 〈ϕω〉
on 〈c〉2 × 〈a〉2m, which is, obviously,
Q = 〈(c, am)〉2 = 〈(c, h)〉2.
So we have to determine the G˜/Q-grading of L and then partition it into the
skew-symmetric and symmetric components. Obviously, G˜/Q ∼= G, so that
actually we have an inner G-grading.
We consider the components of the G˜/Q-grading of L by L(ci,g)Q. Then
L(ci,g)Q = L(ci,g) ⊕ L(ci+1, gh) where i = 0, 1 (mod 2), g ∈ G.
Now we can apply Proposition 2 to conclude that for any X ∈ L(e,g)Q the
element
X + ω((e, g))−1(ω ∗X)
will be of degree (e, g) while
X + ω((c, gh))−1(ω ∗X)
of degree (c, gh). Therefore, the elements of the form X + ω ∗ X , that is the
skew-symmetric elements of ∗ = −ω are of degree (e, g) while the elements of
the form X − ω ∗X , that is the symmetric elements are of degree (c, gh).
Now Lg = L(e,g) ⊕ L(c,g). By the above, L(e,g) is the set of skew-symmetric
elements in L(e,g)Q while L(c,g) consists of the symmetric elements in L(c,g)Q,
which is the same as L(e,gh)Q.
As we mentioned above, G˜/Q ∼= G allows us to make the above inner grading
of L by G˜/Q into an inner grading by G. We may set L˜g = L(e,g)Q = L(c,gh)Q.
Because this grading of L is inner it is the restriction of the G-grading of R
defined by R˜e = FI ⊕ L˜e and R˜g = L˜g for g 6= e. Our involution −ω of
R is then compatible with this new grading. If we denote by R˜(±)g the set of
−ω-symmetric (resp., skew-symmetric) elements of R˜g, and recall that skew-
symmetric elements of an involution always have trace 0, we will have
Lg = R˜
(−)
g ⊕ (R˜
(+)
gh ∩ L).
✷
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Corollary 3 Suppose the outer automorphism ϕ as above is of order 2. Then
−ϕ is an involution ∗ and there is an inner involution compatible G-grading
R =
∑
g∈G
R˜g
of R such that
Lg = R˜
(−)
g if g ∈ K and Lg = R˜
(+)
gh ∩ L if g /∈ K. (28)
Proof. In this case we have ψ = id, ω acts as ϕ, and P = 〈ϕω〉 × Λ1. Now
L˜g = L(e,g)Q = L(e,g)⊕L(c,gh). By definition (27), L(e,g) = {X ∈ Lg|ω
j∗X = X},
for any j = 0, 1. Now ω acts as ϕ and so L(e,g) = {X ∈ Lg| − X = X} = 0
for g /∈ K. Also, L(e,g) = Lg for g ∈ K. Similarly, L(c,g) = {X ∈ Lg|ω
j ∗X =
(−1)jX}. Now L(c,g) = {X ∈ Lg|X = −X} = 0 for g ∈ K. Also, L(c,g) = Lg
for g /∈ K. By the proof of our theorem, L(e,g) is the set of skew-symmetric
elements in L˜g while L(c,g) is the set of symmetric elements in L˜gh = R˜gh ∩ L˜
and our lemma follows. ✷
To study outer gradings on L = sl(n) we are going to apply Lemma 7. Ac-
cording to this lemma, the matrix algebra R =Mn possesses a grading by the
group G¯ = G/H . One can decompose R as the tensor product R = P ⊗ Q of
G¯-graded subalgebras P = R(0) ∼=Mp and Q = R
(1) ⊗ · · · ⊗R(k) ∼= Mq, the G¯-
grading on P being elementary and the G¯-grading on Q being fine. Moreover,
both P and Q are invariant under ϕ. The intersections L ∩ P and L ∩ Q are
thus G-graded Lie algebras sl(p) ⊂ P =Mp and sl(q) ⊂ Q =Mq, respectively,
and the G/H-grading on P is inner and elementary while G¯-grading on Q is
inner and fine. Since the action of ϕ satisfies ϕ(XY ) = −ϕ(Y )ϕ(X) on R, it
follows that on each P and Q we can write ϕ in the form (19) for appropriate
Φ.
These remarks allow us to restrict ourselves to the cases where the original
G-grading is either such that the induced G/H-grading is elementary or such
that the induced G/H-grading is fine. When we get information about these
two cases we will have to return to the general case and consider the tensor
products.
6 Fine gradings
We start with a lemma close to [5, Lemma 4].
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Lemma 8 Let R = Mn(F ) =
⊕
t∈T Rt be the n × n-matrix algebra with an
ε-grading, T = 〈a〉n × 〈b〉n. Let also ϕ : R→ R be a mapping on R defined by
ϕ ∗ X = −Φ−1 tXΦ. If ϕ ∗ Rt = Rt for all t ∈ T then n = 2 and ϕ acts on
sl(2) as the conjugation by one of the matrices Xa, Xb or Xab (see (8)).
Proof. First we consider the ϕ-action on Xa. Since Ra is stable under ϕ,
−Φ−1 tXaΦ = −Φ
−1XaΦ = αXa
for some scalar α 6= 0. Then
X−1a ΦXa = βΦ (29)
with some β = −α−1. Since Xna = I, we obtain β
n = 1, so that β = εj for
some 0 ≤ j ≤ n− 1.
Denote by P the linear span of I,Xa, . . . , X
n−1
a . Then R = P ⊕ XbP ⊕ · · · ⊕
Xn−1b P as a vector space and the conjugation by Xa acts on X
i
bP as the
multiplication by ε−i. In particular, all eigenvectors with eigenvalue ε−j are in
XjbP . It follows that Φ ∈ X
j
bP , that is, Φ = X
j
bQ for some Q ∈ P .
Now we consider the action of ϕ on Xb:
ϕ ∗Xb = −Φ
−1 tXbΦ = −Φ
−1X−1b Φ = γXb,
that is, XbΦXb = µΦ with µ = −γ
−1 6= 0. If we write Q =
∑
αiX
i
a then
XbΦXb = X
j
b
∑
i
αiXbX
i
aXb = X
j
b
∑
i
α′iX
i
aX
2
b = µΦ = µX
j
b
∑
i
αiX
i
a, (30)
In this case Xjb
∑
i α
′
iX
i
aX
2
b = µX
j
b
∑
j αiX
i
a where the scalars α
′
j can be explic-
itly computed using (9). Since the degrees in Xa, Xb define the degrees in the
T -grading, we can see that (30) immediately implies X2b = I, i.e. n = 2.
As we have shown before, (29) implies Φ = XjbQ with Q = α0I + α1Xa. Since
n = 2, the argument following (29) applies if we change places of a and b so
that Φ = Xka (β0I + β1Xb). Comparing these two expressions we obtain that Φ
must be one of I, Xa, Xb, or Xab, up to a scalar multiple. Finally note that
X−1ab Y Xab = −
tY for any traceless 2× 2 matrix Y and then −Φ−1 tY Φ is the
conjugation by one of the matrices Xab · I, Xab ·Xa, Xab ·Xb or X
2
ab which are
scalar multiples of Xab, Xa, Xb and I, respectively. ✷
A quick corollary is as follows.
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Corollary 4 Let R = R(0) ⊗ R(1) ⊗ · · · ⊗ R(k) be the decomposition of R =
Mn(F ) corresponding to the factor-grading of R by G¯ = G/H where R
(0) =
Mn0(F ) has an elementary G¯-grading while the G¯-grading on R
(1)⊗ · · ·⊗R(k)
is fine, as in Lemma 7. Then R(1) ∼= . . . ∼= R(k) ∼= M2(F ) have fine (−1)-
grading. Also, the restriction of the outer automorphism ϕ ∈ Gˆ \ Λ to any
factor R(i), 1 ≤ i ≤ k, coincides with the action of some inner automorphism.
The order of the restriction of ϕ to R(1) ⊗ · · · ⊗ R(k) equals 2.
Proof. Only the claim about the order requires some justification. To do this,
we have to apply Lemma 8 and the formula (25). ✷
To formulate the next theorem we recall that if a grading by a group G on a
matrix algebra R = Mn is fine then it follows from the results of Subsection
3.1 that the support of the grading is a subgroup, say T , and a canonical
graded basis can be chosen of nondegenerate matrices Xt, t ∈ T , such that
XtXt′ = α(t, t
′)Xtt′ for a 2-cocycle α : T ×T → K
∗ . If there is an involution ∗
on R, which respects the grading, then there is a function β : T → {±1} such
that X∗t = β(t)Xt.
Theorem 7 Let L = sl(n) =
⊕
g∈G Lg ⊂ R =Mn be given an outer grading by
a finite abelian group G such that the respective G¯-grading of R is fine. Then
n = 2k and there is a fine involution grading on R =
⊕
g∈G R˜g with a subgroup
T as its support and an element h of order 2 in G such that R, as a G-graded
algebra with involution is isomorphic to the tensor product R = R(1)⊗· · ·⊗R(k)
of graded involution stable subalgebras R(i) each of which is a matrix algebra of
order 2 of one of the four types in Lemma 2, with support Ti ∼= Z2 × Z2. The
support of R is T = T1 × · · · × Tk. The basis of R is formed by the Kronecker
products Xt = Xt1 ⊗ · · · ⊗Xtk where ti ∈ Ti. Further,
X∗t = X
∗
t1
⊗ · · · ⊗X∗tk = β(t)Xt1 ⊗ · · · ⊗Xtk and β(t) = β(t1) · · ·β(tk).
Finally, the original G-grading of L can be recovered as follows (we mention
only nonzero components).
Case 1: h /∈ T .
(a) Lt = Span {Xt} for t ∈ T such that β(t) = −1;
(b) Lg = Span {Xt} for g ∈ G \ {h} such that g = th, t ∈ T such that and
β(t) = 1.
Case 2: h ∈ T .
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(a) Lt = Span {Xt, Xth} for t ∈ T \ {h} such that β(t) = −1 and β(th) = 1;
(b) Lt = Span {Xt} for t ∈ T such that β(t) = −1 and β(th) = −1;
(c) Lt = Span {Xth} for t ∈ T \ {h} such that β(t) = 1 and β(th) = 1
Proof. By the argument preceding Lemma 7 and the definition of the factor-
grading,
Re¯ = Span {I} ⊕ Le¯ = Span {I} ⊕ Le ⊕ Lh.
By our hypotheses, dimRe¯ = 1 and so Le = Lh = {0}. Now we adopt the
notation and the argument of Theorem 6. By Corollary 4 any character ϕ ∈
G \ Λ acts as an automorphism of order 2 and so Theorem 6 and Corollary
3 state that then R possesses an inner grading R = ⊕g∈GR˜g stable under the
involution ∗ = −ϕ. Following the proof of Theorem 6, we write G = 〈a〉2m⊗K,
its dual Ĝ = 〈ϕ〉2m×Λ1, G˜ = 〈c〉2×G and its dual
̂˜
G = 〈ω〉2× Ĝ. One chooses
P = 〈ϕω−1〉2m × Λ1 and Q = P
⊥ = 〈(c, am)〉2 = 〈(c, h)〉2. Then R˜g is defined
by R˜g = R(e,g)Q. Since ϕ commutes with
̂˜
G this grading is stable under the
involution. To check that this grading of R is fine we only need to check
dim R˜e = dimR(e,e)Q = 1 ([4, Section 4]). Now
Span {I} ⊂ R(e,e)Q = R(e,e)⊕R(c,h) ⊂ Re⊕Rh = Le⊕Lh⊕Span {I} = Span {I},
proving that indeed dim R˜e = 1. After this we can invoke Theorem 3 to obtain
the structure of R = ⊕g∈GR˜g, as it is claimed in our theorem. To obtain
the components of the original grading of L, we recall that by Theorem 6,
Lg = R˜
(−)
g ⊕ R˜
(+)
gh ∩L. Also, Xt ∈ L for t 6= e and Xt ∈ R
(−) if β(t) = −1 while
Xt ∈ R
(+) if β(t) = 1. Now the computation leading to the explicit form of the
components of the original grading becomes obvious. ✷
7 Elementary Gradings
In this section we continue our study of outer gradings on L = sl(n). We use the
notation and results of Proposition 1. Therefore, Ĝ = 〈ϕ〉×Λ1, Λ = 〈ϕ
2〉×Λ1,
G = 〈a〉 × K so that ϕ(K) = 1, ϕ(a) = ρ, ρ the (2m)th primitive root of 1,
Λ⊥ = 〈h〉 where h = am, Λ⊥1 = 〈a〉, ϕ(h) = −1. The Lie automorphism ϕ is
outer. By Lemma 7 the G/H grading of L is inner. We set G¯ = G/H . Let now
the G¯-grading on R = Mn be elementary. Suppose it is given by an n-tuple
τ = (g¯1, . . . , g¯n). Then we know from [5, Section 7] that the action of
̂¯G ∼= Λ
is given as follows. If λ ∈ Λ and X ∈ R then
λ ∗X = T−1λ XTλ where Tλ = diag {λ(g¯1), . . . , λ(g¯n)}. (31)
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If we use (24), then in order for ϕ to respect the elementary G¯-grading in
question, we must have
TλΦTλ = βΦ for all λ ∈ Λ, β a nonzero scalar, depending on λ. (32)
Now we closely follow the argument in [5] to determine the best possible form of
Φ, up to an inner automorphism ofMn, making sure that the G¯-grading is still
elementary. If we identify Mn with End V where V is an n-dimensional vector
space with basis {e1, . . . , en} then an elementary grading of Mn corresponding
to (31) is induced by a G¯-grading of V where the elements of the basis are
homogeneous of degrees forming τ . If we change the places of the elements of
the basis then we may assume, without loss of generality, that
τ = (a1, . . . , a1︸ ︷︷ ︸
p1
, a2, . . . , a2︸ ︷︷ ︸
p2
, . . . , aq, . . . , aq︸ ︷︷ ︸
pq
) or, shorter, τ = (a
(p1)
1 , . . . , a
(pq)
q )
where {a1, . . . , aq} = {g¯1, . . . , g¯n}, ai 6= aj for i 6= j, p1 + . . .+ pq = n.
We split Φ into q2 blocks by drawing horizontal and vertical lines according to
the partition n = p1 + . . .+ pq. Let Φij denote the block of dimension pi × pj
in the position (i, j). If we use (32) then we have λ(ai)Φijλ(aj) = βΦij for
all 1 ≤ i, j ≤ q. Since λ is a character, if Φij 6= 0 then λ(aiaj) = β. Now if
Φij 6= 0 and Φi′j 6= 0 then λ(aiaj) = λ(ai′aj) and so λ(ai) = λ(ai′) for any
λ ∈ Λ. Because ̂¯G ∼= Λ we must have ai = ai′ . By our hypothesis then i = i′.
Recalling that Φ is non-degenerate we determine that in each row of blocks
there is one block Φij different from zero. The same is true for the columns of
blocks of Φ.
Now it follows from the commutativity aiaj = ajai that if in the i
th row we
have Φij 6= 0 then in the j
th row we must have Φji 6= 0. Our main property
used for this and other claims is that the value of aiaj is constant for all cases
where Φij 6= 0. Let us denote by x0 the element of the group G¯ to which all
such products are equal. It is obvious now that by rearranging the basis of V
and changing notation for the components of τ we may assume that
τ = (x
(k1)
1 , . . . , x
(ks)
s , y
(m1)
1 , z
(m1)
1 , . . . , y
(mt)
t , z
(mt)
t ).
Also, there exists an element x0 ∈ G¯ such that
x21 = . . . = x
2
s = y1z1 = . . . ytzt = x0.
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In the same basis we must have
Φ = diag

Φ1, . . . ,Φs,

 0 Ψ1
Ψ′1 0

 , . . . ,

 0 Ψt
Ψ′t 0



 . (33)
It should be noted that thanks to the non-degeneracy of Φ we must have all
ingredient matrices square and Ψi of the same order as Ψ
′
i.
Now we have to recall ϕ2 ∈ Λ. Let us set λ0 = ϕ
2. Then ϕ2 ∗X = T−1λ0XTλ0 ,
for any X ∈ L. Then we should have
ϕ2 ∗X = Φ−1t(Φ−1tXΦ)Φ = (tΦ−1Φ)−1X(tΦ−1Φ).
It follows that
tΦ−1Φ = αTλ0 , that is, Φ = α
tΦTλ0 . (34)
Considering the explicit form (33) for Φ, we find that the following are true:
Φi = αλ0(xi)
tΦi for all 1 ≤ i ≤ s. (35)
and

 0 Ψj
Ψ′j 0

 =

 0 tΨ′j
tΨj 0



αλ0(yj) 0
0 αλ0(zj)

 . (36)
It follows from (35) that α2λ0(xi)
2 = α2λ0(x0) = 1. Therefore each Φi is either
symmetric or skew-symmetric. We also have
Ψj = αλ0(zj)
tΨ′j = α
2λ0(zj)λ0(yj)Ψj. (37)
So again α2λ0(zj)λ0(yj) = α
2λ0(x0) = 1.
Now let us conjugate our matrix algebra by a nondegenerate matrix of a shape
similar to Φ:
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P = diag

A1, . . . , As,

B1 0
0 C1

 , . . . ,

Bt 0
0 Ct




In this case the matrices Tλ will not change while the blocks of Φ will change
as follows. By Lemma 6 each Φi will be replaced by
tAiΦiAi. This allows us
to assume, without loss of generality, that, depending on whether αλ0(xi)) is
1 or −1, each Φi is either an identity matrix Iki of appropriate order ki or a
matrix Slp , Slp =

 0 Ilp
−Ilp 0

 of even order kp = 2lp.
Now the block

 0 Ψj
Ψ′j 0

 will be replaced by

 0 tBjΨjCj
t(tBjΨ
′
jCj) 0

. Consid-
ering (37), this allows us to assume, without loss of generality, that the whole
block in question can be replaced by

 0 Imu
αλ0(yu)Imu 0

 where Imu is the iden-
tity matrix of an appropriate order mu.
In the new basis Φ will look like the following:
Φ=diag

Ik1 , . . . , Ikr ,

 0 Ilr+1
−Ilr+1 0

 , . . . ,

 0 Ils
−Ils 0

 ,

 0 Im1
αλ0(y1)Im1 0

 , . . . ,

 0 Imt
αλ0(yt)Imt 0



 , (38)
At this point we are ready to construct an inner automorphism ψ of L such
that ψ commutes with the action of the whole of Ĝ and also the action of
ϕ2 = λ0 coincides with ψ
2, which will allow us to apply Theorem 6.
We will look for ψ in the form of an inner automorphism given by a diagonal
matrix Tψ with respect to a basis of V which results after all the above trans-
formations. Notice that thanks to (34) and (38), in which we set γu = αλ0(yu)
for u = 1, . . . , t, we can write
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Tλ0 =α
−1 tΦ
−1
Φ = α−1diag
{
Ik1, . . . , Iks,−Ilr+1,−Ilr+1 . . . ,−Ils ,−Ils,
γ1Im1 , γ
−1
1 Im1 , . . . , γtImt , γ
−1
t Imt
}
. (39)
This suggests that the matrix we want to find has the form of
Tψ =diag
{
εIk1, . . . , εIks, piIlr+1, ρIlr+1 . . . , piIls, ρIls,
µ1Im1 , ν1Im1 , . . . , µtImt , νtImt} . (40)
Now T 2ψ = ξTλ0 for some scalar ξ. This gives us the following relations
ε2= ξα−1,
pi2=−ξα−1, ρ2 = −ξα−1,
µ2u= ξγu, ν
2
u = ξγ
−1
u , u = 1, . . . , t. (41)
Now in order for ψ to commute with ϕ we must have an equation of the form
(32) satisfied for Tψ, that is,
TψΦTψ = δΦ, (42)
for an appropriate parameter δ. If we use (42) then, considering all nonzero
entries of Φ, we arrive at the following relations
ε2= δ,
piρ= δ,
µuνu= δ. (43)
In the case where at least one of the diagonal blocks of Φ is nonzero, we can
modify our n-tuple τ by dividing all entries by x1. Then we will have x0 = e¯
and α2 = 1. Resolving (41) and (43) in this case we obtain ξα−1 = δ and then
piρ = ξα−1 and µuνu = ξα
−1, for all u. It follows that, in this case, one can
choose ε any square root of ξα−1, pi any square root of −ξα−1 while ρ = −pi.
Then piρ = ξα−1, as required. We can also take as µu any square root of ξγu
and νu =
ξα
µu
. Then ν2u = ξγ
−1
u , as needed. At the same time, µuνu = ξα = ξα
−1
because we have assumed α2 = 1.
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In the case where we have no nonzero diagonal blocks in Φ the only equations
we have to resolve are
µ2u = ξγu, ν
2
u = ξγ
−1
u and µuνu = δ.
In this case we take µu any square root of ξγu and νu =
ξα
µu
. Then the value of
µuνu is a constant ξα so that we can set δ equal to this value.
Now Tψ satisfies (41) hence ψ commutes with ϕ. Since Tψ is diagonal the
conjugation by Tψ commutes with the conjugation by all Tλ, λ ∈ Λ.
Thus the existence of ψ with the properties desired has been proved. Once we
found ψ we can use Theorem 6 and make the following conclusion.
Theorem 8 Let L = sl(n) be given an outer grading by a finite abelian group
G such that the respective G¯-grading is elementary. Then there is an involution
∗ on R = Mn, an element h of order 2 in G, and an elementary involution
G-grading R =
∑
g∈G R˜g such that
Lg =


R˜(−)g ⊕ R˜
(+)
gh if g 6= h
R˜
(−)
h ⊕ (R˜
(+)
e ∩ L) otherwise.
Here R˜(±)g is the set of symmetric (skew-symmetric) elements in R˜g with respect
to the involution ∗.
Proof. All claims have been proved except that the grading R =
∑
g∈G R˜g is
elementary. This, however, easily follows because the action of ψ is given as the
conjugation by a diagonal matrix. So every matrix unit Eij is an eigenvector of
ψ. Since the same is true for the action of Λ1, every matrix unit Eij is graded.
It is well-known in this case [13] that the grading must be elementary. ✷
8 Mixed Gradings
Our approach to handling the outer gradings on L = sl(n), is to apply Theorem
6. Therefore, given an outer automorphism of L = sl(n), we have to find an
inner automorphism ψ which commutes with the action of Ĝ and such that
the action of ϕ2 coincides with ψ2.
At this point we have R = R(0)⊗R(1)⊗· · ·⊗R(k) where the G¯-grading on R(0)
is elementary and that on R(1) ⊗ · · · ⊗ R(k) is fine. Recall also that G-grading
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on Lie algebra L induces a G-grading on R as on a Lie algebra. The subspaces
R(0) and R(1) ⊗ · · · ⊗ R(k) are also G-graded and the G-grading on them has
been described in Sections 6 and 7. Let us choose G-graded bases in these two
subspaces, such that every element is either traceless or is the identity matrix.
Then we have a G-graded basis on R consisting of I ⊗ I and some traceless
matrices of the form u⊗v where at least one of u, v has trace zero. Then these
latter matrices will form a G-graded basis of L = sl(n). To prove this claim
we have to apply the generators of Ĝ to these matrices. Assume g1 = degG u,
g2 = degG v. If none of u, v is I, and λ ∈ Λ we will have
λ∗(u⊗v) = (λ∗u)⊗(λ∗v) = λ(g1)λ(g2)(u⊗v) = λ(g1g2)(u⊗v) = λ(g1g2h)(u⊗v).
If we apply ϕ then using (25) we will get
ϕ ∗ (u⊗ v) = −(ϕ ∗ u)⊗ (ϕ ∗ v) = −ϕ(g1)ϕ(g2)(u⊗ v) = ϕ(g1g2h)(u⊗ v).
It follows that deg(u⊗ v) = g1g2h. As for the elements of the form u⊗ I and
I⊗v then they retain their degrees as the elements of R(0) or R(1)⊗· · ·⊗R(k),
that is, deg(u⊗ I) = g1, deg(I ⊗ v) = g2.
Using this notation, we define a mapping ψ : R→ R by the formula
ψ ∗ (u⊗ v) = (ψ ∗ u)⊗ v. (44)
Here ψ ∗ u is defined as an inner automorphism, the result of our argument
in Section 7 leading to Theorem 8. For that ψ we had ψ2 = ϕ2 on R(0).
We also remember that according to Corollary 4, ϕ2 = id when restricted to
R(1) ⊗ · · · ⊗ R(k). So it is immediate ψ2 = ϕ2 for the mapping defined by
(44). Clearly, ψ is inner, given by the matrix Tψ ⊗ I where Tψ has been found
in Section 7. It is obvious that ψ commutes with Ĝ. Thus our G-grading of
L = sl(n) can be recovered by Theorem 2 from a G-grading, which respects
an involution of R =Mn. All such gradings have been completely described in
Theorem 3.
Our final results will then look as follows.
Theorem 9 Let F be an algebraically closed field of characteristic zero. Any
grading L =
⊕
g∈G Lg of L = sl(n) by a finite abelian group G on R = Mn is
conjugate by an inner automorphism of R to one of the following types.
(I) The restriction to L of any associative G-grading of Mn;
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(II) Given any involution G-grading R =
⊕
g∈G R˜g and an element h of order
2 in G, the grading defined by
Lg =


R˜(−)g ⊕ R˜
(+)
gh if g 6= h
R˜
(−)
h ⊕ (R˜
(+)
e ∩ L) otherwise.
If we want a more explicit form, we have to notice that in both “inner” and
“outer” types of the gradings we have to start with a G-grading R = A ⊗ B
where A ∼= Mp is a G-graded subalgebra with an elementary G-grading and
B ∼= Mq a G-graded subalgebra with a fine grading. There is a subgroup
T ⊂ G, T ∼= Z2n1 × . . . × Z
2
nk
with T ∩ SuppMp = {e}, which supports Mq.
Thus a basis of B can be chosen in the form of {Xt | t ∈ T} where each Xt is the
Kronecker product Xt1 ⊗ . . .⊗Xtk where ts = a
is
s b
js
s ∈ Z
2
ns and Xts = X
is
asX
js
bs ,
as in (8), s = 1, . . . , k. Also, there is a p-tuple τ = (g1, . . . , gp) of elements of
G, which defines the elementary grading of A by degEij = g
−1
i gj.
In the case of Type I gradings, to obtain any grading of L we have to choose
a basis of R in the form {Eij ⊗Xt | 1 ≤ i, j ≤ p, t ∈ T} and set
Lg =Span
{{
Eij ⊗Xt | g
−1
i gjt = g, 1 ≤ i 6= j ≤ n
}
(45)⋃
{(E11 −Eii)⊗Xg | 1 < i ≤ n}
}
.
In the case of Type II gradings, the p-tuple τ has to be chosen as prescribed
in Lemmas 3 and 4. The same lemmas define an involution ∗ on A. Also,
n1 = . . . = nk = 2, and an involution ∗ is defined on B by X
∗
t = −(sgn t)Xt
where sgn t = ±1, as defined in Theorem 3. Now an involution ∗ is defined
on R by (Y ⊗ Xt)
∗ = Y ∗ ⊗ X∗t so that Y ⊗ Xt is symmetric if either Y is
symmetric and sgn t = 1 or Y is skew-symmetric and sgn t = −1. Similarly
for skew-symmetric elements. It is obvious from the disjoint property for the
supports of A and B that such symmetric (skew-symmetric) elements span
R(±). Now we can define
Lg =Span {{Y ⊗Xt | (deg Y )t = g, Y ⊗Xt skew-symmetric} (46)⋃
{Y ⊗Xt | (deg Y )t = gh, Y ⊗Xt symmetric}
}
if g 6= h and
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Lh=Span {{Y ⊗Xt | (deg Y )t = h, Y ⊗Xt skew-symmetric} (47)⋃
{Y ⊗Xt | (deg Y )t = e, Y ⊗Xt symmetric,
and Tr Y = 0 if t = e}} .
References
[1] Y. Bahturin, I. Shestakov, Gradings of Simple Jordan Algebras and Their
Relation to the Gradings of Simple Associative algebras, Comm. Algebra, 999
(2002), 111-222.
[2] Y. Bahturin, M. Zaicev, Graded algebras and graded identities, Polynomial
identities and combinatorial methods (Pantelleria, 2001), 101-139, Lecture Notes
in Pure and Appl. Math., 235, Dekker, New York, 2003.
[3] Y. Bahturin, M. Zaicev, Group gradings on matrix algebras, Canad. Math.
Bulletin, 45(2002), 499 - 508.
[4] Y Bahturin, M. Zaicev, S. Sehgal, Group Gradings on Associative Algebras, J.
Algebra, 241 (2001), 677 - 698.
[5] Y Bahturin, I. Shestakov, M. Zaicev, Gradings on Simple Jordan and Lie
Algebras, J. Algebra, 283 (2005), 849-868.
[6] M. Havlichek, J. Patera, E. Pelatonova, J. Tolar, Automorphisms of fine gradings
of sl(n,C) associated with the generalized Pauli matrices, J. Math. Phys., 43
(2002), 1083 - 1094.
[7] J. Humphreys, Introduction to Lie algebras and Representation Theory,
Graduate Textbooks, 2nd ed., Springer - Verlag, 2003
[8] N. Jacobson, Lie Algebras. New York: Dover, 1979.
[9] V. G. Kac, Graded Lie algebras and symmetric spaces, Funkcional. Anal i
prilozhen. 2 (1968), 93 - 94.
[10] A. L. Onishchik, E. B. Vinberg. Lie Groups and Lie Algebras III, Encycl. Math.
Sci., 41, Springer-Verlag, Berlin, etc, 1991.
[11] J. Patera, M. Havlichek, E. Pelatonova, J. Tolar, On fine gradings and their
symmetries, Czechoslovak J. Phys., 51 (2001), 383 - 391.
[12] J. Patera, E. Pelatonova, M. Svobodova, The eight fine gradings of sl(4,C) and
o(6,C), J. Math. Phys., 43 (2002), 6353 - 6378.
[13] Za˘ıtsev, M. V.; Segal, S. K. Finite gradings of simple Artinian rings. (Russian)
Vestnik Moskov. Univ. Ser. I Mat. Mekh. 2001, , no. 3, 21–24, 77; translation in
Moscow Univ. Math. Bull. 56 (2001), no. 3, 21–24
31
