Abstract. Age-Related Macular Degeneration (AMD) is a progressive eye disease which damages the retina and causes visual impairment. Detecting those in the early stages at most risk of progression will allow more timely treatment and preserve sight. In this paper, we propose a machine learning based method to detect AMD and distinguish the di↵erent stages using choroidal images obtained from optical coherence tomography (OCT). We extract texture features using a Gabor filter bank and non-linear energy transformation. Then the histogram based feature descriptors are used to train the random forests, Support Vector Machine (SVM) and neural networks, which are tested on our choroid OCT image dataset with 21 participants. The experimental results show the feasibility of our method.
Introduction
Age-Related Macular Degeneration is the leading cause of sight loss and visual impairment among older adults (above 55 years) [5] . It a↵ects the outer retinal layers, particularly the photoreceptors, retinal pigment epithelium (RPE) and choroid, leading to central vision loss. The exact cause of AMD is still not fully understood, but is known to be multifactorial, with increasing age being the most consistent factor [1] . The condition can be clinically categorised into three stages. An early stage, where vision is relatively una↵ected, that may progress to one of two advanced stages: dry (atrophic) AMD or wet (neovascular) AMD. In both end stages, the choroid is a↵ected. The wet AMD subtype is characterised by growth of new blood vessels from the choroid into the retina, forming a choroidal neovascular membrane (CNVM). These vessels are prone to leakage causing oedema, haemorrhage, and in some cases pigment epithelial detachments (PED). These changes result in sudden and severe loss of central vision. The dry AMD subtype represents an atrophy of the RPE retina, and loss of choroidal vasculature. Currently, optical coherence tomography (OCT) imaging of the retina is the gold standard diagnostic technique for this condition. However, advances in OCT now allow us to visualise the deeper structures, including the choroid. Histology has shown these choroidal vessels to have changed substantially in advanced AMD [19] . Detecting these changes in vivo particularly in early disease may improve detection of AMD, prior to retinal damage.
To detect textural changes to the vasculature in these images, machine learning and pattern recognition techniques, such as random forests, SVM and neural networks, can be applied. These machine learning algorithms have been shown e↵ective in various classification problem, for example, distinguishing di↵erent human conversational scenarios [7] , segmenting the region of interest in OCT and IVUS images [13, 9] . Random forests [4] is an ensemble learning method, it grows a number of decision trees independently using the subsets which are randomly sampled from the complete training set with replacement. During the classification stage, the testing sample walks through each decision tree by evaluating its features at non-leaf node, and finally reaches a leaf node at the bottom, which votes the class with largest proposition of training samples it holds. The random forests combine all voting results from individual decision trees, and assigns the most voted class to the testing sample. SVM [6] separates the samples by mapping the feature into high dimensional space and finding the separation hyper-planes for di↵erent classes. The testing sample is represented in the high dimensional space using the same mapping function, and its class is determined by the region it falls on, which is bounded by the hyper-planes. Neural networks [11] consider the supervised classification as a function fitting problem given the input feature as argument, and the prediction as function value. Then the unknown function can be learned by approximating with one or more layers of interconnected neurons organised hierarchically. Recently, deep neural networks have shown great learning capacity and higher accuracy compared with the traditional learning methods in almost all aspects of pattern recognition [17] .
Koprowski et al. [14] proposed a method to classify choroidal OCT images into pre-defined clinical conditions by extracting high level features, such as number of detected objects, and average position of the centre of gravity, from low level texture information. Whereas, in this paper we present a method using the low level texture features not only to detect disease, but also to categorise into broadly defined AMD disease stages instead of specific clinical conditions. The rest of this paper is organised as follows. Sec. 2 provides the the details of the OCT image acquisition procedure, Sec. 3 presents our proposed method including feature extraction, and classifier training. The experimental results are illustrated and discussed in Sec. 4. Sec. 5 concludes the work, and presents the future plan.
Data
Participants were recruited with dry AMD (n=7, Age=80.00±9.95) and wet AMD (n=7, Age=82.00±4.43), along with a group of healthy age-similar controls (n=7, Age=68.85±6.64). In order to avoid any bias which may be introduced by having a predominant class, we imaged 7 participants for each class. All participants underwent long-wavelength OCT imaging using a 1060nm light source. This wavelength penetrates deeper into the retina and choroid, allowing visualization of the deeper structures, and also benefits from reduced intra-ocular scattering caused by media opacities such as cataract [18] . Firstly, the length of the participants eyes were measured, and then followed by 20 x20 (512 x 512 x 1024) volume scan, This is approximately 10.3mm wide given a mean axial eye length of 24.46mm. The images were scaled laterally using the measured axial eye length of each patient, the scan angle and assumed refractive index of the ocular media.
All OCT images were collected by a single trained operator (AW), and classified by three experienced, masked observers into three groups: normal, dry AMD, and wet AMD. The classifications were based on the retinal appearance and Age-Related Eye Disease Study definitions of disease progression [2] . This was taken as ground truth. For each image, 100 slices of the choroid regions were labelled, 20 of which were randomly selected and used in training and testing. For the control group, 20 slices out of 512 for each participant were randomly chosen. Thus, we had a total of 420 images in total with the choroidal region labelled as a closed contour. Fig. 1 shows examples of OCT images from each groups.
Method
In this paper, we proposed a machine learning-based method to detect AMD and distinguish the di↵erent stages using choroidal OCT imaging. To our knowledge, this is the first work testing the feasibility of classifying AMD by choroidal appearance in OCT images. At the dry stage of AMD the first sign includes the accumulating of drusen between retina and Bruch's membrane. The choroid is a↵ected in the progression to both Wet & Dry subtypes, either as the source of new blood vessels that invade the retina (Wet) or through a progressive loss of vasculature (Dry). These pathological processes a↵ect the textural appearance of choroid sections on the OCT image. The problem of detecting the AMD and distinguishing di↵erent stages can be approached as a texture classification problem. However, the changes of texture appearance are subtle, and often not noticeable. To tackle this problem, Gabor filtering followed by an energy transformation was employed to detect frequency information of the input images within di↵erent scales and orientations. The histogram of energy responses were used to form the feature descriptors for pre-labelled choroid regions. Given the ground truth of AMD stage, a set of classifiers were trained in a supervised fashion, which will be used for AMD classification. The flowchart shown in Fig. 2 illustrates the steps from preprocessing, to feature extraction, to classification. 
Feature extraction and descriptors
Gabor filters have been widely used in texture analysis [20, 10] , especially in surface defects detection [22, 15, 16, 3] and image segmentation [8, 21] , due to its capacity of representing the frequency and orientation information which is fairly similar to the human visual perception. In our case, we used 2D Gabor filter which could be defined by a complex sinusoid multiplied by a Gaussian function. For images, the Gabor responses can be computed by convolving the image matrix with the Gabor filter matrix which is simply obtained by sampling at discrete coordinates from the continuous Gabor function. To compute the feature image in multi-scales, we filtered the image using a Gabor filter bank first, and then applied an energy transformation proposed by Jain et al. [12] to the responses, where the responses are subjected to a bounded non-linearity (Eqn. 1), and then followed by convolving with a square averaging kernel (Eqn. 2).
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where g is Gabor function, W CxCy is the averaging window with size of S ⇥ S pixels, and centred at (C x , C y ) image coordinate. The labelled choroid layers varied greatly in shape thickness and appearance between individuals, as illustrated in Fig. 1 . In (dry) AMD we initially expected the choroid, and consequently its texture, to be a↵ected locally. Examining the small patches from the labelled region is not a reasonable way to diagnose the disease, as considerable amount of patches will have quite similar feature pattern, which to some extent introduces a large amount of noise to the training stage. Instead of considering local features, the histogram of the texture energy of the labelled choroid region are computed as the feature descriptors. As the feature image is bounded within [0, 1] (Eqn. 1, 2), the histogram can be computed without any further normalisation. The feature descriptors were formed by concatenating histograms of the energy image of di↵erent scales and orientations consistently.
Supervised Classification
Random forests and SVM are traditional data-driven discriminative models for supervised classification problems. The feature descriptors were designed for representing the distributions of edges at di↵erent scales and orientations. Random forests treat each feature as an independent component, whereas SVM finds the manifold in higher dimensional space by correlating the features, where the data from di↵erent classes is separable. These two classifiers are used to test the discriminative power of the feature descriptors extracted based on lower level image texture information. Neural networks can learn the high level representations of features from the inputs hierarchically, and then generalize more abstract descriptors in an unsupervised fashion. The supervised classification is carried out by stacking the SoftMax layer on the top, and back-propagating the prediction error back to the lower layers to optimize the weights of neurons. It was used to investigate the possibility of generalizing higher representation based on the hand crafted feature descriptors, where it is important in the case of modelling across individuals. Random forests, SVM and neural networks were trained separately using the same training set and feature descriptors during the learning procedure. The classification results on the testing set of individual classifiers are reported and discussed in Sec. 4. Fig. 3 shows an example OCT image, and the corresponding energy feature images obtained by first convolving the image with Gabor filter bank and then applying the non-linear energy transformation, as described in Sec. 3.1. The Gabor filter bank is created from the initial 39 by 39 pixels 2D Gabor filter with 5 levels of scale and 8 orientations (every 45 degrees). The top row of Fig.  2(b) shows the energy responses from di↵erent orientations of the first scale, and the bottom row is obtained from the last scale. It clearly shows that the Gabor filter bank detects the edge of di↵erent orientation from fine level to coarse level. We extracted the histogram of the energy feature images for the labelled choroid region with 11 bins, and then concatenated the histograms across scales and orientations, which forms a feature descriptor vector with 440 components. Then, a random forests with 50 decision trees, an SVM with radial basis function kernel, and a shallow neural networks with one hidden layer and 360 neurons were trained and tested using the feature descriptors independently.
Experiment and Discussion
To carry out the classification, 10-fold cross validation was adopted, that is, the whole dataset was evenly partitioned into ten randomly sampled subsets across di↵erent patients, and one subset was retained for testing, the remaining 9 subsets were used to train the classifier. Tables 1,2,3 show the confusion matrices of random forests, SVM and neural networks, and the average of 94.7%, 97.1%, and 84.7% were achieved respectively. A significant accuracy di↵erence was found between neural networks and other two classifiers. The neural network is suitable for learning the hierarchical representation of the features from the raw image patches such as conventional photographs which have relatively high intensity contrast. In our case, we employed the Gabor filter bank to detect the edge based feature, and then used histograms to generalise it. Using such feature descriptors, the discriminative models trained by finding the separation boundary should outperform the generalization model. Furthermore, 2-Fold cross validation was carried out, and the results are reported in Table 4 . We observed the decrease of average accuracy of all classifiers, especially random forest, which is caused by reducing the proposition of the training set. However, the results strongly suggest that it is feasible to detect AMD pathological changing the choroid and distinguish di↵erent stages of disease by examining the image texture of the choroid. 
Conclusion
In this paper, we have presented a machine learning-based method to detect and distinguish di↵erent stages of AMD using choroidal OCT imaging. The experimental results show the feasibility of the proposed method, where a computeraided AMD classification system can be built. However, a larger dataset is necessary to account for large within-group variation, particularly in the early disease stage. This will be addressed in our future work.
