In a previous paper, the application of a pneumatic gantry robot to contour tracking was examined. A hybrid controller was structured to control the contact force and the tangential velocity, simultaneously. Performance was found to be limited by system lag and Coulomb friction. A neural network (NN) compensator was subsequently developed to counter both effects. Simulation results for straight and curved edge workpieces demonstrated the effectiveness of the NN compensator. This paper validates the results experimentally, highlights the tuning issues associated with an adaptive NN compensator, and confirms the capabilities of a pneumatic gantry robot.
INTRODUCTION
Much research has been conducted on force control with electric robots [1] . By contrast, little research has been conducted on force control with pneumatic robots. This is understandable as pneumatic actuators are more difficult to control because of low bandwidth and high nonlinearity due mainly to air compressibility and Coulomb friction effects. However, relative to electrically actuated systems, pneumatic systems are cheaper and easier to maintain. This observation has led to considerable research on pneumatic servo position control [2] . Nonlinearity in control with pneumatic actuators can be considered in two ways; one is with a detailed modelbased controller as in [3] and the other is non-model-based controller as in [4] . Even though the experimental results for the model-based controllers are better than the results for the non-model based controllers, the latter avoids problems due to model uncertainties. Neural networks (NNs) provide one approach to non-model based control.
Success has been reported with the use of NNs for the compensation of system nonlinearity, including lag [5] . Some of this work has been for applications with pneumatic actuation. For example, Gi et al in [6] studied a feedback linearization by means of a NN toolbox for position control of a pneumatic actuator.
The NN was trained off-line. Experimental results showed that the NN improved tracking performance relative to a non-compensated controller for a range of reference signal frequencies and amplitudes.
Gross and Rattan in [7] conducted research on using NN as a compensator for velocity control of a pneumatic actuator. Simulation results were presented. Although they were satisfied by the results, there was no comparison against the performance of a conventional controller. In the context of pneumatic servo control, a NN was used in [8] to compensate for the time delay and nonlinear friction effects on a 2-link pneumatic manipulator. Simulation and experimental results were presented. The NN was trained on-line. However, there was no direct comparison of the simulation results with the experimental results. Standalone results in which the length of the connecting lines were varied showed good performance for time delays that ranged from 0.012 to 0.12 sec. As this is the level of delay experienced with the gantry robot, it seemed appropriate to take the NN approach for our application.
Wang and Peng [9] used an on-line NN as a "model predictor" for position control of a pneumatic actuator with proportional pressure valves. Only simulation results were presented. Although they concluded that the NN had a significant positive impact on performance, they did not benchmark their results with other controllers.
Kothapalli and Hassan [10] tried to use an off-line NN to adjust the gains of a PI position controller of a pneumatic system. Again, only simulation results were presented. They showed that the NN could reduce overshoot, rise time and the steady-state error of a step response. The effect of adding payload was discussed but not quantified.
In previous work, two NN compensators were evaluated by simulation [11] . Tracking performance was shown to improve significantly. However, the effort spent in training and tuning the NN was considered a drawback. This paper sets out to validate the previous simulation results by experiment. Specifically, the NN recommended in [11] was implemented as a compensator for a fixed gain PID controller, as applied to the position control of the x-axis of the gantry robot. The NN is considered "adaptive" because it is trained on-line. 
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DESCRIPTION OF APPARATUS
The apparatus under test is a pneumatic gantry robot, as illustrated in Figure 1 . Technically, the robot has 3 degrees of freedom. The y-axis consists of two rodless pneumatic cylinders that form the sides of the gantry. The x-axis is a single rodless pneumatic cylinder (bore 32 mm, stroke 1 m). The xaxis cylinder acts as the bridge between the two y-axis cylinders. The z-axis is in the same direction as the y-axis, but is available as the third degree of freedom. However, for this experiments in this paper only the x-axis cylinder was tested.
The cylinder is controlled by a 5 port 3 way FESTO MPYE-5-010-B proportional flow valve. Position and velocity were measured directly with wire linked potentiometers and tachometers, respectively. The wire linkage uses a constant torsion spring and this "wire force" cannot be neglected. Pressure transducers measure the differential air pressure directly across a cylinder. Data acquisition and control was PCbased with a dSPACE®/DSP as the data acquisition hardware/software and MATLAB/Simulink® as the control software. Sampling time was 1 msec. The pressure supply was 500 kPa (72.5 psi) as regulated by a manual pressure regulator (SMC NAL4000). The weight of x-axis slide is 7.3 kg. The Coulomb friction for the x-axis is calculated as 35 N. Thus, this is considered a "high-friction" application.
BASIC CONTROLLER DESIGN
In Figure 2 the controller and the pneumatic circuit used are illustrated. The controller is a fixed gain PID that is tuned under the condition of a 2 rad/s sinusoidal reference signal. The neural network signal is subtracted from the PID output and the difference provides the input signal to the control valve. A first order filter is used on the position signal. Figure 3 illustrates the level of noise in the control signal and consequently the necessity of the filter.
The adopted control law with traditional PID gains was:
where xNN u is the output of the neural network compensator. 
ADAPTIVE NEURAL NETWORK COMPENSATOR
Lewis [12] developed a multilayer nonlinear NN-based controller for a serial link electric robot. The algorithm was originally termed the Modified Back Propagation Method (MBPM). It has been adapted to this application and relabeled as an Adaptive Neural Network (ANN). In ANN, an improved weight tuning method is used to correct for deficiencies that result when NN's with standard BPA are used in control applications in the presence of unmodeled disturbances. The improved tuning algorithm makes the NN strictly state passive, such that bounded weights are guaranteed.
The strategy for using NN in [12] was to use the NN as a feed-forward compensator to negate the nonlinearities and enable a conventional controller to deal with the now linearized system. Its success depends on a property of NN in which for every smooth function ) (x f , there exists a NN such that:
for weights . It also noted that, in the presence of unmodeled disturbances, the tracking error does not vanish but it is bounded. Furthermore, relatively small tracking errors can be achieved with relatively high NN gains. The only drawback is that in the training phase, slow learning rates can cause the NN to oscillate over the global minimum [13] . It is this property that is challenged in our application.
Friction is the dominant nonlinearity in our application. Friction is very velocity dependent. In our experiments we tune the NN to a 2 rad/s reference signal, and then test it on 0.5 and 1 rad/s signals. In this way, we challenge the robustness of the control system. It is worth mentioning that the advantage of NN relative to conventional adaptive control is that you do not need to have the preconditions of having a known regression matrix and linearity in the unknown system parameters [13] .
The advantage of an ANN is that it lends itself to on-line training. The weights can be easily initialized and tuned online. No off-line training is required. Lewis and his colleagues demonstrated the viability of the technique in [12] and [13] . But they did not address the key issue of the selection of appropriate inputs to the NN. The standard sigmoid activation function given as Equation 3 is used as the basis for ANN. For back-propagation based NN's, the updates to tuning weights are usually given as:
where W is the weight vector for the output layer, V is the weight vector for the hidden layer, F is the learning rate for W and G is the learning rate for V, P is the input vector and e is the error in n f . In ANN, weights tuning algorithms become:
where  is a small positive tunable parameter whose function is to help deal with unmodeled dynamics [15] . Examination of Equations 8 and 9 reveal that they consist of a standard backpropagation term (1 st term in equations), plus the error modification term taken from adaptive control (last term), plus a novel second-order forward-propagation term taken from the back-propagation network (2 nd term in Equation 8 ).
In ANN the neural network output xNN u is given as:
where an additional parameter D has been added to the standard NN output to overcome higher order modeling errors. The parameter D is given by:
where Z is the maximum expected value of Z, z k and v k are gain terms and the matrix Z is given by:
The advantage of ANN is that it is designed expressly for on-line training. Thus, the weights can be easily initialized and tuned on-line. No off-line training is required. The ANN tuning algorithm makes the NN strictly state passive. This means that bounded weights are guaranteed for all applications, even in the presence of unmodeled disturbances and dynamics.
RESULTS
Sinusoidal reference signals with four different frequencies were used for testing purposes. The PID controller is tuned for 2 rad/s and the NN compensator is also tuned for this case. These gains, as documented in Table 1 and Table 2 , remain the same for all frequencies and amplitudes tests. Figure 5 shows the tracking response for a 0.5 rad/s, 100 to 700 mm amplitude sine wave as the reference signal. The tracking error, position and control signal are shown. The dotted lines represent the achievable target tracking error, which in this case is considered to be +/-30 mm. In Figure 7 one has the tracking response for 2.3 rad/s without NN compensation. By comparing these two figures ones sees that the PID controller works remarkably well at low frequencies.
However, in Figure 8 one can observe that adding the NN significantly improves performance. In terms of AVGE, the NN compensator shows a 23 % improvement on tracking performance. By contrast, the positive effect of the NN compensator is less at the lower frequencies. Figure 6 illustrates that although the response is better than Figure 8 , the response with the compensator is not as good as the response without the compensator.
In addition to changing the reference signal frequency, the effect of changing the amplitude within the physical constraints of the apparatus was investigated. Table 3 , the effect of changing frequency of the input on the tracking performance is summarized. One notices that by increasing the frequency (speed), the NN compensator with the same settings can improve the response remarkably well. The improvement for 2.3 rad/s is about 23 %. One is reminded that the PID gains and NN parameters are the same for all the tests, as tuned to the case of 2 rad/s. Table 4 summarizes the effect of changing the amplitude of the sinusoidal reference signal. Again, the NN compensator is seen to be effective as the amplitude is decreased.
To have a better comparison of the data, Figure 9 and Figure 10 give the relative performance presented in the form of barcharts.
In [6] they applied the NN feedback linearization block to improve the tracking error. They showed that their NN could improve the results by 70 %. By presenting the experimental results, they claim that NN feedback linearization can do its job no matter the velocity and amplitude change. Table 3 and 4 show the results for this application, and compares results with those of Gi et al [6] in terms of both the effect of changing frequency and of changing amplitude of the tracking signal.
DISCUSSION
With regard to the inputs selected for the NN, it is acknowledged that error x is not a unique input because it is calculated from x and desired x , which are also inputs.
However, as the ANN algorithm is dynamic, error x is not considered redundant. But this observation does highlight an underlying design issues for NN compensators, namely the selection of appropriate inputs.
Concerning the results when using NN compensation, we observe that performance is less than optimum if the NN is trained at a high frequency and tested at a low frequency. This is of course due to the fact that the system is nonlinear across different operating conditions, in addition to being nonlinear at at given operation condition. According to [13] , if the NN parameters are set at one operating condition and tested on another, the NN may not be able to converge when training.
Careful inspection of the figures also reveals that the friction force is greater going left to right, than it is going right to left. This adds to the already nonlinear behaviour that stems from the compressibility of the air as the working fluid and the fact that friction itself is nonlinear.
In the work of Gi et al [6] , improvement in the tracking performance on the order of 4 and 8 % was reported. They used a cylinder with a piston diameter and stroke of 25 mm and 200 mm, respectively. The pressure supply was 600 kPa. One must take into account some points regarding this difference.
First, Gi et al used off-line training for the NN. In fact, very little detail was given about the training, and whether the system was retrained for each operating condition. In this paper, on-line training was employed, tuned for 2 rad/s and then applied to different operating conditions. Second, Gi et al used a lighter slide: 2.7 kg relative to the 7.3 kg in the gantry application. With lighter mass there would be less friction to deal with. This can be seen in Table 1 in which the PID gains between this paper and Gi et al are compared. Lower gains indicate that Gi et al's PID controller was operating under less demanding conditions.
Finally, an important issue in pneumatic control is the ratio of "available force" to friction force. The available force is:
where P  is the average differential pressure during one cycle of motion and c A is the cross-section of the cylinder. Figure   11 illustrates the ratio of Coulomb friction to the available force for different operating conditions (given Coulomb friction in xaxis as 35 N). In motion control, anything more than 10 % is considered a high friction application. For this application, the ratio is between 40 and 80%. Thus, the gantry robot is a very challenging application indeed. There is no mention of the available force to friction ration in [6] . Thus, one assumes Gi et al's application was a "low friction" application. The fact that Table 3 shows that Gi et al achieved performance improvements of less than 10 % indicates that off-line training is less effective that on-line training, which is consistent with the observation that adaptive control is more effective than non-adaptive control. 
