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1. Introduction
The classical Hermite–Hadamard inequality, as it is well known from numerical analysis, provides a lower and an upper
estimations for the integral average of any convex function deﬁned on a compact interval, involving the midpoint and the
endpoints of the domain. More precisely, if f : [a,b] → R is a convex function, then it is integrable in sense of Riemann and
f
(
a + b
2
)
 1
b − a
b∫
a
f (x)dx f (a) + f (b)
2
.
The brief history and background of this result can be found in [33] for the interested Reader; we just note here that
ﬁrst Hermite published this inequality with some important applications [27] and then, ten years later, Hadamard [26]
rediscovered its left-hand side.
In fact, the inequality of Hermite and Hadamard is not merely a consequence of convexity, but also characterizes it: if
a continuous function satisﬁes either its left- or its right-hand side on any compact subinterval of the domain, then the
function is necessarily convex (see [11]).
The Hermite–Hadamard inequality plays an important role in research on inequalities and has quite a large technical
literature (for a comprehensive review, see the monographs [18] and [35]). Among the various generalizations that have
been studied, let us recall here now the extension problem to convex functions of several variables. The particular cases
when the domain is a ball in three-space or a disc or a rectangle in the plane have been investigated by Dragomir [14–16].
Analogous results were obtained by Gavrea [22] for compact and convex domains in three-space with piecewise smooth
boundary. However, the most general answer to this problem was given by Niculescu [34] who noticed the very deep
connection between the Hermite–Hadamard inequality and Choquet’s theory (see [13] and [40]). We make no attempt here
to present an exhaustive account of this theory, but just mention that one of its corollaries yields a full extension of the
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case, when the domain is a simplex, can also be obtained independently of Choquet’s theory [6] (see also [49]). In fact, due
to a result of Trif, the Hermite–Hadamard inequality characterizes convexity also in the multi-variable case [43]. For further
related results, we refer to the papers [20,21,24,25].
However, throughout this paper, another extension of convexity is in focus, that was initiated by Beckenbach. In the
sequel, let us present here a brief overview of this alternative. Classical convex functions can be characterized by the
property that each line segment joining two points of the graph lies “above” the graph. Beckenbach [1,2] (see also [38])
replaced the lines by a two parameters family of continuous functions, requiring that any two points of the plane (with
distinct ﬁrst coordinates) can be interpolated by a unique member of the family. Such a two parameters family induce a
generalized convexity notion, where its members play the role of “line segments”.
Most of the classical results on convexity can be formulated in Beckenbach’s setting; a few of them are as follow. Beck-
enbach [1] proved that the uniform convergence on compact subintervals is equivalent to the convergency at two different
points among the members of two parameters family and veriﬁed that generalized convex functions are continuous on the
interior of the domain. Beckenbach and Bing stated Bernstein–Doetch-type results in [3], while Peixoto [37] guaranteed the
existence of derivatives under suitable restrictions on the underlying family. The same author pointed out on the tight con-
nection between generalized convex functions and the solutions of second order differential inequalities [39]. Bonsall [12]
gave characterizations of generalized convexity obtaining similar results to that of Peixoto, while Green [23] investigated the
question of existence of unique supports.
The idea of Beckenbach was developed by Popoviciu [41], who applied interpolation family depending on arbitrary but a
ﬁxed number of parameters. These kinds of families are called after Beckenbach in the technical literature:
Deﬁnition. Let I be a real interval and n ∈ N. A set of real valued continuous functions Bn(I) is called a Beckenbach family if
its members are deﬁned on I and, for all elements x1 < · · · < xn of I and arbitrary reals y1, . . . , yn , there exists exactly one
member ϕ of Bn(I) such that ϕ(xk) = yk for all k = 1, . . . ,n.
The members of Bn(I) are brieﬂy termed generalized lines or Beckenbach lines. Having a Beckenbach family, a real val-
ued function is called generalized convex if each generalized line passing trough prescribed points of the function’s graph
intersects the graph alternately. More precisely, we have the following
Deﬁnition. Let Bn(I) be a Beckenbach family over the real interval I . A function f : I → R is said to be generalized convex
with respect to Bn(I) if, for all elements x1 < · · · < xn of I , the following inequalities hold
(−1)n−k( f (t) − ϕ(t)) 0, t ∈ ]xk, xk+1[, k = 0, . . . ,n
under the conventions x0 := inf(I) and xn+1 := sup(I), where ϕ denotes the unique generalized line of Bn(I) fulﬁlling the
interpolation properties ϕ(x1) = f (x1), . . . , ϕ(xn) = f (xn).
Clearly, the particular case n = 2 reduces to the convexity notion due to Beckenbach. Although the generalization above
origins from Popoviciu, he stated no properties and dealt only with the special case when the underlying family is generated
by polynomials up to a ﬁxed degree [41]. (On the other hand, according to our best knowledge, the convexity notion induced
by the polynomial system that was investigated exhaustively by Popoviciu, seems to be appear ﬁrst in Hopf’s dissertation
[28].) Some crucial properties of arbitrary parameters Beckenbach families and the convexity notion induced by such families
were given by Tornheim [44]. He obtained results that are generalizations of those obtained by Beckenbach and Bing, and
studied the problem on the derivatives of generalized convex functions. The problem of the best approximation related to
the works of Popoviciu, Peixoto, Bernstein and de la Vallee Poussin is also due to him.
The most important example for a Beckenbach family is a Chebyshev system, that is, the linear hull of certain independent
and continuous real valued functions. In terms of linear algebra, the linear hull of the continuous functions ω1, . . . ,ωn:
I → R forms a Chebyshev system if and only if, for all elements x1 < · · · < xn of I , the following inequality holds
∣∣∣∣∣∣
ω1(x1) . . . ω1(xn)
...
. . .
...
ωn(x1) . . . ωn(xn)
∣∣∣∣∣∣> 0.
In fact, it suﬃces to assume that the determinant above is nonvanishing whenever the arguments x1, . . . , xn are pairwise
distinct points of the domain. Indeed, Bolzano’s theorem guarantees that its sign is constant if the arguments are sup-
posed to be in an increasing order, hence the components ω1, . . . ,ωn can always be rearranged such that they fulﬁll the
requirement of the deﬁnition. Throughout in this paper, we shall mean under a Chebyshev system a vector of functions
ω := (ω1, . . . ,ωn) that fulﬁlls the determinant property above. Considering Chebyshev systems as vector of functions in-
stead of sets of functions is widely accepted in the technical literature and also turns out to be very convenient in our
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to a Chebyshev system ω := (ω1, . . . ,ωn) if and only if, for all elements x0 < x1 < · · · < xn of I ,∣∣∣∣∣∣∣∣
ω1(x0) ω1(x1) . . . ω1(xn)
...
...
. . .
...
ωn(x0) ωn(x1) . . . ωn(xn)
f (x0) f (x1) . . . f (xn)
∣∣∣∣∣∣∣∣
 0.
Chebyshev systems appear, sometimes indirectly, in numerous ﬁelds of mathematics, for example, in the theory of
approximation, numerical analysis and, of course, the theory of inequalities. Motivated by some results of Markov, the
geometric study of moment spaces induced by Chebyshev systems was systematically developed by Krein. Independently
and simultaneously, Karlin and Shapley elaborated the geometry of moment spaces induced by the so-called polynomial
system ω(x) := (1, x, . . . , xn−1). An exhaustive account of the theory of Chebyshev systems and the induced convexity can
be found in the books [30] and [29] with a rich bibliography of the topics for the interested Reader.
The Hermite–Hadamard inequality has been studied in many particular setting of generalized convexity induced by
Beckenbach families. For the case of polynomial convexity, consult [7]. The approach therein is based on some methods of
numerical analysis, as like as quadrature formulae, Hermite–Lagrange-interpolation and its remainder term. A smoothing
technique also had to be developed. The base points of the inequalities can be obtained as the zeros of certain orthogonal
polynomials, while the coeﬃcients have integral representations. The special case when the convexity notion is induced
by two dimensional Chebyshev systems (or as they are also termed: “regular pairs”) is investigated in [8], giving explicit
formula for the occurring one base point. The main tool of the proofs is the observation that any Chebyshev system of
dimension two is topologically equivalent to the vector space of aﬃne functions. The more general setting of an arbi-
trary dimensional Chebyshev system is dealt in the papers [9] and [10]. The main results provide a full extension of the
Hermite–Hadamard inequality to this setting. However, under such general circumstances, only the existence (and also the
uniqueness) of the base points can be guaranteed, but there are no explicit formulae for them. In the proofs, the Markov–
Krein representation theory of moment spaces and pure linear algebraic methods play the key role. In some particular cases,
when the underlying Chebyshev systems are of “lower” dimension, an elementary approach can also be followed [4]. The
dissertation [5] contains a comprehensive discussion of these results.
The aim of the present paper is to extend the classical Hermite–Hadamard inequality to the case of generalized convexity
induced by Beckenbach families of arbitrary parameters. Motivated by the investigations mentioned above, the numbers of
base points of the inequalities are assumed to be approximately the half of the order of the underlying Beckenbach family.
However, those methods that are applied in the earlier cases do not work in Beckenbach’s setting because of the lack of any
kind of algebraic structure. Therefore some other tools have to be developed that are based on the geometry of generalized
lines. First the notion of index is introduced which describes both the local and global behaviors of Beckenbach lines. Using
the properties of index, the existence of lower and upper principal supports can be guaranteed for any generalized convex
function. Principal supports are generalized lines that coincide with a given generalized convex function at certain points
and are either “above” or “below” the function. The number of the prescribed points are approximately the half of the
order of the underlying Beckenbach family. The main results of the paper are simple consequences of support properties.
In fact, deriving Hermite–Hadamard-type inequalities via support properties is the most natural way and reﬂects the key
idea of the proof of the classical case. As applications, all the previous Hermite–Hadamard-type inequalities are presented
as corollaries.
The Hermite–Hadamard-type inequalities obtained contain some assumptions that seem to be “extra” at the ﬁrst glance:
in the case of Chebyshev systems, due to the Markov–Krein theory of moment spaces, these requirements are satisﬁed
automatically and hence remain hidden (compare the main results of [9] and [10]). Therefore the question arises, quite
evidently, whether the results related to the Beckenbach case are redundant or not. This question leads us to investigate the
existence of principal representations of a Beckenbach family, and turns out that the conditions of the main theorems neither
can be dropped nor can be weakened.
2. Support properties for generalized convex functions
The aim of this section is to show that any generalized convex function possesses so-called principal supports, that is,
with generalized lines that support the function in approximately half many base points as the order of the underlying
Beckenbach family. The most obvious and natural approach to this is the following (consult [47] and [48]). Fix the base
points and additional ones close to each of them, and consider the (unique) generalized line that interpolates all these
points. Then, as it might be expected, the accurate principal support is obtained by pulling the “extra” points simultaneously
to the ﬁxed ones. Unfortunately, in Beckenbach’s setting, this idea cannot be followed: the convergence of the process cannot
be guaranteed, and even if it could, one should prove that the limit function obtained also belongs to the family. Hence,
based on the geometry of Beckenbach families, another method is developed and used: the “extra” points are pulled to the
ﬁxed ones not simultaneously, but pair by pair.
Throughout this section, a result of Tornheim plays a crucial role: the convergence at certain points is equivalent to the
uniform convergence on compact subsets among Beckenbach lines. Although his theorem in its original form is much more
general, we shall need only a weaker version (compare [44]):
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generalized lines ϕm converges to ϕ in n pairwise distinct points of I , then ϕm converges uniformly to ϕ on each compact subinterval
of I .
For studying the geometry of Beckenbach families, the most important tool is the notion of index (given in the deﬁnition
below) that describes not only the local, but even more the global behavior of generalized lines.
Deﬁnition. Let Bn(I) be a Beckenbach family on a real interval I further let ϕ and ψ be two distinct elements of Bn(I). The
index function indϕ,ψ : I → {0,1,2} generated by ϕ and ψ is deﬁned as follows: indϕ,ψ(p) = 0 if ϕ(p) = ψ(p); indϕ,ψ(p) = 1
if either p ∈ {inf(I), sup(I)} and ϕ(p) = ψ(p) or p is an interior point, ϕ(p) = ψ(p) and there exists a neighborhood of p on
which ϕ−ψ changes sign exactly at p; indϕ,ψ(p) = 2 if p is an interior point, ϕ(p) = ψ(p) and there exists a neighborhood
of p on which ϕ − ψ does not change sign.
Note that the deﬁnition above is correct: the domain of the index function is the whole interval I . Indeed, if two gen-
eralized lines coincide at some point, then there exists some neighborhood of the point that contains no more intersection.
This is an evident consequence of the fact that two generalized lines can coincide at most ﬁnite many points.
Observe also, that under the assumption of two times differentiability, indϕ,ψ(p) = 1 if and only if ϕ(p) = ψ(p) but
ϕ′(p) = ψ ′(p); similarly, indϕ,ψ(p) = 2 if and only if ϕ(p) = ψ(p) and ϕ′(p) = ψ ′(p) but ϕ′′(p) = ψ ′′(p), whenever p is an
interior point of the underlying interval I .
The most important fact is that the sum of indices over all points has an upper bound that does not depend on the
generators: it cannot be grater than the order of the underlying family.
Lemma 1. Let Bn(I) be a Beckenbach family on a real interval I and ϕ,ψ ∈ Bn(I). Then,∑
p∈I
indϕ,ψ(p) n − 1.
Proof. Assume indirectly, that there exist generalized lines ϕ and ψ that do not satisfy the inequality to be proved. As-
sume that there are k points p such that indϕ,ψ(p) = 2 and there are l points p such that indϕ,ψ (p) = 1. By the indirect
assumption, 2k + l n. Choose ε > 0 and deﬁne
α(p) := max{t ∈ I ∣∣ t < p, ψ(t) = ϕ(t) ± ε},
β(p) := min{t ∈ I ∣∣ t > p, ψ(t) = ϕ(t) ± ε}.
Being ϕ,ψ Beckenbach-lines and ϕ ± ε continuous functions, ε can be chosen such that the compact intervals J (p) :=
[α(p), β(p)] are pairwise disjoint for pairwise distinct points p with indϕ,ψ(p) = 0. Take a sequence of generalized lines
satisfying the following properties:
ψm(p) :=
⎧⎪⎨
⎪⎩
ϕ(p), indϕ,ψ(p) = 1;
ϕ(p) + 1m , indϕ,ψ(p) = 2, ϕ(t)ψ(t), t ∈ J (p);
ϕ(p) − 1m , indϕ,ψ(p) = 2, ϕ(t)ψ(t), t ∈ J (p).
Clearly, such sequence of Beckenbach lines does exist, since k + l < n (otherwise ϕ and ψ coincide). Take r additional
points p (if necessary) with the requirements ψm(p) = ϕ(p) and a compact subinterval J of I that contains all the k+ l + r
points above. Then, by the construction of ψm and Theorem A, ψm converges to ϕ uniformly on J , and hence there exists
m0 ∈ N such that, for all mm0 and t ∈ J ,
ϕ(t) − ε ψm(t) ϕ(t) + ε.
Therefore, by the choice of ε, the generalized lines ψ and ψm have 2k+ l n common intersections, and hence they coincide
for all ﬁxed mm0. Applying Theorem A again on J , we arrive at the contradiction
ψ = lim
m→∞ψm = ϕ. 
Distinguishing the parity of the order of the underlying Beckenbach family, we shall present some important cases when
exact equality occurs in the previous lemma. The key idea of their proof is to guarantee the convergence of generalized lines
at some points (less than the order of the family) and their boundedness over an interval. Then, the “pair-by-pair pulling
technique” and a standard selection process give a convergent subsequence of the original one. In the proofs, Tornheim’s
theorem and the previous lemma are applied.
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ϕ ∈ B2m+1 is ﬁxed, a x1 < · · · < x2m−2k < pk < · · · < p1 < b are ﬁxed points, ξ is an arbitrary element of ]x2m−2k, pk[ and η is an
arbitrary real differing from ϕ(ξ), then there exists a generalized line ψ with the properties ψ(ξ) = η and
indϕ,ψ(xi) = 1, i = 1, . . . ,2m − 2k;
indϕ,ψ(p j) = 2, j = 1, . . . ,k.
Similarly, if a < q1 < · · · < qk < x2m−2k < · · · < x1  b are ﬁxed points, ξ is an arbitrary element of ]qm−k, x2m−2k[ and η is an
arbitrary real differing from ϕ(ξ), then there exists a generalized line ψ with the properties ψ(ξ) = η and
indϕ,ψ(q j) = 2, j = 1, . . . ,k;
indϕ,ψ(xi) = 1, i = 1, . . . ,2m − 2k.
Proof. For the ﬁrst assertion, ﬁrst let k = 1 and ﬁx the points a  x1 < · · · < x2m < b such that x2m−1 := p1. Consider the
(unique) generalized line ψ0 that takes the same value as ϕ at the points xi and the prescribed value η = ϕ(ξ) at the
point ξ . Then, being generalized lines, ϕ and ψ0 cannot have the same value at points differing from xi . Let p be an
arbitrary point of ]x2m−1, x2m[ and consider the Beckenbach line ψp that is uniquely determined by the following conditions
ψp(xi) = ψ0(xi) = ϕ(xi) (i = 1, . . . ,2m − 1),
ψp(ξ) = ψ0(ξ),
ψp(p) = ϕ(p).
Applying Lemma 1, we shall verify that, for all elements p of ]x2m−1, x2m[, the generalized lines ψp are bounded on
[ξ, x2m−1]. More precisely, the following inequalities hold:
min
{
ϕ(t),ψ0(t)
}
< ψp(t) < max
{
ϕ(t),ψ0(t)
}
, t ∈ ]ξ, x2m−1[,
min
{
ϕ(t),ψp(t)
}
< ψ0(t) < max
{
ϕ(t),ψp(t)
}
, t ∈ [a, ξ ], t = xi .
Indeed, if any inequality above is not valid, then either ψp and ϕ (respectively, ψp and ψ0) have at least one more common
intersection at some point differing from xk or there exist two consecutive intervals spanned by the points xi on which
ψp −ϕ (respectively, ψp −ψ0) keeps sign. But, any of these cases contradicts to Lemma 1. Fix an element ξ < t1 < x2m−1. The
inequalities above imply that the sequence ψp(t1) is bounded, and hence possesses a convergent subsequence as p → x2m−1.
Without loss of generality we may assume that ψp(t1) → s1 for some real s1. Consider the generalized line ψ that is
uniquely given by the interpolation conditions
ψ(xi) = ψ0(xi) = ϕ(xi) (i = 1, . . . ,2m − 1),
ψ(ξ) = ψ0(ξ),
ψ(t1) = s1.
Then, by Theorem A, ψp tends to ψ uniformly as p tends to x2m−1 on any compact subinterval of [a,b]. Obviously, taking
into consideration the construction of ψ , we have that ψ takes the same values as ϕ at the points x1, . . . , x2m−1 := p1;
furthermore, by Lemma 1 again, ϕ(t) − ψ(t) keeps sign if x2m−1 < t < b, and, for all points t < ξ of [a,b] differing from xk ,
min
{
ϕ(t),ψ(t)
}
< ψ0(t) < max
{
ϕ(t),ψ(t)
}
.
In particular,
indϕ,ψ(xi) = 1 (i = 1, . . . ,2m − 2),
indϕ,ψ(p1) = 2.
Now assume that k = 2 and repeat this process on the generalized lines ϕ and ψ0 := ψ . Take the points a  x1 < · · · <
x2m−1 < b such that x2m−1 := p1, x2m−3 := p2, let further ξ ∈ ]x2m−4, x2m−3[ and p ∈ ]x2m−3, x2m−2[. Consider the unique
Beckenbach line ψp that interpolates ψ at the points x1, . . . , x2m−4, ξ , coincides with ϕ at p and the index of p1 = x2m−1
with respect to ψ and ψp equals 2. Let us emphasize, that the existence of ψp is guaranteed by the argument of the
previous step. Observe also, that ψp is bounded by ϕ and ψ0 on the compact interval [ξ, x2m−3] due to Lemma 1 again.
Hence, choosing now two points t1 and t2 between ξ and x2m−3, the existence of a generalized line ψ can be guaranteed
such that ψp → ψ uniformly. Moreover, ψ fulﬁls the following properties: ϕ(t) − ψ(t) keeps sign if x2m−3 < t < b, and, for
all points t < ξ of [a,b] differing from xk ,
min
{
ϕ(t),ψ(t)
}
< ψ0(t) < max
{
ϕ(t),ψ(t)
}
.
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indϕ,ψ(xi) = 1 (i = 1, . . . ,2m − 4),
indϕ,ψ(p j) = 2 ( j = 1,2).
Iterating these steps, the statement follows by induction for all admissible values of k. The other assertion can be veriﬁed
via an analogous way, therefore its proof is left to the Reader. 
Lemma 3. Let B2m be a Beckenbach family on a compact interval [a,b]. If ϕ is a ﬁxed generalized line, a < x1 < · · · < x2m−2k−1 <
pk < · · · < p1 < b are ﬁxed points, ξ is an arbitrary element of ]x2m−2k−1, pk[ and η is a real differing from ϕ(ξ), then there exists a
generalized line ψ such that ψ(ξ) = η, furthermore
indϕ,ψ(xi) = 1, i = 1, . . . ,2m − 2k − 1;
indϕ,ψ(p j) = 2, j = 1, . . . ,k.
Similarly, if a < x1 < · · · < x2m−2k−1 < pk < · · · < p1 < b are ﬁxed points, ξ is an arbitrary element of ]x2m−2k−3, pk[ and η is a real
differing from ϕ(ξ), then there exists a generalized line ψ such that ψ(ξ) = η, indϕ,ψ (a) = 1, indϕ,ψ(b) = 1 furthermore
indϕ,ψ(xi) = 1, i = 1, . . . ,2m − 2k − 1;
indϕ,ψ(p j) = 2, j = 1, . . . ,k.
Proof (Hint). The ﬁrst assertion follows by an analogous argument presented in the proof of Lemma 2. The second one
can also be veriﬁed directly, but there is an alternative approach, too: apply the ﬁrst part of the lemma on the 2m − 2
parameters Beckenbach family B∗2m deﬁned by
B∗2m :=
{
ψ ∈ B2m
∣∣ψ(a) = ϕ(a), ψ(b) = ϕ(b)}. 
The main results of the section state the existence of generalized lines that support a given generalized convex function
at as many prescribed points as approximately half of the order of the underlying Beckenbach family. In the proofs, a similar
pulling process is applied to the above one; now the generalized lines of Lemmas 2 and 3 “control” the approximating
sequence. The odd and even cases are treated separately again.
Theorem 1. Let B2m+1 be a Beckenbach family on a compact interval [a,b]. If f : [a,b] → R is a generalized convex function with
respect toB2m+1 and ξ1, . . . , ξm are arbitrary elements of ]a,b[, then there exists a generalized line ϕ ofB2m+1 fulﬁlling the properties
ϕ  f and ϕ(ξk) = f (ξk) for all k = 0, . . . ,m under the convention ξ0 := a. Similarly, if η1, . . . , ηm are arbitrary elements of ]a,b[,
then there exists a generalized line ψ of B2m+1 satisfying ψ  f and ψ(ηk) = f (ηk) for all k = 1, . . . ,m + 1 under the convention
ηm+1 := b.
Proof. Let x0 := a and x1 < · · · < x2m be points of ]a,b[ such that x2k−1 := ξk for k = 1, . . . ,m. Take the generalized line χ
that interpolates f at the points xk . According to the generalized convexity, f (t) χ(t) for t ∈ [x2m,b]; similarly, taking into
consideration that the underlying Beckenbach family is of odd order, f (t) χ(t) for t ∈ [x0, x1]. Let p be an arbitrary point
of ]x2m−1, x2m[ and denote the generalized line that interpolates f at the points x0, . . . , x2m−1; p by χp . The generalized
convexity of f and Lemma 1 together imply the inequalities
min
{
f (t),χ(t)
}
 χp(t)max
{
f (t),χ(t)
}
, t ∈ [x0, x2m−1].
Thus, f (t) χp(t) χ(t) for all t ∈ [x0, x1], and a similar argument to the ﬁrst step of the proof of Lemma 2 guarantees the
existence of a generalized line χ∗ such that χp → χ∗ uniformly as p → x2m−1. Moreover, by the construction, χ∗ possesses
the properties
min
{
f (t),χ(t)
}
 χ∗(t)max
{
f (t),χ(t)
}
, t ∈ [x0, x2m−1]
and
χ∗(xk) = f (xk), k = 0,1, . . . ,2m − 1,
χ∗(t) f (t), t ∈ [x2m−2,b].
Let χ := χ∗ and p ∈ ]x2m−3, x2m−2[. By Lemma 2, there exists a generalized line χp that takes the same values at the
points x0, . . . , x2m−3; x2m−1 as χ , the index of the point x2m−1 with respect to χp and χ equals 2, and χ(p) = f (p). Observe
ﬁrst, that χp(t) < χ(t) for t ∈ ]x2m−3,b] or else the sum of indices contradicts to Lemma 1; moreover, for the same reasons,
min
{
f (t),χ(t)
}
 χp(t)max
{
f (t),χ(t)
}
, t ∈ [x0, x2m−3].
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fulﬁlling the requirements
min
{
f (t),χ(t)
}
 χ∗(t)max
{
f (t),χ(t)
}
, t ∈ [x0, x2m−3]
and
χ∗(xk) = f (xk), k = 0,1, . . . ,2m − 3;2m − 1,
χ∗(t) f (t), t ∈ [x2m−4,b].
Repeating these steps, the pairs (x2k−1; x2k) can be “pulled” together and after each step the generalized line obtained
lies “below” the function f on the interval [x2k−2,b]. Hence, the ﬁrst statement follows by induction. The other one can be
veriﬁed similarly (beginning now the “pulling” process with the ﬁrst pair), therefore its proof is omitted. 
Theorem 2. Let B2m be a Beckenbach family on a compact interval [a,b]. If f : [a,b] → R is a generalized convex function with
respect to B2m and ξ1, . . . , ξm are arbitrary elements of ]a,b[, then there exists a generalized line ϕ of B2m fulﬁlling the properties
ϕ  f and ϕ(ξk) = f (ξk) for all k = 1, . . . ,m. Similarly, if η1, . . . , ηm−1 are arbitrary elements of ]a,b[, then there exists a generalized
line ψ of B2m satisfying ψ  f and ψ(ηk) = f (ηk) for all k = 0, . . . ,m under the conventions η0 := a and ηm := b.
Proof (Hint). For verifying the existence of ϕ , apply the ﬁrst part of Lemma 3 and an analogous argument used in Theorem 1
observing that, in each step, the generalized lines χp obtained are bounded on the interval [a, ξ1]. Due to Lemma 1 and the
construction followed, it is also clear that ϕ  f on the whole interval [a,b].
The proof of the existence of ψ is similar; now the second part of Lemma 3 should be applied, taking into consideration
that the lines χp obtained in each step are bounded on [a, η1]. It can also be checked easily that ψ  f on the whole
interval [a,b]. 
The generalized lines ϕ and ψ (in both of the cases Theorems 1 and 2) are called lower and upper principal supports,
respectively. Observe that Theorem 2 gives the well-known support property for the classical convex functions in the par-
ticular setting m = 1; moreover, together with Theorem 1, generalize a particular case of Wa˛sowicz’s result [46–48]. In a
recent paper, the same author has presented a complete solution of generalized support problems in Chebyshev’s setting
[50].
At last, some regularity properties of generalized convex functions are investigated. It turns out that generalized convex
functions are integrable in sense of Riemann, which is crucial to state Hermite–Hadamard-type inequalities. Let us mention,
that the facts of the next statement can be veriﬁed using the support properties above if the order of the family is at least
three. However, for the sake of the unique treatment, a direct approach is followed.
Theorem 3. Assume that Bn is a Beckenbach family on a real interval I and n  2. If a function f : I → R is generalized convex
with respect to Bn, then f is continuous on the interior of I and bounded on any compact subset of the domain. In particular, f is
Riemann-integrable on I provided the domain is compact.
Proof. Assume ﬁrst that p is an arbitrary interior point of I . Fix the elements x0, . . . , xn+1 of the domain such that xn := p.
Denote the generalized line that interpolates f at the points x0, . . . , xn by ϕ; similarly, denote the generalized line that in-
terpolates f at the points x1, . . . , xn+1 by ψ . According to the generalized convexity of f , we have the following inequalities
ψ(t) f (t) ϕ(t), t ∈ [xn, xn+1];
ϕ(t) f (t)ψ(t), t ∈ [xn−1, xn].
The continuity of ϕ and ψ , furthermore the ﬁrst row of inequalities imply that f has right-hand side limit at xn = p since
ϕ(p) = f (p) = ψ(p). Similarly, applying the second row of inequalities, the existence of the left-hand side limit follows. On
the other hand, the one sided limits are equal to f (p), and the continuity at interior points is proved.
Assume that I = [a,b]. Not claiming completeness, we shall verify only the boundedness of f at the endpoint b. Now
take again the elements x0, . . . , xn+1 of [a,b] such that xn+1 := b. An analogous argument to the above one guarantees the
existence of Beckenbach lines ϕ,ψ such that
ψ(t) f (t) ϕ(t), t ∈ [xn, xn+1].
The continuity of the lines ϕ,ψ and the compactness of the subinterval [xn, xn+1] together imply the boundedness of f at
the endpoint b. 
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The Hermite–Hadamard-type inequalities are immediate consequences of the support properties of generalized convex
functions: assuming that the integrals of all elements of a Beckenbach family can be represented by their values taken at
certain base points, the main results are obtained by a simple integration. However, motivated by the theory of Markov and
Krein, ﬁrst we need the next concept.
Deﬁnition. Let Bn be a Beckenbach family over a compact interval [a,b], and let ρ : [a,b] → R be a positive integrable
function. We say that (Bn;ρ) (or simply: Bn) has a lower (respectively, upper) principal representation if there exist positive
coeﬃcients αk and interior base points ξk (respectively, βk and ηk) such that, for all ϕ ∈ Bn and distinguishing the parity of
order,
n = 2m:
b∫
a
ϕρ =
m∑
k=1
αkϕ(ξk),
b∫
a
ϕρ = β0ϕ(a) +
m−1∑
k=1
βkϕ(ηk) + βmϕ(b);
n = 2m + 1:
b∫
a
ϕρ = α0ϕ(a) +
m∑
k=1
βkϕ(ξk),
b∫
a
ϕρ =
m∑
k=1
βkϕ(ηk) + βm+1ϕ(b).
As it is well known, the classical quadrature formulae of Gauss–Legendre, Lobatto and Radau (see them later) are exact
for polynomials up to a proper degree. In view of the deﬁnition, these quadrature rules can be considered as lower and
upper principal representations. Hence, if a Beckenbach family is a polynomial system, then it always possesses both lower
and upper principal representations. The Hermite–Hadamard-type inequalities in Beckenbach’s setting are presented in two
theorems distinguishing the parity of the underlying family. We shall present the proof of the odd order case only, since the
other one is quite similar.
Theorem 4. Let m be an arbitrary natural number, B2m+1 be a Beckenbach family over a compact interval [a,b] of order 2m + 1. If
B2m+1 has a lower principal representation with base points ξ1, . . . , ξm and positive coeﬃcients α0,α1, . . . ,αm, then the inequality
α0 f (a) +
m∑
k=1
αk f (ξk)
b∫
a
f ρ
holds for any B2m+1-convex function f : [a,b] → R. Similarly, if B2m+1 has an upper principal representation with base points
η1, . . . , ηm and positive coeﬃcients β1, . . . , βm+1 , then any function f : [a,b] → R that is convex with respect to B2m+1 satisﬁes the
inequality
b∫
a
f ρ 
m∑
k=1
βk f (ηk) + βm+1 f (b).
Proof. The proofs of the two statements are quite similar, therefore we verify only, for example the ﬁrst one. First note
that f is integrable indeed, according to Theorem 3. By Theorem 1, there exists a lower principal support ϕ satisfying the
requirements ϕ  f and ϕ(a) = f (a); ϕ(ξ1) = f (ξ1), . . . , ϕ(ξm) = f (ξm). Since ρ is nonnegative, ϕρ  f ρ . Integrating both
sides of this inequality over [a,b] and using the lower principal representation of the Beckenbach family B2m+1, the ﬁrst
statement is proved:
b∫
a
f ρ 
b∫
a
ϕρ = α0ϕ(a) +
m∑
k=1
αkϕ(ξk) = α0 f (a) +
m∑
k=1
αk f (ξk). 
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a lower principal representation with base points ξ1, . . . , ξm and positive coeﬃcients α1, . . . ,αm, then the inequality
m∑
k=1
αk f (ξk)
b∫
a
f ρ
holds for anyB2m-convex function f : [a,b] → R. Similarly, ifB2m has an upper principal representation with base points η1, . . . , ηm
and positive coeﬃcients β1, . . . , βm+1 , then any function f : [a,b] → R that is convex with respect to B2m satisﬁes the inequality
b∫
a
f ρ  β0 f (a) +
m−1∑
k=1
βk f (ηk) + βm f (b).
As an almost immediate consequence of the Markov–Krein theory (consult [5,10,30]), a Chebyshev system always pos-
sesses both lower and upper principal representations. In other words, requiring a linear structure on the Beckenbach family,
the conditions of Theorems 4 and 5 are fulﬁlled automatically and the following corollaries are obtained:
Corollary 1. Let ω= (ω1, . . . ,ω2m+1) be a Chebyshev system on a compact interval [a,b] and ρ : [a,b] → R be a positive integrable
function. Then there exist uniquely determined base points ξ1, . . . , ξm and η1, . . . , ηm of ]a,b[ and positive coeﬃcients α0, . . . ,αm
and β1, . . . , βm+1 such that, for any generalized ω-convex function f : [a,b] → R, the following Hermite–Hadamard-type inequality
holds
α0 f (a) +
m∑
k=1
αk f (ξk)
b∫
a
f ρ 
m∑
k=1
βk f (ηk) + βm+1 f (b).
Corollary 2. Let ω = (ω1, . . . ,ω2m) be a Chebyshev system on a compact interval [a,b] and ρ : [a,b] → R be a positive integrable
function. Then there exist uniquely determined base points ξ1, . . . , ξm and η1, . . . , ηm−1 of ]a,b[ and positive coeﬃcients α1, . . . ,αm
and β0, . . . , βm such that, for any generalized ω-convex function f : [a,b] → R, the following Hermite–Hadamard-type inequality
holds
m∑
k=1
αk f (ξk)
b∫
a
f ρ  β0 f (a) +
m−1∑
k=1
βk f (ηk) + βm f (b).
Unfortunately, under such general circumstances, the Markov–Krein theory guarantees only the existence (and also the
uniqueness) of the representations’ base points and coeﬃcients, but does not provide any explicit formulae for them. The
only exception is, as far as we know, the special case m = 1 of Corollary 2 when only one base point occurs on the left-hand
side. Before formulating this result, let us mention that any Chebyshev system of dimension two can always be replaced
by another one, whose ﬁrst component is positive on the interior of the domain and the ratio of the second and ﬁrst
components generates a strictly increasing function; moreover, the original and the new systems induce the same convexity
notion (for details, consult [5] or [8]). These kinds of systems are called regular Chebyshev systems. After this, the special case
mentioned reads as follows.
Corollary 3. Let (ω1,ω2) be a regular Chebyshev system on a compact interval [a,b] and let ρ : [a,b] → R be a positive integrable
function. If f : [a,b] → R is an (ω1,ω2)-convex function, then it satisﬁes the following Hermite–Hadamard-type inequality
c f (ξ)
b∫
a
f ρ  c1 f (a) + c2 f (b),
where
ξ =
(
ω2
ω1
)−1(∫ b
a ω2ρ∫ b
a ω1ρ
)
, c =
∫ b
a ω1ρ
ω1(ξ)
and
c1 =
∣∣∣∣∣
∫ b
a ω1ρ ω1(b)∫ b
a ω2ρ ω2(b)
∣∣∣∣∣∣∣∣∣ω1(a) ω1(b)ω2(a) ω2(b)
∣∣∣∣
, c2 =
∣∣∣∣∣
ω1(a)
∫ b
a ω1ρ
ω2(a)
∫ b
a ω2ρ
∣∣∣∣∣∣∣∣∣ω1(a) ω1(b)ω2(a) ω2(b)
∣∣∣∣
.
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ness, we list up here two more applications of the even order case. Observe that the ﬁrst one involves the midpoint of
the domain; moreover, dividing by b − a and taking the limit a → b, the coeﬃcient of the left-hand side tends to 1, while
the coeﬃcient of the right-hand side tends to 1/2. Therefore this inequality can be considered as a “local” version of the
Hermite–Hadamard inequality. The other one is valid for the so-called log-convex functions. These types of functions are
exactly the (1,exp)-convex ones in terms of generalized convexity (consult [17] and [19]). For further applications and
examples, see [5] or [8].
Example. If f : [a,b] → R is a (cosh, sinh)-convex function, then
2 sinh
(
b − a
2
)
f
(
a + b
2
)

b∫
a
f (t)dt  tanh
(
b − a
2
)(
f (a) + f (b)).
Example. If f : [a,b] → R is a (1,exp)-convex function, then
(b − a) f
(
log
exp(b) − exp(a)
b − a
)

b∫
a
f (t)dt 
(
(b − a)exp(b)
exp(b) − exp(a) − 1
)
f (a) +
(
1− (b − a)exp(a)
exp(b) − exp(a)
)
f (b).
In an other important particular case, when the convexity notion is induced by the polynomial system, there are some
additional information for the base points and the coeﬃcients of the representations. The base points turn out to be the
zeros of certain orthogonal polynomials while, once having the zeros, the coeﬃcients can be obtained via integral represen-
tations. In what follows, we shall need some elementary properties of orthogonal polynomials. For details, see [42].
Let [a,b] be a real interval and ρ : [a,b] → R be a weight function. The inner product of the polynomials P and Q with
respect to ρ on the interval [a,b] is deﬁned by the classical formula
〈P , Q 〉ρ :=
b∫
a
P Q ρ.
A system of polynomials is called a ρ-orthogonal polynomial system on [a,b] if each member of the system is orthogonal to
the others, that is, the inner products in turn are zero. Consider the polynomials Gm , Lm−1 and Rm deﬁned by the formulae
Gm(t) :=
∣∣∣∣∣∣∣∣∣
1 1 · · · 1m
t 12 · · · 1m+1
...
...
. . .
...
tm 1m+1 · · · 12m
∣∣∣∣∣∣∣∣∣
, (1)
Lm−1(t) :=
∣∣∣∣∣∣∣∣∣∣
1 12·3 · · · 1m(m+1)
t 13·4 · · · 1(m+1)(m+2)
...
...
. . .
...
tm−1 1
(m+1)(m+2) · · · 1(2m−1)2m
∣∣∣∣∣∣∣∣∣∣
, (2)
Rm(t) :=
∣∣∣∣∣∣∣∣∣
1 12 · · · 1m+1
t 13 · · · 1m+2
...
...
. . .
...
tm 1m+2 · · · 12m+1
∣∣∣∣∣∣∣∣∣
. (3)
Due to the usual moment representation of orthogonal polynomials, as it can easily be checked, Gm is exactly the mth
degree member of the ρ-orthogonal polynomial system on [0,1], where ρ ≡ 1. Similarly, Lm−1 is the (m − 1)st degree
member of the orthogonal polynomial system on [0,1] with respect to the weight function ρ(t) := t(t − 1), while Rm is the
mth degree member of the ρ-orthogonal polynomial system on [0,1], where ρ(t) := t .
As it is well known from the classical theory of orthogonal polynomials, an orthogonal polynomial of degree m has
exactly m pairwise distinct real zeros in the interior of the interval on which the system is given. Therefore, Gm , Lm−1,
and Rm has exactly m, (m − 1) and m zeros in ]0,1[, respectively. Denote these zeros by ν1, . . . , νm , μ1, . . . ,μm−1 and
λ1, . . . , λm . Using the zeros, deﬁne the coeﬃcients αk , βk , γk by
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1∫
0
Gm(t)
(t − νk)G ′m(νk) dt,
β0 := 1
L2m−1(0)
1∫
0
(1− t)L2m−1(t)dt,
βk := 1
(1− μk)μk
1∫
0
t(1− t)Lm−1(t)
(t − μk)L′m−1(μk)
dt,
βm := 1
L2m−1(1)
1∫
0
tL2m−1(t)dt,
γ0 := 1
R2m(0)
1∫
0
R2m(t)dt,
γk := 1
λk
1∫
0
tRm(t)
(t − λk)R ′m(λk) dt.
Keeping the notations above, let us consider the quadrature formula of Gauss–Legendre (denoted by Gm), Lobatto (denoted
by Lm−1), furthermore the lower and upper Radau quadrature formulae (denoted by Rm;a and Rm;b) acting on functions
ϕ : [a,b] → R and deﬁned by the formulae
Gm(ϕ) :=
m∑
k=1
αkϕ
(
(1− νk)a + νkb
)
,
Lm−1(ϕ) := β0ϕ(a) +
m−1∑
k=1
βkϕ
(
(1− μk)a + μkb
)+ βmϕ(b),
Rm;a(ϕ) := γ0ϕ(a) +
m∑
k=1
γkϕ
(
(1− λk)a + λkb
)
,
Rm;b(ϕ) :=
m∑
k=1
γkϕ
(
λka + (1− λk)b
)+ γ0ϕ(b).
It is well known from numerical analysis that Gm is exact for polynomials of degree at most n = 2m − 1; conversely, if a
quadrature formula with m interior base points is exact for polynomials of degree at most (2m−1) then it is necessarily Gm .
An analogous statement remains true for the Lobatto quadrature formula: Lm−1 is exact for polynomials of degree at most
n = 2m − 1; conversely, if a quadrature formula contains (m − 1) interior base points plus the endpoints of the domain
and is exact for polynomials of degree at most (2m − 1) then it is necessarily Lm−1. In other words, Gm is lower, while
Lm−1 is upper principal representation for the n = 2m parameters polynomial Chebyshev system ω2m−1. Hence Theorem 5
immediately implies the following
Corollary 4. Let m be a natural number, [a,b] be a compact interval. If a function f : [a,b] → R is polynomially (2m)-convex, then it
satisﬁes the following Hermite–Hadamard-type inequality
Gm( f )
1
b − a
b∫
a
f (t)dt Lm−1( f ).
Again, the Radau-quadrature formulae Rm;a and Rm;b are exact for polynomials of degree at most n = 2m. Moreover,
if a quadrature formula contains m interior base points plus one of the domain’s endpoints and is exact for polynomials
of degree at most 2m, then it is necessarily Rm;a or Rm;b accordingly which endpoint is involved. That is, the Radau-
quadrature formulae Rm;a and Rm;b provide lower and upper principal representations for the n = 2m + 1 parameters
polynomial Chebyshev system ω2m . Therefore the requirements of Theorem 4 are fulﬁlled and we arrive at
M. Bessenyei / J. Math. Anal. Appl. 364 (2010) 366–383 377Corollary 5. Let m be a natural number, [a,b] be a compact interval. If a function f : [a,b] → R is polynomially (2m + 1)-convex,
then it satisﬁes the following Hermite–Hadamard-type inequality
Rm;a( f )
1
b − a
b∫
a
f (t)dt Rm;b( f ).
It is quite easy to check that the particular case m = 1 of Corollary 4 reduces to the classical inequality of Hermite and
Hadamard. Not claiming completeness, we present here two more applications: one for the odd and another for the even
setting. As an interesting historical remark, let us note that the upper estimation of the second one was ﬁrst published by
Kepler, who developed this formula for estimating the volume of wine barrels in his fundamental work on inﬁnitesimal
calculus [31]. Further examples and applications both for the odd and even cases can be found in [5,7,45] and [47] in a
more detailed form.
Example. If f : [a,b] → R is a polynomially 3-convex function, then the following inequalities hold
1
4
f (a) + 3
4
f
(
a + 2b
3
)
 1
b − a
b∫
a
f (t)dt  3
4
f
(
2a + b
3
)
+ 1
4
f (b).
Example. If f : [a,b] → R is a polynomially 4-convex function, then the following inequalities hold
1
2
f
(
3+ √3
6
a + 3−
√
3
6
b
)
+ 1
2
f
(
3− √3
6
a + 3+
√
3
6
b
)
 1
b − a
b∫
a
f (t)dt  1
6
f (a) + 2
3
f
(
a + b
2
)
+ 1
6
f (b).
At last, let us consider two applications of Theorem 5 in the nonlinear case, too. The ﬁrst example will be investigated
and detailed under more general circumstances in the next section. The second one offers, in fact, a wide range of further
(nonlinear) examples and bases on the work of Peixoto [39]. Note, that in a particular case it reduces to the classical
Hermite–Hadamard inequality. For related results, see also [12].
Example. Let I ⊂ R be an interval symmetric with respect to zero, and consider the Beckenbach family B2(I) := {α + βt;
α − βt3 | α ∈ R, β  0} where t ∈ I . If f : I → R is a generalized convex function with respect to B2(I), then it satisﬁes the
inequalities
f (0) 1
2r
r∫
−r
f (t)dt  f (−r) + f (r)
2
(r > 0, r ∈ I).
Example. Let I ⊂ R be an open interval, G : I × R × R → R be a continuous function such that, for all (t, s0, s1) from
I ×R×R, the second order differential equation
y′′(t) = G(t, y(t), y′(t))
has a unique solution satisfying the conditions y(t) = s0 and y′(t) = s1. Assume further, that the solutions depend continu-
ously with respect to the initial values and the set of solutions generate a two parameter Beckenbach family that has both
lower and upper principal representations on [a,b] ⊂ I . Then, there exist ξ ∈ ]a,b[ and coeﬃcients α;β1, β2 such that, for
any twice differentiable function f : I → R satisfying the corresponding differential inequality f ′′(t)  G(t, f (t), f ′(t)), we
have
α f (ξ) 1
b − a
b∫
a
f (t)dt  β1 f (a) + β2 f (b).
4. The Markov–Krein theory of Beckenbach families
In what follows, we show that the conditions of the main results (Theorems 4 and 5) are not redundant and they
cannot be weakened, too. More precisely, we shall verify that, for all n ∈ N, there exists a Beckenbach family of order n that has
neither lower, nor upper principal representation. Contrary, there exists a non-Chebyshev Beckenbach family of order n that has lower
(respectively, upper) principal representation.
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Namely, consider the set Pn deﬁned by
Pn :=
{
p(t) := α0 + α1t + · · · + αntn
∣∣ p(−1) = 1, t ∈ [0,1], αk ∈ R}.
Under the assumption on the existence of any kind principal representation, one can derive an inhomogeneous system of
linear equations that contains approximately twice of equations than unknowns. Manipulating this system, another homoge-
nous system of linear equations can be obtained with a nontrivial solution. Hence, its base determinant must be zero; on
the other hand, the base determinant also turns out to be the leading coeﬃcient of an orthogonal polynomial that always
differs from zero. This contradiction will complete the proof.
Theorem 6. For all n ∈ N, the set Pn deﬁned above is a Beckenbach family on [0,1] that has neither lower, nor upper principal
representation.
Proof. Clearly, the members of Pn are continuous on [0,1]. On the other hand, if n arbitrary points of [0,1] ×R are given
(with pairwise distinct ﬁrst coordinates), then there exists a unique polynomial of degree at most n that interpolates these
points plus the extra one (−1,1), and hence belongs to Pn . That is, Pn is a Beckenbach family on [0,1], indeed. For the
other assertion of the theorem, we shall distinguish two cases according to the parity of n.
Case n = 2m. Assume indirectly that there exist positive coeﬃcients c1, . . . , cm and base points ξ1 < · · · < ξm of ]0,1[
such that, for all elements ϕ of P2m , we have a lower principal representation of the form
c1ϕ(ξ1) + · · · + cmϕ(ξm) =
1∫
0
ϕ(t)dt.
Clearly, the polynomials ϕk(t) := (−t)k belong to P2m for all k = 0,1, . . . ,2m and
1∫
0
ϕk(t)dt = (−1)
k
k + 1 .
Therefore, substituting ϕ := ϕk and rearranging to zero, the lower principal representation above reduces to the following
system of (2m + 1) algebraic equations:
c1 + c2 + · · · + cm − 1 = 0
c1ξ1 + c2ξ2 + · · · + cmξm − 12 = 0
...
...
. . .
...
...
...
c1ξ2m1 + c2ξ2m2 + · · · + cmξ2mm − 12m+1 = 0.
The kth quadratic block of the system, that is, the kth, (k+1)st, etc., (k+m)th equations, can be considered as a homogenous
system of linear equations with a nontrivial solution (c1, . . . , cm,1). Therefore, the coeﬃcient matrix of the system must be
singular:
∣∣∣∣∣∣∣∣∣
ξk1 ξ
k
2 . . . ξ
k
m
1
k+1
ξk+11 ξ
k+1
2 . . . ξ
k+1
m
1
k+2
...
...
. . .
...
...
ξk+m1 ξ
k+m
2 . . . ξ
k+m
m
1
k+m+1
∣∣∣∣∣∣∣∣∣
= (ξ1ξ2 · · · ξm)k
∣∣∣∣∣∣∣∣∣
1 1 . . . 1 1k+1
ξ1 ξ2 . . . ξm
1
k+2
...
...
. . .
...
...
ξm1 ξ
m
2 . . . ξ
m
m
1
k+m+1
∣∣∣∣∣∣∣∣∣
= 0.
Eliminating the nonzero terms (ξ1ξ2 · · · ξm)k and expanding the determinants with respect to the last column, the following
homogenous system of linear equations follows for the proper algebraic determinants Dk:
D1
1 + D22 + · · · + Dm+1m+1 = 0
D1
2 + D23 + · · · + Dm+1m+2 = 0
...
...
. . .
...
...
D1 + D2 + · · · + Dm+1 = 0.m+1 m+2 2m+1
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nonzero determinant. Therefore the coeﬃcient matrix of the system must be singular:
 :=
∣∣∣∣∣∣∣∣∣
1 12 . . .
1
m+1
1
2
1
3 . . .
1
m+2
...
...
. . .
...
1
m+1
1
m+2 . . .
1
2m+1
∣∣∣∣∣∣∣∣∣
= 0.
On the other hand,  is exactly the leading coeﬃcient of the orthogonal polynomial Gm+1 (compare (2)), which cannot be
zero. This contradiction shows that P2m has no lower principal representation.
Now assume indirectly that P2m has an upper principal representation, that is, there exist positive coeﬃcients c0, . . . , cm
and base points η1 < · · · < ηm−1 of ]0,1[ such that, for all ϕ of P2m , we have the upper representation of the form
c0ϕ(0) + c1ϕ(η1) + · · · + cm−1ϕ(ηm−1) + cmϕ(1) =
1∫
0
ϕ(t)dt.
Clearly, the polynomials ϕk(t) := (−t)k(1− t)/2 belong to P2m for all k = 0,1, . . . ,2m − 1 and
1∫
0
ϕk(t)dt = (−1)
k
2(k + 1)(k + 2) .
Therefore, substituting ϕ := ϕk and rearranging to zero, the upper principal representation above reduces to the following
system of (2m + 1) algebraic equations:
c1(η1 − η21) + · · · + cm−1(ηm−1 − η2m−1) − 12·3 = 0
c1(η21 − η31) + · · · + cm−1(η2m−1 − η3m−1) − 13·4 = 0
...
. . .
...
...
...
c1(η
2m−1
1 − η2m1 ) + · · · + cm−1(η2m−1m−1 − η2mm−1) − 12m(2m+1) = 0.
Applying an analogous argument and similar calculations as in the lower case, one can get the following homogenous
system of linear equations on the algebraic determinant Dk:
D1
2·3 + · · · + Dm−1(m+1)(m+2) = 0
D1
3·4 + · · · + Dm−1(m+2)(m+3) = 0
...
. . .
...
...
D1
m(m+1) + · · · + Dm−12m(2m+1) = 0.
The determinant Dm−1 is a Vandermonde-determinant of the elements η1, . . . , ηm−1 and hence nonvanishing. Therefore,
(D1, . . . , Dm−1) is a nontrivial solution of the system above, and its coeﬃcient matrix must be singular:
 :=
∣∣∣∣∣∣∣
1
2·3 . . .
1
(m+1)(m+2)
...
. . .
...
1
m(m+1) . . .
1
2m(2m+1)
∣∣∣∣∣∣∣
= 0.
On the other hand,  is exactly the leading coeﬃcient of the orthogonal polynomial Lm (consult (3)), which always differs
from zero. This contradiction shows that P2m has no upper principal representation.
Case n = 2m− 1. Assume indirectly again that P2m−1 has a lower principal representation, i.e., there exist positive coeﬃ-
cients c0, . . . , cn and base points ξ1 < · · · < ξn of ]0,1[ such that, for all ϕ ∈ P2m−1,
c0ϕ(0) + c1ϕ(ξ1) + · · · + ϕ(ξn) =
1∫
0
ϕ(t)dt.
Now take the polynomials ϕk(t) := (−t)k that belong to P2m−1 for all k = 0,1, . . . ,2m − 1. Then,
1∫
ϕk(t)dt = (−1)
k
k + 1 ,
0
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c0 + c1 + · · · + cn = 1
c1ξ1 + · · · + cnξn = 12
...
. . .
...
...
c1ξ
2m−1
1 + · · · + cnξ2m−1n = 12m .
The same method presented in the even order case leads to a similar homogeneous system of linear equations with the
singular determinant
 :=
∣∣∣∣∣∣∣∣∣
1
2
1
3 . . .
1
m+1
1
3
1
4 . . .
1
m+2
...
...
. . .
...
1
m+1
1
m+2 . . .
1
2m
∣∣∣∣∣∣∣∣∣
= 0.
In this case,  turns out to be the leading coeﬃcient of the orthogonal polynomial Rm−1 (compare (3)), which cannot be
zero. Thus the indirect assumption fails. The case of the upper principal representation is the same, therefore its proof is
omitted. 
In the remaining part of the section, we present Beckenbach families of non-Chebyshev type that have at least one sided
principal representation. Contrary to Theorem 6, the constructions are quite different in the even and odd cases, and hence
we treat them separately. However, in each case the characterization of regular polynomially convex functions plays a key
role (consult [32, Theorem 1, p. 387]). Observe also that it is a generalization of the analogous result for classical convexity.
Theorem B. Let I be a real interval and f : I → R be an n-times differentiable function. Then, f is polynomially n-convex if and only if
f (n)  0. Similarly, f is strictly polynomially n-convex if and only if f (n)  0 and there is no proper subinterval of I on which f (n) ≡ 0.
First we shall investigate the even order case. Applying some properties of orthogonal polynomials that are generated by
symmetric weight functions, one can construct a Chebyshev system differing from the polynomial one on which the Gauss–
Legendre and Lobatto quadrature formulae are exact. Then, “gluing” these systems together beside a proper hyperplane-
intersection, an accurate Beckenbach family is created. The idea of the construction goes back to Beckenbach and Bing
[3] and Tornheim [44], who presented nonlinear families for the special two parameter case. In their case, the choice of
generalized lines depends simply on the (non)positivity of the slope joining the points to be interpolated.
Lemma 4. Let ρ : [0,1] → R be a positive integrable function such that ρ(t) = ρ(1 − t) for all t ∈ [0,1] and denote the mth degree
member of the ρ-orthogonal polynomial system on [0,1] by pm. Then there exists a nonzero constant α such that
pm(t) = αpm(1− t).
In particular, if λ is a zero of pm, then so does 1− λ and, for odd m, λ = 1/2 is always a zero. Moreover, we have the identity
pm(t)
p′m(s)
= − pm(1− t)
p′m(1− s) .
Proof. Let the mapping τ : [0,1] → [0,1] be deﬁned by τ (t) := 1 − t and ﬁx an integer k ∈ {0, . . . ,m − 1}. Then, applying
change of variables, the symmetry of ρ with respect to the midpoint, and that pm is ρ-orthogonal for all monomials
ϕl(t) := tl whenever 0 lm − 1, we arrive at
〈pm ◦ τ ,ϕk〉ρ :=
1∫
0
tk pm(1− t)ρ(t)dt =
1∫
0
(1− t)k pm(t)ρ(1− t)dt
=
1∫
0
(1− t)k pm(t)ρ(t)dt =
k∑
l=0
(−1)l
(
k
l
) 1∫
0
tl pm(t)ρ(t)dt =
k∑
l=0
(−1)l
(
k
l
)
〈pm,ϕl〉ρ = 0.
Therefore, pm ◦τ is ρ-orthogonal to the polynomials p0, . . . , pm−1, is of degree m, and hence there exists a nonzero constant
α such that pm ◦ τ = αpm . An evident consequence of this property is that the mapping τ maps a zero into another zero.
In particular, if m is odd, 1/2 must be a zero since pm has m pairwise distinct real zeros. The formula obtained also implies
that p′m(s) = −αp′m(1− s); dividing the sides of the original formula by the sides of the latter, the last assertion follows. 
M. Bessenyei / J. Math. Anal. Appl. 364 (2010) 366–383 381Lemma 5. The system of functions ω(t) := (1, t, . . . , t2m−2, t2m+1) forms a Chebyshev system on the interval [−1,1] and both the
Gauss quadrature formula Gm and Lobatto quadrature formula Lm−1 are exact for ω.
Proof. Note ﬁrst that the members of ω are continuous. On the other hand, the function ω(t) := t2m+1 is strictly (2m− 1)-
convex on [−1,1] since ω(2m−1)(t) = ((2m+ 1)!/2)t2 is nonnegative and there is no proper subinterval of [−1,1] on which
ω(2m−1) is identically zero. Therefore, if x0 < · · · < x2m−2 < x2m+1 are pairwise distinct elements of [−1,1],∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1 1
x0 x1 . . . x2m−2 x2m+1
...
...
. . .
...
...
x2m−20 x
2m−2
1 . . . x
2m−2
2m−2 x
2m−2
2m+1
x2m+10 x
2m+1
1 . . . x
2m+1
2m−2 x
2m+1
2m+1
∣∣∣∣∣∣∣∣∣∣∣
> 0.
For the second assertion, it is suﬃcient to verify that Gm (respectively, Lm−1) is exact for ω. For this purpose, observe
that the base points of Gm are symmetric with respect to 1/2 since the generating weight function, ρ ≡ 1 has the same
property. That is, by Lemma 4, νm−k = 1− νk for all k ∈ {1, . . . ,n}. Due to the representations of the base points of Gm , they
turn out to be antisymmetric with respect to zero:
ξm−k = −(1− νm−k) + νm−k = (1− νk) − νk = −ξk.
Applying change of variables and Lemma 4 again, one can also observe that the coeﬃcients of the Gauss-quadrature are
symmetric, that is, for all k ∈ {1, . . . ,n},
αm−k =
1∫
0
Pm(t)
(t − νm−k)P ′m(νm−k) dt =
1∫
0
Pm(1− t)
(1− t − νm−k)P ′m(νm−k) dt
=
1∫
0
Pm(1− t)
(νk − t)P ′m(1− νk) dt =
1∫
0
Pm(t)
(t − νk)P ′m(νk) dt = αk.
Therefore,
αm−kω(ξm−k) = αm−k(ξm−k)2m−1 = αk(−ξk)2m−1 = −αkω(ξk).
According to the above, Gm(ω) must be zero if Gm has even members. If Gm has odd members, then the “middle” base
point is necessarily 0 ∈ [−1,1] since 1/2 is the zero of the proper (odd order) orthogonal polynomial and 0 = −1/2+ 1/2.
Hence, Gm(ω) must be zero again. On the other hand, the integral of ω over the interval [−1,1] vanishes which shows that
the required representation holds.
The weight function ρ(t) := t(1 − t) that generates the base points of Lm−1 is also symmetric with respect to 1/2,
therefore Lemma 4 can be applied again. A similar argument to the previous one on the base points and coeﬃcients
of Lm−1 completes the proof. 
Theorem 7. For all m ∈ N, there exists a non-Chebyshev Beckenbach family on the interval [−1,1] of order 2m that has both lower
and upper principal representations.
Proof. Take the points −1 x1 < · · · < x2m  1, let y1, . . . , y2m be arbitrary reals, and consider the Lagrange-interpolation
polynomial L that interpolates the points (xk, yk). If the leading coeﬃcient of L is nonnegative then set ϕ := L else deﬁne ϕ
as the proper element of the Chebyshev system in Lemma 5. Then the set of functions obtained is a Beckenbach family of
non-Chebyshev type since it is not closed under the multiplication by −1. On the other hand, it has both lower and upper
principal representations. 
Observe that the Beckenbach families constructed in the previous proof have lower and upper principal representations
simultaneously, hence Theorem 7 improves the statement of main result of the section in the case of even parameters
families.
For the odd order case, ﬁrst we replace the last member of the odd order polynomial system by another polynomial
depending on two parameters and show, that the parameters can be chosen so that the linear hull of these polynomials is
a Chebyshev system on which the lower (respectively, upper) Radau quadrature formula is exact. Then, the same “gluing
technique” as the previous one completes the construction.
Lemma 6. For all m ∈ N, there exists a function of the form ω(t) := t2m+2 + αt2m+1 + βt2m such that ω(t) := (1, . . . , t2m−1,ω(t))
is a Chebyshev system on the interval [−1,1] on which the lower (respectively, upper) Radau quadrature formula Rm;a (respectively,
Rm;b) is exact.
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Rm;a(ϕ) = 0. Indeed, ϕ(2m+1)(t) = (2m+ 1)! > 0, that is, ϕ is strictly (2m+ 1)-convex, and hence satisﬁes the left-hand side
of Corollary 5 with strict inequality:
Rm;a(ϕ) <
1
2
1∫
−1
ϕ(t)dt = 0.
Set
α :=
1
2m+3 −Rm;a(ψ)
Rm;a(ϕ)
, β := α
2(2m + 1)!
4(m + 1) ; ω(t) := t
2m+2 + αt2m+1 + βt2m.
Then, the lower Radau quadrature formula Rm;a is exact for ω. Indeed, Rm;a is exact for any polynomial of degree at
most 2m; on the other hand, taking into consideration the choice of α and the fact that ϕ is an odd function,
Rm;a(ω) = Rm;a(ψ) + αRm;a(ϕ) + β 12
1∫
−1
t2m dt
= Rm;a(ψ) +
(
1
2m + 3 −Rm;a(ψ)
)
+ β 1
2
1∫
−1
t2m dt
= 1
2
1∫
−1
t2m+2 dt + α 1
2
1∫
−1
t2m+1 dt + β 1
2
1∫
−1
t2m dt
= 1
2
1∫
−1
(
t2m+2 + αt2m+1 + βt2m)dt = 1
2
1∫
−1
ω(t)dt.
The members of ω are continuous therefore one should check only the interpolation property to prove that ω is a
Chebyshev system on [−1,1] of order (2m + 1). First calculate ω(2m) using the deﬁnition of β:
ω(2m)(t) = (2m + 2)!
2
t2 + α(2m + 1)!t + β
= (m + 1)(2m + 1)!
(
t2 + α
m + 1 t +
β
(m + 1)(2m + 1)!
)
= (m + 1)(2m + 1)!
(
t2 + α
m + 1 t +
α2
4(m + 1)2
)
= (m + 1)(2m + 1)!
(
t + α
2m + 2
)2
.
Thus, ω(2m) is nonnegative and there is no subinterval of [−1,1] on which it vanishes. Hence, ω is strictly (2m)-convex: for
all elements −1 x0 < · · · < x2m  1 it follows that∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
x0 x1 . . . x2m
...
...
. . .
...
x2m−10 x
2m−1
1 . . . x
2m−1
2m
ω(x0) ω(x1) . . . ω(x2m)
∣∣∣∣∣∣∣∣∣∣
> 0. 
Now we can formulate the result concerning the odd order case. This result, together with Theorems 6 and 7, completes
the proof of the section’s main result.
Theorem 8. For all m ∈ N, there exists a non-Chebyshev Beckenbach family on the interval [−1,1] of order 2m + 1 that has lower
(respectively, upper) principal representation.
Proof. Take the points −1  x1 < · · · < x2m+1  1, let y1, . . . , y2m+1 be arbitrary reals, and consider the Lagrange-
interpolation polynomial L that interpolates the points (xk, yk). If the leading coeﬃcient of L is nonnegative then set ϕ := L
M. Bessenyei / J. Math. Anal. Appl. 364 (2010) 366–383 383else deﬁne ϕ as the proper element of the Chebyshev system in Lemma 6. Then the set of functions obtained such a way
is a Beckenbach family of non-Chebyshev type since it is not closed under the multiplication by −1. On the other hand, it
has lower (respectively, upper) principal representation. 
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