Operating rules have been widely used to decide reservoir operations because they can help operators make an approximately optimal decision with limited runoff forecast information. As an effective alternative to explicit stochastic optimization (ESO) for considering hydrologic uncertainty, the implicit stochastic optimization (ISO) has been widely used to derive operating rules for the long-term operation of hydropower reservoirs. Within an ISO framework, operating rules extraction is a typical regression problem. In the past decades, various regression methods have been applied to derive operating rules, including artificial neural network (ANN), support vector regression (SVR) and so on, but these methods almost all are parametric regression method and there are few publications applying Bayesian regression method to derive operating rules. Therefore, Gaussian process regression (GPR), which is the representative Bayesian regression method, is introduced to derive operating rules for the first time in this paper and compared with ANN, SVR and conventional scheduling graph (CSG). China's Three Gorges Reservoir (TGR) is selected as a case study, and four performance indexes are defined to evaluate different methods. The results show that (1) GPR, ANN and SVR can provide better performance than CSG method and are more practical than deterministic optimization operation; (2) GPR method can provide greater power generation benefits and higher reliability than ANN, SVR and CSG methods, and the average annual power generation increases from 88.481 billion kWh, 88.559 billion kWh and 87.563 billion kWh to 88.586 billion kWh, while the generation guarantee rate increase from 86.88%, 87.07% and 81.99% to 87.45%.
I. INTRODUCTION
There are two ways to solve the problems of water resources planning and management, and they are engineering measures and non-engineering measures. Reservoirs are one of the most effective engineering measures for the integrated water resources planning and management [1] - [3] , while the optimal operation of reservoirs is one of the most effective non-engineering measures. In general, the optimal operation of reservoirs can make full use of reservoir storage to realize space-time redistribution of water resources with The associate editor coordinating the review of this manuscript and approving it for publication was Zhiyi Li . the goal of maximizing economic benefits while preventing flood and drought disasters [4] , [5] . For example, under the conditions of safety and reliability constraints, the optimal operation of hydropower reservoirs can effectively increase hydropower generation, and simultaneously prevent flood and drought disasters [2] , [6] - [8] . In fact, the topic of reservoir optimization operation has been extensively studied and summarized [5] , [9] - [14] . But the effective operation of reservoirs is still difficult task partly due to the uncertainty of reservoir inflow and the stochastic fluctuation of water use demand [9] , [15] - [17] . For tackling the uncertainty, operating rules have been used widely to make operation decisions for hydropower reservoirs [4] , [16] , [18] - [22] . The operating rules is a set of rules for determining the quantities of water to be stored and to be released from a reservoir under various conditions [11] . In real-world operations, the operating rules provide guidance to the operators who make the actual release decisions [11] . Here, the operation objects of operating rules are hydropower reservoirs rather than hydropower units.
Generally, the operating rules can be presented in the form of graphs, tables, or functions, which specify the decision variables (such as the water release) as a function of available information (such as the current reservoir water level, the current reservoir inflow) [8] , [16] . There are two ways or frameworks to generate operating rules considering hydrologic uncertainty, they are explicit stochastic optimization (ESO) [23] and implicit stochastic optimization (ISO) [18] . These two frameworks are shown in Fig. 5 and Fig. 2 in the literature [5] , respectively. Bellman stochastic dynamic programming (SDP) is the most famous ESO method [24] , [25] . But unfortunately, the SDP suffers from curse of dimensionality, namely, the computational complexity increase exponentially with the increase of number of reservoirs [19] . According to the literatures [16] and [26] , the ISO method is an effective alternative to ESO for considering hydrologic uncertainty and has more computational advantages than ESO. ISO method has been widely used to derive optimal or near-optimal reservoir operating rules for the long-term operation of reservoirs [4] , [19] , [27] - [30] . Essentially, ISO is a deterministic optimization method. But based on the long representative hydrological data (including the historical hydrological data or the synthetic streamflow), most characteristics of stochastic inflows are implicitly considered in ISO method [4] , [5] , [16] .
Within an ISO framework, operating rules can be derived either by fitting method or by simulation-based optimization (SBO) method [16] . Within the fitting method, based on the optimal reservoir operation trajectories (such as water level process, reservoir inflow process and so on) generated by deterministic optimal operation models, the reservoir operating rules can be derived using either linear regression [15] , [16] , [18] , [30] - [32] or nonlinear fitting method (including nonlinear regression, artificial neural network (ANN), support vector regression (SVR) and so on) [1] , [18] , [20] , [22] , [27] - [29] , [33] , [34] . Compared with fitting method, the SBO method uses another idea to deduce operating rules, namely, it directly optimizes operating rules with the goal of maximizing benefits or minimizing loss using an iterative simulation-based search algorithm [35] . Within the SBO method, the initial operating rules are obviously required by iterative search algorithm. If initial operating rules are derived from fitting method, then the operating rules optimized by the SBO method may be better than the initial operating rules, that is, in this case, the SBO method may be better than fitting method. However, if the initial operating rules are not provided by the fitting method but random, then the operating rules optimized by the SBO method are not necessarily superior to the operating rules generated by the fitting method. That is, in this case, the performance of fitting method and SBO method may be similar. In short, both methods have been widely used to derive reservoir operating rules [1] , [18] , [29] , [31] , [35] .
As mentioned above, the nonlinear fitting method (such as ANN, SVR and so on) has widely used to derive operating rules, but almost all fitting methods that have been used to derive operating rules are parametric regression method. Compared with the parametric regression method, the advantages of Bayesian regression method lie in its seamless integration of several machine learning tasks, including model train, hyper parameters estimation and uncertainty estimation, while the parametric regression method, such as SVR and ANN, usually only deal with certain aspects of regression problems [36] . Due to these advantages of Bayesian regression, Bayesian regression method has attracted more and more attention in recent years and many applications of Bayesian regression method on real-world regression problems have been published, such as streamflow forecasting [37] - [39] , time series forecasting [40] and so on. But unfortunately, the Bayesian regression method is rarely used to derive operating rules. Therefore, inspired by previous researches, the Gaussian process regression (GPR) that is a representative Bayesian regression method is introduced for the first time to derive reservoir operating rules in this paper, which can extend the set of fitting methods of the ISO framework.
In previous studies [21] , [27] , [28] , in order to evaluate the performances of different methods that are used to extract operating rules of hydropower reservoirs, two main indicators were designed, namely, the average annual power generation (APG) and generation guarantee rate (GGR). These two indicators reflect the power generation benefits of decisionmaking and the reliability of decision-making respectively. Here, the decision-making is guided by operating rules. However, performance indicators should not only reflect these two aspects, but also reflect the security of decision-making. That is to say, these existing two performance evaluation indexes are insufficient to evaluate the performance of different methods in extracting operating rules. Therefore, two new indicators (including satisfaction rate of water level amplitude constraints (SR-WLAC) and satisfaction rate of water release constraints (SR-WRC)) are proposed, which expand the existing indicators set that has only two indicators (APG and GGR).
In this paper, the major contributions are outlined as follows:
1) The GPR method is for the first time introduced to derive operating rules of hydropower reservoirs.
2) Two new indicators, including satisfaction rate of water level amplitude constraints (SR-WLAC) and satisfaction rate of water release constraints (SR-WRC), are proposed, which expand the existing indicators set that has only two indicators (APG and GGR).
3) The GPR method is applied to derive the operating rules of Three Gorges Reservoir (TGR), and shows its high performance compared with other parametric regression methods and the conventional scheduling graph (CSG) method, based on the extended indicators set.
The remainder of this paper is organized as follows: In Section II, the deterministic optimization operation model, several nonlinear regression techniques (including GPR, ANN, and SVR), the operating rules derivation and the performance criterion are described. In Section III, the GPR method is applied to case study of TGR, then the experimental results and discussions are presented. Finally, conclusions are given in Section IV.
II. METHODLOLGY
As shown in FIGURE 1, the methodology consists of four modules, including the deterministic hydropower reservoir optimization operation model, the nonlinear regression technologies (including GPR, ANN and SVR), the reservoir operating rules derivation, and the performance comparison of different regression methods based on the performance criterion. Firstly, a bi-objective deterministic optimization operation model is constructed considering maximizing the average annual power generation and maximizing the guarantee rate of hydropower generation, and dynamic programming (DP) is employed to solve the optimization model with the historical reservoir inflow series as input. Secondly, several nonlinear regression techniques, including GPR, ANN, and SVR, are briefly introduced. Then, the three methods are used to derive the operating rules with the optimal operation trajectories as the training sample set. Finally, several performance indicators are defined, and used to evaluate the performance of different methods, including GPR, ANN, SVR and CSG.
A. DETERMINISTIC OPTIMAL OPERATION MODEL
Within an ISO framework, the optimal solutions of deterministic reservoir optimization operation are requisite for the deducing of operating rules. Therefore, a deterministic optimal operation model is constructed in this section, and the objective functions, constraints and optimization method are introduced.
1) OBJECTIVE FUNCTION
(a) Maximize the average annual power generation [16] 
where E is the average annual power generation of reservoirs; M and T are the number of time steps per year and the number of years, respectively; t i,j is the time interval at the jth time period of the ith year; N i,j is the power output at the jth time period of the ith year, and is determined as follow:
where K is the comprehensive generation efficiency coefficient of hydropower stations; H i,j is the net water head at the jth time period of the ith year; Q i,j is the generating discharge at the jth time period of the ith year, constrained by the turbine's water passing capacity; N max is the installation capacity of hydropower stations.
(b) Maximize the guarantee rate of hydropower generation [4] max
where P γ is the guarantee rate of hydropower generation; N g is the guaranteed power output, and other symbols are the same as the above.
2) CONSTRAINTS
The model constraints are as follows: (a) Water balance constraint [15] , [41] 
where V i,j is the initial storage of reservoirs at the jth time period of the ith year; I i,j is the reservoir inflow at the jth time period of the ith year; R i,j is the water release of reservoirs at the jth time period of the ith year. (b) Water head equation
where Z i,j is the upstream water level of reservoirs at the beginning of the jth time period of the ith year; Z i,j+1 is the upstream water level of reservoirs at the end of jth time period of the ith year; Z down i,j is the average downstream water level of reservoirs at the jth time period of the ith year; f R−Z is a nonlinear function of water release, and is used to calculate the Z down i,j . (c) Water level constraint
where Z min i,j and Z max i,j are the minimum and maximum water level limits; and Z i,j is the maximum water level amplitude.
(d) Power output constraint
where N max i,j (H i,j ) represents the maximum power output limit, and is a nonlinear function of water head; N min i,j is the minimum power output limit, and here is equal to N g .
(e) Water release constraint
where S i,j is the abandoned spillage that cannot be utilized in power generation; R min i,j represents the minimum water release limit; R max i,j (Z i,j ) denotes the maximum water release limit, and is a nonlinear function of upstream water level.
(f) Turbine discharge constraint
where Q max i,j (H i,j ) represents the maximum turbine discharge limit, and is a nonlinear function of water head; Q min i,j is the minimum turbine discharge limit.
(g) Boundary condition
where Z begin and Z end are initial water level and terminal water level of hydropower stations, respectively.
3) OPTIMIZATION METHOD
To solve the bi-objective problem, we can simplify the bi-objective model into a single-objective model by adding a penalty function [4] , which can be described as follows:
where α, λ and γ are the penalty coefficient; β is the penalty quantity. When the reservoir inflow, the reservoir initial water level, and the terminal water level all are known, the above model is a deterministic reservoir optimization operation problem that can be solve by DP algorithm [27] , [42] . Then, the recursive equation of DP is given as follow:
where e i,j (Z i,j , Z i,j−1 ) is the power generation at the jth time period of the ith year; E * i,j (Z i,j ) denotes the optimal cumulative power generation from the jth time period of the ith year to the first time period of the first year; E * 1,1 (Z 1,1 ) = 0 represents the boundary condition.
B. GAUSSIAN PROCESS REGRESSION (GPR)
Within an ISO framework, operating rules extraction is a typical regression problem. Without loss of generality, the regression model with noise can be expressed as follow:
where y is the dependent variable or decision variable, x is the independent variable vector, ε is the observation noise and f (x) is the mapping function. In supervised learning, two kinds of methods are usually used to estimate the mapping function f (x). The first method is parametric regression method, including multiple linear regression (MLR) [15] , [16] , [27] , [31] , artificial neural network (ANN) [27] - [29] , support vector regression (SVR) [20] , [34] , [43] and so on. And the other is Bayesian regression method, such as Gaussian process regression (GPR) [36] , [37] . Compared with the parametric regression method, the advantages of GPR lie in its seamless integration of several machine learning tasks, including model train, hyper parameters estimation and uncertainty estimation, while the parametric regression method, such as SVR and ANN, usually only deal with certain aspects of regression problems [36] , [37] . For Gaussian process regression, there are two perspectives to understand its principle, namely, the weight-space view and the functionspace view [36] . Next, we will deduce directly the relevant conclusions of GPR from function-space view, the process of which is simpler and clearer than from weight-space view. When estimating the mapping function f (x) with Gaussian process regression method, it is assumed that the mapping function f (x) comes from a Gauss process. A Gaussian process is fully determined by its mean function and covariance function [36] . Here, we define the mean function m(x) and the covariance function k(x, x ) of a process f (x) as follow
and the Gaussian process is writhed as below
where x, x ∈ R K are independent variables. In addition, when using GPR to solve regression problems (21) , it is assumed that ε obeys a Gaussian distribution, namely, ε ∼ N (0, σ 2 ). Next, based on the above assumption, given the
we can obtain the prior distribution of the observed value y as follow
where
. Then, in order to predict f * = f (x * ), the prior joint distribution is calculated as follow
Finally, according to the properties of conditional distributions of Gaussian distribution, we can get the posterior distribution of f * as follow
wheref * is the mean value of f * , and cov(f * ) is the covariance of f * . If the noise ε is considered, the posterior distribution of y * is as follow
In equations (26) and (29), thef * is the expected prediction value corresponding to x * . As mentioned before, the GPR is based on the Gaussian process GP(m(x), k(x, x )), therefore, the choice of mean function m(x) and covariance function k(x, x ) is important. Usually, we will take the mean function to be zero [36] , which can be guaranteed to be reasonable by data preprocessing. The covariance function k(x, x ) is also referred to as the kernel function in machine learning [37] . In the GPR, the commonly used kernel functions include squared exponential kernel, exponential kernel, rational quadratic kernel, matérn kernel and so on [36] . In this paper, the most commonly used kernel function, squared exponential kernel, is chosen as the covariance function of GP(m(x), k(x, x )). The squared exponential kernel is expressed as follow
where σ f is the signal standard deviation of the kernel function, l is the characteristic length scale. From the above, there are three hyperparameters, and they are
, the maximum likelihood estimation method and the quasi-Newton optimization algorithm can be employed to estimate the hyperparameters set θ.
C. ARTIFICIAL NEURAL NETWORK (ANN)
Because artificial neural network (ANN) can effectively describe complex mapping relationships, it has been widely used to derive reservoir operating rules [1] , [27] - [29] , [33] . Up to now, there are many different types of ANN variants in previous literatures [44] . Here, single hidden layer feedforward neural networks (SLFN) based on the back-propagation algorithm is used to derive the nonlinear operating rules in this paper. The sketch map of SLFN is shown in FIGURE 2.
In FIGURE 2, there are three kinds of layers, including the input layer, hidden layer and output layer. For the input layer, its main function is only to receive the input signal, without any processing of the input. In other words, it can be considered that the activation functions of input layer nodes all are linear functions. For the hidden layer, its main function is to process data in an order way by the activation functions. For regression problems, the activation function of hidden layer is usually sigmoid function. For the output layer, its main function is to export the predictive result. In solving regression problems, the activation function of output layer is usually linear function. Within the back propagation neural network, three-layer construction can meet the requirements of general function mapping with high accuracy generally [28] . The function mapping estimated by the SLFN can be written as
where y is the dependent variable, x k is the kth independent variable. In this sense, the ANN is functionally equivalent to a nonlinear regression model [45] . 
D. SUPPORT VECTOR REGRESSION (SVR)
Support vector regression (SVR) was first proposed by Vapnik [46] , and has been widely used to derive reservoir operating rules [20] , [27] , [34] . Structural risk minimization is used rather than the empirical risk minimization in SAR to guarantee generalization capability of regression models [43] . This characteristic makes SVR model suitable for extracting reservoir operating rules. The sketch map of SVR model is shown in FIGURE 3 .
The nonlinear mapping function estimated by the SVR model can be written as
where φ(x) is the nonlinear mapping function mapping the input vector x into a high dimensional feature space, ω represents a weight vector to be optimized, and b denotes a bias to be optimized. For the training data with N samples
(where x i ∈ R K and y i ∈ R), the parameters (ω and b) of SVR model can be optimized by minimizing the following structural risk function:
where C is the parameter used to balance the empirical risk and model complexity, ξ i andξ i are slack variables used to denote the distance of the ith sample outside of the ε-tube [27] . In order to solve the primal problem (33) more easily, the dual problem is constructed based on the Lagrange multipliers technique:
where k(x i , x j ) is the kernel function, α i andα i are the nonnegative Lagrange multipliers respectively. The best solution of the dual problem (34) can be obtained using sequential minimal optimization (SMO) algorithm, which is the most popular approach for solving SVR problems [47] . Then, the optimal parameters of the SVR are calculated and the regression form (32) is rewritten as follows:
E. OPERATING RULES DERIVATION
Operating rules have been used widely in the reservoir long-term operation duo to their capacity of coping with inflow uncertainty and characteristics of easy implementation. Operating rules usually specify decision variables (such as water release, reservoir water level and so on) as a decision function of appropriate available information (such as current reservoir water level, reservoir inflow, and/or other hydro-meteorological information) [1] , [30] , [48] - [50] . Without loss of generality, operating rules can be expressed as
where y i is the decision variable at the ith time period of each year, x i is the independent variable vector at the ith time period of each year, and f i () is the decision function characterizing operating rules. For the operating rules of hydropower reservoirs, water release, reservoir water level or power output can be selected as the decision variables. And the relevant available information including current water level, current reservoir inflow, available water (derived from reservoir storage and reservoir inflow), available energy (derived from reservoir storage and reservoir inflow) and previous water release can be selected as independent variables. In this paper, we selected the current available water as independent variable, while the current water release as decision variable.
The available water is defined as follow:
where V i,j is the initial storage of reservoir at the jth time period of the ith year; I i,j is the reservoir inflow at the jth time period of the ith year; AW i,j is the available water of reservoirs at the jth time period of the ith year.
Within an ISO framework, decision function f i () can be estimated either by fitting method or by simulation-based optimization method [15] , [16] , [28] . The widely used fitting method is adopted in this paper, because it is easy to implement. Within fitting method, the reservoir operating rules are derived from the optimal operation trajectories of the deterministic optimization operation model using either linear fitting method or nonlinear fitting method. The linear fitting method mainly refers to multivariate linear regression, and has been widely used to derive operating rules. The nonlinear fitting methods mainly refer to SVR, ANN and so on, and have also been widely used in operating rules derivation. In addition to the above methods, this paper applies the GPR method to the deduction of operating rules for the first time.
F. PERFORMANCE CRITERION
Here, objective function of the deterministic optimization model in section II-A are classified into two categories, i.e. the maximization of benefits and the maximization of reliability (see as (1) and (3)), while constraints are classified into three categories [6] , i.e. equality constraints (including (5), (6), (7) , (12) and (17)), rigid constraints (including (8), (10), (13) and (15)) and flexible constraints (including (9), (11) (14), and (16)). In reservoir operation process, all equality constraints and rigid constraints must be satisfied, however flexible constraints can be appropriately violated when the flexible constraints are not fully satisfied.
According to the above discussion, the value of objective function and the satisfaction rate of flexible constraints can be used to evaluate different methods. Therefore, four quantitative indicators are defined and used to evaluate different methods, including average annual power generation (APG), generation guarantee rate (GGR), satisfaction rate of water level amplitude constraints (SR-WLAC) and satisfaction rate of water release constraints (SR-WRC). Generally, the method with a larger value of the four indexes has better performance. The definitions of the four indexes are as follows: 
where C i,j and D i,j are the intermediate variable.
Among the above four indicators, APG and GGR are the existing performance indicators, and they can reflect the power generation benefits of decision-making and the reliability of decision-making, but cannot reflect the security of decision-making. While these two new indicators SR-WLAC and SR-WRC can make up for this shortcoming. That is, these four indicators can reflect the power generation benefits, reliability and safety of decision-making at the same time. Here, the decision-making is determined by operating rules.
III. CASE STUDY AND RESULTS

A. STUDY AREA AND DATASET
The Yangtze River is the third longest river in the world, and the largest river in China [51] . TGR is the largest and the most crucial comprehensive reservoir of the Yangtze River Basin (FIGURE 4) , and plays an important role in flood control, power generation, water supply and navigation [32] . The main parameters of TGR are listed in TABLE I [51] , [52] .
The 129-year streamflow records (June 11, 1882 to June 10, 2011) from the Yichang hydrologic station, which is located approximately 40 km downstream of the TGR, are used for the case study. Because the TGR was impounded since 2003, the streamflow records from 2003 to 2011 have restored so that the statistics of streamflow are consistent [15] . For this case study, the time step of deterministic optimization operation model is set as 10 days (in fact, it is not a constant, 8 or 9 days [February], 10 days, or 11 days). The initial and terminal water levels of the TGR are set to the flood limit level of 145 m. For the flood season (11 June to 10 September), the water level is controlled as the flood limit level. For the non-flood season, the minimum and maximum water level are set as 145 m and 175 m, respectively. The minimum water release limit is set as 5000 m 3 /s to guarantee downstream navigation and ecological needs. The comprehensive generation efficiency coefficient K is set as 8.8, and the guaranteed power output is set as 4990 MW. 
B. DETERMINISTIC OPTIMIZATION RESULTS
A deterministic optimization operation model is constructed for the TGR with the objective function of (1) and (3) and constraints from (5) to (17) . Then, DP is employed to solve the optimization model, and the deterministic optimal operation results for TGR are obtained. The optimal operation trajectories (including reservoir storage, reservoir inflow, and water release) are drawn in FIGURE 5. For the optimal operation trajectories (from June 11, 1882 to June 10, 2011), the first 100-year data (from June 11, 1882 to June 10, 1982) are used to train the three models, including GPR, ANN and SVR models, while the last 29-year data (from June 11, 1982 to June 10, 2011) are employed to test different methods, including GPR, ANN, SVR, CSG and DP methods (note that DP method here refers specifically to deterministic optimization results, not to the DP algorithm itself). Here, according to the test data set, the performance indicators of DP are calculated and chosen as the comparative benchmark as shown in TABLE II.
C. CSG OPERATING RULES
Each reservoir has its own conventional scheduling graph, which comprehensively reflects the operating principle that reservoir must satisfies various requirements under various hydrological conditions as much as possible and is the traditional mean to guide the operation of the reservoir. CSG is considered to be a kind of conventional rules for guiding reservoir operation because of no optimization technologies are used. For the purpose of illustrating the performance of GPR method, CSG is selected and compared with GPR method. The CSG of TGR is shown in FIGURE 6.
In FIGURE 6 , Zone I is the flood control zone. In the zone I, if reservoir water level is above 145 m that is the flood control limited level of TGR, the reservoir operators will lower the water level to 145 m to create the flood storage space. If the reservoir water level is in Zone II, the reservoir will be controlled to produce maximum power output that can be generated under the current state of the reservoir. If the reservoir water level is in Zone III, the reservoir will be controlled to generate greater output than guaranteed power output. If the water level is in Zone IV, the reservoir will be controlled to generate the guaranteed power output (4990 MW). Otherwise, if the water level lies in Zone V, the hydropower reservoir must reduce power output properly to keep the water level as high as possible, which can effectively increase the water head and improve the efficiency of power generation.
The operation process of TGR is simulated using its existing CSG with the 29-year test data set as input. The simulation results are shown in TABLE II.
D. GPR OPERATING RULES
The GPR method is for the first time introduced to derive reservoir operating rules in this paper. The water release is chosen as the dependent variable (also called decision variable), while the available water of current time period is chosen as the unique independent variable. The GPR operating rules for the TGR are rewritten as follow based on the formula (37) and section II-B
where WR i is the water release at the ith time period of each year, AW i is the available water of the ith time period of each year, M is equal to 36, E () is the expectation function, (X , y) are described in section II-B, and f GPR i (AW i ) obey the following Gaussian process
In general, the mean function and the covariance function (also called kernel function) play an important role in enhancing the GPR performance. Based on the previous researches and applications, the 0-mean function is one of the most commonly used mean functions because it can effectively reduce the computational complexity and improve the efficiency of parameter calibration, and the squared exponential kernel function is considered to be one of the most widely used kernel functions because of its better generalization ability. Therefore, the 0-mean function and the squared exponential kernel (see (30) ) are selected as the mean function and the kernel function, respectively. It is worth emphasizing that the 0-mean function here is guaranteed to be reasonable by the Z-Score normalization of data. Obviously, The GPR regression model involves three hyperparameters which need to be trained and optimized. The three parameters are σ , l and σ f , which are described in section II-B. In addition, as mentioned above, the model training and hyperparameters optimization are a whole in GPR regression, namely, there are no other parameters (such as weights) that need to be optimized except the hyperparameters in GPR model. In order to obtain better performance, based on the 100-year training data set of the TGR, these parameters are calibrated using the maximum likelihood estimation method and quasi-Newton optimization algorithm. The optimized parameters are shown in TABLE III (due to the limited space of the document, only parameter of the 6 time periods of 36 time periods are listed).
Then, the operation process of TGR is simulated using calibrated GPR decision model with the 29-year test data set as input. The simulation results are shown in TABLE II.
E. ANN OPERATING RULES
For the purpose of illustrating the performance of GPR method, here, a single hidden layer feedforward ANN based on the back propagation (BP) algorithm is used to derive the nonlinear operating rules of TGR. The ANN operating rules for the TGR are rewritten as follow based on the formula (37) and section II-C
where f ANN i (AW i ) is the mapping function estimated by ANN, and others are the same as formula (43) .
In this ANN, the activation function of hidden layer is set as the sigmoid function, while the linear function is chosen as the activation function of output layer. In addition, the number of nodes in the hidden layer is set as five using the trial and error strategy.
Then, the ANN decision model optimized by BP algorithm is used to simulate the dispatching process of TGR with the 29-year test data set as input. The simulation results are shown in TABLE II. 
F. SVR OPERATING RULES
Similarly, for the purpose of comparison, SVR method also is used to derive the nonlinear operating rules of TGR. The SVR operating rules for the TGR are rewritten as follow based on the formula (37) and section II-D
where f SVR j (AW j ) is the decision function estimated by SVR, WR j and AW j are the water release and the available water at the jth time period of each year respectively, α * i,j andα * i,j are the nonnegative Lagrange multipliers that have been solved by SMO algorithm, b * j is the optimized bias, AW i,j a is the available water at the jth time period of the ith year and from the 100-year training data set, M and N are equal to 36 and 100 respectively, and k j (AW j , AW i,j ) is kernel function at the jth time period of each year and is set as radial basis function (RBF) that is as follow k j (AW j , AW i,j ) = exp −γ j AW j − AW i,j 2 i = 1, 2, · · · , N , j = 1, 2, · · · , M (46) According to the formulas (33), (45) and (46) , there are three hyperparameters that are C, ε, and γ respectively. In order to obtain satisfying performance, these parameters are optimized by the Bayesian optimization algorithm, which are shown in TABLE IV.
Then, the SVR decision model is also used to simulate the dispatching process of TGR with the 29-year test data set as input. The simulation results are shown in TABLE II.
G. COMPARISION AND DISCUSSIONS
Based on the simulation results of different methods (note, in the later discussion, if not specifically stated, GPR method and GPR operating rules are the same meaning, ANN method and ANN operating rules are the same meaning, SVR method and SVR operating rules are the same meaning, and CSG method and CSG operating rules are the same meaning), the performance indexes are calculated . TABLE II and  FIGURE 7 show the performance indexes of five methods including DP, CSG, GPR, ANN and SVR method.
It can be seen obviously from TABLE II and FIGURE 7 that CSG method (or CSG operating rules) performs worst compared with the DP, GPR, ANN and SVR method. On the contrary, by synthesizing four indicators, it can be seen that the DP method performs best compared with the other methods. For the above two conclusions, these can be explained as follows: 1) CSG method only uses the initial water level of the current time period to make water release decision of the current time period, namely cannot make full use of available information (such as the forecasted inflow information) in decision-making, therefore will lead to the poor decision-making. In fact, the four performance indexes can be divided into three categories: safety indexes (SR-WLAC and SR-WRC), reliability index (GGR) and economic index (APG). From this point of view, the CSG method is neither safe nor reliable and economical; 2) however, contrary to the CSG method, the DP method makes use of the deterministic inflow information at all time period to make decisions, therefore it can make high-performance operation decisions than other methods, namely, the DP method is safe, reliable and economical. Unfortunately, based on the current forecasting technologies, we cannot accurately know the inflow information for all future time periods. Hence, the DP method is not available in actual dispatching decision-making.
In recent years, with the introduction of new methods such as machine learning, the accuracy of short-term prediction has been greatly improved. Combining high-accuracy shortterm inflow forecasting and initial water level of reservoirs in the current time period as independent variables, GPR, ANN and SVR methods basically solve the problems of CSG and DP methods. As more available information is used, these three methods perform better than CSG. As shown in TABLE II, compared with CSG method, GPR, ANN and SVR methods improve APG index by 1.17%, 1.05% and 1.14% respectively, GGR index by 6.66%, 5.96% and 6.20% respectively, SR-WLAC index by 4.40%, 4.40% and 4.29% respectively and SR-WRC index by 0.1%, 0.1% and 0.1% respectively. In addition, compared with ANN and SVR, the GPR method can generate the better solutions. That is to say, under the condition of guaranteeing safety of TGR, the GPR can provide greater power generation benefits and higher reliability than ANN and SVR, and the APG increases from 88.481 billion kWh, 88.559 billion kWh to 88.586 billion kWh, while the GGR increases from 86.88%, 87.07% to 87.45%.
From the above, we can draw the following conclusions: 1) DP method can obtain the best operation results, but it is not practical duo to need the inflow information for all time periods; 2) CSG method is practical, but its performance is poor because of ignoring available information; 3) GPR, ANN and SVR methods can generate better operation results than CSG and are more practical than DP, by weighing the demand for hydrological information from operating rules and the availability of hydrological information appropriately. Of course, although DP method is not practical in real-time dispatching, it can provide deterministic optimal operation results as training samples for GPR, ANN, SVR and other rules extraction methods, based on historical inflow series. FIGURE 8 shows the average water level obtained by different methods for TGR at each time period during the test period. Here, the average water level is the mean of water level in the same period of 29-year test samples. In general, there are two important periods for reservoir operation, i.e. refill period and drawdown period. In FIGURE 8, it can be found that the average water level provided by CSG method is lower than others, especially in the refill period and drawdown period. That is to say, compared with other methods, the CSG method will make TGR store water more slowly in refill period, while release water more quickly in drawdown period. The lower water level decided by CSG operating rules fails to make TGR keep high water head, so that the utilization efficiency of hydro energy is low, and thus the power generation benefits is reduced (see TABLE II and FIGURE 7). Based on the above discussion, the reasons for the poor performance of CSG method are summarized as follows: 1) fails to utilize available hydrological forecasting information; 2) fails to store water rapidly during the refill period; 3) and discharges too fast to maintain high water level during the drawdown period. Besides, according to the FIGURE 8, it can be seen that GPR, ANN and SVR all can well mimic the optimal operation process of TGR generated by DP. FIGURE 9 shows differences in average water level between GPR and DP (marked GPR-DP), GPR and ANN (marked GPR-ANN), and GPR and SVR (marked GPR-SVR). FIGURE 10 shows differences in average power generation obtained by different methods at each time period during the test period (see the lower part of FIGURE 10) and accumulation of these differences (see the upper part of FIGURE 10 ). As we can see from FIGURE 9, the average water level of GPR method is higher than DP, ANN and SVR in most time periods, while is lower than DP, ANN and SVR only in some time periods of the drawdown period. In the upper part of FIGURE 10, the total accumulation of differences including GPR-DP, GPR-ANN and GPR-SVR all are greater than 0. In other words, the higher water level obtained by GPR method make TGR keep higher water head, which enhances the power generation efficiency in the long-term run of TGR. Finally, it is worth emphasizing that, compared with DP method, the reliability of GPR operating rules is reduced, although the power generation of GPR operating rules is a little greater (see TABLE II).
IV. CONCLUSION
In this paper, the GPR method that is a kind of Bayesian regression method is for the first time introduced to derive operating rules of hydropower reservoirs. With a case study of China's Three Gorges Reservoir, the deterministic optimization operation model with two-objective functions is constructed and the DP algorithm is used to obtain the optimal operation trajectories with the 129-year streamflow records of TGR as input. To test performance of GPR method on deriving operating rules, the conventional CSG approach and the widely used machine learning methods including ANN and SVR are employed to derive operating rules of TGR. In addition, four performance indexes are defined to evaluate the performance of different methods, which include average annual power generation (APG), generation guarantee rate (GGR), satisfaction rate of water level amplitude constraints (SR-WLAC) and satisfaction rate of water release constraints (SR-WRC). According to the experimental results, following conclusions can be draw:
1) The machine learning methods including GPR, ANN, and SVR can provide better operation performance than CSG method and are more practical than DP, by weighing the demand for hydrological forecast information from operating rules and the availability of hydrological information appropriately.
2) GPR method can provide greater power generation benefits and higher reliability for TGR than ANN, SVR and CSG methods, and the APG increases from 88.481 billion kWh, 88.559 billion kWh and 87.5638 billion kWh to 88.586 billion kWh, while the GGR increases from 86.88%, 87.07% and 81.99% to 87.45%.
3) Four performance indexes including average annual power generation (APG), generation guarantee rate (GGR), satisfaction rate of water level amplitude constraints (SR-WLAC) and satisfaction rate of water release constraints (SR-WRC), which expand the previous index system that has only two indicators (APG and GGR), can effectively evaluate different methods.
In summary, this study shows that the GPR method is promising tool in deriving the operating rule of a hydropower reservoir. Finally, it should be noted that the GPR method only use inflow and initial water level of reservoir in the current time period to make decision in this paper. How to use more available information to make decision needs further study.
