ABSTRACT. Star configurations of points are configurations with known (and conjectured) extremal behaviors among all configurations of points in P n k ; additional interest come from their rich structure, which allows them to be studied using tools from algebraic geometry, combinatorics, commutative algebra and representation theory. In particular, there has been much interest in understanding how "fattening" the points affects the algebraic properties of these configurations or, in other words, understanding the symbolic powers of their defining ideals.
n k ; additional interest come from their rich structure, which allows them to be studied using tools from algebraic geometry, combinatorics, commutative algebra and representation theory. In particular, there has been much interest in understanding how "fattening" the points affects the algebraic properties of these configurations or, in other words, understanding the symbolic powers of their defining ideals.
In the present paper we investigate the more general problem of determining the structure of symbolic powers of a wide generalization of star configurations of points (introduced by Geramita, Harbourne, Migliore and Nagel) called star configurations of hypersurfaces in P n k . Here (1) we provide explicit minimal generating sets of the symbolic powers I (m) of these ideals I, (2) we introduce a notion of δ-c.i. quotients, which generalize ideals with linear quotients, and show that I (m) have δ-c.i. quotients, (3) we show that the shape of the Betti tables of these symbolic powers is determined by certain "Koszul" strands and we prove that a little bit more than the bottom half of the Betti table has a regular, almost hypnotic, pattern, and (4) we provide a closed formula for all the graded Betti numbers in these strands.
As a special case of (2) we deduce that symbolic powers of ideals of star configurations of points have linear quotients. We also improve and extend results by Galetto, Geramita, Shin and Van Tuyl, and provide explicit new general formulas for the minimal number of generators and the symbolic defects of star configurations.
Finally, inspired by Young tableaux, we introduce a technical tool which may be of independent interest: it is a "canonical" way of writing any monomial in any given set of polynomials. Our methods are characteristic-free.
INTRODUCTION
Star configuration of points in P n k are defined as the union Z of all intersection points of a fixed set of s ≥ n of "general" hyperplanes (here by "general" we mean that that any subset of n of the hyperplanes meet precisely at one point, and no point of Z lies on (n + 1) of these hyperplanes). They also appear in the literature under the name "l-laterals" (e.g. see [10] ).
Among all sets of r finite (simple) points in P n k , there is a non-empty open-Zariski subset of them having the same Hilbert function, which is then called the generic Hilbert function for r points. Among all the sets of points having the generic Hilbert function, star configurations stand out for their tendency to express extremal numerical behaviors. For this reason, and their remarkable combinatorial structure, in recent years they have attracted a strong interest. Just to provide a couple of examples of their applications, they are often employed to prove the sharpness of bounds of numerical invariants of sets of points (e.g. [6, Section 2.4] , [21, Ex. 4.3] ), they play an important role in the proof of Chudnovsky's conjecture for sets of any number of very general points in P n k (e.g. [12, Proof of Thm. 2.8]), and in the decomposition of (generic) hypersurfaces as sums of products of a fixed set of hypersurfaces (e.g. [8] ).
The rich structure of star configurations of points encourages the use of Algebraic Geometry, Combinatorics, Commutative Algebra and Representation Theory tools to study the, allowing the use of very different sets of techniques to investigate them. In fact, many properties of these ideals are proved by many authors in a number of papers in the last dozen years -some of which are solely dedicated to star configurations -see for instance [16] , [18] , [2] , [6] , [1] , [17] , [14] , [8] , [20] , [11] , [22] , [3] , [5] , [15] , [21] , [7] , [24] for a small subset of these papers and an overview to some questions and problems connected to star configurations.
The study of the symbolic powers I (m) X of the defining ideal I X of a set X of points in P n k arise naturally both from an algebraic and geometric perspective, because, by a result of Zariski and Nagata, when the field k is algebraically closed, the symbolic power I (m) X is precisely the ideal of all functions vanishing at X with order at least m.
However, determining the numerical characters and defining equations of symbolic powers of ideals are very delicate and challenging problems, see the discussion after Questions 1.1. More generally, understanding the symbolic powers of an ideal in a polynomial is a very hard problem, that can be translated in the following questions: Even when I = I X is the defining ideal of a set of points in P n k these questions may be extremely challenging. For instance, Question 1.1(5) for I = I X where X is a general set of points asks for any degree d the number of linearly independent equations of degree d passing through X with given multiplicity m. This is a very important open problem in Algebraic Geometry, known as the interpolation problem. Currently, the best result in this direction is a celebrated theorem of Alexander and Hirschowitz which in particular solves the case where m = 2. For any m ≥ 3 the problem is wide-open.
In fact, even the apparently simpler problem of Question 1.1(4) of determining the smallest possible degree d for a hypersurface passing through a general (finite) set of points in P n is still wideopen. It is wide-open even for points in the plane (i.e. when n = 2); in fact, in P 2 , despite strong efforts made in the last 50 years, there is a wide-open celebrated conjecture by Nagata predicting a lower bound for such a degree d.
Our results.
In this paper we answer all Questions 1.1 when X is any star configurations of points. In fact, we do answer all of them in the much more general situation of star configurations of hypersurfaces in P n k -a notion introduced in progressively higher generality in the papers [1] , [22] and [14] ). Roughly speaking, a star configuration of hypersurfaces is obtained by fixing a finite set of hypersurfaces in P n (with some "good intersection" property) and taking the union of all the varieties defined by c of these hypersurfaces. For the precise definition see Definition 2.2. The special case where c = n and the hypersurfaces all have degree 1 is the case of star configurations of points.
Previously, the only known case have been the following:
• Question 1.1 (4) has been answered m is a multiple of n, see [ In particular, when δ = 1 (e.g. star configuration of points), this shows that the ideals I (m) have linear quotients; (4) prove that if all the hypersurfaces have the same degree δ then the Betti table of I (m) has a special structure, which we dub a Koszul stranded Betti table, see Corollary 7.1. The case where δ = 1 shows that the Betti table of I (m) consists of linear strands; (5) prove a simple closed formula for more than half of the graded Betti numbers of I (m) , the ones in the bottom portion of the Betti table, see Theorem 7.5. We introduce two technical tools which may be of independent interest. The first one is a canonical form of a monomial in a given set of forms (see Definition 3.1), which is inspired by Young tableaux but; this canonical form is obtained to describe minimal generators of star configurations and quickly compute the smallest symbolic power of a star configuration containing a given monomial.
The second one is what we call the index of overlap of a partition [d] ⊢ m, which identifies the smallest index i 0 in [d] which guarantees that no other partition of m and larger than [d] (in a given order) has the first i 0 entries equal to the first i 0 entries of [d] . This index allows us to show that I (m) has δ-c.i. quotients and compute explicit the involved colon ideals, see for instance Claim 3 in the proof of Theorem 6.12.
1.2.
Working with star configurations of hypersurfaces instead of monomials. Geramita, Harbourne, Migliore and Nagel prove a way to specialize monomial star configurations (i.e. star configuration of points where s = n) to star configurations of hypersurfaces in a way which extends also to their respective symbolic powers [15, Thm 3.6] . This implies that many numerical statements for symbolic powers of star configurations of points translate directly to numerical statements regarding star configuration of hypersurfaces.
However, ideal-theoretic statements (e.g. inclusion or equality of ideals, properties of colon ideals, etc.) may fail. For instance, in this more general setting it is not clear whether the fact that a monomial lies in a monomial ideal implies that it must be multiple of a monomial generator. See Remark 6.10 for another couple of fundamental properties of monomial ideals that may be missing in the more general framework.
Therefore, several statements for star configuration of hypersurfaces are non-trivial generalizations of the corresponding results regarding monomial star configurations.
The structure of the paper is the following: in Section 2 we recall definition and results regarding symbolic powers of star configurations; in Section 3 we introduce the notion of normal form of a monomial in a set of forms; we show it always exists and provide general and easy to check sufficient conditions for its uniqueness.
In Section 4 we prove the first main results, Theorems 4.9 and 4.10 which exhibit explicit minimal generating sets for I c,F /I m c,F As special examples we compute these numbers when c ≤ 3 or m ≤ 3 -already these results are new. In Section 5 we introduce and study the index of overlap of a partition, and define a total order on a minimal generating set of I (m) c,F . In Section 6, we build upon all previous sections to prove that I (m) c,F has δ-c.i. quotients (Theorem 6.12). In the special case of linear star configurations, this means that their symbolic powers have linear quotients (Corollary 6.13). In Section 7 we provide the results on the shape of the Betti table and the graded Betti number of I (m) c,F . At the time that this paper was being concluded, a preprint was posted on arXiv by J. Biermann, H. De Alba, F. Galetto, S. Murai, U. Nagel, A. O'Keefe, T. Römer and A. Seceleanu [4] . With reference to Section 1.1 above, independently from us, they proved results (3) when δ = 1 and I is a monomial star configuration (see [4, Thm 3.2 and 4.3] ), (4) , and a weaker version of (5) (see [4, Corollary 4.4] , and Theorem 7.5 and Proposition 7.6).
STAR CONFIGURATIONS AND SYMBOLIC POWERS
Let R be a polynomial ring over a field (of any characteristic). An ideal I of R is unmixed of height c if ht(P ) = c for every associated prime P ∈ Ass(R/I). For every m ∈ Z + and every unmixed ideal of height c, the m-th symbolic power of I is the ideal
It is well-known that I (a) I (b) ⊆ I (a+b) and also that I m ⊆ I (m) ; in general, however, ordinary and symbolic powers are different. As a first measure of how far are symbolic powers from being equal to the ordinary powers, the authors in [13] introduce the m-th symbolic defect of I, which is defined as
where µ(U ) denotes the minimal number of generators of a (graded) R-module U .
be the defining ideal of 3 general points in P 2 . Then I is unmixed of height 2 and I (2) = (xyz) + I 2 ; since xyz / ∈ I 2 (by degree reasons), then sdefect(I, 2) = 1.
We recall here the various notions of star configurations; observe that the ideal I in the previous example is an example of a monomial star configuration (with c = 2). 
We can now give a few examples.
(a) Let F = {x 0 , . . . , x 3 }, then
and
are monomial star configurations.
While the structure and minimal free resolution of I c,F are now well-known (e.g. see [15] ), much less is known about the symbolic powers I Recall that for a homogeneous ideal J in S one defines the initial degree of J as
Partial answers to Question 2.6 were only known when I c,F is the ideal of a monomial star configuration; in these cases 
from these, one can determine a non-minimal generating set of the first c symbolic powers of I c,F .
The following question is implicit in the paper [13] . In [13] , Galetto, Geramita, Shin and Van Tuyl provide the following partial answer: • an upper bound for the symbolic defect when c = 2, m = 2q is even and I c,F defines a linear star configuration: sdef(I 2,s , 2q) ≤ 1 + s(q − 1). For Question 2.8 the following is known:
• (c = 2) By [9] , the Betti 2,F is determined (without the assumptions that F is monomial or linear).
In the present paper we answer Question 2.6 for every star configuration, and Questions 2.7 and 2.8 when the forms of F all have the same degree. The case of different degrees is a bit more delicate because we cannot use degree arguments, and for the reasons discussed in Section 1.2 in the introduction.
THE NORMAL FORM OF A MONOMIAL
In this section we introduce a different way of writing a monomial in a polynomial ring, which we call the normal form of the monomial. This is an important technical tool for the results in the next section. We first write the definition and an example. Afterwards we discuss the question of existence and uniqueness of normal forms.
Let F = {F 1 , . . . , F s } be forms in a polynomial ring R over a field k, we define a monomial in F as an expression M = F i 1 · · · F ir which is a product (possibly with repetition) of the elements in F. We say that the monomial M is squarefree if no repetition is allowed in any such expression of M , i.e. i h = i j for every h = j; in particular, if M can be written in multiple distinct ways as a product of elements of F, then one requests all the expressions to be squarefree. Definition 3.1. Let F be a set of forms in a polynomial ring R over a field k. For any monomial M in F, we define a normal form of M with respect to F as an expression
, where the M (j) are squarefree monomials in F, Of course, the monomials M (i) appearing in the normal form need not be all distinct. 
where For a set of forms
, it is not hard to see that normal forms with respect to F always exist (the proof is very similar to the one of Theorem 3.10). However, in general, there could be multiple distinct normal forms. 
However, we want to compute normal forms of elements that are monomials in a prescribed set of forms F = {F 1 , . . . , F s } (not only for ordinary monomials). Thus, we need to define the support in a more general setting.
So, fix a set Our first task is to detect general and easily checked sufficient conditions on F ensuring that F allows a unique monomial support. This is achieved in Proposition 3.7 and Proposition 3.9.
Proof. We prove by induction on d ≥ 1 that the set supp(M ) :
Since R is a domain, by induction we may further assume the sets {F i 1 , . . . , F i d } and {F j 1 , . . . , F ju } are disjoint. Since R is a UFD, we have that F j 1 divides F i 1 · · · F i d , which contradicts the assumption.
One immediately obtains that for star configurations of hypersurfaces the notion of support is well-defined. This is crucial for our description of their symbolic powers. One may wonder whether the sufficient condition in Proposition 3.7 is also necessary; this is not the case. For instance, in R = k[x, y], the support of a monomial in F = {x 2 , xy} is well-defined, despite the fact that gcd(x 2 , xy) = x. Indeed, more generally, one can prove the following ] be the natural epimorphism of k-algebras defined by π(Y j ) = F j . We prove π is injective by induction on s ≥ 1. If s = 1 there is nothing to prove, so we may assume s ≥ 2. To prove injectivity of π let a 1 , . . . , a s ∈ k[F 1 , . . . , F s ] be polynomials such that s j=1 a j F j = 0, we need to show that all the a j = 0.
(1) First, assume there exists an index i with a i = 0 and a variable x ∈ supp(F i )\ j =i supp(F j ). Since x divides F i and does not divide the other F j , then there exists h = i such that x divides one of the monomials in a h . If we write a h = c α F α where 0 = c α ∈ k and
where α is obtained from α by subtracting 1 to α s and adding 1 to α h . We can iterate this procedure until we may assume that there exists an expression s j=1 b j F j = 0 with x not appearing in the monomial support of any of the b j , thus b j ∈ A = k[F r | r = i]. Since also F j ∈ A while F i is a monomial divisible by x, it follows that b i = 0. Thus, we have an expression j =i b j F j = 0 with b j ∈ A = k[F r | r = i] for all j. By induction hypothesis, this implies that also b j = 0 for all j = i, proving injectivity of π.
(2) We may then assume we are not in (1), which immediately implies (by assumption) that there is only one index j with a j = 0, i.e. a j F j = 0 (and, additionally, supp(F j ) ⊆ h =j supp(F h ), but this is irrelevant at this point). Since k[F 1 , . . . , F s ] ⊆ R is a domain, this implies that a j = 0. This finishes the proof.
We now show that, as long as the set F allows a unique monomial support, then normal forms exist and are actually unique. Proof. First, we observe that if any such form (3.1) exists, then one has
) for some h, and by assumption supp( 
Since M ′ is the product of d ′ < d of the F j , then by induction hypothesis, there exists a unique way to write M ′ in the form (3.1); we write it
Indeed, M (1) is squarefree by construction, and each
This proves existence in the inductive step. Uniqueness follows from the initial observation that any form (3.1) must have supp(M (1) ) = supp(M ), thus the only option for M (1) is precisely In the following section, we employ the normal form to understand symbolic power of star configurations.
SYMBOLIC POWERS OF STAR CONFIGURATIONS: MINIMAL GENERATING SETS AND SYMBOLIC DEFECTS
In this section we provide a minimal generating set of any symbolic power of any star configuration of hypersurfaces. It allows the computation of their minimal number of generators and a subtler invariant, the mth symbolic defect sdefect(I, m) = µ(I (m) /I m ) introduced in [13] , which provides a first measure of how far apart are I (m) and I m .
Since we want to discuss star configurations of hypersurfaces, we will always have the following running assumptions: 
• by "a monomial" we mean "a monomial in F"; by its normal form, we mean its normal form with respect to F;
) (if we want to emphasize the role of c) we mean the symbolic degree Sdeg c,F (M ) of M with respect to c and F (see Definition 4.2 below).
We use the normal form of M to introduce the following crucial invariant, which we use to determine the largest symbolic power of I c,F containing M .
Definition 4.2. In Setting 4.1, for any monomial
The symbolic degree of M with respect to c and F is the non-negative integer Proof. From the proof of Theorem 3.10 we have that
)|} is nonnegative, and their sum is zero, then max{0, c−s+|supp(M (i) )|} = 0 for every i, thus |supp(
For every i we have
thus all these numbers max{0, c − s + |supp(M (i) )|} are zero, and therefore their sum, which is Sdeg(M ), is zero.
From the proof of Theorem 3.10 and the definition of symbolic degree one observes the following: (
1) If N is a squarefree monomial in F, then N is also its normal form, thus for any c one has
For our intended application, we need to understand better the behavior of this invariant when we multiply two monomials. Since it is not easy to describe the normal form of M N from the normal forms of M and N , then it not easy a priori the relation of Sdeg c (M N ) with Sdeg c (M ) and Sdeg c (N ).
For instance, it is not hard to show that Sdeg c (M N ) ≥ max{Sdeg c (M ), Sdeg c (N )}, so one may wonder whether this is, in general, the sharpest possible inequality. The answer is negative: in Proposition 4.7(3) we prove the following sharper inequality
Interestingly, however, our proof of this sharper inequality heavily relies on a symbolic power interpretation of the symbolic degree, see Proposition 4.7(3). (
Proof. For simplicity, we write Sdeg(M ) for Sdeg c (M ).
(
where
It follows by Remark 4.6 that Sdeg(
Since N is squarefree, the proof of Theorem 3.10 gives that the first term Q (1) in the normal form of Q is Q (1) = N , and since Q/Q (1) = M , then and
The next result identifies the symbolic degree with the smallest symbolic power of I c,F containing the given monomial. It also let us conclude the proof of Proposition 4.7. We recall the convention that I (0) = R. 
For the general case, let
where the rightmost equality follows by Remark 4.6. To conclude the proof it suffices to prove that M / ∈ I (m+1) . If m = 0, then by Remark 4.5 we have |supp(M )| ≤ s − c. If we were working with ordinary monomials, Proposition 2.4(3) would now allow us to conclude the statement. However, as explained in the discussion in Section 1.2, to prove M / ∈ I is not sufficient to show that M is not a multiple of any minimal generator of I. Instead, we use the primary decomposition of I. Let H ⊆ supp(M ) C := F \ supp(M ) be a subset of c elements of supp(M ) C ; by assumption on F the ideal a H = (F | F ∈ H) is a complete intersection. Let P ∈ Ass(R/a H ) be an associated prime, then ht(P ) = c; since I is CohenMacaulay of height c, it follows that P ∈ Ass(R/I). Since P contains H, then by Proposition 2.4(2) the prime P does not contain any element in H C = F \ H, in particular it does not contain any element in supp(M ), therefore M is a unit in R P . This shows that M / ∈ IR P , and thus M / ∈ I. Next, assume m > 0, and thus |supp(M (1) )| = |supp(M )| > s − c by Remark 4.5. We may then define the number
Thus, for any 1 ≤ i ≤ i we may write |supp(
Claim. There exists a subset U ⊆ {F 1 , . . . , F s } of c elements with
By construction |U | = c. First observe that, independently of whether j = t or j < t, the definitions of U and of normal form give
We now prove that U has the claimed properties. We first show that U ∩ supp(M (i) ) = ∅ for all i > j. If j = t there is nothing to prove, so we may assume j < t. By construction of U , we have
for every 1 ≤ i ≤ j. This proves the claim. We finish the proof of the theorem. Let
be the complete intersection ideal generated by the c elements of F in U . By Proposition 2.4(5), to show that M / ∈ I (m+1) it suffices to show M / ∈ a m+1 , and thus it suffices to show that M / ∈ (aR P ) m+1 for some P ∈ Ass(R/a m+1 ). Let P be any associated prime of R/a m+1 . Since a is a complete intersection ideal, then a m+1 is Cohen-Macaulay and Ass(R/a) = Ass(R/a m+1 ), thus in particular ht(P ) = c. By assumption on F, for any F h ∈ U C = F \ U we have F j / ∈ P , thus F h is a unit in R P ,. Then, by the Claim, we have
• M (h) R P = R P is the unit ideal for h > j,
Since a P = aR P is a complete intersection of height c, then the associated graded ring gr a P (R P ) is isomorphic to a polynomial ring in c variables; thus, in particular, each F h in D i lies in a P \ a 2 P , and the order of M in gr a P (R P ) is the sum of the orders, i.e.
, which concludes the proof.
Theorem 4.8 is the key to prove our first main result, which is an explicit description of a minimal generating set of any symbolic power of any star configuration of hypersurfaces. This description allows the computation of their minimal number of generators and the symbolic defects of these ideals, see is given by
First, a piece of notation. We say that a monomial N has property
c,F is generated by monomials in F, thus it suffices to show that for every monomial
where u is the maximum index j such that |supp(N (j) )| ≥ s + 1 − c. Clearly the above is the normal form of N ′ , the monomial N ′ divides N , and, by construction and Remarks 4.6 and 4.5, we have Sdeg(N ′ ) = Sdeg(N ) ≥ m.
Write Sdeg(N ′ ) = m + h for some h ≥ 0. It suffices to prove the existence of an element M ∈ G c,(m) dividing N ′ . We prove it by induction on h ≥ 0. If h = 0, then Sdeg(N ′ ) = m, so N ′ ∈ G c,(m) and there is nothing to prove. We may then assume h > 0. Recall that
is the normal form of N ′ , and by assumption, Sdeg(N (j) ) > 0 for every j = 1, . . . , u.
We may then assume Sdeg(
. It is immediately seen that this expression is the normal form of P , thus, by Remark 4.6, we have
Therefore, P ∈ G c,(m) and it divides N ′ , proving this first part of the statement. 
Minimality of G c,(m)
is the normal form of M/y (indeed, we only need to check the condition on the supports, which is satisfied by our definition of h). In particular, by Remark 4.6 we have
c , concluding the proof. 
As applications of Corollary 4.12, we improve and complete these results, see Section 4.2.
We begin by establishing a combinatorial formula allowing us to count the number of minimal generators of I (m)
,cF in each degree. For simplicity, we only state the next corollary when all the forms of F have the same degree. First, however, we need to establish an order convention. 
where S t,B is the set of all distinct positive solutions to the system of Diophantine equations
Proof.
(1) By Theorem 4.9 it suffices to prove that the elements in G m have degrees δ(t(s−c)+m) for some m c ≤ t ≤ m. So let M ∈ G m and let
be the normal form of M with respect to F.
where t = λ(M ). It is easily seen that t is in the desired range: clearly t ≤ m, or else Sdeg(M ) = For the rest of this proof we use a variation of the normal form: let M = M (1) · · · M (t) be the normal form of M , if we collect together all terms M (j) having the same support, we can then write By the above,
be the disjoint union of the sets S t,B described in the statement. For any t ≥ 1, we consider the function
. We use f t to compute |U t |, which is the quantity we need to determine.
We prove that if
possibilities for the monomial M b h−2 , and so on.
This shows that for any d ∈ S t,B there are precisely
Notice that this number is independent of d, thus
, which finishes the proof. Proof. We need to take t = m in Theorem 4.10, then S t,B is the set of all distinct positive solutions to the system of equations 
where S B := t≥1 S t,B is the set of all distinct positive solutions to the Diophantine equation 
Proof. Part (1) follows from Theorem 4.10.
(2)(a) G ′ c,(m) is a generating set of I (2)(b) follows from parts (1) and (2)(a).
4.2.
Symbolic defects for small height or small symbolic powers. We now illustrate how the previous results provide explicit formulas for I 
No upper bound or result was known for the odd symbolic defects sdefect(I 2,F , 2q + 1).
For illustration, we now extract the case c = 2 from Theorem 4.12 -it is Corollary 4.13. Already this special case provides
• the precise formula for the even symbolic defect sdefect(I 2,F , 2m) of star configuration of the same degree (not necessarily "linear") of height 2 and any projective space P n (not necessarily n = 2).
• the precise formula for the odd symbolic defects sdefect(I 2,F , 2q + 1) -which is fairly different from the one for even symbolic defects, • an explanation of why the two formulas are different: essentially because the size of the solution set of 2x 1 + x 2 = m depends heavily on the parity of m; • and an explicit description of minimal generating sets of I is given by 
⌋. This proves (1)(a). Part (2)(a) follows from (1)(a) and Corollary 4.12. 
Further, if all forms in F have the same degree, then
Proof. We start from the formula in Corollary 4.12. Since m = 2, the only Diophantine equations having positive solutions are x 1 = 2 and 2x 2 = 2. Therefore, the only subsets B ⊆ [c] one can take are B = {1} and B = {2} and for each of them |S B | = 1. Then
Moreover, when all F i have the same degree, by Theorem 4.12 and the first part we have
We obtain a relatively similar formula for symbolic cubes. 
Further, if all forms in F have the same degree, then
Proof. We start from the formula in Theorem 4.12. Since m = 3, the only Diophantine equations having positive solutions are x 1 = 3 and x 1 + 2x 2 = 3 and 3x 3 = 3. Therefore, the only subsets B ⊆ [c] one can take are B = {1} and B = {1, 2} and B = {3}. Since for each of them |S B | = 1, then
Moreover, again by Theorem 4.12, when all forms in F have the same degree we have
We suspect that the above formulas shall hold without requiring that all forms of F have the same degree.
PARTITIONS AND A TOTAL ORDER ON THE MINIMAL GENERATORS OF
The goal of this technical section is to determine a total order on the generating set G c,(m) of I Therefore, for elements in G c,(m) we use the following notation for the normal form that appears to be more efficient for the theoretical computations that we need. (xyzw)
we write its normal form as
(xw)
thus for N we have t = λ(N ) = 6 and
We first observe that monomial orders can be extended to the much general situation where F allows a unique monomial support: We remark that "usual" monomial orders induce monomial orders on F. Proof. Let ϕ : S −→ R be the k-algebra map defined by ϕ(y i ) = F i for i = 1, . . . , s. Since F allows a unique monomial support, for any monomial M in F there is a unique monomial M * in S with ϕ(M * ) = M .
Then, for any two monomials M, N in F, we set M > N if and only if M * > N * . It is immediately seen that this defines a monomial order on F.
Depending on the setting, partitions of integers may be or may not be allowed to have zero entries. For our purpose, we are only interested in partitions with non-zero entries. We denote by P ≤c (m) the set of all possible partitions
where each entry is positive and at most c, and the entries are listed in non-increasing order, i.e. 
(1) ) m have the same associated partition.
Next, we recall the anti-graded lex total order alex on the partitions of m:
By Corollary 5.5(2), we immediately obtain the following:
We want to extend the order on the partitions to a total order τ on the minimal generators of I (m) c ; to break the tie when two monomials are associated to the same partition, we employ the normal form: if M and M ′ are two monomials with
are the respective normal forms, we define
e. if and only if M ′ is larger than M in the "usual" revlex order. However, in general this needs not be the case For instance, if
We can now define the total order on G c,(m) . 
We conclude this section with a few facts relative to partitions. 
It is immediately checked that [b] satisfies the conditions (i)-(iii) stated before Corollary 5.5, thus [b] ∈ P ≤c (m).
Next, we define a number that is a keystone for the proof and applications of Theorem 6.12. It detects the longest initial strand of a partition that is in common with a strictly larger partition (with respect to the alex order). Proof. (a) The only partitions in P larger than [5, 3, 3] are [5, 5, 1] , [5, 4, 2] . So, there is a strictly larger partition with the same first entry as [d], e.g. [5, 5, 1] , but there is no strictly larger partition whose first two entries are [5, 3] . (1)). Even more precisely, in Lemma 5.13(2) we now prove that
• or i 0 is the previous to last jump, and the last jump in [d] happens precisely at the last entry of the partition.
, which is a contradiction. This proves that i 0 < t.
Next, assume by contradiction that
Since the first i 0 −1 entries of the two partitions are equal, then 
A GENERALIZATION OF IDEALS WITH LINEAR QUOTIENTS
Ideals with linear quotients have been introduced by Herzog and Takayama (CITE!) [19] , these ideals have been studied for their nice minimal free resolutions (constructed by iterated mapping cones), see for instance [23] . As an example of their application, often times one proves that an ideal I has a linear resolution by showing it is generated in a single degree and I has linear quotients.
More generally, if I has linear quotients, then its Betti table has a linearly stranded shape, by which we mean that it appears as the union of linear strands starting at the degrees of the minimal generators of I.
Here, we propose a generalization of linear quotients:
Definition 6.1. Let R be a polynomial ring over a field, I a homogeneous ideal, we say that I has c.i. quotients if there exists a total order
If additionally every complete intersection (h 1 , . . . , h i ) : h i+1 is generated in a single degree δ, we say that I has δ-c.i. quotients. 
We now isolate the case where, roughly speaking, an ideal I has a minimal free resolution whose only possible graded shifts are the graded shifts of the Koszul complex.
Definition 6.4. Let R be a polynomial ring over a field, 1 ≤ a 1 < a 2 < · · · < a r and δ be integers and I a homogeneous ideal generated in degrees δa 1 , . . . , δa r .
We say that I has a Koszul stranded Betti table if
If δ = 1, we say that I has linearly stranded Betti table.
In particular, in any homological degree in the minimal graded free resolution of R/I, there are at most r non-zero graded shifts. From Proposition 6.3 we immediately obtain that ideals with δ-c.i. quotients have Koszul stranded Betti tables. 
Proof. Let F ∈ supp(N ) \ supp(M ). By Proposition 3.7, F allows a unique monomial support, thus in particular it is well-defined the gcd of any two monomials in F. Let O := gcd(M, N ), write M = OM ′ and N = ON ′ , then by cancellation N : M = N ′ : M ′ . By assumption, we have F ∈ supp(N ′ ) and F / ∈ supp(M ′ ). By assumption on F, it follows that gcd(F, M ′ ) = 1, thus grade(F, M ′ ) = 2. Therefore
Recall that for the normal forms of monomials in G c,(m) we follow Notation 5.1.
The statement now follows by Lemma 6.7.
We prove a first useful inclusion used in Theorem 6.12.
Proposition 6.9. Let R, c, s, F be as in Setting 4.
, and let i be the integer such that b j = a j for all j = 1, . . . , i − 1 and
Proof. It suffices to prove the inclusion locally at every associated prime of a :
, then by the assumption on F the ideal a is a complete intersection of height c − d i , thus in particular ht(P ) = c − d i . For any j ≥ i and any
, by assumption on F we have ht(a + (F )) = c − d i + 1, then in particular F is regular on R/P . This has the following important consequences: 
Since for any monomial N ∈ N ∈ G c,(m) | P (N ) = [b] and any j the squarefree monomial N (b j ) is a minimal generator of the star configuration I c−b j +1 , then
Since a P is a complete intersection ideal in R P , then the associated graded ring G = gr a P (R P ) is isomorphic to a polynomial ring in c − d i variables, and therefore
where the rightmost equality follows because b j = d j for j = 1, . . . , i − 1 by assumption. Since b i > d i by assumption, we conclude that
finishing the proof. 
, a priori may fail in our general setting. In Proposition 6.11, we recover a weak version of (c) that will be sufficient for our purposes. Proof. By properties of colon, J : H = s h=1 (J : M i ), thus it suffices to prove the statement when H = (M ) is principal. Assume (N i : M j ) ∈ a B for every i, j, to prove J : H ⊆ a B it suffices to prove it locally at every P ∈ Ass(S/a B ).
By assumption on F for any F ∈ B C we have a B∪{F } = a B +1 and a B is a complete intersection of height at most c. It follows that ht(P ) = ht(a B ) and thus for any F ∈ B C we have F / ∈ P . For any monomial N let N ′ be the monomial obtained from N by replacing the elements F ∈ B C ∩ supp(N ) by 1. Then HS P :
is isomorphic to a polynomial ring in |B| variables and then
We can now prove the main result of this section. Before starting the proof, we recall a few pieces of notation. Following Herzog and Takayama [19] , if > is a total order on a minimal generating set G of a monomial ideal in F and for any 
Since a 0 (M ) is generated by c − d i 0 elements of F, then (by assumption on F) the ideal a 0 (M ) is a complete intersection. We can now start the proof of Theorem 6.12.
Proof. We use the total order τ defined in Definition 5.8. We first prove the statement when m = 1, i.e. for I c . Observe that every M ∈ G c,(1) is squarefree and has
and we show it equals a := (F j ∈ supp(M ) C | j < min(M )). For the inclusion "⊇" we show that if F j ∈ supp(M ) C and j < min(M ), then
∈ G c, (1) and M ′ > revlex M . This proves the first inclusion.
Since a is generated by less than |supp(M ) C | = c − 1 elements of F, Proposition 6.11 yields that the inclusion "⊆" is proved if M ′ : M ⊆ a for every M ′ ∈ G c, (1) with M ′ > revlex M . This holds by Lemma 6.7.
We may then assume m > 1. 
and 
Part (a) follows by Lemma 6.8(1) and the fact that supp( Since all the elements in F have degree δ, we conclude the proof by showing the following Claim.
where r is the remainder of the division of m by c, and
(since M r as a minimal generator of the star configuration I c−r+1 , then set(M (r) ) is welldefined)
) when we consider M (dt) as a minimal generator of the star configuration I c−dt+1,supp(M (d i 0  ) ) .
(1) clear. (2) Write m = qc + r with 0 ≤ r ≤ c − 1, then the alex order implies that
Notice that r > 0 or else M is the only monomial with
and thus it equals set(M (r) ), by the case m = 1.
(3) (a) The inclusion "⊇" follows from Claim 1. For the other inclusion, it suffices to show that
Then, by Proposition 6.11, we only need to show that 
, and by the property of normal forms, However, since our proof gives an explicit description of set(M ) for any minimal generator M of | (m) c,F , we can be much more precise. For instance, we have a simple description of set(M ) for many monomial generators M .
Recall that for the normal form of monomials in G c,(m) we follow Notation 5.1, i.e. we write Proof. For any monomial M on F, we define the F-degree of M as deg
It is then easily seen that
Also, since F allows a unique monomial support, for any F ′ ⊆ F and any d ≥ 1, the set of all monomials of degree d in F ′ has precisely
elements. Set I = I c,F , and let G(I) denote the set of all minimal monomial generators of I. 
By all the above, the statement follows if we show that the map
Injectivity is easily seen: if
We write its normal form. Since Q may not be in some G c ′ ,(m ′ ) , we cannot use Notation 5.1, so we must use the notation of Definition 3.1; so let Q = Q (1) · · · Q (r) U be its normal form, and since deg F ′ = m − t, then r ≤ m − t < t (the latter inequality holds because 2t > m). Therefore t − r > 0, so it is easily seen that M has normal form
thus M ∈ U t,N . This proves that Ψ is a bijection, and then |U t | = 
To determine the Betti table it suffices to understand the graded Betti numbers of these strands. In Theorem 7.5 we can now prove that a bit more than half of the Koszul strands (the bottom half, approximately) have very regular graded Betti numbers. Additionally, we prove that our result is sharp by identifying precisely the point where the Betti table stops being "irregular" and start becoming "regular", and by computing the graded Betti numbers for the last "irregular" Koszul strand when the power m is odd. which already proves the "irregularity" in the graded Betti numbers of these strands. Finally, our methods provide a way to compute the Betti numbers in the first strand. It appears challenging, however, to find a closed formula for the first strand, even in the monomial case (i.e. when F = {y 1 , . . . , y s } are variables), because of the many possible partitions associated to generators of smallest possible degree. We illustrate the point with a relatively small example. Take m = 19 and c = 6, then the partitions associated to the minimal monomial generators of I (19) 6 are [6, 6, 6, 1], [6, 6, 5, 2] , [6, 6, 4, 3] , [6, 5, 5, 3] , [6, 5, 4, 4] , [5, 5, 5, , where H i = h = iF j for i = 1, . . . , s. As above, this contributes with s copies of R for both β 1 and β 2 .
Adding the above numbers together give the stated formula.
Example 7.7. Let I and I ′ be the following two ideals.
• Let F = {F 1 , . . . , F 7 } be forms of the same degree δ such that any 4 of them form a regular sequence, and let I = I
3,F .
• Let F ′ = {F ′ 1 , . . . , F ′ 9 } be forms of the same degree δ ′ such that any 5 of them form a regular sequence, and let I ′ = I 
