Abstract. The paradigm of argumentation has been used in the literature to assign meaning to knowledge bases in general, and logic programs in particular. With this paradigm, rules of a logic program are viewed as encoding arguments of an agent, and the meaning of the program is determined by those arguments that somehow (depending on the specific semantics) can defend themselves from the attacks of other arguments. Most of the work on argumentation-based logic programs semantics has focused on assigning meaning to single programs. In this paper we propose an argumentation-based negotiation semantics for distributed knowledge bases represented as extended logic programs that extends the existing ones by considering sets of (distributed) logic programs, rather than single ones. For specifying the ways in which the various logic programs may combine their knowledge we make use of concepts that had been developed in the areas of defeasible reasoning, distributed knowledge bases, and multi-agent setting. In particular, we associate to each program P a cooperation set (the set of programs that can be used to complete the knowledge in P ) and the argumentation set (the set of programs with which P has to reach a consensus).
Introduction
The ability to view logic programming as a non-monotonic knowledge representation language brought to light the importance of defining clear declarative semantics for logic programs, for which proof procedures (and attending implementations) are then defined. This work is by now well established and consolidated in what concerns the semantics of single logic programs, in particular approaches where the argumentation metaphor is used for providing such clear declarative semantics e.g. [6, 11, 3, 16, 15, 10] . This metaphor seems adequate too for modelling situations where there are distributed logic programs, each with some 'knowledge about the world', that might negotiate in order to determine the truth value of common conclusions. However, the previous mentioned works do not directly address this issue.
In this paper we propose an argumentation-based negotiation semantics for sets of knowledge bases distributed through a multi-agent setting (MAS). In it different agents may have independent or overlapping knowledge bases Kb, each Kb being represented by an extended logic program with denials. If all such agents have complete access to the knowledge bases of all other agents, then they should be able to build arguments using rules of others (cooperate) and would have to defend their arguments against arguments build by the others (argue). In this case, the semantics of argumentationbased negotiation framework should coincide with the semantics of the union of the knowledge bases, viewed as a single one. Here we want to deal with cases where the semantics of multi setting does not necessarily coincide with the union. The basis of our proposal is that agents negotiate by exchanging parts of their knowledge to obtain a consensus concerning the inference of an agent's beliefs. Furthermore, our proposal allows modelling of multi setting with different kinds of purposes. For instance each agent may represent "acquired knowledge" in different periods of time, and we want to know the truth value of some agent's belief in a specific period of time. Another example is when the whole set represents a kind of hierarchy of knowledge such as an organisation where each agent has incomplete (or partial) knowledge of the overall process. Yet another, when we want to "organise" the knowledge about taxonomy into different agents and so represent their natural relation of preferences.
Moreover, a multi-agent setting A might have the agent's knowledge base physically distributed over a computer network. Therefore, an agent Ag of A does not need to, and sometimes cannot, argue and/or to cooperate with all agents in A. In our proposal, we state that every agent Ag in A has associated two sets of agents: the set of agents with which it can cooperate in order to build arguments, and the set of agents with which it must defend from attacks (argue) in order to reach some consensus. In general, little is assumed about these sets: we only impose that every agent argues and cooperates with itself because it would make little sense for an agent neither to access its own knowledge nor to obtain a consensus based upon its own knowledge.
The ability of associating these sets to each agents provides a flexible framework which, besides reflecting the possibly existing physical network, may serve for different purposes as the ones above. For example, for modelling knowledge over a hierarchy where each node of the hierarchy is represented by a Kb that cooperates with all its inferiors, and must argue with all its superiors. Another example is modelling knowledge that evolves. Here the "present" can use knowledge from the "past" unless this knowledge from the past is in conflicting with later knowledge. This can be modelled by allowing any present node to cooperate with its past nodes, and forcing any past node to argue with future nodes. In all these cases, it is important that the knowledge is not flattened, as in the union of all knowledge bases, and that the semantics is parametric on the specific Kb. I.e. it might happens that an argument is acceptable in a given (agent) Kb, and not acceptable in another (agent) Kb of the same system.
As with other argumentation based frameworks (e.g. the ones mentioned above) the semantics is defined based on a notion of acceptable arguments, this notion being itself based on an attacking relation among arguments. Moreover, as in [12] , based on acceptability, all arguments are assigned a status: roughly, justified argument are those that are always acceptable; overruled arguments are those that are attacked by a justified argument; other arguments (that may or may not be acceptable but are not attacked by a justified one) are called defensible.
It is also a goal of the proposed framework to be able to deal with mutually inconsistent, and even inconsistent, knowledge bases. Moreover, when in presence of contradiction we want to obtain ways of multi-agent setting reasoning, ranging from consistent (in which inconsistencies lead to no result) to paraconsistent. For achieving this, the agents may exchange strong or weak arguments, as it is made clear below. This also yield a refinement of the possible status of arguments: justified arguments may now be contradictory, based on contradiction or non-contradictory.
In the next section we define the declarative semantics of the proposed framework. The paper continues by showing some properties of the framework, namely properties that relate it to extant work on argumentation and on other semantics for logic programs. We then present a couple of illustrative examples, and end with some conclusions. For lack of space all proofs have been removed from this version of the paper.
Declarative Semantics
As motivated in the introduction, in our framework the knowledge bases of agents are modelled by logic programs. More precisely, we use Extended Logic Program with denials, itself an extension of Extended Logic Programs [7] , for modelling the knowledge bases. Formally: Definition 1 (Language). An alphabet B of a language L is a finite disjoint set of constants and predicate symbols. Moreover, the symbol ⊥ / ∈ B. An atom over B is an expression of the form p(t 1 , . . . , t n ) where p is a predicate symbol of B and the t i 's are terms. A term over B is either a variable or a constant. An objective literal over B is either an atom A or its explicit negation ¬A. A default literal over B is of the form not A where A is an objective literal. A literal is either an objective literal or a default literal. By not {L 1 , . . . , L n } we mean the set of default literals {not L 1 , . . . , not L n }. By (negative) hypothesis of an objective literal L we mean not L. By explicit complement of an objective literal L we mean ¬L if L is an atom, or A if L = ¬A.
A term (resp. atom, literal) is called ground if it does not contain variables. By the Extended Herbrand Base H of B, H(B), we mean the set of all ground objective literals of B.
Definition 2 (Extended Logic Program with Denials
). An extended logic program with denials (ELPd) over a language L is a (finite) set of (ground) rules of the form
or of denials of the form
where each L i (0 ≤ i ≤ n) is an objective literal of L. A rule is ground if all literals are ground. As usual L 0 is called the head, and L 1 , . . . , not L n the body of the rule. If n = 0 the rule is called a fact and the arrow symbol is omitted.
Besides the knowledge base, in our framework each argumentative agent Ag in a multi-agent setting A must have a unique identity of Ag in A, and two sets of agents' identifiers corresponding to argumentative and cooperative agents with Ag, respectively. Moreover, the identity of Ag is in both sets of argumentative and cooperative agents with Ag:
Definition 3 (Argumentative Agent). An argumentative agent (or agent, for short) over a language L and a set of identifiers Ids is a tuple
where α ∈ Ids, Kb α is an ELPd over L, Argue α ⊆ Ids and Cooperate α ⊆ Ids such that α ∈ Argue α and α ∈ Cooperate α .
We denote by Id(Ag) (resp. Kb Id(Ag) , Argue Id(Ag) and Cooperate Id(Ag) ), the 1st (resp. 2nd, 3rd and 4th) position of the tuple Ag, and by H(Id(Ag)) the set of all atoms and explicitly negated atoms of Kb Id(Ag) .
Hereafter, we say 'arguments from Cooperate Id(Ag) (or Argue Id(Ag) )' instead of 'arguments from agents whose identities are in Cooperate Id(Ag) (or Argue Id(Ag) )'. An argument, of an agent Ag, for some objective literal L is a complete well-defined sequence concluding L over the set of rules of Ag's knowledge base. A complete sequence of rules means that all required rules are in the sequence. A well-defined sequence means a (minimal) sequence of rules concluding some L. For dealing with consistent and paraconsistent reasoning, we define strong and weak arguments, based on strong and weak sets of rules, the former being simply the rules in the Kbs of agents. A weak set of rules results from adding to rule bodies the default negation of the head's complement, and of ⊥, thus making the rules weaker (more susceptible to being contradicted/attacked).
Definition 5 (Strong and Weak Sets of rules). Let L be a language, and P be an ELPd over L. The strong set of rules of P is R s P = P and the weak set of rules of P is R
We say R P is a set of rules, if it is either a strong or a weak set of rules of P .
A well-defined sequence for an objective literal L is then built by chaining rules as follows: the head of the last rule in the chain is L; furthermore, if some atom L (ignoring default literals) appears in the body of a rule then there must be a rule before this one with L in the head; moreover, the sequence must not be circular and only use rules that are strictly necessary.
Definition 6 (Well-defined Sequence). Let P be an ELPd, and L ∈ H(P ). A welldefined sequence for L over a set of (ground) rules S is a finite sequence [r 1 ; . . . ; r m ] of rules r i from S of the form L i ← Body i such that:
-L is the head of the rule r m , and -an objective literal L is the head of a rule r i (1 ≤ i < m) only if L is not in the body of any r k (1 ≤ k ≤ i) and L is in the body of some r j (i < j ≤ m)
We say that a well-defined sequence for L is complete if for each objective literal L in the body of the rules
Since we are concerned with modelling knowledge bases distributed over a multiagent setting, partial arguments of Ag for L must be considered. In fact, an agent alone might not have in its knowledge base enough rules to form a complete argument, but may have part of an argument (a partial argument) that can be complete with knowledge from other agents with which it is able to cooperate. By a partial argument of Ag for L we mean a non-complete well-defined sequence for L, called Seq L , over the set of rules of Ag's knowledge base. The (both complete and partial) arguments of Ag built only with its own rules are called local arguments of Ag. Since we want to deal with local partial arguments, an argumentation-based semantics with cooperation is proposed. By argumentation, we mean the evaluation of arguments to obtain a consensus about a common knowledge; by cooperation, we mean the granting of arguments to achieve knowledge completeness. A strong (resp. weak) local partial argument of α for L is a pair (α, Seq L ) such that Seq L is a well-defined sequence for L over R s α (resp. R w α ). A strong (resp. weak) local complete argument of α for L is any strong (resp. weak) partial local argument (α, Seq L ) such that Seq L is complete and non-empty. We say that (α, Seq L ) is a klocal argument of α for L, LA k α (L), if it is either a local partial argument or a local complete argument over R k L of α for L (where k is either s, for strong arguments, or w, for weak ones).
The set of local arguments of Ag contains all possible local (complete and partial) arguments over Ag's knowledge base.
Definition 8 (Set of Local Arguments)
. Let A be a MAS, and α be an agent's identity in A. The set of k-local arguments of α is:
is the set of all strong (resp. weak) local arguments of α for L i . Local arguments of α are
and we denote by LA(A) the union of all local arguments of agents in A.
Note that an agent Ag in a multi-agent setting A is able to build arguments for an objective literal L in H(A) even when Ag has no knowledge about such L (i.e. there is no rule L ← Body in Kb Id(Ag) ). This is so because empty sequences are not ruled out by Definition 7. Now, partial arguments of an agent may be completed with the "help" of a sets of (complete and partial) arguments from Cooperate Id(Ag) .
To complete a local partial argument of an agent Ag with (partial or complete) arguments from Cooperate Id(Ag) , we need first to define an operator to concatenate these arguments in terms of well-defined sequences 1 .
Definition 9 (Operator +). Let 1 ≤ i ≤ n, Seq i is a well-defined sequence for an objective literal L i , and R i be the set of all rules in Seq i . The concatenation Seq 1 + . . . + Seq n is the set of all well-defined sequences for L n over
We introduce cooperation by defining a set of available arguments of an agent Ag given a set S of (complete or partial) arguments. Every (complete or partial) argument of Ag in S is considered an available argument of Ag. Moreover, if a partial argument for an objective literal L of Ag may be further completed with arguments in S belonging to Cooperate Id(Ag) , this further completed argument is also available.
Definition 10 (Set of Available Arguments). Let A be a MAS and α be an agent's identity in A. The set of available arguments given a set S of arguments, Av(S), is the least set such that:
where α, β 1 , . . . , β i are agent's identifiers in A. Let LA(A) be the set of local arguments of A. We denote by Args(A) the set of available arguments of A given LA(A), and dub it the set of all available arguments in A. Members of Args(A) will be called arguments.
As mentioned in the Introduction, we are concerned with obtaining ways of reasoning in a multi-agent setting, ranging from consistent to paraconsistent. For this, the agents cooperate and argue by exchanging strong and weak arguments. We assume that every proponent (resp. opponent) agent in a given multi-agent setting exchanges arguments in the same way, i.e. every proposed (resp. opposing) argument is a strong or weak argument. The following two properties reinforce such an assumption. According to the first property, every available argument is of the same kind, strong or weak, as the given set of arguments. From the second property, we see that an agent might have all arguments from its cooperative agents. Proposition 1. If S is a set of strong (resp. weak) arguments, then Av(S) is also a set of strong (resp. weak) arguments.
The following example illustrates how available arguments are built via operator +. This example also depicts available arguments built by agents that are not directly interrelated, i.e. there is an "indirect cooperation" between such agents. Example 1. Let be A = {Ag 1 , Ag 2 , Ag 3 } such that each agent is
The set of strong local arguments of A is
Based on the first condition of Definition 10, every argument in S is an available argument, i.e. Av(S) = S. Based on the second condition of Definition 10, we further obtain the following available arguments:
The least set of available arguments of A given LA s (A) is
From Definition 10, Args(A) contains all available arguments of an agent Ag built via cooperation with agents in Cooperate Id(Ag) . However, some of these arguments might not be acceptable with respect to arguments in Args(A) from Argue Id(Ag) . We now describe how a negotiation process should be performed, where cooperation and argumentation are interlaced processes. Initially, assume that an available argument A of Ag is acceptable w.r.t. a set of arguments S if every argument against A from Argue Id(Ag) is attacked by an argument in S. The following example illustrates the above informal description.
Assume that Ag 1 needs to deduce the acceptability of an argument for a. These are the steps to the solution: Ag 1 should have an argument for the objective literal a and such an argument must be acceptable w.r.t. Argue 1 = {2, 3}. Since Ag 1 has an argument A 
b).
We proceed by exposing the required definitions for this informal description. First of all, it is necessary to determine the available arguments that can be used to attack. As expected, only complete arguments in Args(A) should be considered. These arguments are called attacking arguments.
Definition 11 (Attacking Argument
can be attacked by every argument for ⊥. However, it does not make sense to attack arguments for objective literals if they do not lead to falsity. By "an objective literal L leads to falsity" we mean that there is an argument A α (L) such that A β (⊥) is built based on such an argument, e.g.
We only consider objective literals that are in the body of the rule for ⊥ because these literals immediately lead to falsity. We assume that the involvement of other objective literals are not as strong as those in the body of the denial 3 . Then objective literals are directly conflicting with A β (⊥) if the following holds:
Definition 12 (Directly Conflict with A ⊥ ). Let A β (⊥) be an argument of β for ⊥, '⊥ ← Body' be the rule in A β (⊥) and {L 1 , . . . , L n } be the set of all objective literals in Body. The set of objective literals directly conflicting with A β (bot) is
If an argument of α for L has a default negation not L in it, any argument for L attacks A α (L) (by undercut [11] ). The other attacking relation (called rebut [11] ) states that an argument also attacks another one when both arguments have complementary conclusions (i.e. one concludes L and the other ¬L). With strong and weak arguments, rebut can be reduced to undercut 4 . So, we can say informally that "an argument of α for a conclusion L attacks an argument of β with an assumption not L". Such a "notion of attack" shows that we need to make both the conclusions and the assumptions of an argument precise before defining an attack.
Definition 13 (Conclusions and Assumptions
, is the set of all objective literals that appear in the head of rules in
, is the set of all default literals appearing in the bodies of rules in A α (L).
Intuitively, we want to define attack in terms of both attacking and available arguments. However, we still need to determine which attacking arguments can be used to attack available ones. Moreover, to prevent cyclic definitions, an attack is defined only in terms of arguments.
Definition 14 (Attack)
where Seq L1 is a well-defined sequence for L 1 over R β ; and
Recall that, as with other argumentation based frameworks the semantics is defined based on a notion of acceptable arguments, where a set of arguments is acceptable if any argument attacking it is itself attacked by the set. Now, in this distributed setting, care must be taken about which arguments can be used to attack a set of arguments, and which arguments are available for being used to defend the attacks. Before presenting the definition of acceptable arguments we motivate for the definition in such a distributed setting. Moreover, note that the above definition of attack has a condition that foresees cases where "indirect cooperation" between argumentative agents is needed. The following example illustrates such a situation. Example 3. Consider A = {Ag 1 , Ag 2 } where:
The set of available arguments of A given LA(A) is At this point, it is quite clear that we should evaluate available arguments of a multiagent setting A to conclude which of them are acceptable with respect to a set S of arguments (that are already considered acceptable with respect to a set of arguments from A). However, should an argument of an agent Ag be acceptable in Argue Ag if such an argument is to be used in a cooperation process? For instance, consider:
and assume that every argument in LA(A) is a strong argument.
For having an acceptable argument for q in Ag 1 , Ag 1 must complete its available argument for q, viz. P A The second approach allows us to draw more acceptable arguments than the first one. In fact, the arguments evaluated are acceptable if we consider the overall agent's knowledge. Moreover, this approach is more credulous than the first one. Therefore, we follow the latter and define that for a given agent Ag in a multi-agent setting A, an agent Ag c ∈ Cooperate Id(Ag) cooperates with an available argument A under one of the following conditions: (i) A is not attacked by any argument from Argue Id(Ag c ) , or (ii) A is attacked, but every attacking argument B against A is attacked by some argument from Argue Id(Ag c ) . In both cases, A is considered a defensible argument. The following operator defines which are the defensible arguments, given a set of available arguments of a multi-agent setting. In the remainder, we use the notation p and o to distinguish the proposed argument from the opposing one, i.e. p (resp. o) is a (strong or weak) proposed (resp. opposing) argument. Def p,o (S) ). Let A be a MAS, Args(A) be the set of available arguments of A, S ⊆ Args(A) be a set of p-arguments. Def p,o (S) is the set of all o-arguments of Args(A) that are not attacked by any attacking argument given S. Arguments in Def p,o (S) are called defensible arguments.
Definition 15 (Operator
Assume that arguments in the set of defensible arguments are opposing arguments, and every argument in a set of available arguments is a proposed argument. Now we can determine how available p-arguments are acceptable with respect to a set S of parguments from Args(A), such that S is a pre-defined set of acceptable arguments. In order to determine the set of acceptable arguments with respect to S, the following steps must be performed:
1. obtain the opposing arguments via Def = Def p,o (S). This encompasses the following two sub-steps: (a) get the set Atts of p-attacking arguments given S, i.e. the complete arguments in Av(S). This sub-step also allows p-partial arguments in S to be completed by arguments in S and so new p-arguments are built; (b) reject o-arguments in Args(A) that are attacked by arguments in Atts.
2. obtain the proposed (partial or complete) arguments given S, i.e. Av(S). This substep also allows p-partial arguments to be completed by arguments in S and so new p-arguments are built. 3. determine which are (i) the opposing arguments attacking some proposed argument and (ii) the opposing arguments attacked by arguments in S.
Definition 16 (Acceptable Argument). Let A be a MAS, Args(A) be the set of arguments of A, S ⊆ Args(A) be a set of p-arguments, and α, β, and γ be agent's identifiers in A. A p-argument (α, Seq L ) for a literal L is acceptable p,o w.r.t. S iff (i) it is either a local argument, or it belongs to the set of available arguments given S; and (ii) for any o-attacking argument (β,
We now formalise the concept of acceptable arguments with a fixpoint theory and also define a characteristic function p o of multi-agent setting A over a set of acceptable arguments S as follows:
Definition 17 (Characteristic Function). Let A be a MAS, Args(A) be the set of available arguments of A, and S ⊆ Args(A) be a set of p-arguments. The characteristic function p o of A over S is: A always has a least fixpoint (according to the set inclusion ordering over sets of arguments): Proposition 3. Define for any A the following transfinite sequence of sets of arguments:
A is monotonic, and so there must exist a smallest λ such that S λ is a fixpoint of F p,o A , and
By knowing the set S of all acceptable arguments of A, we can split all complete arguments from Args(A) into three classes: justified arguments, overruled arguments or defensible arguments. An argument A is justified when A is in S. An argument A is overruled when A is attacked by at least one argument in S. Finally, an argument A is defensible when A is attacked by an argument B ∈ Args(A), and neither A nor B are attacked by acceptable arguments. 
In this example we show how to obtain lf p(F s,s A (∅)). First of all, we determine the set of strong local arguments of A: -let S 0 = ∅. Since Atts 0 = ∅, the set of opposing arguments is
The set of proposed arguments is Av(S 0 ) = LA s (A). Then we determine the following attacks
The set of proposed arguments is Av( 
Properties
Here we assume very little about the sets of argumentative and cooperative agents of an agent. By imposing restriction on these sets different properties of the whole setting can be obtained. In particular, as expected, if all agents in a multi-agent setting A argue and cooperate with all others, then the result is exactly the same as having a single agents with the whole knowledge: 
However, the semantics at one agent can different from that of the union, as desired:
Example 5. Consider A = {Ag 1 , Ag 2 , Ag 3 } such that each agent is
, and A s (c)) are attacked 5 . As there is no "counter-attack" to any of those attacks, lf p(F A . However, we obtain a different result if we consider that Due to space limitations we do not detail here general properties when some other weaker restriction are imposed (e.g. imposing transitivity, symmetry in the cooperation or argumentation set, etc). Instead, we discuss about some properties of JustArgs p,o A and comparisons. Since p (resp. o) denote the kind of a proposed (resp. an opposing) argument, i.e. strong argument or weak argument, assume that p (resp. o) in {s, w}. Both JustArgs A may be contradictory. However, to evaluate the acceptability of available arguments without considering the presence of falsity or both arguments for L and ¬L, the proposed arguments should be strong ones, and every opposing argument is a weak argument. Since F s,w A respects the 'Coherence Principle' of [9, 1] , i.e. given that every opposing argument is a weak one, it can be attacked by any proposed argument for its explicit negation. Therefore, we obtain a paraconsistent way of reasoning in a multi-agent setting A if we apply F Note that this point that truth is defined parametric of the agent. So, it is only natural that the truth value of a proposition may differ from agent to agent. Theorem 2 (W F SX p semantics vs F s,w A ). Let P be an ELP such that ⊥ / ∈ H(P ), and let L be an objective literal in H(P ).
Moreover, there is a relation between the consistent reasoning is obtained of F w,w A and [6] 's grounded (skeptical) extension if the following holds. To show this, we first relate [6] 's definitions of both RAA-attack and g-attack to our definition of attack as follows:
Theorem 3 (Grounded extension vs F w,w A ). Let P be an ELP such that ⊥ / ∈ H(P ), L be an objective literal in H(P ), B be the Ground Extension's characteristic function of P , (A L , L) be an argument for L, and α be an agent's identity of A.
Illustrative examples
To illustrate the results of the proposed semantics, we present here some examples. The first example illustrates how the framework can be used to model over a hierarchy and in the second to model evolving knowledge.
Example 6 (Business Process Management). This example is derived from ADEPT project 8 which developed negotiating agents for business process management. One such process deals with the provision of customer quotes for networks adapted to the customer's needs. The agents' interaction involves both argumentation and cooperation as follows: customer service division (CSD) must not quote if the customer is not credit-worthy which it should assume by default.
So, CSD should obtain an agreement with vet customer (VC) which means that VC may counter-argue and give evidence for the credit-worthiness of the customer. In case credit is approved, if CSD does not have a portfolio item for the solicited quote, it needs from design department (DD) a quote for it. DD might do this task if surveyor department (SD) does not argue that such a task is not important. DD needs information held by CSD.
Considering first the customer service division, it knows about the client's equipment (dubbed eq) and its requirements (dubbed req): requirements 2 and 3, and equipments 2 and 3. Furthermore, CSD knows the customer is important. These can be represented as facts: req(2); req(3); eq(2); eq(3); and important. Besides these facts about a particular client, CSD has general rules such as requirements 1, 2 and 3 together make up a portfolio and can be quoted if a previous quote exists (otherwise, the DD has to prepare a quote):
portof olio ← req(1), req(2), req (3) quote ← portf olio, previousQuote CSD does not provide a quote if the client is not credit-worthy:
¬quote ← not creditW orthy
The Vet Customer knows the client is not credit-worthy: it has a fact ¬creditW orthy.
The design department knows that there is no need to survey the client site if the client has equipments 1, 2 and 3. It can be represented by the rule:
¬need2survey ← eq(1), eq(2), eq(3)
In general, DD assumes that the SD does a survey unless it is busy which can be represented by the rule survey ← not busySD. The quote of DD can be obtained by a simple design cost if there was no need survey; otherwise, by a complex design cost:
quote ← ¬need2survey, simpleDesignCost quote ← survey, complexDesigCost simpleDesignCos complexDesignCost
Finally, the knowledge of Surveyor Department is fairly simple: its domain is its own busyness and since it is lazy it derives that it is busy unless the customer is important
Since such a system must have consistent conclusions we illustrate the results in a weakweak reasoning. The truth value of the main conclusions are as follows: important is true A , as expected. Note how, in this example, the cooperation is used to inherit rules from the past, and the argumentation to make sure that previous rules in conflict with later ones are overruled.
We propose an argumentation-based negotiation for agent's knowledge bases. We define a declarative semantics for Argumentation-based Negotiation for a multi-agent setting (MAS). Moreover, every agent Ag in a MAS argues and cooperates with a subset of agents in the MAS, i.e. Ag has a set of argumentative agents and a set of cooperative agents. Then, the semantics for Argumentation-based Negotiation is composed by two interlaced processes, viz. argumentation and cooperation. The former imposes that every agent should argue with other agents to evaluate its knowledge. The latter allows an agent to handle its incomplete knowledge with 'help' of other agents. The Argumentation-based Negotiation proposal allows to model a multi-agent setting with different kinds of representation. Furthermore, any agent in a MAS can be queried regarding the truth value of a conclusion. Moreover, a truth value of an agent's belief depends on which agent such a belief is inferred, and also how is the specification of both sets of cooperative and argumentative agents given the overall agents in the MAS. Nevertheless, such answer is always consistent/paraconsistent with the knowledge base of such agents.
Besides the comparisons above, it is worth mentioning [8] , which proposes a negotiation framework to be applied in a context of that an agent is a tuple, consisting of its arguments, its domains 9 , and lists of its argumentation and cooperation partners. We differ from the authors when they said that an agent should be aware of its domains. A domain is understood by those authors as the set of predicates defining the agent's domain expertise. We assume that our agent has no explicit knowledge about the multiagent setting domain but we restrict the agents communication by defining the sets of argumentative and cooperative agents. [13] follows the [8] 's specification of an agent. They propose an operational semantics for argumentation by assuming local and global ancestors to detected loop. However, it is not clear how they detected the global ancestor to prove the truth value of an objective literal L.
For the declarative semantics defined here, we have also defined an operational semantics, based on sets of dialogues trees, and an accompanying distributed implementation. The definition of this operational semantics and implementation is however outside the scope of this paper, and is part of a forthcoming one. Also part of ongoing and future work is the comparison of this approach with approaches for dealing with preferences and also with updates in the context of logics programs. It seems clear that the flexibility offered by the sets of cooperative and argumentative agents allows for giving priority to sets of rules over other sets of rules. This is somehow similar to what is done in preferences in the context of logics programs, and a comparison with these frameworks is in order. Also in order is a comparison with logic programming updates. Example 7 suggests how our framework can be used for modelling updates. In this example, the results coincide with those of [2] , but a study on how general this equivalence is ongoing.
We also intend to introduce the capability of the agents to revise their knowledge as consequence of internal or external events. In case of no agreement in a negotiation
