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a b s t r a c t
Let G = (V (G), E(G)) be a graph. A set S ⊆ V (G) is a dominating set if every vertex of
V (G)−S is adjacent to some vertex in S. The domination number γ (G) of G is theminimum
cardinality of a dominating set of G. In this paper, we study the domination number of
generalized Petersen graphs P(n, 2) and prove that γ (P(n, 2)) = n− b n5 c − b n+25 c.
© 2009 Published by Elsevier B.V.
1. Introduction
We consider only finite undirected graphs without loops or multiple edges.
A graph G = (V (G), E(G)) is a set V (G) of vertices and a subset E(G) of the unordered pairs of vertices, called edges. We
use [7] for the terminology and notation not defined here.
The open neighborhood and the closed neighborhood of a vertex v ∈ V are denoted by N(v) = {u ∈ V (G) : vu ∈ E(G)}
and N[v] = N(v) ∪ {v}, respectively. For a vertex set S ⊆ V (G), N(S) = ∪v∈S N(v) and N[S] = ∪v∈S N[v]. The maximum
vertex degree in V (G) is denoted by∆(G).
A set S ⊆ V (G) is a dominating set if for each v ∈ V (G) either v ∈ S or v is adjacent to some w ∈ S. That is, S is a
dominating set if and only if N[S] = V (G). If S has the smallest possible cardinality of any dominating set of G, then S is
called a minimum dominating set — abbreviated MDS. The cardinality of any MDS for G is called the domination number of
G and is denoted by γ (G).
The study of domination in graphs was initiated by Ore [11]. Topics on domination number and related parameters have
long attracted graph theorists for their applications and theoretical interest. It has been proved [5] that the decision problem
corresponding to the domination number for arbitrary graphs is NP-complete.Muchwork has been done to establish bounds
on γ (G). There is the well known bound on γ (G) in terms of the number of vertices n and maximum degree∆(G).
Theorem 1.1 ([1,12]). For any graph G, d n1+∆(G)e ≤ γ (G) ≤ n−∆(G).
In 1995, Molloy and Reed [10] studied the domination number of a random cubic graph and proved .2636n ≤ γ (G) ≤
.3126n.
The domination numbers of very few families of graphs are known exactly. By [7], we have, γ (Kn) = 1, γ (K1,n−1) =
1(n ≥ 2), γ (Km,n) = 2(m ≥ 2, n ≥ 2), γ (Pn) = d n3e, γ (Cn) = d n3e.
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Fig. 2.1. The dominating sets of P(n, 2) for 10 ≤ n ≤ 14.
The Cartesian product of two graphs G and H is the graph denoted GH , with V (GH) = V (G) × V (H) and
((u, u′), (v, v′)) ∈ E(GH) if and only if u′ = v′ and (u, v) ∈ E(G) or u = v and (u′, v′) ∈ E(H). The grid graphGk,n = PkPn.
In 1983, Jacobson and Kinch [8] determined the domination number γ (Gk,n) for k ≤ 4. In 1993, Chang and Clark [2]
determined γ (Gk,n) for 5 ≤ k ≤ 6. In 1993, D.C. Fisher determined γ (Gk,n) for 7 ≤ k ≤ 16 and proposed the following
conjecture [4]:
Conjecture 1.2. γ (Gm,n) = b(m+ 2)(n+ 2)/5c − 4.
In 1995, Klavžar and Seifter [9] determined the domination number γ (CnCk) for k ≤ 5.
The cross product of two graphsG andH is the graph denotedG×H , with V (G×H) = V (G)×V (H) and ((u, u′), (v, v′)) ∈
E(G× H) if and only if (u, v) ∈ E(G) and (u′, v′) ∈ E(H).
In 1995, Gravier and Khelladi [6] determined the domination number γ (Pn × Pk) for every n ≥ 2 and k ≥ 4. In 1999,
Chérifi, Gravier, and Lagraula et al. [3] determined the domination number γ (Pn × Pk) for k ≤ 8, γ (Pn × P9) for n ≥ 8 and
γ (Pn × Pk) for 10 ≤ k ≤ 33 and 1 ≤ n ≤ 40.
The generalized Petersen graph P(n, k) is defined to be a graph on 2n vertices with V (P(n, k)) = {vi, ui : 0 ≤ i ≤ n− 1}
and E(P(n, k)) = {vivi+1, viui, uiui+k : 0 ≤ i ≤ n− 1, subscripts modulo n}.
In 2002, Zelinka [13] studied the domination in P(n, k) and proved the domatic number d (P(n, k)) = 4 if and only if
n ≡ 0 mod 4.
In this paper, we consider the domination number of P (n, 2) and prove that γ (P(n, 2)) = n− b n5c − b n+25 c.
2. The domination number of P(n, 2)
Letm = b n5c and t = n mod 5, then n = 5m+ t .
Lemma 2.1. γ (P(n, 2)) ≤ n− b n5c − b n+25 c.
Proof. Let
S =

{v5i+1, u5i+2, v5i+3 : 0 ≤ i ≤ m− 1}, if t = 0,
{v5i+1, u5i+2, v5i+3 : 0 ≤ i ≤ m− 1} ∪ {v5m}, if t = 1,
{v5i+1, u5i+2, v5i+3 : 0 ≤ i ≤ m− 1} ∪ {v5m, u5m+1}, if t = 2,
{v5i+1, u5i+2, v5i+3 : 0 ≤ i ≤ m− 1} ∪ {v5m+1, u5m}, if t = 3,
{v5i+1, u5i+2, v5i+3 : 0 ≤ i ≤ m− 1} ∪ {v5m, u5m+1, v5m+2}, if t = 4.
Then N[S] = V (P(n, 2)), S is a dominating set of P(n, 2)with |S| = n−b n5c−b n+25 c. Hence, γ (P(n, 2)) ≤ n−b n5c−b n+25 c.

In Fig. 2.1, we show the dominating sets of P(n, 2) for 10 ≤ n ≤ 14, where the vertices of S are in dark.
Let S be an arbitrary MDS of P(n, 2). Also,
Vi = {v5i+j, u5i+j : 0 ≤ j ≤ 4}, 0 ≤ i ≤ m− 1,
Vm = {v5m+j, u5m+j : 0 ≤ j ≤ t − 1}, if t = 0 then Vm = ∅,
Si = S ∩ Vi, 0 ≤ i ≤ m,
si = |Si|, 0 ≤ i ≤ m,
then,
m⋃
i=0
Vi = V (P(n, 2)),
Vi ∩ Vj = ∅, 0 ≤ i < j ≤ m.
Let V ′(k, x) = {vk+j, uk+j : 0 ≤ j ≤ x− 1}, we have
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Fig. 2.2. The positions of l for x = 1, 2, 3, 4.
Lemma 2.2. For generalized Petersen graphs P(n, 2) and integers x = 1, 2, 3, 4, there must exist one vertex set V ′(l, x)(0 ≤ l ≤
n− 1) with |V ′(l, x) ∩ S| ≥ x− b x+25 c.
Proof. If for any 0 ≤ i ≤ n− 1, vi 6∈ S, then we have S = {ui : 0 ≤ i ≤ n− 1}, |S| = n > n− b n5c − b n+25 c, a contradiction
with Lemma 2.1. Hence, there is at least one vertex of {vi : 0 ≤ i ≤ n− 1} belonging to S, say v5 ∈ S.
Case 1. x = 1. Then we have |V ′(5, x) ∩ S| ≥ |{v5}| = 1 = x− b x+25 c (see Fig. 2.2(1)).
Case 2. x = 2, 3. Then since N[u6] ∩ S 6= ∅ and N[v7] ∩ S 6= ∅, we have {u4, u6, v6, u8} ∩ S 6= ∅.
Case 2.1. Suppose u4 ∈ S, then we have |V ′(4, x) ∩ S| ≥ 2 = x− b x+25 c (see Fig. 2.2(2)).
Case 2.2. Suppose one of vertex {u6, v6} belongs to S, then we have |V ′(5, x) ∩ S| ≥ 2 = x− b x+25 c (see Fig. 2.2(3)).
Case 2.3. Suppose u8 ∈ S, then since N[v7] ∩ S 6= ∅, {v6, v7, u7, v8} ∩ S 6= ∅. If one vertex of {v7, u7, v8} belongs to S, we
have |V ′(7, x) ∩ S| ≥ 2 = x− b x+25 c. If v6 ∈ S, then we have|V ′(5, x) ∩ S| ≥ 2 = x− b x+25 c (see Fig. 2.2(4)).
Case 3. x = 4. Then since N[u4] ∩ S 6= ∅, we have {u2, u4, v4, u6} ∩ S 6= ∅.
Case 3.1. Suppose one vertex of {u2, u4} belongs to S, then since N[v3] ∩ S 6= ∅, {v2, v3, u3, v4} ∩ S 6= ∅, we have
|V ′(2, x) ∩ S| ≥ 3 = x− b x+25 c (see Fig. 2.2(5)–(6)).
Case 3.2. Suppose u6 ∈ S, then since N[v7] ∩ S 6= ∅, {v6, v7, u7, v8} ∩ S 6= ∅, we have |V ′(5, x) ∩ S| ≥ 3 = x − b x+25 c (see
Fig. 2.2(7)).
Case 3.3. Suppose v4 ∈ S, then since N[u6] ∩ S 6= ∅, {u4, u6, v6, u8} ∩ S 6= ∅. If one vertex of {u4, u6, v6} belongs to S, then
we have |V ′(4, x) ∩ S| ≥ 3 = x − b x+25 c (see Fig. 2.2(8)). If u8 ∈ S, then since N[v7] ∩ S 6= ∅, {v6, v7, u7, v8} ∩ S 6= ∅, we
have |V ′(5, x) ∩ S| ≥ 3 = x− b x+25 c (see Fig. 2.2(9)). 
For t = 1, 2, 3, 4(≡ n mod 5), according to Lemma 2.2, there exists a vertex set V ′(l, t) ⊂ V (P(n, 2)) with
|V ′(l, t) ∩ S| ≥ t − b t+25 c. Relabel vertex vi with vi+5m−l, ui with ui+5m−l for 0 ≤ i ≤ n− 1, then sm ≥ t − b t+25 c.
For convenience, in the following discussion, we denote Vi by Ai if v5i+2 ∈ Si, and denote Vi by Bi if v5i+2 6∈ Si.
Based on this partition, we can draw the following conclusions.
Observation 2.1. For any v ∈ Ai, |N(v5i+2) ∩ N[v]| ≥ 1.
Observation 2.2. |Bi ∩ S| ≥ 3.
For each Ai, let Ari = {v5i+2}, then Ari ⊆ Si and Ari dominates N[v5i+2]. For each Bi, let Bri = {bij : j = 1, 2, 3} ⊆ Si be the
set dominating N[v5i+2]. For Vm, let Vrm = {vmj : j = 1, . . . , t − b t+25 c} ⊆ Sm. Let
Yi =
{Si − Ari, 0 ≤ i ≤ m− 1 and Vi ∈ A,
Si − Bri, 0 ≤ i ≤ m− 1 and Vi ∈ B,
Sm − Vrm, i = m.
Then
|S| =
m∑
i=0
si = |Vrm| + |Ym| +
∑
Vi∈B
(|Bri| + |Yi|)+
∑
Vi∈A
(|Ari| + |Yi|),
|S| = 3|B| + |A| + t −
⌊
t + 2
5
⌋
+
m∑
i=0
|Yi|.
It will be very convenient to color the vertices of P(n, 2). For each vertex in
⋃m−1
i=0 Yi, we color yellow, for each vertex in
S −⋃m−1i=0 Yi, we color dark, for each vertex in N(S), we color white.
Each vertex v ∈ V (G) is being dominated |N[v] ∩ S| times. We define function rd by counting the number of times v is
being re-dominated as follows:
rd(v) = |N[v] ∩ S| − 1.
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Fig. 2.3. The 6 possible cases of Bi+1 with si+1 = 3 and rd∗(Bi+1) < 2.
For a vertex set V ′ ⊆ V (G), let rd(V ′) =∑v∈V ′ rd(v), then,
rd(V (P(n, 2))) =
∑
v∈V (G)
rd(v) =
∑
v∈V ′
(|N[v] ∩ S| − 1) = 4|S| − 2n.
For V ′(k, x), let
dol(V ′(k, x)) =
{|{uk, uk+1, vk} ∩ S|, x > 1,
|{uk, vk} ∩ S|, x = 1,
ldo(V ′(k, x)) = |{uk−2, uk−1, vk−1} ∩ S|,
dor(V ′(k, x)) =
{|{uk+x−2, uk+x−1, vk+x−1} ∩ S|, x > 1,
|{uk, vk} ∩ S|, x = 1,
rdo(V ′(k, x)) = |{uk+x, uk+x+1, vk+x} ∩ S|.
Then rd(V ′(k, x)) = 4(|V ′(k, x) ∩ S|)− (dol(V ′(k, x))− ldo(V ′(k, x)))− (dor(V ′(k, x))− rdo(V ′(k, x)))− 2x.
Let rd∗(V ′(k, x)) = 4(|V ′(k, x) ∩ S|)− dol(V ′(k, x))− dor(V ′(k, x))− 2x, then rd(V ′(k, x)) ≥ rd∗(V ′(k, x)).
Lemma 2.3. For Vi ∈ B, if |Yi| ≥ 1, then rd(Bi) ≥ 2+ |Yi|.
Proof. By the definition of the functions rd and rd∗, we have,
rd∗(Bi) = 4(|Bri|+|Yi|)−dol(Bi)−dor(Bi)−10 = 2+4|Yi|−dol(Bi)−dor(Bi). Since |Si∩N[v5i+2]| ≥ 1, dol(Bi)+dor(Bi) ≤
|Si| − 1 = |Yi| + 2. Hence, we have rd(Bi) ≥ rd∗(Bi) ≥ 2+ 4|Yi| − |Yi| − 2 = 2+ |Yi| + 2(|Yi| − 1) ≥ 2+ |Yi|. 
Lemma 2.4. For Vi ∈ A, rd(Ai) ≥ |Yi|.
Proof. By Observation 2.1, for each vertex yj ∈ Yi ∩ Ai, there is a vertex xj ∈ N[yj] ∩ N[v5i+2], i.e. xj is dominated by both yj
and v5i+2. Hence rd(Ai) ≥ rd∗(Ai) ≥ |Yi|. 
Lemma 2.5. Let AiBAi+2 = Ai ∪ Bi+1 ∪ Ai+2, then rd(AiBAi+2) ≥ 2+∑i+2k=i |Yk|.
Proof. By the definition of the function rd, rd(AiBAi+2) = rd(Ai) + rd(Bi+1) + rd(Ai+2). If |Yi+1| ≥ 1, by Lemmas 2.3
and 2.4, rd(AiBAi+2) ≥ |Yi| + 2 + |Yi+1| + |Yi+2|. If |Yi+1| = 0, then si+1 = |Bri+1| = 3. If rd∗(Bi+1) ≥ 2, then
rd(AiBAi+2) ≥ |Yi| + 2 + |Yi+2| = |Yi| + 2 + |Yi+1| + |Yi+2|. If rd∗(Bi+1) < 2, then by symmetry, there are 3 possible
cases (see Fig. 2.3, where the vertices that are possibly yellow are incomplete dark).
For case (1), since |Yi+1| = 0, v5i+5 6∈ Si+1. Since N[S] = V (P(n, 2)), N[v5i+4] ∩ S 6= ∅, S contains at least one vertex
of {v5i+3, v5i+4, u5i+4}, e.g. there is at least one vertex of {v5i+3, v5i+4, u5i+4} which is yellow (in Fig. 2.3 all of them are
incomplete dark).
If |V ′(5i + 4, 1) ∩ Yi| ≥ 1, then rd(Bi+1) ≥ 2. Hence, rd(AiBAi+2) ≥ |Yi| + 2 + |Yi+2| = |Yi| + 2 + |Yi+1| + |Yi+2|. If
v5i+3 ∈ Yi (u5i+2 ∈ Yi in case (3)), then rd(Ai) ≥ |Yi| + 1 and rd(Bi+1) ≥ 1. Hence, rd(AiBAi+2) ≥ |Yi| + 1 + 1 + |Yi+2| =
|Yi| + 2+ |Yi+1| + |Yi+2|. 
Lemma 2.6. If V ′(5(j− 1), 10) = Bj−1Aj, then rd(Aj)+ 3|Yj−1| − (dor(Bj−1)− rdo(Bj−1)) ≥ |Yj|(1 ≤ j ≤ m− 1).
Proof. If |Yj−1| ≥ 1, 3|Yj−1|−(dor(Bj−1)−rdo(Bj−1)) ≥ 0. By Lemma 2.4, rd(Aj) ≥ |Yj|, hence rd(Aj)+3|Yj−1|−(dor(Bj−1)−
rdo(Bj−1)) ≥ |Yj|.
If |Yj−1| = 0, there are 19 possible cases of Bj−1 (see Fig. 2.4).
For cases (7)–(19), dor(Bj−1) − rdo(Bj−1) ≤ 0 or dor(Bj−1) − rdo(Bj−1) ≤ −1, hence rd(Aj) + 3|Yj−1| − (dor(Bj−1) −
rdo(Bj−1)) ≥ |Yj|.
For case (1), if u5j ∈ Yj, then dor(Bj−1) − rdo(Bj−1) ≤ 1 and rd({u5j, u5j+2}) ≥ 2, so rd(Aj) + 3|Yj−1| − (dor(Bj−1) −
rdo(Bj−1)) ≥ |Yj| + 1 − 1 = |Yj|. If v5j ∈ Yj, then dor(Bj−1) − rdo(Bj−1) ≤ 1 and rd({u5j, v5j+1}) ≥ 2, so rd(Aj) + 3|Yj−1| −
(dor(Bj−1)− rdo(Bj−1)) ≥ |Yj| + 1− 1 = |Yj|. If v5j+1 ∈ Yj, then dor(Bj−1)− rdo(Bj−1) ≤ 2 and rd({u5j+1, v5j+1, v5j+2}) ≥ 3.
So, rd(Aj)+ 3|Yj−1| − (dor(Bj−1)− rdo(Bj−1)) ≥ |Yj| + 2− 2 = |Yj|.
For case (2), dor(Bj−1)−rdo(Bj−1) ≤ 1 and rd({v5j, u5j+2}) ≥ 2, so rd(Aj)+3|Yj−1|−(dor(Bj−1)−rdo(Bj−1)) ≥ |Yj|+1−1 =
|Yj|.
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Fig. 2.4. The 19 possible cases of Bj−1 .
For cases (3)–(6), if |V ′(5j, 1)∩Yj| ≥ 1, then dor(Bj−1)−rdo(Bj−1) ≤ 0, so rd(Aj)+3|Yj−1|−(dor(Bj−1)−rdo(Bj−1)) ≥ |Yj|.
If v5j+1 ∈ Yj (u5j+2 ∈ Yj in case (6)), then dor(Bj−1)− rdo(Bj−1) ≤ 1 and rd({v5j+1, v5j+2}) ≥ 2 (rd({u5j+2, v5j+2}) ≥ 2 in case
(6)), so rd(Aj)+ 3|Yj−1| − (dor(Bj−1)− rdo(Bj−1)) ≥ |Yj| + 1− 1 = |Yj|.
Hence, rd(Aj)+ 3|Yj−1| − (dor(Bj−1)− rdo(Bj−1)) ≥ |Yj|. 
From Lemma 2.6, by symmetry, we have:
Lemma 2.7. If V ′(5j, 10) = AjBj+1, then rd(Aj)+ 3|Yj+1| − (dol(Bj+1)− ldo(Bj+1)) ≥ |Yj|(0 ≤ j ≤ m− 2).
Lemma 2.8. For j > i+ 2, let AiBAj = Ai ∪⋃j−1k=i+1 Bk ∪ Aj, then rd(AiBAj) ≥ 2(j− i− 1)+∑jk=i |Yk|.
Proof. By the definition of the function rd, we have,
rd(AiBAj) = rd(Ai)+ 4
j−1∑
k=i+1
(|Brk| + |Yk|)− (dol(Bi+1)− ldo(Bi+1))
− (dor(Bj−1)− rdo(Bj−1))− 10(j− i− 1)+ rd(Aj)
≥ 2(j− i− 1)+
j−1∑
k=i+1
|Yk| + rd(Ai)+ 3|Yi+1| − (dol(Bi+1)− ldo(Bi+1))
+ rd(Aj)+ 3|Yj−1| − (dor(Bj−1)− rdo(Bj−1)).
By Lemmas 2.6 and 2.7, we have rd(Ai)+3|Yi+1|−(dol(Bi+1)− ldo(Bi+1)) ≥ |Yi|, rd(Aj)+3|Yj−1|−(dor(Bj−1)− rdo(Bj−1)) ≥
|Yj|. Hence rd(AiBAj) ≥ 2(j− i− 1)+∑jk=i |Yk|. 
From Lemmas 2.3, 2.4 and 2.8, we have:
Lemma 2.9. Let Ai0BAi1 · · · BAis = Ai0 ∪
⋃i1−1
k=i0+1 Bk ∪ Ai1 · · · ∪
⋃is−1
k=is−1+1 Bk ∪ Ais , then rd(Ai0BAi1 · · · BAis) ≥ 2(is − i0 − s)+∑is
k=i0 |Yk|. 
Lemma 2.10. Let AiBVmBAj = Ai ∪⋃m−1k=i+1 Bk ∪ Vm ∪⋃j−1k=0 Bk ∪ Aj, then rd(AiBVmBAj) ≥ 2(m+ j− i− 1)+ 4(t − b t+25 c)−
2t +∑mk=i |Yk| +∑jk=0 |Yk|. 
Lemma 2.11. Let AiBVmA0 = Ai∪⋃m−1k=i+1 Bk∪Vm∪A0, then rd(AiBVmA0) ≥ 2(m−i−1)+4(t−b t+25 c)−2t−2+∑mk=i |Yk|+|Y0|.
Proof. By the definition of the function rd, we have,
rd(AiBVmA0) = rd(Ai)+ 4
m−1∑
k=i+1
(|Brk| + |Yk|)+ 4(|Vrm| + |Ym|)− (dol(Bi+1)− ldo(Bi+1))
− (dor(Bm−1 ∪ Vm)− rdo(Bm−1 ∪ Vm))− 10(m− i− 1)− 2t + rd(A0)
≥ 2(m− i− 1)+ 4
(
t −
⌊
t + 2
5
⌋)
− 2t +
m∑
k=i+1
|Yk| + rd(Ai)+ 3|Yi+1| − (dol(Bi+1)
− ldo(Bi+1))+ rd(A0)+ 3|Ym| − (dor(Bm−1 ∪ Vm)− rdo(Bm−1 ∪ Vm)).
If |Ym| ≥ 1, 3|Ym| − (dor(Bm−1 ∪ Vm) − rdo(Bm−1 ∪ Vm)) ≥ 0. By Lemma 2.4, rd(A0) ≥ |Y0|, hence rd(A0) + 3|Ym| −
(dor(Bm−1uVm)− rdo(Bm−1uVm)) ≥ |Y0| > |Y0| − 2.
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Fig. 2.5. The three possible subcases of Vm with sm = 2 and rd∗(Vm) < 2.
Fig. 2.6. The two possible subcases of Vm with sm = 3 and rd∗(Vm) < 2.
If |Ym| = 0, dor(Bm−1∪Vm)− rdo(Bm−1∪Vm) ≤ 2, hence rd(A0)+3|Ym|− (dor(Bm−1∪Vm)− rdo(Bm−1∪Vm)) ≥ |Y0|−2.
Hence, for all |Ym|, rd(A0)+ 3|Ym| − (dor(Bm−1 ∪ Vm)− rdo(Bm−1 ∪ Vm)) ≥ |Y0| − 2.
By Lemma 2.6, we have rd(Ai)+ 3|Yi+1| − (dol(Bi+1)− ldo(Bi+1)) ≥ |Yi|.
Hence, rd(AiBVmA0) ≥ 2(m− i− 1)+ 4(t − b t+25 c)− 2t − 2+
∑m
k=i |Yk| + |Y0|. 
From Lemma 2.11, by symmetry, we have:
Lemma 2.12. Let Am−1VmBAj = Am−1 ∪ Vm ∪⋃j−1k=0 Bk ∪ Aj, then rd(Am−1VmBAj) ≥ 2j+ 4(t − b t+25 c)− 2t − 2+ |Ym−1| +
|Ym| +∑jk=0 |Yk|. 
Lemma 2.13. For the vertex set Am−1VmA0, we have rd(Am−1VmA0) ≥ 4(t − b t+25 c)− 2t − 2+ |Ym−1| + |Ym| + |Y0|.
Proof. By the definition of the function rd, we have, rd(Am−1VmA0) = rd(Am−1)+ rd(Vm)+ rd(A0).
Case 1. t = 0. Then rd(Am−1VmA0) ≥ |Ym−1| + 0+ |Y0| > 4(t − b t+25 c)− 2t − 2+ |Ym−1| + |Ym| + |Y0|.
Case 2. t = 1, 3. If |Ym| ≥ 1, then rd(Vm) ≥ |Ym| + 1. If |Ym| = 0, then rd(Vm) ≥ 0 = |Ym|. Hence, rd(Am−1VmA0) ≥
|Ym−1| + |Ym| + |Y0| = 4(t − b t+25 c)− 2t − 2+ |Ym−1| + |Ym| + |Y0|.
Case 3. t = 2. If |Ym| ≥ 1, then rd(Vm) ≥ |Ym| + 2. Hence, rd(Am−1VmA0) ≥ |Ym−1| + |Ym| + 2+ |Y0| = 4(t − b t+25 c)− 2t −
2+ |Ym−1| + |Ym| + |Y0|.
If |Ym| = 0, then sm = |Vrm| = 2. If rd∗(Vm) ≥ 2, then rd(Am−1VmA0) ≥ |Ym−1| + 2 + |Y0| = 4(t − b t+25 c) − 2t − 2 +|Ym−1| + |Ym| + |Y0|.
There are 3 possible subcases of Vm with sm = 2 and rd∗(Vm) < 2 (see Fig. 2.5).
For subcase (3.1), rd(Am−1) ≥ |Ym−1| + 1, rd(A0) ≥ |Y0| + 1, hence, rd(Am−1VmA0) ≥ |Ym−1| + |Y0| + 2 =
4(t − b t+25 c)− 2t − 2+ |Ym−1| + |Ym| + |Y0|.
For subcase (3.2), if |V ′(5m − 1, 1) ∩ Ym−1| ≥ 1, then rd(Am−1) ≥ |Ym−1| and rd(Vm) ≥ 2. Hence, rd(Am−1VmA0) ≥
|Ym−1| + 2 + |Y0| = 4(t − b t+25 c) − 2t − 2 + |Ym−1| + |Ym| + |Y0|. If v5m−2 ∈ Ym−1, then rd(Am−1) ≥ |Ym−1| + 2 and
rd(Vm) ≥ 1. Hence, rd(Am−1VmA0) ≥ |Ym−1| + 2+ 1+ |Y0| > 4(t − b t+25 c)− 2t − 2+ |Ym−1| + |Ym| + |Y0|.
For subcase (3.3), by symmetry to the one in subcase (3.2), we have rd(Am−1VmA0) ≥ 4(t − b t+25 c)− 2t − 2+ |Ym−1| +|Ym| + |Y0|.
Case 4. t = 4. We have
rd(Vm) = 4(|Vrm| + |Ym|)− (dol(Vm)− ldo(Vm))− (dor(Vm)− rdo(Vm))− 2t
= 4+ 4|Ym| − (dol(Vm)− ldo(Vm))− (dor(Vm)− rdo(Vm)).
If |Ym| ≥ 1, then (dol(Vm) − ldo(Vm)) + (dor(Vm) − rdo(Vm)) ≤ dol(Vm) + dor(Vm) ≤ sm = 3 + |Ym|. Hence
rd(Vm) ≥ 4 + 4|Ym| − 3 − |Ym| = 1 + 3|Ym| ≥ 2 + 2|Ym| > 2 + |Ym|, rd(Am−1VmA0) ≥ |Ym−1| + 2 + |Ym| + |Y0| =
4(t − b t+25 c)− 2t − 2+ |Ym−1| + |Ym| + |Y0|.
If |Ym| = 0, then sm = |Vrm| = 3. If rd∗(Vm) ≥ 2, then rd(Am−1VmA0) ≥ |Ym−1| + 2 + |Y0| = 4(t − b t+25 c) − 2t − 2 +|Ym−1| + |Ym| + |Y0|.
There are 2 possible subcases of Vm with sm = 3 and rd∗(Vm) < 2 (see Fig. 2.6). For both subcases (4.1) and (4.2),
rd∗(Vm) = 1. For subcase (4.1), rd(Am−1) ≥ |Ym−1| + 1. For subcase (4.2), rd(A0) ≥ |Y0| + 1. Hence, rd(Am−1VmA0) ≥
|Ym−1| + |Y0| + 1+ 1 = 4(t − b t+25 c)− 2t − 2+ |Ym−1| + |Ym| + |Y0|. 
Lemma 2.14. |S| ≥ n− b n5c − b n+25 c.
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Proof. By Lemmas 2.4–2.13, we have
4|S| − 2n =
m∑
i=0
rd(Vi),
4|S| = 2n+ rd(Vm)+
∑
Vi∈B
rd(Bi)+
∑
Vi∈A
rd(Ai),
4|S| ≥ 2n+ 4
(
t −
⌊
t + 2
5
⌋)
− 2t − 2+ |Ym| + 2|B| +
∑
Vi∈B
|Yi| +
∑
Vi∈A
|Yi|,
4|S| ≥ 2n+ 3
(
t −
⌊
t + 2
5
⌋)
− 2t − 2+ 2|B| + t −
⌊
t + 2
5
⌋
+
m∑
i=0
|Ym|,
4|S| ≥ 2n+ 3
(
t −
⌊
t + 2
5
⌋)
− 2t − 2+ 2|B| + |S| − 3|B| − |A|,
4|S| ≥ 10m+ 2t + 3
(
t −
⌊
t + 2
5
⌋)
− 2t − 2+ |S| −m,
3|S| ≥ 9m+ 3
(
t −
⌊
t + 2
5
⌋)
− 2,
|S| ≥ 3m+ t −
⌊
t + 2
5
⌋
− 2
3
,
= 3m+ (n− 5m)−
⌊
n− 5m+ 2
5
⌋
− 2
3
,
= n−m−
⌊
n+ 2
5
⌋
− 2
3
,
= n−
⌊n
5
⌋
−
⌊
n+ 2
5
⌋
− 2
3
.
So we have |S| ≥ n− b n5c − b n+25 c. 
From Lemmas 2.1 and 2.14, we have:
Theorem 2.15. γ (P(n, 2)) = n− b n5c − b n+25 c. 
3. Conclusion
Combining Lemmas 2.1–2.14, we have completely proved Theorem 2.15, the main theorem of this paper. Recently we
have completely solved the problem of the domination number of generalized Petersen graphs P(n, 1) and P(n, 3) in a
subsequent paper, and we will continue to consider the domination number of generalized Petersen graphs P(n, k)(k ≥ 4).
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