Abstract. In this paper, we compare the makespan of preemptive and i-preemptive schedules where only a limited number i of preemptions is allowed. The problem is to schedule n independent jobs on m identical processors that operate in parallel. The objective is to minimize the makespan, i.e., the completion time of the last job that finishes. We show that the ratio of the optimal ipreemptive schedule length C 
Introduction.
In this paper, we compare the makespan of preemptive, ipreemptive, and LPT schedules for the problem in which a set of n independent jobs has to be scheduled on m identical processors that operate in parallel. The objective is to minimize the makespan, i.e., the maximum completion time of any job. Using the notation by Braun [2] , we mean by an i-preemptive schedule that the maximum number of preemptions is bounded from above by a nonnegative integer number i. A preemptive schedule is allowed to interrupt a job and later resume its execution without any loss of time. Also, the minimum time slice for preempting a job may be arbitrarily small. In nonpreemptive schedules, a job is started and executed to completion without any interruption. It is easy to construct an optimal preemptive schedule with McNaughton's wrap around rule [9] , whereas it is an NP-hard problem to construct an optimal nonpreemptive schedule. The longest processing time (LPT) rule, which orders the jobs in nondecreasing order of their processing times, is a (4/3 − 1/3m)-approximation algorithm for the nonpreemptive case [6] . Preemptive, nonpreemptive, and LPT schedules are commonly studied in the literature. An analysis of the complexity of these problems, along with several of their variants and special cases, can be found, e.g., in [1] , [5] , [3] , and [10] .
It is easy to see that an optimal preemptive schedule is never longer than an optimal nonpreemptive one. The time savings of a preemptive schedule are bought at the costs of moving a job off a processor before it is finished and at the costs of saving information about the job while it is waiting to be resumed. The costs of preempting a job may be neglected in a computer environment. Here, the costs of preempting the execution of a job in the main memory and transferring it to and from the virtual memory, such as mass storage devices, may be ignored. Generally, however, there arise costs with job preemptions such as inventory and transportation costs. A small number of preemptions, in general, has advantages such as lower workin-process inventories, reduced material handling costs, fewer tooling changes, quality improvements, and simplified production planning of materials and labor.
We investigate the following question: How much more effective (with respect to the objective of minimizing the makespan) can optimal preemptive scheduling be compared to optimal i-preemptive scheduling? More precisely, over all instances I, what is the least upper bound on C ip * max (I)/C p * max (I), where C ip * max and C p * max denote an optimal i-preemptive and an optimal preemptive makespan, respectively? For a job system with arbitrary precedence constraints, Liu conjectured in [8] that the ratio of the optimal nonpreemptive makespan versus the optimal preemptive makespan is bounded above by 2 − 2/(m + 1). His upper bound proof was found to be incorrect. Coffman and Garey [4] proved Liu's conjecture for a system with arbitrary precedence constraints and two processors. Hong and Leung [7] showed the correctness of the bound for unit execution time (UET) and also for tree-structured job systems. Their proof for tree-structured job systems is also valid for independent jobs.
The paper is organized as follows. In section 2, we show that the ratio of the optimal i-preemptive makespan C ip * max versus the optimal preemptive makespan C
It follows from [9] that no more than m − 1 preemptions are necessary to construct a schedule which is optimal concerning the makespan. Then we show that the ratio of the makespan C 2. Worst-case analysis. The scheduling problem under consideration is as follows. There are n jobs J 1 , . . . , J n with processing times p 1 , . . . , p n that have to be scheduled on m identical parallel processors P 1 , . . . , P m so as to minimize the makespan C max . C max is the maximum of all finish times C j , j = 1, . . . , n, of all jobs. Each processor may work only on one job at a time, and each job may be processed by only one machine at a time. C p * max is the makespan (schedule length) of an optimal preemptive schedule, C ip * max is the makespan of an optimal i-preemptive schedule, and C LP T max is the makespan of a schedule constructed with the LPT rule. The LPT rule works in the following way: First, sort the jobs in a list in order of nonincreasing processing times. Then assign the first unscheduled job in the list to any one of the least loaded processors. An optimal i-preemptive schedule S allows at most i preemptions. We assume that preemptions are allowed only on the i processors P 2 , . . . , P i+1 . With p max = max j=1,...,n p j we denote the maximum processing time of a job, and with p j = n j=1 p j we denote the sum of all processing times. McNaughton [9] has given a lower bound for the makespan of preemptive schedules:
The wrap around rule of McNaughton constructs optimal schedules with at most m − 1 preemptions. If at least m − 1 preemptions are allowed, then one always can construct an optimal schedule with McNaughton's algorithm. Therefore, we have to investigate for i-preemptive scheduling only the case when 0 ≤ i ≤ m − 1.
Let J k be a job with processing time p k and completion time C k = C ip * max . We assume without loss of generality that job J k is processed on processor P i+1 or on
processor P i+2 . The structure of the proof is as follows. If
max , as by (2.1) a preemptive schedule cannot be shorter than p k . So we assume that p k < p j /m. In Lemma 2.1, we show that in an optimal i-preemptive schedule S, there always exists a job J k with processing time p k and completion time
max which is not interrupted. Note that preemptions are allowed only on the i processors P 2 , . . . , P i+1 . In Lemma 2.2, we prove that the start time of J k is not larger than ( p j − (i + 1)p k )/m. In Lemmas 2.3 and 2.4, we show that in the case when
max is fulfilled. Next we prove the lemmas. Lemma 2.1. Let J k be a job with processing time
Proof. This proof is by contradiction. Note that a job is preempted one time at most and that the first scheduled part of job J k must be scheduled on one of the first i + 1 processors, because only on these processors are preemptions allowed. If in schedule S job J k would be preempted, it would be possible to construct a new schedule S with the same makespan and with J k not preempted as follows. Without loss of generality, let P 1 be the processor where J k is preempted in schedule S, and let P i+1 be the processor where the processing of J k is finished. If we move the part of job J k that is scheduled on processor P 1 immediately before the start time s k of J k on processor P i+1 and schedule the load of P 1 , . . . , P i+1 with McNaughton's rule, we obtain a new schedule S with the following properties (see Figure 2 .1).
1. The finish times of processors P i+2 , . . . , P m remain unchanged. 2. The total capacity to be scheduled on processors P 1 , . . . , P i+1 remains unchanged in schedule S . As it is allowed to schedule this capacity with McNaughton's rule, and as there is no job J j with p j = C ip * max , the finish times of processors P 2 , . . . , P i+1 in schedule S are not larger than C k of schedule S. Thus schedule S has the same makespan as schedule S, and J k is not preempted.
Lemma 2.2. Let J k be a job with processing time p k < p j /m and completion
Proof. In Lemma 2.1, it has been shown that in an optimal i-preemptive schedule S, job J k with C k = C ip * max is not preempted. Note that only on the i processors P 2 , . . . , P i+1 are preemptions allowed. Thus we distinguish two cases. Case 1. In an optimal i-preemptive schedule S, J k is processed on one of the first i + 1 processors (without loss of generality on P i+1 ).
Note that we are allowed to schedule the load on the first i + 1 processors with McNaughton's wrap around rule and that there is no job J j with p j = C ip * max . In an optimal i-preemptive schedule S, the load on the first i + 1 processors is at least (i + 1)C k . If not, one could construct a new schedule S with a smaller makespan as follows. Without loss of generality, let P 1 be a processor with load less than C k . By scheduling the load on the first i + 1 processors with McNaughton's rule, we would get a new schedule S with the following properties (see Figure 2. 2).
1. The total capacity to be scheduled on processors P 1 , . . . , P i+1 remains unchanged in schedule S . As we are allowed to schedule this capacity with McNaughton's rule, and as there is no job J j with p j = C ip * max , the finish times of processors P 1 , . . . , P i+1 in schedule S are less than C k of schedule S, and the number of preemptions is still at most i. 2. The finish times of processors P i+2 , . . . , P m remain unchanged. Thus schedule S would have a smaller makespan than schedule S, and we have proved that the load on the first i + 1 processors is at least (i + 1)C k .
Next, we show that the last m − (i + 1) processors have a load of at least (m − (i + 1))s k . If not, one could construct a new schedule S with smaller makespan as follows. Without loss of generality, let P m be a processor with load less than s k . If we would move job J k to processor P m , we would obtain a new schedule S with the following properties (see Figure 2. 3).
1. The total capacity to be scheduled on processors P 1 , . . . , P i+1 reduces by p k in schedule S . As we are allowed to schedule this capacity with McNaughton's wrap around rule, and as there is no job J j with p j = C ip * max , the finish times of processors P 1 , . . . , P i+1 in schedule S are less than C k of schedule S, and the number of preemptions is still at most i. 2. The finish times of processors P i+2 , . . . , P m−1 remain unchanged. 3. As the finish time on P m was less than s k (in schedule S), the finish time on P m in schedule S is less than C k of schedule S. Thus schedule S would have a smaller makespan than schedule S, and we have proved that the load on the last m − (i + 1) processors is (m − (i + 1))s k .
In total, we have or, equivalently,
Case 2. In an optimal i-preemptive schedule S, J k is processed on one of the last m − (i + 1) processors (without loss of generality on P i+2 ).
The first i + 1 processors have a load of at least (i + 1)C k − p k . If not, we could generate a new schedule S with a smaller makespan than S as follows. We are allowed to schedule the load on the first i + 1 processors with McNaughton's rule, and there is no job J j with processing time p j = C ip * max . Thus, in schedule S, there must be a processor (without loss of generality P i+1 ) with load less than C k − p k = s k . If we move job J k to processor P i+1 , we would obtain a new schedule S with the following properties (see Figure 2 .4).
1. The finish times of processors P 1 , . . . , P i remain unchanged. 2. As the finish time on P i+1 was less than s k (in schedule S), the finish time on P i+1 in schedule S is less than C k of schedule S. 3. The finish time of processor P i+2 reduces by p k . 4. The finish times of processors P i+3 , . . . , P m remain unchanged. Thus schedule S would have a smaller makespan than schedule S, and we have proved that the load on the first i + 1 processors is at least (i + 1)C k − p k .
Next we prove that the last m − (i + 1) processors have a load of at least (m − (i + 1))s k + p k . If not, we could generate a new schedule S with a smaller makespan than S as follows. Without loss of generality, let P m be a processor with load less than s k . If we would move job J k to processor P m , we would obtain a new schedule S with the following properties (see Figure 2 .5).
1. The finish times of processors P 1 , . . . , P i+1 remain unchanged. 2. The finish time of processor P i+2 reduces by p k . 3. The finish times of processors P i+3 , . . . , P m−1 remain unchanged. 4. As the finish time on P m was less than s k (in schedule S), the finish time on P m in schedule S is less than C k of schedule S. Thus schedule S would have a smaller makespan than schedule S, and we have proved that the load on the last m − (i + 1) processors is (m − (i + 1))s k + p k .
In total, we have 
For 0 ≤ i ≤ m − 1, the maximum number of allowed preemptions, we have, for all instances of the problem
Proof. From Lemma 2.2 we know that job J k is not preempted. Thus we have for the schedule length of the optimal i-preemptive schedule
With the help of Lemma 2.2, we have
McNaughton's bound (2.1) and assumption (2.2) lead to
Lemma 2.4. Let S be an optimal i-preemptive schedule with makespan
C ip * max . Let J k be a job with C k = C ip * max , p k < p j /m, and p k > C p * max m m + i + 1 . (2.3) For 0 ≤ i ≤ m − 1
, the maximum number of allowed preemptions, we have, for all instances of the problem
Proof. This proof is by contradiction. We assume that there is an optimal ipreemptive schedule S with C we would have
This would be a contradiction to McNaughton's bound (2.1). Thus there is a processor with a load of at most m/(m + i + 1)C p * max . Without loss of generality, we assume that this processor is P m with finish time F m . Case 1. In an optimal i-preemptive schedule S, J k is processed on one of the first i + 1 processors (without loss of generality on P i+1 ). In this case, one could construct a new schedule S with smaller makespan as follows. If we would switch job J k with the jobs processed on processor P m , we would obtain a new schedule S with the following properties (see Figure 2 .6).
1. Because of (2.3), we know that
By switching all the jobs scheduled on P m with J k , the total capacity to be scheduled on processors P 1 , . . . , P i+1 reduces by p k − F m in schedule S . As we are allowed to schedule the remaining capacity with McNaughton's wrap around rule, and as there is no job J j with p j = C ip * max , the finish times of processors P 1 , . . . , P i+1 in schedule S are less than C k of schedule S. 2. The finish times of processors P i+2 , . . . , P m−1 remain unchanged. 3. As the finish time F m on P m was less than p k (in schedule S), and as J k was not the only job scheduled on P i+1 (in schedule S), the finish time on P m in schedule S is less than C k of schedule S. Thus the makespan generated by S is smaller than the makespan generated by S, which leads to a contradiction to the assumption of the optimality of S.
Case 2. In an optimal i-preemptive schedule S, J k is processed on one of the last m − (i + 1) processors (without loss of generality on P i+2 ). In this case, one could construct a new schedule S with smaller makespan as follows. If we switch job J k with the jobs processed on processor P m , we obtain a new schedule S with the following properties (see Figure 2 .7).
1. The finish times of processors P 1 , . . . , P i+1 remain unchanged. 2. Because of (2.3), we know that p k > (m/(m + i + 1))C p * max . As the finish time F m on P m was less than p k (in schedule S), the finish time on P i+2 in schedule S is less than C k of schedule S. 3. The finish times of processors P i+3 , . . . , P m−1 remain unchanged. 4. As J k was not the only job to be scheduled on P i+1 in schedule S, the finish time on P m in schedule S is less than C k of schedule S. Thus the makespan generated by S is smaller than the makespan generated by S, which leads to a contradiction to the assumption of the optimality of S. 
Proof max , we consider the following problem instance: n jobs are to be scheduled on m processors with n = m+i+1 and p j = k, j = 1, . . . , n. The optimal i-preemptive schedule always has length 2k, whereas the optimal preemptive schedule length is k(m + i + 1)/m (see Figure 2 .8).
Job J k with C k = C ip * max is marked grey. In figure (a) , the jobs are scheduled with McNaughton's rule. In figure (b) , job J k is scheduled on the first i + 1 processors which allow preemptions (without loss of generality on P i+1 ). In figure (c), job J k is scheduled on the last m − (i + 1) processors which forbid preemptions (without loss of generality on P i+2 ). In both cases (b) and (c), there must exist a processor that schedules two jobs without preemption.
We have In the following, we show that the relation between a schedule constructed with the LPT rule and an optimal preemptive schedule is bounded from above by 2 − 2/(m + 1). 
