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Abstract
Mahler’s conjecture asks whether the cube is a minimizer for the volume product of a body
and its polar in the class of symmetric convex bodies in a fixed dimension. It is known that
every Hanner polytope has the same volume product as the cube or the cross-polytope. In this
paper we prove that every Hanner polytope is a strict local minimizer for the volume product
in the class of symmetric convex bodies endowed with the Banach-Mazur distance.
1 Introduction and Notation
A body is a compact set which is the closure of its interior and, in particular, a convex body in Rn
is a compact convex set with nonempty interior. Let K be a convex body in Rn containing the
origin. Then the polar of K is defined by
K◦ =
{
y ∈ Rn∣∣ 〈x, y〉 ≤ 1 for all x ∈ K}
where 〈·, ·〉 is the usual scalar product in Rn. The volume product of a convex body K is defined
by P(K) = min
z∈K
|K| |(K − z)◦| where | · | denotes the volume. In particular, if a convex body K is
symmetric, that is, K = −K, then the volume product of K is given by
P(K) = |K| |K◦|
because the minimum in the definition of the volume product is attained at the origin in this case.
It turns out that the volume product is invariant under any invertible affine transformation on Rn,
and also invariant under the polarity, that is, for any invertible affine transformation T : Rn → Rn,
P(TK) = P(K), and P(K◦) = P(K). (1)
Moreover, the volume product of the `p-sum of two symmetric convex bodies is the same as that
of the `q-sum for p, q ∈ [1,∞] with 1/p+ 1/q = 1 (see [28], [15]), that is,
P(K ⊕p L) = P(K ⊕q L). (2)
We provide the definition and other details for the `p-sum in Section 3.
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It follows from F. John’s theorem [12] and the continuity of the volume function in the Banach-
Mazur compactum that the volume product attains its maximum and minimum. It turns out that
the maximum of the volume product is attained at the Euclidean ball Bn2 (more generally, the
ellipsoids). The corresponding inequality is known as the Blaschke-Santalo´ inequality [29, 24, 21]:
for every convex body K in Rn,
P(K) ≤ P(Bn2 ) (Blaschke-Santalo´ inequality)
with equality if and only if K is an ellipsoid. For the minimum of the volume product, it was
conjectured by Mahler in [17, 18] that P(K) is minimized at the cube Bn∞ in the class of symmetric
convex bodies in Rn, and minimized at the simplex ∆n in the class of general convex bodies in Rn.
In other words, the conjecture asks whether the following inequalities are true: for any symmetric
convex body K in Rn,
P(K) ≥ P(Bn∞) (symmetric Mahler’s conjecture)
and P(K) ≥ P(∆n) for any convex body K in Rn. The case of dimension 2 was proved by Mahler
[17]. The Mahler’s conjecture is affirmative for several special cases, like, e.g., absolutely symmetric
bodies [28, 20, 27], zonoids [26, 8], and bodies of revolution [19]. An isomorphic version of the
conjecture was proved by Bourgain and Milman [3]: there is a universal constant c > 0 such that
P(K) ≥ cnP(Bn2 ); see also different proofs by Kuperberg [16], Nazarov [22], and Giannopoulos,
Paouris, Vritsiou [7]. Functional versions of the Blaschke-Santalo´ inequality and the Mahler’s
conjecture in terms of log-concave functions were investigated by Ball [2], Artstein, Klartag, Milman
[1], and Fradelizi, Meyer [6, 4, 5]. For more information, see an expository article [31] by Tao.
A symmetric convex body H is called a Hanner polytope if H is one-dimensional, or it is the `1
or `∞ sum of two (lower dimensional) Hanner polytopes. It follows from (1), (2) that the volume
product of the cube in Rn is the same as that of all Hanner polytopes in Rn. Thus every Hanner
polytope is also a candidate for a minimizer of the volume product among symmetric convex bodies.
In this paper, we prove that every Hanner polytope is a local minimizer of the volume product in
the symmetric setting. For the local behavior of the volume product, it is natural to consider the
Banach-Mazur distance between symmetric convex bodies, which is defined by
dBM(K,L) = inf
{
c ≥ 1 : L ⊂ TK ⊂ cL, T ∈ GL(n)
}
,
because the volume product is invariant under linear transformations and the polarity. Due to such
invariance properties of the volume product, we may fix a position of a convex body by taking a
linear transformation. In this situation, we consider the Hausdorff distance dH which is defined by
dH(K,L) = max
(
max
x∈K
min
y∈L
|x− y|, max
y∈L
min
x∈K
|x− y|
)
.
In this paper we prove the following result:
Main theorem. Let K ⊂ Rn be a symmetric convex body close enough to one of Hanner polytopes
in the sense that
δ = min
{
dBM(K,H)− 1 : H is a Hanner polytope in Rn
}
is small enough. Then
P(K) ≥ P(Bn∞) + c(n)δ
where c(n) > 0 is a constant depending on the dimension n only.
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The local minimality of the volume product was first investigated in [23] by Nazarov, Petrov,
Ryabogin, and Zvavitch. Namely, they proved that the cube is a strict local minimizer of the
volume product in the class of symmetric convex bodies endowed with the Banach-Mazur distance.
It turns out that the basic procedure of the proof used in [23] can be applied for other polytopes
such as the simplex and the Hanner polytopes. In case of the simplex, the technique of [23] can be
adapted to the non-symmetric setting by showing the stability of the Santalo´ point, which leads to
the local minimality of the simplex in non-symmetric setting by Reisner and the author [14].
In case of Hanner polytopes, however, it is not so simple to get the same conclusion as the cube
because the structure of a Hanner polytope may be much more complicated than that of the cube.
To illustrate the structure of Hanner polytopes, we notice that Hanner polytopes are in one-to-one
correspondence with the (perfect) graphs which do not contain any induced path of edge length
3 (see Section 6). In this correspondence, the n-dimensional cube is associated with the graph
of n vertices without any edges. Thus, a Hanner polytope may have more delicate combinatorial
structure that the cube, especially in large dimension. To overcome such difficulties, we employ
and analyze the combinatorial representation of Hanner polytopes in Section 6.
In Section 2, we investigate the technique of [23] developed for the cube case, and then restate or
generalize the key steps to get sufficient conditions for the local minimality of the Hanner polytopes.
We provide the definition and basic properties of the `p-sum of two polytopes in Section 3, which
help us to characterize the faces and the flags of the `1 or `∞-sum in terms of those of summands.
The sufficient conditions obtained from Section 2 will be verified for the Hanner polytopes in
Sections 4, 5, 6. In particular, the combinatorial representation of vertices of a Hanner polytope
will be useful for not only choosing a special position of a given convex body which is contained in
the cube and contains the cross-polytope, but also finding a section or a projection of the convex
body which makes the local minimality problem reduced to a lower dimensional situation.
We finish the introduction with the list of the notation used in the paper.
Notation. Let A be a non-empty subset of Rn. Denote by 〈·, ·〉 the usual inner product.
1. conv(A) : the minimal convex set containing A (convex hull)
2. span(A) : the minimal linear subspace containing A (linear span)
3. aff(A) : the minimal affine subspace containing A (affine hull)
4. int(A) = {a ∈ Rn : (a+ εBn2 ) ∩ aff(A) ⊂ A for some ε > 0} (interior)
5. A◦ = {b ∈ Rn : 〈a, b〉 ≤ 1, ∀a ∈ A} (polar)
6. A⊥ = {b ∈ Rn : 〈a, b〉 = 0,∀a ∈ A} (orthogonal complement)
7. A−A = {a− b ∈ Rn : a, b ∈ A}
8. dim(A) : the dimension of span(A−A) (dimension)
9. diam(A) = sup {|a| : a ∈ A−A} (diameter)
In addition, by c we denote a constant depending on dimension only, which may change from line to
line, and write f(ε) = O(ε) if sup
0<ε<ε0
∣∣∣f(ε)ε ∣∣∣ <∞ for some ε0 > 0, and f(ε) = o(ε) if lim
ε→0+
∣∣∣f(ε)ε ∣∣∣ = 0.
Denote by ∂K the boundary of a convex body K. The origin in the Euclidean space Rn of any
3
dimension is always denoted by 0. If A is a measurable set of dimension k in Rn, we denote by
|A| the k-dimensional volume (Lebesgue measure) of A. There should be no confusion with the
notation for the Euclidean norm of a vector x ∈ Rn, which is |x| = √〈x, x〉. In the paper we work
in the Euclidean space Rn of a fixed dimension n with the standard basis {e1, · · · , en}.
Acknowledgment. It is with great pleasure that we thank Fedor Nazarov and Artem Zvavitch
for their helpful advice during the preparation of this paper.
2 General construction on Polytopes
In this section we fix a convex polytope P in Rn containing the origin in its interior, and we restate
the key steps from [23] for the polytope P .
A subset F of P is called a face of P if there exists a supporting hyperplane A of P such that
F = P ∩A. In particular, a face P is called a vertex if its dimension is 0, and a facet if its dimension
is n − 1. The empty set ∅ and the entire polytope P are always considered as improper faces of
P of dimensions −1 and n, respectively. The dual face F ∗ of a face F is defined by
F ∗ =
{
y ∈ P ◦ : 〈x, y〉 = 1, ∀x ∈ F
}
.
Note that F ∗ is a face of P ◦ with dimF ∗ = n − 1 − dimF (see [9, Ch. 3]). In case of improper
faces, we get P ∗ = ∅ and ∅∗ = P ◦; hence the formula dimF ∗ = n − 1 − dimF works even for
improper faces F . An ordered set F =
{
F 0, . . . , F k, · · · , Fn−1} consisting of n faces of P is called
a flag over P if each F k is of dimension k and F 0 ⊂ F 1 ⊂ · · · ⊂ Fn−1.
For each face F of P (respectively P ◦), choose an affine subspace AF satisfying
(a) AF intersects P (respectively P
◦) at a single point, denoted by cF , in the interior of F .
(b) dimAF + dimF = n− 1.
In addition, we assume that the affine subspaces AF , AF ∗ for a face F and its dual face F
∗ satisfy
(c) 〈x, y〉 = 1 for every x ∈ AF , y ∈ AF ∗ .
F
AF
cF
H = (I ⊕1 I)⊕∞ I
xF
yF
span(AF )
AF
F
K ∩ span(AF)
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Let K be a convex body in Rn containing the origin in its interior. In order to construct the
points xF , yF for each face F of P , we move the affine subspace AF in the direction of cF (or
equivalently, dilate AF from the origin) until it is tangent to K. On the affine subspace tangent to
K obtained by moving AF , take the point xF on the boundary of K that is nearest to cF , and the
point yF on the line containing the origin and cF . In other words, the points xF , yF are taken so
that
xF ∈ (tFAF ) ∩ ∂K and yF = tF cF , (3)
where t = tF > 0 is chosen so that the affine subspace tAF is tangent to K. For the dual case, we
get the points xF ∗ , yF ∗ by replacing P , F , AF , K with P
◦, F ∗, AF ∗ K
◦, respectively.
Definition 1. Let P be a convex polytope in Rn containing the origin in its interior, F the set of
all faces of P , and N the number of all faces of P .
1. The volume function V : (Rn)N → R+ is defined by
V (Z) =
∑
F: flag over P
|ZF| for Z =(zF )F∈F ∈ (Rn)N ,
where ZF denotes the simplex defined by
ZF = conv
{
0, zF 0 , . . . , zFn−1
}
for Z = (zF )F∈F , F =
{
F 0, · · · , Fn−1} . (4)
2. Let K be a convex body in Rn containing the origin. Suppose that the affine subspaces AF ,
AF ∗ for each face F satisfy the conditions (a), (b), (c). Then we consider the points in RnN
defined by
X =(xF )F∈F , Y =(yF )F∈F , C =(cF )F∈F ,
X∗ =(xF ∗)F∈F , Y
∗ =(yF ∗)F∈F , C
∗ =(cF ∗)F∈F .
where cF denotes the unique common point of F and AF , and xF , yF , xF ∗ , yF ∗ are the points
constructed in (3) from K, K◦.
The point C = (cF ) depends on P and AF ’s only, but X = (xF ), Y = (yF ) also depend on K.
With the notation of (4), each flag F gives the simplices XF, YF, CF. Then, the polytopes P , P ◦
can be written as
P =
⋃
F
CF and P
◦ =
⋃
F
C∗F∗ . (5)
Indeed, we can use the induction on n to prove that every polytope P of dimension n containing the
origin satisfies P =
⋃
FCF whenever cF ∈ int(F ) for each face F of P . Assume that it is true for any
(n− 1)-dimensional polytope containing the origin. Let P be a polytope of dimension n containing
the origin. Then, every facet G of P is an (n− 1)-dimensional polytope, and each flag over G (as
a polytope of dimension n − 1) can be viewed as a flag over P containing G. Thus, the inductive
assumption gives G =
⋃
F3G conv {cF : F ∈ F} by viewing each facet G as an (n − 1)-dimensional
polytope and the point cG as the origin. The convex hull of the origin and G is the same as that of
the origin and cF ’s for any face F ∈
⋃
F3G F. Thus, conv({0}∪G) =
⋃
F3G conv({0}∪{cF : F ∈ F})
because the right hand side is already convex. Finally,
P =
⋃
G
⋃
F3G
conv({0} ∪ {cF : F ∈ F}) =
⋃
G
⋃
F3G
CF =
⋃
F
CF.
5
Moreover, the interiors of any two simplices CF, CF′ in the above union are disjoint. Indeed, if the
facet in a flag F is different from that of another flag F′, then the intersection of conv {cF : F ∈ F}
and conv {cF : F ∈ F′} is at most (n − 2)-dimensional. Thus, the intersection of CF and CF′ is at
most (n− 1)-dimensional, which implies that the interiors of CF and CF′ are disjoint. On the other
hand, if F and F′ contain a common facet, then the facet can be viewed as an (n− 1)-dimensional
polytope and the cF -point as the origin. Using the same (inductive) argument as above, we conclude
that the interiors of any different simplices CF, CF′ are disjoint. Furthermore, if every xF -point is
close enough to the cF -point, then the above argument can be applied to prove that the interiors of
any two simplices XF, XF′ are also disjoint. In that case, V (X) can be viewed as the volume of the
(star-shaped, not necessary convex) polytope, defined by the union of simplices XF’s over all flags.
Proposition 1. Let P be a convex polytope, and K a convex body in Rn such that 0 ∈ int(P ∩K).
Let AF , AF ∗ be affine subspaces satisfying the conditions (a), (b), (c), and let xF , yF , cF , xF ∗, yF ∗,
cF ∗ be the points obtained from K and AF , AF ∗, as in (3). Then
〈xF , xF ∗〉 = 〈yF , yF ∗〉 = 1.
Moreover, if δ = dH(K,P ) is small enough, then |xF − cF | ≤ cδ and |yF − cF | ≤ cδ where c > 0
does not depend on K, but may depend on P , F and AF .
Proof. Note first that
AF ∗ =
{
y ∈ Rn : 〈x, y〉 = 1∀x ∈ AF
}
. (6)
Indeed, if we denote the set on the right hand side by B, then the condition (c) implies AF ∗ ⊂
B. Moreover, since 〈cF , y〉 = 1 and 〈x− cF , y〉 = 0 for each x ∈ AF , y ∈ B, we have B ⊂
(cF ∗ + cF
⊥) ∩ (AF − cF )⊥. So, the dimension of B is at most n − 1 − dimAF which is equal to
n− 1− (n− 1− dimF ) = dimF = n− 1− dimF ∗ = dimAF ∗ by the condition (b) and the formula
dimF ∗ = n− 1− dimF . Thus AF ∗ = B = {y ∈ Rn : 〈x, y〉 = 1∀x ∈ AF }.
Let t = tF be such that tAF is tangent to K at xF . Consider a hyperplane A containing tAF
that is tangent to K at xF . Let z be the dual point of A, i.e., 〈y, z〉 = 1 for every y ∈ A. Then
z ∈ K◦, and 〈ty, z〉 = 1 for all y ∈ AF , which implies tz ∈ AF ∗ by (6). Moreover, 1tAF ∗ is tangent
to K◦ at z. Indeed, every p ∈ 1tAF ∗ satisfies 〈tp, q〉 = 1 for each q ∈ AF and hence 〈p, xF 〉 = 1, so
every p ∈ 1tAF ∗ is not in the interior of K◦. It implies that 1tAF ∗ is tangent to K◦ at z. Therefore,
we get tF ∗ =
1
t , which gives 1 = tF tF ∗ = 〈yF , yF ∗〉 = 〈xF , xF ∗〉.
For the second part, replacing δ by cδ if necessary, we may assume that (1−δ)P ⊂ K ⊂ (1+δ)P .
Then xF ∈ tAF ∩∂K and yF = tcF for some t with 1−δ ≤ t ≤ 1+δ. So, |yF −cF | = |t−1|·|cF | ≤ c1δ.
Consider P1 = P ∩ span(AF ). Then cF is a vertex of P1 because cF is the unique common point of
P1 and AF . It implies that there exists a constant c2, depending on P , F , AF , such that for every
δ > 0,
diam(P ∩ (1− δ)AF ) = diam(P1 ∩ (1− δ)AF ) ≤ c2δ.
Finally, since xF , yF are contained in (1 + δ)P and also lie on tAF ,
|xF − yF | ≤ diam
(
(1 + δ)P ∩ tAF
)
≤ (1 + δ) · diam
(
P ∩ t
1 + δ
AF
)
≤ c2(1 + δ)
(
1− t
1 + δ
)
≤ 2c2δ,
which implies |xF − cF | ≤ (c1 + 2c2)δ.
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Proposition 2. Suppose that P , P ◦ are divided into simplices CF, C∗F of equal volume, i.e.,
|CF| = |CF′ | and |C∗F| = |C∗F′ | for any two flags F, F′. (7)
Then V (Y ) · V (Y ∗) ≥ V (C) · V (C∗) = |P | · |P ◦|.
Proof. For each flag F =
{
F 0, . . . , Fn−1
}
over P ,
|YF| |Y ∗F | =
1
n!2
∣∣det (yF 0 , . . . , yFn−1)∣∣ · ∣∣ det (y(F 0)∗ , . . . , y(Fn−1)∗)∣∣
=
1
n!2
∣∣det (tF 0cF 0 , . . . , tFn−1cFn−1)∣∣ · ∣∣ det (t(F 0)∗c(F 0)∗ , . . . , t(Fn−1)∗c(Fn−1)∗)∣∣
=
1
n!2
( n−1∏
k=0
tFkt(Fk)∗
)∣∣det (cF 0 , . . . , cFn−1)∣∣ · ∣∣det (c(F 0)∗ , . . . , c(Fn−1)∗)∣∣,
which is equal to |CF| |C∗F| because tF tF ∗ = 〈yF , yF ∗〉 = 1 for any F by Proposition 1. From
Cauchy-Schwarz inequality and the assumption (7),
V (Y )V (Y ∗) =
(∑
F
|YF|
)(∑
F
|Y ∗F |
)
≥
[∑
F
|YF|
1
2 |Y ∗F |
1
2
]2
=
[∑
F
|CF|
1
2 |C∗F|
1
2
]2
.
Since |CF| |C∗F| is constant for each flag F, we have
V (Y )V (Y ∗) ≥
∑
F
|CF|
∑
F
|C∗F| = |P | |P ◦| .
The directional derivative of the function V along a vector Z = (zF ) at a point A = (aF ), which
we denote by 〈V ′(A), Z〉, is defined as〈
V ′(A), Z
〉
= lim
t→0
V (A+ tZ)− V (A)
t
.
Proposition 3. Let P be a convex polytope in Rn containing the origin in its interior. For each
face F of P , choose an affine subspace AF satisfying the conditions (a), (b), (c), and consider the
point C = (cF ) given in Definition 1. Suppose that〈
V ′(C), Z
〉
= 0 for every Z =
(
zF
)
with all zF ∈ AF −AF . (8)
Then |V (X)−V (Y )| ≤ cδ2, provided that δ = dH(K,P ) is small enough, where c > 0 is a constant
depending on P and AF ’s.
Proof. The Talyor series expansion of V around the point C = (cF ) gives
V (X) = V (C) +
〈
V ′(C), X − C〉+O(|X − C|2)
and
V (Y ) = V (C) +
〈
V ′(C), Y − C〉+O(|Y − C|2)
By subtracting the above two equations, the assumption (8) gives
V (X)− V (Y ) = 〈V ′(C), X − Y 〉+O(|X − C|2) +O(|Y − C|2)
= O(|X − C|2) +O(|Y − C|2),
which is O(δ2) by Proposition 1.
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Remark 1 (Plan for the proof of Main theorem). Note that the conditions (7), (8) in Propositions
2, 3 depend on the polytope P only. If a polytope P satisfies these two conditions, then Propositions
1, 2, 3 give
V (X)V (X∗) ≥ |P ||P ◦| − cδ2,
where δ = dH(K,P ) is small enough and c > 0 is a constant depending on P and AF ’s only. In
Section 4, we fix a Hanner polytope H, and define affine subspaces AF ’s associated with H that
satisfy the conditions (a), (b), (c). The special choice of AF is not essential to prove the condition
(7), but is necessary for the proof of the condition (8) (see Section 5). In fact, the condition (7) is
always true whenever the centroid of each face F of H is chosen as the unique common point cF
of AF and H. To complete the proof, we prove in Section 6 that there exists a symmetric convex
body K˜ with dBM(K˜,K) = 1 + o(δ) such that
|K˜||K˜◦| ≥ V (X˜)V (X˜∗) + c′δ,
where X˜, X˜∗ are the sets of the xF -points constructed from K˜, K˜
◦, as in Definition 1.
3 Direct sums of Polytopes
In this section we investigate basic properties of the direct sum (mostly the `1 or `∞ sum) of two
polytopes to get the general form of a face and of its centroid. In the end of this section we provide
a description of the flags over the `1 or `∞ sum of two polytopes in terms of the summands.
For 1 ≤ p <∞, the `p-sum A+p B of two subsets A, B of Rn is defined as the set of all points
of the form x, y, or λ1/px+ (1− λ)1/py for x ∈ A, y ∈ B and λ ∈ (0, 1). In particular, if A, B are
convex, then their `1-sum is given by
A+1 B = conv(A ∪B).
The `∞-sum of A and B is defined as the set of all points of the form x+ y for x ∈ A, y ∈ B (the
Minkowski sum), i.e.,
A+∞ B = A+B.
We write A⊕p B instead of A+p B if span(A) ∩ span(B) = {0}. In addition, in case of p =∞, we
mostly use the notation A+B, A⊕B without subscript.
Lemma 1. Let A, B be non-empty convex subsets of Rn1, Rn2 respectively, and let Rn = Rn1⊕Rn2.
Then
dim(A⊕B) = dimA+ dimB.
If aff(A) ∩ aff(B) = ∅ (i.e., at least one of aff(A) and aff(B) does not contain the origin), then
dim(A⊕1 B) = dimA+ dimB + 1.
In addition, the second formula holds even if one of the summands is the empty set under the
convention dim(∅) = −1.
Proof. If one of the summands is the empty set, say B = ∅, then dim(A ⊕1 ∅) = dimA =
dimA + dim∅ + 1. If the dimensions of non-empty sets A, B are k1, k2 respectively, then there
exist affinely independent sets {a0, a1, . . . , ak1} ⊂ A and {b0, b1, . . . , bk2} ⊂ B. Consider the sets
S1 =
{
a0, a1, . . . , ak1 , b0, b1, . . . , bk2
}
⊂ A⊕1 B
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and
S∞ =
{
a0 + b0, a0 + b1, . . . , a0 + bk2 , a1 + b0, . . . , ak1 + b0
}
⊂ A⊕∞ B.
Then, aff(S1) contains A, B, and also their convex hull, so aff(S1) ⊃ A⊕1 B. In addition, aff(S∞)
contains a0 + aff(B), aff(A) + b0 and their convex hull, so aff(S∞) ⊃ A ⊕∞ B. So, it remains to
prove that each of the sets S1 and S∞ is affinely independent. To verify the independence of S1,
assume that 0 6∈ aff(A) and
k1∑
j=0
λjaj −
k2∑
j=0
µjbj = 0
where λj ’s and µj ’s satisfy
∑k1
j=0 λj =
∑k2
j=0 µj . It implies
∑k1
j=0 λjaj =
∑k2
j=0 µjbj = 0 because
the origin is the only common point of span(A) and span(B). Since aff(A) does not contain the
origin, then
∑k1
j=0 λj = 0; otherwise, 0 =
∑k1
j=0 λjaj∑k1
j=0 λj
∈ aff(A). Thus ∑j λj = 0 and ∑j µj = 0.
The affine independence of each of {a0, . . . , ak1} and {b0, . . . , bk2} gives λ0 = · · · = λk1 = 0 and
µ0 = · · · = µk2 = 0. We now prove the affine independence of S∞. Assume that
α(a0 + b0) +
k1∑
j=1
λj(aj + b0) +
k2∑
j=1
µj(a0 + bj) = 0 (9)
where α, λj ’s and µ’s satisfy α+
∑k1
j=1 λj +
∑k2
j=1 µj = 0. Projecting the equality (9) onto Rn1 and
Rn2 respectively, we getα+ k2∑
j=1
µj
 a0 + k1∑
j=1
λjaj = 0 and
α+ k1∑
j=1
λj
 b0 + k2∑
j=1
µjbj = 0.
Finally, the affine independence of each of {a0, . . . , ak1} and {b0, . . . , bk2} gives λ1 = · · · = λk1 = 0,
µ1 = · · · = µk2 = 0, and α = 0.
Lemma 2. Let A, B be non-empty convex subsets in Rn1, Rn2 respectively, and let Rn = Rn1⊕Rn2.
Then the centroid of the `∞-sum of A, B is given by
c(A⊕B) = c(A) + c(B),
where c(A) denotes the centroid of A. If aff(A)∩aff(B) = ∅ (i.e., at least one of aff(A) and aff(B)
does not contain the origin), then the centroid of the `1-sum of A, B is
c(A⊕1 B) = dimA+ 1
dimA+ dimB + 2
c(A) +
dimB + 1
dimA+ dimB + 2
c(B).
In addition, the second formula holds even if one of the summands is the empty set ∅ under the
conventions dim(∅) = −1 and c(∅) = 0.
Proof. Since c(TA) = Tc(A) for any invertible linear transformation T on Rn, we may assume that
Rn = Rn1⊕Rn2 is the orthogonal sum of Rn1 and Rn2 . Let k1 = dimA, k2 = dimB. First, consider
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the `∞-sum case. If, say, k1 = 0, then c(A⊕B) = c(c(A) +B) = c(A) + c(B). So, we may assume
k1, k2 ≥ 1. The convex sets A, B can be viewed as subsets of Rk1 , Rk2 respectively. Then
c(A⊕B) = 1|A⊕B|
∫
A
∫
B
(x+ y) dxdy =
1
|A||B|
∫
A
∫
B
(x+ y) dxdy
=
1
|A|
∫
A
x dx+
1
|B|
∫
B
y dy = c(A) + c(B),
where dx, dy are the Lebesgue measures on Rk1 , Rk2 .
For the `1-sum case, let E = aff(A) + aff(B) − c(B), and θ = c(B) − c(A). Then, θ 6∈ E − E
because E − E − θ = aff(A) + aff(B) − c(A) − c(B) − (c(B) − c(A)) = aff(A) − aff(B) does not
contain the origin, and
tθ + E = t(c(B)− c(A)) + aff(A) + aff(B)− c(B)
= (1− t) aff(A) + t aff(B).
Choose ϕ ∈ Sn−1 ∩ span(E ∪ {θ}) which is orthogonal to E. Thus, from A⊕1 B ⊂
⋃
0≤t≤1
(tθ + E),
we get
|A⊕1 B| =
∫ 1
0
∣∣(A⊕1 B) ∩ (tθ + E)∣∣ |〈θ, ϕ〉| dt.
Since
(A⊕1 B) ∩ (tθ + E) =
⋃
0≤s≤1
((1− s)A+ sB) ∩ ((1− t)aff(A) + taff(B))
= (1− t)A+ tB,
we get
|A⊕1 B| =
∫ 1
0
∣∣(1− t)A+ tB∣∣ |〈θ, ϕ〉| dt = |〈θ, ϕ〉|∫ 1
0
∣∣(1− t)A∣∣∣∣tB∣∣ dt
= |〈θ, ϕ〉| |A||B|
∫ 1
0
(1− t)k1tk2 dt = k1!k2! |〈θ, ϕ〉| |A||B|
(k1 + k2 + 1)!
.
Similarly, ∫
A⊕1B
z dz =
∫ 1
0
(∫
(1−t)A+tB
z dz
)
|〈θ, ϕ〉| dt.
Note that |(1− t)A+ tB|−1 ∫(1−t)A+tB x dx is the centroid of (1 − t)A + tB, which is equal to
(1− t)c(A) + tc(B) by the `∞-case. Thus∫
A⊕1B
x dx = |〈θ, ϕ〉|
∫ 1
0
(
(1− t)c(A) + tc(B)
)∣∣(1− t)A+ tB∣∣ dt
= |〈θ, ϕ〉| |A||B|
(
c(A)
∫ 1
0
(1− t)k1+1tk2 dt+ c(B)
∫ 1
0
(1− t)k1tk2+1 dt
)
=
k1!k2! |〈θ, ϕ〉| |A||B|
(k1 + k2 + 1)!
(
k1 + 1
k1 + k2 + 2
c(A) +
k2 + 1
k1 + k2 + 2
c(B)
)
Dividing the above by |A ⊕1 B|, we get the formula for c(A ⊕1 B). The case that a summand
contains the empty set is clear.
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The description of extreme points of the `1 or `∞ sum of two convex sets is well known (e.g.,
[32]). By ext(A) we denote the set of extreme points of a convex set A. Then the extreme points
of the `1 or `∞ sum of two convex sets are described in the following way: if A ⊂ Rn1 , B ⊂ Rn2
are convex sets and Rn = Rn1 ⊕ Rn2 , then
ext(A⊕1 B) = ext(A) ∪ ext(B) and ext(A⊕B) = ext(A) + ext(B). (10)
In particular, if A, B are polytopes, then it gives a characterization of the vertices (zero-dimensional
faces) of the sum A⊕1 B or A⊕B. Moreover, it can be generalized to the faces of any dimension
as follows.
Lemma 3. Let P1 ⊂ Rn1, P2 ⊂ Rn2 be convex polytopes containing the origin, and let Rn =
Rn1 ⊕ Rn2. Then, F is a face of P1 ⊕1 P2 if and only if F is of the form
F1 ⊕1 ∅, ∅⊕1 F2, or F1 ⊕1 F2,
where F1, F2 are faces of P1, P2. In case of the `∞-sum, F is a face of P1 ⊕∞ P2 if and only if F
is of the form
F1 ⊕ P2, P1 ⊕ F2, or F1 ⊕ F2,
where F1, F2 are faces of P1, P2.
Proof. First, consider the `1-sum case. Let F be a face of P1⊕1 P2. Then there exists a supporting
hyperplane A of P1 ⊕1 P2 such that F = A ∩ (P1 ⊕1 P2). By (10), every face F of P1 ⊕1 P2 can be
expressed as F = F1⊕1 F2 where Fj is the convex hull of some of extreme points of Pj for j = 1, 2.
In addition, for each j = 1, 2,
(A ∩ Rnj ) ∩ Pj = A ∩ (Rnj ∩ (P1 ⊕1 P2)) = Rnj ∩ (A ∩ (P1 ⊕1 P2)) = Rnj ∩ F
= Rnj ∩ (F1 ⊕1 F2) = Fj .
If Fj 6= ∅, then A ∩ Rnj is a hyperplane in Rn1 with (A ∩ Rnj ) ∩ Pj = Fj , which means that Fj is
a face of Pj .
For the `∞-sum case, let F be a face of P1⊕∞P2. Then there exists a hyperplane A of P1⊕∞P2
with F = A ∩ (P1 ⊕∞ P2). Write A = x1 + x2 + θ⊥ for x1 ∈ P1, x2 ∈ P2 with x1 + x2 ∈ F . Note
that 〈y1 + x2, θ〉 ≤ 〈x1 + x2, θ〉 and 〈x1 + y2, θ〉 ≤ 〈x1 + x2, θ〉 for each y1 ∈ P1, y2 ∈ P2. It implies
〈y1, θ〉 ≤ 〈x1, θ〉 and 〈y2, θ〉 ≤ 〈x2, θ〉 for each y1 ∈ P1, y2 ∈ P2. Thus, 〈y1 + y2, θ〉 = 〈x1 + x2, θ〉 if
and only if 〈y1, θ〉 = 〈x1, θ〉 and 〈y1, θ〉 = 〈x1, θ〉. In other words,
F = (P1 ⊕∞ P2) ∩A = (P1 + P2) ∩ (x1 + x2 + θ⊥)
= P1 ∩ (x1 + θ⊥) + P2 ∩ (x2 + θ⊥).
Let Fj = Pj ∩ (xj + θ⊥) for each j = 1, 2. If θ ∈ Rnj for j = 1 or 2, then Fj is a face of Pj and the
other summand is an improper face. Otherwise, each Fj is a face of Pj for j = 1, 2.
Lemma 4. Let P1 ⊂ Rn1, P2 ⊂ Rn2 be convex polytopes containing the origin in their interiors,
and let Rn = Rn1 ⊕Rn2. Then, the dual face of a face of the `1 or `∞ sum of P1 and P2 is given by
(F1 ⊕1 ∅)∗ = F ∗1 ⊕ P ◦2 , (∅⊕1 F2)∗ = P ◦1 ⊕ F ∗2 , (F1 ⊕1 F2)∗ = F ∗1 ⊕ F ∗2 ,
(F1 ⊕ P2)∗ = F ∗1 ⊕1 ∅, (P1 ⊕ F2)∗ = ∅⊕1 F ∗2 , (F1 ⊕ F2)∗ = F ∗1 ⊕1 F ∗2 ,
where F1, F2 are faces of polytopes P1, P2 respectively, and F
∗ denotes the dual face of a face F .
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Proof. Let F = F1 ⊕1 F2 where each Fj is ∅ or a face of Pj for j = 1, 2. Then, by Lemma 3,
F ∗1 ⊕ F ∗2 is a face of P ◦1 ⊕ P ◦2 , and clearly F ∗1 ⊕ F ∗2 ⊂ F ∗. Moreover, it follows from Lemma 1 and
the formula dimF ∗ = n− 1− dimF that the dimension of F ∗1 ⊕ F ∗2 is the same as that of F ∗. So,
aff(F ∗1 ⊕ F ∗2 ) = aff(F ∗). It implies
(F1 ⊕1 F2)∗ = F ∗ = aff(F ∗) ∩ (P1 ⊕1 P2)◦ = aff(F ∗1 ⊕ F ∗2 ) ∩ (P ◦1 ⊕ P ◦2 )
= (aff(F ∗1 ) ∩ P ◦1 )⊕ (aff(F ∗2 ) ∩ P ◦2 ) = F ∗1 ⊕ F ∗2 .
whenever each Fj is ∅ or a face Pj for j = 1, 2. In addition, replacing F ∗1 , F ∗2 with G1, G2, we get
(G∗1⊕G∗2)∗ = G1⊕1G2. It implies (G1⊕1G2)∗ = G∗1⊕G∗2 whenever each Gj is Pj or a face Pj .
Remark 2 (More on the faces). We describe the faces of the sum of two polytopes. Lemma 1 and
Lemma 3 make it possible to describe the faces over the sum with the dimensions of summands.
Let P1 ⊂ Rn1 , P2 ⊂ Rn2 be convex polytopes, and let Rn = Rn1⊕Rn2 . For each k = 1, . . . , n, every
face F k−1 of dimension k − 1 of P1 ⊕1 P2 is of the form
F k−1 = F k1−11 ⊕1 F k2−12 , (11)
and every face Fn−k of dimension n− k of P1 ⊕∞ P2 is of the form
Fn−k = Fn1−k11 ⊕ Fn2−k22 , (12)
where 0 ≤ k1 ≤ n1, 0 ≤ k2 ≤ n2, k1 + k2 = k, and each F dj denotes a face or an improper face of
Pj of dimension d for j = 1, 2.
If a face F = F1 ⊕1 F2 (respectively F1 ⊕ F2) is contained in another face G = G1 ⊕1 G2
(respectively G1 ⊕ G2), then it follows from (10) that F1 ⊂ G1 and F2 ⊂ G2. Furthermore, if
F ⊂ G with dimG = dimF + 1, then we have, by Lemma 1, either
F1 = G1, F2 ( G2, dimG2 = dimF2 + 1, or F2 = G2, F1 ( G1, dimG1 = dimF1 + 1.
We introduce the following notion to describe a flag over the sum of two polytopes.
Definition 2. Let P1, P2 be convex polytopes in Rn1 , Rn2 respectively, and Rn = Rn1⊕Rn2 . A flag
F =
{
F 0, . . . , Fn−1
}
over P1 ⊕1 P2 is of type (j1, . . . , jn) ∈ {1, 2}n if each element of F is obtained
in the following way:
1. The face F 0 of dimension 0 is the `1-sum of a zero-dimensional face of Pj1 and ∅.
2. For 2 ≤ k ≤ n, the face F k−1 of dimension k−1 is obtained from the `1-decomposition of F k−2
by increasing the dimension of the jk-th summand (a face of Pjk), i.e., if F
k−2 = F1 ⊕1 F2,
then
F k−1 =
{
F˜1 ⊕1 F2, if jk = 1
F1 ⊕1 F˜2, if jk = 2
where each F˜j is a face of Pj of dimension 1 + dimFj containing Fj for j = 1, 2.
In case of the `∞ sum, we say that a flag F =
{
F 0, . . . , Fn−1
}
over P1 ⊕∞ P2 is of type (j1, . . . , jn)
if its dual flag F∗ =
{
(Fn−1)∗, . . . , (F 0)∗
}
is of type (j1, . . . , jn), as a flag over P
◦
1 ⊕1 P ◦2 .
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Remark 3 (Description of flags). Note that every flag over the `1 or `∞ sum in Rn = Rn1 ⊕ Rn2
of P1 ⊂ Rn1 and P2 ⊂ Rn2 has a type as an n-tuple consisting of n1 copies of 1 and n2 copies of 2,
that is, an element of
J =
{
(j1, . . . , jn) ∈ {1, 2}n
∣∣∣ #{k:jk=1}=n1#{k:jk=2}=n2 } . (13)
In addition, for p = 1 or ∞, every flag F over the `p-sum of P1 and P2 gives two flags F1, F2 in
lower dimensions, defined by
F1 =
{
F1
∣∣∣F1 ⊕p F2 ∈ F for some F2, 0 ≤ dimF1 < n1}
F2 =
{
F2
∣∣∣F1 ⊕p F2 ∈ F for some F1, 0 ≤ dimF2 < n2} . (14)
Every flag F is uniquely determined by lower dimensional flags F1, F2 and a type σ ∈ J . More-
over, two flags F1 = {F 01 , . . . , Fn1−11 }, F2 = {F 02 , . . . , Fn2−12 } in lower dimensions and a type
σ = (j1, . . . , jn) ∈ J can be associated with the flag F = {F 0, . . . , Fn−1} defined by, for 1 ≤ k ≤ n,
F k−1 = F σ1(k)−11 ⊕1 F σ2(k)−12 (`1 -sum case)
Fn−k = Fn1−σ1(k)1 ⊕ Fn2−σ2(k)2 (`∞-sum case)
where σj(k) denotes the number of j’s among the first k entries j1, . . . , jk of σ = (j1, . . . , jn) for
each j = 1, 2. We can also see that this flag constructed from F1, F2 and σ is of type σ and has the
lower dimensional flags F1, F2. Consequently, every flag F over the `1 or `∞ sum of P1 and P2 can
be considered as an triple of a type σ ∈ J and two lower dimensional flags F1, F2 over P1, P2.
Example 1. Let F1 =
{
F 01 , F
1
1 , F
2
1 , F
3
1
}
and F2 =
{
F 02 , F
1
2 , F
2
2
}
be flags over a polytope P1 ⊂ R4
and a polytope P2 ⊂ R3 respectively. Then
F =
{
F 01 ⊕1 ∅, F 11 ⊕1 ∅, F 11 ⊕1 F 02 , F 21 ⊕1 F 02 , F 21 ⊕1 F 12 , F 21 ⊕1 F 22 , F 31 ⊕1 F 22
}
is a flag over the `1-sum of type (1, 1, 2, 1, 2, 2, 1). For the `∞-sum case, consider the flag
F′ =
{
F 01 ⊕ F 02 , F 11 ⊕ F 02 , F 11 ⊕ F 12 , F 11 ⊕ F 22 , F 21 ⊕ F 22 , F 21 ⊕ P2, F 31 ⊕ P2
}
.
By taking the dual flag, we can see that it has the same type as F′, which is (1, 1, 2, 1, 2, 2, 1).
4 Construction on Hanner polytopes
A symmetric convex body H is called a Hanner polytope if H is one-dimensional, or it is the `1 or
`∞ sum of two (lower dimensional) Hanner polytopes. Thus every Hanner polytope in Rn can be
obtained from n symmetric intervals (one-dimensional Hanner polytopes) by taking the `1 or `∞
sums (n− 1) times. For example, H = ((I1⊕1 I2)⊕∞ I3)⊕1 (I4⊕∞ I5) is a Hanner polytope in R5
obtained from symmetric intervals I1, . . . , I5 ⊂ R5. Note that every summand in the representation
of H in terms of symmetric intervals is also a (lower dimensional) Hanner polytope.
For each Hanner polytope, we now define very particular affine subspaces AF satisfying (a), (b),
(c) in Section 2 to guarantee the conditions (7), (8) in Propositions 2, 3. When a representation of
a Hanner polytope H in terms of symmetric intervals is given, we define the affine subspaces AF ’s
inductively for all lower dimensional Hanner polytopes of H which appear as a summand in the
representation of H.
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Definition 3. Define the affine subspaces AF ’s inductively for any Hanner polytope H in the
following way:
1. If H is one-dimensional, H has the only two faces (of dimension zero). For each face F of a
one-dimensional Hanner polytope H, define the affine subspace AF by AF = F.
2. Let H be a Hanner polytope obtained from two lower dimensional Hanner polytopes H1 and
H2 by taking the `1 or `∞-sum. Then, for the `1 sum case, the affine subspace AF for each
face of the form F1 ⊕1 ∅, ∅⊕1 F2, or F1 ⊕1 F2 is defined by
AF1⊕1 ∅ = AF1 + span(H2), A∅⊕1F2 = span(H1) +AF2 ,
AF1⊕1F2 =
dimF1 + 1
dimF1 + dimF2 + 2
AF1 +
dimF2 + 1
dimF1 + dimF2 + 2
AF2 . (15)
For the `∞ sum case, it is defined by
AF1⊕H2 = AF1 , AH1⊕F2 = AF2
AF1⊕F2 = AF1 +AF2 + span
{ cF1
dimH1−dimF1 −
cF2
dimH2−dimF2
}
, (16)
where each cFj is the centroid of a face Fj of Hj for j = 1, 2.
Lemma 5. Let H be any Hanner polytope in Rn, and F a face of H. Consider the affine subspace
AF defined as above. Then AF satisfies the conditions (a), (b), (c) from Section 2. Moreover, the
unique common point cF of H and AF is the centroid of F .
Proof. We use the induction on the dimension n of H. The statement is trivial when dimH = 1.
Let H ⊂ Rn be the `1 or `∞ sum of lower dimensional Hanner polytopes H1 ⊂ Rn1 , H2 ⊂ Rn2 .
Assume that the affine subspaces AFj for any face Fj of Hj satisfy the conditions (a), (b), (c) in
Section 2, and H ∩AFj = {cFj} for j = 1, 2. First consider the case that a face F of H contains an
improper face as a summand. If, say, F = F1⊕1∅ or F1⊕H2, then the affine subspace AF is given
by AF1⊕1∅ = AF1 + R
n2 or AF1⊕H2 = AF1 . We can see that all conditions (a), (b), (c) hold under
the induction hypothesis. For (a), note that H ∩ AF1⊕1∅ = (H1 ⊕1 H2) ∩ (AF1 + Rn2) = H1 ∩ AF1
and H ∩AF1⊕H2 = (H1 ⊕∞ H2) ∩AF1 = H1 ∩AF1 , both of which have the unique element cF1 . For
(b), note that dimAF1⊕1∅ = dimAF1 + n2 = (n1 − 1 − dimF1) + n2 = n − 1 − dimF1 ⊕1 ∅ and
dimAF1⊕H2 = dimAF1 = n1 − 1− dimF1 = n− 1− dim(F1 ⊕H2). For (c), we have 〈x1 + z2, y1〉 =〈x1, y1〉 = 1 for every x1 + z2 ∈ AF1⊕1∅ = AF1 + Rn2 and y1 ∈ AF ∗1⊕H◦2 = AF ∗1 . Now, it remains to
consider the cases: F = F1 ⊕1 F2 or F1 ⊕ F2 where each Fj is a face of dimension kj of Hj .
For the condition (a), we can see from Lemma 2 that the centroid of any face F belongs to AF .
So, we need to show the uniqueness of the common point of AF and H. For the `1-sum case, let
k1+1
k1+k2+2
p+ k2+1k1+k2+2 q for p ∈ AF1 , q ∈ AF2 be a common point of H and AF . Then,
1
λ
· k1 + 1
k1 + k2 + 2
p ∈ H1 and 1
1− λ ·
k2 + 1
k1 + k2 + 2
q ∈ H2
for some λ ∈ (0, 1) because every point in H is a convex combination of two points in H1, H2.
Then 1λ
k1+1
k1+k2+2
= 1 = 11−λ
k2+1
k1+k2+2
. Otherwise, either 1λ
k1+1
k1+k2+2
> 1 or 11−λ
k2+1
k1+k2+2
> 1. If
r := 1λ
k1+1
k1+k2+2
> 1, then rAF1 ∩ H1 must be empty because AF1 intersects H at a single point
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by the induction hypothesis. However, it is impossible because rp ∈ rAF1 ∩ H1. Thus, r = 1
gives p ∈ H1 ∩ AF1 and q ∈ H1 ∩ AF2 . By the induction hypothesis, we get p = cF1 and q = cF2 ,
which give the uniqueness of the common point of AF and H. Now, for the `∞-sum case, suppose
that p + q + t
(
1
n1−k1 cF1 − 1n2−k2 cF2
)
for p ∈ AF1 , q ∈ AF2 is a common point of H ∩ AF . Then
p+ tn1−k1 cF1 ∈ H1 and q − tn2−k2 cF2 ∈ H2 because H = H1 ⊕∞ H2. It implies that
(
1 + tn1−k1
)
AF1
intersects H1, and
(
1− tn2−k2
)
AF2 intersects H2. But one of them is impossible unless t = 0 by the
same reason as in the `1-sum case. So, t = 0 gives p ∈ H1 ∩AF1 , q ∈ H2 ∩AF2 , i.e., p = cF1 , q = cF2 .
To verify the condition (b), we use (15), (16), and Lemma 1. Then
dimAF =
{
dimAF1 + dimAF2 = (n1−1−k1) + (n2−1−k2), if F = F1 ⊕1 F2
dimAF1 + dimAF2 + 1 = (n1−1−k1) + (n2−1−k2) + 1, if F = F1 ⊕ F2
= n− 1− dimF
To verify the condition (c), it suffices to show 〈x, y〉 = 1 for x ∈ AF1⊕1F2 , y ∈ AF ∗1⊕F ∗2 . Write
x =
k1 + 1
k1 + k2 + 2
p+
k2 + 1
k1 + k2 + 2
q ∈ AF1⊕1F2 ,
y = p∗ + q∗ +
1
k1 + 1
cF ∗1 −
1
k2 + 1
cF ∗2 ∈ AF ∗1⊕F ∗2 ,
where p ∈ AF1 , q ∈ AF2 and p∗ ∈ AF ∗1 , q
∗ ∈ AF ∗2 . Thus,
〈x, y〉 =
〈
k1 + 1
k1 + k2 + 2
p+
k2 + 1
k1 + k2 + 2
q, p∗ + q∗ +
1
k1 + 1
cF ∗1 −
1
k2 + 1
cF ∗2
〉
=
k1 + 1
k1 + k2 + 2
〈p, p∗〉+ k2 + 1
k1 + k2 + 2
〈q, q∗〉+ 1
k1 + k2 + 2
(
〈p, cF ∗1 〉 − 〈q, cF ∗2 〉
)
=
k1 + 1
k1 + k2 + 2
+
k2 + 1
k1 + k2 + 2
+
1
k1 + k2 + 2
(1− 1) = 1
because 〈p, p∗〉 = 〈q, q∗〉 = 1 by the induction hypothesis.
To compute the volume of the simplex CF or XF defined in (4) from C = (cF ), X = (xF ), and
a flag F, we need the following lemma.
Lemma 6. Let σ = (j1, . . . , jn) be an n-tuple consisting of n1 copies of 1 and n2 copies of 2 for
n = n1 + n2. For j = 1, 2, denote by σj(k) the number of j’s among the first k entries j1, . . . , jk of
σ. Consider the n× n matrix M whose rows consist of
pσ1(k) + qσ2(k) + ξkz for k = 1, . . . , n
where ξ1, . . . , ξn ∈ R, p0 = q0 = 0, p1, . . . , pn1 , q1, . . . , qn2 , z ∈ Rn. Then the absolute value of the
determinant of M is the same as that of the matrix M ′ whose rows consist of
pk1 + φ
σ
1 (k1)z for k1 = 1, . . . , n1,
qk2 + φ
σ
2 (k2)z for k2 = 1, . . . , n2,
where φσ1 , φ
σ
2 are functions determined by ξ1, . . . , ξn ∈ R and σ. More precisely, for j = 1, 2, the
function φj is defined by φj(0) = 0 and
φσj (`) = (Φj ◦ σ−1j )(`), for ` = 1, . . . , nj , (17)
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where
σ−1j (`) = min
{
k : σj(k) = `
}
for ` = 1, . . . , nj ,
Φj(k) = ξk +
∑
`<k : j` 6=j +`1
(−1)j+j` ξ` for k = 1, . . . , n.
Proof. It is enough to show that the matrix M can be obtained from M ′ through the Gauss
elimination. For each k = 1, . . . , n, replace one of the rows
pσ1(k) + φ
σ
1 (σ1(k))z, (if jk = 1)
qσ2(k) + φ
σ
2 (σ2(k))z, (if jk = 2)
by the row
pσ1(k) + qσ2(k) + [φ
σ
1 (σ1(k)) + φ
σ
2 (σ2(k))] z.
We claim that φσ1 (σ1(k)) + φ
σ
2 (σ2(k)) = ξk for each k = 1, . . . , n; if it is true, then every row of M
can be obtained by the above replacement of rows in M ′. First, consider the case that either σ1(k)
or σ2(k) is zero; assume σ2(k) = 0. This case implies j1 = · · · = jk = 1 and σ−11 (k) = k. So,
φσ1 (σ1(k)) + φ
σ
2 (σ2(k)) = φ
σ
1 (k) + φ
σ
2 (0) = Φ1(k) = ξk.
Assume that both σ1(k) and σ2(k) are positive integers. Then, for j = 1, 2,
φσj (σj(k)) = Φj(κj) = ξκj +
∑
`<κj : j` 6=j +`1
(−1)j+j` ξ`, for κj = σ−1j (k)
= ξκj + (−1)j
( ∑
Iσ12∩[1,κj)
ξ` −
∑
Iσ21∩[1,κj)
ξ`
)
,
where Iσ12 = {` : j` = 1, j`+1 = 2} and Iσ21 = {` : j` = 2, j`+1 = 1}. If jk = 1, then κ1 = σ−11 (k) = k
and jκ2 = 2, jκ2+1 = · · · = jk = 1 for κ2 = σ−12 (k). Thus, Iσ12 ∩ [1, κ2) = Iσ12 ∩ [1, k) and
{κ2} ∪ Iσ21 ∩ [1, κ2) = Iσ21 ∩ [1, k). In case of jk = 1, we have
φσ1 (σ1(k)) = ξk +
∑
Iσ12∩[1,k)
ξ` −
∑
Iσ21∩[1,k)
ξ`, (18)
φσ2 (σ2(k)) =
∑
Iσ21∩[1,k)
ξ` −
∑
Iσ12∩[1,k)
ξ`. (19)
In case of jk = 2, we get κ2 = σ
−1
2 (k) = k and jκ1 = 1, jκ1+1 = · · · = jk = 2 for κ1 = σ−11 (k). Thus,
φσ1 (σ1(k)) =
∑
Iσ12∩[1,k)
ξ` −
∑
Iσ21∩[1,k)
ξ`, (20)
φσ2 (σ2(k)) = ξk +
∑
Iσ21∩[1,k)
ξ` −
∑
Iσ12∩[1,k)
ξ`. (21)
In both cases, we have φσ1 (σ1(k)) + φ
σ
2 (σ2(k)) = ξk, which completes the proof.
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Proposition 4. Let H be a Hanner polytope in Rn. Consider the set C = (cF ) of the centroids of
faces of H. Then, the simplex CF, defined in (4), has the same volume for every flag F of H.
Proof. Let H be the `1 or `∞-sum of two Hanner polytopes H1 ⊂ Rn1 and H2 ⊂ Rn2 . Since the
volume of the linear image of CF by T ∈ GL(n) is always equal to |detT | |CF| for each flag F, we
may assume that Rn = Rn1 ⊕ Rn2 is the orthogonal sum of Rn1 and Rn2 .
Let F =
{
F 0, . . . , Fn−1
}
be a flag over H. Consider the lower dimensional flags, defined in (14),
F1 =
{
F 01 , . . . , F
n1−1
1
}
and F2 =
{
F 02 , . . . , F
n2−1
2
}
.
Let σ = (j1, . . . , jn) ∈ J be the type of F (Definition 2). For j = 1, 2, denote by σj(k) the number of
j’s among the first k entries j1, . . . , jk of σ, and let F
−1
j = ∅, F
nj
j = Hj be the improper faces of Hj .
CASE (H = H1⊕1H2). It follows from Remark 3 that each element of a flag F =
{
F 0, . . . , Fn−1
}
of type σ is expressed by
F k−1 = F σ1(k)−11 ⊕1 F σ2(k)−12 , for 1 ≤ k ≤ n.
By Lemma 2, the centroid of F k−1 is given by
cFk−1 =
σ1(k)
σ1(k) + σ2(k)
c
F
σ1(k)−1
1
+
σ2(k)
σ1(k) + σ2(k)
c
F
σ2(k)−1
2
=
1
k
(
σ1(k) cFσ1(k)−11
+ σ2(k) cFσ2(k)−12
)
.
Thus, the volume of the simplex CF is equal to the absolute value of
1
n!
det

cF 0
...
c
Fk−1
...
cFn−1
 =
1
n!2
det

...
σ1(k) cFσ1(k)−11
+ σ2(k) cFσ2(k)−12
...
 .
Applying Lemma 6 with ξ1 = · · · = ξn = 0, the absolute value of the determinant of the matrix
whose rows are
σ1(k) cFσ1(k)−11
+ σ2(k) cFσ2(k)−12
, k = 1, . . . , n
is equal to that of the matrix whose rows are
k1 cFk1−11
, k1 = 1, . . . , n1
k2 cFk2−12
, k2 = 1, . . . , n2.
The determinant of the above matrix is, up to a multiple of ±1, equal to
det

1 · c
F 01
0
...
...
n1 · cFn1−11 0
0 1 · c
F 02
...
...
0 n2 · cFn2−12

= (n1!n2!) det

c
F 01
...
c
F
n1−1
1
 det

c
F 02
...
c
F
n2−1
2
 ,
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Thus, for the `1-sum case, we have
|CF| =
(
n1!n2!
n!
)2 ∣∣(C1)F1∣∣ · ∣∣(C2)F2∣∣ (22)
where each Cj = (cFj ) is the set of centroids of faces of Hj for j = 1, 2.
CASE (H = H1 ⊕∞ H2). From Remark 3, each element of the flag F =
{
F 0, . . . , Fn−1
}
of type
σ can be expressed by
Fn−k = Fn1−σ1(k)1 ⊕ Fn2−σ2(k)2 .
By Lemma 2, the volume of the simplex CF is equal to the absolute value of
1
n!
det

cF 0
...
c
Fn−k
...
cFn−1
 =
1
n!
det

...
c
F
n1−σ1(k)
1
+ c
F
n2−σ2(k)
2
...
 .
Applying Lemma 6 with ξ1 = · · · = ξn = 0, the absolute value of the determinant of the matrix
whose rows are
c
F
n1−σ1(k)
1
+ c
F
n2−σ2(k)
2
, k = 1, . . . , n
is equal to that of the matrix whose rows are
c
F
n1−k1
1
, k1 = 1, . . . , n1
c
F
n2−k2
2
, k2 = 1, . . . , n2.
Then, by a similar argument to the `1-sum case, the volume of CF for the `∞-sum case is given by
|CF| = n1!n2!
n!
∣∣(C1)F1∣∣ · ∣∣(C2)F2∣∣, (23)
where each Cj = (cFj ) is the set of centroids of faces of Hj for j = 1, 2.
Finally, we use the induction on the dimension of H to conclude from (22), (23) that the
simplices CF have equal volumes for each flag F over H.
Corollary 1. Let H be a Hanner polytope in Rn and C = (cF ) the set of centroids of faces of H.
Then, the volume function V (·) for H given in Definition 1 is infinitely differentiable around the
point C = (cF ).
Note that the function V (·) is a sum of the volumes of simplices, and the volume of each simplex
can be expressed by the absolute value of a determinant function. Since every simplex CF has equal
volume which is non-zero, the volume function V (·) around the point C = (cF ) is just a sum of
the determinant functions. Thus V (·) is infinitely differentiable in a neighborhood of the point
C = (cF ).
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5 Differential of the Volume Function V (·)
In this section we prove that the condition (8) in Proposition 3,〈
V ′(C), Z
〉
= 0 for any Z =
(
zF
)
with all zF ∈ AF −AF
holds for Hanner polytopes. By linearity it is enough to take Z =
(
zF
)
with
zF =
{
z, if F = G
0, otherwise
for a fixed face G and z ∈ AG −AG. Since〈
V ′(C), Z
〉
= lim
t→0
V (C + tZ)− V (C)
t
= lim
t→0
1
t
(∑
F3G
|(C + tZ)F| −
∑
F3G
|CF|
)
,
we need to show
∑
F3G
|(C + tZ)F| =
∑
F3G
|CF| for small t > 0 to get 〈V ′(C), Z〉 = 0.
Lemma 7. Let H be a Hanner polytope in Rn and C = (cF ) the set of centroids of faces of H. For
z, ξ = (ξ1, . . . , ξn) ∈ Rn, consider the point Wξ,z = (wF ) defined by wF = ξdimF+1 z for each face
F of H. Then, for any ξ close to the origin, V (C +Wξ,z) = V (C), i.e.,∑
F
|(C +Wξ,z)F| =
∑
F
|CF| .
Proof. Let z = (z1, . . . , zn) ∈ Rn. Consider the function from Rn to R+, defined by
ξ = (ξ1, . . . , ξn) 7−→ det(M + ξT z), (24)
where M is a n × n matrix and ξT z is the n × n matrix with ξizj in the (i, j)-entry. Note that
∂(det(M+ξT z))
∂ξi1 ···∂ξik
is equal to the determinant of the matrix obtained from M by replacing the i1, . . . , ik-
th rows of M with the same row z. It follows that all second-order derivatives are zero, so the
function (24) is affine. Moreover, since the volume function V (C + Wξ,z) can be expressed by a
sum of determinant functions similar to (24), the function
ξ 7−→ V (C +Wξ,z) (25)
is also affine. Also, (25) is an even function. Indeed,
V (C +W−ξ,z) =
∑
F
|(C −Wξ,z)F| =
∑
F
|(C −Wξ,z)−F|
=
∑
F
|(−C −Wξ,z)F| = V (C +Wξ,z).
Thus, it should be a constant. It implies that V (C+Wξ,z) = V (C) when ξ is close to the origin.
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Theorem 1. Let H be a Hanner polytope in Rn and C = (cF ) the set of centroids of faces of H.
Fix a face G of H. Take any ξ1, . . . , ξn ∈ R with small absolute values, and z ∈ AG − AG where
AG is the affine subspace defined in Section 4. Consider W = (wF ) with
wF =
{
ξdimF+1 z, if F ⊃ G or F ⊂ G
0, otherwise.
Then ∑
F3G
|(C +W )F| =
∑
F3G
|CF| .
Proof. Let H be the `1 or `∞-sum of two Hanner polytopes H1 ⊂ Rn1 and H2 ⊂ Rn2 . Assume
that Rn = Rn1 ⊕ Rn2 is the orthogonal sum of Rn1 and Rn2 Fix a face G of H, and consider
a flag F =
{
F 0, . . . , Fn−1
}
over H containing G. Then F induces two lower dimensional flags
F1 = {F 01 , . . . , Fn1−11 }, F2 = {F 02 , . . . , Fn2−12 } defined in (14). Denote by F−1j = ∅ and Fnj−1j = Hj
the improper faces of Hj for each j = 1, 2. Let
m =
{
1 + dimG, for the `1-sum case
n− dimG, for the `∞-sum case.
From (11), (12), the face G can be written by
G =
{
Fm−1 = Fm1−11 ⊕1 Fm2−12 , for the `1-sum case
Fn−m = Fn1−m11 ⊕ Fn2−m22 , for the `∞-sum case
(26)
where m1, m2 are integers satisfying 0 ≤ m1 ≤ n1 0 ≤ m2 ≤ n2 and m1 +m2 = m. Suppose that
F is of type σ = (j1, . . . , jn). Since F contains G, it follows from the above representation of G and
Remark 3 that the number of j’s among the first m entries of σ is mj for each j = 1, 2. Thus, the
type σ of a flag F containing the face G can be viewed as an element of
Jm =
{
σ = (j1, . . . , jn) ∈ {1, 2}n
∣∣∣ σ1(n)=n1,σ2(n)=n2, σ1(m)=m1σ2(m)=m2 } (27)
where σj(k) denotes the number of j’s among the first k entries j1, . . . , jk of σ = (j1, . . . , jn) for
j = 1, 2. As in Remark 3, every flag over the `1 or `∞ sum of H1, H2 containing the face G is
associated with an triple consisting of an element of Jm and two lower dimensional flags over H1,
H2 containing the corresponding summands in the decomposition (26) of G.
CASE (H = H1⊕1H2). It follows from Remark 3 that each element of a flag F =
{
F 0, . . . , Fn−1
}
of type σ is expressed by
F k−1 = F σ1(k)−11 ⊕1 F σ2(k)−12 , (1 ≤ k ≤ n).
By Lemma 2, the centroid of F k−1 is given by
cFk−1 =
1
k
(
σ1(k) cFσ1(k)−11
+ σ2(k) cFσ2(k)−12
)
.
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So, the volume of the simplex (C +W )F is equal to the absolute value of
1
n!
det

cF 0 + ξ1z
...
c
Fk−1 + ξkz
...
cFn−1 + ξnz
 =
1
n!2
det

...
σ1(k) cFσ1(k)−11
+ σ2(k) cFσ2(k)−12
+ (kξk)z
...
 .
By Lemma 6, the absolute value of the determinant of the matrix whose rows are
σ1(k) cFσ1(k)−11
+ σ2(k) cFσ2(k)−12
+ (kξk)z, k = 1, . . . , n
is equal to that of the matrix whose rows are
k1 cFk1−11
+ k1φ¯1(k1)z, k1 = 1, . . . , n1
k2 cFk2−12
+ k2φ¯2(k2)z, k2 = 1, . . . , n2
where φ¯1, φ¯2 are some functions depending on σ ∈ Jm and ξ1, . . . , ξn. The exact formulas for φ¯1,
φ¯2 are not needed in this proof of the `1-sum case. Thus, the volume of the simplex (C + W )F is
equal to the absolute value of
1
n!2
det

...
k1 cFk1−11
+ k1φ¯1(k1)z
k2 cFk2−12
+ k2φ¯2(k2)z
...
 =
n1!n2!
n!2
det

...
c
F
k1−1
1
+ φ¯1(k1)z
c
F
k2−1
2
+ φ¯2(k2)z
...
 . (28)
Note that z ∈ AG −AG, and G is written from (26) by
G = G1 ⊕1 G2 for G1 = Fm1−11 and G2 = Fm2−12 .
Also, from (15) we have
AG −AG =

(AG1 −AG1) + (AG2 −AG2), if G1 6= ∅, G2 6= ∅
(AG1 −AG1) + Rn2 , if G1 6= ∅, G2 = ∅
Rn1 + (AG2 −AG2), if G1 = ∅, G2 6= ∅.
Without loss of generality, we may assume one of the following three cases.
1. z ∈ AG1 −AG1 when G1 6= ∅, G2 6= ∅.
2. z ∈ AG1 −AG1 when G1 6= ∅, G2 = ∅.
3. z ∈ Rn1 when G1 = ∅, G2 6= ∅.
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Since z ∈ Rn1 in any cases, from (28) we have
|(C +W )F| = n1!n2!
n!2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det

c
F 01
+ φ¯1(1)z 0
...
...
c
F
n1−1
1
+ φ¯1(n1)z 0
φ¯2(1)z cF 02
...
...
φ¯2(n2)z cFn2−12

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(
n1!n2!
n!
)2 ∣∣(C1 +Wσ)F1∣∣ · ∣∣(C2)F2∣∣ (29)
where Wσ = (wF ) is defined by
wF =
{
φ¯1(dimF + 1) z, if F ⊃ G1 or F ⊂ G1
0, otherwise.
Consider the first case that z ∈ AG1 −AG1 when G1 6= ∅ and G2 6= ∅. Since G = G1 ⊕1 G2,∑
F3G
|(C +W )F| =
∑
σ∈Jm
∑
F13G1
∑
F23G2
|(C +W )F| ,
where the flag F on the right hand side means the flag induced by lower dimensional flags F1, F2
and a type σ as in Remark 3. It follows from (29) that∑
F3G
|(C +W )F| = (Const)
∑
σ∈Jm
∑
F13G1
|(C1 +Wσ)F1 | , (30)
where (Const) =
(
n1!n2!
n!
)2∑
F23G2 |(C2)F2 |. Similarly, letting ξ1 = · · · = ξn = 0 we get∑
F3G
|CF| = (Const)
∑
σ∈Jm
∑
F13G1
|(C1)F1 | . (31)
Since ∑
F13G1
|(C1 +Wσ)F1 | =
∑
F13G1
|(C1)F1 |
by the induction hypothesis, the right hand side of (30) is the same as that of (31), which implies∑
F3G |(C +W )F| =
∑
F3G |CF|. Similarly, in the second case, we have the same conclusion with a
different constant (Const) =
(
n1!n2!
n!
)2∑
F2 |(C2)F2 | for (30).
Consider the third case that z ∈ Rn1 when G1 = ∅ and G2 6= ∅. In this case, note that
Wσ = (wF ) is the point with wF = φ¯1(dimF + 1) z for each face F of H1 (without any other
restrictions on F ). So, Lemma 7 gives∑
F1
|(C +Wσ)F| =
∑
F1
|CF| .
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Therefore,∑
F3G
|(C +W )F| = (Const)
∑
σ∈Jm
∑
F1
|(C +Wσ)F| = (Const)
∑
σ∈Jm
∑
F1
|CF| =
∑
F3G
|CF| ,
which completes the proof for the `1-sum case.
CASE (H = H1 ⊕∞ H2). From Remark 3, each element of the flag F =
{
F 0, . . . , Fn−1
}
of type
σ can be expressed by
Fn−k = Fn1−σ1(k)1 ⊕ Fn2−σ2(k)2 .
Note that z ∈ AG −AG, and by (26)
G = G1 ⊕G2 for G1 = Fn1−m11 and G2 = Fn2−m22 .
In addition, AG −AG can be written from (16) by
AG1 −AG1 , if G1 6= H1, G2 = H2
AG2 −AG2 , if G1 = H1, G2 6= H2
and
(AG1 −AG1) + (AG2 −AG2) + span
{
1
m1
cG1−
1
m2
cG2
}
if G1 6= H1, G2 6= H2.
Without loss of generality, we may consider the following three cases:
1. z ∈ AG1 −AG1 when G1 6= H1, G2 = H2.
2. z ∈ AG1 −AG1 when G1 6= H1, G2 6= H2.
3. z ∈ span
{
1
m1
cG1− 1m2 cG2
}
when G1 6= H1, G2 6= H2.
The volume of the simplex (C +W )F is, up to a multiple of ±1,
1
n!
det

cF 0 + ξ1z
...
c
Fn−k + ξkz
...
cFn−1 + ξnz
 =
1
n!
det

...
c
F
n1−σ1(k)
1
+ c
F
n2−σ2(k)
2
+ ξkz
...
 .
Here, for simplicity, ξ1, . . . , ξn are rearranged by ξn−dimF instead of ξdimF+1. By Lemma 6, the
determinant of the matrix whose rows are
c
F
n1−σ1(k)
1
+ c
F
n2−σ2(k)
2
+ ξkz, k = 1, . . . , n
is equal to that of the matrix whose rows are
c
F
k1−1
1
+ φσ1 (k1)z, k1 = 1, . . . , n1
c
F
k2−1
2
+ φσ2 (k2)z, k2 = 1, . . . , n2.
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where φσ1 , φ
σ
2 are the functions defined in (17). Thus
|(C +W )F| = 1
n!
∣∣∣∣∣∣∣∣∣∣∣
det

...
c
F
n1−k1
1
+ φσ1 (k1)z
c
F
n2−k2
2
+ φσ2 (k2)z
...

∣∣∣∣∣∣∣∣∣∣∣
. (32)
For the first two cases z ∈ AG1 −AG1 when G1 6= H1, we can conclude by the same argument as in
the `1-sum case to get
∑
F3G |(C +W )F| =
∑
F3G |CF|. For the third one, let z = 1m1 cG1− 1m2 cG2 .
In this case, the 2× n sub-matrix from (32)(
cG1 + φ
σ
1 (m1)z
cG2 + φ
σ
2 (m2)z
)
=
 [1 + φσ1 (m1)m1 ] cG1 − φσ1 (m1)m2 cG2
φσ2 (m2)
m1
cG1 +
[
1− φσ2 (m2)m2
]
cG2

is, under the Gauss elimination, equivalent to(
λ1 cG1
λ2 cG2
)
where λ1 = 1 +
φσ1 (m1)
m1
and λ2 = 1− φ
σ
2 (m2)
m2
+
φσ1 (m1)
m2
φσ2 (m2)
m1
[
1 +
φσ1 (m1)
m1
]−1
. So,
λ1λ2 = 1 +
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
.
Since z is a linear combination of two rows cG1 and cG2 , the z-term in each row of the matrix in
(32) disappears through the Gauss elimination, that is, the absolute value of
det

...
c
F
n1−k1
1
+ φσ1 (k1)z
c
F
n2−k2
2
+ φσ2 (k2)z
...
 =
(
1 +
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
)
· det

...
c
F
n1−k1
1
+ φσ1 (k1)z
c
F
n2−k2
2
+ φσ2 (k2)z
...
cG1
cG2
...
c
F
n1−k′1
1
+ φσ1 (k
′
1)z
c
F
n2−k′2
2
+ φσ2 (k
′
2)z
...

is equal to
|(C +W )F| =
(
1 +
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
)
· 1
n!
∣∣∣∣∣∣∣∣det

c
F 01
...
c
F
n1−1
1
 · det

c
F 02
...
c
F
n2−1
2

∣∣∣∣∣∣∣∣
=
(
1 +
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
)
· n1!n2!
n!
|(C1)F1 | |(C2)F2 | . (33)
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From G = G1 ⊕G2, we get∑
F3G
|(C +W )F| =
∑
σ∈Jm
∑
F13G1
∑
F23G2
|(C +W )F| ,
where the flag F on the right hand side is the flag induced by lower dimensional flags F1, F2 and a
type σ as in Remark 3. The formula (33) implies∑
F3G
|(C +W )F| = (Const)
∑
σ∈Jm
(
1 +
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
)
(34)
where (Const) = n1!n2!n!
∑
F13G1
∑
F23G2 |(C1)F1 | |(C2)F2 |. Similarly, letting ξ1 = · · · = ξn = 0, we
get φσ1 (k) = 0 = φ
σ
2 (k) for each k and hence∑
F3G
|CF| = (Const)
∑
σ∈Jm
1. (35)
To complete the proof from (34) and (35), we claim that∑
σ∈Jm
(
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
)
= 0. (36)
It follows from (18), (19), (20), (21) that
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
=
(−1)1+jm
mjm
ξm +
(
1
m1
+
1
m2
)( ∑
Iσ12∩[1,m)
ξ` −
∑
Iσ21∩[1,k)
ξ`
)
,
where Iσ12 = {` : j` = 1, j`+1 = 2} and Iσ21 = {` : j` = 2, j`+1 = 1}. Therefore,
∑
σ∈Jm
(
φσ1 (m1)
m1
− φ
σ
2 (m2)
m2
)
=
(
µ1m
m1
− µ
2
m
m2
)
ξm +
(
1
m1
+
1
m2
)m−1∑
`=1
(µ12` − µ21` )ξ`,
where µ1m, µ
2
m and µ
12
` , µ
21
` for ` = 1, . . . ,m− 1 are the numbers given by
µ1m = #
{
σ = (j1, . . . , jn) ∈ Jm : jm = 1
}
=
(
m− 1
m1 − 1
)
·
(
n−m
n1 −m1
)
µ2m = #
{
σ = (j1, . . . , jn) ∈ Jm : jm = 2
}
=
(
m− 1
m2 − 1
)
·
(
n−m
n1 −m1
)
µ12` = #
{
σ = (j1, . . . , jn) ∈ Jm : j` = 1, j`+1 = 2
}
=
(
m− 2
m1 − 1
)
·
(
n−m
n1 −m1
)
µ21` = #
{
σ = (j1, . . . , jn) ∈ Jm : j` = 2, j`+1 = 1
}
=
(
m− 2
m2 − 1
)
·
(
n−m
n1 −m1
)
.
We can easily see that µ
1
m
m1
= µ
2
m
m2
and µ12` = µ
21
` from n1 +n2 = n and m1 +m2 = m, which implies
(36) and completes the proof for the `∞-sum case.
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Corollary 2. Let H be a Hanner polytope in Rn, C = (cF ) the set of centroids of faces of H, and
AF ’s the affine subspaces defined from H as in Section 4. Then〈
V ′(C), Z
〉
= 0 for any Z =
(
zF
)
with all zF ∈ AF −AF .
Proof. By linearity it is enough to take Z =
(
zF
)
with
zF =
{
z, if F = G
0, otherwise
for a face G and z ∈ AG−AG. Letting all ξ1, . . . , ξn be zero except ξ1+dimG in Theorem 1, we have〈
V ′(C), Z
〉
= lim
t→0
V (C + tZ)− V (C)
t
= lim
t→0
1
t
(∑
F3G
|(C + tZ)F| −
∑
F3G
|CF|
)
= 0,
which completes the proof.
6 Distance between a body K and a polytope
We recall that every Hanner polytope in Rn can be obtained from n symmetric intervals in Rn by
taking the `1 or `∞ sums. In particular, a Hanner polytope in Rn is called standard if it is obtained
from the intervals [−e1, e1], . . . , [−en, en] by taking the `1 or `∞ sums. It is easy to see that every
Hanner polytope is a linear image of a standard Hanner polytope. Since the volume product of a
symmetric convex body is invariant under linear transformations, we can start with fixing H as a
standard Hanner polytope for the proof of Main theorem.
It is known (e.g. see [25] or [13]) that every standard Hanner polytope H in Rn can be associated
with a graph G with the vertex set {1, · · · , n} and the edge set defined as follows: two different
points i, j ∈ {1, · · · , n} are connected by an edge of G if ei + ej does not belong to H. We write
i ∼ j if ei + ej /∈ H, i 6= j,
i  j if ei + ej ∈ H, i 6= j.
In fact, if i, j are connected to each other by an edge of G, the section of H by span {ei, ej} is the
unit ball of 2-dimensional `1. Otherwise, the section should be the unit ball of 2-dimensional `∞.
Thus, the graph associated with the cross-polytope Bn1 is the complete graph with n vertices (i.e.,
every pair of vertices is connected), and the graph associated with the cube Bn∞ is the complement
of the complete graph (i.e., no pair of vertices is connected). It is interesting to remark ([30], [25])
that standard Hanner polytopes are in one-to-one correspondence with the graphs which do not
contain any induced path of edge length 3. Here, an induced path of a graph G means a sequence
of different vertices of G such that each two adjacent vertices in the sequence are connected by an
edge of G, and each two nonadjacent vertices in the sequence are not connected.
Given a graph G, a subset J of the vertex set is called a clique of G if any two points in J are
connected by an edge of G. A subset I of the vertex set is called an independent set of G if any
two points in I are not connected by an edge.
Let G be the graph associated with a standard Hanner polytope H as above. It turns out [25]
that a point v ∈ Rn is a vertex of H if and only if each coordinate of v is −1, 0, or 1, and the set
supp(v) = {j : 〈v, ej〉 6= 0} ,
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called the support of v, is a maximal independent set of G. Here, the maximality of cliques and
independent sets comes from the partial order of inclusion. Similarly, a point v? ∈ Rn is a vertex
of H◦ if and only if each coordinate of v? is −1, 0, or 1, and the support of v? is a maximal clique
of G. In addition, it is known [10, 11, 25] that every Hanner polytope H satisfies CL-property:
|〈v, v?〉| = 1 for every vertex v of H and every vertex v? of H◦. In other words, if G is the graph
associated with a standard Hanner polytope, then
there exists a unique common element between any maximal independent set and any
maximal clique in G.
In this section we prove the following result:
Theorem 2. Let H be a standard Hanner polytope in Rn and K0 a symmetric convex body in Rn
with dBM(K0, H) = 1 + δ for small δ > 0. Then, there exists a symmetric convex body K of with
dH(K,K0) = 1 + o(δ) such that
|K||K◦| ≥ V (X)V (X∗) + c(n)δ (37)
where X = (xF ), X
∗ = (xF ∗) are the sets of the xF -points obtained from K, K
◦ as in Definition 3.
We start with some preparatory lemmas and propositions.
Lemma 8. For j = 1, . . . , n, consider Ej = H ∩ (ej + e⊥j ), which is a face of H with centroid ej.
Then,
aff(Ej) = ej + span {ei ∈ H : i  j} (38)
AEj = ej + span {ei ∈ H : i ∼ j} , . (39)
Proof. The equality (38) can be obtained from
conv {±ei + ej ∈ H : i  j} ⊂ Ej ⊂ aff {±ei + ej ∈ H : i  j} .
Here, the first inclusion follows directly from definitions of Ej and i  j. We can get the second
inclusion by showing that Ej ⊂ e⊥i whenever i ∼ j. Indeed, if x ∈ Ej , then the orthogonal
projection of x to span {ei, ej} is 〈x, ei〉 ei + 〈x, ej〉 ej ∈ H. If i ∼ j, then |〈x, ei〉| + |〈x, ej〉| ≤ 1
because the section of H by span {ei, ej} is the 2-dimensional `1-ball. Since 〈x, ej〉 = 1, we get
〈x, ei〉 = 0.
To prove (39), we use the induction on the dimension n = dimH. If n = 1, then (39) is trivial.
Now assume that (39) is true for all standard Hanner polytopes of dimension less than n. Let H ∈
Rn be the `1 or `∞ sum of two standard Hanner polytopes H1 and H2. Without loss of generality,
we fix j = 1 and assume e1 ∈ span(H1). Consider F = H ∩ (e1 + e⊥1 ) and F1 = H1 ∩ (e1 + e⊥1 ).
From (38), we get aff(F ) = e1 + span {ei ∈ H : i  1} and aff(F1) = e1 + span {ei ∈ H1 : i  1}.
So, if H = H1 ⊕1 H2, then we get aff(F ) = aff(F1), which implies F = F1 ⊕1 ∅ by Lemma 3. If
H = H1 ⊕∞ H2, then we get aff(F ) = aff(F1) + span(H2), which implies F = F1 ⊕H2 by Lemma
3. It follows from Definition 3 that
AF =
{
AF1 + span(H2), if H = H1 ⊕1 H2,
AF1 , if H = H1 ⊕∞ H2.
Since AF1 = e1 + span {ei ∈ H1 : i ∼ 1} by the induction hypothesis, in any case we have AF =
e1 + span {ei ∈ H : i ∼ 1}.
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Proposition 5. Let H be a standard Hanner polytope in Rn, and K0 be a symmetric convex body
in Rn with dH(K0, H) = δ for small δ > 0. Consider the polytope P0 defined by the convex hull of
all the xF -points of K0. Then, there exists a polytope K with dBM(K,P0) = 1 +O(δ
2) such that
dH(K,H) = O(δ) and Bn1 ⊂ K ⊂ Bn∞.
Proof. Let j ∈ {1, . . . , n}. Consider Ej = H ∩ (ej + e⊥j ), which is a face of H with centroid ej ,
and let xj = xEj be the xF -point for F = Ej . Then, |xj − ej | = O(δ) by Proposition 1. Choose a
hyperplane ϕj + ϕ
⊥
j tangent to K0 at xj and parallel to AEj . First, we will prove
|ϕj − ej | = O(δ). (40)
Indeed, if i ∼ j, then ei is parallel to AEj by (39), which implies
〈ei, ϕj〉 = 0 whenever i ∼ j. (41)
If i  j, then ei + ej ∈ H gives t±(ej ± ei) ∈ K0 for some t± = 1 + O(δ). So, the points ej ± ei
are bounded by the hyperplanes ±(1 +O(δ))(ϕj + ϕ⊥j ). In addition, note that 〈xj , ϕj〉 = 〈ϕj , ϕj〉,
|xj − ej | = O(δ), and c1 ≤ |ϕj | ≤ c2 for constants c1, c2 (by ϕj/ |ϕj |2 ∈ ∂K◦0 ). Thus, if i  j, then
〈±ei, ϕj〉 = 〈ej ± ei, ϕj〉 − 〈xj , ϕj〉+ 〈xj − ej , ϕj〉
= 〈ej ± ei, ϕj〉 − 〈ϕj , ϕj〉+O(δ) ≤ O(δ). (42)
To estimate 〈ej , ϕj〉, note that
〈ϕj , ϕj〉 =
n∑
i=1
〈ei, ϕj〉2 = 〈ej , ϕj〉2 +
∑
ij
〈ei, ϕj〉2 = 〈ej , ϕj〉2 +O(δ2)
is equal to 〈xj , ϕj〉 = 〈ej , ϕj〉+ O(δ) because xj ∈ ϕj + ϕ⊥j . It implies 〈ej , ϕj〉 = 1 + O(δ), which,
together with (41) and (42), completes the proof of (40).
Choose θj ∈ Sn−1 which is orthogonal to
span
(
{ej} ∪ {ei : i  j}
)
∩ ϕ⊥j + span
{
xi : i ∼ j
}
, (43)
and satisfies 〈ej , θj〉 ≥ 0. Here, the dimension of the right hand side of (43) is at most n−1 because
ϕj ∈ span({ej} ∪ {ei : i  j}) by (41), so such θj exists. Moreover,
|θj − ej | = O(δ). (44)
Indeed, if i ∼ j, then 〈xi, θj〉 = 0, which implies 〈ei, θj〉 = O(δ). Assume i  j. Let Pϕ⊥j (ei) be the
orthogonal projection of ei onto ϕ
⊥
j . Then, Pϕ⊥j
(ei) − ei is parallel to ϕj , i.e., Pϕ⊥j (ei) − ei = αϕj
where α = −〈ei, ϕj〉 / |ϕj |2 is obtained from 〈Pϕ⊥j (ei), ϕj〉 = 0. So, |Pϕ⊥j (ei) − ei| = |αϕj | =
|〈ei, ϕj〉| / |ϕj | = O(δ). Moreover, (41) implies Pϕ⊥j (ei) = ei+αϕj ∈ ϕ
⊥
j ∩ span({ej}∪{ek : k  j}).
Thus, we have
〈
Pϕ⊥j
(ei), θj
〉
= 0, which implies 〈ei, θj〉 = O(δ). To estimate 〈ej , θj〉, note that
|θj |2 =
∑ 〈ei, θj〉2 = 〈ej , θj〉2 + O(δ2). From |θj | = 1 and 〈ej , θj〉 > 0, we get 〈ej , θj〉 = 1 + O(δ2),
which completes the proof of (44).
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Consider the hyperplane xj+θ
⊥
j . We will prove that P0 = conv {xF } is bounded by hyperplanes
±(1 + O(δ2))(xj + θ⊥j ). Note that a face F is contained in Ej if and only if cF ∈ ej + e⊥j . Indeed,
since cF ∈ int(F ), it can be written as cF =
∑
v λvv where v runs over all vertices of H contained
in F , and all λv’s are positive numbers satisfying
∑
v λv = 1. It implies that 〈cF , ej〉 = 1 if and
only if 〈v, ej〉 = 1 for each vertex v of H in F , which is equivalent to F ⊂ Ej . Thus, the point xF is
O(δ)-close to xj + θ
⊥
j if and only if F ⊂ Ej . It suffices to prove 〈xF , θj〉 ≤ 〈xj , θj〉+O(δ2) whenever
F ⊂ Ej . For any face F ⊂ Ej ,
〈xF , θj〉 − 〈xj , θj〉 = 〈xF − xj , ϕj〉+ 〈xF − xj , θj − ϕj〉
= 〈xF − xj , ϕj〉+ 〈scF − ϕj , θj − ϕj〉+ 〈xF − scF , θj − ϕj〉 (45)
where s = |ϕj |2 / 〈cF , ϕj〉 = 1 + O(δ). The first term in (45) satisfies 〈xF − xj , ϕj〉 ≤ 0 because
ϕj + ϕ
⊥
j is tangent to K0 at xj . For the second term in (45), note that scF − ϕj ∈ ϕ⊥j by choice of
s. Moreover, since 〈ei, ϕj〉 = 0 = 〈ei, cF 〉 for each i ∼ j by (41) and (38), the point scF −ϕj belongs
to ϕ⊥j ∩ span({ej} ∪ {ei : i  j}), which gives scF − ϕj ∈ θ⊥j . Thus, 〈scF − ϕj , θj − ϕj〉 = 0. The
last term in (45) satisfies 〈xF − scF , θj − ϕj〉 ≤ |xF − scF | · |θj − ϕj | = O(δ2). Finally, 〈xF , θj〉 ≤
〈xj , θj〉+O(δ2).
Take a linear transformation T1 which maps xj + θ
⊥
j to ej + e
⊥
j for each j = 1, . . . , n. Indeed,
to see the existence of such a linear transformation, consider the parallelepiped Q bounded by the
hyperplanes ±xj+θ⊥j for j = 1, . . . , n. If T1 is the linear transformation which maps the centroid of
the facet Q∩ (xj + θ⊥j ) of Q to ej for j = 1, . . . , n, then it is a desired linear transformation. Here,
both xj and θj are O(δ)-close to ej , so is the centroid of Q∩(xj+θ⊥j ). Thus, ‖T1 − Id‖ = O(δ) where
Id is the identity operator on Rn. Let P1 = T1P0, and x′j = T1xj for each j. Then, dH(P1, P0) =
O(δ). Also, dH(P1, P1∩Bn∞) = O(δ2) because P0 is bounded by hyperplanes ±(1+O(δ2))(xj +θ⊥j )
for each j. Moreover, if i ∼ j, then xi is parallel to xj + θ⊥j by (43). So, x′i is parallel to ej + e⊥j
whenever i ∼ j, that is, 〈
x′i, ej
〉
= 0 whenever i ∼ j. (46)
Let (1− cδ)H ⊂ P1 ⊂ (1 + cδ)H for some constant c > 0. By (46) we can write
x′1 = e1 +
∑
j∈J
λjej
where J = {j : j  1} and λj = O(δ). Consider the point
z =
1− cδ
λ
∑
j∈J
|λj |
(
e1 − sign(λj) ej
)
,
where λ =
∑ |λj | = O(δ). Since e1±ej ∈ H for each j ∈ J , we get 1λ∑j∈J |λj | (e1−sign(λj)ej) ∈ H.
So, z ∈ P1. Moreover, consider the point
x′1 +
λ
1−cδz
1 + λ1−cδ
=
1 + λ
1 + λ1−cδ
e1 =: r1e1,
where r1 = 1 − cδλ + O(δ2) = 1 + O(δ2). Then, r1e1 ∈ P1 because it is a convex combination of
x′1 ∈ P1 and z ∈ P1. Repeat the above procedure to get r2e2, . . . , rnen ∈ P1 for j = 2, . . . , n where
rj = 1−O(δ2) for each j.
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Take a linear transformation T2 which maps rjej to ej for each j. Then ‖T2 − Id‖ = O(δ2)
because rj = 1 − O(δ2). Let T = T2T1 and K = TP0 ∩ Bn∞. Then, dBM(K,P0) = 1 + O(δ2),
dH(K,H) = O(δ) and Bn1 ⊂ K ⊂ Bn∞.
For each vertex v of a standard Hanner polytope in Rn, consider the subspace R(v), the lower
dimensional cube B
(v)
∞ , and the lower dimensional cross-polytope B
(v)
1 , defined by
R(v) = span {ej : j ∈ supp(v)} , B(v)∞ = Bn∞ ∩ R(v), B(v)1 = Bn1 ∩ R(v).
Then, we can see that
B(v)∞ = H ∩ R(v) = H|R(v), for every vertex v of H,
B
(v?)
1 = H ∩ R(v
?) = H|R(v?), for every vertex v? of H◦,
where H|R(v) denotes the orthogonal projection of H to R(v).
Proposition 6. Let H be a standard Hanner polytope in Rn and K a symmetric convex body
in Rn with dH(K,H) = δ for small δ > 0. Then, there exists either a vertex v of H with
dH
(
K|R(v), B(v)∞
)
≥ cδ, or a vertex v? of H◦ with dH
(
K◦|R(v?), B(v?)∞
)
≥ cδ, where c = c(n) is
a positive constant.
For the proof by contradiction, we assume that
dH
(
K |R(v), B(v)∞
)
= o(δ) for every vertex v of H, (47)
dH
(
K ∩ R(v?), B(v?)1
)
= o(δ) for every vertex v? of H◦. (48)
Here, the equality in (48) is equivalent to dH
(
K◦|R(v?), B(v?)∞
)
= o(δ) because the polar of K ∩R(v?)
in R(v?) is the same as K◦|R(v?). We need the following two lemmas to prove Proposition 6.
Lemma 9. Let v be a vertex of a standard Hanner polytope H in Rn, and Av the affine subspace
for the (zero-dimensional) face v defined in Definition 3. Then,
Av ∩ R(v) = Av|R(v).
Proof. We use the induction on n = dimH. The statement is trivial if n = 1. Assume that Lemma
9 is true for all standard Hanner polytopes of dimension less than n. Let H ⊂ Rn = Rn1 ⊕ Rn2
be the `1 or `∞ sum of standard Hanner polytopes H1 ⊂ Rn1 , H2 ⊂ Rn2 . Let v be a vertex of
H. First, consider the case H = H1 ⊕1 H2. Then, it follows from Remark 2 that v = v1 ⊕1 ∅ or
∅⊕1 v2 where v1, v2 are vertices of H1, H2 respectively. Say, if v = v1⊕1∅, then R(v) = R(v1), and
Definition 3 gives Av = Av1 + span(H2). So, Av ∩R(v) = (Av1 + span(H2)) ∩R(v1) = Av1 ∩R(v1) is
equal to Av1 |R(v1) = Av|R(v) by the induction hypothesis. Now, consider the case H = H1⊕∞H2.
In this case, v can be written as v = v1 ⊕ v2 where v1, v2 are vertices of H1, H2 respectively. So,
R(v) = R(v1) + R(v2) and Av = Av1 + Av2 + span {v1/n1 − v2/n2}. Since v1/n1 − v2/n2 ∈ R(v), we
get
Av ∩ R(v) ⊃ Av1 ∩ R(v) +Av2 ∩ R(v) + span {v1/n1 − v2/n2}
= Av1 ∩ R(v1) +Av2 ∩ R(v2) + span {v1/n1 − v2/n2} ,
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and
Av|R(v) ⊂ Av1 |R(v) +Av2 |R(v) + span {v1/n1 − v2/n2}
= Av1 |R(v1) +Av2 |R(v2) + span {v1/n1 − v2/n2}
Since Av1 ∩ R(v1) = Av1 |R(v1) and Av2 ∩ R(v2) = Av2 |R(v2) by the induction hypothesis, we have
Av ∩ R(v) ⊃ Av|R(v). The opposite inclusion is trivial.
Under the assumption (47), Lemma 9 implies that the orthogonal projection of the point xv
(the xF -point for F = v) to R(v) is o(δ)-close to v. In other words, for any vertex v, the assumption
(47) gives
〈xv, ej〉 = 〈v, ej〉+ o(δ) for every j ∈ supp(v). (49)
To prove (49), let x˜v, A˜v, K˜ be the orthogonal projections to R(v) of xv, Av, K respectively. Then
A˜v = Av ∩ R(v) by Lemma 9. It gives that tA˜v is tangent to K˜ at x˜v whenever tAv is tangent
to K at xv. Moreover, A˜v satisfies the conditions (a), (b) for P = B
(v)
∞ given in Section 2. By
Proposition 1, the assumption (47) implies |x˜v − v| = o(δ), which complete the proof of (49).
The next lemma gives an estimate for the j-th coordinates of the xv-points when j 6∈ supp(v).
Lemma 10. Let H be a standard Hanner polytope in Rn and K a symmetric convex body in Rn
with (1 − δ)H ⊂ K ⊂ (1 + δ)H. Let v, w be vertices of H with supp(v) = supp(w). Suppose that
1 /∈ supp(v) and
〈v, ei〉 = 〈w, ei〉 ∀i  1. (50)
Then, under the assumptions (47) and (48), we have 〈xv, e1〉 = 〈xw, e1〉+ o(δ).
Proof. It suffices to consider the case that two vertices v, w have different values in only one
coordinate and the same values in the other coordinates; for the general case, consider a sequence
of vertices v = v1, v2, . . . , vk = w such that any two consecutive vertices vj , vj+1 have different
values in only one coordinate. Thus, we may assume that 〈v, ej〉 = 〈w, ej〉 for any j = 1, . . . , n− 1,
and 〈v, en〉 6= 〈w, en〉. Let I = supp(v). Then v and w can be written as
v = en +
∑
j∈I\{n}
ej and w = −en +
∑
j∈I\{n}
ej .
Under the assumption (47), as in (49), the points xv, xw ∈ K can be expressed by
xv = en +
∑
j∈I\{n}
ej +
∑
j /∈I
ajej + o(δ)
xw = −en +
∑
j∈I\{n}
ej +
∑
j /∈I
bjej + o(δ)
where |aj | = O(δ) and |bj | = O(δ) follow from |xv − v| = O(δ). So,
xv − xw
2
= en +
∑
j /∈I
ξjej + o(δ), ξj =
aj − bj
2
= O(δ). (51)
Here, we may assume that each ξj is nonnegative; if ξj < 0, then replace ej with −ej . Then we
claim that
ξ1 = o(δ). (52)
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To prove (52), let x¯ = en +
∑
j /∈I ξjej . Then, (1 − ε)x¯ ∈ K for some ε = o(δ) by (51). Take a
maximal clique J containing {1, n} in the graph G associated with H, and let v? = ∑j∈J ej , which
is a vertex of H◦ with support J . First, if I ∪ J = {1, . . . , n}, then x¯ = en +
∑
j /∈I ξjej ∈ R(v
?).
By (48), the `1-norm of (1 − ε)x¯ satisfies ‖(1− ε)x¯‖1 ≤ 1 + o(δ), which gives ξ1 = o(δ). Thus, it
remains to consider the case that M := {1, . . . , n}\(I∪J) is not empty. It follows from maximality
of J that for every k ∈M , there exists jk ∈ J with jk  k. Consider the point
y = (1− δ)
∑
k∈M
(
λ
ejk + en
2
+ λk(ejk − ek)
)
,
where λ and all λk’s are non-negative and obtained from
∑
k∈M (λ+λk) = 1 and λk = ξk/(
√
δ+ δ).
Then, y ∈ K because it is a convex combination of points (1−δ) ejk+en2 ∈ K and (1−δ)(ejk−ek) ∈ K
for k ∈M . Let z = √δy + (1−√δ)x¯. That is,
z =
√
δ(1− δ)
∑
k∈M
(
λ
ejk + en
2
+ λk(ejk − ek)
)
+ (1−
√
δ)
(
en +
∑
j /∈I
ξjej
)
=
(√
δ(1− δ)|M |λ/2 + (1−
√
δ)
)
en +
√
δ(1− δ)
∑
k∈M
(λ/2 + λk)ejk + (?)
where
(?) = −
√
δ(1− δ)
∑
k∈M
λkek + (1−
√
δ)
∑
j /∈I
ξjej
= −
√
δ(1− δ)
∑
k∈M
(
λk − 1−
√
δ√
δ(1−δ) ξk
)
ek + (1−
√
δ)
∑
j∈J\{n}
ξjej = (1−
√
δ)
∑
j∈J\{n}
ξjej .
Thus,
z =
(√
δ(1− δ)|M |λ/2 + 1−
√
δ
)
en +
√
δ(1− δ)
∑
k∈M
(λ/2 + λk)ejk + (1−
√
δ)
∑
j∈J\{n}
ξjej . (53)
Note that (1 − ε)z ∈ K ∩ R(v?) because (1 − ε)y, (1 − ε)x¯ ∈ K and z ∈ R(v?). So, (48) gives
‖(1− ε)z‖1 ≤ 1 + o(δ), that is, ‖z‖1 ≤ 1 + o(δ). Since all coefficients of the terms in (53) are
non-negative by the assumption ξj ≥ 0, the `1-norm of z is
‖z‖1 =
√
δ(1− δ)|M |λ/2 + 1−
√
δ +
√
δ(1− δ)
∑
k∈M
(λ/2 + λk) + (1−
√
δ)
∑
j∈J\{n}
ξj
= 1−
√
δ +
√
δ(1− δ)
∑
k∈M
(λ+ λk) + (1−
√
δ)
∑
j∈J\{n}
ξj = 1− δ
√
δ + (1−
√
δ)
∑
j∈J\{n}
ξj
Therefore, ‖z‖1 ≤ 1 + o(δ) implies∑
j∈J\{n}
ξj ≤ δ
√
δ
1−√δ + o(δ) = O(δ
√
δ) + o(δ) = o(δ),
which completes the proof.
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Proof of Proposition 6. Suppose that K and H satisfy (47), (48). It follows from dH(K,H) = δ
that there exist a constant c = c(n) and a vertex v of H or H◦ with |xv − v| ≥ cδ. Otherwise,
|xv − v| = o(δ) for every vertex v of H or H◦, which gives dH(K,H) = o(δ); contradiction. In
addition, since 〈xv, ej〉 = 〈v, ej〉+ o(δ) for every j ∈ supp(v) by (49), there exists j 6∈ supp(v) such
that |〈xv, ej〉| ≥ cδ. Without loss of generality, we may assume that v is a vertex of H,
1 /∈ supp(v), and 〈xv, e1〉 ≥ cδ. (54)
Let I = supp(v). Take a maximal clique J containing 1 in the graph G associated with H,
and let m be the unique common point between I and J . Without loss of generality, we write
J = {1, 2, · · · ,m}, I ∩ J = {m}, and v = ∑i∈I ei. For k = 1, · · · ,m, define the subset Ik of I by
I1 =
{
i ∈ I : i  1
}
Ik =
{
i ∈ I\(I1 ∪ · · · ∪ Ik−1) : i  k
}
, if k = 2, . . . ,m.
The maximality of J gives that for each i ∈ I \{m} there exists j ∈ J that is not connected to i, so
I = (I1 ∪ · · · ∪ Im) ∪ {m} . (55)
Im I1 I2 Ik
m
1
2k
I = supp(v)
J = supp(v?)
I˜1
I˜2
I˜k = supp(v
±
k ) = supp(w
±
k )
Since each Ik ∪ {k} is an independent set, we can choose a maximal independent set I˜k containing
Ik ∪ {k} for k = 1, · · · ,m − 1. Consider the vertices v+k , v−k with support I˜k for k = 1 . . . ,m − 1
defined by
v±k = ek −
∑
Ik
ei ±
∑
I˜k\(Ik∪{k})
ei,
and the vertices v+m, v
−
m with support I defined by
v±m = em +
∑
I1∪···∪Im−1
ei ±
∑
Im
ei.
For j = 1, . . . ,m, let
tj = sign
 ∑
k∈J\{j}
〈
xv+k
+ xv−k
, ej
〉 . (56)
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Let v? be the vertex of H◦ with support J defined as
v? =
m∑
j=1
tjej .
Consider the vertices w+1 , w
−
1 , . . . , w
+
m, w
−
m defined by
w±k = tkek −
∑
Ik
ei ±
∑
I˜k\(Ik∪{k})
ei for k = 1, . . . ,m−1
w±m = tmem +
∑
I1∪···∪Im−1
ei ±
∑
Im
ei.
Since j ∈ supp(w±j ) for each j, (49) implies〈
xw±j
, ej
〉
=
〈
w±j , ej
〉
+ o(δ) = tj + o(δ) for j = 1, . . . ,m. (57)
Note that w±k , v
±
k have the same support and may have different values only in the k-the coordinate.
If k ∈ J is different from j, then j ∼ k and by Lemma 10 we get〈
xw±k
, ej
〉
=
〈
xv±k
, ej
〉
+ o(δ) for each k ∈ J \ {j} .
Together with (56), it implies∑
k∈J\{j}
〈
xw+k
+ xw−k
, tjej
〉
= tj
∑
k∈J\{j}
〈
xv+k
+ xv−k
, ej
〉
+ o(δ) ≥ o(δ). (58)
From the construction of w±k ’s and v
?, we can see that
m∑
k=1
w+k + w
−
k
2
= v?. (59)
Let F be the dual face of v?, i.e., F = (v?)∗ = {x ∈ H : 〈x, v?〉 = 1}. Consider the point
y =
1
m
m∑
k=1
xw+k
+ xw−k
2
,
which belongs to K. To get a lower bound of 〈y, v?〉, let us split it into three parts as follows:
〈y, v?〉 =
〈
1
m
m∑
k=1
xw+k
+ xw−k
2
,
m∑
j=1
tjej
〉
=
1
m
m∑
j=1
m∑
k=1
〈xw+k + xw−k
2
, tjej
〉
= (I) + (II) + (III)
where
(I) =
1
m
m∑
j=1
〈
xw+j
+ xw−j
2
, tjej
〉
,
(II) =
t1
m
∑
k∈J\{1}
〈xw+k + xw−k
2
, e1
〉
,
(III) =
1
m
m∑
j=2
tj
∑
k∈J\{j}
〈xw+k + xw−k
2
, ej
〉
.
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The first term satisfies (I) = 1m
∑m
j=1 t
2
j + o(δ) = 1 + o(δ) by (57), and the third term (III) is non-
negative or o(δ)-small by (58). For (II), note that 1 6∈ supp(w±k ) for k = 2, . . . ,m because k ∼ 1,
and every element of I \ I1 is connected to 1 due to the choice of I1. The vertices w±m and v have
the same support I and may have different values only in the coordinates i ∈ Im ∪ {m} ⊂ I \ I1.
Thus, Lemma 10 gives 〈
xw±m , e1
〉
= 〈xv, e1〉+ o(δ) (60)
For k = 2, . . . ,m− 1, the vertices w+k and −w−k have the same support I˜k and different values only
in the coordinates i ∈ Ik ∪ {k} ⊂ I \ I1. By Lemma 10, we get〈
xw+k
, e1
〉
=
〈
x−w−k , e1
〉
+ o(δ) for k = 2, . . . ,m− 1, (61)
which gives
〈
xw+k
+ xw−k
, e1
〉
= o(δ) by symmetry of K. Thus, by (60) and (61),
m∑
k=2
〈xw+k + xw−k
2
, e1
〉
= 〈xv, e1〉+ o(δ) ≥ cδ + o(δ).
It gives t1 = 1 and hence the second term (II) is at least
c
mδ + o(δ). Finally we have
〈y, v?〉 ≥ 1 + c
m
δ + o(δ). (62)
On the other hand, y is a point of K which is O(δ)-close to the point 1mv
? on the facet F by (59).
In fact, 1mv
? is an interior point of F . Indeed,
1
m
v? =
1
|J |
∑
j∈J
tjej =
1
|J |
∑
j∈J
( 1
|Vj |
∑
v∈Vj
v + v¯
2
)
=
∑
j∈J
∑
v∈Vj
1
|J | |Vj | v,
where Vj = {v ∈ ext(F ) : j ∈ supp(v)} for j ∈ J and v¯ = 2tjej − v ∈ Vj for v ∈ Vj . So, 1mv? can be
written as 1mv
? =
∑
v∈ext(F ) λvv where all λv’s are positive and satisfy
∑
λv = 1. It implies
1
mv
?
is an interior point of F . In addition, under the assumption (48), the point 1mv
∗ is o(δ)-almost on
the boundary of K because 1mv
? ∈ ∂B(v?)1 . This contradicts (62). Indeed, write y = y0 + tmv? for
y0 ∈ F and t > 0, and take a point z on the boundary of F meeting with the ray from y0 to 1mv?.
Then, (1− c′δ)z ∈ K for some c′ > 0, and 1mv? = (1− µ)y0 + µz for some µ = O(δ) because 1mv?
is an interior point of the facet F . Then, the point
(1− µ)y + µ1−c′δ (1− c′δ)z
1− µ+ µ1−c′δ
=
1 + (1− µ)t
1− µ+ µ1−c′δ
· 1
m
v? =
(
1 + (1− µ)t+O(δ2)) · 1
m
v? (63)
belongs to K ∩ R(v?) because it is a convex combination of two points y and (1 − δ)z in K. So,
the `1-norm of (63) is at most 1 + o(δ) by the assumption (48), which gives t = o(δ). It implies
〈y, v?〉 = 1 + t = 1 + o(δ) which contradicts (62) and completes the proof.
Proposition 7. Let H be a standard Hanner polytope in Rn and K a symmetric convex body
satisfying Bn1 ⊂ K ⊂ Bn∞. If dH(K|R(v), B(v)∞ ) = δ for small δ > 0 and some vertex v of H, then
|K||K◦| ≥ V (X)V (X∗) + c(n)δ,
where X = (xF ), X
∗ = (xF ∗) are the xF -points obtained from K, K
◦ as in Definition 3.
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Proof. Without loss of generality, we may assume that (1− δ)B(v)∞ ⊂ K|R(v) ⊂ B(v)∞ and (1− δ)v is
on the boundary of K|R(v). In addition, taking an appropriate coordinate system, we may assume
that R(v) = span {e1, . . . , em} = Rm and 〈xv, e1〉 = min1≤j≤m | 〈xv, ej〉 |. Then,
〈xv, e1〉 ≤ 1− δ.
Indeed, if 〈xv, ej〉 > 1− δ for all j = 1, . . . ,m, then the orthogonal projection of xv to Rm is in the
interior of v + δBm∞ by Lemma 9, but it is impossible because K|Rm ⊃ (1− δ)Bm∞ and (1− δ)v is
on the boundary of K|Rm.
Let ε = 1 − max
{
〈cF , cG∗〉 : F 6⊂ G, faces of H
}
. Then ε > 0. Indeed, since cF ∈ int(F ),
the centroid can be written as cF =
∑
v λvv where v runs over all vertices of H contained in
F , and all λv’s are positive numbers satisfying
∑
v λv = 1. So, if 〈cF , cG∗〉 = 1 then we have
〈v, w〉 = 1 for any vertex v in F and any vertex w in G∗. It implies G∗ ⊂ F ∗; hence F ⊂ G. Thus,
max
{
〈cF , cG∗〉 : F 6⊂ G
}
< 1.
Let E1 = {y ∈ H : 〈y, e1〉 = 1} be the face of H with centroid e1. Then, v ⊂ E1, and xE∗1 = e1
because K ⊂ Bn∞ and e1 ∈ K. Consider the point
x? = (1− δ)xE∗1 + (1 + ε)δxv∗
= (1− δ)e1 + (1 + ε)δxv∗ ,
where v∗ is the dual face of (a zero-dimensional face) v. Then
〈xv, x?〉 = (1− δ) 〈xv, e1〉+ (1 + ε)δ
≤ (1− δ)2 + (1 + ε)δ = 1− (1− ε)δ + δ2
and, for any face F of H different from v,
〈xF , x?〉 = (1− δ) 〈xF , e1〉+ (1 + ε)δ 〈xF , xv∗〉
≤ (1− δ) + (1 + ε)δ [〈cF , cv∗〉+O(δ)]
≤ (1− δ) + (1 + ε)δ(1− ε) +O(δ2) = 1− ε2δ +O(δ2).
Therefore, for small δ > 0,
x? ∈
[
(1 + ε2δ)
(⋃
F
XF
)]◦
where XF is the simplex defined from X = (xF ) as in (4).
First, consider the case that K ⊂ (1 + ε2δ)(⋃FXF). Then x? ∈ K◦. In addition, the point x?
is outside of the polytope
⋃
FX
∗
F∗ . If G =
{
F 0, . . . , Fn−1
}
is a flag over H containing v and E1,
then the simplex by x(F 0)∗ , . . . , x(Fn−1)∗ and x
? is contained in K◦, not in the polytope
⋃
FX
∗
F. So
|K◦| ≥ V (X∗) +
∣∣∣conv{x?, x(F 0)∗ , . . . , x(Fn−1)∗}∣∣∣
= V (X∗) + εδ |X∗G| ,
which implies
|K| |K◦| ≥ |K|V (X∗) + ε |K| |X∗G| δ
≥ V (X)V (X∗) +
(1
2
· ε · |Bn1 | ·
|Bn1 |
n!2n
)
δ.
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On the other hand, ifK 6⊂ (1+ε2δ)(⋃FXF), then there exist a flag F and a point x ∈ conv {xF : F ∈ F}
such that (1 + ε2δ)x ∈ K. Since it gives |K| ≥ V (X) + ε2δ |XF|,
|K| |K◦| ≥ V (X) |K◦|+ ε2 |XF| |K◦| δ
≥ V (X)V (X∗) +
(1
2
· ε2 · |B
n
1 |
n!2n
· |Bn1 |
)
δ.
Consequently, we have |K| |K◦| ≥ V (X)V (X∗) + c(n)δ where c(n) = ε
2|Bn1 |2
n!2n+1
= 2
n−1ε2
n!3
.
Proof of Theorem 2. Let H be a standard Hanner polytope in Rn, and K a symmetric convex
body in Rn with dH(K,H) = δ for small δ > 0. As mentioned in Section 2, note that V (X) can be
viewed as the volume of a star-shaped, not necessary convex, polytope P =
⋃
FXF.. First, consider
the case that the (Hausdorff) distance between K and P is comparable to δ. Then, there exist a
flag F and a point x ∈ conv {xF : F ∈ F} with (1 + cδ)x ∈ K. The convex hull of (1 + cδ)x and all
xF for F ∈ F is contained in K \ int(P ), and its volume is cδ times the volume of XF because the
distance between x and (1 + cδ)x is cδ times the distance between x and the origin. Thus, in this
case
|K| |K◦| ≥(V (X) + cδ |XF|) V (X∗)
≥ V (X)V (X∗) + c |B
n
1 |2
n!2n
δ.
To prove the other case dH(K,P ) = o(δ), we apply Propositions 5,6,7. So, there exists a polytope
K˜ with dBM(K˜, conv(P )) = 1 +O(δ2) such that
|K˜||K˜◦| ≥ V (X˜)V (X˜∗) + c(n)δ,
where X˜ = (xF ), X˜
∗ = (xF ∗) are the sets of the xF -points obtained from K˜, K˜
◦ as in Definition 3.
Moreover, we get dBM(K˜,K) ≤ dBM(K˜, P ) · dBM(K,P ) = 1 + o(δ) in this case, which complete
the proof.
Proof of Main theorem. After taking a linear transformation and a small o(δ)-perturbation on
K, by Theorem 2 we have
|K| |K◦| ≥ V (X)V (X∗) + c(n)δ.
Propositions 3 and Corollary 2 imply
|V (X)− V (Y )| = O(δ2) = |V (X∗)− V (Y ∗)|.
Thus
|K| |K◦| ≥ V (X)V (X∗) + c(n)δ
≥ V (Y )V (Y ∗) + c′(n)δ.
Finally, since V (Y )V (Y ∗) ≥ V (C)V (C∗) = |H||H◦| by Propositions 2 and 4, we have
P(K) ≥ P(H) + c(n)δ.
37
References
[1] S. Artstein-Avidan, B. Klartag, and V. Milman, The Santalo´ point of a function, and
a functional form of the Santalo´ inequality, Mathematika 51 (2004), no. 1-2, 33–48.
[2] K. Ball, Logarithmically concave functions and sections of convex sets in Rn, Studia Math.
88 (1988), no. 1, 69–84.
[3] J. Bourgain and V. D. Milman, New volume ratio properties for convex symmetric bodies
in Rn, Invent. Math. 88 (1987), no. 2, 319–340.
[4] M. Fradelizi and M. Meyer, Some functional inverse Santalo´ inequalities, Adv. Math.
218 (2008), no. 5, 1430–1452.
[5] M. Fradelizi and M. Meyer, Functional inequalities related to Mahler’s conjecture,
Monatsh. Math. 159 (2010), no. 1-2, 13–25.
[6] M. Fradelizi and M. Meyer, Increasing functions and inverse Santalo´ inequality for un-
conditional functions, Positivity 12 (2008), no. 3, 407–420.
[7] A. Giannopoulos, G. Paouris, and B. Vritsiou, The isotropic position and the reverse
Santalo´ inequality, Israel J. Math. (to appear).
[8] Y. Gordon, M. Meyer, and S. Reisner, Zonoids with minimal volume-product—a new
proof, Proc. Amer. Math. Soc. 104 (1988), no. 1, 273–276.
[9] B. Gru¨nbaum, Convex polytopes, second ed., Graduate Texts in Mathematics, vol. 221,
Springer-Verlag, New York, 2003, Prepared and with a preface by Volker Kaibel, Victor Klee
and Gu¨nter M. Ziegler.
[10] O. Hanner, Intersections of translates of convex bodies, Math. Scand. 4 (1956), 65–87.
[11] A. B. Hansen and A˙. Lima, The structure of finite-dimensional Banach spaces with the 3.2.
intersection property, Acta Math. 146 (1981), no. 1-2, 1–23.
[12] F. John, Extremum problems with inequalities as subsidiary conditions, Studies and Essays
Presented to R. Courant on his 60th Birthday, January 8, 1948, Interscience Publishers, Inc.,
New York, N. Y., 1948, pp. 187–204.
[13] J. Kim and H. J. Lee, Strong peak points and strongly norm attaining points with applications
to denseness and polynomial numerical indices, J. Funct. Anal. 257 (2009), no. 4, 931–947.
[14] J. Kim and S. Reisner, Local minimality of the volume-product at the simplex, Mathematika
57 (2011), no. 1, 121–134.
[15] G. Kuperberg, A low-technology estimate in convex geometry, Internat. Math. Res. Notices
(1992), no. 9, 181–183.
[16] G. Kuperberg, From the Mahler conjecture to Gauss linking integrals, Geom. Funct. Anal.
18 (2008), no. 3, 870–892.
38
[17] K. Mahler, Ein minimalproblem fu¨r konvexe polygone, Mathematica (Zutphen) B7 (1939),
118–127.
[18] K. Mahler, Ein U¨bertragungsprinzip fu¨r konvexe Ko¨rper, Cˇasopis Peˇst. Mat. Fys. 68 (1939),
93–102.
[19] M. Meyer and S. Reisner, Inequalities involving integrals of polar-conjugate concave func-
tions, Monatsh. Math. 125 (1998), no. 3, 219–227.
[20] M. Meyer, Une caracte´risation volumique de certains espaces norme´s de dimension finie,
Israel J. Math. 55 (1986), no. 3, 317–326.
[21] M. Meyer and A. Pajor, On Santalo´’s inequality, Geometric aspects of functional analysis
(1987–88), Lecture Notes in Math., vol. 1376, Springer, Berlin, 1989, pp. 261–263.
[22] F. Nazarov, The ho¨rmander proof of the bourgain–milman theorem, Geometric aspects of
functional analysis, Lecture Notes in Math., vol. 2050, Springer, Berlin, 2012, pp. 335–343.
[23] F. Nazarov, F. Petrov, D. Ryabogin, and A. Zvavitch, A remark on the Mahler
conjecture: local minimality of the unit cube, Duke Math. J. 154 (2010), no. 3, 419–430.
[24] C. M. Petty, Affine isoperimetric problems, Discrete geometry and convexity (New York,
1982), Ann. New York Acad. Sci., vol. 440, New York Acad. Sci., New York, 1985, pp. 113–127.
[25] S. Reisner, Certain Banach spaces associated with graphs and CL-spaces with 1-unconditional
bases, J. London Math. Soc. (2) 43 (1991), no. 1, 137–148.
[26] S. Reisner, Zonoids with minimal volume-product, Math. Z. 192 (1986), no. 3, 339–346.
[27] S. Reisner, Minimal volume-product in Banach spaces with a 1-unconditional basis, J. London
Math. Soc. (2) 36 (1987), no. 1, 126–136.
[28] J. Saint-Raymond, Sur le volume des corps convexes syme´triques, Initiation Seminar on
Analysis: G. Choquet-M. Rogalski-J. Saint-Raymond, 20th Year: 1980/1981, Publ. Math.
Univ. Pierre et Marie Curie, vol. 46, Univ. Paris VI, Paris, 1981, pp. Exp. No. 11, 25.
[29] L. A. Santalo´, An affine invariant for convex bodies of n-dimensional space, Portugaliae
Math. 8 (1949), 155–161.
[30] D. Seinsche, On a property of the class of n-colorable graphs, J. Combinatorial Theory Ser.
B 16 (1974), 191–193.
[31] T. Tao, Structure and randomness, American Mathematical Society, Providence, RI, 2008,
Pages from year one of a mathematical blog.
[32] R. Webster, Convexity, Oxford Science Publications, The Clarendon Press Oxford University
Press, New York, 1994.
J. Kim: Department of Mathematics, Kent State University, Kent, OH 44242, USA.
Email: jkim@math.kent.edu
39
