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HODGE THEORY OF DEGENERATIONS, (II):
VANISHING COHOMOLOGY AND GEOMETRIC APPLICATIONS
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Abstract. We study the mixed spectrum and vanishing cohomology for several classes
of (isolated and nonisolated) hypersurface singularities, and how they contribute to the
limiting mixed Hodge structure of a smoothing. Applications are given to several types
of singularities arising in KSBA and GIT compactifications and mirror symmetry, includ-
ing nodes, k-log-canonical singularities, singularities with Calabi-Yau tail, normal-crossing
degenerations, slc surface singularities, and the Jk,∞ series.
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Introduction
When the period map is used to construct or interpret compactifications of a moduli space
of some geometric objects, it is the interplay between asymptotic and specialized Hodge-
theoretic invariants which allows us to map singular geometry to boundary components.
In this article, we continue the study of this interplay begun in [KL19], turning our focus
from generalizations of the Clemens–Schmid sequence in [op. cit.] to the mixed spectra
of singularities, with a focus on singularity types appearing in GIT and MMP. Our goals
here are threefold. First, we want to review and develop the calculus of mixed spectra and
their relationship to birational and toric geometry; this is the subject of an absolutely vast
literature, and we hope the resulting “cheat sheet” is useful to other researchers. Second, it
is through these spectra that the singularities contribute to the cohomology of the vanishing
cycles; this process is intricate for non-isolated singularities, and we describe it in detail with
many examples. Finally, the influence of the vanishing cohomology on the limiting MHS of
a degeneration is also not always straightforward, and we offer several results of a general
nature that resolve ambiguities in the Clemens–Schmid and vanishing-cycle exact sequences.
Convention 0.1. References to [KL19], henceforth referred to as Part I, will be written
(I.*.*) resp. “Theorem I.*.*” etc.
Set-up and overview of results. Throughout, we shall consider
(0.1) f : X → ∆ a projective morphism from an irreducible complex analytic space of
dim. n+1 to the disk, which extends to a projective morphism of quasi-projective varieties.
We write Xt(= f−1(t)) and X0 for the general and special fibers respectively. If X and f |X\X0
are smooth, and sing(X0) = {x}, then we are in the setting of an isolated hypersurface
singularity, and the Clemens–Schmid and vanishing-cycle exact sequences (cf. (0.4)-(0.5)
below) reduce to isomorphisms Hk(X0) ∼= Hklim(Xt) for k 6= n, n+ 1 and the exact sequence
(0.2) 0→ Hn(X0) sp→ Hnlim(Xt) can→ Vf → Hn+1ph (X0)→ 0
of MHS, where the image of sp is the monodromy invariants Hn(Xt)T and the phantom
cohomology Hn+1ph (X0) := ker{Hn+1(X0)  Hn+1lim (Xt)} is pure of weight n + 1. Writing
T = T sseN for the Jordan decomposition, the mixed Hodge structure and T ss-action (with
eigenvalues e2piiλ) decompose the vanishing cohomology Vf ⊗C ∼= ⊕λ∈[0,1)∩Q⊕p,q∈Z2 V p,qf,λ , and
we define the mixed spectrum
(0.3) σ˜f :=
∑
λ,p,q
dim(V p,qf,λ )[(p+ λ, p+ q)] ∈ Z[Q× Z]
and spectral minimum σminf := min{p+ λ | V p,qf,λ 6= {0} for some q} of f (at x) accordingly.
Writing f as a polynomial in a suitable local coordinates at x, we may compute these
invariants by means of the Brieskorn–Steenbrink residue theory (Theorems 2.2, 5.8, 5.10),
the combinatorics of the Newton polytope ∆ of f (equations (5.2)-(5.5)), and the Sebastiani–
Thom formula expressing the mixed spectrum of a join f ⊕ g as the convolution σ˜f ∗ σ˜g of
mixed spectra (Theorem 6.1). This calculus owes its existence to work of several authors,
especially Danilov, M. Saito, Scherk, Steenbrink, and Varchenko [Dan79, Sai88, Sai91b,
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Ste77a, Ste77b, SS85, Var81b]. We reformulate and streamline it here in the course of
treating several examples, two of which may be summarized as follows. The first pertains to
certain singularities in dimension n = 2 that are worse than log-canonical (essentially higher-
dimensional analogues of the cusp singularity for curves), and the exceptional component or
“tail” acquired by the singular fiber under a variant of semistable reduction which occurs in
the passage from GIT to KSBA compactifications of moduli:
Theorem A (cf. Theorem 3.5). The isolated quasi-homogeneous surface singularities with
pure K3 tail (Def. 3.1) are precisely the 14 Dolgachev singularities, the 6 quadrilateral
singularities, and 2 trimodal singularities (V15 and N16).
A second example concerns certain singularities (in arbitrary dimension), k-log-canonical
singularities, arising in the work of Mustata and Popa on Hodge ideals [MP19], which are
better than log-canonical. For such singularities, we establish a tighter connection between
the cohomology of the central fiber and the limit cohomology (compare [KL19, KLS19]).
Theorem B (cf. Corollary 4.2, Theorem 5.2, §6.1, and Theorem 7.6).
(i) [isolated hypersurface singularity case] X0 has a k-log-canonical singularity at x ⇐⇒
σminf ≥ 1 + k. In particular, 2k-fold suspensions of a log-canonical singularities are k-lc,
as are singularities satisfying §5(i)-(iii) for which the (2k − 1)-skeleton of ∆ belongs to
∂Rn+1≥0 and the elements of Z
n+1
≥0 with i > n− k positive entries belong to (k + i− n)∆.
(ii) [arbitrary (not necessarily isolated) case, but with X still smooth] If X0 has k-log-
canonical singularities, then the specialization maps H∗(X0)
sp→ H∗lim(Xt) induce isomor-
phisms on the GriF for 0 ≤ i ≤ k (in all degrees ∗).
More generally, in order to deduce from spectral data results about specialization maps,
LMHS types, or monodromy (see for example Corollary 4.5), we need control over the phan-
tom cohomology H∗ph(X0), especially in degree ∗ = n + 1. In the isolated hypersurface
singularity setting, one result in this direction is:
Theorem C (cf. Proposition 4.6). Assume that X is smooth, and X0 has a single, log-
canonical singularity at x, not contained in the base-locus of |KX |. Then h1,n(Hn+1ph (X0)) = 0.
Via (0.2) and §5.1, this has the following consequence for degenerations of Calabi–Yau vari-
eties:
Corollary C (cf. Corollaries 5.6-5.7). For X smooth with Calabi–Yau n-fold fibers {Xt}t6=0,
and X0 possessing a single (convenient, nondegenerate) singularity with Newton polytope
∆ ⊃ Zn+1>0 , let j be the least integer for which the (j + 1)-skeleton of ∆ contains (1, . . . , 1)
(except we put j = 0 instead of −1 if this is a vertex of ∆). Then h0,k(Hnlim(Xt)) = δjk.
Some further results controlling H∗ph pertain to the presence of multiple nodes:
Theorem D (cf. Theorems 2.9 and 7.15).
(i) If n is odd, X is a family (with smooth total space) of ample hypersurfaces in a smooth
projective variety P satisfying Bott vanishing, and X0 has only nodal singularities, then
Hn+1ph (X0) has type (
n+1
2
, n+1
2
) and rank equal to the dimension of the cokernel of evalu-
ation H0(P, KP(n+12 X0))→ C|sing(X0)| at the nodes.
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(ii) If n is even, X has only nodal singularities, and sing(X ) ⊂ X0 (while X0 has arbitrary
singularities), then coker{Hn(X0) sp→ Hnlim(Xt)T} and WnHn+1ph (X0) measure the failure
of Clemens-Schmid; and the sum of their dimensions is bounded by |sing(X )| (with
equality if n = 2).
The final major aspect of this work is our treatment of the specific non-isolated singularity
setting where X is smooth (or nodal) and dim(sing(X0)) = 1, for which one generalizes
the notion of spectrum to any x ∈ sing(X0) by replacing Vf [resp. σ˜f ] above by V kf,x :=
Hk(ı∗xφfQX ) [resp. σ˜kf,x]. The key bit of “spectral calculus” here is a formula relating these
spectra to that of a local deformation f + gr by a power of a linear form (which yields an
isolated singularity at x), initially conjectured by Steenbrink and proved in various forms
by him, Siersma, and M. Saito [Ste89, Sie90, Sai91a], which we lift to the level of mixed
spectra in Theorem 7.7 and baptize the SSS formula. A representative consequence for
is the following, where Jκ,∞κ≥1 is a sequence of non-isolated surface singularity types that
generalize pinch points and degenerate cusps:
Theorem E (cf. Theorem 7.13 and Corollary 7.19). Consider a degeneration of surfaces
X with reduced singular fiber X0, whose singularities include p1, . . . , pm of respective types
{Jκj ,∞}mj=1. Assume that sing(X ) is empty or comprises nodes supported on the A∞ locus of
X0. Then
∑m
j=1bκj−12 c is bounded by the generic geometric genus pg(Xt).
Structure of the paper. We now turn to a summary of the contents. After a brief review
of the most relevant results of Part I, we commence with §1 in the setting of an isolated
complete intersection singularity (ICIS), whose mixed spectrum captures the MHS-type and
T ss-action on the reduced middle cohomology of the Milnor fiber (or vanishing cohomology)
in a smoothing, refining the usual spectrum and Milnor number. We describe the generic
symmetries and bounds on this spectrum in Prop. 1.3, the stricter bounds that accrue to
du Bois and rational singularities in Prop. 1.6, and the relation to the tail (and semistable
reduction) in Prop. 1.7. A common thread of the paper is the computation of the mixed
spectrum, and one case where this is easily done is that of quasi-homogeneous hypersurface
singularities. We review and amplify the residue-theory approach due to Steenbrink [Ste77a]
in §2, with a view to applications in §2.1 (incl. bounds on surface singularities) and §3, as
well as to eigenspectra in [GKS20] (where the smoothing admits a cyclic automorphism).
In §2.2, we explain how a result in Schoen’s thesis [Sch85] allows us to disambiguate the
contribution of the spectrum to the LMHS for a degeneration of odd-dimensional varieties
with nodal singular fiber.
Our series of papers is motivated by the study of the interplay between geometric and
Hodge-theoretic compactifications of moduli. It is well-known, as discussed in Part I (cf.
Thm. 0.2 below), that one has relatively good Hodge-theoretic control over this interplay
for degenerations where the central fiber has semi-log-canonical (slc) singularities; these are
the singularities allowed in KSBA compactifications. However, in many geometric situa-
tions (such as GIT compactifications), the central fibers can have worse than log-canonical
singularities. In §3, we focus on essentially the simplest case for which the central fiber
has non-log-canonical singularities. This study is inspired by the work of Hassett [Has00]
in dimension 1, and some work of the authors and their collaborators in dimension 2 (see
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esp. [LO18, §6] and [Gal19]). Specifically, we classify singularities with Calabi–Yau tail
(Thm. A); these should be understood as higher-dimensional analogues of the cusp singu-
larity in dimension 1 (which is replaced by an elliptic curve in a semi-stable replacement of
the degeneration).
In §4, we return to the other extreme: log-canonical singularities, and the even milder k-
log-canonical singularities with k ≥ 1 (k = 0 being the log-canonical case). This is inspired by
the recent work of Mustata–Popa on Hodge ideals [MP19, MP18, MP20b, MP20a, MOP20,
Pop18], and some recent work of M. Saito and his collaborators [Sai16, JKYS19a]. After
delineating the relationships between the various birational and Hodge-theoretic invariants of
singularities (log-canonical threshold, jumping numbers, generation level, period exponent,
etc.) in Prop. 4.1, we characterize k-log-canonical singularities in terms of the spectrum and
describe the influence they have on the limiting MHS (Cor. 4.2, Thm. B). Corollary 4.5 and
Proposition 4.6 apply Prop. 4.1 to an algebro-geometric question about the equivalence of
canonicity of an isolated log-canonical singularity and Picard–Lefschetz monodromy for the
degeneration to it. An additional application is to the period map for cubic fourfolds (cf.
[Laz10]); see Remark 4.3.
After establishing the relevance of the spectrum for problem of degeneration, we return to
the issue of computing the spectrum for a given singularity. While the quasi-homogeneous
case of §2 is fairly easy to understand, the case of a general isolated hypersurface singularity
is more subtle. The beginning of §5.1 uses work of Steenbrink and Danilov to derive formulas
(5.2)-(5.5) for the mixed spectrum, which are then used to relate the Newton polytope ∆ to
log-canonicity and rationality (Cor. 5.7), k-log-canonicity (Thm. 5.2), extremal N -strings
in Hnlim(Xt) (Thm. 5.3), and the Calabi–Yau case to the Kulikov type of the degeneration
(Cor. 5.6). In §5.2, we recall how the interplay between the V-filtration (arising from
the Gauss-Manin system on the Milnor fiber) and the Brieskorn lattice (arising from local
asymptotics of periods) leads to a combinatorial, Jacobian-ring type description of (Vf , F •)
and T ss, N ∈ End(Vf ) (Thms. 5.8 and 5.10). We use this to work out mixed spectra of
a generalization of Tp,q,r-singularities to higher dimension (Ex. 5.11). In §6, we review
and reprove the well-known Sebastiani–Thom formula for the join of singularities, using
the occasion to correct an inaccuracy in Scherk–Steenbrink and Kulikov [SS85, Kul98]. An
easy consequence in §6.1 is that the suspension (join with z2) of a singularity [resp. double
suspension] amounts to a half-twist on the level of MHSs [resp. Tate-twist], which leads to
natural examples of k-log-canonical singularities.
In our final section, we offer a partial treatment of non-isolated singularities, beginning
(in §7.1) by tying up the threads on du Bois, rational, and k-log-canonical singularities
which run through the paper (Thms. 7.1 and 7.6), and relating spectra to the torsion
exponents of [EFM18] (Remark 7.5). As mentioned above, the centerpiece of the section is
the SSS formula (Thm. 7.7), whose proof is sketched in §7.2 before turning to computations
in §7.3. Specifically, we compute the cohomology sheaves of the vanishing cycle sheaf for
all nonisolated semi-log-canonical singularities of 2-dimensional hypersurfaces (as classified
by Liu–Rollenske [LR12]), cf. Table 3; the examples that follow demonstrate how this is
tantamount to computing the LMHS type. We repeat the exercise in §7.4 for the simplest
series of non-slc non-isolated singularities Jκ,∞, and deduce in Thm. 7.13 (=Thm. E) a lower
bound for the pg of surfaces that can acquire such singularities (a limit that was observed
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heuristically for K3s in [LO18]). However, all of these computations assume that X is
smooth, while typically in the GIT setup the total space of a degeneration will possess at
least nodes on the A∞ locus of X0. We conclude in §7.5 with results quantifying the failure
of the Clemens-Schmid sequence for nodal total spaces (Thm. 7.15, Thm. D) and the effect
on the vanishing cycles (Prop. 7.17), and apply these to degenerations of quartic K3s and
Jκ,∞ singularities.
Synopsis of Part I ([KL19]). For ease of reference, we summarize here the results, nota-
tions and terminologies that we shall most frequently invoke below.
Let f be as in (0.1). Shrinking ∆ if needed, X0 is a deformation retract of X , so
that H∗(X ) ∼= H∗(X0). Assuming that f−1(∆∗) is smooth, we define additional MHSs
Hklim(Xt) := Hk(X0, ψfQX ), Hkvan(Xt) := Hk(X0, φfQX ), Hkph(X0) := ker{sp : Hk(X0) →
Hklim(Xt)}, IHk(X ) := Hk−n−1(X0, ı∗X0IC•X ), IHkc (X ) := Hk−n−1(X0, ı!X0IC•X ), and write T =
T ssT un = T sseN for the action of monodromy on H∗lim and H∗van. (Note that IH
k(X ) carries
a mixed Hodge structure, not a pure one: e.g., if X is smooth, then IC•X ' QX [n + 1] and
this is Hk(X0).) Then we have the vanishing cycle sequences (of MHS, compatible with T )
(0.4) 0→ Hkph(X0)→ Hk(X0)
sp→ Hklim(Xt) can→ Hkvan(Xt) δ→ Hk+1ph (X0)→ 0
and the IH Clemens-Schmid sequences (of MHS)
(0.5) 0→ Hk−2lim (Xt)T (−1)
sp∨IH→ IHkc (X )
gy→ IHk(X ) spIH→ Hklim(Xt)T → 0
for each k, cf. (I.5.7),1 (I.5.12), and Remark I.5.6.
Consider a semistable reduction which factors as Y pi→ X and X ρ→ X , where ρ is the base-
change by t 7→ tκ (with (T ss)κ = I), and pi is a log-resolution of (X, X0); and let Y ′ pi
′→ X be a
log-resolution of (X , X0). We write Y0 = pi−1(X0) = X˜0∪EE and Y ′0 = (pi′)−1(X0) = X˜0∪E′E ′,
and refer to (E , E) or E \ E as the tail. This leads to sequences (cf. (I.8.4))
(0.6)
{
0→ H¯k(X0)→ Hklim(Xt)T → H¯k(E ′)→ 0
0→ H¯k(X0)→ Hklim(Xt)T
κ → H¯k(E)→ 0
termed generalized Clemens-Schmid in Part I. (The bars denote certain subquotients, for
which we refer to §I.8.1.)
Assuming that X has reduced special fiber (i.e. (f) = X0), we have the following (Thms.
I.9.3, I.9.9, I.9.11)
Theorem 0.2. (i) If X0 is du Bois, then
Gr0FH
k(X0) ∼= Gr0FHklim(Xt)T
ss ∼= Gr0FHklim(Xt) (∀k).
(ii) If X0 has rational singularities and X is smooth, then
Wk−1Gr0FH
k
lim(Xt) = {0} (∀k).
(iii) If X0 has rational singularities and X is smooth, then
Gr1FH
k(X0) ∼= Gr1F (Hklim(Xt))T
ss
.
1We have used the assumption that f−1(∆∗) is smooth to simplify the end terms of (I.5.7).
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For instance, (i) [resp. (ii)] holds if X is normal and Q-Gorenstein and X0 is semi-log-
canonical [resp. log-terminal].
Finally, assume that X is smooth: then (0.5) reduces to the Clemens-Schmid sequence (cf.
Thm. I.5.3)
(0.7) 0→ Hk−2lim (Xt)T (−1)
sp∨→ H2n−k+2(X0)(−n− 1) gy→ Hk(X0) sp→ Hklim(Xt)T → 0,
for each k, and we have
Theorem 0.3. (i) The phantom cohomology Hkph(X0) = ker(sp) = δ(Hk−1van ) = im(gy) is
pure of weight k and level ≤ k − 2.
(ii) The vanishing cohomology Hkvan(Xt) (and hence Hkph) is zero outside the range |k− n| ≤
dim(sing(X0)). (More generally, this holds if X has local complete intersection singularities.)
When X is smooth with isolated singularities, (0.7) reduces to (cf. (I.6.2))
(0.8)
{
0→ Hn−1lim (Xt)(−1)→ Hn+1(X0)(−n− 1)→ Hn+1(X0)→ Hn+1lim (Xt)→ 0
and Hn(X0) ∼= Hnlim(Xt)T ,
while Hk(X0) ∼= Hklim(Xt) in all other degrees. The only nonzero degree of vanishing coho-
mology is k = n, for which (cf. Prop. I.6.3)
(0.9) Hkvan(Xt) ∼= H˜k(E \ E)
as MHS if E , E are irreducible and smooth. This and the related Prop. I.6.4 will be strength-
ened and generalized in Prop. 1.7, Prop. 2.1, and §5 below.
Acknowledgement. The authors thank the IAS for providing the environment in which,
some years ago, this series of papers was first conceived. We also thank P. Brosnan, M. Green,
P. Griffiths, G. Pearlstein, and C. Robles for our fruitful discussions and collaborations on
period maps and moduli during the course of the NSF FRG project “Hodge theory, moduli,
and representation theory”. The first author also thanks B. Castor and P. Gallardo for
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1. Mixed spectra of isolated singularities
We begin our discussion in the setting of an isolated complete-intersection singularity
(ICIS). Let U ⊂ Cn+r be a neighborhood of the origin 0. Given f = (f1, . . . , fr) : (U, 0) →
(Cr, 0) holomorphic with unique critical point at 0, consider the 1-parameter family
U := f−1(∆× {0}r−1) f1−→ ∆
over a disk about 0 with coordinate t. (We shall freely conflate t with f1.) Writing Vf :=
H˜n(FU ,t0 ,Q) ∼= ı∗0 pφtQU [n + 1] for the reduced cohomology of the Milnor fiber FU ,t0 =
f−11 (t0)∩B(0), and T = T sseN for the monodromy (about t = 0) on Vf , we remark that these
are unchanged under local analytic isomorphisms. So we may assume, arguing as in [Bri70]
for r = 1, that the fi are polynomials and (adding very general, higher-degree homogeneous
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polynomials to the fi if necessary) that the equations Xd10 f1(
X1
X0
, . . . , Xn+r
X0
) − tXd10 = 0 and
Xdi0 fi(
X1
X0
, . . . , Xn+r
X0
) = 0 define a fiberwise compactification
Pn+r ×∆ ⊇ X t→ ∆
of U with unique singularity (for both2 X and X0) at [1 : 0]. Of course, Vf is just the
vanishing cohomology Hnvan(Xt).
In this scenario, QX [n+ 1] may fail to be semisimple and (0.7) need not be exact. But we
do have (0.5) (as IC•X is simple), and – more consequentially at present – (0.4) in the form
(1.1) 0→ Hn(X0) sp→ Hnlim(Xt) can→ Vf → Hn+1ph → 0 ,
in which T acts trivially on the end terms and compatibly on the interior ones. Since Tss
respects the Hodge–Deligne decomposition Vf,C = ⊕np,q=1V p,qf , we may further decompose
V p,qf = ⊕λ∈[0,1)∩QV p,qf,λ into e2pi
√−1λ-eigenspaces, and set
mp+λ :=
∑
q
mp+λ,p+q :=
∑
q
dimC(V
p,q
f,λ ).
Moreover, the (−1,−1)-morphism N ∈ End(Vf ) commutes with T ss (hence maps V p,qf,λ →
V p−1,q−1f,λ ); its cokernel Pf is the primitive vanishing cohomology, and we write m
0
p+λ,p+q =
dimC(P
p,q
f,λ) etc.
Definition 1.1. The spectrum [resp. mixed spectrum]3 of f is the element σf :=
∑
α∈Qmα[α] ∈
Z[Q] [resp. σ˜f :=
∑
α∈Q
∑
w∈Zmα,w[(α,w)] ∈ Z[Q× Z]]. (For primitive spectra, replace m···
everywhere by m0···.) The sums
∑
α∈Qmα = dim(Vf ) =: µf and
∑
α∈Qm
0
α = dim(Pf ) =: µ
0
f
are the Milnor resp. primitive Milnor numbers of f . The support of the spectrum is the
subset |σf | ⊂ Q on which mα 6= 0.
Example 1.2. Consider the two hypersurface singularities (r = 1) defined by f = x21+x42+x43
(E˜7, Ex. 2.5, n = 3) and g = x41x2 + x1x42 + x21x22 (Ex. 5.1, n = 2). We have σ˜f = σ˜0f =
[(1, 3)] + 2[(5
4
, 2)] + 3[(3
2
, 2)] + 2[(7
4
, 2)] + [(2, 3)] and σ˜g = [(12 , 0)] + σ˜
0
g = [(
1
2
, 0)] + 2[(2
3
, 1)] +
2[(5
6
, 1)] + 3[(1, 2)] + 2[(7
6
, 1)] + 2[(4
3
, 1)] + [(3
2
, 2)]; Milnor numbers are µf = µ0f = 9 and
µg = µ
0
g + 1 = 13. (The normalization here differs from Steenbrink’s, cf. Remark 5.12. See
also Theorem 5.8 and Remark 5.9(c) for the relation between Milnor, primitive Milnor and
Tyurina when r = 1.)
Now let ιn : Q × Z → Q × Z be the involution sending (α,w) 7→ (n + 1 − α, 2n − w) if
α /∈ Z and (n+ 1−α, 2n+ 2−w) if α ∈ Z. Let W,Z ∈ End(Vf,C) act on V p,qf by p+ q, p− q
respectively, and extend (N,W ) to an sl2-triple (N,W,N+) so that (N,W,N+, Z) span a
copy of gl2,C acting on Vf,C. The irreducible sub-representations of gl2,C×〈T ss〉 of dimension
`+ 1 are called N-strings of length `.
2or just for X0 if r = 1
3usually called “spectral pairs”; but this seems unsuitable when treating it as an element of a group ring
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Proposition 1.3. (i) The support |σf | lies in [0, n+ 1); and the N-strings in Vf have length
≤ n, with those in Vf, 6=0 centered about weight w = n.
(ii) In the hypersurface singularity case r = 1, |σf | ⊂ (0, n + 1), ιn(σ˜f ) = σ˜f , and the
N-strings in Vf,0 are of length ≤ n− 1 (and centered about w = n+ 1).
Proof. (i) follows immediately from (1.1), the SL2-orbit theorem applied to im(T ss−I)∩Hnlim,
and the fact that dimX0 = n forces 0 ≤ p, q ≤ n in Hnlim and Hn+1ph (hence Vf ). For (ii), by
(0.8) the bottom term (only) of each N -string in ker(T ss−I)∩Hnlim comes fromHn(X0); while
Hn+1ph contributes length-zero strings in weight n + 1 (Thm. 0.3(i)). Finally, the symmetry
property comes from swapping conjugate strings (which sends λ ∈ (0, 1) 7→ 1 − λ resp.
λ = 0 7→ 0, and (p, q) 7→ (q, p)), then reflecting about p + q = n resp. n + 1 (which sends
(q, p) 7→ (n− p, n− q) resp. (n+ 1− p, n+ 1− q)). 
Remark 1.4. If r 6= 1 then (ii) is false. (The problem here is the integral part of the
spectrum. Taking n = 1, r = 2, f1 = x3 and f2 = x21 + x32 + x63 gives σ˜f = [(0, 1)] + [(1, 1)].)
For this reason, a different definition of the spectrum is preferred when r > 1. Writing
V = f−1(∆2 × {0}r−2) ∩ B(0) (f1,f2)−→ ∆2 (and t = f1,s = f2), one replaces Vf by ′Vf :=
ı∗0
pφt
pψsQV [n + 2] ∼= Hn+1(f−12 (s0), (f1 × f2)−1(t0, s0)) (with T remaining the monodromy
about t = 0), and shows that the resulting mixed spectrum ′σ˜f satisfies (ii) [ES98].
Next suppose that X0 ⊂ X t→ ∆ contains a finite set Ξ of ICIS. Then the MHSs Hnvan(Xt,ξ)
defined by
pφtQX [n+ 1] =:
⊕
ξ∈Ξ
ıξ∗H
n
van(Xt,ξ)
are determined by the local analytic isomorphism class of (X , t) (or just of X0, in the hyper-
surface case) at each ξ.4 The vanishing-cycle sequence becomes
(1.2) 0→ Hn(X0)→ Hnlim(Xt)→ ⊕ξ∈ΞHnvan(Xt,ξ)→ Hn+1(X0)→ Hn+1lim (Xt)→ 0,
with Hk(X0) ∼= Hklim(Xt) for k 6= n, n+ 1.
Lemma 1.5. Hk(X0) is pure of weight k for all k 6= n.
Proof. Since QX0 [n] is perverse (for ICIS), we have
0→ ⊕ξ∈Ξıξ∗Wξ → QX0 [n]→ IC•X0 → 0
with {Wξ} MHSs in degree 0. Taking H∗ yields
0→ Hn−1(X0)→ IHn−1(X0)→ ⊕ξWξ → Hn(X0)→ IHn(X0)→ 0
and Hk(X0) ∼= IHk(X0) (k 6= n, n− 1), with all IH∗(X0) pure. 
So Hn+1(X0) — hence Hn+1lim and H
n+1
ph := ker{Hn+1(X0) → Hn+1lim } — is pure of weight
n+ 1 and level ≤ n− 1, hence contained in F 1.
4The algorithms for computing them in the hypersurface case are touched on in §§2-3. In the r = 1 case,
the spectral pairs are invariant under deformations preserving the Milnor number.
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Proposition 1.6. The spectrum of a du Bois ICIS (resp. isolated rational hypersurface
singularity)5 has support |σ| ⊂ [1, n] (resp. (1, n)).
Proof. For du Bois, apply Theorem 0.2(i) (that Gr0FHn(X0) ∼= Gr0FHnlim(Xt)) and Gr0FHn+1ph =
{0} to (1.2).
For rational, Thm. 0.2(ii) implies that Gr1FHnlim(Xt) = Gr
1
FH
n
lim(Xt)
Tun , hence (taking
T ss-invariants) Gr1FHnlim(Xt)T
ss
= Gr1FH
n
lim(Xt)
T . Since X is smooth (r = 1), by Clemens-
Schmid (cf. (0.8)) Hn(X0) ∼= Hnlim(Xt)T ; and so Gr1FHn(X0) ∼= Gr1FHnlim(Xt)T ss . Using (1.2),
to show 1 /∈ |σ| it suffices to prove that Gr1FHn+1ph = {0}.
Let X be the base-change of X by t 7→ tκ, where (T ss)κ = I; and fix log resolutions Y pi→ X
of (X, X0) resp. Y ′ pi
′→ X of (X , X0), with NCD singular fibers pi−1(X0) = Y0 = X˜0∪E( β←↩ E)
resp. (pi′)−1(X0) = Y ′0 = X˜ ′0 ∪ E ′. We may furthermore take Y → ∆ to be semistable. Write
E [0] [resp. E [1]] for the disjoint union of components of E [resp. their intersections], and the
same for E. By the weight monodromy spectral sequence [PS08, Cor. 11.23], we have
(1.3) Gr1FGr
W
n+1H
n+1
lim (Xt)
∼= coker
{
H0,n−1(E[0]) δ0→ H1,n(E [0])
δ1(H0,n−1(E [1])) ⊕H
1,n(X˜0)
}
where δ0 [resp. δ1] is a sum of pushforward maps along inclusions of components of E[0]
[resp. E [1]] into components of E [0] q X˜0 [resp. E [0]].
Now X0 has isolated rational singularities Ξ, with preimage E under pi|X˜0 =: pi0 : X˜0 →
X0. Taking stalks of (n− 1)st cohomology sheaves of R(pi0)∗OX˜0 = OX0 at Ξ gives
(1.4) H0,n−1(E[0]) = Hn−1(E)0,n−1 ⊂ Gr0FHn−1(E,C) = Hn−1(OE) = {0}
since NCDs are du Bois (and n > 1).
Finally, Hn+1(X0) is pure hence injects into Hn+1(X˜0), so
(Hn+1ph )
1,n = Gr1FGr
W
n+1 ker{Hn+1(X0)→ Hn+1lim }
⊆ Gr1FGrWn+1 ker{Hn+1(X˜0)→ Hn+1lim }.
This is clearly zero by (1.3) and (1.4). 
Continuing with the notation from the second paragraph of the above proof, we now
discuss the terms of the generalized Clemens-Schmid sequences (0.6) before and after base-
change. Clearly H¯k(X0) = Hk(X0) for k 6= n + 1, and H¯k(E) = {0} for k 6= n. The only
interesting case is k = n, where H¯n of E (′) = qξE (
′)
ξ measures the failure of the local invariant
cycle property.
Define a “coprimitive vector” operator, defined on MHS with (−1,−1)-morphism N , by
Pn :=
n∑
j=0
Wj ∩ im(Nn−j).
The following elaborates on §I.8.1, while also making Theorem I.6.4(i) more precise:
5Here we mean that (X0, ξ) is du Bois or rational. In the hypersurface case, the converse of this proposition
is contained in Prop. 4.1. Note that for a rational singularity, n > 1.
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Proposition 1.7. Prior to base-change, we have
(1.5) H¯n(E ′) = ⊕ξH
n(E ′ξ)
β∗Hnph(Y
′
0)
= ⊕ξ∈ΞPn
(
Hnvan(Xt,ξ)
T ss
)
,
which is zero if r = 1 (X smooth). For the tail after semistable base-change, we have
(1.6) H¯n(E) = ⊕ξH
n(Eξ)
β∗Hnph(Y0)
= ⊕ξ∈ΞPn (Hnvan(Xt,ξ)) .
Proof. That the invariant cycle theorem holds for r = 1 is just the second line of (0.8). The
rest follows from (I.8.3), Lemma 1.5, and the fact that Pn takes the lowest-weight vector
of each sl2-string centered about n, but not n + 1 (the only two possibilities). This ensures
that it picks out precisely the images under can of T un-invariant vectors in Hnlim. 
Remark 1.8. By purity of Hnph(Y0) (Thm. 0.3(i)), Remark I.8.1, and (I.7.1),
Hnph(Y0)
∼= Hn+2(E)(−n− 1)⊕ IHnph(X) ∼=
⊕ξHn−2(Eξ)(−1)
im(δ1)
⊕ IHnph(X),
where the first term arises via “ı∗ı∗” (pushing forward along E [0] → Y , then pulling back to
Y0). It would be interesting to know when there is a “minimal” choice of log resolution for
which Hnph(Y0) = IH
n
ph(X), and whether this sharpens (1.6).
2. The quasi-homogeneous case
We now specialize to isolated hypersurface singularities for the next several sections (§§2-
6). In this section, we discuss the simplest general class of hypersurface singularities for
which one can understand the vanishing cohomology and the spectrum, namely the quasi-
homogeneous singularities. We review the original computation due to Steenbrink [Ste77a],
and relate it to cohomology of the tail E\E. The main point here is that for a general
smoothing X of a quasi-homogeneous hypersurface singularity, a single weighted blow-up
will produce a partial resolution and an almost normal-crossings degeneration. The remain-
ing singularities (for the central fiber and total space) will be finite quotient singularities,
and Hodge theory and Griffiths’ residue calculus work well in this type of situation, leading
to explicit formulas in terms of the weights (e.g. see Theorem 2.2). In the later subsec-
tions §§2.1-2.2, we consider various examples and amplifications (deformations, period maps,
nodes).
Let w ∈ Qn+1>0 be a weight vector. Writing z = (z1, . . . , zn+1) and M(w) = {m ∈ Zn+1≥0 |
m · w = 1}, consider
(2.1) f :=
∑
m∈M(w)
amz
m : Cn+1 → C
for sufficiently general6 {aβ} ⊂ C. Let B ⊂ Zn+1≥0 be such that {zB} is a basis of
R :=
C{z}
J(f)
∼= C[z]
J(f)
,
6We require only that E ⊂ H be a quasi-smooth hypersurface (see below).
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where J(f) =
(
∂f
∂z1
, . . . , ∂f
∂zn+1
)
. Corresponding to this isomorphism (and special to the quasi-
homogeneous case) is a homeomorphism between the Milnor fiber Ff,t0 and Zf := {f(z) = 1}.
More precisely, writing wi = uivi (ui, vi ∈ N relatively prime), d = lcm{vi}, and w˜i = wid,
let Z = {f(z) = td} ⊂ Cn+2 be the base-change (of Cn+1), and
Blw˜(Cn+2) ⊃ Y pi // //
g
))
Z
t
// C
its weighted blow-up at 0. The fiber g−1(0) =: Yˆ0 is the union of the proper transform Zˆ0 of
Z0 ∼= {f(z) = 0} ⊂ Cn+1 and the exceptional divisor
(2.2) Eˆ := {f(Z) = Td} ⊂WPn+1[1 : w˜] =: P,
with
(2.3) Eˆ ∩ Zˆ0 =: Eˆ = {f(Z) = 0} ⊂WPn[w˜] =: H,
and obvious isomorphisms
P\Eˆ ∪H ∼= Cn+1\Zf and Eˆ\Eˆ ∼= Zf .
The hats are there to remind the reader of the possible presence of singularities, which
are however insignificant for the Hodge-theoretic analysis. Indeed, by Prop. I.8.3 and Re-
mark I.8.4, the proof of Prop. I.6.3 (i.e. (0.9)) extends verbatim to identify the vanishing
cohomology:
Proposition 2.1. We have pφfQCn+1 [n+ 1] ∼= (ı0)∗Vf , where
Vf ∼= Hn(Eˆ\Eˆ) ∼= Hn(Zf ).
For each β ∈ B, set
`(β) :=
1
d
n+1∑
i=1
(βi + 1)w˜i , α(β) := n+ 1− `(β) ,
and define a rational form by
ωβ :=
zβdz1 ∧ · · · ∧ dzn+1
(f(z)− 1)d`(β)e
∈ Ωn+1(Cn+1\Zf ) ,
with class [ωβ] ∈ Hn+1(Cn+1\Zf ) and image
ηβ := ResZf ([ωβ]) ∈ Vf
under the residue map Hn+1(Cn+1\Zf )
∼=→
Res
Hn(Zf ).
For what follows, it will be convenient to write {c} for the rational part of c ∈ Q, and
〈c〉 := 1 + bcc+ b−cc (1 for c ∈ Z, 0 otherwise).
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Theorem 2.2. The {ηβ}β∈B give a basis of Vf , with7 ηβ ∈ V bα(β)c,b`(β)cf,{α(β)} ; and N acts trivially8
on Vf .
Sketch. The “basis” assertion is Steenbrink’s weighted-projective extension of Griffiths’s residue
theory [Ste77a, Thm. 1]. Writing ΩP = TdZ1 ∧ · · · ∧ dZn+1 − Z1dT ∧ · · · ∧ dZn+1 + · · · +
(−1)n+1Zn+1dT∧ · · · ∧dZn, the total (weighted) homogeneous degree of ωβ = ZβΩP/(f(Z)−
Td)d`(β)e is
∑
wiβi + 1 +
∑
wi − dd`(β)e = 1− d{−`(β)}.9 So ωβ blows up at ∞ (i.e. along
H = {T = 0}) iff `(β) ∈ Z, in which case it has a simple pole. Conclude that for `(β) ∈ Z,
ResHωβ =
ZβΩH
f(Z)`(β)
=⇒ ResEResHωβ ∈ Grn−`(β)F Hn−1prim(Eˆ) = Hn(Eˆ\Eˆ)n+1−`(β),`(β),
while if `(β) /∈ Z,
ResEˆωβ ∈ Gr
n+1−d`(β)e
F H
n
prim(Eˆ) = Hn(Eˆ\Eˆ)n−b`(β)c,b`(β)c.
The weight filtration therefore has length ≤ 1, and so N acts trivially. On the other hand,
the action of T ss on Vf ∼= Hn(Eˆ\Eˆ) is induced by t 7→ ζdt (affine coordinates), or equivalently
[T : Z1 : · · · : Zn+1] 7−→ [T : ζ−w˜1d Z1 : · · · : ζ−w˜n+1d Zn+1].
This affects only the ZβΩP part of ωβ, with eigenvalue ζ
−∑ w˜i(βi+1)
d = ζ
−d`(β)
d = ζ
d{α(β)}
d =
e2pi
√−1{α(β)}. 
Remark 2.3. Notice that by the triviality of N , we havePn(Vf ) = WnVf (∼= H¯n(E) in (1.4)).
Corollary 2.4. We have µf = µ0f = |B|, and
σ˜f =
∑
β∈B
[
(α(β), n+ 〈α(β)〉)] .
2.1. Weighted Fermat singularities and deformations. We now turn to some examples
of quasi-homogeneous singularities. First suppose that f =
∑n+1
i=1 z
di
i , with d = lcm{di}; that
is, f defines a Fermat quasi-homogeneous (FQH) singularity. In follows at once from Cor.
2.4 that
B =
(×n+1i=1 [0, di − 2]) ∩ Zn+1,
so that µf =
∏n+1
i=1 (di − 1) and (using the symmetry ın) σf =
∑
β∈B
[∑n+1
i=1
βi+1
di
]
. In
particular,
σminf := min{α | α ∈ |σf |} =
n+1∑
i=1
1
di
.
7{·} denotes the fractional part of a rational number.
8N may still act nontrivially on Hlim in (1.1) (though with N2 = 0).
9Here we may interpret ωβ projectively as a section of Ωn+1P (∗Eˆ)((1− d{−`(β)})H).
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As we shall see in §3,10
(Zf , 0) is
{
du Bois
rational ⇐⇒ σ
min
f is
{ ≥ 1
> 1.
Furthermore, the spectrum remains constant under certain kinds of deformations. If fs(z) =
F (z, s) : Cn+1 × ∆ → C is a smooth 1-parameter deformation of an isolated hypersurface
singularity f = f0 with µfs = µf constant, then the polar curve {∂ziF = 0 (∀i)}∩(∆n+1×∆)
is simply {0}×∆ ↪→
ı
∆n+2, along which ı∗pφFC∆n+2 [n+1] ' Vfs yields a VMHS. Clearly the
action of T ss — hence the mixed spectrum σ˜fs(= σ˜f ) — is constant in s [Var82]. When f
is quasi-homogeneous, the µ-constant deformations are precisely the semi-quasihomogeneous
(SQH) ones: more precisely, given a weight vector w ∈ Qn+1>0 as above and f˜ =
∑
m·w≥1 amz
m,
one has equality in µf˜ ≥
∏
i(w
−1
i − 1) if and only if the weight-1 part
∑
m·w=1 amz
m defines
an isolated singularity (which is precisely the SQH condition) [FT04]. This allows us to
compute (mixed) spectra of quasi-homogeneous and SQH-singularities by viewing them as
µ-constant deformations of FQH singularities.
Example 2.5. If f is one of the simple elliptic singularities E˜r (fE˜6 = x
3 + y3 + z3 + λxyz,
fE˜7 = x
2 + y4 + z4 + λxyz, or fE˜8 = x
2 + y3 + z6 + λxyz, with λ avoiding the discriminant
locus), then it is a QH-deformation of an FQH-singularity, hence has σ˜f = [(1, 3)] + [(2, 3)] +∑r
j=1[(1 + λj, 2)] with {λj} = {13 , 13 , 13 , 23 , 23 , 23}, {14 , 14 , 12 , 12 , 12 , 34 , 34} resp. {16 , 13 , 13 , 12 , 12 , 23 , 23 , 56}.
Since this puts the weight-2 and 3 parts of Vf = H2(Eλ\Eλ) in distinct T ss-eigenspaces, the
extension class of the MHS is trvial and its only moduli come from H1(Eλ)(−1). That is,
all AJ -classes of divisors in the image of Pic0(Eλ) → Pic0(Eλ) are torsion. (This justifies
Example I.6.2.)
Example 2.6. If f = z2 + gM(x, y), where gM is a product of M ≥ 2 linear forms, the form
of the MHS on Vf bifurcates into
M even
p
q
p
q
B
A
B
A
CA
C
A
M odd
with A′ = (M−1)(M−3)
8
, B′ = (3M−1)(M−1)
4
, A = (M−2)(M−4)
8
, B = 3M2−6M+4
4
, and C = M
2
− 1.
Decomposing into T ss-eigenspaces according to the spectrum shows that the period map for
deformations of such singularities takes values in a product of Hermitian symmetric domains:
I1,M−3 × I2,M−4 × · · · × IM−3
2
,M−1
2
(M odd) or I1,M−3 × I2,M−4 × · · · × IM−4
2
,M
2
× IIIM
2
−1 (M
even). Extension classes are again zero.
Note that M = 5 is the N16 singularity studied in [Laz09], whose quasi-homogeneous
deformations are captured (up to analytic isomorphism) by the 2-ball I1,2. On the other
10The forward implication already follows from Prop. 1.6.
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hand, the period map for Vf cannot capture strictly SQH-deformations (which are not “seen”
by the tail Eˆ\Eˆ). For z2+x5+y5, such a deformation is given by adding sx3y3, which changes
the analytic equivalence class; it can be detected by the more refined “period map” given by
the Brieskorn lattice [Sai91b].
The reader will notice that in Examples 2.5 and 2.6, some or all of the GrW3 part of
Vf could be absorbed into H3ph in (1.1), rather than contributing to coim(N) in H2lim(Xt).
In general, addressing “where the T ss-invariant part of GrWn+1Hnvan goes” is difficult without
further assumptions (cf. Prop. 4.6) in §4).
Example 2.7. Given X t→ ∆, X smooth (of dimension n + 1), pg := h0,n(Xt) (t 6= 0), and
P ∈ X0 an ordinary k-tuple point11 (t locally a SQH-deformation of fk = xk1 + · · · + xkn+1)
we consider the relationship between pg and k. Writing vp,q := dim(V p,qfk ), we compute
v0,n =
(
k−1
n+1
)
and v1,n =
(
k−1
n
)
. Since Hnlim(Xt)0,n  V
0,n
fk
we must have at least pg ≥
(
k−1
n+1
)
.
If we know that H1,nph = {0} (e.g., if n = 1 and X0 is irreducible; or in the scenario of Prop.
4.6), then Hnlim(Xt)0,n−1
∼=←
N
Hnlim(Xt)
1,n  V 1,nfk as well, so that pg ≥ v0,n + v1,n =
(
k
n+1
)
. (If
the {Xt} are hypersurfaces in Pn+1 of degree d, this merely says that d ≥ k + 1.) Note that
the case k = 3 = n is the O16 singularity studied in [LPZ18], with only v2,1 = v1,2 = 5 and
v2,2 = 6 nonzero.
Example 2.8. One can ask more generally which isolated singularity types (on X0) are ruled
out for {Xt} of a fixed nature. For instance, if the {Xt} are cubic threefolds, and P ∈ X0 has
type Ak (f locally analytically equivalent to x2 + y2 + z2 +wk+1), then bk2c = v1,2 ≤ h1,2lim ≤ 5
=⇒ k ≤ 11. (Moreover, there would have to be nontrivial H2,2ph to allow k = 11, since
v2,2 = 1 for k odd.) In fact this is sharp, since y3 + z3 + x2w − yw − 2xyz + w3 is type A11
[All03] in analytically equivalent disguise.
2.2. Nodes on odd-dimensional hypersurfaces. When the spectrum of an isolated hy-
persurface singularity has some integer support, this may produce an ambiguity in the effect
on the limiting MHS. More precisely, in the setting of (0.4) (or (1.2)) with X smooth, the
GrWn+1 part of ker(T − I) ⊆ Hnvan(Xt) may contribute either to Hn+1ph (X0) or to Hnlim(Xt), or
split its contributions between the two. We shall touch further on this phenomenon in §4
(Prop. 4.6) and §7 below, but focus here on how one may disambiguate these contributions
in the first interesting case, where sing(X0) consists of finitely many nodes and n is odd.
A well-known example is the Fermat quintic 3-fold family in P4, defined by Xt := {(t +
5)
∑4
i=0 X
5
i =
∏4
i=0 Xi}, which acquires 125 nodes at t = 0 (each with spectrum σ˜ = [(2, 4)]).
Denoting the 125 vanishing cycles by {ϕi}, the monodromy logarithm N =
∑125
i=1〈 · , ϕi〉ϕi
only has rank 101. That is, some of H3van = Q(−2)⊕125 contributes to H4ph(X0) ∼= Q(−2)⊕24,
and some to (H3lim)2,2 ∼= Q(−2)⊕101 (which in fact is the maximum possible, since h2,1(Xt) =
101). We now show how a simple method for quantifying this “splitting of Hnvan in general
can be deduced from a result of Schoen [Sch85].
For this subsection (only), P is any smooth, irreducible, projective variety of dimension
n + 1 = 2m satisfying Bott vanishing: that is, for every ample line bundle L, we have
11X0 may have other isolated hypersurface singularities
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H i(P,ΩjP(L)) = {0} for all i > 0 and j ≥ 0. Let X → ∆ be a family of ample hypersurfaces
in P, with smooth total space, and sing(X0) =: S = {Si}di=1 consisting of d nodes. Write
X˜0 [resp. P˜] for the blowup of X0 [resp. P] along S, with exceptional divisors Q = {Qi}di=1
[resp. P = {Pi}di=1]. Let r denote the rank of the map
evS : H
0(P, KP(mX0))→ Cd
evaluating sections at S.12
Theorem 2.9. The monodromy logarithm N = T − I ∈ End(Hnlim(Xt)) has rank r. Con-
sequently Wn−1Hn(X0) = Hn(X0)m−1,m−1 has dimension r and Hn+1ph (X0) = H
n+1
ph (X0)
m,m
has dimension d− r.
Proof. Mayer–Vietoris and weak Lefschetz yield the exact sequence of MHS
0→ Hn−1(P˜) α→ Hn−1(X˜0) β→ ⊕di=1H
n−1(Qi)
Hn−1(Pi)
γ→ Wn−1Hn(X0)→ 0.
By Schoen’s result [Sch85, Prop. 1.3],
im{β∨ = gy : ⊕di=1 Hn−1pr (Qi)→ Hn+1(X˜0)} ∼= H1(P, IS ⊗KP(mX0)) ,
the right-hand side of which is isomorphic to coker(evS) by Bott vanishing. So rk(β) =
dim(coker(evS)) = d− r, hence dimWn−1Hn(X0) = r. Now each node has mixed spectrum
[(m, 2m)]. Applying the resulting vanishing-cycle sequence
0→ Hn(X0) sp→ Hnlim(Xt) can→ Q(−m)⊕d δ→ Hn+1ph (X0)→ 0
gives rk(can) = dim{(Hnlim)m,m} = dim{(Hnlim)m−1,m−1} = dim{Hn(X0)m−1,m−1} = r hence
dimHn+1ph (X0) = d− r. 
Remark 2.10. The following (somewhat) heuristic interpretation may be of use. The image
of evS represents type-(m,m− 1) forms on X˜0 with residues giving primitive (m− 1,m− 1)-
classes on the {Qi}, i.e. killing the image of gy. So rk(β∨) = d−r. These same relations may
also be viewed topologically as chains on X0: first, one has retraction maps F¯Si
ηi N¯Si ⊂ X0
from the Milnor fibers to a neighborhood of each node, which restrict to isomorphisms along
the boundaries. Representing Hnvan(Xt) = ⊕di=1Hn(FSi) ∼= ⊕di=1Hn(F¯Si , ∂F¯Si) by d n-cycles
{Γi}, the inclusions ηi(∂Γi) =: γi of their boundaries into X0 (as elements of Hn+1(X0)!)
compute the image of δ. One then has r “relations-n-chains” {Rj}rj=1 whose boundaries
∂Rj =
∑d
i=1 c
(j)
i γi with {c(j)}rj=1 ⊂ Qd linearly independent vectors; and the r n-cycles
Rj −
∑d
i=1 c
(j)
i ηi(Γi) are independent in Hn(X0), by pairing with r of the vanishing spheres
(which thereby span Hn(X0)).
Corollary 2.11. If X is a family of degree d ≥ 3 hypersurfaces in P2m, and X0 is nodal
with at least one node, then rk(N) ≥ 1. In particular, if X0 has exactly one node, then
Hn+1ph (X0) = {0}.
Proof. Since KP2m(mX0) ∼= OP2m(md− 2m− 1) is base-point free, rk(evS) ≥ 1. 
12Warning: this map incorporates a noncanonical identification of each fiber of the line bundle KP(mX0)
with C (e.g., by dividing by a fixed section vanishing at none of the Si, if one exists).
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3. Singularities with Calabi–Yau tail
The general theme of our study is the interplay between Hodge theory, singularities, and
moduli problems. Many of our results here and in Part I are concerned with the du Bois
singularities, which should be understood as being relatively mild for Hodge theory of degen-
erations [Ste81]. These are also closely related to the slc singularities [KK10], the singularities
relevant for the KSBA compactifications. Frequently, however, one encounters non-du Bois
singularities, for instance when studying GIT quotients. So it is of interest to understand
the Hodge-theoretic behavior of such singularities, and the Hodge theory of the tail when
one performs a semi-stable or KSBA replacement of the singular fiber containing them. The
simplest such situation is that of a family of curves degenerating to a cuspidal curve: the
semi-stable replacement of the cuspidal fiber will introduce an elliptic tail (see [Has00] for
more examples and discussion of the 1-dimensional case). Here we discuss higher dimensional
analogues of this example – namely, singularities that lead to K3 tails, or more generally
Calabi–Yau tails. This is partially motivated by the role played by triangle (i.e. Dolgachev)
singularities in the study of degenerations of K3 surfaces (see [LO18, Sect. 6]).
Referring to the setting of (2.1)-(2.3) (with P denoting WPn+1[1 : w˜]), we begin with
Definition 3.1. A quasi-homogeneous singularity is said to have a (pure resp. mixed) CY
tail if Eˆ ⊂ P is a quasi-smooth anticanonical hypersurface (and Hn(Eˆ\Eˆ) is pure resp.
mixed).
An immediate consequence of the definition is that the spectrum must have
||σf | ∩ (0, 1)| = 1
(and |σf | ∩Z = ∅ in the pure case); this weaker condition defines the notion of a (pure resp.
mixed) numerical CY tail.
Remark 3.2. In Definition 3.1, we retain the hypotheses on f in (2.1): in particular, that
also Eˆ = Eˆ ∩WP[w˜] be quasi-smooth. In principle, this may exclude some cases where
Wn+1Vf ( Vf , but has no effect in the classification below for n = 1 or 2. Beyond consistency
within this section, there is a good reason for this restriction: by ensuring that the weights
of Vf are only n and n + 1, it focuses attention on the singularities which may have only
pure weight n, “Calabi–Yau HS” contribution to Hnlim (if the weight n + 1 part is absorbed
into Hn+1ph in (1.1)).
Let Γw [resp. ∆w] denote the convex hull of M(w) [resp. M(w) and 0]. The numerical
condition on the weight vector that is actually equivalent to Defn. 3.1 is twofold:
(a) triviality of KEˆ : by adjunction, this means that
13
(3.1)
1
d
+
n+1∑
i=1
wi = 1, where d = lcm{vi}; and
13WPn+1[1 : w˜1 : · · · : w˜n+1] is automatically well-formed if (3.1) holds; i.e. any (n + 1)-element subset of
{1, w˜1, . . . , w˜n+1} has gcd 1.
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(b) existence of a quasi-smooth Eˆ ⊂ P of degree d, which translates to14
(3.2) (1, . . . , 1) ∈ int(∆w).
Example 3.3. Let n = 1. By the classification of simple elliptic singularities [Sai74], the
t 7→ td base-change of a quasihomogeneous curve singularity with elliptic tail must be one of
E˜6, E˜7, or E˜8. Consequently the possibilities are f ∼ x2 + y3 (cusp/A2) for the pure case,
and f ∼ x2 + y4 (tacnode/A3) or x3 + y3 (ordinary triple point/D4) for the mixed case.
The contribution of the latter two to H1lim may nevertheless be pure if X0 is reducible (cf.
Remark 3.2).
Example 3.4. In the Fermat case f =
∑n+1
i=1 z
di
i , we have wi =
1
di
and (3.1) becomes15
(3.3)
1
lcm{di} +
n+1∑
i=1
1
di
= 1.
The resulting CY tail is pure iff
(3.4)
{
n+1∑
i=1
βi
di
| βi ∈ (0, di) ∩ Z
}
∩ Z = ∅.
For example, this yields that the threefold (n = 3) FQH singularities with pure CY tail are
x4 + y4 + z4 + w6, x3 + y4 + z4 + w8, x3 + y4 + z5 + w5,
x3 + y4 + z6 + w6, x3 + y5 + z5 + w5,
and suspensions of surface FQH singularities (x2+· · · ), which are quite a bit more numerous.
For n = 2 we now give a complete list:
Theorem 3.5. The isolated quasi-homogeneous hypersurface singularities with K3 tail are
as enumerated in Tables 1 and 2.16 In the pure tail case, these are exactly the 14 Dolgachev
singularities [Dol74], the 6 quadrilateral singularities [Ebe99], and 2 trimodal singularities.
Proof. The t 7→ td base-change of f must be in one of the 95 classes of K3 hypersurfaces in
weighted projective spaces identified by Reid (unpublished) and Yonemura [Yon90]. Discard
from Yonemura’s list of weight 4-tuples all but those of the form w1,w2, w3, 1d as in (3.1)
which also satisfy (3.2), and distinguish pure from mixed by whether g := |int(Γw)∩Z3| > 0
(which is the genus of Eˆ). 
Remark 3.6. In the tables, “Arnol’d” and “Yonemura” refer to the Arnol’d classification (on
which the subscript is the Milnor number µf = dim(Vf )) and the position in Yonemura’s
list, respectively. In Table 1, which is partitioned into the three types mentioned in the
Theorem, mf denotes the modality (cf. Remark 3.7). In Table 2, g denotes the genus of Eˆ;
the H1(Eˆ)(−1) part of Vf may or may not be absorbed into H3ph.
14quasi-smoothness of Eˆ amounts to the additional hypothesis that Γw ∩ Zn+1>0 ⊂ int(Γw).
15(3.2) is automatic in the FQH case
16The tables only list the simplest form of each singularity; the general QH- and SQH-deformations are left
to the reader.
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Table 1. Pure K3 tail
Yonemura Arnol’d f d mf
4 U12 x
3 + y3 + z4 12 1
9 W12 x
2 + y4 + z5 20 1
13 E14 x
2 + y3 + z8 24 1
14 E12 x
2 + y3 + z7 42 1
20 Q10 x
2z + y3 + z4 24 1
22 Q12 x
2z + y3 + z5 15 1
37 W13 x
2 + y4 + yz4 16 1
38 Z11 x
2 + y3z + z5 30 1
39 Z13 x
2 + y3z + z6 18 1
50 E13 x
2 + y3 + yz5 30 1
58 S11 x
2z + xy2 + z4 16 1
60 Q11 x
2z + y3 + yz3 18 1
78 Z12 x
2 + y3z + yz4 22 1
87 S12 x
2z + xy2 + yz3 13 1
8 W15 (W1,0) x2 + y4 + z6 12 2
12 E16 (J3,0) x2 + y3 + z9 18 2
18 U14 (U1,0) x3 + y3 + xz3 − yz3 9 2
24 Q14 (Q2,0) x2z + y3 + z6 12 2
40 Z15 (Z1,0) x2 + y3z + z7 14 2
63 S14 (S1,0) x2z + xy2 + y2z2 + z5 10 2
6 N16 (NA0,0) x2 + y5 + z5 10 3
19 V15 (VA0,0) x2y + x2z + y4 + z4 8 3
Table 2. Mixed K3 tail
Yonemura f d µf g
1 x4 + y4 + z4 4 27 3
3 x3 + y3 + z6 6 20 1
5 x2 + y6 + z6 6 25 2
7 x2 + y4 + z8 8 21 1
10 x2 + y3 + z12 12 22 1
25 x2z + y3 + z9 9 20 1
42 x2 + y3z + z10 10 21 1
66 x2z + xy2 + y3z + z7 7 20 1
Remark 3.7. We comment on the pure case. The modality mf is the dimension of the moduli
space of µ-constant SQH deformations of f (up to analytic isomorphism). In each case in
Table 1, the period map for the VHS on Vf has 1-dimensional fibers, taking values in a
(mf − 1)-dimensional ball quotient. (This is visible in the spectrum, which reveals that the
ζd-eigenspace of T ss in Vf has Hodge numbers h2,0 = 1, h1,1 = mf − 1, h0,2 = 0.) To get
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any sort of Torelli result, one therefore has to refine the Hodge-theoretic period map to a
Brieskorn-lattice-theoretic one [Sai91b].
The singularities with mf = 1 (resp. 2, 3) are the Dolgachev/triangular (resp. quadri-
lateral, “pentagonal”) singularities, for which Eˆ has 3 (resp. 4, 5) type-A singularities, on
Eˆ ∼= P1. (The resolution graph for X˜0  X0 therefore looks like 3 resp. 4, 5 “arms” attached
to a central node.) The moduli of these mf + 2 points on P1 is essentially what the period
map detects.
Remark 3.8. The first “non-example” one encounters (number 2 in Yonemura’s list) is f =
x4+y4+z3 (V ′18), with spectrum [− 212 ]+2[ 112 ]+[ 212 ]+3[ 412 ]+2[ 512 ]+2[ 712 ]+3[ 812 ]+[1012 ]+2[1112 ]+[1412 ].
So this f has “numerical K3” tail as defined above; we briefly explain why it does not have
an actual K3 tail in our sense.
Denote the base-change by t 7→ t6 resp. t12 by Z′ resp. Z, and the weighted blow-ups
by Y ′ resp. Y . The exceptional divisors are the K3 surface Eˆ ′ ⊂ WP[2 : 3 : 3 : 4] and
the “fake K3” Eˆ ⊂ WP[1 : 3 : 3 : 4] (with h2,0 = 1 but KEˆ 6= OEˆ). The K3 has 4 A2
singularities along Eˆ ′ ∼= P1 and 3 A1 singularities not on Eˆ ′. More importantly, at this
“partial base-change” stage there is still order-two monodromy. Writing ρ : Eˆ\Eˆ → Eˆ ′\Eˆ ′ for
the natural 2 : 1 cover, we have ρ∗Q ∼= Q⊕ χ; and the (−1)-eigenspace of T ss on H2lim(Y ′t ) is
H2van(Y
′
t ) := H0(pφtQY ′ [3]) ∼= H2(Eˆ ′\Eˆ ′, χ) ∼= H
2(Eˆ\Eˆ)
H2(Eˆ ′\Eˆ′)
∼= Q(−1)⊕8.
4. Isolated hypersurface singularities: birational invariants
We now focus on du Bois singularities, rational singularities, and even better singularities,
the so-called k-log-canonical singularities. The idea is that for du Bois (and rational) singu-
larities, there is a tight connection between the frontier Hodge numbers of the central fiber
X0 and those of the LMHS associated to a smoothing X (e.g. see [KL19] and [KLS19]). In
the lowest dimensions, this is enough for comparing geometric compactifications of moduli
spaces with Hodge-theoretic compactifications. A prototype of this is the result of Mumford
and Namikawa saying that there exists a mapMg → AV org from the Deligne–Mumford com-
pactification of Mg to a specific toroidal compactification of the associated period domain
Ag. In other words, for curves, the geometric limit determines the Hodge-theoretic limit
(even at the level of extension data for LMHS). In higher dimension the picture is more
subtle: it still holds that X0 having slc singularities implies that it is du Bois, and then du
Bois implies cohomologically insignificant (see [KK10] and [Ste81]); but this controls at most
the frontier Hodge numbers. Here, we improve on this by considering the k-log-canonical
singularities. This is a concept that emerged recently in the context of the work of Mustata
and Popa on Hodge ideals (see also [JKYS19a]). Specifically, a key result of the section is
Corollary 4.2 which gives a tighter relationship between the LMHS vs. MHS of the central
fiber under the assumption of k-log-canonical singularities. One further point here is that
the k-log-canonicity can be characterized in terms of the spectrum (Prop. 4.1), which in
turns leads to easy examples of k-log-canonical singularities by iterated suspensions of lower
dimensional singularities (see §6.1).
Let X be a smooth variety of dimension n+1, and X0 ⊂ X a hypersurface with an isolated
singularity at p, locally cut out by f ∈ OX,p. Given a log-resolution X˜ pi→ X of X0, and a
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holomorphic form ω ∈ Ωn+1(U) defined on a small neighborhood U ⊂ X of p, residue theory
suggests the question: for which x ∈ Q>0 does Ω˜ := pi∗( ωfκ ) have no worse than log poles on
the NCD pi−1(p) = (
⋃
i Ei) ∪ X˜0? Writing (on U˜ = pi−1(U)))17
(4.1) KX˜ − pi∗KX =: Σi aiEi and pi∗X0 − X˜0 =: Σi biEi ,
taking pi∗ of ω
fκ
∈ Γ (U,KX(κX0)) gives
(4.2) Ω˜ ∈ Γ{U˜ ,KX˜(κX˜0 + Σi(κbi − ai)Ei)}.
Our choice of κ must prevent the coefficients of X˜0 and Ei in (4.2) from exceeding 1; equiv-
alently, κ must not exceed the log-canonical threshold
(4.3) αf := min
{
1, 1+ai
bi
}
.
More precisely, if we identify U as an open in Cn+1 and f as the restriction of a polynomial
map from Cn+1 → C, then this gives a sharp answer to our question for ω := dx :=
dx1 ∧ · · · ∧ dxn+1. Of course, αf = 1 ⇐⇒ (X, X0) is a log-canonical pair ⇐⇒ (X0, p) is
log-canonical.
On the other hand, if αf < 1, it is the smallest of the jumping numbers Jf ⊂ Q>0 for the
multiplier ideals
(4.4) Aκ :=
{
φ ∈ OX,p | 1+ai+νi(φ)bi > κ (∀i)
}
,
where νi(φ) := ordEi(φ ◦ pi). These comprise all “sharp thresholds” for all ω = φ dx. At the
same time, the jumping numbers greater than 1 are not independent of the choice of pi, so
are not invariants of f .
An invariant with similar motivation is introduced by Mustata and Popa [MP19] in the
context of the Hodge ideals {Ir(X0)}r∈Z≥0 , which measure the difference between the pole-
order and Hodge filtrations along X0:
(4.5) FrOX(∗X0) = OX((r + 1)X0)⊗ Ir(X0),
where (OX(∗X0), F•) is thought of as the filtered D-module underlying the mixed Hodge
module j∗QX\X0 [n+1]. Call (X0, p) k-log-canonical if Ir(X0) loc= OX for r ≤ k, and write λf−1
for the maximal18 such k (≥ 0 ⇐⇒ (X0, p) is log-canonical). Write `f for the generation level
[Sai09] of OX(∗X0), i.e. the smallest integer ` for which FkDX · F`OX(∗X0) = Fk+`OX(∗X0)
for all k ≥ 0. Unlike αf , however, both λf and `f are integers, and `f can change under
µ-constant deformations.
The asymptotic behavior of periods provides a quantity more closely tethered to the
log-canonical threshold. Let γ(t) be a multivalued section of {Hn(Ft,Z)}t6=0, where Ft =
(f |U)−1(t) is the Milnor fiber (and F0 = X0∩U). Consider the collection of periods [Var81a]
(4.6) Pω,γ(t) :=
ˆ
γ(t)
ResFt
(
ω
f−t
)
=
1
t
∑
α∈Q>0
n∑
k=0
aω,γk,αt
α logk(t)
17Typically the ai (resp. bi) are called discrepancies (resp. ramification numbers). The computation here is
heuristic, with κ ∈ Q.
18If (X0, p) is not (0-)log-canonical, we set λf = 0.
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taken over all ω and γ, and define the period exponent
(4.7) βf := min{α | aω,γk,α 6= 0 for some ω, γ, k}.
Since the limt→0 of t1−κ
´
γ(t)
ResFt
(
ω
f−t
)
=
´
γ(t)
ResFt
(
ωf1−κ
f−t
)
is finite as long as pi∗
(
ω
fκ
)
has
log poles (i.e. κ ≤ αf ), and infinite if κ > βf by (4.6)-(4.7), we see at once that αf ≤ βf .
A connection between these invariants and the spectrum19 is already suggested by (4.6)-
(4.7): given aω,γk,βf 6= 0, we may assume (by applying T un − I to γ) that k = 0; and replacing
γ by a suitable flat section γˆ ∈ {Hn(Ft,C)}t6=0, that
´
γˆ(t)
ResFt(
ω
f−t) = t
βf−1h(t) with h
holomorphic and nonvanishing at 0. Let V∨f be the canonical extension of {Hn(Ft,C)}, with
fiber V ∨f at 0. Writing βf − 1 = c− λ with λ ∈ [0, 1) and c ∈ Z≥0, γ˜(t) := tλγˆ(t) is a section
of V∨f (not vanishing at t = 0). Pairing this with η := (∇∂t)c ResFt( ωf−t) ∈ Γ(∆,Fn−ce Vf )
yields
´
γ˜(t)
η = tλ( d
dt
)ctβf−1h(t) = c ·h(t)+O(t), so that Grn−cF Vf,λ 6= {0} and n− c+λ ∈ |σf |
=⇒ n+ 1− (n+ c+ λ) = βf ∈ |σf | =⇒ σminf ≤ βf .20
The following statement surveys what is known about the inter-relationships amongst all
these invariants:
Proposition 4.1. For isolated hypersurface singularities we have:
(i) σminf = βf .
(ii) σminf ≥ αf , with equality iff σminf ≤ 1.
(iii) Jf ∩ (0, 1] = |σf | ∩ (0, 1].
(iv) λf = bσminf c.
(v) (X0, p) slc ⇐⇒ log-canonical ⇐⇒ du Bois ⇐⇒ σminf ≥ 1.
(vi) (X0, p) log-terminal ⇐⇒ canonical ⇐⇒ rational ⇐⇒ σminf > 1.
(vii) `f ≤ bn − σminf c; in particular, `f ≤ n − 2 for (X0, p) rational and `f ≤ n − 1 in
general.
Proof. Let bf (s) denote the Bernstein–Sato polynomial of f [Ber71], normalized by the defin-
ing equation Pf s+1 = f sbf (s), and α˜f the smallest root of bˆf (s) :=
bf (−s)
1−s . Then by work
of M. Saito [Sai91b, (4.1.3)], σminf = α˜f ; combining this with βf = α˜f (Varchenko, [Var80])
gives (i), with αf = min{1, α˜f} (Kollár, [Kol97, Thm. 10.6]) gives (ii), and with bα˜fc = λf
(Saito, [Sai16, Cor. 2]; see also [Pop18, Cor. 9.9]) gives (iv). Since isolated hypersurface
singularities are normal and Gorenstein, [KM98, Cor. 5.24] yields (X0, p) rational =⇒
canonical =⇒ log-terminal =⇒ rational; while (iv), Prop. 1.6, and [KK10] give (X0, p)
du Bois =⇒ σminf ≥ 1 =⇒ λf ≥ 1 =⇒ log-canonical =⇒ slc =⇒ du Bois. To get the
last “⇐=” of (vi), one can for instance appeal to [Sai93, Thm. 0.4]. Finally, (iii) is [Var81a,
§4], and (vii) follows from [MP20a, Thm. A] (see also [Sai09] and [MP19, MOP20]). 
19Recall in particular from §2 that σminf denotes the smallest element of |σf |.
20The reverse inequality holds too, since (for σminf = c
′ − 1 + λ′) given η′ ∈ Γ(∆,Fn−c′e Vf ) and γ˜′ − tλ
′
γˆ′
with limt→0
´
γ˜(t)
η′ ∈ C∗, we can write η′ = Res( ω′(f−t)c+1 ) = (∇∂t)cRes( ω
′
f−t ). We also indicate where to find
a proof in the literature below.
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Returning to the scenario where X0 ⊂ X f→ ∆ (X smooth; f proper, smooth over ∆∗)
has a unique singular point (at p), here is one consequence of Prop. 4.1 which strengthens
the results above (Prop. 1.6 and Thm. 0.2) in the isolated hypersurface singularity case.
Corollary 4.2. (X0, p) is k-log-canonical ⇐⇒ σminf ≥ 1 + k, in which case
(4.8) GrpFH
n(X0) ∼= GrpFHnlim(Xt) for 0 ≤ p ≤ k
and
(4.9) GrpFWn−1H
n(X0) = {0} for 0 ≤ p ≤ k − 1.
For singularities with σminf > 1 + k, (4.9) also holds for p = k.
By analogy one might call the latter type “k-rational”, and wonder whether they have any
algebro-geometric characterization.
Proof. Referring to (1.1), (4.8) is obviously induced by sp; and the “ ⇐⇒ ” is just (iv). For
(4.9), suppose Hnlim(Xt)p,q 6= {0} for some p+q < n; this is contained in an N -string centered
about p+q = n, only the bottom of which can come fromHn(X0). So can(Hnlim(Xt)p+1,q+1) 6=
{0}, which forces p + 1 ≥ bσminf c hence p ≥ k. Moreover, for k + q < n, (4.8) =⇒
Hn(X0)
k,q ∼= Hnlim(Xt)k,q =⇒ T ss acts trivially on the N -strings ending on (Hnlim)k,q. So if
(Hnlim)
k,q 6= {0} then (Hnlim)k+1,q+1 contributes {k + 1} to |σf |. 
Remark 4.3. Combining Proposition 4.1 with the Sebastiani–Thom formula (see Section
6), one sees that easy examples of k-log-canonical singularities can be obtained by iterated
suspension of lower dimensional singularities (see §6.1 for precise statements). Here, we only
point out that almost all of the singularities that occur for GIT semistable cubic 4-folds
are either ADE singularities and or double suspensions of log canonical surface singularities.
From the discussion of §6.1 (or direct computations and Proposition 4.1), one sees that these
singularities are 1-log-canonical, which in turn recovers a significant part of [Laz10] (i.e. the
behavior of the period map for mildly singular cubic fourfolds).
We conclude this section with a discussion of the relationship between the singularities
of the central fiber of a 1-parameter degeneration and the monodromy of the family. The
Picard–Lefschetz monodromy (defined below) should be understood as a relaxing of the
natural notion of finite monodromy. This notion and the discussion below are inspired by
the study of degenerations of hyper-Kähler manifolds and Calabi–Yau varieties (e.g. see
[KLSV18], [Tos15], and [Wan03]). The point here is that in higher dimensions (e.g. already
for Calabi–Yau threefolds), the requirement of finite monodromy is too rigid, and should be
replaced by Picard–Lefschetz monodromy.
Definition 4.4. We shall say X f→ ∆ has Picard–Lefschetz monodromy if the following
equivalent conditions hold: (i) dimHnlim(Xt)0,n = dimH0,n(Xt); (ii) Gr
0
FWn−1H
n
lim(Xt) =
{0}; (iii) Hnlim(Xt) has no N -strings terminating on the “q-axis”.
Corollary 4.5. Assume (X0, p) is log-canonical. Then (X0, p) is canonical ⇐⇒ X f→ ∆
has Picard–Lefschetz monodromy and H1,nph (X0) = {0}.
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Proof. Use Prop. 4.1(vi) to replace the left-hand side by σminf > 1. This implies Picard–
Lefschetz monodromy by Cor. 4.2, and H1,nph = im{Hnvan → Hn+1(X0)}1,n = {0} since it
would otherwise contribute {1} to |σf | (in view of the trivial action of T ss).
For the converse, we are assuming σminf ≥ 1 and trying to show σminf > 1. If {1} ∈ |σf |,
then ((Hnvan)1,r)T
ss 6= {0} for some r, and is in the image of ((Hnlim)1,r)T ss unless r = n and
H1,nph 6= {0} (ruled out by assumption). But for ξ ∈ ((Hnlim)1,r)T
ss with can(ξ) 6= 0, Nξ is
nonzero in (Hnlim)0,r−1 (also ruled out by assumption). 
This, of course, begs the question as to when we have H1,nph = {0}. For X a family of
curves, this is just irreducibility of X0. For n > 1, we have the following:
Proposition 4.6. Let X → ∆ be a proper family of pg > 0 n-folds with smooth total space.
Suppose the singular fiber X0 has a single isolated log-canonical singularity p, which is not
contained in the base locus of |KX |. Then H1,nph = {0}.
Remark 4.7. (i) The hypothesis on |KX | holds for example if the Xt6=0 are K-trivial, or
if the Xt are complete intersections of CY or general type in PN .
(ii) The necessity of pg > 0 is demonstrated by taking X a family of cubic surfaces, with
(X0, p) of type E˜6.
(iii) Corollaries 4.2-4.5 have obvious extensions to finitely many singularities. Prop. 4.6
does not: for instance, if X is a family of K3 surfaces, with two E˜6 singularities on
X0. (In this case, X˜0 is an elliptic rules surface and the SSR has singular fiber of
Kulikov type II.)
Proof of Prop. 4.6. This proceeds in three steps. Let X˜0
pi→ X0 be a log-resolution with
exceptional divisor E = ∪iEi. We may assume n ≥ 2, so that E is connected (via Zariski’s
Main Lemma).
Step 1: Reduction from H1,nph = {0} to vanishing of Res :H0(KX˜0(E)) → H0(KE). We
may assume that pi arises as the restriction to X0 of a SSR Y → X with exceptional divisor
E . The specialization map sp : Hn+1(X0)1,n → Hn+1lim (Xt)1,n factors as
(4.10) Hn+1(X0)1,n
∼=→ H1,n(X˜0) ↪→ H1,n(X˜0)⊕H1,n(E˜)︸ ︷︷ ︸
Hn+1(Y0)1,n
→ H
1,n(X˜0)⊕ [H1,n(E˜)]
im(H0,n−1(E˜))︸ ︷︷ ︸
Hn+1lim (Xt)
1,n
by purity of Hn+1(X0) and the weight-monodromy spectral sequence for the SSD Y → ∆.
(Here [H1,n(E˜)] denotes the quotient by the image of H0,n−1(E (1)), with E (1) = qi<jEi ∩ Ej.)
So sp is injective provided H0,n−1(E˜) gy→ H1,n(X˜0), or conjugate-dually H0,n−1(X˜0) →
H0,n−1(E˜), is zero. Since the NCD E is du Bois, this translates to the vanishing of the re-
striction map Hn−1(OX˜0)→ Hn−1(OE), hence to injectivity of Hn−1(OE)→ Hn(OX˜0(−E)),
and Serre-dually to surjectivity of H0(KX˜0(E))→ H0(KE).
Step 2: Adjunction. We may also assume that pi is the restriction of a log-resolution
Y ′ β→ X of (X , X0) with exceptional divisor E ′. Then writing X˜0 = (β∗t) −
∑
i aiE ′i and
KY ′ = β∗KX +
∑
i biE ′i (with ai, bi ∈ N), we have KY ′ + X˜0 ≡ β∗KX +
∑
i(bi − ai)E ′i , with
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β∗KX an effective divisor with support not meeting X˜0∪E ′. Writing Ei = X˜0∩E ′i , adjunction
yields
(4.11) KX˜0(E) = (KY ′ + X˜0 + E ′)|X˜0 =
∑
i
(bi − ai + 1)Ei =:
∑
i
αiEi.
Clearly the αi ∈ Z, and since X˜0 is log-canonical, they are ≥ 0. Writing D :=
∑
i αiEi(≥ 0),
adjunction again gives KE ≡ OE(E ·D). So Res identifies with the restriction map
(4.12) H0(X˜0,O(D))→ H0(E,O(E ·D)).
Step 3: Hodge Index Theorem. Let S˜ ⊂ X˜0 be a general (n− 2)-fold hypersurface section;
clearly the surface S := pi(S˜) contains p, and we write Cj := S ∩ Ej. Consider an ample
divisor A on S, and note that A˜ := pi∗A has A˜2 = A2 > 0. For any effective divisor on S˜
of the form D =
∑
j γjCj (γj ≥ 0), we have D · A˜ = 0; so by the Hodge Index Theorem,
D ·D < 0 (unless all γj = 0). It follows that Ci ·D < 0 for some i (necessarily with γi 6= 0);
therefore any g ∈ H0(C,O(C ·D)) has g|Ci ≡ 0, hence actually belongs to H0(C,O(C ·D ′))
where D ′ = D − Ci. Continuing in this vein we find that g ∈ H0(C,OC) ∼= C.
If G ∈ H0(E,O(E ·D)), then applying this to g := G|C shows that G ∈ H0(E,OE) (since
S˜ was general). In other words, RHS(4.12) ⊆ H0(E,OE) is at most 1-dimensional (recall E
is connected), and (H0(X˜0,OX˜0) ⊆)H0(X˜0,OX˜0(D)) surjects onto it. 
5. Isolated hypersurface singularities: spectral combinatorics
In this section we explore two ways of generalizing the constructions of §2: a geometric
approach based on toric geometry which replaces Proposition 2.1; and an algebraic one,
related to the V -filtration on a Brieskorn lattice, which replaces Theorem 2.2. We shall
assume throughout that the singular fiber X0 of f : X → ∆ has a unique21 singularity at p,
which (by abuse of notation) locally identifies with a (i) convenient and (ii) nondegenerate
polynomial map f =
∑
m∈Zn+1≥0 amz
m : Cn+1 → C. That is, defining M(f) := {m ∈ Zn+1≥0 |
am 6= 0}, we require that:
(i) the Newton polytope ∆ of f , given by the convex hull of
⋃
m∈M(f)(m + R
n+1
≥0 ) ⊆ Rn+1≥0 ,
have no noncompact faces not contained in the coordinate hyperplanes;22 and
(ii) for each compact r-face σ of ∂∆, the compactification of {f = 0} in P∆ have smooth
(and reduced) intersection23 with the open torus-orbit (C∗)r in Pσ.
Notation. Writing ∆c := Rn+1≥0 \ ∆
an
and Γ := ∆ ∩ ∆c, let h : Rn+1≥0 → R≥0 be the function
defined by h(Γ) ≡ 1 and h(rx) = rh(x). If Γ = ∪Γi is the decomposition into common facets
of ∆ and ∆c, ∆i is the convex hull of {0} and Γi, and Ci the cone on {0} through Γi, then
h is linear on each Ci and ∆c = ∪i∆i. For each I = {i0, . . . , i`} we write ΓI = ∩i∈IΓi [resp.
∆I , CI ]; and set Γ[`] := q|I|=`+1ΓI [resp. ∆[`], etc.]. We shall have frequent use for counting
21The results that follow have, once again, obvious extensions to the case of multiple isolated singularities.
22This is an essentially vacuous constraint, since given an f which already defines an isolated singularity, we
may arrange (i) (without affecting the local analytic isomorphism class of f) by adding a Fermat polynomial∑
zMii with Mi  0.
23described by the facet polynomial (0 =)
∑
m∈σ∩Zn+1 amz
m.
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integer points Λ∗(σ) := |int(σ) ∩ Zn+1| in the interior of a polytope, and for refining these
counts by Λ∗λ(σ) := |int(σ) ∩ Zn+1 ∩ h−1(λ+ Z)|, where λ ∈ [0, 1) ∩Q.
Finally, for any face τ of Γ, we write ∆τ [resp. Cτ ] for the convex hull of {0} and τ [resp.
cone on {0} through τ ], dτ for the dimension of τ , kτ for the dimension of the minimal
coordinate plane containing τ , and
cτ := min{dσ − dτ | σ = ΓI for some I and σ ⊇ τ}.
5.1. Toric geometry approach. First assume that f is simple, i.e.
(iii) all cones on ∆ at vertices of ∆ are simplicial.
In this case we construct, after Steenbrink [Ste77b], a diagram
Y //
g 
X //

X
f

X˜oo
f˜
∆
(·)d
// ∆
in which X is the base-change (singular at p), while X˜ , Y , and irreducible components of
f˜−1(0) and g−1(0) are quasi-smooth with quasi-normal crossings.24
First, let X˜ be the “blowup” of X which locally replaces Cn+1 = PRn+1≥0 by P∆, and write
(f˜) = X˜0 +
∑
diDi. Here Di ∼= PΓi and lcm(di) =: d is the lowest common denominator
of h(Zn+1≥0 ). The quasi-SSD (Y , g) is obtained by normalizing the base-change of X˜ , or
(equivalently) by locally compactifying f(z) = td in P∆ˆ, where ∆ˆ ⊂ Rn+2≥0 denotes the convex
hull of {0} × ∆ and the ray θ := (d + R≥0) × {0}.25 The compact faces of ∆ˆ are (together
with integral lattices) isomorphic to the ∆i, and so the components Ei of (g) = X˜0 +
∑ Ei
are hypersurfaces in P∆i . An action of µd on Y is given by t 7→ ζdt, with quotient X˜ ;
equivalently, we can map Y  X˜ by using the natural projection (P∆ˆ \ Pθ)  P∆. Its
restrictions to P∆i  PΓi present each Ei as a cyclic di-cover of PΓi , branched along the
hypersurface Ei := X˜0 ∩ Ei ⊂ PΓi . Write as above EI := ∩i∈IEi and E [`] := q|I|=`+1EI (and
similarly for E).
Next, define a cohomological motive M•van (say, in Levine’s category Dbmot(SmC) [Lev98])
by
(5.1) Mivan :=
 ∐
k≥max{1,−i}
E[2k+i−1](−k)[−2k]
q
 ∐
k≥max{0,−i}
E [2k+i](−k)[−2k]

(q pt. , if i = −1) ,
24This simply means that the intersections are locally those of the coordinate hypersurfaces in the toric
variety of a simplicial cone.
25We are regarding (t, z1, . . . , zn+1) as local toric coordinates.
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with alternating sums of Gysin and restriction morphisms between them.26 Since the weight
monodromy spectral sequence holds for a quasi-SSD,27 the spectral sequence Ei,j1 := Hj(Mivan)
(with d1 induced by the above morphisms) converges at E2. This yields Ei,j2 ∼= GrWj H i+jvan , so
that M•van replaces the “tail” from §2. Since H i+jvan = {0} for i + j 6= n, the Hodge-Deligne
numbers satisfy
hp,qλ (H
n
van) = h
p,q
λ (E
n−p−q,p+q
2 ) =
n∑
i=−n
(−1)i−(n−p−q)hp,qλ (Ei,p+q1 )
which yields the formula
(5.2)
hp,qλ (H
n
van(Xt)) =
n∑
i=−n
(−1)n+p+q+i
{ ∑
k≥1,−i
hp−k,q−kλ (E
[i+2k−1]) +
∑
k≥0,−i
hp−k,q−kλ (E [i+2k])
}
(
+ (−1)n−1 if p = q = λ = 0 ) .
Here ha,b0 (E[`]) := ha,b(E[`]) and h
a,b
λ (E
[`]) := 0 for λ 6= 0, while ha,bλ (E [`]) is the e2pi
√−1λ-
eigenspace of t 7→ ζdt. Danilov [Dan79] supplemented (5.2) with combinatorial formulas for
the Hodge-Deligne numbers of the toric hypersurfaces EI ⊂ PΓI and EI ⊂ P∆I , which we
may write as
(5.3) ha,b(EI) =

0, a 6= b, n− |I| − b∑
τ⊆ΓI (−1)
dτ+b
(
dτ
a
)
, a = b < 1
2
(n− |I|)∑
τ⊆ΓI (−1)
dτ+b+1
(
dτ
a+1
)
, a = b > 1
2
(n− |I|)∑
τ⊆ΓI (−1)
b+1
{
(−1)dτ ( dτ
a+1
)
+∑
`≥0 (−1)`
(
dτ+1
a+`+1
)
Λ∗(`τ)
}
,
a = b = 1
2
(n− |I|)∑
τ⊆ΓI
∑
`≥0 (−1)b+`+1
(
dτ+1
a+`+1
)
Λ∗(`τ), a = n− |I| − b > b
(5.4) ha,b0 (EI) = ha,b(PΓI ) =
{
0, a 6= b∑
τ⊆ΓI (−1)
dτ+b
(
dτ
a
)
, a = b
and
(5.5) ha,bλ 6=0(EI) =
{
0 unless a+ b = n− |I|+ 1, in which case:∑
τ⊂ΓI
∑
`≥0 (−1)`+b
(
dτ+1
a+`+1
) {
Λ∗1−λ((`+ 1)∆τ )− Λ∗1−λ(`∆τ )
}
.
Before proceeding to some general consequences of (5.2)-(5.5), we illustrate their power when
n = 1.
26We shall have no need to specify signs, which can be extracted from [Ste77b]. Note that (5.1) is closely
related to the motivic Milnor fiber of Denef and Loeser [DL98].
27This is shown in [Ste77b]; alternatively, one may argue as in [KL19, §1.7.3].
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Example 5.1. After analytic change of coordinates via z1 = x+y4, z2 = y+x4, the Newton
polytope of f0 = z41z2 + z1z42 + z21z22 is
∆ ∆1
∆ 2
∆ 3 ∆ 4
Γ1
Γ2
Γ3
Γ4
so we get the same mixed spectrum by starting with
f = z81 + z
8
2 + z
4
1z2 + z1z
4
2 + z
2
1z
2
2 .
The formulas yield h1,10 (H1van) = h0,0(E[0])+h
0,0
0 (E [1])−h1,10 (E [0]) = 4+3−4 = 3, h1,11
2
(H1van) =
h0,01
2
(H1van) =
∑
|I|=2 Λ
∗
1
2
(∆I) = 1, and h0,1λ (H
1
van) = h
1,0
1−λ(H
1
van) = h
1,0
1−λ(E [0]) =
∑4
j=1 Λ
∗
λ(∆j)
(= 2 for λ = 2
3
, 5
6
, and 0 otherwise) producing a mixed spectrum
σ˜f = [(
1
2
, 0)]︸ ︷︷ ︸
V 0,0f
+ 2[(2
3
, 1)] + 2[(5
6
, 1)]︸ ︷︷ ︸
V 0,1f
+ 3[(1, 2)] + [(3
2
, 2)]︸ ︷︷ ︸
V 1,1f
+ 2[(7
6
, 1)] + 2[(4
3
, 1)]︸ ︷︷ ︸
V 1,0f
with contributions to the (p, q) pieces of Vf = H1van(Xt) as shown.
The first main result provides sufficient conditions for k-log-canonicity or k-rationality28
of isolated hypersurface singularities in terms of the Newton polytope:
Theorem 5.2. Let c ∈ Z>0. Under assumptions (i)-(iii), we have σminf ≥ c if
(5.6) Γ[n−2c+3] = ∅ and Λ∗((c− cτ )∆τ ) = 0 (∀τ ⊆ Γ);
and σminf > c if
(5.7) Γ[n−2c+1] = ∅ and Λ∗((c− cτ )∆τ ) = Λ∗((c− cτ )τ) = 0 (∀τ ⊆ Γ).
If c = 1, the first condition can be dropped in both (5.6) and (5.7), whereupon (5.6) says that
int(∆c) ∩ Zn+1>0 = ∅ and (5.7) that ∆c ∩ Zn+1>0 = ∅.
Proof. Rather than using (5.2), observe that hp,qλ (H
n
van) = 0 if
0 = hp,qλ (E
n−p−q,p+q
1 ) =
∑
k≥1,p+q−n
hp−k,q−kλ (E
[2k+n−p−q−1]) +
∑
k≥0,p+q−n
hp−k,q−kλ (E [2k+n−p−q]).
For σminf > c [resp. ≥ c], we want this to vanish for p ≥ n− c+ 1 [resp. p ≥ n− c+ b2−λc].
Equivalently, it suffices to require:
• ha,bλ 6=0(E [n−a−b]) = 0 for a+ b ≤ n and b ≤ c− 1;
• ha,b0 (E [n−a−b]) = 0 for a+ b ≤ n and b ≤ c− 1 [resp. c− 2]; and
28take c = k + 1 in Theorem 5.2
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• ha,b(E[n−a−b−1]) = 0 for a+ b ≤ n− 1 and b ≤ c− 1 [resp. c− 2].
The result then follows by a straightforward (but tedious) argument with (5.3)-(5.5). (For
c = 1: Γ[n+1] = ∅ in (5.6) is vacuous since dim(Γ[m]) = n −m; while in (5.7), Γ[n−1] = ∅ is
unnecessary to force ha,0(· · · ) = 0 as this follows once no ∆I or ΓI has an integer interior
point.) 
Now conditions (5.6)-(5.7) are quite strong; indeed, many well-known singularities arising
in moduli problems have σminf ≤ 1. In this case, one may expect Gr0FHnlim to be affected by
the degeneration. (We shall write in what follows ha,blim := h
a,b(Hnlim(Xt)).)
Recalling that h0,n(Xt6=0) =
∑n
j=0 h
0,j
lim, where h
0,j
lim = h
0,j
lim,0 + h
0,j
lim, 6=0 and h
0,j(X0) = h
0,j
lim,0
(0 ≤ j ≤ n), we have
(5.8)

h0,jlim, 6=0 ( = h
n−j,n
lim,6=0 ) = h
n−j,n
van,6=0 (0 ≤ j ≤ n)
h0,jlim,0 ( = h
n−j,n
lim,0 ) = h
n−j,n
van,0 (0 ≤ j < n− 1)
h0,n−1lim,0 ( = h
1,n
lim,0 ) = h
1,n
van,0 − h1,nph
since N -strings in Hnlim starting at (∗, n) survive to (0, n−∗). The next result concerns these
extremal N-strings :
Theorem 5.3. Assuming (i)-(iii), we have
(5.9)

hn−j,nvan,λ(6=0) =
∑
|I|=n−j+1 Λ
∗
λ(∆I) (0 ≤ j ≤ n)
hn−j,nvan,0 =
∑
|I|=n−j Λ
∗(ΓI) (1 ≤ j ≤ n− 1)
hn,nvan,0 =
∑
|I|=n Λ
∗(ΓI) +
∑
|I|=n+1 1.
If (iii) fails, these formulas still hold if we replace {ΓI}|I|=a [resp. {∆I}|I|=a] by the set of
(n + 1 − a)-dimensional faces γ ⊆ Γ intersecting Rn+1>0 [resp. the convex hulls of {0} and
these γ].
Proof. Apply (5.2)-(5.5) directly to hn−j,nλ (H
n
van) = h
n,n−j
{1−λ}(H
n
van) to obtain the result assum-
ing (iii). To drop (iii), apply instead a result of Stapledon [Sta17, Thm. 6.20] (again a
straightforward computation, which is omitted to avoid introducing heaps of notation). 
Remark 5.4. Theorem 5.3 includes results of Matsui and Takeuchi [MT14] in its j = 0 and
1 cases. Note that the formula for hn,nvan,0 is counting points in the intersection of Zn+1>0 with
the 1-stratum of Γ.
An interesting scenario here is when the Xt6=0 are Calabi–Yau n-folds, so that one h0,j0lim = 1
and the other {h0,jlim}j 6=j0 vanish:
Definition 5.5. We shall say in this case that the CY-degeneration has type n + 1 − j0
(sometimes expressed in Roman numerals).
This definition generalizes Kulikov’s notation (I), (II), (III) for the semistable reduction in
the K3 setting. Of course, (I) is equivalent to Picard–Lefschetz monodromy.
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Corollary 5.6. For a CY-degeneration with h1,nph = 0, smooth total space, and unique isolated
singularity (with Newton polytope ∆), ∆c∩Zn+1>0 is either empty or {1}, where 1 = (1, . . . , 1).
Accordingly, this degeneration is:29
• of type 1 if 1 ∈ int(∆);
• of type |I| if 1 ∈ int(∆I);
• of type |I|+ 1 if 1 ∈ int(ΓI) (for |I| ≤ n); and
• of type n+ 1 if 1 is a vertex of Γ.
Proof. If any point of Zn+1>0 meets ∆c, then 1 does (by convexity of int(∆)). Now apply
Theorem 5.3. 
The corollary is closely related to work of Watanabe [Wat86]. Note that by Theorem 5.2,
the CY degeneration is log-canonical if 1 ∈ ∆ and rational if 1 ∈ int(∆). In fact, the converse
statements are true, and much more generally we have:
Corollary 5.7. Under assumptions (i)-(ii), the singularity (X0, p) is (a) log-canonical iff
int(∆c) ∩ Zn+1>0 = ∅, and (b) rational iff ∆c ∩ Zn+1>0 = ∅.
Proof. (a): (X0, p) log-canonical ⇐⇒ σminf ≥ 1 ⇐⇒ h0,jvan = 0 (∀j) ⇐⇒ hn−j,nvan,λ = 0
(∀j,∀λ 6= 0) ⇐⇒
Thm. 5.3
int(∆I) ∩ Zn+1>0 = ∅ (∀I) ⇐⇒ int(∆c) ∩ Zn+1>0 = ∅.
(b): (X0, p) rational ⇐⇒ σminf > 1 ⇐⇒ int(∆c) ∩ Zn+1>0 = ∅ and 1 /∈ |σf |. But 1 /∈ |σf |
⇐⇒ h1,jvan,0 (∀j) ⇐⇒ hn−j+1,nvan,0 (∀j) ⇐⇒Thm. 5.3 Γ ∩ Z
n+1
>0 = ∅. 
5.2. Brieskorn lattice approach. Begin with the local system H := {Hn(Ft,Z)}t6=0 and
connection (H := H ⊗ O∆∗ ,∇) determined by the Milnor fiber.30 Writing e(·) = e2pi
√−1(·),
we decompose HC = ⊕λ∈[0,1)He(λ) according to eigenvalues of T ss. Regarding e as a map
H
e→ ∆∗ ↪→ ∆, define for each α ∈ Q a C-subspace Cα ⊂ (∗H)0 by the image of31
ψα : Γ(e
∗He(−α)) → (∗H)0
ν 7→ tα− N2pi√−1ν.
(5.10)
Since one clearly has
(5.11) (δt − α)ψαν = − N2pi√−1ψαν ,
Cα is the generalized eigenspace E˜α(δt).
Now (∗H)0 is too large: since we work in the analytic topology, it will include germs of
non-meromorphic sections. Writing O := O∆,0 = C{t} for the convergent power series ring
and K := C{t}[t−1] for its fraction field, we shall work inside the µf -dimensional K-vector
space M := ⊕λ∈[0,1)KCλ; this may also be viewed as a C[t, ∂t]-module, with t [resp. ∂t]
29with modifications as in Thm. 5.3 if (iii) does not hold.
30In what follows, we shall write ∂t [resp. δt] for ∇∂t [resp. ∇t∂t ]. (Note that on (∗H)0, δt computes
Res(∇).)
31The point is that eα log(t)−
log(t)
2pi
√−1Nν is T = T sseN -invariant hence decends to ∆∗.
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restricting to isomorphisms Cα
∼=→ Cα+1 [resp. Cα+1 ∼=→ Cα, if α 6= −1]. An O-submodule of
rank µf inM is called a lattice. The obvious examples are the terms of the V-filtration
Vβ := ⊕β≤α<β+1OCα ⊇ ⊕β<α≤β+1OCα =: V>β.
In particular, He := V>−1 is the canonical lattice. Its quotient by H˜e := V>0 = tHe = ∂−1t He
identifies naturally with Vf := Hnvan(Xt).
Two less obvious lattices are given by the images of
B := Ω
n+1
X ,p
dΩn−1X ,p ∧ df
ı
↪−→M
[Ω] 7−→
ˆ
(·)
Ω
df
∣∣∣∣
Xt
=
ˆ
(·)
ResXt
(
Ω
f − t
)(5.12)
and
B˜ := Ω
n
X ,p
Ωn−1X ,p ∧ df + dΩn−1X ,p
∼=
ΩnX/∆, p
dΩn−1X/∆, p
ı˜
↪−→M
[ω] 7−→
ˆ
(·)
ω|Xt .
(5.13)
(Here the integrals are to be interpreted as over {γt} ∈ {Hn(Ft,Z)}t6=0.) The inclusion
∧df : B˜ ↪→ B clearly satisfies ı([ω ∧ df ]) = ı˜(ω), so that
(5.14) Ωf :=
On+1
Jf
:=
OCn+1,0
(∂z1f, . . . , ∂zn+1f)
∼=→
∧dz
Ωn+1Cn+1,0
ΩnCn+1,0 ∧ df
∼= Ω
n+1
X ,p
ΩnX ,p ∧ df
∼= BB˜ ∧ df
∼= ı(B)
ı˜(B˜) .
Every Ω is a dω, and by the Cartan formula ı(dω) = ∂tı˜(ω), so that ı(B) = ∂tı˜(B˜). Since
limt→0
´
γt
ω|Xt = 0 on any vanishing cycle, ı˜(B˜) ⊂ V>0 and ı(B) ⊂ V>−1, and ∂t, ∂−1t actually
induce an isomorphism ı(B) ∼= ı˜(B˜). But unlike He, the Brieskorn lattice ı(B) is (in general)
not a sum of Cα’s (or even a sum of subspaces of Cα’s), so that we may have δtı(B) 6⊂ ı(B)
and tı(B) 6⊂ ı˜(B). Since multiplication by t on ı(B) and ı˜(B˜) corresponds to multiplication
by f on Ωf , the latter may therefore be nontrivial.
To relate Vf to Ωf , we cannot just consider the natural map ı(B)ı˜(B˜) → HeH˜e , which is almost
never an isomorphism and frequently zero. Instead, we introduce a filtration by sublattices
(5.15) FkHe := (∂n−kt ı(B)) ∩He
on He (and H˜e), with the aim of relating its graded pieces on Vf ∼= ⊕λ∈[0,1)Gr−λV He to
those of32 V• (pulled back to B, B˜ via ı, ı˜) on Ωf . Writing Bα := GrαVB
ı¯
↪→ GrαVHe [resp.
32Note that GrαV :=
Vα
V>α .
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B˜α := GrαVB˜] and α = p+ λ, we have isomorphisms 33
(5.16) FpGr−λV He
∼=←−
∂n−pt ◦ı¯
Bn−α
hence
(5.17) GrFpGr−λV He
∼=←−
∂n−pt ◦ı¯
Bn−α
B˜n−α ∧ df = Gr
n−α
V Ωf .
Writing Ω¯f := On+1/(∂z1f, . . . , ∂zn+1f, f), the basic theoretical results can then be summa-
rized as follows:
Theorem 5.8. (a) The Milnor and spectral numbers are given by µf = dimC(Ωf ) and
mα = dimC(Gr
n−α
V Ωf ).
(b) The primitive Milnor and primitive spectral numbers satisfy µ0f ≥ dimC(Ω¯f ) and
m0α ≥ dimC(Grn−αV Ω¯f ).
(c) [Var81b] The Jordan block structures of f · on34 GrVΩf and N on Vf agree.
Proof. By [SS85], the above-mentioned identification of He/H˜e with Vf maps F• from
(5.15) to the Hodge filtration F •. Since it also identifies Gr−λV He with Vf,λ, and mp+λ =
dim(GrpFVf,λ), (a) follows. Assuming (c), we have (b) since we defined µ
0
f := dim(coker{N :
Vf → Vf (−1)}). Finally, for (c), let Ω ∈ Bn−p−λ and η := ∂n−pt ı¯(Ω) ∈ FpGr−λV ; then
fΩ ∈ Bn−α+1 and
∂n−p+1t ı(fΩ) = ∂
n−p+1
t tı(Ω)
= [(n− p+ 1) + δt]∂n−pt ı(Ω)
= [(n− (p+ λ) + 1)− N
2pi
√−1 ]η ∈ Fp−1Gr−λV He
by (5.11). Hence
(5.18) GrpFVf,λ
−N
2pi
√−1

Grn−p−λV Ωf
f ·

∂n−pt ◦ı
∼=oo
Grp−1F Vf,λ Gr
n−p−λ+1
V Ωf
∼=
∂n−p+1t ◦ı
oo
commutes. 
Remark 5.9. (a) In light of the Theorem, (5.16) expresses the Hodge flag F • on each
Vf,λ (hence on all of Vf ) in terms of (ı(B),Gr•V). As mentioned in previous sections,
(ı(B),V•) contains strictly more information. See [Kul98, §III.3], [Her95, §§4-6], and
[Sai91b, §3] for examples.
33Warning: Cα is a subspace of He. We write GrαVHe etc. to emphasize that ı¯(Bα) is the projection to GrαV
of ı(B) ∩ Vα; under the identification Cα →∼= Gr
α
V , this is not the same as ı(B) ∩Cα (which may be a proper
subspace of ı¯(Bα)).
34By this we mean the map GrVΩf → GrV[1]Ωf of associated gradeds induced by multiplication by f – that
is, the direct sum (over α ∈ Q) of maps GrαV → Grα+1V .
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(b) We really do need to use C{z} (or C[z](z)) in defining Ωf . In contrast to the quasi-
homogeneous case, the affine hypersurfaces Zt := {f(z) = t} ⊂ Cn+1 need not be
homeomorphic to the Milnor fibers Ft they contain. In particular, the (compatible)
homomorphisms Rf := C[z]({∂zif}) → Ωf and H
n(Zt) → Hn(Ft) need not be isomor-
phisms. Already for SQH deformations of QH singularities (e.g. E12, N16) we find
that dimCRf 6= dimC Ωf = µf .
(c) We must be equally careful with the meaning of f · on GrVΩf . Its rank can easily
be strictly smaller than that of f · on Ωf , which is the reason for the inequalities in
Thm. 5.8(b). In particular, in a µ-constant deformation of the singularity (which
we recall preserves the mixed spectrum), the Tjurina number τf := dimC(Ω¯f ) need
not remain constant; indeed, this is precisely what happens in SQH deformations
of QH singularities. For example, if fs := z2 + x5 + y5 + sx3y3 (|s| small) is the
SQH-deformation of an N16 singularity, then fs· is zero on GrVΩfs for all s, but has
rank 1 on Ωfs for s 6= 0 (with the result that τfs is 16 for s = 0 and 15 for s 6= 0).35
Given g =
∑
m∈Zn+1≥0 amz
m ∈ C{z}, write νf (g) := min{h(m) | am 6= 0}. Using the identifi-
cation
B ∼=
Ωn+1Cn+1,0
dΩnCn+1,0 ∧ df
∼=←−
·dz
O
({∂ziG∂zjf − ∂zjG∂zif})
we define the Newton filtration on B (hence on Ωf ) by
N αB := {[g dz] | νf (z1 · · · zn+1g)− 1 ≥ α} ;
replacing the ≥ by > gives N>αB.
Now we define several types of “Poincaré polynomial”:
• for any rational filtrationM• on Ωf ,
PM•(u) :=
∑
α∈Q
dim(GrαMΩf )u
α ;
• for any face τ of Γ,
PCτ (u) :=
∑
α∈Q
∣∣h−1(α) ∩ Cτ ∩ Zn+1≥0 ∣∣uα ; and
• writing σf =
∑
α∈Qmα[α],
Pσf (u) :=
∑
α∈Q
mαu
α.
By a result of Saito [Sai88], N • = V• on B. It follows from Theorem 5.8 and Prop. 1.3(ii)
that
Pσf (u) = u
n+1Pσf (u
−1) = uPV•(u) = uPN •(u).
Combining this with Steenbrink’s calculation of PN • [Ste77b] yields
35The tricky point here is that, for s 6= 0, the nontrivial bit of fs· maps from Gr
−1
10
V to Gr
11
10
V (rather than to
Gr
9
10
V , which is all “the map induced on GrVΩfs” is allowed to detect).
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Theorem 5.10. Assuming (i)-(ii), we have:
Pσf (u) = (−1)n+1 +
∑
τ⊂Γ
(−1)n−dτ (1− u)kσPCτ (u).
Assuming in addition that
(iii′) cones Cτ on faces of Γ are regular simplicial,
then writing v(0), . . . , v(dτ ) for generators of the monoid Cτ ∩ Zn+1≥0 , each
PCτ (u) =
dτ∏
i=0
(1− uh(v(i)))−1.
Notice that neither (iii) nor (iii′) implies the other; so the approaches here and in §5.1 cover
different territory.
Example 5.11. For n ≥ 2 and ∑n+1i=1 1ri < 1, the singularity type
Tr : f =
n+1∏
i=1
zi +
n+1∑
i=1
zrii
generates nodes36 (n = 1) and Tp,q,r singularities (n = 2); it satisfies (i), (ii), and (iii′), but
not (iii).37 Enumerate the n + 1 simplices of Γ so that Γi does not meet the xi-axis, and
write γi for its intersection with xi = 0:
1
(0,r  ,0)
2
3
γ
γ 3
1
γ 2
(0,0,r   )
(r  ,0,0)
3
Γ1
Γ2
Γ
We have kΓI = n + 1, kγI = n − |I| + 1 = dΓI , and dγI = n − |I|, so that writing38
Gr := Fr + 1 :=
∑r−1
i=0 u
i
r , FJˆ :=
∏
j /∈J Frj , Hk := (−1)k + (u − 1)k−1, and Pk :=
∑k−1
i=1 u
i,
36Unlike
∏n+1
i=1 zi for n > 1, z1z2 already defines an isolated singularity, so is analytically equivalent to
z1z2 + z
r1
1 + z
r2
2 (if r
−1
1 + r
−1
2 < 1).
37For instance, the cone on ∆ at (r1, 0, 0) in the picture below is not simplicial.
38If J = {1, . . . , n+ 1} then FJˆ := 1.
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Theorem 5.10 yields
Pσf (u) =
n+1∑
k=1
∑
|I|=k
{(−1)k−1(1− u)n + (−1)n−k+1(1− u)n−k+1}∏
j /∈I(1− u
1
ri )
=
n+1∑
k=2
Hk
∑
|I|=k
∏
j /∈I
Grj =
n+1∑
k=2
Hk
∑
|J |≥k
(|J |
k
)
FJˆ
=
∑
2≤|J |≤n+1
P|J |FJˆ .
Now suppose the {ri} are pairwise coprime; then we can determine σ˜f (equiv., the form
of the MHS on Vf ) as follows. One easily shows that no two exponents occurring in the
{FJˆ} differ by an integer. Hence the rank µ0f of the primitive vanishing cohomology Pf (i.e.
coker(N)) is bounded below by c :=
∑n+1
`=2
∑
|J |=`
∏
j /∈J(rj − 1), with equality if and only if
(5.19) Vf ⊗ R ∼= Wn−1(−1)⊕
n⊕
`=2
Pn−` ⊗W`−2(−1)
(Wk = ⊕kj=0R(−j) the N -string of length k, and Pk of weight and level k). On the other
hand, (f, {∂zif}i) contains {zrii }i,
∏n+1
i=1 zi, and {
∏
j 6=i zj}i, so that µ0f ≤ c, yielding (5.19).
Remark 5.12. The computer algebra system SINGULAR may be used to calculate mixed
spectra of individual polynomials defining isolated singularities. The “sppairs” procedure
implements an algorithm of Schulze [Sch02] computing the action of t on Ωf . One should be
aware of the different normalization when using this system: an “sppairs” output of (αˆ, wˆ)
(i.e., the Steenbrink spectrum) means ((α,w) =) (n− αˆ, wˆ + 〈αˆ〉) in our notation.
6. Sebastiani–Thom formula
The purpose of this section is to review the so-called Sebastiani–Thom formulas from
the perspective of our paper. Namely, once one understands the vanishing cohomology and
spectrum of lower dimensional hypersurface singularities V (f) (say by using §2 and §5),
one can produce interesting new higher dimensional singularities by considering the “join”
V (f(x) + g(y)) where f and g are in distinct sets of variables. The topology of the resulting
hypersurface was first studied by Sebastiani–Thom [ST71]. This was then enhanced at the
level of MHS and spectrum by Scherk–Steenbrink [SS85]. In the interest of completeness
and coherence, we give a brief proof of the Sebastiani–Thom (ST) formula, and correct in
passing some inaccuracies in [SS85] (see Remark 6.2 below). Returning to the theme of our
paper, we then note that ST formula can be used to produce examples of k-log canonical
singularities via double-suspensions (cf. §6.1 below).
As in §5, we shall take f : Cm+1 → C and g : Cn+1 → C to be polynomials with iso-
lated singularities at 0. Let Vf := {H˜m(Ff,s,Z)}s 6=0 and Vg := {H˜n(Fg,t,Z)}t6=0 be the
corresponding local systems on ∆∗, and σ˜f , σ˜g ∈ Z[Q × Z] be the mixed spectra. We are
interested in the mixed spectrum of the join f ⊕ g : Cm+n+2 → C2 of f and g, given by
(f ⊕ g)(z0, . . . , zm+n+1) := f(z0, . . . , zm) + g(zm+1, . . . , zm+n+1).
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Define a binary operation on Z[Q× Z] by bilinear extension of
(6.1) (α,w) ∗ (β, ω) := (α + β, w + ω + 〈α | β〉) ,
where
(6.2) 〈α | β〉 := 1 + 〈α + β〉 − 〈α〉 − 〈β〉 =
 0 α or β ∈ Z1 α, β, α + β /∈ Z2 α, β /∈ Z, α + β ∈ Z.
The main result of this section will be the
Theorem 6.1 (ST formula). σ˜f⊕g = σ˜f ∗ σ˜g.
Remark 6.2. A similar result of Scherk and Steenbrink (cf. [SS85, Thm. 8.11] or [Kul98,
Thm. 8.7.8]) is incorrect in the case when α ∈ Z and β /∈ Z or vice versa (where they would
have 〈α | β〉 = 1). On the other hand, the more general result of Steenbrink and Nemethi
[NS95, Thm. 11.2] specializes to the correct statement in this situation.
In the original (topological) version due to Sebastiani and Thom [ST71], the Theorem
simply says that
(6.3) Hn+m+1(Ff⊕g) ∼= H˜m(Ff )⊗ H˜n(Fg) ,
with monodromy given by Tf⊗Tg. Indeed, Ff⊕g, piD−→ D is the restriction of fg : Cm+n+2 →
C2 to a disk D ⊂ {s+ t = } ⊂ C2 intersecting the axes in p1, p2. Writing j··· : D\··· ↪→ D and
Vf,g := Vf ⊗ Vg|D\{p1,p2} , since H˜m(Ff,s) [resp. H˜n(Fg,t)] actually vanishes at s = 0 [resp.
t = 0], we have
(6.4) RpiD∗ Z ' p1,p2! Vf,g[−n−m]⊕ p1! Vf [−m]⊕ p2! Vg[−n]⊕ Z.
Applying Hn+m+1(D,—) to (6.4) gives Hn+m+1(Ff⊕g,,Z) ∼= H1(D, p1,p2! Vf,g), which is iso-
morphic to a fiber v of Vf,g by Mayer-Vietoris.
Owing to the lack of a canonical MHS on H1(D,Vf,g), in order to recover σ˜f⊕g we must
both (a) replace D by the exceptional divisor D¯ ∼= P1 of the blow-up ρ : C˜2  C2 at 0, and
(b) promote the local system Vf,g to a mixed Hodge module 0,∞! Rj
1
∗V on D¯. Its underlying
variation of MHS V over D = P1\{0,1,∞} has fibers isomorphic to V = Vf ⊗ Vg; see the proof
below. Although it may look more opaque, the heuristic idea of how a weight-graded piece
U = GrWw+ωV contributes to weights of Vf⊕g ∼= H1(D¯, 0,∞! Rj1∗V) ∼= H1(P1 \{1}, {0,∞};V) is
uncomplicated. The monodromies about 0 and∞ are given by the (finite-order) semisimple
parts T0 = T ssg and T∞ = T ssf . These produce a filtration
(6.5) UT0 + UT∞ ⊂ (T1 − I)U + UT0 + UT∞ ⊂ U
whose graded pieces contribute to GrWw+ω, Gr
W
w+ω+1, resp. Gr
W
w+ω+2 of Vf⊕g. The reader will
readily observe that the Gr0,1,2 of (6.5) match the three cases of (6.2).
Proof of Theorem 6.1. The following notion of mixed (quasi-)nilpotent orbit will be used in
what follows. Let (H,F •,W•, T1, T2) be a MHS with two automorphisms. Then we define
a VMHS Hnilp on ∆∗s × ∆∗t (with local system monodromies Ti) by F •s,t := T−`(s)1 T−`(t)2 F •
together with the same W•. Conversely, given an admissible VMHSH on ∆∗×∆∗, we write
Hlim = ψsψtH ; note that (Hnilp)lim ∼= H.
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Step 1: Reduction to the mixed nilpotent orbit of Vf ⊗Vg. Let pif : Xf → ∆s and pig : Xg →
∆t be projective fibrations with unique singularity at pf resp. pg, locally analytically iso-
morphic to f resp. g. By [Sch80] we may assume the canonical maps Hmlim(Xf,s) → Vf and
Hnlim(Xg,t)→ Vg are surjective. Write p = (pf , pg) ↪→
ıp
X = Xf ×Xg, pi = pif  pig : X → ∆2s,t,
ε = s+ t : ∆2s,t → ∆z, and H := Rpi∗QX [n+m+ 2]. We aim to compute
(6.6) Vf⊕g := ı∗p
pφε◦piQX [m+ n+ 2] ∼= ı∗0pφs+tH .
By an argument of M. Saito,39 we may replace H = ⊕H i[−i + m + n + 2] by its Verdier
specialization Hˆ at 0. Here this takes the form Hˆ = ⊕∗(H ilim)nilp[−i+ n+m+ 2], where
 : (∆∗)2 ↪→ ∆2. Using T1 = Tf⊗I and T2 = I⊗Tg, define Vˆ := !(Vf⊗Vg)nilp[2]. The tensor
product of canonical maps from H m+nlim ∼= Hmlim(Xf,s)⊗Hnlim(Xg,t) to Vf ⊗ Vg now extends to
a surjective morphism Hˆ
θ Vˆ , under which we claim that
(6.7) Vf⊕g ∼= ı∗0pφs+tHˆ ∼=→ ı
∗
0
pφs+tVˆ .
Indeed, ker(θ) = ker(T1 − I) + ker(T2 − I) is spanned by sub-MHMs constant in s or t; by a
change of coordinates we view them as constant in s+ t. Therefore applying pφs+t gives 0.
Step 2: Reduction to H1 of a MHM on P1. Now as a perverse sheaf, Vˆ ∼= !(Vf  Vg)[2].
In particular, it has trivial stalk at 0, and so its pullback V˜ := ρ∗Vˆ under the blow-up
satisfies Rρ∗V˜ ∼= Vˆ and ı∗¯DV˜ = 0. Writing u := ρ∗(s + t), and C1 [resp. C0, C∞] for the
proper transform of s + t = 0 [resp. t = 0, s = 0], we have (u) = D¯ + C1. Hence pφuV˜ has
support in D¯ ∪ C1 (but is in fact 0 off D¯), and
(6.8) Vf⊕g ∼= ı∗0Rρ∗pφuV˜ ∼= RΓD¯ı∗¯DpφuV˜ ∼= RΓD¯ı∗¯DpψuV˜
with the last isomorphism because ı∗¯
D
V˜ = 0.
Let w be a coordinate on D¯ ∼= P1 with w|D¯∩Cα = α, and write (by abuse of nota-
tion) S : D¯\S∪S′ ↪→ D¯\S′ for any S, S ′ ⊂ D¯ finite. By [Sai91a, Lemma 4.7], ı∗¯
D
pψuV˜ ∼=
R1∗ı
∗¯
D\{1}
pψuV˜ ; and evidently ı∗¯D\{1}
pψuV˜ ∼= 0,∞! ı∗DpψuV˜ , where V := (ı∗DpψuV˜ )[−1] is a
VMHS with fiber Vf ⊗ Vg and monodromies I ⊗ Tg, T−1f ⊗ T−1g , Tf ⊗ I about w = 0, 1,∞
respectively. Conclude that
(6.9) Vf⊕g ∼= RΓD¯0,∞! R1∗V[1] ∼= H1(D¯, 0,∞! R1∗V).
Step 3: Calculation of the (p, q)-types. For this purpose we may replace V in (6.9) by
GrWV, and thus Tf , Tg by T ssf , T ssg . This yields a decomposition into rank-1 subobjects
(6.10) GrWVC ∼= ⊕(χαw ⊗ χβω︸ ︷︷ ︸
χα,βw,ω
)⊕mα,wmβ,ω
with Hodge type (p0, q0) = (bαc+ bβc, w + ω − (bαc+ bβc)) and monodromies e(β), e(−α−
β), e(α) about 0, 1,∞.
39cf. the first paragraph of p. 713 of [Sai91a]
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Write λα = {α}, λβ = {β} ∈ [0, 1), and Σ = {0, 1,∞}. We must compute the (p, q)-types
of the H1(D¯, 0,∞! R
1
∗χ
α,β
w,ω), or equivalently the “supplement” (p−p0, q−q0) given by the type
of
(6.11) Vλα,λβ := H
1(D¯, 0,∞! R
1
∗χ
λα,λβ
0,0 )
∼= H1(D¯,Ω•〈Σ〉 ⊗ L).
Here (L,∇) is the extension of the line bundle underlying χλα,λβ0,0 to D¯ in such a way that
the eigenvalues of Res(∇) are in [0, 1) at w = 1 and (0, 1] at w = 0,∞, while being ≡
−λα, λα + λβ,−λβ mod Z at 0, 1,∞. Heuristically we may write this as40 L ∼= OD¯(−(1 −
λβ)[0] − {λα + λβ}[1] − (1 − λα)[∞]); since {λα + λβ} = λα + λβ −  with  = 0 or 1, we
obtain41 L ∼= OD¯(− 2) = OD¯(−2) resp. OD¯(−1). Accordingly, (6.11) becomes
(6.12)
 (i) H
1(OD¯(L)) ∼= H1 (OD¯(−(1− λβ)[0]− (λα + λβ)[1]− (1− λα)[∞]))
resp.
(ii) H0(Ω1
D¯
〈Σ〉(L)) ∼= H0 (Ω1D¯(λβ[0] + (1− λα − λβ)[1] + λα[∞])) .
In case (i), we have λα+λβ < 1, and the space has Hodge type (0, 1) unless λα or λβ = 0, in
which case the type is (0, 0) (because (i) will then be the image of H0(Op) for p = 0 or ∞).
In case (ii), we have λα + λβ ≥ 1, and λα, λβ > 0. If λα + λβ = 1 then (ii) is isomorphic to
H0(O{1})(−1) by a residue map, and the type is (1, 1); otherwise, it is (1, 0). This matches
up with the rules (6.1)-(6.2) and completes the proof. 
6.1. Application to k-log-canonical singularities. Turning to a few simple applications,
let f : Cm+1 → C be as above, with σ˜f =
∑
α,wmα,w[(α,w)], and take n = 0 and g(z) := z
r.
Writing Σf := f ⊕ z2 [resp. Σ
(r)
f := f ⊕ zr] for the [generalized ] suspension of f , and noting
that σ˜zr =
∑r−1
i=1 [(
i
r
, 0)], Theorem 6.1 gives
(6.13) σ˜Σ
(r)
f =
∑
α,w
r−1∑
i=1
mα,w[(α +
i
r
, w + 〈α | i
r
〉)]
where
〈α | i
r
〉 =
 0 α ∈ Z2 α ∈ Z− ir
1 otherwise.
In particular, this yields σminΣ
(r)
f = σ
min
f +
1
r
, so that (for isolated hypersurface singularities)
we have:
• Σ
(r)
(any r) sends log-canonical singularities to rational ones;
• any double suspension Σ2f gives a rational singularity; and
• Σ2 := Σ ◦ Σ sends k-log-canonical singularities to (k + 1)-log-canonical ones.
There are also easy implications for cyclic base-change, related to some of the discussion in
§§7-9 of Part I. If f : X → ∆ has an isolated singularity at a smooth point p of X , and X is
its base-change by t 7→ tr, then:
40as a D-module, i.e. keeping track of the (fractional) residues of ∇
41as a line bundle
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• if (X0, p) is not log-canonical, then (X, p) is rational [resp. log-canonical] if and only
if r is less than [or equal to] 1
1−σminf
; while
• if (X0, p) is (k-)log-canonical, then (X, p) is (k-)rational (cf. Cor. 4.2) for any r.
Finally, for double suspensions, there is the very simplest consequence of all: since σ˜x2+y2 =
[(1, 2)], Theorem 6.1 yields
σ˜Σ2f =
∑
α,w
mα,w[(α + 1, w + 2)],
which is to say that
(6.14) VΣ2f ∼= Vf (−1)
as MHS.
Example 6.3. Together with Example 5.1, this gives for F = z41z2 + z1z42 + z21z22 + z23 + z24
that
σ˜f = [(
3
2
, 2)]︸ ︷︷ ︸
V 1,1f
+ 2[(5
3
, 3)] + 2[(11
6
, 3)]︸ ︷︷ ︸
V 1,2f
+ 3[(2, 4)] + [(5
2
, 4)]︸ ︷︷ ︸
V 2,2f
+ 2[(13
6
, 3)] + 2[(7
3
, 3)]︸ ︷︷ ︸
V 2,1f
,
which justifies the assertion in Example I.9.10.
Remark 6.4. In the event that |σf |∩ 12Z = ∅, the vanishing cohomology VΣf of the suspension
may be regarded as a half-twist of Vf in the sense of van Geemen [vG01]. (This is consistent
with the full Tate-twist in (6.14).) Without loss of generality we may assume that all
α ∈ |σf | have denominator r when written in lowest form; then Vf is (via the action of
T ss) a Q(ζ`)-vector space. On each Vf, k
`
in the decomposition Vf,C = ⊕λ∈(0,1)Vf,λ, Q(ζ`)
acts through one of its complex embeddings, and we choose the CM-type Φ on Q(ζ`) that
makes Vf,Φ = ⊕λ∈( 1
2
,1)Vf,λ and Vf,Φ¯ = ⊕λ∈(0, 1
2
)Vf,λ. The corresponding half-twist is defined
by (Vf )p,qΦ,− 1
2
= V p−1,qf,Φ ⊕ V p,q−1f,Φ¯ , and one readily checks that VΣf ∼= (Vf )Φ,− 12 .
7. Non-isolated singularities
We conclude this paper by revisiting a formula for the spectrum of a non-isolated hy-
persurface singularity p conjectured by Steenbrink [Ste89], then proved by Siersma [Sie90]
modulo Z and by M. Saito [Sai91a] in full. This “SSS formula”, which concerns the case where
dim(sing(X0)) = 1, allows us to compute the mixed Hodge module pφfQX [n+ 1] supported
on sing(X0), hence the MHS’s and T ss-actions on the H∗van(Xt) appearing in
(7.1) → Hk(X0) sp→ Hklim(Xt)→ Hkvan(Xt)→ Hk+1(X0)
sp→ Hk+1lim (Xt)→
and (by Thm. 0.3(ii)) potentially nonzero for k = n− 1, n, n+ 1. (As always, n denotes the
fiber dimension dim(Xt).) We carry out this computation, in particular, for all the semi-log-
canonical hypersurface singularities in dimension n = 2 (classified in [LR12]) as well as the
class Jk,∞ of non-slc singularities appearing for example in the study of compactified moduli
spaces of K3’s [LO18]. To set the stage for these more specialized results, we begin with a
few general ones with no constraint on dim(sing(X0)).
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7.1. Remarks on rational, du Bois, normal-crossing, and k-lc singularities. Let
f : X → ∆ be a projective family with smooth total space of dimension n + 1 and reduced
singular fiber; that is, (f) = X0. Write T = T ssT un = T sseN for the monodromy about
{0}, and (−)T ss = (−)u resp. (−)n for unipotent resp. non-unipotent parts. Since the non-
unipotent parts of Hklim(Xt) and Hkvan(Xt) are isomorphic, the latter consists of N -strings
centered about p + q = k. Moreover, by C-S Hk(X0) surjects onto the N -invariants in
the unipotent part Hklim(Xt)u; and so the unipotent part of Hkvan(Xt) consists of N -strings
centered about p + q = k + 1. (As a MHS, Hkvan(Xt) is also symmetric under exchange
of p and q.) Combining the vanishing cycle sequence (7.1) and its T ss-invariants with the
isomorphisms under sp in Theorem 0.2(i,iii) (as well as the above symmetries) yields at once
the following “global” analogue of Proposition 1.6:
Theorem 7.1. If X0 has du Bois [resp. rational ] singularities, then (Hkvan(Xt)u)p,q van-
ishes for (p, q) outside the range [max{1, k − n + 1},min{k, n}]×2 [resp. [max{2, k − n +
2},min{k−1, n−1}]×2] while (Hkvan(Xt)n)p,q vanishes for (p, q) outside the range [max{1, k−
n+1},min{k−1, n−1}]×2. In particular, the level Hkph(X0) is no more than min{k−2, 2n−k}
[resp. min{k − 4, 2n− k − 2}].
n
du Bois: rational:
1
k−1
k
k−1
2
1
k−1 k1 1 2 k−1
u
un
Proof. More precisely, the above argument only gives the result when X and f admit alge-
braic extensions, and when k ≤ n. The full statement follows immediately from [KLS19,
(2.4.5) and (2.5.9)]. 
Remark 7.2. (i) Note that in the rational case, the space H1,kph (X0) considered in §4 is outside
the “u” range hence vanishes.
(ii) The result actually holds (by the proof of [KLS19, Thm. 3]) as long as X is an
intersection homology manifold, i.e. IC•X = QX [n+ 1].
Though a normal-crossing variety has du Bois singularities, the term “du Bois special fiber”
is typically used in the context where X0 = (f), since this is when it implies “cohomological
insignificance” of the degeneration (in the sense that Gr0FHk(X0) ∼= Gr0FHklim(Xt)). Suppose
instead that X0 = ∪Yi ⊂ X is a NCD with X and {Yi} smooth, and ordYi(f) = ai ∈ N
( =⇒ sing(X0) = ∪ai>1Yi in Thm. 0.3). Calculating ψfQX yields a short proof of the
well-known
Proposition 7.3 (Clemens [Cle77]). The order of T ss on H∗lim (or H∗van) divides lcm{ai}.
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Proof. Let z1, . . . , zn+1 be holomorphic coordinates on an open ball U ⊂ X about p ∈ X0,
so that (renumbering the Vi = U ∩ Yi) f := f |U = za11 · · · zarr . The Milnor fiber Ff,p at
p has Np := gcd{a1, . . . , ar} connected components, which are cyclically permuted by T .
Indeed, writing U f→ ∆ as a composition U ρ→ V g→ ∆ where g(x1, . . . , xn+1) = x1 · · ·xk and
ρ(z1, . . . , zn+1) = (z
a1
1 , . . . , z
ar
r , zr+1, . . . , zn+1), finiteness of ρ gives ı∗pψfQU = ı∗0ψgρ∗QU =
⊕Np−1j=0 ı∗0ψgQV (with T ss permuting factors) hence Hk(Ff,p) ⊗ C = ⊕Np−1`=0 Hk(Fg,0) ⊗ Cζ`Np
(with T ss multiplying Cχ by χ). Since H∗lim = H∗(X0, ψfQX ) and each Np | lcm{ai}, we are
done. 
Remark 7.4. To see what the Hk(Fg,0) = Hk−n(ı∗0pψgQV [n+ 1]) look like for the semistable
degeneration g : V → ∆ above, let V˜ β→ V be the blow-up along x1 = · · · = xr = 0 and
D := β−1(0) ∼= Pn−r. Writing ((C∗)n−r ∼=)D∗ ↪→ D for the complement of the proper
transform of ∪ri=1{xi = 0}, we have42
ı∗0
pψgQV [n+ 1] = ı∗0pψugQV [n+ 1] ∼= ı∗0pψugRβ∗QV˜ [n+ 1]
∼= ı∗0Rβ∗pψug◦βQV˜ [n+ 1] ∼= RΓDı∗Dpψug◦βQV˜ [n+ 1]
∼= RΓDR∗∗ı∗Dpψug◦βQV˜ [n+ 1] ∼= RΓD∗QD∗ [n]
where we used [Sai91a, (4.7)] for the penultimate isomorphism. Consequently
(7.2) Hk(Fx1···xr,0) ∼= Hk((C∗)n−r) ∼= Q(−k)⊕(
n−r
k )
as MHS’s. If our original f : X → ∆ was semistable (locally U = V ; all ai = 1), one deduces
that pψfQX [n + 1] is a cosimplicial complex with term I [r]∗ QX[r]0 ⊗ H
∗(Pr) in degree r − n,
where I [r] : X [r]0 (= q|I|=r+1YI) −→ X0 denotes the normalization of the (n− r)-dimensional
stratum of X0. Replacing H∗(Pr) by H˜∗(Pr) yields pφfQX [n+ 1], as claimed in the proof of
Theorem I.6.4.
Remark 7.5. Suppose Y g→ ∆ and X f→ ∆ are normal-crossing degenerations, with the first
obtained from the second via base-change (by ρ : t 7→ t`) and birational modifications over 0.
The torsion exponents `j ∈ N associated to this scenario are defined by the exact sequence
(7.3) 0→ ρ∗Rkf∗Ω•X/∆(logX0)→ Rkg∗Ω•Y/∆(log Y0)→ ⊕jO/t`jO → 0.
In this remark we explain how these relate to V-filtrations and (in some cases) spectra.
Writing H := Rkf×∗ CX\X0 [resp. H˜ := Rkg×∗ CY\Y0 = ρ∗H] for the local systems over ∆∗,
we may define lattices Vβ = ⊕α∈[β,β+1)C{t}Cα ⊂ (∗(H ⊗ O∆∗))0 [resp. V˜β, C˜α] as in the
first two paragraphs of §5.2. By [Ste76, Prop. 2.20], the stalks of the locally free sheaves
Rkf∗Ω•X/∆(logX0) and Rkg∗ΩY/∆(log Y0) at 0 identify with V0 resp. V˜0. Since δt` = 1` δt,
base-change yields isomorphisms ρ∗Cα
∼=→ C˜`α = tb`αcC˜{`α} for each α ∈ [0, 1). Further, by
[op. cit., (2.16-21)], we have a (non-canonical) isomorphism of Hklim(Xt) with
(7.4) Rkf∗ΩX/∆(logX0)⊗O∆ O{0} ∼= V0/tV0 ∼= V0/V1 = ⊕α∈[0,1)Cα
42Here we use that ψg depends only on the restriction of its argument to g 6= 0. Note that g ◦ β has order r
on D∗, so ψg◦βQV has rank r there; but the unipotent part ψug◦βQV only has rank 1.
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that identifies the e(−α)-eigenspace of T ss on Hklim with Cα. The upshot is that
(7.5) ⊕j O/t`jO = ⊕α∈[0,1)
(O/tb`αcO)⊕ dim(Hklim(Xt)e(−α)) ;
in particular, if Y is semistable, then (for all α appearing) {`α} = 0 =⇒ b`αc = `α.
Refining this observation with respect to the Hodge filtration (viz., GrpFH
k
lim(Xt)e(−α) =
GrpFC
α) yields a short proof of [EFM18, Thm. D].
Now consider the special case where (X , X0) (with semistable reduction Y) arises as a log-
resolution of (X, D), where X F→ ∆ also has smooth total space, and D = F−1(0) is reduced
with a single isolated singularity at x with spectrum
∑
β∈Qmβ[β]. The nonzero eigenvalues
α of δt appearing in (7.4) [resp. torsion exponents in (7.5)] are then the fractional parts
{−β} [resp. `{−β}] for those β ∈ Q \ Z with mβ 6= 0. More precisely, we have (essentially
by [loc. cit.]) that
(7.6) Rn−pg∗ΩpY/∆(log Y0)/ρ
∗Rn−pf∗Ω
p
X/∆(logX0)
∼= ⊕β∈(p,p+1)∩Q
(O/t`{−β}O)⊕mβ .
To give a simple example, if X is a degeneration of elliptic curves with type IV singular fiber
(hence D4 singularity at x), we can take X to be its blowup at x, and Y0 to be the (smooth)
CM elliptic tail. Since the spectrum of D4 is [23 ] + 2[1] + [
4
3
], taking n = p = 1 and ` = 3
gives RHS(7.6) = O/t2O. Indeed, in local coordinates at a node of X0 we have f ∼ u3v,
and ω ∼ u2dv for the generator of (R0f∗Ω1X/∆(logX0))0; clearly then ρ∗ω vanishes to order
2 along Y0, verifying (7.6) in this case.
Returning to the reduced singular fiber setting, we address how Corollary 4.2 generalizes
to the setting of non-isolated singularities.
Theorem 7.6. If X0 has k-log-canonical singularities (Ir(X0) = OX ∀r ≤ k), then43
H˜∗(Ff,x) ⊆ F k+1H˜∗(Ff,x) (∀x ∈ sing(X0)) and GriFH∗(X0) ∼= GriFH∗lim(Xt) (0 ≤ i ≤ k).
Proof. Begin by observing that the associated weight-graded of the vanishing cycles MHM
is semisimple perverse, so that
(7.7) GrW (pφfQX [n+ 1]) ' ⊕d`=0IC•S`(V`),
where {S`} is a stratification of sing(X0) (with ` = dim(S`), d = dim(sing(X0)) ≤ n− 2, S`
smooth) and V` → S` are some VMHS.
Let α˜f = min
x∈X0
α˜f,x denote the (global and local) microlocal log-canonical thresholds of
f .44 By [Sai16, Cor. 2] (see also [MP20b, Cor. C]), the k-log-canonicity assumption implies
that k = bα˜fc − 1, hence that α˜f,x ≥ k + 1 ∀x ∈ X0. Consider any x ∈ S0, so that the
only subobject of (7.7) supported at x is the ` = 0 term ıx∗V0,x. In the the proof of [Sai17,
Prop. 2.3], Saito shows that its spectrum is supported in [α˜f,x, n + 1 − α˜f,x]; in particular,
V0,x = F k+1V0,x.
Next consider a point x ∈ S`. Taking ` hyperplane sections of X through x (transverse
to S`), the slice of X0 still has k-log-canonical singularities at x by [MP18, (0.2)]. The
argument of the last paragraph applied to the slice yields that the spectrum of V`,x lies in
43Note: superscript ∗ indicates that the statements hold in all degrees of cohomology.
44We do not discuss this here; see [op. cit., §2.2] or [KLS19, §1.4].
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[α˜f,x, n + 1 − ` − α˜f,x]; in particular, we have V`,x = F k+1V`,x. So the {V`} and hence their
IC•-complexes are contained in F k+1.
Thus we may conclude by (7.7) that all GrW−i(pφfQX [n+ 1]) ⊂ F k+1, hence by he spectral
sequences xEi,j1 = H i+jı∗xGr
W
−i
pφfQX [n + 1] =⇒ H i+jı∗xpφfQX [n + 1] ∼= H˜ i+j+n(Ff,x),
Ei,j1 = Hi+j(X0,GrW−ipφfQX [n + 1]) =⇒ Hi+j(X0, pφfQX [n + 1]) ∼= H i+j+nvan (Xt) that all
H˜∗(Ff,x) ⊂ F k+1 and H∗van(Xt) ⊂ F k+1. So we are done by (7.1). 
7.2. The SSS formula. Consider as above a projective morphism f : X → ∆ from a smooth
total space to the t-disk, which is smooth over ∆∗, with dim(sing(X0)) = 1. (That is, if X0
is nonreduced, then n = 1.) For any point p ∈ sing(X0), let V kf,p := Hk(ı∗pφfQX ) be the
kth (reduced) cohomology of the Milnor fiber, which has a T ss-action and MHS (by [Sai90])
hence (mixed) spectra σkf,p, σ˜kf,p as in Definition 1.1. On the open stratum S1 ⊂ sing(X0),45
these are nonzero only for k = n−1, and yield a VMHS Vn−1f . The formula we now describe
concerns the finite set S0 = sing(X0) \ S1 of “bad” points, at which V n−1f,p and V nf,p may both
be nonzero.
Restricting to a neighborhood U ⊂ X of p, which (by choosing holomorphic coordinates
z1, . . . , zn+1 at p) we regard as an open ball in Cn+1, denote the restriction of f by f : U → ∆t.
(In this context, we shall also denote p by 0.). Writing Z = U ∩ sing(X0) = ∪iZi as a union
of (analytic) irreducible components, we assume that U is chosen sufficiently small that (for
each i) Zi ∩ S0 = {0} and Z∗i := Zi \ {0} [resp. the normalization Z˜i] is a punctured disk
[resp. disk]. Let g be the restriction to U of a linear form on Cn+1 whose further restriction
to each Zi is finite – yielding a diagram
Zi
gi // ∆s
Z˜i
g˜i
∼=
//
OOOO
∆s˜i
(·)µi
OO
– and assume in addition that the critical locus sing(f |g−1(0)) = {0}.46 Together with f, this
yields a holomorphic map pi = (f, g) : U → ∆2t,s to the bi-disk with discriminant locus Λ =
∪spi{sing(f|g−1(s))}. Each irreducible curve C ⊂ Λ◦ := Λ ∩ (∆∗)2 has a Puiseux expansion
t = γC · srC + {higher-order terms}, and we set
r := max
C⊂Λ◦
{0, rC} ∈ Q≥0.
For every r ∈ N with r > r, the function f + gr has an isolated singularity at 0; in fact, we
can even take r = r provided none of the curves C have rC = r and γC = −1 [Sai91a].
Writing Vi for the restriction of Vn−1f to Z∗i ∼= Z˜i \ {0}, its LMHS
V limi := ψg˜iVi = ψg˜iH−1(pφfQU [n+ 1])|Z∗i
45This may be smaller than the smooth part of sing(X0); for instance, the pinch points studied below belong
to S0 but also the smooth part of sing(X0).
46Equivalently, the critical locus of pi intersects pi−1(∆t × {0}) only in {0}.
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Figure 7.1. Each gi has finite degree µi.
has commuting actions of “horizontal” monodromy Ti (associated to φf) and “vertical” mon-
dromy τi (associated to ψg˜i). Let σ˜
n−1
lim,i =
∑
j[(αij, wij)] be the mixed spectrum of (V limi , T ssi );
that is, we have a basis {vij} ⊂ V limi ⊗ C such that vij ∈ (V limi )bαijc,wij−bαijc and T ssi vij =
e2pi
√−1αijvij. Further, we may choose these {vij} to be a simultaneous eigenbasis for τ ssi , with
eigenvalues e2pi
√−1βij for some {βij} ⊂ [0, 1). Write formally
τ˜ 0lim,i :=
∑
j
µir−1∑
k=0
[(
βij+k
µir
, 0)]
for the corresponding “spectra”, and define spectral “convolutions” by
σ˜n−1lim,i ~ τ˜ 0lim,i :=
∑
j,k
[(αij, wij) ∗ (βij+kµir , 0)] resp. σn−1lim,i ~ τ 0lim,i :=
∑
j,k
[αij +
βij+k
µir
],
where “∗” is as in (6.1).
Theorem 7.7 (SSS formula). (i) With notations and assumptions as above, we have the
equality of spectra
(7.8) σnf,p − σn−1f,p = σnf+gr,0 −
∑
i
σn−1lim,i ~ τ 0lim,i.
(ii) If r > r then the corresponding equality (˜7.8) of mixed spectra holds.
Sketch. Though only (i) is stated in [Sai91a], Saito’s proof actually establishes (ii) as well
(which only fails for r = r due to the limit taken just after [op. cit.,(4.6.2)]). The main step
in his proof is to establish the following
HODGE THEORY OF DEGENERATIONS, II 45
Lemma 7.8 ([Sai91a], Thm 2.5). GivenM∈ MHM(∆2s,t) smooth over (∆∗)2 \ Λ◦, with Λ◦
tangent to the t-axis at (0, 0). Then we have the equality47
(7.9) σ(ı∗0
pφs+tM)− σ(ı∗0pφtM) =
∑
`
[αM` + β
M
` ]
of spectra for the monodromy T about t = 0, where
∑
`[α
M
` ] = σ(
pψs
pφtM) and the βM` ∈
[0, 1) are log(·)
2pi
√−1 of the eigenvalues of monodromy τ about s = 0.
(The argument is similar to our proof of Theorem 6.1.) With this in hand, the assumption
that sing(g−1i (0)) = {0} guarantees a suitable projective fiberwise compactification of pi to
p¯i : X¯ → ∆2, and defining ρ : ∆2 → ∆2 by (s, t) 7→ (sr, t), we set
M := pH0R(ρ ◦ p¯i)∗QX [n+ 1].
By finiteness of Z over the s-axis, we then have (for h = s + t resp. t and H = gr + f resp.
f) the middle equality of
ı∗(0,0)
pφhM = ı∗(0,0)pH0R(ρ ◦ p¯i)∗pφHQX [n+ 1]
= ı∗(0,0)R(ρ ◦ p¯i)∗pφHQX¯ [n+ 1] = ı∗0pφHQX¯ [n+ 1].
Plugging this in to the LHS of (7.9) gives σnf+gr,0− (σnf,p− σn−1f,p ). The {αM` , βM` } come from
taking push-forwards of the various Vi under the finite maps ∆∗ ∼= Z∗i ρ◦p¯i−→ ∆∗ of degree µir,
whereupon each pair {αij, βij} becomes
⋃µir−1
k=0 {αij, βij+kµir }. 
Before turning to the computations, we should mention one other tool which is sometimes
useful in determining whether there is cancellation on the LHS of (7.8). If F resp. G are
germs of analytic functions on Cm+1 resp. Cn+1, with Milnor fibers FF ,FG and join F ⊕G ,
then we have
(7.10) Hk+1(FF⊕G ) ∼= ⊕i+j=kH˜ i(FF )⊗ H˜j(FG )
with monodromy T on the left induced by T1 ⊗ T2 on the right. See [Sak74] and [N9´1].
Remark 7.9. Combining Theorem 7.7(i) with toric geometry techniques (§5) yields a com-
binatorial formula for LHS(7.8) in the (nonisolated) Newton-nondegenerate simplicial case;
cf. [JKYS19b] (n = 3) and [Sai20] (n arbitrary), which appeared while this paper was being
prepared. While this formula applies in principle to some of the examples below, it does not
yield the mixed spectra or appear that it would simplify the computations.
7.3. Some non-isolated slc surface singularities. Specializing henceforth to the surface
case n = 2, we now use Theorem 7.7 to determine σ∗f,p and H∗van(Xt) for the degenerations
mentioned at the beginning of the section. We first discuss the 2-dimensional slc hypersurface
case, with non-isolated singularities. All these degenerations have in common that on the
open stratum S1 ⊂ sing(X0), the singularity type is A∞ (two components crossing normally
along a curve). Hence V1f ∼= L(−1) for L a rank-one, type (0, 0) isotrivial VHS on S1 with
(vertical) monodromies ±1. It follows that all sums over j (and in most cases, over i)
disappear, all (αi, wi) = (1, 2), and all βi = 0 or 12 ; in Table 3, β =
1
2
occurs only for the
47For V • ∈ DbMHS with an action by T ss, σ(V •) ∈ Z[Q] means the alternating sum ∑m(−1)mσ(V m).
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pinch point D∞. Moreover, the local form of f at each p ∈ S0 is such that Z is a union of
coordinate axes, and so all µi = 1.
Accordingly, the SSS formula reads (for r > r)
(7.11) σ˜2f,p = σ˜
1
f,p + σ˜f+gr,0 −
∑
i
r−1∑
k=0
[(1 + βi+k
r
, 2)].
One can readily compute σ˜2f+gr,0 with SINGULAR (which we used for some entries in Table
3), or by hand (see the Jk,∞ example below). So on the RHS of (7.11), this leaves σ˜1f,p,
i.e. the computation of V 1f,p ∼= H1(Ff,p) as a MHS and T ss-module. For T∞,∞,∞, §7.1 gives
V 1f,p
∼= Q(−1)⊕2; and we can directly show rk(V 1f,p) = 1 [resp. 0] for Tp,∞,∞ [resp. Tp,q,∞]
by fibering Ff,p over the x-coordinate. In other cases, f = x2 + F (x, y) is a suspension and
(7.10) yields V 1f,p = H˜0(Fx2)⊗ H˜0(FF,0). If FF,0 is connected (D∞, T2,q,∞, Jk,∞), this is zero;
while for T2,∞,∞, FF,0 has 2 components so that V 1f,p has rank 1, and T = T1 ⊗ T2 acts by
(−1)2 = 1.48
Table 3. Nonisolated slc hypersurface singularities (n = 2)
symbol local form of f g, r, N σ˜1f,p σ˜2f,p
A∞ x2 + y2 z, 0, 1 [(1, 2)] 0
D∞ x2 + y2z z − y, 3, 1 0 [(32 , 2)]
T2,∞,∞ x2 + y2z2 z − y, 4, 2 [(1, 2)] [(32 , 2)] + [(2, 4)]
T2,q,∞ x2 + y2z2 + yq z,
2q
q−2 , 1 0 [(
3
2
, 2)] + [(2, 4)]
(q ≥ 3) +∑q−1`=1 [(1 + `q , 2)]
T∞,∞,∞ xyz x+ y + z, 3, 3 2[(1, 2)] [(2, 4)]
Tp,∞,∞ xyz + xp y + z,
2p
p−1 , 2 [(1, 2)]
∑p−1
`=1 [(1 +
`
p
, 2)] + [(2, 4)]
(p ≥ 3)
Tp,q,∞ xyz + xp + yq z,
pq
pq−p−q , 1 0
∑p−1
`=1 [(1 +
`
p
, 2)] + [(2, 4)]
(q ≥ p ≥ 3) +∑q−1`=1 [(1 + `q , 2)]
As previously mentioned, Table 3 makes use of a classification by Liu and Rollenske [LR12].
The point p is simply (0, 0, 0) in the coordinates used there, and σ˜2f,p is calculated using (7.11);
N denotes the number of components of Z. For the computation of r, consider for instance
D∞: although Z = {x = y = 0}, we cannot take g = z (since then sing(pi)∩ pi−1({s = 0}) =
{x = 0 = z} 6= {0}). But g = z − y works, and the critical locus of pi = (x2 + y2z, z − y) is
48For this and the other rank 1 case (Tp,∞,∞), an easy way to deduce that σ˜1f,p = [(1, 2)] ( =⇒ V 1f,p ∼= Q(−1))
is from the need to cancel a −[(1, 2)] in the third term of RHS(7.11) (that is not cancelled by the second
term).
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{x = y = 0} ∪ {x = 2z + y = 0}, with image {t = 0} ∪ {t = 4
27
s3}. So r = 3, and taking
r = 4 (and β = 1
2
) the RHS of (7.11) reads
0 + {[9
8
] + [11
8
] + [3
2
] + [13
8
] + [15
8
]} − {[9
8
] + [11
8
] + [13
8
] + [15
8
]}
(with all weights = 2), giving the result in the table.
The results in the table allow us to compute the vanishing cohomology via the hyperco-
homology spectral sequence
(7.12) Ei,j2 = H
i(HjφfQX ) =⇒
i+j=∗
H∗(φfQX ) = H∗van(Xt),
where the (non-perverse) cohomology sheaves record the reduced cohomologies of Milnor
fibers
ı∗pHjφfQX ∼= Hjı∗pφfQX ∼= Hj(Ff,p) ∼= V jf,p.
Recall thatH2φfQX is supported on the finite set S0,H1φfQX is supported on S¯1 = sing(X0),
while the other cohomology sheaves vanish. It follows that terms of (7.12) other than E0,12 ,
E1,12 , E
2,1
2 , and E
0,2
2 vanish, and the only possibly nonzero differential is d2 : E
0,2
2 → E2,12 . To
describe H1φfQX as a sheaf, note that (H1φfQX )|S1 = V1f (viewed as a local system) and
(H1φfQX )|S0 = ⊕p∈S0V 1f,p. If the {V 1f,p} vanish, then H1φfQX ∼= !V1f under the inclusion
 : S1 ↪→ S¯1; while in other cases the {V1f,p} glue together with V1f to yield the constant sheaf
QS¯1(−1) (T2,∞,∞, Tp,∞,∞) or something more exotic (T∞,∞,∞; see Example 7.10 below).
We now turn to several examples involving degenerations of K3 surfaces. It is instructive
to begin by looking at something familiar in this context.
Example 7.10. Suppose X is a Kulikov type III semistable degeneration of K3’s with F
components , while S¯1 consists of E P1’s and S0 of V points (of type T∞,∞,∞). As the dual
graph is a triangulation of S2, F = E−V+2. Write I : ˜¯S1 → X0 for the normalization of S¯1 and
ı : S0 ↪→ X0; then from the table, H2φfQX ∼= ı∗QS0(−2) and H1φfQX ∼= ker{I∗Q˜¯S1(−1) 
ı∗QS0(−1)}. This yields
H2 Q(−2)⊕V
d2
**
H1 Q(−1)⊕F−1 Q(−1) Q(−2)⊕E
H0 H1 H2
for (7.12), in which we must have49 rk(d2) = V − 1 since H3van = ker{H4(X0)  H4lim} has
rank F − 1 = E − (V − 1). Conclude that H1van ∼= Q(−1)⊕F−1 and H2van is an extension of
Q(−2) by Q(−1), which via the vanishing cycle sequence
0→ H1van → H2(X0)→ H2lim → H2van → 0
49One can avoid a nontrivial d2 by using the alternate hypercohomology spectral sequence ′E
i,j
1 =
Hi(X0,Kj) =⇒ H∗van(X0) with φfQX ' K• := {ı∗QS0(−2)[−2] → I∗RΓQ˜¯S1(−1) → ı∗QS0(−1)}. (Note
that ψfQX is not quasi-isomorphic to ⊕jHjφfQX [−j]; otherwise d2 in (7.12) would indeed be zero.)
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yields that H2(X0) is an extension of Q(−1)⊕18+F by Q(0). For instance, this gives h2(X0) =
23 if F = 4, which is borne out by applying Mayer–Vietoris to (say) the minimal semistable
reduction of the standard tetrahedral degeneration of quartic K3’s.
Example 7.11. Next we consider a degeneration of K3’s with S¯1 ∼= P1 and S0 = 4 pinch
points (D∞), about each of which the rank-one local system L has monodromy (−1). In
particular, this gives H1φfQX ∼= !L(−1) ∼= ∗L(−1), whose H1 is IH1(L)(−1) ∼= H1(E)(−1)
with E
2:1 S¯1 the elliptic curve branched over S0. The spectral sequence (7.12) is thus simply
H2 Q(−1)⊕4−1
H1 0 H1(E)(−1) 0
H0 H1 H2
where the subscript “−1” refers to the action of T ss, and H2van is the direct sum50 of the two
nonzero terms.
Now in the vanishing cycle sequence
(7.13) 0→ H2(X0)→ H2lim → H2van → H3(X0)→ 0
we have two possible scenarios, depending on whether H3(X0) is (a) 0 or (b) H1(E)(−1). In
case (a), the degeneration has type II (in the sense of Definition 5.5) and the nonzero terms
of (7.13) have Hodge–Deligne diagrams
14
p
q
p
q
p
q
N
N
18 4
1
1
In case (b), the degeneration would be of type I, with the first two terms of (7.13) pure. In
fact, case (b) cannot occur: since X0 is irreducible and the smooth fibers Xt6=0 are K-trivial,
we have KX = 0 with nowhere-vanishing section Ω. Writing ω0 := Res(Ωf ) and η : X˜0 → X0
for the normalization, η∗ω0 is a section of Ω2X˜0〈log E〉 with nonvanishing residue ωE ∈ Ω
1(E).
Therefore H2(X0 \ S¯1) ∼= H2(X˜0 \ E) has a nontrivial (1, 2) + (2, 1) part, which must come
from H2(X0)(−2) in the localization sequence since H1(S¯1) = {0}.51 That is, H2(X0) has a
(1, 0) + (0, 1) part, as claimed.
50As usual, the extension is split by the action of T ss.
51The localization sequence is a bit subtle in the singular case: we need the setting where X is a singular
surface containing a curve Y , with X \ Y smooth. Then the homology sequence → H2(X) → H2(X,Y ) →
H1(Y ) twisted by Q(−2) is → H2(X)(−2)→ H2(X \ Y )→ H1(Y )(−2).
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The main point is of course that we can say all this without resolving X0, let alone
performing semistable reduction (or similar). This will be refined by Example 7.18 below,
in the setting of degenerating quartics in P3.
7.4. The Jk,∞ series. One of the simplest series of non-slc non-isolated surface singularities
are the
Jκ,∞ : fκ ∼
loc
x2 + y3 + y2zκ
for κ ≥ 3. (Note that J1,∞ resp. J2,∞ are the singularities D∞ and T2,3,∞ considered above;
however, the formulas derived below apply to them too.) Our interest in this class of sin-
gularities is partially motivated by their occurrence in the study of projective degenerations
of K3 surfaces (e.g. see [LO18]). In this context, we note that an interesting byproduct of
our study (Theorem 7.13 and Remark 7.14 below) is a conceptual explanation of the fact
(observed heuristically for quartics in [LO18]) that that the worst Jκ,∞ that can occur in a
degeneration of K3 surfaces is J4,∞.
Locally, for Jκ,∞, the singular locus Z is just the z-disk {x = y = 0}, and taking g = z
gives Λ◦ = {t = 4
27
s3κ} so that r = 3κ. Away from 0 (on Z∗) we have A∞ as above, with the
branches exchanged about 0 (i.e. β = 1
2
) ⇐⇒ κ is odd. By connectedness of Fy3+y2zκ and
(7.10), σ1fκ,0 = 0. Applying (7.11) with r = 3k (without the tildes) and taking the µ-constant
deformation f + z3κ  x2 + y3 + z3κ gives
σ2fκ,0 = σx2+y3+z3κ −
3κ−1∑
k=0
[1 + β+k
3κ
]
= {5
6
, 7
6
} ∗ { 1
3κ
, 2
3κ
, . . . , 3κ−1
3κ
} − {1 resp. 1+6κ
6κ
} ∗ {0, 1
3κ
, 2
3κ
, . . . , 3κ−1
3κ
}
(7.14)
by §2.1 (where {A} ∗ {B} := ∑α∈A,β∈B[α + β]). One easily sees that all the negative terms
are cancelled, and that the only remaining integer term is [2] is κ is even (and nothing if κ
is odd). To show that the accompanying weight is 4 (whereas all the others are 2), we must
use (7.11) with r = 3κ+ 1; rather than doing this in full, one just needs that f + z3κ+1 has
h2,2van,0 = 1 for κ even (and 0 for κ odd). This follows at once from Theorem 5.3, allowing us
to conclude for κ odd
(7.15) σ˜2fκ,0 =
κ−1
2∑
m=1
{[(5κ+2m
6κ
, 2)] + [(13κ−2m
6κ
, 2)]}+
2κ−1∑
m′=1
[(7κ+2m
6κ
, 2)]
resp. for κ even
(7.16) σ˜2fκ,0 =
κ
2
−1∑
m=1
{[( 5κ2 +m
3κ
, 2)] + [(
13κ
2
−m
3κ
, 2)]}+
2κ−1∑
m′=1
[(
7κ
2
+m
3κ
, 2)] + [(2, 4)].
In particular, T ss has order 6κ resp. 3κ, and N is trivial on H2(Ffκ).
Example 7.12. Continuing where Example 7.11 left off, we can look at various “degenera-
tions” of the singular configuration there by colliding pinch points: from (i) four J1,∞ = D∞’s
(Ex. 7.11), to (ii) two J1,∞’s and one J2,∞ = T2,3,∞, to (iii) one J1,∞ and one J3,∞ or (iii ′)
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two J2,∞’s, to (iv) one J4,∞, all on a smooth P1 of A∞’s. For p of type Jκ,∞, the MHS on
V 2fκ,0 takes the form
1p
q
p
q
p
q
p
q
7
1
1
κ=4κ=3κ=2κ=1
1
1
1
3 5
1
where only the (2, 2) classes are T ss-invariant (and T ss has order 18 resp. 12 on the (2, 0)
part for κ = 3 resp. 4).
To compute H2van(Xt), we use (7.12) and H1φfQX ∼= !L(−1), where L has monodromy
(of −1) about only the J1,∞ and J3,∞ points. Moreover, the fact that the general fibers of
f : X → ∆ are K3 implies that for (iii ′), (iv) a (2, 2) class in E0,22 must cancel with E2,12 .
(Otherwise we would have rkGr2FH2van(Xt) = 2.) This yields for H2van
1
p
q
p
q
p
q
p
q
(iii)(ii) (iii’) (iv)
61
N
1 5
N
1
1
6 7
1
11
so that (ii), (iii ′) [resp. (iii), (iv)] are degenerations of type III [resp. I]. Only the classes in
blue are T ss-invariant.
Here is an intriguing consequence of (7.15)-(7.16), which will be further strengthened in
the next subsection (Cor. 7.19):
Theorem 7.13. Let X f→ ∆ be a degeneration of surfaces with smooth total space, generic
geometric genus pg = h2,0(Xt), reduced special fiber X0, and p ∈ X0 of type Jκ,∞. Then
pg ≥ bκ−12 c.
Proof. The formulas show that h2,0(V 2f,p) = bκ−12 c and h2,2(V 2f,p) = 0 resp. 1 (for κ odd
resp. even) for the summand V 2f,p contributed by p to E
0,2
2 . On the other hand, E
2,1
2 =
H2(H1φfQX ) can only have Hodge type (2, 2), so cannot cancel the (2, 0) part of E0,22 under
d2. Hence h2,0(Xt) ≥ h2,0(H2lim) ≥ h2,0(H2van) ≥ bκ−12 c. 
Remark 7.14. Of course, the same proof shows that if {pj} ⊂ sing(X0) are of type Jκj ,∞,
then pg(Xt) ≥
∑
jbκj−12 c. In particular, when pg(Xt) = 1 (e.g. K3 surfaces), the only
non-slc singularities of type Jκ,∞ that can occur are J3,∞ and J4,∞, and at most one such
singularity can occur. This matches with the detailed analysis of the degenerations of quartic
K3 surfaces of [LO18]. Of course, the point is that Theorem 7.13 recovers this in much more
generality and more conceptually.
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7.5. Clemens-Schmid discrepancies for nodal total spaces. In general, when X is
singular along X0, the Clemens-Schmid sequence and its two main corollaries
(A) Hk(X0) surjects onto the T -invariants Hklim(Xt)T and
(B) Hk+1ph (X0) = im{Hkvan(Xt)→ Hk+1(X0)} is pure of weight k + 1
fail. Various approaches to quantifying or bounding this failure were described in [KL19,
§§8-9]. For the non-isolated singularities considered in this section, with dim(sing(X0)) = 1,
most often one has type A∞ (transverse A1) on the “generic stratum” S1 ⊆ sing(X0). When
X0 = {F (x) = 0} is a hypersurface of degree d, and X = {F (x) + tG(x) = 0 | t ∈ ∆} a
generic smoothing (with deg(G) = d), sing(X ) consists of d · deg(sing(X0)) nodes contained
in S1. In this case we can say much more about (A) and (B). This is crucial, for instance, in
the Hodge-theoretic analysis of how the {Jk,∞} singularities actually arise in GIT.
Theorem 7.15. Suppose the total space of f : X → ∆ has d nodes on X0, and no other
singularities. (The singular fiber itself may have arbitrary singularities and nonreduced com-
ponents.) Recall that n+ 1 = dim(X ).
(i) If n is odd, then (A) and (B) hold.
(ii) If n = 2m is even, (A) and (B) can only fail when k = 2m, and then only in type
(m,m). Put
a := dim(coker{H2m(X0)m,m sp
2m→ (H2mlim (Xt)T )m,m}) and
b := dim
(
H2m+1ph (X0)
m,m
)
= rank{(H2mvan(Xt))m,m δ→ H2m+1(X0)}
for the corresponding “Clemens–Schmid discrepancies”; then we have a + b ≤ d. In
particular, if m = 1 and X0 is irreducible, then a + b = d.
Remark 7.16. Taking T -invariants of type (m,m) in (7.1) yields
(7.17) 0→ [H
2m
lim (Xt)
m,m]T
sp(H2m(X0)m,m)
→ [H
2m
van(Xt)
m,m]T
im(N)
→ H2m+1ph (X0)m,m → 0 ,
in which the end terms have ranks a and b. So one way to view the Theorem is as saying
that d is an upper bound on the middle term (which would be zero were X smooth).
Proof of Theorem. Consider a resolution pi : X˜ → X with exceptional quadrics Qi := pi−1(qi)
(i = 1, . . . , δ) and associated long-exact sequence
(7.18) · · · → Hk(X )→ Hk(X˜ )→ ⊕δi=1H˜k(Qi)→ · · ·
of MHS.52 Applying the Decomposition Theorem to pi (cf. [KL19, (7.12)]) gives
Rpi∗QX˜ [n+ 1] ' IC•X ⊕
⊕
i,j
ıqi∗
{
Hn+1+j(Qi)[−j], j ≥ 0
Hn+1−j(Qi)(−n− 1)[−j], j < 0
hence
(7.19) Hk(X˜ ) ∼= IHk(X )⊕
⊕
i
{
Hk(Qi), k > n
Hk−2(Qi)(−1), k ≤ n
52As usual, H∗(X ), H∗(X˜ ), H∗c (X˜ ), IH∗(X ), IH∗c(X ) acquire their MHSs via identification with H∗(X0),
H∗(pi−1(X0)), H2n+2−∗(pi−1(X0)), H∗(ı∗X0IC
•
X [−n− 1]), and H∗(ı!X0IC•X [−n− 1]).
52 MATT KERR AND RADU LAZA
and
(7.20) Hkc (X˜ ) ∼= IHkc (X )⊕
⊕
i
{
Hk(Qi), k > n
Hk−2(Qi)(−1), k ≤ n ,
while perversity of QX [n+ 1] yields the s.e.s.
(7.21) 0→ ⊕iıqi∗ Vi → QX [n+ 1]→ IC•X → 0
in MHM(X ) (for some MHSs {Vi}). From (7.18)-(7.19) we deduce that Vi ∼= Hnpr(Qi), which
is zero for n odd, making X an intersection homology manifold; in this case the results of
[KL19, §5] for X smooth (including Clemens-Schmid) go through.
When n = 2m is even, one has Vi ∼= Q(−m), and (7.19)-(7.20) imply that the weights of
IHk(X˜ ) resp. IHkc (X˜ ) are ≤ k resp. ≥ k. This from the IH C-S sequence [KL19, (5.7)]
(7.22) IHkc (X ) // IHk(X )
spkIH // Hklim(Xt)
T // 0
Hk(X )
σk
OO
spk
88
we get that ker(spkIH) has pure weight k. By (7.21),
(7.23) 0→ H2m(X ) σ2m→ IH2m(X ) α→ Q(−m)⊕d β→ H2m+1(X ) σ2m+1→ IH2m+1(X )→ 0
is exact, and σk is an isomorphism for k 6= 2m, 2m + 1. Conclude that coker(spk) = {0}
for k 6= 2m, ker(spk) has weight k for k 6= 2m + 1, while coker(sp2m) ↪→ Q(−m)⊕rk(α)
( =⇒ a ≤ rk(α)) and
(7.24) 0→ Q(−m)⊕rk(β) → ker(sp2m+1)→ ker(sp2m+1IH )→ 0
is exact ( =⇒ b = rk(β)).
Finally, if m = 1 and g [resp. g + d] is the number of components of X0 [resp. pi−1(X0)],
then by (7.19)-(7.20) and C-S for X˜ ,
rk(IH2c(X )→ IH2(X )) = rk(H2c (X˜ )→ H2(X˜ ))− d
= dim(coker{H0lim(Xt)→ H4(pi−1(X0))(−2)})− d
= (g + d− 1)− d = g− 1.
So when g = 1, sp2IH is am isomorphism and a = rk(α). 
In order to make use of this Theorem, we need a complementary result on how to modify
the computations of H∗van in previous sections.
Proposition 7.17. Let Z be a component of sing(X0), Z1 = Z ∩ S1 the A∞ locus, and
Z∗1 ↪→

Z1 the complement of the nodes of X . Then HjφfQX |Z1 = 0 for j 6= n − 1, and
Hn−1φfQX |Z1 ∼= !L(−bn2 c)(−1)n, where the subscript indicates the action of T ss, and L is a
local system (pointwise ∼= Q(0)) with monodromy (−1)n about each point of Z1 \ Z∗1 . (Its
monodromy about Z \ Z1 depends on the singularity types there.)
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Proof. We may choose local coordinates (z1, . . . , zn+1) in which Z1 = {z1 = · · · = zn = 0}
and q ∈ Z1 \ Z∗1 is 0, and F + tG = 0 is
∑n
`=1 z
2
` = tzn+1. Hence the Milnor fiber at q is
contractible, and H˜k(Ff,q) = 0 (∀k). It is also clear from the equation that the “vertical”
monodromy (in zn+1) equals the “horizontal” monodromy (in t) on H˜n−1(Ff,p) for p ∈ Z∗1
near q. 
Example 7.18. Let X be a degeneration of quartic K3 surfaces, with X0 as in Examples
7.11-7.12, sing(X0) = S¯1 = Z a smooth conic curve, and sing(X ) = 8 points on S1 = Z1.
In the computation of H2van(Xt), only H1(H1φfQX ) (= H1(S¯1, ′!L(−1)), where ′ : Z∗1 ↪→ Z)
changes. In each of the five cases (i)-(iv), the effect is simply to add 8 T -invariant (1, 1)-
classes to H2van(Xt). So the middle term of (7.17) (with m = 1) has rank 8; indeed, by
Theorem 7.15 we must have a + b = 8.
This determines the MHS types for H2lim and H2van in each case,
53 while leaving an apparent
ambiguity in H2(X0):
p p p p p
q q q q q
(i) (ii) (iii) (iii′) (iv)
6 + b 6 + b 6 + b 5 + b 5 + b
1 1
1
1
We claim that, in fact, b = 0 in all cases. Let Xˆ0
η
 X0 be the normalization; this is a smooth
dP4, or a dP4 with one node which is not on Zˆ := η−1(Z). Here Zˆ  Z is the double cover
branched at the Jk,∞ points: Zˆ is (i) smooth elliptic; (ii) nodal rational; (iii) cuspidal
rational; (iii ′) 2 rational curves meeting in a pair of nodes; or (iv) 2 rational curves meeting
in a tacnode. Via the exact sequence H2(Z)⊕H2(Xˆ0) → H2(Zˆ) → H3(X0) → H3(Xˆ0) we
therefore have that H3(X0) = {0}, hence in particular that H3ph(X0)1,1 = {0}, as desired.54
Corollary 7.19. Theorem 7.13 and Remark 7.14 remain true for degenerations of surfaces
whose total spaces admit nodes on the A∞ locus of sing(X0).
Proof. By Theorem 7.15, we still have h2,0(H2lim) ≥ h2,0(H2van); and Prop. 7.17 makes clear
that H2(H1φfQX ) still has no (2, 0) part. 
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