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Abstract
The horizontal twin-roll casting (TRC) process is an energy saving and cost-efficient method
for producing near-net-shape sheets of castable metals for light-weight production. In order to
investigate the TRC process numerically, a code is generated in OpenFOAM and the commercial
software STAR-CCM+ is used. Both are validated with the Stefan problem, the gallium melting
test case, and a continuous casting experiment for magnesium AZ31. Different solidification
models are tested that are similar to solution domain definitions and solid-fraction temperature
relations. The comparison with temperature measurements of the MgF GmbH Freiberg pilot
plant and the final microstructure exhibits good correlation. Sensitivity studies are carried
out for thermophysical properties of AZ31 as well as pilot plant parameters. Furthermore,
the rolls are incorporated into the simulation to determine the effect of a location-dependent
heat-transfer coefficient. Finally, the results are compared to a second pilot plant situated at the
Helmholtz-Centre Geesthacht in order to explore differences and similarities.
Zusammenfassung
Das horizontales Gießwalzen ist eine energiesparende und kostengünstige Methode zur Erzeugung
von Flachprodukten, die im Leichtbau verwendet werden. Um dieses Verfahren numerisch
zu untersuchen wurde ein Programmcode in OpenFOAM entwickelt und die kommerzielle
Software STAR-CCM+ verwendet, wobei beide mit dem Stefan Problem, dem Schmelzen von
Gallium und Messdaten des Stranggusses von Magnesium AZ31 validiert wurden. Verschiedene
Erstarrungsmodelle werden ebenso getestet wie Variationen des Simulationsbereiches und Feststoff-
Temperatur-Verläufe. Vergleiche mit Temperaturmessdaten der Pilotanlage MgF GmbH Freiberg
und der finalen Mikrostruktur zeigen gute Übereinstimmungen. Sensitivitätsanalysen werden
durchgeführt, um die Einflüsse von thermophysikalischen Eigenschaften und Anlagenparametern
abzuschätzen. Des Weiteren werden die Walzen in die Simulation mit einbezogen, um den Effekt
eines lokal veränderlichen Wärmeübergangskoeffizienten zu beurteilen. Schließlich werden die
Ergebnisse mit denen einer zweiten Pilotanlage am Helmholtz-Zentrum Geesthacht verglichen.
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Résumé
Le laminage de coulée continue horizontal possède une faible consommation d’énergie et est bon
marché pour la production des feuilles de métaux coulables utilisés dans la construction légère.
Afin d’examiner ce processus numériquement, un code est généré dans OpenFOAM et le logiciel
commercial STAR-CCM+ est utilisé, tous les deux sont validés en utilisant le problème de Stefan,
la fusion du gallium et la coulée continue verticale de magnésium AZ31. Plusieurs modèles de
solidification sont testés, ainsi que la variation du domaine de simulation, et des rélations entre
la teneur en matière solide et la température. Des comparaisons avec des résultats de mesures
de la température à l’installation pilote de MgF GmbH Freiberg ainsi que la microstructure
donnent des bons résultats. Des analyses de sensibilité sont effectuées afin d’évaluer l’influence
des propriétés thermophysiques et des paramètres de l’installation. De plus, les cylindres sont
intégrés dans la simulation pour estimer l’impact du coefficient de transfert de chaleur dépendant
du lieu. Finalement, les résultats sont comparés avec ceux du Helmholtz-Centre Geesthacht.
Keywords
OpenFOAM, CD-adapco, STAR-CCM+, twin-roll casting, continuous casting, direct-chill cast-
ing, magnesium alloys, AZ31, solidification, melting, phase change, d’Arcy, viscosity model,
temperature-dependent properties, MgF GmbH Freiberg, Helmholtz-Zentrum Geesthacht HZG
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1 Introduction
Casting of metals has evolved first as witchcraft,
to gradually become an art,
then a technology,
and only recently a science.
Stefanescu [1]
1.1 Magnesium – a light-weight material
With a density of 1 740 kg/m3 at 20 ℃, magnesium is 36 % lighter per unit volume than aluminium
(2 700 kg/m3) and 78 % lighter than iron (7 800 kg/m3), as reported by Kammer [2]. A Young’s
modulus of about 45 GPa and a shear modulus of 17 GPa both imply a high strength-to-weight
ratio in mechanical properties (see Kawalla and Engl [3]). Consequently, magnesium seems
to be the material of choice for light-weight production. According to Liang and Cowley
[4] and Watari et al. [5], properties like good damping characteristics, good weldability
and castability of several alloys, and the fact that magnesium alloys are recyclable using well-
established processes, underline the preceding statements. The good machinability is emphasised
by low cutting forces and small chips resulting in high cutting speeds, low equipment wear
rates of the equipment, and high surface quality. With respect to machinability, there are some
disadvantages, such as high reactivity of the chips, low ductility, and high notch sensitivity.
Magnesium is also of interest to the communication industry because of its excellent shielding
capability against electromagnetic interference and its attractive, high-quality finish.
The casting and forming processes of magnesium alloys are influenced by their thermomechanical
properties. In this regard, magnesium has a good effective heat dissipation, as mentioned in
Kleiner [6]. One problem, however, is the occurrence of a shrinkage of approximately 4 %
when the molten metal solidifies, and a further 2 % when cooling to ambient temperature, which
is caused by a high thermal-expansion coefficient of about 25 · 10−6 1/K (see Kammer [2]).
Another difficulty in handling the technology of casting of magnesium alloys arises out of the
large solidification range. The alloy AZ91, for example, has a solidus temperature of 470 ℃ and a
liquidus temperature of 595 ℃, resulting in a quite large solidification range of 125 K, also called
a ’mushy zone’.
The main disadvantages of magnesium arise out of its hexagonal closest-packed (hcp) lattice
structure, which generally results in anisotropic properties. Also because of this lattice structure,
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magnesium alloys exhibit very low cold formability. The difficulties concerning the formability
range up to a temperature of 225 ℃, causing an effect called ’twinning’. Twinning means an
atomic displacement in such a way that the atoms on one side of a plane mirror the atoms
on the other side (see Kammer [2]). During production, magnesium is therefore best formed
at temperatures above 225 ℃, for example directly after the casting process. A technology to
combine the two production steps, namely casting and forming, is provided by twin-roll casting.
1.2 Twin-roll casting
The first mention of twin-roll casting dates back to the middle of the nineteenth century, in
conjunction with an invention of Sir Henry Bessemer for the manufacture of steel strips (see
Bessemer [7]). Using this technology, near-net-shape metal sheets of low thickness (less than
10 mm) can be produced. The process is shown in figure 1.1. During twin-roll casting, the molten
metal is fed between two counter-rotating rolls that are water-cooled from the inside. At the
surface of the two rolls, the metal starts to solidify. The thin solidified layers grow until they meet
at the so called ’final point’, which is the final point of solidification and which must lie ahead of
the minimum roll distance, called the ’roll gap’. At this point, casting is finished, and the rolling
process starts. Twin-roll casting is driven by the rotational speed of the counter-rotating rolls






















Fig. 1.1: Not true-to-scale schema of the twin-roll casting process: the ’roll gap’ is the minimum roll distance and
the last point of contact of the sheet to the roll, the ’mushy zone’ is indicated with orange lines, the ’final point’ is
the contact point of solidified shells - end of solidification and start of rolling, and the ’setback’ is the distance
between end of die and roll gap
The conventional technology to produce flat products consists of rolling the cast slabs until they
reach the desired thickness (50 mm to 150 mm, depending on the manufacturing method). This
is rather laborious and costly, and especially so for magnesium since, as mentioned above, hot
rolling is necessary for its manufacture. Consequently, after a certain number of passes through
the rolling mill, the magnesium sheet has to be reheated in order to avoid twinning. Thus,
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compared to conventional magnesium sheet products, twin-roll casting offers advantages like
reduced equipment and running cost, or the savings in energy and space. According to Das
et al. [8] and Watari et al. [9], further advantages are the reduction of grain size compared
to conventional production methods and good mechanical properties of the sheets. However, Das
et al. [8] list some disadvantages, as twin-roll casting is obviously restricted to casting alloys,
for example. The casting speed is rather low, as full solidification within the rolls is required.
Furthermore, segregations in the midplane of the sheet can occur, in addition to the possible
sticking of the sheet to the rolls, buckling, or deformation segregations.
1.3 Thesis overview
The objective of this thesis is the investigation of the twin-roll casting process for the magnesium
alloy AZ31. The simulations are mostly based on a pilot plant for twin-roll casting, a cooperation
between the Institute of Metal Forming at Technische Universität Bergakademie Freiberg and
the Magnesium Flachprodukte GmbH (MgF) Freiberg (an enterprise of Thyssen Krupp Steel
Europe AG), as given in Kawalla et al. [10]. The results of the simulation will be compared
to measurements from the plant. Fluid flow and temperature fields are discussed in detail, along
with the most important factors of influence being pointed out and quantified.
To be able to compare simulation results, the development of a model and its implementation
in the software suite OpenFOAM is presented. The code contains different models to simulate
the effect of solidification within the momentum equation, and an arbitrary choice of transition
functions for the solid-fraction temperature correlation, including the lever and Scheil model.
The code is validated with three test cases like the Stefan problem, the melting of pure gallium
in a rectangular cavity, and the continuous casting of a magnesium AZ31 billet. Simulations are
also carried out using the commercial code STAR-CCM+ from CD-adapco.
Parameter sensitivity analyses are carried out for thermophysical properties as well as plant
parameters. Furthermore, the simulation domain is enlarged to include both rolls. Thus, the
heat-transfer coefficient at the alloy/roll contact face is no longer predefined but calculated by
the software. Finally, the results for the pilot plant of MgF GmbH Freiberg are compared with
those of the Helmholtz-Centre Geesthacht.
The thesis is subdivided into several chapters, dealing with the state of the art of the simulation
of twin-roll casting and the simulation of solidification in general (see chapter 2 State of the art
on page 4), or the validation of the codes used, especially for continuous casting (see chapter 4
on page 26). In the chapter Simulation of the MgF pilot plant (chapter 6 on page 50), the main
simulations of the twin-roll casting process of the MgF pilot plant using the magnesium alloy
AZ31 are presented and the influencing factors are discussed. The thermophysical properties of
the magnesium alloy are examined in chapter 5 Magnesium alloy AZ31, and the two German
pilot plants are compared in chapter 7 on page 89. Finally, the work is summarised (see chapter
8 on page 92) and an outlook for future investigation is given.
4
2 State of the art
In this chapter, a state-of-the-art technique to simulate casting processes is presented. The
different ways of dealing with interfaces are outlined. A suitable method is chosen for which the
governing equations are given. Finally, the modelling with the solid fraction, a review of the
literature on twin-roll casting, and appropriate validation cases are outlined.
2.1 Non-dimensional numbers
Physical conditions
In computational fluid dynamics, non-dimensional numbers are used to characterise the physics
of a simulation case and to define the time step size. An important non-dimensional number in
fluid flow is the Reynolds number (Re), which describes the ratio of inertial to viscous forces (see
e.g. Schade and Kunz [11]) and is given by





In equation (2.1), U is the characteristic velocity magnitude and lchar is the characteristic length
of the flow, ν is the kinematic viscosity, µ is the dynamic viscosity, and % is the density. The
Reynolds number is used to define the flow regime: a fluid flow is deemed laminar if the actual
Reynolds number falls below the critical value (Recr). If Recr is exceeded, the transition to
turbulent flow is reached. The value of the critical Reynolds number and the onset of fully
developed turbulent flow highly depend on flow uniformity and disturbances. For technical issues
in flows through ducts, a critical Reynolds number of about Recr ≈ 2300 is commonly used as an
onset for the transition; for the flow over a plate, values like Recr ≈ 5 · 105 are used.
To calculate the Reynolds number, the hydraulic diameter is often used as the characteristic






For the cross section of a rectangle of dimensions l and b, the hydraulic diameter is
dh =
4 l b
2 (l + b) . (2.3)
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During the simulation of twin-roll casting in 2D, one dimension (l) is supposed to be large
compared to the other, and the rectangle reduces to a slot of width b, resulting in
dh = 2 b. (2.4)
Another non-dimensional number employed within this work is the Grashof number, a character-
istic factor of natural convection describing the relation of buoyancy to friction.





Similar to this non-dimensional number is the Rayleigh number, which gives an idea about the
transition from laminar to turbulent natural convection




= Gr Pr, (2.6)




The Prandtl number depends on thermophysical properties only. In order to define the heat
transfer from a surface to the surrounding fluid by convection, the Nusselt number is used.
Nu = h lchar
k
(2.8)
The Stefan number is used to define the ratio of sensible to latent heat, and is thus important
for phase-change problems.




To define the size of the time step, several transport phenomena have to be taken into account,
according to Ferziger and Perić [12]. For explicit methods, the time-step restriction is needed
for stability, while implicit schemata normally require a less severe restriction for numerical
accuracy. For the latter point, the time step depends on the question of how well a process shall
be resolved. The Courant-Friedrichs-Lewy condition (Co, often also CFL) states that a piece of
numerical information may not travel more than one cell during one time step. Consequently,
the Courant-Friedrichs-Lewy number is also called the characteristic convection time. The
dimensionless number is defined as
Co = U ∆t∆x < 1, (2.10)
where ∆x is the grid spacing and ∆t is the time step. In special cases, for example when dealing
with free surfaces or interfaces, Co should be less than one half. In addition to the convection
time, there are characteristic diffusion times. When dealing with fluid flow, the non-dimensional





Following the definition of the Fourier number, a characteristic heat-diffusion time can be derived
as well. The Fourier number describes the relation between heat conduction rate and thermal
energy storage and is defined as
Fo = α t
l2char
, (2.12)




In order to define the necessary time step, the most restrictive condition has to be met.
2.2 Literature review of twin-roll casting simulations
The first attempts to simulate twin-roll casting date back to 1981, when Miyazawa and
Szekely [13] modelled the heat transfer and the fluid flow of the vertical twin-roll casting
of pure aluminium. Like many researchers, Miyazawa and Szekely used the geometrical
symmetry and modelled only one half of the domain. They also used a two-region model and
employed boundary conditions at the interface front. In a similar manner, Saitoh et al. [14]
presented the vertical twin-roll casting of a tin-lead alloy, also using boundary conditions to
couple the fluid and the solid region at the interface. Also based on an interface front, Chang
and Weng [15] and [16] employed interface tracking to simulate the vertical and horizontal
twin-roll casting of steel. Here the symmetry is also used to reduce the mesh size. A common
theme of these systems is that they neglect the existing mushy zone if pure substances or eutectic
alloys are not used. An overview of the cited papers can be found in table A.1 in the appendix
on page 95.
The largest amount of simulation of twin-roll casting is done for steel. Except for Chang and
Weng [15],[16] and Gupta and Sahai [17], who modelled horizontal twin-roll casting, vertical
casting is simulated. As Hwang et al. [18], [17], and [19] simulated inclined casting, they neither
used a symmetry plane nor obtained symmetric results, as is common in many publications.
Nearly half of the researchers used a steady-state approach (Guthrie and Tavares [20], [16],
[15], [17]), whereas the other half simulated a transient casting process (Santos et al. [21],
Sellger and Ernenputsch [22], Seyedein and Hasan [23], [18], and [19]). A similar view
is given regarding the momentum transfer and the release of the latent heat. For the modelling
of the momentum transfer, the viscosity approach ([17], [22]) and the d’Arcy approach ([20],
[18], and [23]) are used. With respect to determining the latent heat release, the apparent heat
capacity method ([17], [21]) and the enthalpy method ([20], [18], [22], [23]) are employed. For the
solid fraction, the linear function is preferred, except for [21], where both the lever and Scheil
models are used. During the simulation of steel casting, [17] and [20] reached Reynolds numbers
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higher than the critical value and added the k-ε turbulence model to their balance equations.
The main difference between steel and magnesium twin-roll casting is the location of the final
point of solidification. For steel, the casting velocity is set to a value such that the solid shell
thickness can withstand the hydrostatic pressure of the still-liquid alloy. After leaving the rolls,
the rod is held by supporting rolls and cooled with water spray. In contrast, the magnesium alloy
has to solidify thoroughly before the minimum roll gap allows for significant rolling. Therefore,
the casting and solidification speed are rather different.
Apart from steel, simulations are also done for aluminium and tin-lead alloys. Miyazawa and
Szekely [13] (using aluminium) and Saitoh et al. [14] (using a tin-lead alloy) were already
mentioned for using a defined interface front. For the simulation of horizontal and horizontally
inclined twin-roll casting of aluminium, there are Bradbury and Hunt [24], Volkova et al.
[25], and Sarioglu and Thevoz [26]. Unfortunately, they do not indicate any employed model,
apart from [24]. They employ the viscosity and the heat source model combined with the Scheil
approach to determine the solid fraction. For the material tin-lead alloy, Hwang and Kang
[27] and Santos et al. [21] simulated vertical twin-roll casting using the enthalpy approach
with a parabolic solid fraction and the apparent specific heat-capacity model with the lever and
Scheil model, respectively. Except for Sarioglu and Thevoz [26], who simulated inclined
casting, and Volkova et al. [25], who presented the effect of gravity, the researchers used the
geometric symmetry and consequently obtained symmetrical results.
Only a few papers simulate horizontal twin-roll casting of magnesium alloys. Hu and Ju [28],
Zeng [29], [30], He and Essadiqi [31], and Zhao et al. [32] used the magnesium alloy AZ31
and steady-state approaches for the simulation. Hu and Ju [28] employed the viscosity and the
apparent heat-capacity model for their calculations while He and Essadiqi [31] used a source
term for the solid-fraction approach following the Scheil model. Zeng [29] and [30] used the
d’Arcy and the viscosity models, together with the enthalpy approach and a linear solid fraction.
Unfortunately, despite a Reynolds number of approximately 750, the turbulence model k-ε is
activated on. Symmetry was not employed, as the adjustment of the roll gap was realised merely
by only moving the upper roll, leading to a non-symmetric geometry. Zhao et al. [32] are also
employing the k-ε turbulence schema for a Reynolds number of 1 425. In contrast to Zeng [29],
Zhao et al. [32] use the viscosity and the apparent heat-capacity approach together with a
linear solid fraction. Apart from simulations using a computational fluid dynamics background,
there are some finite element method (FEM) publications like Hu [33] and, in its latter part,
He and Essadiqi [31]. Using an FEM model only, it is impossible to include the influence
of convection. Many researchers try to overcome this disadvantage by increasing the thermal
conductivity within the fluid region. The main advantage is the knowledge obtained about the
acting forces and the resulting stress and strain rates within the sheet.
Regrettably, what all papers have in common is the lack of a reasonable validation. There
are indications of measurements for the temperature profile in Saitoh et al. [14], but the
researchers themselves indicate only “moderate coincidence” between computed and experimental
results. Furthermore, they do not refer to any detail of the experimental procedure. In addition,
Hwang and Kang [27] point to this experiment as a reference for the results of their simulation,
2 State of the art 8
which only partially coincide. Most of the so-called validations are references to other models
without using any measurement data.
The most comprehensive set of publications is given by Hadadzadeh et al. [34] [35, 36, 37,
38]. Hadadzadeh et al. started modelling the horizontal twin-roll casting of magnesium AZ31
using the commercial code CFX with the apparent specific heat and viscosity model, putting
an emphasis on the strip exit temperature. During the project period, the Scheil and d’Arcy
models were added and mechanical behaviours, like stresses, were analysed using ALSIM. Finally,
cooling rate and resulting secondary dendrite arm spacings were added. The model was validated
with the strip exit temperatures and the secondary dendrite arm spacings from experiments of
the CanmetMATERIALS pilot plant. Hadadzadeh et al. investigated parameters like the
exit thickness, the setback, the heat-transfer coefficient, and the casting speed on the strip exit
temperature, the microsturcture, stress, and strain. The simulation domain is reduced by half
using symmetry and modelling only the upper part, which enforces symmetric solutions. The
material properties used for the calculations were gathered from different references without
comparison.
Important influencing factors and conclusions
Important influencing factors and conclusions regarding twin-roll casting are given in the cited
papers. The authors agree on the influencing parameters like casting speed, casting temperature,
shape and temperature of the die, setback, roll gap, cooling rate, and roll material. These factors
define the location of the final point of solidification, the regions of recirculation, or the degree
of deformation. The position of the final point has an impact on the rolling force. If the metal
is not yet solidified in the roll gap, a lower rolling force is needed and vice versa. If the final
point lies far behind the roll gap, the melt is merely squeezed out, resulting in a poor bonding
of the solidified shells. The regions of recirculation are supported by a small roll gap and a
large setback. Also, the higher the casting speed, the smaller the recirculations. Furthermore,
the nature, extent, and location of the zones of recirculation do influence the cooling rates and,
thus, the mechanical properties. In addition, the material properties and their influence on the
simulation results shall be tested.
2.3 Conservation equations with interfaces
To begin with, the general treatment of interfaces and the governing equations are given.
Therefore, the differences between approaches using one or more sets of governing equations are
discussed. The general conservation equations are introduced, while necessary source terms will
be explained later.
2.3.1 Dealing with interfaces
Numerical simulations with more than one fluid and/or phase induce interfaces and the problem
of dealing with varying material properties. Pursuant to Ferziger and Perić [12], there are
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two main approaches for handling immiscible fluids and phases: the interface-tracking method
and the interface capturing-method. The interface-tracking method consists of defining a sharp
interface between the two fluids/phases and in tracking the interface motion. Therefore, the
grid has to be adapted to the interface and is moved along with it, inducing a rather high
computational cost. For this way of modelling, there are as many regions defined as fluids/phases
occur. The regions are coupled using boundary conditions, for example the Stefan condition, to
release the latent heat. The coupling terms have to be modelled in the conservation equations.
As the interface is defined in a sharp manner, this way can only be used in cases of almost pure
materials or eutectic alloys, as only these possess a single melting temperature. In general, alloys
are characterised by a solidus and a liquidus temperature, defining more an interface region in
the form of a mushy zone than a sharp front.
For the interface-capturing method the interface is not sharp, and fixed grids may be used. The
interface is defined via a volume fraction within the control volume, where in general the value
0 indicates one fluid and 1 the other. Famous approaches of modelling are the volume-of-fluid
method by Hirt and Nichols [39] – where an additional conservation equation for the volume
fraction, similar to the continuity equation, is solved – or the level-set method by Osher and
Sethian [40], where a level-set function is introduced ranging from 0 in one fluid to 1 within the
other, hence indicating the interface with a rapid change from 0 to 1. Interface capturing methods
are also called one-fluid approaches, as only one set of conservation equations is necessary to
describe the physics. Changes in material properties or interface phenomena are introduced using
the transition of the indicating function. As the interface is not a priori sharp, alloys forming
a mushy zone can be simulated based on these models. The attempt to simulate solidification
using a solid fraction is similar to the volume-of-fluid method, but does not introduce another
conservation equation as the solid fraction is defined by a source term within the mushy zone,
either linked to the temperature alone or to the temperature and the concentration.
As the magnesium alloy AZ31 forms a relatively large mushy zone and since the applied
code STAR-CCM+ uses the solid-fraction approach based on the volume-of-fluid method, all
proceedings and equations are based on this method.
2.3.2 Conservation equations
The balance equations to mathematically describe casting processes are presented in the following
section according to Ferziger and Perić [12] and Bennon and Incropera [41]. The
conservation of mass is expressed in the continuity equation,
∂%
∂t
+∇ · (%u) = 0
∇ · u = 0, (2.14)
where the first equation is the general continuity equation and the second one is valid only if the
density % is constant. The Navier-Stokes equation describing the conservation of momentum is




+∇ · (%u u) = ∇ ·T + %b− SM (2.15)
with T = −
(







where T is the stress tensor, b is the body force vector (for example the gravity g), SM is a
momentum source term (here dealing with the interface and variable material properties), p is
the static pressure, µ is the dynamic viscosity, and I is the unit matrix. In order to model the
heat transfer within the fluid and to the rolls, the energy-conservation equation is solved.
∂ (%H)
∂t
+∇ · (%uH) = ∇ · (k∇T ) + SE (2.16)
with dH = cp dT
In equation (2.16), the enthalpy form of the energy equation is given, where H is the enthalpy,
T is the temperature, k is the thermal conductivity, and SE is a source term, which needs to be
defined in order to describe the phase change during solidification. The second equation expresses
the dependency on temperature and enthalpy for incompressible fluids (see Bird et al. [42]),
where cp is the specific heat. For phase change problems such as solidification, the dependency
or the source term includes the latent heat release (depending on the model).
2.4 Solid-fraction models
The attempt to simulate solidification using a solid fraction is similar to the volume-of-fluid
method. In the following, the different ways to model the solid fraction are presented.
2.4.1 Models for the solid fraction
In order to follow the progress of the solidification, the variable ’solid fraction’ fs is introduced.
This relation describes the amount of solidified alloy in one cell, and consequently varies between
the values 0 and 1. According to Yu [43], there are two basic ways to model the fraction: one
is based on the equilibrium between solid fraction and temperature, and the other one on the
kinetics of solidification. Figure 2.1 illustrates the classification.
Equilibrium of solid fraction and temperature
This method is based on the assumption that the solid fraction is a well-known function of
temperature to be modelled between the solidus and the liquidus temperatures of the phase-
change material employed. The transition within the range of solidification may be described as
linear, parabolic, or may be based on experiments. Common models are the lever rule and the
Scheil model, which are based on the equilibrium phase diagram that can be estimated using the












Fig. 2.1: Attempts to model the solid fraction
solidus and the liquidus temperatures and the partition coefficient, or may be calculated using
the CALPHAD method, i.e. the “calculation of phase diagrams” based on the thermodynamic
modelling (see Saunders et al. [44]).
Linear transition A simple approach to model the solid fraction between solidus and liquidus





∀T, Tsol ≤ T ≤ Tliq (2.17)
Nikrityuk [46] enhanced the linear transition to the so-called conduction-dominated solidifica-
tion rule by setting Tliq and Tsol to be functions of the concentration.
Parabolic transition For their specific applications, Hwang and Kang [27] use a parabolic
function to describe the solid fraction in terms of the temperature. In the paper, the authors







∀T, Tsol ≤ T ≤ Tliq (2.18)
Lever rule The description of the solid fraction according to the lever rule requires complete
diffusion within the fluid and the solid phases. The method is based on equilibrium phase









∀T, Tsol < T ≤ Tliq. (2.19)
In the previous equation, Cl is the alloy composition in the liquid, C0 the initial alloy composition,
kp = Cs/Cl the partition coefficient of the phase diagram, and Cs is the alloy composition in
the solid. Tm describes the melting temperature of the pure metal. The formulation in terms of
temperature is only correct with linear slopes of the liquidus and solidus curves in the phase
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diagram, in order to ensure that the partition coefficient kp is constant. To meet all those
assumptions, the lever rule is only valid for slow solidification processes with low cooling rates.
Scheil model The Scheil model or Gulliver-Scheil model is also based on the phase diagrams but
assumes that the fluid phases mix perfectly, whereas there is no diffusion in the solid. This model
is used when the solid diffusivity is negligible, i.e. to describe rapid solidification. According to











kp − 1 ∀T, Tsol ≤ T ≤ Tliq. (2.20)
Once more, the formulation in terms of temperature is only correct with linear slopes of liquidus
and solidus curves in the phase diagram.
When using the CALPHAD calculation, the restriction of linear slopes in the solidus and liquidus
curves to give a relation between the solid fraction and the temperature for the lever rule and
Scheil model is unnecessary. The thermodynamic calculations provide a table of data to describe
the curves.
Kinetics of solidification
In contrast to the approximation procedures of the equilibrium in solid fraction and temperature,
the model of the kinetics of solidification represents the time-dependent transition of the solid
fraction, according to Yu [43]. The focus lies on the grain formation, the grain growth, and the
parameter fit to experiments. These methods are able to predict concomitant phenomena like
the rate of subcooling, but require detailed metallurgical data such as the shape and number of








where N is the density of grains and v their volume.
The kinetic models are subdivided in deterministic, probabilistic, and phase-field methods. The
deterministic ones are based on the formation and growth of the grains, whereas probabilistic
methods deal with the probability of solidification. The latter may be subdivided into Monte-
Carlo methods and cellular automatons. Monte-Carlo methods aim to minimise the energy of a
grain assembly, whereas the cellular automaton starts with assigning some random nucleation sites
based on probabilistic relationships. Phase-field models belong to the group of interface-capturing
methods (see section 2.3.1 Dealing with interfaces on page 8 and Ferziger and Perić [12]).
The use of phase-field methods in solidification is reviewed in Boettinger et al. [48] and
George and Warren [49]. All kinetic models have a restriction to a small computational
domain and a time-consuming schema in common.
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Another non-dimensional number can be derived for the moving velocity of the interface, following
the thought that a numerical information should not travel further than one cell per time step,
as given for the Courant number. This means
Coint =
Uint ∆t
∆x < 1. (2.22)
In the preceding equation to calculate the interface Courant number, the velocity of the interface
has to be known. The interface is only evolving when the normal component is not equal to








With the solid fraction, basic approaches may be used in the conservation equations to account for
the presence of an interface and phase-change phenomena. In the following, a general overview is
given for the energy and the momentum equations. The effect on the two conservation equations
may be modelled using the interface tracking method with two regions and a coupling at the
interface. As the basic approach is described in 2.3.1 “Dealing with interfaces” on page 8 and
not used for the final simulation, it will not be discussed further.
2.4.2 Release of latent heat using the solid fraction
Method of source term
In order to present the different latent heat release models in a general way, the energy-conservation
equation (2.16) is used in non-conservative temperature form, assuming that fluid flow is not




= ∇ · (k∇T ) + SE (2.24)




with the specification of the source term SE taken from Yu [43]. The source term represents
the release of the latent heat of fusion L. The implicit assumption that the release of the latent
heat depends on the solid fraction is sensible for solidification. Zeng [29], Odenthal [51], and
Yu [43] give an overview of the possibilities in accounting for the solidification in the energy
equation. There are four methods, as shown in figure 2.2. Another way of the method of source
terms is a coupling with the kinetics of solidification, as a description for the change in solid
fraction within time is needed. The right-hand side of equation (2.24) forms the source term for
the energy-balance equation. In contrast to the preceding method, this one is able to handle
discontinuities in the solid fraction. According to Odenthal [51], Zeng [29], and Zeng et al.
[30], the heat capacity and the source term method are widely used for alloys.











heat capacity the interface
Fig. 2.2: Possibilities to model the solidification within the energy equation
Model of heat capacity
The model of heat capacity is coupled with the method of equilibrium for the solid fraction, thus









The release of latent heat is combined with the heat capacity cp of equation (2.24) to form the
apparent heat capacity capp
capp = cp − L
∂fs
∂T
∀T, Tsol ≤ T ≤ Tliq. (2.26)
This model is easy to implement, but it can result in numerical problems if the solidus and
liquidus temperatures only differ slightly (see Yu [43]). This can be seen, for example, by
oscillating temperature values in certain cells within the solidification range. Temperature values
in other cells might jump below the solidus temperature, missing a part of the latent heat release.
According to Voller et al. [52], the use of the heat-capacity model is not possible with a
discontinuously varying solid-fraction function, as it is common for eutectic materials. To use it
nonetheless, a small temperature difference is introduced to even out the jump. The model of
heat capacity is widespread in existing codes as only the material property specific heat has to
be modelled (see Voller et al. [52]).
Enthalpy method




+∇ · (%uH) = ∇ · (k∇T ) (2.27)
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with H(T ) =
T∫
Tref
cp(T ) dT + (1− fs)L (2.28)
Therefore, the energy equation contains both temperature and enthalpy. As the parameters are
coupled, equation (2.27) must also be solved.
2.4.3 Effect of solidification on momentum
According to Yu [43] and Bennon and Incropera [41], the effect of solidification on the






Fig. 2.3: Methods to model the solidification in the momentum equation
Viscosity model
Similar to the apparent heat capacity within the energy equation, the effect of solidification on
the momentum can be modelled using an apparent viscosity which increases with an increase
in the solid fraction. Rheological models are usually taken into account and the influence on
the velocity is indirect. No additional source term SM is needed, as indicated in equation (2.15).
Various viscosity models, their mathematical description, a comparison of variations of their
curve, and the different effects when used in simulation test cases are shown in section 6.2.2.
D’Arcy model
The modelling according to d’Arcy is based on the assumption that the solidified dendrites form
some kind of porous material which allows the liquid to flow through. Therefore, a source-term
model is set up to force the velocity to be equal to the given velocity of the solid where the solid







(u− us) , (2.29)
where K is the permeability which needs to be modelled and us is the velocity of the solid
which is a given vector field. Neglecting density differences between the phases, except for the
Boussinesq approach, the relation of densities %/%l is assumed to be equal to one.
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Hagen–Poiseuille Following Stefanescu [1], the permeability may be written as
K = B λ2I (1− fs)2 , (2.30)
where λ2I is the primary dendrite arm spacing. This correlation is intended for vertical flow. The
constant B has to be determined through experiments.
Blake-Kozeny Correlations following Blake-Kozeny or Poirier presented in Stefanescu [1]
result in




where the characteristic length lchar is the grain diameter for equiaxed grains or the primary
dendrite arm spacing λI for general alloys. The constant B also has to be determined through
experiments. This correlation is also intended for vertical flow through a porous medium. For
the two Kozeny correlations, the denominator may be expanded by addition of a small number
to avoid division by zero beyond the interface (see Guthrie and Tavares [20]).
Kuznetsov [53] and [54] does expand the Blake-Kozeny correlation. According to him, the










where the permeability is




with B being a coefficient of permeability. The coefficient of inertia F is defined as
F = 0.13 (1− fs)−1.5 . (2.34)
In the form presented by the author, this relation is only valid for a stationary solid phase.
Carman-Kozeny The Carman-Kozeny correlation is similar to the Blake-Kozeny model and
often employed.




where the coefficient B is defined differently in various papers. Some examples in modelling are
the following.
Stefanescu [1]: B = l
2
char
90 + 180π tan−1 [100 (fs − f crs )]
(2.36)
Guthrie and Tavares [20]: B = µ105 to 107
Zeng et al. [30]: B = µ104 to 107
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In the preceding equations, lchar is a characteristic length, like a grain diameter, the primary
dendrite arm spacing λI , or the secondary dendrite arm spacing λII . The critical solid fraction
f crs is used to define if the solidified material significantly hinders the fluid flow and is chosen
to be f crs = 0.27 for the aluminium alloy A201 in Stefanescu [1]. The ranges of constant
factors from 104 to 107 in Guthrie and Tavares [20] and Zeng et al. [30] shall be adopted
according to the used material.
Choice of modelling set of equations
In terms of the solid-fraction approach, the kinetic models aim to describe the nanoscale – the
behaviour of individual atoms. Following Pardeshi et al. [56], there is no computational
model and database linking the nanostructure with the properties of castings. Both codes at
hand, OpenFOAM by OpenFOAM Foundation [57] and STAR-CCM+ by CD-adapco [58],
are based on the continuum assumption stating that the influence of one atom is not perceptible.
Hence, kinetic models may not be taken into account and equilibrium approaches are chosen for
the work at hand. The balance equations are given in Bennon and Incropera [41]. The final
sets of conservation equations employed in each code will be derived in 3. For STAR-CCM+, the
available models will be cited as given in the user guide. For OpenFOAM, the derivation of the




3.1 MeltFoam: basic code by F. Rösler
The starting point for the OpenFOAM coding is the published solver meltFoam by Rösler and
Brüggemann [59], whose code may be found at http://www.cfd-online.com [60]. Ideas and
hints of several forum threads of the same URL are used for the coding and will be outlined
accordingly. The meltFoam solver is set up under the following assumptions.
• The density is constant except for the buoyancy source term, as the Boussinesq approxima-
tion is valid.
• The liquid fraction fl is approximated using a continuous error function approach directly
inserted into the equation for the conservation of energy.
• The Carman-Kozeny model is used in the momentum-conservation equations where the
solid phase does not move.
Taking a look into the code, additional assumptions are that the thermal conductivity is chosen
to be constant and that the specific heat has constant but possibly different values per phase.
The mass conservation equation for incompressible media is obeyed.
∇ · u = 0 (3.1)
The energy conservation is deduced in the following way.
∂ (%H)
∂t




cp dT + fl L
and fl = 0.5 erf
(




In the last equation (3.2), Tm is the melting temperature defined by [59] to be the arithmetic
mean of the liquidus and the solidus temperatures. The continuous function for the liquid
fraction can be differentiated directly and inserted into the energy-conservation equation. The
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final equation is given by Rösler and Brüggemann as
∂ (% cp T )
∂t











+ u · ∇T
)
. (3.3)
The momentum-conservation equation is outlined as follows.
∂ (%u)
∂t
+∇ · (%u u) = −∇p+∇ · (µ∇u)− c1
(1− fl)2
f3l + c2
u + %g [1− β (T − Tsol)] (3.4)
The third term on the right-hand side is the d’Arcy term, modelling the effect of solidification
where c1 is a large constant and c2 a small one to prevent division by zero. The last term
includes the body forces and the Boussinesq approximation for natural convection. Comparing
the meltFoam solver with provided solvers of the OpenFOAM installation, like pisoFoam,
pimpleFoam, or buoyantBoussinesqPimpleFoam, the code of Rösler was updated to the version
2.1.1 of OpenFOAM.
3.2 Extensions to castFoam
In order to simulate twin-roll casting of magnesium alloys, some assumptions and restrictions of
the meltFoam solver are no longer valid. During twin-roll casting, the solidified shell is moved, as
well as the fluid metal alloy. Thus, the Carman-Kozeny term in the momentum equation has to be
expanded. Furthermore, twin-roll casting is a rather fast casting process, which makes the Scheil
approach the model of choice for correlating temperature and solid fraction. Instead of directly
inserting the correlation of temperature and solid fraction into the energy-conservation equation,
a table will be read into the solver for each case and the solid fraction will be interpolated
according to the temperature field. Thus, the relation between temperature and solid fraction
may be chosen freely. Having implemented the interpolation algorithm once, it is used for the
thermal conductivity, the specific heat, and the viscosity, being tabulated in the same way.
Therefore, the code may be used to simulate casting employing the Carman-Kozeny approach,
as well as the viscosity model. The mass conservation equation remains the same. Appendix B
contains the final code used hereafter. The single coding steps are not shown separately.
Temperature-dependent thermal conductivity
In a first step, the constant thermal conductivity is replaced with a temperature-dependent
property field which is interpolated with each iteration and/or time step according to the





+ ρ cp∇ · (uT ) = ∇ · (k∇T ) . (3.5)
In the diffusion term on the right side, the character k is not a priori fixed, but free to be
directional or temperature dependent, dependent on the position, or constant. In OpenFOAM,
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no change in the coding of the equation has to be made to account for that purpose (see
OpenFOAM Foundation [57]). To achieve this behaviour within a calculation, the property
file has to be read in and interpolated on the internal field and, subsequently, on the boundary
patches. In castFoam, the two steps are separated. In general, material properties are not
changed during a simulation, so a repeated reading of the fields is unnecessary. Thus, the
reading step is carried out during the start of the simulation within the field creation (see B.3 ll.
142-185), the interpolation procedure is coded in a different auxiliary file which is executed at
every iteration/time step (see B.5). The general idea is given in http://www.cfd-online.com by
Jasak [61] and, after some testing and successful implementation, published in the same forum
in Miehe [62]. The effect is validated with a test case containing a linear temperature-dependent
thermal conductivity, offering an analytical solution. In a 1D steady-state simulation, a block of
one meter in length is exposed to a temperature of = 273 K on its left end and to = 373 K on the
right end. The thermal conductivity is set to be 50 W/ (m K) at 273 K, 100 W/ (m K) at 373 K,
and to vary linearly between these two temperatures.
k(T ) = 0.5T − 86.575, T in K (3.6)








has to be integrated twice, resulting in
c1 x+ c2 = 0.25T 2 − 86.575T, T in K. (3.8)
The constants are obtained using the boundary conditions and the final equation yields
x(T ) = 0.25
(
T 2 − 2732
)
− 86.575 (T − 273)
0.25 (3732 − 2732)− 86.575 (373− 273) , T in K. (3.9)
The comparison of the results is shown in figure 3.1. It is obvious that the two curves coincide
and, thus, that OpenFOAM can handle temperature-dependent properties well. In the following,
this part of the code is also used for the specific heat, the solid fraction, and the viscosity to be
temperature dependent when needed.
Momentum and energy-conservation equation
The next step is to further adapt the momentum and energy-conservation equation to handle
continuous casting. According to Bennon and Incropera [41], the momentum-conservation
equation for constant density has to be adopted in the following way:
∂ (u)
∂t
+∇ · (u u) = −1
%





(1− fs)3 + c2
(u− us)︸ ︷︷ ︸
d′Arcy
























Fig. 3.1: Temperature-dependent thermal conductivity in OpenFOAM: comparison of a linear temperature depen-
dency of the thermal conductivity for the code and the analytical solution
Compared to Rösler and Brüggemann [59] and equation (3.4), the preceding equation is
divided by the constant density and the d’Arcy term. The third term on the right side is extended
to account for a moving solid shell of velocity us. The velocity of the solid phase is obtained
by a Stokes flow solution – a flow solution under the exact same conditions as the solidification
case, but with only one phase at a large and constant viscosity. This approach is proposed and
validated in Vakhrushev et al. [63], for example. In equation (3.10), νl is the kinematic
viscosity of the liquid/molten fluid, d is a characteristic length scale of the solidified material (a
dendrite arm spacing or a grain size, for example), and c2 a small number to avoid division by
zero. The d’Arcy term is only present in the equation when the model is chosen accordingly at
the beginning of the simulation. Then the viscosity in the diffusion term – the second one on
the right side of the equation – also only employs the viscosity of the liquid/molten fluid νl. To
avoid giving this property and the liquidus or solidus temperatures twice, the already-explained
interpolation procedure is used. The temperatures are interpolated quasi-backward by searching
the temperatures for a solid fraction of 0 and 1. Therefore, the values 0 and 1 may only occur
once in the property table. When the liquidus temperature at a solid fraction of 0 is determined,
it is used as the reference temperature in the buoyant Boussinesq term and the viscosity at that
temperature is interpolated and set to be the liquid kinematic viscosity (see B.3 ll. 189-199). If
the viscosity model is chosen to account for the effect of solidification in the momentum equation,
the d’Arcy term is not part of the equation and the temperature-dependent viscosity is used for
the diffusion term as proposed in Bennon and Incropera [41]. The code is presented in the
appendix (see B.7).
The derivation of the energy-conservation equation is equally based on [41], starting with the




+∇ · (%uH) = ∇ · (k∇T )−∇ · [% fs (Hl −Hs) (u− us)] . (3.11)
Following, for example Vakhrushev et al. [63], the difference in enthalpy in the last term is
simplified to be the latent heat of solidification.
Hl −Hs = L (3.12)
The enthalpy H contains the sensible heat and the release of the latent heat of solidification,
H = Hsen +Hlat = Hsen + (1− fs)L, (3.13)














As for a wide range of ideal gases, solids, and liquids, the change due to a change in pressure can







dT = cp (T ) dT. (3.15)
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− L∇ · [fs (u− us)] . (3.16)
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+∇ · (us fs)
]
(3.17)
When the viscosity approach is used for the momentum equation, there is no relative phase
velocity or, at least, it is not recognizable, according to Bennon and Incropera [41]. Thus,
the term (u− us) in equation (3.17) equals zero as does the whole second term on the left side
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when us is us for the d’Arcy approach and u for the viscosity model. The code for the energy
equation is given in appendix B.8.
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An additional iteration loop
An additional iteration loop is necessary around the energy equation and the interpolation
procedure for the temperature-dependent properties as well as for the solid fraction. First, the
old iteration field of the solid fraction is saved. Then, the energy equation is solved, followed
by the interpolations for the material properties and the solid fraction. The newly calculated
fraction is not taken into account entirely, but smoothed by relaxation. The updating equation
for the solid fraction is relaxed in order to avoid oscillations and a bad convergence, as mentioned
in Nikrityuk [46], for example. The iteration loop will be left either when the convergence
criterion for the solid fraction is reached, or when the maximum number of iterations is hit (see
B.2). In the latter case, a warning is displayed. As the energy equation is solved several times
during the update, the output of this solver is suppressed according to Jasak [64]. The very first
initial residual, the last final residual, and the sum of all iterations is stored using Weller [65].
After the additional iteration loop is left, a summary of the energy solver and the solid-fraction
update is written out following the template of the other solver outputs. Again, this is to be
found in appendix B.8.
Cooling rate
One way to compare the results of a simulation with experiments is the microstructure of the
final sheet product, which is related to the cooling rate. The correlation for the magnesium alloy
AZ31 is shown in section 5.3. For the coding, the definition of the cooling rate by Kurz [66] is
used as the material derivative of the temperature
CR = Ṫ = dTdt . (3.19)




+ u · ∇T. (3.20)
For the actual coding, see B.3.
When simulating the steady-state operation point in twin-roll casting, there are no changes in
temperature with respect to time. The preceding equation reduces to
CR = u · ∇T. (3.21)
As this is a dot product between two vectors, the velocity and the temperature gradient, the
cooling rate may be positive, zero, or negative depending on whether the two vectors point in
the same direction, are perpendicular to one another, or opposite. Kurz [66] states that when
the temperature gradient is positive - defined to be positive at the interface pointing into the
liquid - an alloy will most likely solidify in columnar dendrites, as this is the typical case for
an adjacent cool wall. Equiaxed dendrites occur in subcooled liquids when the temperature
gradient is negative. The code at hand does not incorporate subcooling within the liquid: thus,
the temperature gradient according to the definition by [66] is always positive. Nonetheless, this
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definition may be used to draw conclusions concerning the microstructure. In twin-roll casting,
the velocity and the temperature gradient vectors normally point in opposite directions, and
the cooling rates result in negative values. This is always true for the mushy zone near the roll
surface, as shown in figure 3.2.
Fig. 3.2: Relation between the velocity (blue) and the temperature gradient (red) vectors in steady-state twin-roll
casting
The vector pointing directions may happen to be equal only in recirculation regions near the
centerline. When tips of dendrites break near this region, they are transported into regions
of higher temperature and either remelt when the temperature is above liquidus or serve as
nucleation sites when they remain within the mushy zone. Then, as the sites are not exposed to
a one-sided temperature gradient, they may grow in an equiaxed manner, and the microstructure
may, as a result, be influenced.
Non-dimensional numbers
In order to get an idea of the different time scales of the test cases, non-dimensional numbers are
implemented in the code. Following the definitions, the Courant (2.10), the diffusion (2.11), the
Fourier (2.12), and the interface Courant number (2.22) are implemented.
3.3 Commercial code STAR-CCM+
The commercial code STAR-CCM+, coded and distributed by CD-adapco [58], is a general-
purpose software for computational fluid dynamics. Version 8.04 is used for this work. The
melting-solidification package is implemented within the segregated solver for multiphase flow.
The conservation equations are similar to the OpenFOAM approach. In STAR-CCM+, the
viscosity and the d’Arcy model are available for the modelling of solidification within the
momentum equation. As the d’Arcy term is coded assuming the casting velocity is zero (in
general similar to equation (3.4)), only the viscosity model can be used in simulating continuous
casting. In order to obtain a better comparison, the same procedure as in OpenFOAM is chosen,
using a table with temperature-dependent values of the viscosity. Similarly, the solid fraction and
thermophysical properties are given as temperature-dependent values. When a pure or eutectic
material is to be used, a phase-change interval of 0.002 K is introduced by the code, avoiding
issues with stability.
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An increase in viscosity is modelled using a field function, like
µ (T ) =

0.00181 ∀T > 302.85
1.81 ∀T < 302.75
0.00181 exp
(
−6.9078 T − 302.850.1
)
else
e.g.: ($Temperature > 302.85) ? 0.00181 : (($Temperature < 302.75) ? 1.81 :
0.00181 ∗ exp (−6.9078 ∗ ($Temperature− 302.85) / (0.1))) . (3.22)
The limiting temperatures are the solidus and the liquidus temperatures of the chosen material.
The transition equation for the viscosity is either freely chosen of chosen according to the material
behaviour.
During the validation test case gallium 4.2, it turned out that the built-in Boussinesq approach
does not work correctly. Thus, this approach is turned off and a momentum source is specified
in the direction of the gravitation. The product of density and gravitation is already part of the
effective pressure.
SM = % β (Tref − T ) g
E.g.: 6093 ∗ 1.2e− 4 ∗ (302.8− $Temperature) ∗ (−9.81) (3.23)
In the same manner, the d’Arcy model can be used with a non-zero casting velocity. A field





(1− fs)3 + c2
(us − u)
E.g.: (pow($ SolidVolumeFraction,2) ∗ 1e3)/(pow(1− $ SolidVolumeFraction, 3) + 1e− 3)
∗([0.02, 0, 0]− $$Velocity) (3.24)
In the preceding equations, c1 = 1000 is a large number, c2 = 0.001 is a small number to avoid
division by zero, us is the casting velocity vector, and u is the actual velocity. The casting
velocity in this example is 0.02 m/s in the x-direction and zero in the other directions. As long
as the casting velocity can be described with one number of a simple function, using a field
function is manageable. Using a Stokes fluid flow solution to calculate the field distribution of




To assure that a chosen model or software is capable of correctly predicting the physics of
a problem, the code needs to be validated. In the following paragraph, the one-dimensional
one-phase Stefan problem is presented, an example for conduction-dominated solidification
providing an analytical solution. Furthermore, the simulation of the melting of pure gallium
in a rectangular cavity is shown, a well documented test case in both model and experiments.
Finally, the continuous direct-chill casting of a magnesium AZ31 billet will be simulated. This
test case incorporates continuous casting in numerics and experiments in addition to the exact
magnesium alloy which will be used for the twin-roll casting simulations.
4.1 Stefan problem
Test-case definition
As written in Stefanescu [1], the one-dimensional one-phase Stefan problem is a transient
heat-transfer topic typical for directional solidification. The solidified material is either a pure
one or a eutectic alloy. This is called a one-phase problem, as only the solid phase is considered










Fig. 4.1: Schema of the one-dimensional Stefan problem with temperature boundary conditions of a cool Tc and a
hot temperature Th; L(t) is the interface location at time t
The coordinate considered is the x-dimension. The boundary condition on the right is the hot
temperature Th at x = L(t) equal to the melting temperature. The other boundary temperature
4 Validation 27
Tc on the left end of the rod is significantly cooler. As this is a non-steady problem, L(t) is
the location of the interface at time t. The complete definition of the problem at hand for the






at x = 0 : T = Tc
at x = L(t) : T = Th







at t = 0 : T = Th
(4.1)
Stefanescu [1] provides the analytical solution.








































In the preceding equations, α is the thermal diffusivity, γ the eigenvalue, Uint the velocity of







temperature gradient at the interface location. To solve the last of equations (4.2) – the equation
for the eigenvalue γ – a numerical approach is used.
Parameters used for the Stefan problem
Tab. 4.1: Employed fluid properties and boundary conditions of the Stefan problem simulation
Property Symbol Unit Value
specific heat cp J/ (kg K) 1 050
thermal conductivity k W/ (m K) 80
thermal diffusivity α m2/s 4.35 · 10−5
latent heat L J/kg 377 000
density % kg/m3 1 750
kinematic viscosity ν m2/s 5.71 · 10−7
dynamic viscosity µ kg/ (m s) 1.0 · 10−3
melting temperature Tm K 903.0
hot-wall temperature Th K 903.1
cold-wall temperature Tc K 853.0
Table 4.1 presents the specification of the fluid properties and boundary conditions used for
the simulation. For t = 0 s, the domain is initialised to the hot-wall temperature Th = 903.1 K.
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The hot wall and initial temperature are 0.1 K larger than the considered melting temperature
to avoid that the entire simulation domain is considered to be the interface instead of a small
amount of cells. As both employed codes are not able to use a single melting temperature, a
small solidification range is introduced.
For the simulations using OpenFOAM, the rectangular domain of 100 mm× 2.5 mm is meshed
using the utility blockMesh. The resulting mesh is uniform and structured with a lattice spacing
of 0.5 mm, and, thus, 200 × 5 = 1 000 cells. The first-order, bounded implicit schema Euler
is used for the time step. As mentioned previously, the code cannot handle pure-substance
solidification with a single melting point, so a temperature difference of 1.0 K employing a linear
transition in the solid fraction is introduced to avoid discontinuities within the release of latent
heat. Furthermore, the d’Arcy model is used for the momentum equation, with d = 0.001 m.
In STAR-CCM+, the same rectangular domain is meshed using the trimmer model. The resulting
mesh is uniform and structured with a lattice spacing of 0.5 mm. A first-order implicit schema is
used for the time step. A temperature difference of 0.002 K is introduced by STAR-CCM+ to
avoid the discontinuity within the release of latent heat. This is done by default when entering
the same numerical value for the liquidus and the solidus temperature (see CD-adapco [58]).
Analytical solution
In order to compare the numerical with the analytical solution of the Stefan problem, the
eigenvalue equation of the Stefan problem (4.2) has to be solved. With the properties given in
table 4.1, the eigenvalue is γ = 0.258.
As an implicit time-stepping schema is used, there is no need to restrict the time step in terms
of stability. Nonetheless, the time step will be restricted in order to capture the interface within
every cell, especially at the beginning, when the interface moves with a high velocity. Other
non-dimensional numbers like Courant, interface Courant, diffusion, and Fourier are calculated
for comparative means. The Courant number in (2.10) equals 0 throughout the bar at all times,
as no fluid flow is encountered. The diffusion number of (2.11) yields a maximum time step of






)2 m2 1 750 kg m s
1.0 · 10−3 m3 kg ≤ 0.4375 s. (4.3)
The Fourier number results in a time step of







4.35 · 10−5 m2 ≤ 0.0057 s. (4.4)
Finally, although the fluid is not moving, the interface is. Thus, the Courant restriction, which
stipulates that a numeric information may not travel further than one cell during one time step,
is used to follow up the interface. Taking this into account and using the interface velocity and
the location of the interface in time presented in (4.2), an interface Courant number for the
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t = L2 γ
√
α
∆t ≤ ∆xL2 γ2 α
∆t ≤ 5 · 10
−4 L
2 · 0.2582 4.35 · 10−5
(4.5)
The last equation is most restrictive at L = 0.25 mm, which is the midpoint of the first cell of
the solution domain. Thus, the condition yields
∆t = 5 · 10
−4 2.5 · 10−4
2 · 0.2582 4.35 · 10−5 ≤ 0.021 s. (4.6)
The most restrictive condition of all would be a time step size smaller than 0.0057 s, following
the condition of the Fourier number. As an implicit schema is used, the actual time step may be
chosen such that it is less restrictive. An overview of the settings is given in appendix C.1.
Results
For the validation case, the location of the interface within time L(t) is compared, along with
the interface velocity, the temperature of the bar for certain times, and the temperature gradient
alongside the bar for the same times. The results of OpenFOAM and STAR-CCM+ compared
with the analytical solution are shown in figure 4.2. In general, the figures of 4.2 show good
agreement between the numerical and the analytical solutions. Subfigure (a) displays the expected
root profile of the interface location. The analytical and the numerical solutions correspond well.
The temperature profiles in (c) and the temperature gradients in (d) are presented for 10 s, 50 s,
and 99 s. Like the interface location, the temperature curves exhibit a good agreement, whereas
the curves for the temperature gradients in (d) show slight deviations near the interface. For the
OpenFOAM results, there is good agreement on the left side of each curve before the interface.
The slight curvatures for 10 s and 50 s are well represented. The first temperature gradient value
behind the interface does not match the analytical solution accurately. Especially for 50 s and
90 s, that value is either too far on the right or too high compared to the analytical solution.
The interface is therefore not as slim as would be expected for a pure material. It is smeared
over more than one cell. The results of STAR-CCM+ also differ slightly from the analytical
solution, especially on the left side of the interface where the curvature is not met. It is also
obvious that more than one symbol – representing one cell in the solution domain – occurs within
the steep decline of the temperature gradient. This signifies that the interface is extended to
more than one cell as well. The main reason for these differences is the employed volume-of-fluid
approach, which is common for the STAR-CCM+ and the OpenFOAM code. It is based on an
interface region having a defined transition region not equal to zero. Thus, the Stefan problems













































































































Fig. 4.2: Comparison of the analytical, OpenFOAM and STAR-CCM+ solution for the one-phase Stefan problem:
(a) location of the interface; (b) interface velocity; (c) temperature along the bar for certain times; (d) temperature
gradient at the interface for certain times
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This phenomenon occurs again in the comparison of the interface velocity shown in figure (b) for
OpenFOAM. The interface velocity for STAR-CCM+ is not displayed as this value can not be
calculated within the simulation program. In OpenFOAM, it is calculated using the temporal
derivative of the solid fraction and the magnitude of its gradient, as presented in equation (2.23).
Because of the non-sharp transition region, both values may not be exact in terms of a sharp
interface. Thus, the wide band of results shown occurs.
4.2 Gallium-melting test case
Test-case definition
A well-documented experiment for solid/liquid phase change is the melting of pure gallium in a
rectangular cavity, described in Gau and Viskanta [68]. The melting process is influenced
by natural convection where differences in densities cause a motion that enhances heat transfer.
Numerical approaches are described, for example, in Wittig and Nikrityuk [69] or Kumar
et al. [70]. An overview of additional experiments and numerical results is given in Nikrityuk
[46]. A schema of the simulation domain is shown in figure 4.3 and the material properties,











Fig. 4.3: Schema of pure gallium melting test case
Simulations are carried out and compared for a 3D and a 2D domain not taking into account the
width of the box. In the beginning, the gallium block is solid at the temperature of the cold
wall Tc. The left wall is than set to the temperature Th above the melting temperature. The
other boundaries are adiabatic. For the 2D test case, the front and back surfaces are symmetry
boundaries. An overview of the settings is given in appendix C.2. When the melting starts,
conduction dominates the process and the interface moves forward as a straight line. When
the region containing molten metal is large enough, convection starts as hot liquid rises near
the left wall, moving the hot metal upwards. Near the interface the liquid cools down, closing
the convection roll. With the hot gallium being raised to the upper part of the block, melting
proceeds faster in the upper than in the lower part, resulting in a curved interface shape.
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Tab. 4.2: Employed fluid properties and boundary conditions of the pure gallium melting simulation
Property Symbol Unit Value
specific heat cp J/ (kg K) 381
thermal conductivity of the liquid kl W/ (m K) 32.0
thermal conductivity of the solid ks W/ (m K) 33.5
latent heat L J/kg 80 160
density % kg/m3 6 093
dynamic viscosity µ kg/ (m s) 1.81 · 10−3
thermal-expansion coefficient β 1/K 1.2 · 10−4
melting temperature Tm K 302.8
hot-wall temperature Th K 311.0
cold-wall temperature Tc K 301.3
length of the cavity l = L0 m 0.0889
height of the cavity b m 0.0635
width of the cavity w m 0.0381
Results
For the 2D domain, a grid convergence test is carried out for 70 × 50, 140 × 100, 210 × 150,
and 280× 200 cells using the OpenFOAM solver. The result is shown in figure 4.4, except for
the finest mesh resolution, as there is no difference to the prior one and as there is but a small
difference between the two coarser grid resolutions. Figure 4.4 shows a grid convergence test
for the 2D solution domain. The location of the interface is presented for different resolutions
compared with the experimental results by Gau and Viskanta [68]. It is obvious that grid
convergence is achieved for a mesh resolution of 140× 100 cells. Reasonably good agreement is
shown between the simulation results and the experiments. In the beginning, the speed of the
interface is overestimated by the code, resulting in a further-advanced location of the interface
at 2 min and 6 min. Then, the dynamic is underrated, and the location of the interface is not
sufficiently advanced at 12.5 min and 19 min. The most obvious deviations are presented at
12.5 min and 19 min for values of y/L0 ≥ 0.5. At this stage of melting, convection dominates the
overall process. Nikrityuk [46] states that the differences occur because of the experiment
being 3D and the simulation 2D. The influence of the side wall is not taken into account, though
this statement will be considered when discussing the 3D results. The grid resolution of 140×100
is the best in terms of accuracy and cost/benefit analysis for the calculation time.
In terms of grid convergence, the 3D test case exhibits a similar behaviour, except that the results
for a grid resolution of 70× 50 also agree well with the others. Figure 4.5 shows a comparison
for the OpenFOAM solutions for a 2D and a 3D grid, and a STAR-CCM+ solution for these
two grids, all of which are compared with experiments and the numerical results of Wittig
and Nikrityuk [69] or Kumar et al. [70]. The results for the interface location of the 3D
simulations agree better with the experiments than the 2D ones, but the general behaviour
and dynamics of first over- and then underestimation is maintained. Thus, the statement of
Nikrityuk [46], that the differences are caused by the 2D simplification, in particular, is only





















Fig. 4.4: 2D grid-convergence test for the gallium-melting test case using OpenFOAM compared with the experi-

























Fig. 4.5: Results of the gallium-melting test case for 2D and 3D OpenFOAM and STAR-CCM+ simulations
with experiments by Gau and Viskanta [68] and numerical results of Kumar et al. [70] and Wittig and
Nikrityuk [69]
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the determination of the interface position is concerned. In the precedent section, it is explained
that the volume-of-fluid-like approach is less capable of capturing the phase change of a pure
or eutectic material, as the interface is smeared over more than one cell. This is underlined by
the numerical solution of Wittig and Nikrityuk [69] who also employ a volume-of-fluid-like
approach, as do the OpenFOAM and STAR-CCM+ solvers. The comparison with the results
show that there is good agreement for both 2D and 3D values where the 3D results are taken
from the z-midplane. In addition, they differ from the experimental results in a similar fashion.
For 19 min, a difference between 2D and 3D is shown whose background will be discussed later
using figure 4.6. Kumar et al. [70], who is able to capture the interface well, especially for
12.5 min and 19 min, use a dynamic mesh and a single melting-temperature model for capturing.
It is obvious that the code is capable of simulating phase change of pure or eutectic materials as
the results for the location of the interface almost coincide with the experiments. As the aim
of the work at hand is to simulate an alloy with a rather large solidification range, the chosen
approach is well suited for the task ahead.
Before commenting on the results of STAR-CCM+, the simulation procedure has to be explained.
The results displayed in figure 4.5 are obtained with user-defined field functions. Neither the
built-in Boussinesq nor the melting and solidification definitions delivered reasonable results.
The interface was either moving too fast, or the natural convection had no influence at all, or far
too much, or using the built-in Carman-Kozeny model, the distortion of the interface was even
physically unlikely. The effect of phase change within the momentum equation is modelled by
creating a temperature-dependent field function for the viscosity where the value for the solid was
106 times higher than in the liquid. For the transition, a temperature range of 0.2 K is defined for
an exponential function. The simulation results for a 2D mesh containing 140×100 cells and a 3D
mesh with 70× 50× 30 cells are shown. The 2D results do not exhibit good agreement at 6 min
and 12.5 min of solution time. Taking a look at the 2D results at 6 min, a kink is situated at the
lower part of the curve which is due to a physically unlikely large recirculation zone (see figure
4.6 (c)). The difference to the experimental results for 12.5 min in the lower part of the curve is
also significant. For the last compared solution time of 19 min the results of the upper part of
the curve compare well, as the curves progress is retarded by the first-order thermal-boundary
condition of a temperature below the melting point. Although the mesh resolution is inferior to
the 2D case, the 3D case exhibits good agreement with the experimental curves. At 6 min, the
distortion of the interface is somewhat over-predicted in the upper part of the curve as it is at
12.5 min while, additionally, the lower part of the curve is slower than would be expected. For
the last compared time, the numerical interface prediction by STAR-CCM+ in 3D compares well
in the upper part of the curve and still lies somewhat behind for the lower one.
The velocity fields and interface locations for 6 min for 2D and 3D simulations using OpenFOAM
and STAR-CCM+ are shown in figure 4.6. For the 3D images, the midplane of the z-direction is
used again. To begin with, the 2D and 3D images generated by the OpenFOAM solver will be
analysed. Both velocity fields look balanced for the liquid region, as confirmed by the similar
maximum velocities of 18.8 mm/s and 19.4 mm/s in 2D and 3D, respectively. Also, they both



























































Fig. 4.6: Velocity vectors and the interface location of the gallium-melting test case for 6 min for 2D (left) and 3D
(right) for both OpenFOAM (top) and STAR-CCM+ (bottom); maximum velocity for OpenFOAM 2D 18.8 mm/s;
3D 19.4 mm/s; STAR-CCM+ 2D 20.9 mm/s; 3D 17.3 mm/s
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that the recirculation region for the 2D case is more circular and tighter compared to the 3D
case. In addition, the recirculation zone in 3D differs when changing the distance to the side
walls. Nikrityuk [46] describes that the main difference between the 2D and 3D solutions
occurs because of the symmetry boundary condition in 2D and a no-slip wall in 3D, damping the
velocity and, thus, the recirculation. As the experiments are carried out in a 3D domain with a
rather small aspect ratio, the influence of the side walls is significant, which is also shown by
the better comparison in figure 4.5. Although the maximum velocity in the 2D STAR-CCM+
case with 20.85 mm/s is similar to the OpenFOAM results with 18.8 mm/s for the 2D result
and 19.4 mm/s for the 3D one, the figure looks quite different. The differences in the velocity
magnitudes are rather large, and the main recirculation zone is not situated near the top of the
domain, but in the centre. This region is the main reason for the previously described kink.
As the calculations in STAR-CCM+ take a long time, the 3D simulation is done with a mesh
resolution of only 70× 50× 30. Thus, the interface location line is less smooth than in the other
figures. Compared to the 2D STAR-CCM+ solution, the velocity vectors are far better balanced.
The general pattern compares well with the solutions of the OpenFOAM calculations, and the
maximum velocity is significantly smaller at about 17.3 mm/s.
A major issue of STAR-CCM+ is the large simulation time. The 3D case with 70 × 50 × 30
cells ran 44 days, 21 hours, 58 minutes, and 9 seconds, which is twice as long as needed with
OpenFOAM. The OpenFOAM solver simulated the 8-times-larger case (140× 100× 60) in only
3.5 days more than STAR-CCM+ needed for the small case1. That is why there are no results
presented for the large-case simulation in STAR-CCM+.
4.3 Continuous DC casting of magnesium AZ31
The final validation tests are done using experimental data from a direct-chill casting trial
plant for magnesium AZ31 maintained by the Canadian Magnesium Network (MagNET). A
full description of the plant, the experiments conducted, the material properties, and their own
simulation results using both an finite element and a fluid-flow approach can be found in Hibbins
[71], Hao et al. [72], Lu et al. [73], Lu [74], and Hao et al. [75]. In the following, only
the information necessary for the simulation and comparison are presented.
Test-case definition
The geometry containing the dimensions and the identification of the boundaries is shown in
figure 4.7. The 2D mesh is set up with regard to the rotational z-axis symmetry. The final
billet has a radius of 227.5 mm and the overall length of the simulation domain is 1 500 mm. The
domain is fed vertically (in negative z-direction) by a submerged entry nozzle. The inflowing
metal hits the impact baffle and spreads in the upper part of the mould. The mould is filled to a
level of 375 mm with a free top surface protected by a cover gas. When the molten metal touches
1Both performed on the HPC-Cluster of the Technische Universität Bergakademie Freiberg: CPU Westmere EP
X5670, 2.93 GHz; Peak-Performance 20.25 TFlop/s.
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Fig. 4.7: Not-true-to-scale schema of direct-chill casting test case
the mould surface, primary cooling occurs and the alloy begins to solidify. Below the mould, the
secondary cooling starts with the water impingement zone for 70 mm and the water free-falling
zone for the remaining 1 055 mm. The solid magnesium alloy leaves the simulation domain at a
predefined casting speed at the outlet. The boundary conditions are summarized in table 4.3.
Tab. 4.3: Boundary conditions of the direct-chill casting test case
Boundary Velocity Pressure Temperature
inlet zero gradient zero gradient Tin
hot walls ∗ no-slip zero gradient adiabatic
top slip 0 Pa adiabatic
mould no-slip for fluid, slip for solid zero gradient h(T ), Tcool
impingement zone slip zero gradient h(T ), Tcool
free falling zone slip zero gradient h(T ), Tcool
outlet Ucast zero gradient adiabatic
∗ including the baffle walls and the inlet side wall
The velocity boundary condition for the mould in OpenFOAM is set to no-slip for the still-liquid
metal and slip for the solidified one as described in Lu [74]. This is due to the consideration that
in the experiment, the density of the alloy will increase during solidification. As a result, the
diameter of the billet will decrease, opening an air gap between the billet and the lower mould
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wall. For STAR-CCM+, the only choices are full slip or none. Taking into account that the
viscosity model is used, the full-slip condition is used. With a no-slip condition, the solidified
shell would have to stick to the mould but would also have to travel with the casting velocity
at the same time, which is contradictory. Another difference between the setups is that, for
OpenFOAM, buoyancy is included using the Boussinesq approximation. After the difficulties
with the gallium test case for STAR-CCM+, buoyancy is omitted. The casting speed Ucast, the
inlet temperature Tin, and the cooling water temperature Tcool are given for three different runs
as shown in table 4.4.
Tab. 4.4: Casting conditions of the direct-chill casting test case
Condition Ucast (in mm/s) Tin (in K) Tcool (in K)
decreased speed 0.678 941 305
base speed 0.847 951 307
increased speed 1.059 958 311
The heat-transfer coefficients for the mould, the water impingement, and the free-falling zone
depend on the temperature as piecewise-defined functions. They are listed in table 4.5.
Tab. 4.5: Heat-transfer coefficients of the direct-chill casting test case






T ≥ 843 4500 3375
843 > T ≥ 563 36 112.5− 37.5T 27 084.375− 28.125T
563 > T ≥ 413 296 500− 500T 222 375− 375T
413 > T ≥ 373 −281 700 + 900T −211 275 + 675T
373 > T ≥ 298 −169 800 + 600T −127 350 + 450T





T ≥ 896 1500
896 > T ≥ 863 −33 118.18 + 38.64T
863 > T ≥ 853 225
853 > T ≥ 733 −663.5417 + 1.0417T
T < 733 100
The three publications mentioned provide temperature-dependent thermophysical properties for
AZ31. In order to be consistent with the published works and to use their adapted boundary
conditions, the given properties are used despite the discussion in section 5.3. They are tabled
in 4.6. Additionally, constant properties are the liquid dynamic viscosity of 0.07 kg/ (m s), the
solidus temperature of 733 K, the liquidus temperature of 896 K, the density of 1 780 kg/m3, the
thermal-expansion coefficient of 7.8 · 10−5 1/K, and the latent heat of 339 kJ/kg. An overview of
the settings is given in the appendix C.3.
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Tab. 4.6: Casting conditions of the direct-chill casting test case
Temperature Thermal conductivity Specific heat Solid fraction
(in K) (in W/ (m K)) (in J/ (kg K))
293 76.9 1 040
323 83.9














883 76.3 1 414 0.1024182077
896 71.0 0.0000000000
Results
In order to validate the codes, two measured temperature curves and the expected depths of
the sump for each casting condition are compared. The temperature curves are recorded with
thermocouples being located at 43 mm and 5 mm away from the billet surface. The thermocouples
are frozen into the metal during solidification. As the record is done over time and the simulation
is carried out in a steady state, the length scales of the simulation are divided by the casting
velocity to estimate the time. Once the alloy around the thermocouples is entirely solidified, this
approximation is exact as they then travel with the constant casting velocity. Figure 4.8 shows
the temperature curves for the three simulated casting speeds at the two different locations over
time.
Subfigure (a) shows the comparison of measured and predicted temperature curves for the location
43 mm away from the billet surface for the three different casting speeds. The measured curve for
the decreased speed of 0.678 mm/s was not available from the publications, as the thermocouple
malfunctioned. The remaining two curves show good agreement over the time range for both
simulation results. The OpenFOAM curves are slightly shifted to earlier times compared to the
STAR-CCM+ curves, but the differences are, in general, rather small. Subfigure (b) presents the
comparison for a location of the thermocouple 4 mm away from the billet surface. All simulated
curves of OpenFOAM and STAR-CCM+ exhibit good agreement in the steep inclined part of the
curves compared to the experimental ones. The two simulated results coincide even better than













































Fig. 4.8: Temperature curves for the MagNET direct-chill casting for locations 43 mm from the billet surface
(a); and 4 mm from the billet surface (b) using the OpenFOAM (orange) and STAR-CCM+ (blue) solver at
different casting speeds: decreased 0.678 mm/s; base 0.847 mm/s; and increased speed 1.059 mm/s; compared with
experiments presented in Lu [74]
other two speeds at the right end of the subfigure where the curves flatten out. For the left end
of the curves, there is an additional influence coming from the top surface – which moves freely
during the experiment since it is affected by the casting speed, recirculations in the upper part
of the mould, and buoyancy. At the right end of the figure, the cast billet reaches the ground.
The casting process is therefore stopped slowly, which impacts the measured curves as well. All
these effects have not been taken into account for the simulations.
Another point of comparison are the measured and predicted sump depths. The sump depth is
the distance measured from the top layer of molten alloy contacting the cover gas until the force
required to insert the measuring rod into the solidifying alloy exceeds a predefined limit. As
this required force is linked to the solid fraction, an estimation about where the alloy is almost
solidified may be formulated. The values are displayed in table 4.7. According to Lu [74], the
depths are to be compared to a solid fraction of about 0.5 for the fluid flow model at a distance
75 mm away from the centre of the billet, where the impact baffle prevents the measurements.
Tab. 4.7: Sump depths for the different casting speeds of the direct-chill casting test case
Casting speed Depths Depths Rel. error Depths Rel. error
MagNET OpenFOAM STAR-CCM+
(in mm/s) (in mm) (in mm) (in %) (in mm) (in %)
decreased speed 355 368 3.7 396 11.7
base speed 410 419 2.2 449 9.5
increased speed 455 470 3.3 490 7.7
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The sump-depth measurements in the experiments are rather uncertain in their error, as they
are not conducted during steady state condition and the penetration angle is not well defined.
In addition, it is uncertain at what solid fraction the results are to be compared, as even Lu
[74] proposes 0.5 or 0.8 according to the models of CFD and FEM, respectively. For example,
solid-fraction values of 0.1 or 0.9 are tested for the base speed and the sump-depth values yield
310 mm and 439 mm, respectively, implying a difference of 129 mm. However, the table illustrates
that the simulation results for both OpenFOAM and STAR-CCM+ are close to the experiments,
with a maximum relative error of about 12%. The Reynolds numbers which result at the inlet
boundary are 167.0 for the decreased, 208.2 for the basic, and 260.0 for the increased casting
speed. For the circular inlet region, the critical Reynolds number denoting a possible transition
to a turbulent flow regime is about 2 300, making the laminar calculation valid.
The preceding chapter shows that the OpenFOAM solver and the commercial STAR-CCM+
software are well capable of simulating solidification. All three chosen test cases, illustrating
an increase in complexity, are solved quite satisfactorily. The last validation case, in particular,
which employs continuous casting of the magnesium alloy AZ31, confirms the idea of using this
solver to simulate the twin-roll casting process of this magnesium alloy.
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5 Magnesium alloy AZ31
5.1 Designation of magnesium alloys
To examine the horizontal magnesium twin-roll casting process employed by the Thyssen Krupp
pilot plant, the magnesium alloy AZ31 is chosen. The letters and numbers refer to the chemical
composition of the alloy according to the designation of the American Society for Testing and
Materials (ASTM). The classification of some main alloying elements to the ASTM code according
to Kammer [2] is presented in table 5.1.
Tab. 5.1: ASTM code of some main magnesium alloying elements according to Kammer [2]
ASTM code Alloying element
A aluminium
C copper




According to ASTM, two letters are used to indicate the two major alloying elements (largest
amounts) followed by two numbers indicating their approximate weight %. Pursuant to the
ASTM code, the magnesium alloy AZ31 possesses three weight % of aluminium and one weight
% of zinc as the two major alloying elements.
This chapter deals with the thermophysical properties of the magnesium alloy AZ31. When a
computational fluid dynamics code is used to simulate a process, thorough knowledge about
the thermophysical properties of the employed fluid is essential, as they influence the results.
Although AZ31 is declared to be well known, there are only a few sources when it comes to
properties, and those sources do not always agree, or some of them cite other sources. Furthermore,
the cited papers do not reveal any measuring method or any possible sources of error. As the
influence of the properties on the twin-roll casting process is investigated, a basic choice of values
and the ranges for the investigation are defined. Amongst various papers presenting values the
authors needed for their simulations, there are two databases of simulation software (ProCast
[76], Access Technology and CD-adapco [77]) shown and two handbooks of material data
(Avedesian and Baker [78], Gale and Totemeier [79]) cited in part by some of the authors.
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In particular, the Specialty Handbook: Magnesium and Magnesium Alloys by Avedesian and
Baker [78] is often cited and used as a base to expand to higher temperatures for thermal
conductivity, for example. The gathered data are presented in appendix D.
5.2 Choice of a basic configuration
In chapter 4.3 Continuous DC casting of magnesium AZ31, a validation test case is presented,
taken from Hao et al. [72, 75], Lu et al. [73], and, mainly, Lu [74], incorporating the
direct-chill casting of a magnesium AZ31 alloy billet. In [74], the experimental procedure to
capture temperature curves during casting, the calculations for the solid fraction, as well as
the solidus temperature according to the Scheil model and fluid flow simulations of the process
are described and compared. All the mentioned references base their data on Avedesian and
Baker [78] and expand them with thermal conductivities for the liquid phase, the solid-fraction
curve, and the solidus temperature according to their employed simulation software. That
continuous-casting validation test case shows good agreement due to the adapted boundary
conditions and material properties. Therefore, the configuration of material data will be taken
from Lu [74]. The chosen constant values are a density of ρ = 1780 kg/m3, a latent heat of
L = 339 kJ/kg, a solidus temperature of Tsol = 733 K, a liquidus temperature of Tliq = 896 K, a
thermal expansion of β = 7.8 · 10−5 1/K, and a liquid dynamic viscosity of µ = 0.07 Pa s. The
temperature-dependent properties are listed in table 5.2. The thermal expansion is normally
set to zero and only once to the value presented here in order to show the negligible influence
of natural convection in horizontal twin-roll casting due to the buoyancy effect over the forced
convection.
Tab. 5.2: Final basic choice of the thermophysical properties of magnesium alloy AZ31
Temperature Thermal conductivity Specific heat Temperature Solid fraction
(in K) (in W/ (m K)) (in J/ (kg K)) (in K)
293 76.9 1040 733.00 1.0000
323 83.9 823.23 0.9530
373 87.3 837.34 0.9018
423 92.4 1042 849.27 0.8022
473 97.0 855.79 0.6984
523 101.8 860.59 0.6002
573 1148 865.09 0.4992
733 124.0 869.12 0.3982
837 118.7 873.00 0.3015
849 113.4 877.49 0.2019
869 92.2 882.92 0.1024
883 76.3 1414 886.48 0.0497
896 71.0 896.00 0.0000
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5.3 Thermophysical properties of magnesium AZ31
Cooling rate and microstructure
The cooling rate defines the amount of heat which is transferred to the mould, rolls, and water
during primary and secondary cooling. The higher the value, the faster the solidification. With
solidification rates of 100− 1 000 K/s (see [34, 37, 80, 81, 82]), the twin-roll casting process is
characterised by fast solidification. The high solidification rates only occur in small regions
immediately after the liquid magnesium alloy touches the cooling rolls. The most frequently met
rates are about 100−350 K/s [81]. The cooling rate itself may be connected to the microstructure
of the final solid shell in twin-roll casting. Masoumi [81] conducted solidification experiments
with cylindrical probes of AZ31, enforcing different cooling rates and examining the secondary
dendrite arm spacings λII of the specimens. With respect to the twin-roll casting process, [81]
correlated λII of 3-6.5µm with
λII = 85.15 CR−0.42, (5.1)
obtaining cooling rates of 130 - 556 K/s. Dubé et al. [83] correlated laser melting experiments
for the magnesium alloy AZ91 to the following secondary dendrite arm spacing dependency on
the cooling rate
λII = 35.5 CR−0.31 (5.2)
which was employed by Allen et al. [84] for the twin-roll casting of the magnesium alloys
AM60 and AZ31 as well. [83] and [84] are the most-cited papers concerning the correlation of







where ∆Tsl is the solidification range. The following table 5.3 contrasts values for the secondary
dendrite arm spacing calculated with the preceding equations. The chosen cooling rates for the
calculation are only exemplary to get an idea of the orders of magnitude. The equation of Park
et al. [82] (5.3) is presented twice with two different solidification ranges. [82] use a range
of 66 K for the AZ31 alloy referring to the lever rule of solidification, while in the preceding
paragraph, a solidification range of 163 K is introduced as a basic choice for the twin-roll casting
process, taking the Scheil model into account. The equations yield
∆Tsl = 163 K ↪→ λII = 47.37 CR−0.43, (5.4)
∆Tsl = 66 K ↪→ λII = 32.11 CR−0.43. (5.5)
Comparing the values in table 5.3, all correlations result in decreasing secondary dendrite arm
spacings for increasing cooling rates. From the left to the right, the predicted arm spacing values
decrease for a constant cooling rate. For a cooling rate of 300 K/s for example, the values range
from 7.8µm for eq. (5.1) to 2.8µm for eq. (5.5), which is but 36% of the former value. The last
two columns of table 5.3 only differ by the assumption of the solidification range. producing a
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Tab. 5.3: Secondary dendrite arm spacing of twin-roll cast magnesium AZ31 sheet calculated from cooling rates
CR λII (in µm)
(in K/s) Eq. (5.1) Eq. (5.2) Eq. (5.4) Eq. (5.5)
100 12.3 8.5 6.5 4.4
300 7.8 6.1 4.1 2.8
500 6.3 5.2 3.3 2.2
700 5.4 4.7 2.8 1.9
900 4.9 4.3 2.5 1.7
difference of about a third. As twin-roll casting belongs to the family of fast solidification process
where the Scheil model should be used, the assumptions leading to eq. (5.4) will be considered
hereafter. In order to estimate the microstructure of the magnesium sheet using the calculated
cooling rates, the correlations will be contrasted using the first simulation results and compared
to sheet measurements of the pilot plant. A decision for one of them will be made after that
comparison.
In general, Kurz et al. [85] showed that, depending on the casting parameters, the final
microstructure may consist of dendrites and/or grains that are more or less deformed during
the process. Most frequently, dendrites are located near the surface while there are centreline
segregations around the midplane. In addition, it is extraordinary that the authors of [81, 83, 84,
82] correlate the secondary dendrite arm spacings to the cooling rates of the twin-roll casting
without commenting on the rolling/forming step. The forming procedure takes place after the
solidification before the sheet is leaving the rolls and, thus, it is considered to have an effect on
the sheet. As none of the authors considers the forming process, it is assumed that dendrites
are present for the compared casting conditions and that the influence of the forming on the
secondary dendrite arm spacings is minor compared to the cooling rate.
Latent heat, solidus and liquidus temperatures
The solidus and liquidus temperatures frame the solidification range. The smallest differences
are to be found looking at the liquidus temperature. Most papers agree on 903 K as the liquidus
temperature, while [78, 77] advocate 905 K, and [76] estimated the liquidus temperature to be
907 K.
The solidus temperature, however, is dependent on the choice of model for the determination,
and mainly on the underlying cooling speed. The two most common models are the lever rule for
slow solidification and the Scheil rule for a state that is still equilibrium, but rapid solidification.
In measurements and calculation, the cooling speed defines whether there is enough time for the
alloying elements to diffuse uniformly within the phases or not. The local composition influences
the solidus temperature to a great extent – the more uniform the composition, the smaller the
mushy zone and, thus, the higher the solidus temperature, and vice versa. The values for a
slow solidification range from 821 K [36], to 838− 839 K for [78, 79, 86, 43], 848 K [28, 87, 88,
29, 32], and up to 873 K for [71]. With the aforementioned rather high solidification rate, it
is recommended to use the Scheil model in order to estimate the solidus temperature for the
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twin-roll casting process. Employing the software JMatPro, Hao et al. [72] and Lu et al.
[73] have calculated this lower temperature border of solidification to about 697 K. The source
[89] supports this value while [76, 77] mention 643 K and 610 K, respectively.
The values for the latent heat spread from 313 kJ/kg for ProCast [76] over the 339− 340 kJ/kg
of Avedesian and Baker [78] (and again cited by [36, 37, 72, 71, 73, 77, 32]) to 370± 2 kJ/kg
















Fig. 5.1: Solid-fraction temperature curve of the magnesium alloy AZ31 according to the Scheil model calculation
of Lu [74] – see table 5.2
In addition to the solidus and liquidus temperature giving the frame of the latent heat release,
the solid-fraction temperature curve defines how the latent heat is released. One possible way is
to employ a linear or parabolic transition between the two temperatures. Another possibility is
to calculate the solidus temperature and the curve using the Scheil model, for example. Hao
et al. [72], Lu et al. [73], and Lu [74] did exactly that using the software JMatPro. The
result of [74] is presented in figure 5.1 and listed in table 5.2.
Thermal conductivity and specific heat
The thermal conductivity and the specific heat are two important material properties of the
energy-conservation equation. A comparison of different sources is shown in figure 5.2. In (a),
the thermal conductivity is shown, containing a constant value as well as temperature-dependent
ones. Within the collected sources, the constant values range from 51 W/ (m K) in [28, 87, 88]
over 84 W/ (m K) in [79, 32] to 96 W/ (m K) in [90]. The low value of about only 50 W/ (m K) to




















































Fig. 5.2: Comparison of thermal conductivity and specific heat for the magnesium alloy AZ31; selection of different
sources
55 W/ (m K) is only shared twice and then in the solid phase by [36, 86]. Another peculiarity
within the database is the rather high value above 240 W/ (m K) at temperatures beyond 900 K
in [72, 71, 89]. This value is artificial and chosen to incorporate the effect of convection in a
finite-element solver, which does not account for fluid flow. The high value should therefore
not be used with a common computational fluid dynamics code that is solving for the velocity
field as well. A lot of curves start at about 67 W/ (m K) to 77 W/ (m K) for 293 K and reach a
maximum between 700 K and 850 K, often at their given solidus temperature with a value of
about 125 W/ (m K). Then, they reach a minimum around the liquidus temperature of 905± 2 K
of about 60 W/ (m K) and then rise slightly again. A lot of sources, more or less, build upon the
values from Avedesian and Baker [78] up to 523 K and then extrapolate the values according
to Hibbins [71] for the FEM model or smaller values.
The specific heat values of the selected papers are presented in figure 5.2 on the right side in (b).
There are again sources employing only constant values of about 1 020 J/ (kg K) to 1 050 J/ (kg K)
in [79, 87, 88, 86, 90, 32]. Except for [37, 71, 77], the specific heat values are similar up to a
temperature of about 900 K, indicating again a dependency on Avedesian and Baker [78].
Above this quasi-liquidus temperature depending on the source, the specific heat either decreases,
levels out, or increases further.
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Density
In terms of density, most research papers mention only one constant value. There are two values
occurring: one is 1 780 kg/m3 in [78, 79, 36, 72, 71, 89, 87, 73, 77, 90, 32], which is also the
density value of the solid in [29], and the other is 1 810 kg/m3 in [28, 88]. Table 5.4 shows the
values of the two sources containing temperature-dependent densities. Comparing the densities
at about 473− 480 K, the two sources agree with 1 750 kg/m3. From there on, the values of [76]
decrease faster than those of [29]. As the simulations are carried out with constant density, the
temperature-dependent values are not taken into account.
Tab. 5.4: Density of the magnesium alloy AZ31
Temperature Density Temperature Density
Zeng [29] ProCast [76]
(in K) (in kg/m3) (in K) (in kg/m3)
293 1 780 480 1 750
373 1 760 610 1 723
473 1 750 671 1 710
573 1 740 715 1 701
673 1 730 763 1 690
773 1 720 839 1 671
848 1 710 875 1 658
903 1 690 899 1 638
923 1 660 907 1 627
973 1 640 1 023 1 592
Dynamic viscosity
The dynamic viscosity of the liquid alloy is another important thermophysical material property.
As those authors employing an FEM model without solving the momentum equation do not
need values for the dynamic viscosity of the liquid, the number of references decreases. With
1.0 · 10−3 Pa s [87, 29], 1.13 · 10−3 Pa s [88], or 1.25 · 10−3 Pa s [86, 77], many of the values are
close together. However, there are two values at 4.5 · 10−3 Pa s [76] and 70.0 · 10−3 Pa s [74] which
are rather high compared to the first group.
If a d’Arcy-based model is used for the effect of solidification in the momentum equation, the
dynamic viscosity of the liquid alloy is the only value needed. Nonetheless, if the viscosity model is
employed, the increase in viscosity does model the influence of the solidification on the momentum
equation and the viscosity is therefore temperature dependent, or solid fraction-dependent. A
concept of and comparison between possible transition functions are shown in paragraph 6.2.2.
Thermal expansion
The thermal expansion is needed to model the effect of natural convection in the momentum
equation only, without setting the density to be dependent on the temperature. The amount of
data are also reduced compared to thermal conductivity or specific heat. Three similar values
are given by [78] to 2.68 · 10−5 1/K, by [79] to 2.6 · 10−5 1/K, and by [2] to 2.71 · 10−5 1/K for a
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temperature range of 293− 473 K. The next-higher values are 3.33 · 10−5 1/K given in [37] and
7.8 · 10−5 1/K, to be found in the ASM Metals Handbook vol. 2, according to Lu et al. [73].
Testing range
Apart from the question about the influence of the given property values in the references, there
is an interesting question about whether similar deviations in different data have the same impact
or not. To solve this issue and to achieve better comparability, deviations of ± 5 %, ± 10 %,
± 20 %, and ± 50 % for each thermophysical property will be examined. The presentation of
the results will include the range of cited data. In addition, in order to analyse the effect of
combined deviations, Lu [74], Hadadzadeh et al. [36], Yu [43], and Ju et al. [88] will be
taken into account.
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6 Simulation of the MgF pilot plant
6.1 MgF Pilot Plant
6.1.1 Basic test-case description
The main object of interest is the pilot plant of the Institute of Metal Forming at the Technis-
che Universität Bergakademie Freiberg and the MgF Magnesium Flachprodukte GmbH
Freiberg. Figure 6.1 shows a schema with dimensions of the plant according to Kawalla
et al. [10, 92], ThyssenKrupp Steel AG [93], and a private communication with employees
of MgF Magnesium Flachprodukte GmbH Freiberg [91].

















Fig. 6.1: Physical dimensions of the twin-roll casting pilot plant, boundaries in green; an indication of boundaries
for the heat-transfer coefficients is shown below
The molten magnesium alloy enters the simulation domain on the left side through the inlet with
a defined pressure and temperature. The die is heated to a constant temperature. Leaving the
inflow region, the alloy detaches from the die, forming a meniscus where a cover gas insulates the
free surface. The shape of the meniscus is predefined through the mesh. When the fluid attaches
to the rotating roll, which is water cooled from the inside, solidification starts. At the minimum
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roll gap, the fully solidified sheet product leaves the rolls and the solid surface is exposed to
convection. The end of the simulation domain on the right side is set as a velocity outlet. This is
sensible as the flat product leaves the rolls with the casting velocity, a constant velocity that is a
block profile in the casting direction and zero in the two other space coordinates. The boundary
conditions are summarised in table 6.1. The calculation of the heat-transfer coefficients is shown
in the following paragraphs.
Tab. 6.1: Boundary conditions
Boundary Thermal condition Kinematic condition
inlet cst. temperature 973 K cst. pressure 0 Pa
die cst. temperature 973 K no-slip wall




, 303 K slip wall




, 303 K cst. rotation 0.0358 m/s




, 303 K cst. velocity 0.0358 m/s
outlet zero gradient cst. velocity 0.0358 m/s
6.1.2 Heat-transfer coefficients
For the convection boundary conditions at the insulation, rolls, and sheet surface, each average
heat-transfer coefficient has to be estimated.
Magnesium-roll contact face
The knowledge of the average heat-transfer coefficient from the magnesium alloy to the rolls is
essential for the simulation of the twin-roll casting. The casting is simplified and regarded as a
heat-exchanging process in co-/counter-current flow. The starting point is the consideration that
the magnesium alloy releases heat during cool down and solidification, which is transferred to
the cooling water inside the rolls. The released heat is calculated as follows
Q̇ = ṁMg (cp,Mg ∆TMg + L) , (6.1)
where ṁ is the alloy mass flow rate, cp,Mg is its average specific heat, ∆TMg the temperature
difference of the magnesium alloy between inlet and outlet, and L is the latent heat of solidification.
The mass flow rate can be calculated at the outlet where the sheet moves with a constant casting
velocity Ucast over the cross section.
ṁMg = UcastA%Mg = Ucast %Mg l b, (6.2)
where A is the cross section of the final sheet, l is the sheet thickness, b is the width, and %Mg is
the density of the magnesium alloy. According to VDI Wärmeatlas [94], the heat-exchanging
process to the water may be calculated using
Q̇ = hAcontact ∆ϑ = h lcontact b∆ϑ, (6.3)
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where h is the average heat-transfer coefficient, Acontact is the contact area of the alloy with
the rolls, lcontact is the contact length, and ∆ϑ is the logarithmic mean of the temperature
differences.
∆ϑ = ∆ϑa −∆ϑb
ln ∆ϑa∆ϑb
(6.4)
Here, ∆ϑa, ∆ϑb are the temperature differences at each end of the heat exchanger. These two
heat fluxes are set to be equal, so the losses to the surroundings are neglected. The width b
cancels out. The heat-transfer coefficient h is then calculated as follows.
h = Ucast %Mg l (cp,Mg ∆TMg + L)
lcontact ∆ϑ
(6.5)
As a result of a private communication with [91], the measurement data of one casting trial –
presented in table 6.2 – are known.
Tab. 6.2: Measurement data of one casting trial to calculate the average heat-transfer coefficient to the rolls
Measured data Symbol Unit Value
average specific heat cp,Mg J/ (kg K) 1 211.6
latent heat L J/kg 339 000
density %Mg kg/m3 1 780
alloy inlet temperature Tin,Mg K 973
average sheet temperature Tout,Mg K 555
casting velocity Ucast m/s 0.0358
sheet thickness l mm 5
setback mm 67
meniscus mm 10
cooling-water temperature Twater K 303 ± 2
The temperature of the cooling water encounters only slight changes and, in addition, the course
of the pipes within a roll is not known. Therefore, the cooling-water temperature is set to be
constant at 303 K, and the logarithmic mean of the temperature differences is
∆ϑ = (Tin,Mg − Twater)− (Tout,Mg − Twater)
ln Tin,Mg − Twater
Tout,Mg − Twater
= 427.47 K. (6.6)
Pursuant to the data in the table, the contact length lcontact is
lcontact = 2 (setback−meniscus) = 114 mm, (6.7)
as the alloy is in contact with both the upper and the lower rolls. With a temperature difference
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Solid surface
When the solidified magnesium alloy sheet leaves the roll gap, it is exposed to the atmosphere.
The data necessary to calculate the heat-transfer coefficient for that exposure are summarised in
table 6.3.
Tab. 6.3: Heat-transfer coefficient for solidified magnesium-alloy sheet
Measured data Symbol Unit Value
average sheet temperature Tsheet K 555
environment temperature Tenv K 303
reference temperature Tref K 433
casting velocity Ucast m/s 0.0358
thermal conductivity air k W/ (m K) 35.66 · 10−3
Prandtl number air Pr 0.6982
kinematic viscosity air ν m2/s 30.4 · 10−6
thermal-expansion coefficient air β 1/K 2.31 · 10−3





emissivity sheet ε 0.1
characteristic length lchar m 5
The thermophysical properties of the surrounding air are interpolated for the reference temper-
ature, the mean of the average sheet, and the environment temperature, and they are taken
from VDI Wärmeatlas [94]. The emissivity is given in Messtechnik Schaffhausen GmbH
[95]. The heat-transfer coefficient is influenced by natural and forced convection as well as by
radiation and it is calculated according to [94] for a horizontal sheet. For a sheet approximately
5 m long, the Reynolds number is the following
Re = U lchar
ν
= 5 893 < 105 laminar. (6.8)
The flow around the final flat product is laminar. The Prandtl number of 0.6982 fits the validation
range of 0.1 to 100. With a Grashof number of




= 7.66 · 1011, (6.9)





0.25 + 1.6 Pr0.5
Gr0.2 = 84.58. (6.10)
The Nusselt number for forced laminar flow is




Pr = 45.22 (6.11)
and, therefore, the combined Nusselt number yields
Nucom = 3
√
Nu3nat + Nu3fo, lam = 88.69. (6.12)
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with a temperature of the environment of about 303 K. For the radiation, the equivalent
heat-transfer coefficient is
hrad = ε σ
(
T 2sheet + T 2env
)





Assuming that the sheet is located in a large room without any influence of the walls, and
combining both heat-transfer coefficients, the result is





The equation to calculate the natural and forced convection are especially valid for the upper
surface of the sheet, but not for the lower one. As the calculations are estimations, and in order






The boundary insulation is the part of the simulation domain where the meniscus is predefined
by the mesh. The molten magnesium alloy detaches from the die and is in direct contact with the
insulation gas before attaching itself to the roll. As the meniscus is defined arbitrarily and both
shape and curvature are not known a priori, the insulation boundary is treated as a plane and
the same formulae are used as for the solidified sheet. The necessary data for the calculations
are summarised in table 6.4.
Tab. 6.4: Heat-transfer coefficient for the meniscus
Measured data Symbol Unit Value
alloy temperature TMg K 973
environment temperature Tenv K 303
reference temperature Tref K 638
casting velocity Ucast m/s 0.0358
thermal conductivity air k W/ (m K) 47.37 · 10−3
Prandtl number air Pr 0.7046
kinematic viscosity air ν m2/s 56.52 · 10−6
thermal-expansion coefficient air β 1/K 1.605 · 10−3





emissivity melt ε 0.25
characteristic length meniscus lchar m 0.01
Following the formulae of the preceding paragraph, the Reynolds number yields Re = 6.3, so
the laminar calculation is valid. With a Grashof number of Gr = 3.3 · 106, the Nusselt number
for natural convection is Nunat = 1.8. Together with the Nusselt number for the laminar forced
flow Nufo, lam = 1.49, the combined Nusselt number for convection results in Nucom = 2.09, and
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. Because of the high
temperature of the molten alloy, the radiation has a larger influence on the meniscus than on the
final sheet. Again, the simplification is used, assuming that the surrounding areas are far away
and large compared to the meniscus area. With an emissivity for the melt of about 0.25 (see















Several publications propose that the heat-transfer coefficient from the magnesium to the rolls
cannot be constant along the contact area. Guthrie et al. [96] describes the location-dependent
curve for the vertical twin-roll casting of steel in general as having either the shape of a hill or
the capital “M”, where the edges are rounded depending on the casting speed and the thickness
of the strip. They start at the first contact of the alloy with the roll, taking into account a
possible gas entrainment, and thus the heat-transfer coefficient is rather low. When the alloy
finally touches the roll surface, solidification starts, resulting in a high heat-transfer coefficient.
When a shell of a certain thickness is solidified, the heat-transfer coefficient declines gradually.
Whether the final shape of the curve is more similar to a hill or to the capital letter “M” depends
on two processes. The space between the two roll surfaces diminishes from the die to the roll
gap, where the final sheet leaves the plant. In addition, during solidification a shrinking process
of the alloy occurs, further diminishing its size. Depending on the shape of the rolls, the casting
speed, and the roll gap determining the strip thickness, either the alloy diminishes faster or the
distance between the rolls does. If the shrinkage of the magnesium is dominant, the sheet may
lose contact with the rolls, a gas gap forms, and the heat-transfer coefficient decreases until the
solidification is finished. Then, the rolling process starts and the two parts come into contact
again. This is the description of the “M” shape. On the other hand, if the shrinkage is the minor
effect, continuous contact ensures the hill shape of the heat-transfer coefficient curve. Towards
the end of the twin-roll casting process, for both cases, the coefficient will diminish again. As
the heat-transfer coefficient is more a parameter of the process than of the employed material,
similar behaviour is expected for the twin-roll casting of magnesium. In the cases at hand, no
gas component is taken into account, nor changes in density, except for the Boussinesq approach.
Thus, the expected run of the curve starts with a high value when the first roll-touching alloy
starts to solidify immediately, after which the coefficient diminishes gradually.
To get an idea about the temperature and/or position-dependent heat-transfer coefficient, test
cases are carried out in STAR-CCM+, simulating not only the magnesium-containing region but
also both rotating rolls. When the outer roll surface touches the magnesium, the heat-transfer
coefficient at this interface is calculated by the software. For the rest of the turn, the surface is
in contact with the surrounding air. The case is treated as a combined convection with cross-flow
over a horizontal cylinder. The necessary data for the calculation are presented in table 6.5.
Again, following VDI Wärmeatlas [94], the characteristic length is
lchar = π Rout = 1.32 m (6.16)
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Tab. 6.5: Heat-transfer coefficient for the outer roll surface
Measured data Symbol Unit Value
roll surface temperature Troll K 433
environment temperature Tenv K 303
reference temperature Tref K 368
casting velocity Ucast m/s 0.0358
thermal conductivity air k W/ (m K) 30.93 · 10−3
Prandtl number air Pr 0.7011
kinematic viscosity air ν m2/s 22.37 · 10−6
thermal diffusivity air α m2/s 31.91 · 10−6
thermal-expansion coefficient air β 1/K 2.758 · 10−3





emissivity roll ε 0.35
outer roll radius Rout m 0.42
and the Reynolds number yields Re = 2111. [94] states that already for a Reynolds number of
Re ≥ 10, turbulent eddies are shed from the cylinder. Therefore, a combined calculation for
laminar and turbulent flow is necessary. The laminar forced Nusselt number is calculated in




1 + 2.443 Re−0.1
(
Pr2/3 − 1
) = 15.58. (6.17)
They are combined to
Nufo = 0.3 +
√
Nu2fo, turb + Nu2fo, lam = 31.57. (6.18)
The Rayleigh number is calculated similar to the Grashof number as




= 1.105 · 1010 (6.19)








the natural convection Nusselt number yields
Nunat = {0.752 + 0.387 [Ra f2(Pr)]} = 252.83. (6.21)
With the finally combined Nusselt number
Nucom = 3
√
Nu3nat + Nu3fo = 253, (6.22)
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The radiation is taken into account with an emissivity of about 0.35 [95] for the brushed steel















The cooling system of the rolls is a complicated system with many branches. At the inner surface
of the roll shell, there are 144 uniformly distributed channels in the form of semi-circles. The
open diameter is shut by the shell surface itself. The data for the calculation of the heat-transfer
coefficient are given in table 6.6.
Tab. 6.6: Heat-transfer coefficient for the inner roll shell surface
Measured data Symbol Unit Value
number of channels n 144
channel diameter dh m 0.01
roll shell inner radius Rin m 0.337
volume flow rate cooling water V̇ m3/s 0.0055
width of rolls w m 0.95
reference temperature Tref K 303
thermal conductivity water k W/ (m K) 0.6144
Prandtl number water Pr 5.42
kinematic viscosity water ν m2/s 8.01 · 10−7
The calculation is again done according to VDI Wärmeatlas [94]. Each of those 144 channels
has a length of 1/6 of the circumference of the inner roll shell surface




= 0.028 < 1 (6.25)
is smaller than 1 and, therefore, fits into the limit for the following equations, as does the Prandtl
number of 5.42, lying between 0.1 and 1 000. As the channels have semi-circular cross sections,
the Reynolds number yields
Re = V̇ dh
Aν
= V̇ dh 8144π d2h ν
= 12 143, (6.26)
being within the range of validity for the fully turbulent calculation procedure 104 ≤ Re ≤ 106.
With the factor
ξ = (1.8 log10 Re− 1.5)−2 = 0.029, (6.27)
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This coefficient is only achieved where the cooling water touches the roll shell, which is true only
for 144/6 · 0.01 m = 0.24 m of the roll shell width of 0.95 m. As the simulations at hand are done in
2D, no difference across the width is taken into account. Therefore, an equivalent heat-transfer
coefficient is estimated with













Contact resistance at the interface of alloy and roll surface
In addition, the influence that a contact resistance at the interface has is tested. The outer
surface of the roll is finished with an average roughness of Ra ≈ 0.8µm. The contact resistance





where lchar is a characteristic length (here the average roughness of the surface), and k is the
thermal conductivity of the fluid filling the gaps the roughness creates. Assuming the fluid to be
air, the contact resistance yields
Rres =
8 · 10−7 m2 K
33 · 10−3 W ≈ 2.5 · 10
−5 m2 K/W. (6.32)
6.1.3 Comparison with measurements
In order to compare the simulation results with the experiments on the pilot plant, different
measurement data were recorded. The mean surface temperature of the final sheet is about 555 K
and the temperature of the outer roll surface, about one roll radius above the sheet measured
from the outlet side, is approximately 433 K. Microstructural analysis of the final magnesium
AZ31 sheet revealed secondary dendrite arm spacings of an average of 6µm near the surface and
about 9µm around the midplane (compare [3, 97]).
Unless indicated differently, the simulations presented throughout the whole chapter are done
with the thermophysical properties of the magnesium alloy AZ31, as given by Lu [74] and
presented in section 5.2, except for the Boussinesq effect according to the thermal expansion,
which is omitted most of the time. The pilot plant parameters employed are those of table 6.2
and, therefore, the boundary conditions are those given in table 6.1, unless otherwise specified.
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The basic configuration for the simulations also include the d’Arcy approach with d = 0.001 m,
the Scheil model for the solid-fraction temperature relation as given by [74], an omitting of the
Boussinesq effect, and a predefined shape of the meniscus through the mesh with a length of
10 mm. To compare the simulations with the measurements, the calculated data have to be
evaluated. Figure 6.2 shows important evaluation points within the solution domain.
Fig. 6.2: Location of evaluation points for the twin-roll casting simulations: the orange lines indicate the mushy
zone, the blue dots points of comparison, and the horizontal line the midplane
The light grey indicates the domain of the magnesium alloy, and the orange lines outline the
mushy zone where the solidification takes place. The first orange line coming from the inlet on
the left side marks a solid fraction of zero, which is equivalent to the isoline for the liquidus
temperature. Continuing to the right, the second orange line indicates a solid fraction of one
which is equal to the solidus temperature isoline. The last point to fully solidify is indicated in
light blue and lies around the midplane, and it is used as the final point of solidification. This
location will be compared throughout the parameter tests. In addition, the thickness of the sheet
at this location is used to calculate the logarithmic strain, as the solidification ends there and the







where lend is the final sheet thickness and lbegin is the thickness at the beginning of the forming
process and, thus, where the first blue point is located. The second point is situated at the
last contact point between the sheet and the roll, where the lowest sheet temperature of the
solution domain is to be found. The core is still warmer and the temperature gradients will
level out after losing contact with the roll. The lowest temperature should not fall below 498 K,
the forming temperature of the magnesium alloy AZ31. This is the comparison point for the
final sheet temperature. If not indicated differently, the following calculations are done with the
OpenFOAM code.
First comparison and grid independence
To verify the grid independence, tests were carried out starting with 5 cells over the die thickness,
and continuing with 10, 20, 50, 100, and 200 cells. Figure 6.3 shows the comparison of the
temperature and the velocity magnitude taken along a line across the solution domain in the
y-direction 10 mm behind the end of the die.
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Fig. 6.3: Verification of grid independence according to the number of cells in the die thickness: profiles taken
10 mm distance behind the end of the die
It can be seen that a reasonable grid independence is reached for 50 cells. For 5 cells, the
temperature maximum lies at about 940 K, for 10 cells the maximum is increased by 10 K, and
again by 5 K for 20 cells. 958.4 K is the maximum temperature for 50 cells, which then increases
only slightly when the number of cells is doubled. Taking a look at the velocity magnitude, a
similar behaviour can be distinguished. The curves even out with more than 20 cells used, and
the differences within the profiles using 50 cells and more are small. The benefit in accuracy for
100 or 200 cells is small compared to the computational cost.
At the very beginning of simulating the twin-roll casting process of magnesium alloys for the
work at hand, there was no consideration of a meniscus. Behind the die, the space between the
two roll surfaces was entirely filled with the alloy. The boundary insulation is only the part of
the vertical line not belonging to the die. Employing the calculated boundary conditions and
using a mesh with 50 cells over the inlet, as shown in the grid independence test, results are
produced as presented in figure 6.4. Subfigure (a) indicates isolines for the solid fraction and the
velocity magnitude. From the pressure inlet on the left side, the alloy flows through the die. The
no-slip boundary forces the velocity there to zero, while a maximum builds up in the middle of
the inlet region. This main stream levels out on entering the domain between the rolls. At the
roll surfaces, solidification starts and the outer shell is moved with the casting velocity. Around
the midplane, a zone of decreased velocity builds up. The solidification ends at the white line
around 29 mm before the roll gap, so that the logarithmic strain is about −0.33.
Figure 6.4 (b) illustrates the solid fraction and temperature results of this test case. The field
distribution of the temperature is symmetric like the velocity field and the solid fraction. The alloy
enters the domain with an inlet temperature of 973 K which decreases on touching the rolls and
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(a) Solid fraction and velocity magnitude
(b) Solid fraction and temperature
(c) Solid fraction and cooling rate
(d) Solid fraction and secondary dendrite arm spacing
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Fig. 6.4: Twin-roll casting simulation results without considering a meniscus: (a) solid fraction and velocity
magnitude; (b) solid fraction and temperature field; (c) solid fraction and cooling rate; and (d) solid fraction and
secondary dendrite arm spacings according to eq. (5.2) [83, 84]
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during solidification. The simulated temperature at the last roll contact (x = 0 mm, y = 2.5 mm)
is 502.7 K, about 10% less than measured at the pilot plant and employed for the boundary
condition. The isolines of the solid fraction are displayed to emphasise that they coincide with
isothermal lines. The solid fraction is directly dependent on the temperature and is not subjected
to any other influence. Therefore, any display of the temperature field will be omitted hereafter
and only the isolines of the solid fraction will be shown.
Figure 6.4 (c) displays the cooling rate within the mushy zone and the solid-fraction isolines.
The grey region marks the entire solution domain, while the coloured one indicates the mushy
zone with the obtained cooling rates. The negative sign implies that the velocity vector and the
temperature-gradient vector point in opposite x-directions and, therefore, no recirculation zones
are present. The highest rate is encountered by the magnesium alloy on the first contact with the
water-cooled rolls. For the test case presented here, the value is as high as about −600 K/s and
it drops very fast to values of less than −150 K/s for a very large region. Only beyond a solid
fraction of at least 0.8 do the cooling rates rise again. The rate is calculated in order to correlate
it with the microstructure. When cooling rates are evaluated from experiments, thermocouples
are used to capture the temperature curve over time at a distinct location. The difference
between the liquidus and the solidus temperature is then divided by the local solidification time
(the time which passes between the descent from the liquidus to the solidus temperature for one
thermocouple). As the simulations presented here are carried out in steady-state conditions,
the cooling rates are evaluated according to eq. (3.21) and, therefore, they do not yield average
but local values. Furthermore, it is not known a priori at what solid fraction the definition of
the microstructure takes place. Nonetheless, for the following reasoning it is assumed that the
evolution of the microstructure is finished below a solid fraction of maximum 0.8. Considering
figure 6.4 (c), a large region around the midplane is thus covered by a rather constant cooling
rate, and an exact location of the evaluation point is not necessary. In addition, this is also the
minimum cooling rate encountered by the alloy and, therefore, it defines a limiting case. The
other limit is encountered at the first roll contact, where very high cooling rates are present. It
is assumed that the fast cooling results in a high solid fraction shortly after the first contact,
which is indicated by the very close isolines of solid fraction around this first contact in subfigure
(c). Conclusively, the cooling rate will be evaluated at the liquidus line – the beginning of
solidification. The maximum value near the rolls and the minimum value around the midplane
are taken to calculate the secondary dendrite arm spacings, as described in 5.3.
Tab. 6.7: Comparison of the secondary dendrite arm spacing correlations for the twin-roll cast magnesium AZ31
sheet calculated from cooling rates and evaluated from experiments
Location CR λII (in µm)
(in K/s) Eq. (5.1) Eq. (5.2) Eq. (5.4) Measured [97]
midplane 17.2 25.8 14.7 13.9 9
surface 602.6 5.8 4.9 3.0 6
Table 6.7 presents the results of the secondary dendrite arm spacings correlated to the cooling
rates. The maximum cooling rate at the liquidus temperature isoline near the rolls is 602.6 K/s
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and the minimum value near the midplane is 17.2 K/s. The resulting spacings are 3.0, 4.9, and
5.8µm near the surface, compared to a measured value of 6µm reported in Kawalla et al.
[97]. The same paper reports a maximum value of about 9µm in the mid-thickness compared to
13.9, 14.7, and 25.8µm predicted by the evaluation of the simulation. While the estimated values
near the surface underrate the experimental one, the mid-thickness prediction overestimates the
measured values. For the following comparisons, the correlation according to eq. (5.2) (Dubé
et al. [83], Allen et al. [84]) is employed, as it is most widely used. Therefore, the field
distribution of the spacings according to the finally chosen correlation is shown in figure 6.4
(d). As described, the minimum arm spacings arise at the first roll contact with about 5µm
and beyond x = −40 mm where the solid fraction is at least 0.8. A large region is covered by
secondary dendrites of 9 to 11µm from the surface towards the midplane, which agrees well
with the midplane measurements. The maximum is situated at the centre with up to about
15µm. According to Kurz et al. [85], there the probability of centreline segregations is high
and dendritic structures will most likely not build up. Nonetheless, this is a reasonably good
agreement in light of the assumptions made before. Subfigure (d) indicates that the chosen
evaluation procedure is able to capture the maximum and minimum values.
When looking at the results, the location of the black liquidus temperature isoline might be a
cause for concern as the starting and ending points detached from the roll surface and approach
the die. When this line touches the means of insulation on top of the die surface, the alloy could
solidify around those parts and, as a consequence, they are pulled in between the rolls causing a
critical incident. With the isoline so near, this could be caused by slightly changing conditions in
the casting velocity or the water cooling rather unintentionally. The measurement data from the
pilot plant are taken under these conditions and it is obvious that the alloy detaches from the die
surface, forming a meniscus until attaching to a roll. Therefore, the influence of this meniscus
will be investigated in the following paragraph.
Adding the influence of the meniscus
Like Kawalla et al. [10], several publications suggest that the alloy forms a curved shape
according to its surface tension, the casting velocity, and the inlet pressure when leaving the
die and before attaching to a roll. As no gas phase is taken into account for the investigation
at hand, the shape of the meniscus is predefined by the mesh with a length of 10 mm. The
meniscus is also shaped in order to imitate gas entrainment between the alloy and the rolls,
which prevents premature cooling as described in Guthrie et al. [96]. The settings for the
test case are summarised in appendix C.4. All other conditions are the same as in the preceding
test case, and the solid-fraction isolines and the velocity magnitude are shown in figure 6.5.
Comparing the latter two figures, there is no difference as far as the inlet region is concerned.
When leaving the die, the velocity distribution is more even and the isolines for the liquidus
and solidus temperatures are both shifted to the right side for the test case with meniscus. The
final point of solidification is approximately 20.3 mm before the minimum roll gap, resulting in a
reduced logarithmic strain of about −0.18. The surface temperature at the last contact point of
sheet and roll is about 554 K, and is thus close to the measured value of 555 K.
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Fig. 6.5: Twin-roll casting simulation results considering a meniscus: solid fraction and velocity magnitude
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Fig. 6.6: Twin-roll casting simulation cooling rate results considering a meniscus
The cooling rates are presented in figure 6.6. The rates spread from −600 K/s close to the rolls
to about −25 K/s near the midplane, resulting in secondary dendrite arm spacings from 4.9µm
to 13µm, being similar to the preceding test case and compared to the measured data. As the
case that considers the meniscus is closer to the conditions in the pilot plant and with the results
being even closer compared to the measurement data than for the case without, the geometry of
this latter simulation will be used for the following computations.
6.2 Influence of different models
In chapter 2 State of the art, different approaches were presented to describe the influence of
solidification for the momentum equation, as well as various equations to define the temperature-
solid fraction relation. In the following section, results for the viscosity and d’Arcy approach for
the momentum equation will be analysed together with different solid-fraction models such as
Scheil, lever, or a linear transition. In addition, the twin-roll casting domain is often reduced
using the midplane symmetry in order to decrease the calculation time. To begin with the model
comparison, it is shown that such a simplification is not always valid even if the domain and
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boundary conditions are symmetric. The basic choices for the simulations are the same as those
indicated in section 6.1.3
6.2.1 Axis symmetry and inlet region
Simulating only one half of the domain or without any inflow region may produce the result
presented in figure 6.7 when, instead of a dynamic viscosity of 0.07 Pa s as proposed by Lu [74],
a viscosity of 0.001 Pa s is employed.
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Fig. 6.7: Solid-fraction isolines and velocity magnitude for the symmetric case
The results show symmetry with respect to the centerline. This kind of symmetry is enforced
when the inflow region is omitted, or if using an inflow region but only one half of the domain
together with a symmetry boundary condition. Obtaining the presented results with an inflow
region and without considering the symmetry seldom occurs. Around the liquidus temperature
isoline indicated by the black line, above and below the main stream in the midplane, two smaller
zones of diminished velocity including recirculations arise (light blue region within darker blue).
This is the opposite of figure 6.5 where the reduced speed zone is situated around the midplane.
These recirculation zones have an influence on the cooling rates, as shown in figure 6.8.
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Fig. 6.8: Cooling rates with recirculations for the symmetric case
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The rates range from −900 K/s to +100 K/s which is larger the the results for the increased-
viscosity case in figure 6.6. A high rate is again achieved around the first roll contact. The
change in sign appears around the recirculation regions where the velocity vector changes its
direction. Here, breaking dendrite tips may be transported into the liquid and either melt or
serve as nuclei influencing the microstructure.
Figure 6.9 shows the effect of a slight asymmetry, with the inflow region moved downwards by
−0.5 mm compared to the possible symmetric case. This is done to achieve repeatable solutions,
as otherwise the stream will tend either to the upper or the lower roll by accident. Solid-fraction
isolines and the velocity magnitude are presented.
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Fig. 6.9: Solid fraction in grey shades and velocity magnitude for the asymmetric case of displaced inlet/die region
by −0.5 mm (downwards)
It can be seen that the flow tends to the closer roll and that two recirculation zones differing in
size build up. A redirection of flow occurs before the beginning of solidification from the main
stream in the middle of the domain to the rotating rolls advecting the solidified shells. Tests
with the setup at hand have shown that the velocity profile is maintained as symmetric up to
a Reynolds number of about 150, calculated with twice the die thickness as the characteristic
length and with the casting speed as the characteristic velocity. The results presented here,
showing asymmetric solutions, are simulated with a Reynolds number of about 638 for a dynamic
viscosity of 0.001 Pa s. The Reynolds number for the Lu [74] viscosity of 0.07 Pa s is only about
9.1. The location of the solidus temperature – presented as a white line – is not at all affected by
this change in domain. Even the extension of the liquidus temperature line in black around the
midplane is only slightly smaller than for the symmetric case. However, the two recirculation
zones influence the cooling rates in different magnitudes and the microstructure may differ over
the cross section of the final sheet, especially as the tendency of the flow to approach the nearest
roll evokes temperature differences between the two roll surfaces, as shown in figure 6.10.
The differences in absolute temperature emphasise different cooling conditions which may evoke
differing solidification rates and, thus, inhomogeneous material properties over the sheet thickness.
The further away from the mushy zone, the more symmetric the temperature profile is and,
therefore, the smaller the temperature differences become. Similar results, that is vice versa, are
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Fig. 6.10: Temperature distribution in the domain and display of temperature differences between the roll surfaces:
alignment of the figures carried out according to examined roll boundaries
obtained using an asymmetric domain of displaced inlet/die region by +0.5 mm (upwards). The
temperature difference changes accordingly. The results just presented emphasise that the choice
of material properties and the extent of the simulation domain may have an unexpectedly large
influence on the results.
6.2.2 Viscosity vs. d’Arcy
Apart from the obvious influence of the domain and its boundaries, the modelling of the
solidification process within the momentum equation also has an impact on the results. For the
viscosity model, the transition equation from the viscosity in the liquid to the supposed one
in the solid has to be defined. The solid viscosity is set to an arbitrary high value, preventing
velocity gradients in the solid region as they are physically unlikely. The exact value is less
important than the order of magnitude, which is also dependent on the capabilities of the code
to handle these high rates of change within the mushy zone. For the d’Arcy model, the main
impact factors are the constants K or d as well as the solid velocity field.
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Viscosity models
In the literature, there are several models to describe the evolution of the viscosity within the
solidification range. Some are taken out of Nikrityuk’s book [46] or the thesis of Zeng [29].
Polynomial transition µm = µl + (µs − µl) · f
a
s (6.34)
















Mooney transition µm = µl · exp












Fk = 0.5 +
arctan [s · (fs − fscr )]
π
Dantzig transition µm =

µl · exp (4.5 · fs) , fs ≤ fscr
c1 · fs + c2, fscr + 0.1 > fs > fscr
µl + (µs − µl) · fs, fs ≥ fscr + 0.1
(6.39)
In the preceding equations, µm is the mixture viscosity, µl is the viscosity in the liquid phase, µs
is the artificial high viscosity of the solid phase, and a is a factor to define either the polynomial
degree (a = 1 for a linear and a = 2 for a quadratic transition marked as square) or the additional
one in the exponential transition. fscr is the critical solid fraction, f0, s, B, c1, and c2 are
empirical constants where the latter two are set to match the values at the boundaries of the
valid range. There are no values given for magnesium AZ31, but for aluminium A201 f0 varies
between 0.52 and 0.74, s = 100, B = 0.3, and fscr = 0.27. According to Nikrityuk [46], the
Metzner model is generally employed within a hybrid model when a corresponding function
similar to Fk is used for the d’Arcy-based model.
In diagram 6.11, selected transitions for the dynamic viscosity are shown in the upper figure for
0 ≤ fs ≤ 1, and in the lower figure zoomed to 0 ≤ fs ≤ 0.3. The relations are all calculated
based on the solid fraction, whereas the implementation in OpenFOAM or STAR-CCM+ requires
a relation based on the temperature. Therefore, the behaviour of the viscosity during the
simulation needs to be analysed taking into account the solid-fraction temperature. In 6.11,
the curves named ’linear’ and ’square’ refer to a polynomial transition with a = 1 and a = 2,
respectively. As the y-axis is set to be logarithmic, the exponential curve with a = 1 is shown
as a straight line. For the Ni and Dantzig model, the critical solid fraction is chosen to be 0.27
as proposed for the aluminium alloy A201, and f0 is set to 0.52. These three models have a
narrowed distinct transition range compared to the polynomial and exponential approaches. For
the latter two classes, there is a difference depending on whether the rapid change in viscosity is
situated near smaller or larger solid fractions. This influences, in particular, the question of up
to which solid fraction larger velocity gradients are allowed.









































linear, Eq. (6.34) a = 1
square, Eq. (6.34) a = 2
exp., Eq. (6.35) a = 1




Fig. 6.11: Comparison of dynamic viscosity curves according to the solid fraction
Belt casting
The comparison of the viscosity and the d’Arcy model starts with a belt-cast test case similar to
Ashtari and Gatenby [98], and taking the twin-roll casting domain and omitting the roll
curvature. This is done to turn off the influence of the solid velocity field for the d’Arcy solution.
The d’Arcy term in equation (3.10) states that the solid-fraction curve has an impact, as well as
the characteristic length, and the solid velocity field. While the characteristic length uniformly
affects the whole mushy zone and while the behaviour of the solid-fraction term can be modelled
within a viscosity function as well, the solid velocity field determines the result of the momentum
equation in a non-uniform way that cannot easily be modelled by viscosity. For the belt-cast
test case, this field does not have to be calculated with a Stokes fluid flow case, and is thus
uniform. This avoids the effect of yet another model. Disregarding the roll curvature, the sheet
thickness is far larger (about 13 mm) and the average heat-transfer coefficient is increased to




to ensure complete solidification.
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(a) OpenFOAM d’Arcy, d = 0.001 m
(b) OpenFOAM viscosity, exp. Eq. (6.35) a = 10
(c) STAR-CCM+ d’Arcy, d = 0.001 m
(d) STAR-CCM+ viscosity, exp. Eq. (6.35) a = 10
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Fig. 6.12: Velocity magnitude and contour lines of solid fraction for the d’Arcy and the exponential viscosity
model for OpenFOAM and STAR-CCM+
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In addition, the employed dynamic viscosity is 0.07 Pa s and the solid velocity field is easily
determined and set to the casting velocity vector us = [0.0358, 0, 0] m/s everywhere. In terms of
continuity, this is false for the more narrow inlet region, where the velocity should be higher.
At this point, however, no solidification should take place. The following figure 6.12 shows the
distribution of the velocity magnitude and the contour lines for the solid fraction, using the
d’Arcy approach with d = 0.001 m and an exponential model with a = 10 for the viscosity
approach for both codes, OpenFOAM and STAR-CCM+. The four subfigures are similar. The
global velocity magnitude range is set from 0 m/s to 0.14 m/s for all of them. The solid-fraction
isolines are always plotted for values of 0, 0.2, 0.4, 0.6, 0.8, and 1. Within the inlet region, the
same maximum velocity is reached. The velocity colouring of the meniscus region is similar as is
the location of both the liquidus and the solidus line. In this presentation of fields and isolines,
no difference can be observed.
To get a better insight into the results at that critical region specifically, a plot is carried out in
figure 6.13 displaying the x- and y-velocity components over a line at x = −55 mm. The display
of the temperature and solid-fraction profile at this location is omitted, as only small variations
could be distinguished between the curves. The figure contains one more curve that gives the
results for the viscosity model, employing a second order polynomial transition marked square.
The x- and y-velocity component profiles are rather similar in their general shape. In particular,
the OpenFOAM curves for the d’Arcy and the chosen exponential model are almost identical
in both subfigures. This is the main reason why the quadratic viscosity model is displayed in
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viscosity, square Eq. (6.34) a = 2
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Fig. 6.13: Comparison of the results obtained with the exponential dynamic viscosity model and the d’Arcy model
for OpenFOAM and STAR-CCM+ along the line x = −0.055 mm
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As discussed for figure 6.11, for smaller solid fractions, the quadratic viscosity model reaches
higher mixture viscosities than the exponential approach, preventing velocity gradients. This
behaviour can be seen for the x-component of the velocity near the rolls at about ±5 mm.
Here, the casting velocity of the rolls is imprinted to the partially solidified shell near the rolls
much more than for the d’Arcy or exponential viscosity models. As a result, the minimum
and maximum velocity are somewhat weaker. The same is shown for the y-component of the
velocity in the right subfigure. For the STAR-CCM+ modelling, the d’Arcy approach using a
field function to write a specified momentum source outside the pre-coded software agrees well
with the OpenFOAM solution for both velocity components. For the exponential viscosity model
in STAR-CCM+, there are differences at about y = 5 mm for both velocity components, but the
solutions match well in general.
To conclude the comparison for the belt-cast test case, it is obvious that both methods of
modelling are able to produce sensible results and that, depending on the choice of the viscosity
transition model, the solutions may be rather similar. The next step is a momentum model
comparison for the real twin-roll casting geometry including the curvilinear shape of the rolls.
There, the definition of the solid velocity field is not as easy as for the belt casting.
Twin-roll casting
Because of the curvilinear shape and the diminishing space between the rolls where the mushy
zone is located, the definition of the solid-velocity field may not be done by setting it to the
casting-velocity components alone. The first wider and then diminishing cross section results in
an acceleration regardless of whether the alloy is still liquid, mushy, or already solid, in order to
satisfy the continuity equation. Therefore, the solid velocity field is simulated with a Stokes fluid
flow solution where the energy conservation is not taken into account. The domain is the same
as for the phase-change test case including the boundary conditions, except that the viscosity is
different and set to a value 106-times larger than the natural liquid viscosity. This method is
validated by Vakhrushev et al. [63], for example. The steady-state velocity vector field is
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Fig. 6.14: Twin-roll casting solid velocity field of magnitude and vectors calculated as a Stokes fluid flow solution
The colours of the velocity magnitude field and the shape of the arrows indicate a parabola-like
velocity profile within the inlet region. Because of the pressure inlet, this profile can build up on
its own immediately at the inlet in contrast to a velocity block-profile inlet. Leaving the die, the
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stream expands within the meniscus domain and contracts when flowing between the two roll
surfaces. As a no-slip condition to a rotating wall is applied to both roll surfaces, the velocity
magnitude is larger near the surface and diminishes towards the centerline. Although there is a
region with reduced velocity around the centerline, no recirculation zone is formed. The velocity
gradients level out towards the minimum roll gap at x = 0 mm.
This solid velocity field influences the results of the phase change twin-roll casting test case
when using the d’Arcy approach, as show in figure 6.15. The velocity magnitude fields and
the solid-fraction lines for the d’Arcy model are presented – the exponential viscosity model
with a = 10 and the polynomial model with a = 2 (marked as ’square’). At first glance, the
subfigures are extraordinarily similar. The distribution of the velocity magnitude in the inlet
region is the same for all figures, as well as the expansion in the meniscus region. Also, the
general location of the isolines and the solidus temperature isoline, in particular, coincide. The
differences lie between x = −60 mm and x = −30 mm in the shape of the liquidus temperature
isoline and the velocity magnitude. The greatest similarity is, again, to be found between the
d’Arcy model in subfigure (a) and the exponential a = 10 viscosity model in (b). The shape of
the zero solid-fraction isoline is identical and the velocity magnitude around the centerline is
similar as well. The main difference here is the large extent of the reduced velocity zone around
the centerline up to x = −30 mm for the viscosity model, while the velocities in the d’Arcy model
have already levelled out at that point. As a result, the tips of the isolines are wider for the
exponential model. For the two square viscosity model figures of OpenFOAM and STAR-CCM+,
the shapes of the solidus temperature isoline suggest that two small recirculation zones arise
above and below the midplane. Any recirculation affecting the mushy zone for the d’Arcy model
is prevented by the solid velocity field not having any recirculation zone. As in the mushy zone,
the higher the solid fraction the more the actual velocity field is enforced to equal the solid
velocity one, so a recirculation could only occur before the mushy zone and would be dissipated
at the beginning of the phase change. For the viscosity model, which employs a second-degree
polynomial transition, the change in viscosity is rather fast for small solid fractions and decreases
for larger fractions. Therefore, a wider shell near the roll surface is forced to move with the
rotational speed and, as a consequence, the velocity magnitude around the centerline decreases
even further. Around the solid-fraction isoline of 0.6, the velocity field is again similar to the
d’Arcy test case. For all presented models, the final point of solidification lies at x = −20.3 mm
and, hence, the logarithmic strain is ϕ = −0.18. The predicted secondary dendrite arm spacings
range from 4.9µm near the surface to 13.5µm towards the midplane, while the temperature at
the last roll-sheet contact point is 554.4 K for all models and, therefore, meets the calculation
base for the boundary condition. In general, the results are equally close to the measured data,
confirming that each momentum model is able to predict the results of the twin-roll casting
process and that there is a need for further research and experiments, especially as far as the
velocity field is concerned. The simulations hereafter will be done with the d’Arcy model and
the presented solid-velocity field.
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(a) OpenFOAM d’Arcy, d = 0.001 m
(b) OpenFOAM viscosity, exp. Eq. (6.35) a = 10
(c) OpenFOAM viscosity, square Eq. (6.34) a = 2
(d) STAR-CCM+ viscosity, square Eq. (6.34) a = 2
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Fig. 6.15: Velocity magnitude and contour lines of solid fraction for different momentum models
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6.2.3 Linear vs. lever vs. Scheil
Apart from the momentum model, the solid-fraction temperature relation has an impact on the
results of the twin-roll casting simulations. In chapter 2 State of the art, several equilibrium
models are presented, and among them are the linear transition, the lever rule, and the Scheil
model. In section 5.3 Thermophysical properties of magnesium AZ31, it was discussed that
because of the rather high cooling rates, the Scheil model is to be preferred for the simulation of
twin-roll casting. This paragraph is dedicated to outlining the differences in the results when
varying the solid-fraction temperature relation. The four tested relations are presented in the








































Fig. 6.16: Comparison of different solid-fraction models and temperature results at x = −0.055 mm; linear
transition according to eq. (6.34) a = 1
The starting point is again the thermophysical property data given by Lu [74], and the Scheil
model of this author is employed. The first variation is to keep the liquidus and solidus
temperatures of this model and connect them with a linear curve emphasising the shape of
its transition. The second choice of model is the lever rule, where the solidus temperature is
significantly higher than for the Scheil model at 848 K instead of 733 K (compare to [29, 74],
for example). To be consistent, the liquidus temperature is chosen to be 896 K according to
[74] for all models, including the lever-based ones. The shape of the lever-rule transition is
calculated with equation (2.19), a melting temperature of Tm = 923 K, and a partition coefficient
of kp = 0.36, which is adapted for the curve to end at the chosen solidus temperature. Taking
the binary phase diagram of Kammer [2] and linearising it, the calculation of the partition
coefficient yields about 0.385. According to the figure on the left in 6.16, it is expected that
the isolines of the solid fraction are uniformly spread for each linear model and more closely
spread towards the liquidus temperature, as well as being spread more widely near the solidus
temperature for both the Scheil and the lever models.
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(a) Scheil temperatures and transition
(b) Scheil temperatures, linear transition Eq. (6.34) a = 1
(c) Lever temperatures and transition
(d) Lever temperatures, linear transition Eq. (6.34) a = 1
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Fig. 6.17: Velocity magnitude and contour lines of solid fraction for different solid-fraction temperature relations
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The subfigure on the right in 6.16 already shows temperature results for a sample line at
x = −55 mm. The solid fraction and both velocity components show no difference at all, and
are therefore not presented here. The temperature curves show a slight variation around the
midplane where both Scheil temperature-based models are shifted to lower values. Solid-fraction
isolines and velocity magnitude fields of the four test cases are presented in figure 6.17. The small
temperature differences around the cross section at x = −55 mm are remarkable considering the
distribution of the solid-fraction isolines throughout the test cases. In particular, the black line
indicating the liquidus temperature of 896 K for all cases was expected to be located at more or
less the same position. Nonetheless, the centerline x-coordinate ranges from about −48 mm to
about −40 mm. The impact on the velocity magnitude field is a minor one, as the distribution
of the colours displays through all subfigures. As expected, the placement of the isolines is
more uniform for the Scheil temperature-based linear transition compared to the true Scheil
model. This effect is less distinct for the two lever temperature-based simulations. The solidus
temperature variation is about 113 K, explaining the difference in the location of the isoline up
to 15 mm. Again, although having the same solidus temperature, the locations of the associated
isoline for the two Scheil-based models differ by about 5 mm, an effect which is less dominant for
the two other models and which again does not have much impact on the velocity distribution.
An explanation for the solid-fraction results is that the release of latent heat is proportional to
its rate of change, which is different for the tested transitions. The limiting temperatures are of
minor importance. The variation is smaller for the lever-based rules compared to the Scheil-based
ones, which provides a reason for the larger discrepancies. The influence on the location of the
last point of solidification, and thus on the logarithmic strain, is obvious. However, the last
roll-contact temperature is greatly affected, ranging from 554.4 K in case (a), to over 565.6 K in
(b), 551.3 K in (c), and finally 552.3 K in (d). Again, the difference is smaller for the latter two
cases but rather close to the measured data, except for the results in (b). The minimal secondary
dendrite arm spacings near the edge are close, ranging from 4.6µm to 4.9µm. The maximum
towards the midplane is spread wider, with 11.4µm for the Scheil linear case to 13.3µm for the
lever-rule test case being again quite similar to the pilot-plan experiments. As the validation
presented in 4.3 Continuous DC casting of magnesium AZ31 employing the properties in (a)
showed good agreement with the measured temperature and sump-depth data, this model is
used hereafter for the parameter case studies.
6.3 Variation of parameters
The main issue of this work is to gain a more profound understanding of the twin-roll casting
process for magnesium alloys, especially for the alloy AZ31. One critical question to answer is
the impact of the variations in thermophysical properties on the results, which is discussed in
the next paragraph, followed by an examination of plant parameters. The emphasis lies on the
investigation of whether an experiment under the chosen conditions can be carried out with or
without an incident, for example whether the sheet is entirely solidified before leaving the rolls.
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6.3.1 Thermophysical properties
The thermophysical properties discussed in section 5.3 form the basis of this investigation. As
explained there, to generalise the statements, defined variations of ± 5 %, ± 10 %, ± 20 %, and
± 50 % are used together with selected combined variations taken from Lu [74], Hadadzadeh
et al. [36], Yu [43], and Ju et al. [88] to give an idea about what happens when differences
within the properties occur in a data set. The two compared values are the axial location of
the final point of solidification on the centerline as well as the temperature of the last sheet roll
contact point. The tested parameters are the density, the thermal conductivity, the specific and
latent heat, the viscosity, and the solidus and liquidus temperatures. Figure 6.18 presents the





























Fig. 6.18: Results of material parameter sensitivity: final point of solidification location for different properties
and variations; * shows results for the average value of [74] for k and cp, in ν the value 4.35 · 10−7 m2/s is tested;
and grey boxes demonstrate the property range of references
At this point, solidification ends and forming begins, which also determines the microstructure of
the final sheet metal. The final point may neither approach 0 mm, as no forming would take place,
nor draw near to the die, which would result in extraordinarily high rolling forces. The black
line symbolises the basic choice of Lu [74] and the red line is an important limit for the location
of the final point. Beyond the last contact with the rolls indicated by the red line, the sheet
should be completely solidified (and not mushy anymore) to prevent critical incidents. Figure
6.18 shows that the influence of uncertainties in thermophysical properties is most serious for
the density, followed by the specific and latent heat, the solidus and liquidus temperatures, and
finally the thermal conductivity. No influence of the viscosity is recognised. The only critical case
is a density deviation of more than 50%, which is not found within the cited references, whose
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ranges for each property are denoted by grey areas. Another striking detail is that the deviation
test cases are not symmetrically arranged around the base value for the thermal conductivity
and the specific heat. The base test case is calculated with temperature-dependent properties,
and the percentage deviation is calculated starting from the average value. The red star in these
two rows shows the result for the constant average property value. The difference between the
black diamond sign and the red star implies that it does matter whether the property data are
averaged and used as a constant value or employed in a temperature-dependent manner. The
red star in the viscosity line shows the result for µ = 0.001 Pa s. Although the variation within
the kinematic viscosity is the largest within the tests, there is no influence to be recognised as
far as the location of the final point of solidification is concerned. The variations in solidus and
liquidus temperatures are calculated based on the degree Celsius values, and those that would lie
above the inlet or below the forming temperature are omitted. The solid-fraction temperature
transition is a linear one. The influence of the significant phase-change temperatures is rather
small for the liquidus temperature and considerable for the solidus temperature as the location
of the final point of solidification is determined, with this special temperature yielding a direct
impact. Nonetheless, the critical red line is not as close as for the density variation. Similar
to the k and cp test cases, the difference of the originally employed Scheil model to the linear
transition is indicated by the red star, which was already discussed in the preceding section. The
last row expresses the influence of combined property variations. The effects do not cancel, but
level each other out significantly. A comparison for the temperature on the sheet surface at the





























Fig. 6.19: Results of material parameter sensitivity: temperature at the surface when leaving the rolls, * and the
grey boxes are used as in figure 6.18, with the red lines indicating the important limits Tsol and Tform
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There, the minimum temperature of the whole forming process is encountered. Here again the
black line with diamonds shows the basic choice with temperature-dependent values, and the red
lines indicate important limits. The temperature at the last roll contact should neither exceed
the solidus temperature (leading to critical incidents), nor should it fall below the temperature of
498 K, above which magnesium is best formed. The most significant influence is once more to be
found for the density, followed by the specific and latent heat, the two phase change temperatures
as well as the thermal conductivity. Similarly, the viscosity has no influence on the results. In
contrast to the preceding figure, here properties found in the references (similarly presented
by grey areas) yield in results approaching an important limit: the specific heat seems to be
most crucial for the last contact temperature in order not to fall below the forming temperature.
Fortunately, the references showing the largest negative deviations for the specific heat with
-15.8%, as with Ju et al. [88], also use the largest positive variations for the latent heat with
+9.1%, which level out the combined results shown in the last row of figure 6.19. The large
difference of -45% for the thermal conductivity does not play a role for the chosen criteria.
To have a better idea of how variations within the thermal conductivity influence the solidification,
despite the low impact on the location of the final point of solidification and the last sheet roll
contact temperature, another comparison is done. Along the centerline of the solution domain
from the setback at −67 mm to the location of the last roll contact at 0 mm, the temperature
data were sampled for selected cases and the results are presented in figure 6.20. The upper
subfigure shows the temperature curve along this line. The magnesium alloy AZ31 leaves the die














































Fig. 6.20: Temperature distribution along the midplane and differences from that run for the tested sets of
properties
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After touching the rolls at about −57 mm, the decline of the curve becomes steeper. Touching
the red line marking the liquidus temperature, solidification starts and the run of the curve is
additionally influenced by the solid-fraction temperature relation. Beyond −30 mm when the
solid fraction exceeds 90%, the run of the curve is smoothed and the slope increases. The bottom
subfigure indicates the difference of the other test cases compared to Lu [74] and presented
in the upper one in order to spread the lines to see more details. As a supplement to the four
chosen references, the results of the basic choice incorporating the constant average values for
the thermal conductivity and the specific heat are shown. The two preceding figures suggested
that the influence of the thermal conductivity and viscosity is negligible. The curve drawn
with grey boxes proves the effect of the conductivity to the temperature gradients through the
run of the temperature curves. Especially around −30 mm, there is a steep incline within the
temperature difference changing the gradient, which influences the cooling rate and, thus, the
final microstructure. Again the change in specific heat shows the most significant influence. For
temperatures below 800 K, the blue curve symbolising the results for Hadadzadeh et al. [36]
is affected by a low thermal conductivity and a still-high specific heat where the last mentioned
characteristic also applies for Yu [43], whereas its thermal conductivity curve has a similar run
compared to the basic choice. Thus, again, the specific heat has the most appreciable effect.
The results for Ju et al. [88] are driven more by the low kinematic viscosity than by the
differences within the other thermophysical properties, as discussed for figure 6.7. In figure 6.5,
the magnesium spreads equally after leaving the die, creating a zone of small velocities around the
midplane. In contrast, for a reduced viscosity, a type of jet leaves the die, creating recirculation
zones in the upper and lower part of the meniscus. As a result, the hot alloy is transported further
into the mushy zone and establishes significant positive temperature differences, as presented in
the lower part of figure 6.20.
The effect of gravitation employing the Boussinesq approach and a thermal expansion of 7.8 ·
10−5 1/K is negligible, and therefore not presented here. No change in the shape or location of
the solid-fraction isolines is encountered and the velocity distribution is only slightly asymmetric
compared to zero-gravity conditions. Schlichting and Gersten [99] present an estimation
for the influence of both free and forced convection with
Gr
Re2
= g lchar β∆T
U2
→ 0 only forced convection→ ∞ only natural convection, (6.40)
where 1 is the mean value and the influence of both should be taken into account for 0.1 <
Gr/Re2 < 10. The test case presented is calculated with a gravitation value of 9.81 m/s2, a
characteristic length of 2 · 0.005 m = 0.01 m, a thermal expansion of 7.8 · 10−5 1/K, a maximum
temperature difference between the inlet and solidus temperature of 973 K− 733 K = 240 K, and
a characteristic velocity of 0.0358 m/s, which yield a ratio of Gr/Re2 = 1.43. According to the
estimation of [99], both kinds of convection should be included. As the results show a reduced
impact of the natural convection, it is neglected.
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6.3.2 Plant parameters
Apart from the thermophysical properties, test parameters of the pilot plant have an impact on
the casting results and, thus on the simulations. Similarly to the material data, the final point
of solidification and the last contact temperature are compared to the basic case for variations
in the length of the meniscus, the setback, and the roll gap, while the inlet and cooling water
temperatures are varied along with the average heat-transfer coefficient and the casting velocity.
Among these parameters, only the variation in roll gap changes the dimension of the desired
final product, altering the sheet thickness according to the gap value. The variations for the
temperatures are calculated with the degree Celsius values, and for the inlet temperature, the


























Fig. 6.21: Comparison of end-point solidification for varied plant parameters, * indicates a test case without
meniscus
Figure 6.21 presents the comparison for the location of the final point of solidification. The
examined plant-parameter variations are more crucial to the end-point of solidification than
the considered property data. Opening the roll gap too much results in a critical incident,
which might also happen for a too-small setback and heat-transfer coefficient as well as for a
too-high inlet temperature or casting velocity. The influence of the water cooling temperature is
negligible, as is the length of the meniscus. The red star indicates the test case without meniscus
as discussed in figure 6.4. A critical point of discussion here is that some parameters influence
others as well: the setback and the casting velocity influence the meniscus, for example, and the
water cooling temperature has an effect on the heat-transfer coefficient. The variation in cooling
temperature is included as this is one way to vary the resulting heat transfer.


























Fig. 6.22: Comparison of last roll contact temperature for varied plant parameters, * indicates a test case without
meniscus
A separate consideration is therefore not realistic and possible combined effects may occur. The
last sheet roll contact temperature is more sensitive to the plant-parameter variation than to
the property data, as shown in figure 6.22. Here again, the water cooling temperature and the
meniscus have the smallest impact on the results apart from an omission of the meniscus, which
may lead to a sheet surface temperature close to the forming temperature. This is undershot
as well for a considerable increase in setback and heat-transfer coefficient or for a substantial
decrease in roll gap and casting velocity. On the other side of the lower diagram, the solidus
temperature is exceeded for rather small setbacks and heat-transfer coefficients when large roll
gaps, inlet temperatures, and casting velocities only draw closer.
6.4 Incorporating the rolls
Influence of contact resistance
Heat-transfer coefficients are presented at the beginning of chapter 6 for the outer and inner roll
shell surfaces according to convection to air or water cooling channels. These values are necessary
when the two rolls are included in the simulation. The main idea behind this is to avoid the
setting of an average heat-transfer coefficient at the magnesium roll interface. Instead, a contact
interface is established and the coefficient is determined by the heat-transfer and phase-change
processes within the magnesium and roll domain. Integrating two different solution domains,
these simulations are carried out with STAR-CCM+. The mesh, boundary, and property settings
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for the magnesium domain stay the same except for the contact area to the roll surface. Each roll
is block meshed with 1.6 million cells. The cell size is determined to ensure that at the contact
interface, two to three cells of the magnesium domain are covered by one cell in the roll domain.










the water-cooled inner shell surface. The roll material is steel with a density of 7 830 kg/m3, a
thermal conductivity of 45.1 W/ (m K), and a specific heat of 479 J/ (kg K). A rigid body motion
is applied to each roll, ensuring they rotate at 0.0853 rad/s. The settings for the test case with a
contact resistance are summarised in appendix C.4. The simulation is carried out in an unsteady
state because of the turning rolls, but up to a quasi steady-state. To determine this state, the
average temperature of the outer roll surface is taken into account. In addition, a point is set
one cell below the outer shell surface, travelling along as the upper roll rotates. This point will
encounter the high temperatures when passing the magnesium contact face and cooling by heat
conduction into the roll, as well as convection to the environment. For the test case without a
















































Fig. 6.23: Average surface temperature of the outer shell surface and travelling point temperature over time
With the given rotational velocity and an outer diameter of 840 mm, a full turn takes about
73.71 s. Thus, the subfigures in 6.23 present about 13.5 turns for the simulation time of 1000 s.
The average temperature of the outer roll surface reaches a plateau at about 443 K, where the
last 1 K difference was encountered about 250 s ago. The subfigure on the right only presents
the upper part of the temperature curves in order to make more detail visible. The maximum
temperature levels out at 616 K, and at about 750 s of simulation time as well. For this achieved
steady-state, the velocity magnitude fields and isolines of the solid fraction are compared for both
test cases in figure 6.24. Upon initial examination of this figure, the location of the solid-fraction
isolines is striking, as the mushy zone is far tighter than in the preceding figures.
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(a) without contact resistance
(b) with contact resistance 2.5 · 10−5 m2 K/W
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Fig. 6.24: Solid-fraction isolines and velocity magnitude field when incorporating the rolls (a) without and (b)
with a contact resistance
The velocity distribution within the inlet region and around the outlet is less affected than
the zone of reduced velocity around the midplane shortly before and within the mushy zone.
There, the velocity is close to zero and, only for case (b), two small recirculation zones build up,
deforming the black and dark grey solid-fraction isolines. The final solidification point lies at
−42 mm for case (a) and at −34.1 mm for case (b), so that the solidification is completed far
before the earlier predicted value of −20.3 mm. This results in increased logarithmic strains of
−0.265 for (a) and −0.192 for (b) compared to −0.18. Despite this early end of solidification,
the last sheet roll contact temperatures exceed the measured value of 555 K with 580.1 K for case
(a) and even 595.7 K for case (b). The higher temperatures in the simulation may result from
the missing rolling effect as the contact pressure should rise during the rolling process, yielding
an increase in the heat-transfer coefficient and a more rapid cooling of the alloy sheet. The same
difference in temperatures holds for the measured roll-surface temperature about one roll radius
above the sheet, which is about 433 K in the experiment while the simulations yield 451.1 K for
(a) and 448.1 K for (b). The sheet surface temperature is higher for the test case with a contact
resistance, as the heat transfer to the roll is deteriorated by this resistance and, as a result, the
roll heats up slightly less compared to the resistance-free case. This difference is underlined in
figure 6.25.
Subfigure (a) presents the temperature distribution in the entire upper roll to give an idea about
the dimensions and the impact of the high temperatures in the contact area on the rest of the
roll shell. The upper roll of the test case, without employing a contact resistance, is displayed. In
order to underline the proportions, the magnesium area extends from −107 mm to +13 mm in the
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(a) without contact resistance, entire upper roll
(b) without contact resistance (c) with contact resistance 2.5 · 10−5 m2 K/W










































































Fig. 6.25: Temperature distribution in the entire upper roll for the case without contact resistance (a), zoom to
the contact area for (b) without, and (c) with contact resistance
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x-direction and would just fill the white space below the roll in the y-direction. The temperature
of the inner surface is dominated by the ambient temperature of 303 K of the cooling water,
which is directly touching this side. The temperature gradually decreases from the outer to the
inner roll shell surface. In subfigures (b) and (c), zooms to the area of interest are shown for
both test cases using the same display range in colours for the temperature. The temperature of
the inner roll surface is approximately the same for both cases, whereas the intensity of elevated
temperatures in the contact region is higher without a resistance and the penetration is larger.
This difference levels out rather fast between −20 mm and 0 mm in the x-direction, which is still















































without contact resistance with contact resistance
Fig. 6.26: One travelling-point temperature cycle and the location-dependent heat-transfer coefficient for both
cases
The subfigure on the left displays the temperature of a full rotation of the travelling point for
each case, i.e. with and without a contact resistance of about 2.5 · 10−5 m2 K/W. The general
shape of the curves is similar, but the green one representing the case with resistance is slightly
shifted to lower temperatures and the achieved maximum temperatures differ by about 20 K. For
both cases, the outer surface of the roll shell undergoes a sudden temperature change of at least
180 K resulting in a large thermal tension within the shell. The impact of the contact resistance
on the temperature of the outer surface is therefore a minor one. In contrast, the impact on the
location-dependent heat-transfer coefficient at the magnesium contact surface is more significant,
as shown in the right subfigure in 6.26. The curve for the case without resistance starts at a value




at the first contact of the magnesium alloy with the roll and drops
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decreases towards the last contact point, dropping below the second curve and representing the
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An aspect which is not taken into account in these simulations is the competition between the
shrinkage of the solidifying alloy and the reduction of the solution domain from the first contact
point towards the minimum roll gap. The calculations are carried out for a constant density,
even without considering the Boussinesq approximation. In the experiment, the alloy will shrink
during the solidification and, depending on whether the reduction of the cross section of the alloy
due to shrinkage or the equivalent reduction due to the roll geometry is faster, the alloy may
or may not detach from the roll surface, establishing a gas gap with an insulating effect. This
would additionally influence the overall process.
Location-dependent heat-transfer coefficient for the OpenFOAM test case
In order to compare the results of a location-dependent heat-transfer coefficient between the
STAR-CCM+ code employing the rolls and the OpenFOAM code. which is only dealing with an
adapted boundary condition, the heat-transfer coefficient curve for the test case with a contact
resistance is tabled and used in OpenFOAM (the definition of the boundary condition and the
table are given in appendix C.4). The obtained results are similar and show that the distribution
of the coefficient has a great influence on the results, in addition to the average value. The last
sheet roll contact temperature for STAR-CCM+ is 595.7 K, and the final point of solidification
lies about 34.1 mm ahead the minimum roll gap. For the OpenFOAM test case, the last contact
temperature is 596.6 K and the solidification ends at x = −33.7 mm.
Evaluation of the results incorporating the rolls
The results of this section are extraordinary, as they state that a more complex and realistic
model yields poorer results compared to measurements at the pilot plant than a simpler model.
The neglect of the rolling and deforming effect of the rolls is most likely the main reason. The
contact resistance is neither zero nor constant over the contact area, as assumed here. On the
contrary, depending on the casting velocity, the lubricant, the pouring temperature, material
properties etc., sticking of the alloy to the rolls my occur as well as the formation of a gas
gap during solidification, which is larger than the assumed resistance. In addition, during the
deformation, the contact between the solidified alloy and the roll may be intensified by the rolling
forces. These phenomena will certainly affect the heat transfer much more than can be predicted
with the employed version for the roll. Therefore, it is recommended either to use the simplified
model without the rolls or to use the rolls including density changes (which will require three
dimensions), along with the forming, strains, and stresses.
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7 Comparison of the MgF and HZG pilot plants
One construction parameter has been omitted in the pilot-plant sensitivity analysis for practical
reasons as the variation of the roll diameter is considerably more difficult than the other
criteria. Therefore, another twin-roll casting pilot plant situated in Germany is considered: the
research plant of the Magnesium Innovation Centre MagIC of the Helmholtz-Centre
Geesthacht (HZG) [100], presented for instance in Kurz et al. [85]. The roll diameter
of 600 mm is significantly smaller than the 840 mm for the MgF pilot plant. A comparison of
parameters is given in table 7.1.
Tab. 7.1: Comparison of the MgF GmbH Freiberg and Helmholtz-Centre Geesthacht plants
Dimension Unit MgF GmbH Freiberg HZG Geesthacht
roll diameter mm 840 600
setback mm 67 50
sheet thickness mm 5.0 5.0
die thickness mm 5.0 6.9
lower die angle ° 0.0 3.0
fillet mm 1.0 1.0
length simulated inlet mm 40 57
length simulated sheet mm 13 13
casting velocity m/s 0.0358 0.0267
inlet temperature K 973 973
environment temperature K 303 299
meniscus mm 10 2
average sheet temperature K 555 529
average heat-transfer coefficients















For the Geesthacht plant, apart from the smaller roll diameter, the setback is also smaller while
the final sheet thickness is the same. The inlet region for the MgF pilot plant is horizontal for a
length of about 40 mm while the 57 mm long inlet region of the HZG plant is inclined by 3° for
the lower boundary. The 40 mm are arbitrary and the 57 mm are chosen to reach the same total
length to simplify the comparison process. In experiments, the inlet regions are longer but their
general geometry is reproduced by the solution domain. At the point where the magnesium leaves
the inlet region, the MgF die has a height of 5 mm while the HZG die is 6.9 mm high. The fillets
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(a) MgF GmbH Freiberg, velocity magnitude and solid fraction
(b) Helmholtz-Zentrum Geesthacht, velocity magnitude and solid fraction
(c) MgF GmbH Freiberg, cooling rates
(d) Helmholtz-Zentrum Geesthacht, cooling rates
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Fig. 7.1: Comparison of simulation results for the two twin-roll casting pilot plants of MgF GmbH in Freiberg and
the Helmholtz-Centre in Geesthacht
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of the die material are equal for both plants. The setback of the HZG plant is 17 mm shorter
and the casting velocity is reduced. The simulated solid sheet length is equal again and is chosen
to enable easier comparison. According to employees of the Magnesium Innovation Centre
MagIC of the Helmholtz-Centre Geesthacht (HZG) [100], the magnesium alloy almost
fills the whole space directly behind the die. To do justice to this observation and to consider the
effect of surface tension, the length of the meniscus is reduced to 2 mm. The inlet temperature is
the same and the environment temperature is reduced by 4 K for the HZG plant compared to
the MgF one. The measured solid sheet temperature is cooler for the HZG plant, with 529 K
instead of 555 K. The means of calculating the different average heat-transfer coefficients are not
repeated here. The values are shown in table 7.1, and are quite similar considering the differences
in plant parameters. As before, the thermophysical properties for the magnesium alloy AZ31 are
taken from Lu [74], except for the thermal expansion, as the Boussinesq effect is omitted.
A comparison of the results for both plants is presented in figure 7.1. The difference in geometry
and setback length is obvious upon examination of subfigures (a) and (b). As expected, the velocity
maxima reached for both plants differ significantly, as do the casting velocities. The maximum
for the MgF plant in (a) is about 0.054 m/s, while the HZG plant in (b) reaches 0.029 m/s.
Because of the asymmetric inlet region of the plant at the Helmholtz-Centre Geesthacht, the
velocity magnitude field in (b) is slightly asymmetric immediately behind the die, which affects
neither the solid-fraction isolines nor the cooling rates. No recirculation zones build up, which is
enforced by the d’Arcy model as discussed earlier. Despite the shorter setback, the solidification
ends almost at the same location for both cases, at about x = −20.34 mm for subfigure (a) and
x = −19.6 mm for (b). Because of the difference in roll diameters, the logarithmic strain varies
more widely with ϕ = −0.18 for (a) and −0.23 for (b). The last sheet roll contact temperatures
differ between the plants but align well with the experimental data, with 554.4 K simulated and
555 K measured for the MgF plant compared to 533.3 K simulated and 529 K measured for the
HZG plant.
Despite the differences in casting velocity and roll diameter, the cooling rates do not differ as
much as expected. The minimum and maximum values are −358.8 K/s and −18.2 K/s for the
MgF plant, and −321.7 K/s and −19.9 K/s for the HZG plant. In addition, the distribution
of these ranges is quite similar when comparing subfigures (c) and (d), especially around the
liquidus temperature isoline – the beginning of the coloured region on the left side. The achieved
secondary dendrite arm spacings extend from 4.9µm to 14.7µm for MgF, which correlates quite
well with the measured data of 6 − 9µm. The predicted secondary dendrite arm spacings
of the HZG pilot plant range from 5.4µm to 12.9µm, and are thus close to the MgF results.
Unfortunately, the research team of the HZG does not compare secondary dendrite arm spacings
in their publications, so that they cannot be compared here.
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8 Summary and future work
The twin-roll casting process is an energy-saving and cost-efficient method to produce near-net-
shape sheets of castable metals. Although the overall process for steel-sheet production has
been known since 1865, the twin-roll casting of magnesium alloys is in clear need of further
investigation. The work at hand aims to support that investigation by means of numerical
simulation.
At the beginning, a literature research is presented giving a summary of the publications in the
field of modelling of casting in general, and continuous and twin-roll casting in particular. As there
are few papers incorporating the magnesium alloy AZ31, steel, aluminium, and other magnesium
alloys have been considered as well. The summary of the numerical models for the investigation
of casting and fluid flow is followed by the development of a casting code in OpenFOAM. Based
on the code of Rösler [60], a tool is generated which can deal with temperature-dependent
thermophysical properties, arbitrary solid-fraction temperature relations, and the d’Arcy or
viscosity models by choice for the momentum equation. The density is set to be constant except
for the Boussinesq approach. These OpenFOAM and the commercial STAR-CCM+ codes have
been validated using the Stefan problem, the gallium-melting test case, and the continuous
casting of an AZ31 billet. All validation cases show that the OpenFOAM coding is capable of
investigating casting test cases and predicting the location of the interface, recirculations, and
temperature curves. STAR-CCM+ is a good tool as well, except for weaknesses in the Boussinesq
coding and the fact that no solid velocity can be applied in the d’Arcy model.
After the successful validation, attention is given to the thermophysical properties of the magne-
sium alloy AZ31, as several publications present partially-differing values, and mostly without
providing an explanation of the experimental procedure and error when gaining these data. The
property data presented in the employed continuous casting test case of an AZ31 billet are
used as a basic choice, and a sensitivity analysis is conducted by varying the data by ± 5 %,
± 10 %, ± 20 %, and ± 50 %. The analysis is done after testing different numerical models and
solution domain definitions for the pilot plant of MgF Magnesium Flachprodukte GmbH
Freiberg [91]. Average heat-transfer coefficients have been calculated and employed for a grid
independence test, the consideration of a meniscus, and symmetry issues as well as a d’Arcy
viscosity-model comparison. Furthermore, the solid-fraction temperature transitions are tested
as well before continuing with the thermophysical property and pilot-plant parameter sensitivity
study. The results are compared with the measured average sheet-surface temperature, and
good agreement is found. Moreover, the predicted secondary dendrite arm spacings based on the
cooling rates within the mushy zone agree well with the measured ones. Additionally, the impact
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of a location-dependent heat-transfer coefficient is explored by incorporating both rolls into the
solution domain, and the simulated and measured roll surface temperatures are compared. Finally,
the Magnesium Innovation Centre MagIC of the Helmholtz-Centre Geesthacht
(HZG) [100] pilot plant is used to contrast two plant concepts to elaborate differences and
similarities. Here, the predicted final sheet temperature agrees well with the measured one.
Conclusively, the developed code can be used to improve the understanding of the twin-roll
casting process and the influence of material as well as plant parameters. The estimation of the
sheet surface temperature and the microstructure is possible prior to a trial. The code assists in
discovering a favourable set of parameters in order to produce the desired sheet properties.
Future work
The twin-roll casting of light metal in general and magnesium alloy in particular is a promising
manufacturing method. An unsettled point of discussion throughout this work is the velocity
distribution shortly before and within the mushy zone, which differs significantly depending on
the model used. Additional experiments and measurements, probably employing a small-scale
plant and a different fluid, would be beneficial for future work. A main issue for the final sheet
is a centerline segregation of the alloying element aluminium, which is not considered here. In
this context, the extension of the OpenFOAM code with the mass concentration of the solute to
account for segregation is desirable.
When the alloy in the plant is completely solidified, the rolling process starts. This part of
twin-roll casting is not included in this thesis. A coupled simulation including the forming
procedure would lead to an even more improved understanding of the overall process.
94
A Tabled literature review
Tab. A.1: Literature review of the simulation of twin-roll casting
Reference Material Time Model Symmetry/
h/v/i Which Properties Impulse Latent heat fs turb ≈ Remax Half domain
Bae [101] v AZ91 n/a trans n/a n/a n/a n/a n/a X/ X
Hadadzadeh [36] h AZ31 X st d’Arcy source Scheil none 2 008 X/ X
[34, 38, 37, 35]
He [31] h AZ31 X st viscosity source Scheil n/a n/a X/ X
Hu [28] h AZ31 Xconst st viscosity capp n/a none 250 X/ X
Hu [33] h AZ31 X trans n/a capp linear n/a n/a X/ X
Zeng [30] h AZ31 X st d’Arcy, viscosity enthalpy linear k-ε 750 ×/ ×
Zhao [32] h AZ31 Xconst st viscosity capp linear k-ε 1 425 X/ ×
Bradbury [24] h Al 8%-Cu Xconst st viscosity source Scheil low Re k-ε 503 X/ ×
Miyazawa [13] v Al Xconst st predefined interface front none n/a X/ X
Sarioglu [26] h/i Al Xconst st n/a n/a n/a n/a n/a ×/ ×
Saxena [102] h Al 4.5%-Cu Xconst st viscosity n/a n/a k-ε 520 X/ ×
Volkova [25] h Al X st n/a n/a n/a n/a n/a ×/ ×
Hwang [27] v Sn-Pb Xconst st viscosity enthalpy parabolic none 0.45 X/ X






Reference Material Time Model Symmetry/
h/v/i Which Properties Impulse Latent heat fs turb ≈ Remax Half domain
Santos [21] v Sn-Pb, steel Xconst trans none capp lever, none n/a X/ X
Chang [16] h steel X st interface tracking none 1 100 X/ X
Chang [15] v steel X st interface tracking n/a 2.5 X/ X
Gupta [17] h/i steel Xconst st viscosity capp linear k-ε 4 435 ×/ ×
Guthrie [20] v steel Xconst st d’Arcy enthalpy linear k-ε 3 160 X/ X
Hwang [18] v steel Xconst trans d’Arcy enthalpy linear none 2 325 X/ X
Hwang [19] v/i steel Xconst trans n/a n/a n/a none 2 325 ×/ ×
Sellger [22] v steel n/a trans viscosity enthalpy linear none n/a X/ X
Seyedein [23] v steel Xconst st d’Arcy enthalpy n/a low Re k-ε 8000 X/ X
h means horizontal Xmeans given or used enthalpy means enthalpy model capp means apparent heat capacity model
v means vertical ×means not given or used turb means turbulence viscosity means apparent viscosity model
i means inclined const means constant k − ε means k − ε turbulence model symmetry / symmetric results obtained using
st means steady-state trans means transient d’Arcy means permeability model half domain means full or half domain
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9 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
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26 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
27











39 // --- Pressure-velocity PIMPLE corrector loop
40 while (pimple.loop())
41 {












53 mu = rho*nu;







61 Info<< "ExecutionTime = " << runTime.elapsedCpuTime() << " s"
62 << " ClockTime = " << runTime.elapsedClockTime() << " s"
63 << nl << endl;
64 }
65





1 dictionary fsUpdate = mesh.solutionDict().subDict("fsUpdate");
2
3 // Maximum iteration for fs update
4 scalar iterMax = fsUpdate.lookupOrDefault("iterMax", 100);
5
6 // Epsilon to quit temperature fs update cycle
7 doubleScalar convergence = fsUpdate.lookupOrDefault("convergence", 1e-6);
Listing B.3: createFields.H
1 // Reading fields







































































71 fvc::interpolate(Us) & mesh.Sf()
72 );
73
74 // Reading transport properties
75 Info<< "Reading thermophysical properties\n" << endl;
76 #include "readTransportProperties.H"
77
78 Info<< "Calculating phase change properties\n" << endl;
79




























108 dimensionedScalar ("lambda",dimensionSet (1,1,-3,-1,0,0,0), 0)
109 );
110













123 dimensionedScalar ("cp",dimensionSet (0,2,-2,-1,0,0,0), 0)
124 );
125












138 dimensionedScalar ("nu",dimensionSet (0,2,-1,0,0,0,0), 0)
139 );
140

























166 //volVectorField Read file
167 graph cpGraph
168 (




















188 dimensionedScalar Tliq("Tliq",dimensionSet (0,0,0,1,0,0,0), interpolateXY(0.0,
fsGraph.y(),fsGraph.x()));
189 dimensionedScalar Tsol("Tsol",dimensionSet (0,0,0,1,0,0,0), interpolateXY(1.0,
fsGraph.y(),fsGraph.x()));
190 Info<<"Liquidus temperature interpolated to Tliq = " << Tliq.value() << endl;




194 if(momentumScheme != "viscosity")
195 {
196 Info<<"Liquid kinematic viscosity = " << nu_l.value() << "\n"
197 <<"interpolated from constant/nu at Tliq \n" << endl;
198 }
199









209 1.0 - beta*(T - Tliq)
210 );
211









































251 fvc::ddt(T)+(fvc::grad(T) & U)
252 );
253
254 Info<< "Calculating field g.h\n" << endl;
255 volScalarField gh("gh", g & mesh.C());












268 p_rgh + rhok*gh
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269 );
270
271 label pRefCell = 0;
































304 dimensionedScalar ("KInv",dimless/sqr(dimLength), 0)
305 );
306
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13 // Reading density rho
14 dimensionedScalar rho(transportProperties.lookup("rho"));
15
16 // Reading latent heat of fusion L
17 dimensionedScalar L(transportProperties.lookup("L"));
18
19 // Reading volume expansion factor beta
20 dimensionedScalar beta(transportProperties.lookup("beta"));
21
22 // Reading constant for permeability model, sphere diameter or primary
23 // dendrite arm spacing, K0, for example; careful: this is squared
24 dimensionedScalar d(transportProperties.lookup("d"));
25
26 // choose momentum model
27 word momentumScheme(transportProperties.lookup("momentumScheme"));
28
29 if( ! (momentumScheme == "viscosity" || momentumScheme == "kozeny"))
30 {
31 Info<< "momentumScheme not specified in constant/transportProperties" <<
endl
32 << "Valid momentum schemes are :" << endl
33 << "2" << endl << "(" << endl << "viscosity" << endl





2 //Interpolation internal field
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8 );
9
10 //Interpolation boundary field
11 forAll(fs.boundaryField(), patchi)
12 {









22 //Interpolation internal field







30 //Interpolation boundary field
31 forAll(lambda.boundaryField(), patchi)
32 {









42 //Interpolation internal field







50 //Interpolation boundary field
51 forAll(cp.boundaryField(), patchi)
52 {
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60
61 //nu
62 //Interpolation internal field







70 //Interpolation boundary field
71 forAll(nu.boundaryField(), patchi)
72 {















8 scalar fsCoNum = 0.0;










18 fsCoNum = 0.5*gMax(sumVPhi/mesh.V().field())*runTime.deltaTValue();
19
20 meanFsCoNum = 0.5*(gSum(sumVPhi)/gSum(mesh.V().field()))*runTime.deltaTValue();
21 }
22
23 Info<< "Interface Courant Number mean: " << meanFsCoNum
24 << " max: " << fsCoNum << endl;
25
26 // ************************************************************************* //
27
28 // FourierNo







35 scalar FoNum = 0.0;










46 FoNum = gMax(lambdaRhoCpbyDeltaSqr.internalField())*runTime.deltaTValue();
47
48 meanFoNum = (average(lambdaRhoCpbyDeltaSqr)).value()*runTime.deltaTValue();
49
50 Info<< "Fourier Number mean: " << meanFoNum
51 << " max: " << FoNum << endl;
52









62 scalar DiffNum = 0.0;









72 DiffNum = gMax(nuRhobyDeltaSqr.internalField())*runTime.deltaTValue();
73
74 meanDiffNum = (average(nuRhobyDeltaSqr)).value()*runTime.deltaTValue();
75
76 Info<< "Diffusion Number mean: " << meanDiffNum
77 << " max: " << DiffNum << endl;
78
79 // ************************************************************************* //
80





85 scalar maxDeltaTFact =
86 min(min(min(maxCo/(CoNum + SMALL), maxFsCo/(fsCoNum + SMALL)), maxFo/(FoNum
+ SMALL)), maxDiff/(DiffNum + SMALL));
87











99 Info<< "deltaT = " << runTime.deltaTValue() << endl;
100 }
Listing B.7: UEqn.H
1 // account for permeability according to the chosen scheme










12 UEqn += - fvm::laplacian(nu, U)





18 UEqn += - fvm::laplacian(nu_l, U)


























2 word solver, field;























26 + cp*fvm::div(phi, T)















41 diff1 = Foam::gMax(mag(fs.internalField()-fs.prevIter().internalField()));
42
43 if (iter==1) {diff3=ini; solver=sp.solverName(); field=sp.fieldName(); diff2=
diff1;}
44
45 }while ((iter < iterMax) && (diff1 > convergence));
46
47 lduMatrix::debug = 1; // write out again solver news
48
49 Info<< solver << ": " << " Solving for " << field << ", Initial residual = " <<
diff3 << ", Final residual = " << fin << ", No Iterations "<< niter << " SUM"
<< endl;
50
51 Info<< "SUBCYCLE: Solving for fs, Initial residual = " << diff2 << ", Final
residual = " << diff1 << ", No Iterations "<< iter << endl;
52
53 if (iter==iterMax) {Info<< "### WARNING: fs subcycle reached maximum iteration of
"<< iterMax << " ###" << nl << endl;}
54
55 rhok = 1.0 - beta*(T - Tliq);
56 v = pos(T-Tsol)*pos(Tliq-T)*mag(fvc::ddt(fs))/(mag(fvc::grad(fs))+
dimensionedScalar("SMALL", dimless/dimLength, SMALL));
57
58 // normal vector for the solid fraction contours





2 volScalarField rUA("rUA", 1.0/UEqn.A());
3 surfaceScalarField rUAf("(1|A(U))", fvc::interpolate(rUA));
4
5 U = rUA*UEqn.H();
6
7 phi = (fvc::interpolate(U) & mesh.Sf())
8 + fvc::ddtPhiCorr(rUA, U, phi);
9
10 surfaceScalarField buoyancyPhi = rUAf*ghf*fvc::snGrad(rhok)*mesh.magSf();






17 fvm::laplacian(rUAf, p_rgh) == fvc::div(phi)
18 );
B OpenFOAM 2.1.1 castFoam coding 111
19






26 // Calculate the conservative fluxes
27 phi -= p_rghEqn.flux();
28 // Explicitly relax pressure for momentum corrector
29 p_rgh.relax();
30 // Correct the momentum source with the pressure gradient flux
31 // calculated from the relaxed pressure
















48 pRefValue - getRefCellValue(p, pRefCell)
49 );




C Settings for test-case simulations







5 (0 0 0)
6 (0.1 0 0)
7 (0.1 0.0025 0)
8 (0 0.0025 0)
9 (0 0 0.0005)
10 (0.1 0 0.0005)
11 (0.1 0.0025 0.0005)
















28 (3 2 6 7)
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41 (0 1 2 3)



















1 rho rho [1 -3 0 0 0 0 0] 1750.0;
2 L L [0 2 -2 0 0 0 0] 377000.0;
3 beta beta [0 0 0 -1 0 0 0] 0.0;
















13 default Gauss upwind;
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14 div(phi,U) Gauss upwind;






21 laplacian(interpolate(lambda),T) Gauss linear uncorrected;
22 laplacian(nu,U) Gauss linear uncorrected;
23 laplacian(nu_l,U) Gauss linear uncorrected;







































































































































Listing C.9: symmary report
1 **** Simulation Properties ****
2 +-1 Parts
3 | ‘-1 Body Region Region
4 | +-1 Surfaces
5 | | +-1 Tc Tags []
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6 | | +-2 Th Tags []
7 | | ‘-3 wall_ad Tags []
8 +-8 Continua Continua 2
9 | +-1 Mesh 1 Use Parallel false
10 | | +-2 Reference Values
11 | | | +-1 Base Size Value 0.5 mm
12 | | | +-2 CAD Projection Project to CAD true
13 | | | +-3 Maximum Cell Size Size type Relative to base
14 | | | | ‘-1 Relative Size Percentage of 10000.0
15 | | | | Absolute Size 50.0 mm
16 | | | +-5 Surface Size Relative/ Relative to base
17 | | | | | Size Method Min and Target
18 | | | | +-1 Relative Minimum Size Percentage of 25.0
19 | | | | | Absolute Size 0.125 mm
20 | | | | ‘-2 Relative Target Size Percentage of 100.0
21 | | | | Absolute Size 0.5 mm
22 | ‘-2 Physics 1
23 | +-1 Models
24 | | +-1 Eulerian Multiphase
25 | | | -1 Eulerian Phases
26 | | | -1 Mg Index 1
27 | | | -1 Models
28 | | | +-1 Constant Density
29 | | | +-2 Laminar
30 | | | +-3 Liquid
31 | | | | -1 Material Propert s
32 | | | | +-1 Density Method Constant
33 | | | | | ‘-1 Constant Value 1750.0 kg/m^3
34 | | | | +-2 Dynamic ViscMethod Constant
35 | | | | | ‘-1 Constant Value 0.0010 Pa-s
36 | | | | +-3 Fraction SolMethodve Linear
37 | | | | +-4 Latent Heat Methodion Constant
38 | | | | | ‘-1 Constant Value 377000.0 J/kg
39 | | | | +-5 Liquidus TemMethodre Constant
40 | | | | | ‘-1 Constant Value 903.0 K
41 | | | | +-6 Solidus TempMethode Constant
42 | | | | | ‘-1 Constant Value 903.0 K
43 | | | | +-7 Specific HeaMethod Constant
44 | | | | | ‘-1 Constant Value 1050.0 J/kg-K
45 | | | | ‘-8 Thermal CondMethodty Constant
46 | | | | ‘-1 ConstantValue 80.0 W/m-K
47 | | | -4 Melting -Solidification Under-Relaxation 0.5
48 | | +-3 Implicit Unsteady
49 | | +-4 Laminar
50 | | +-5 Melting -Solidification Flow Stop Flow Stop Solid 0.999
51 | | | Flow Stop Mass false
52 | | +-6 Multiphase Equation of State
53 | | +-7 Multiphase Interaction
54 | | +-9 Segregated Flow Convection 2nd-order
55 | | +-10 Segregated Multiphase Temperature Convection 2nd-order
56 | +-2 Reference Values
57 | | +-1 Minimum Allowable Temperature Value 100.0 K
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58 | | +-2 Maximum Allowable Temperature Value 904.0 K
59 | | ‘-3 Reference Pressure Value 101325.0 Pa
60 | ‘-3 Initial Conditions
61 | +-1 Pressure Method Constant
62 | | ‘-1 Constant Value 0.0 Pa
63 | +-2 Static Temperature Method Constant
64 | | ‘-1 Constant Value 903.1 K
65 | +-3 Velocity Coordinate Laboratory
66 | | | Method Constant
67 | | ‘-1 Constant Value [0.0, 0.0, 0.0] m/s
68 | ‘-4 Volume Fraction Method Constant
69 | ‘-1 Constant Value [1.0]
70 +-9 Regions Regions 1
71 | +-1 Boundaries Boundaries 3
72 | | +-1 Body .Tc Index 1
73 | | | | Type Wall
74 | | | | +-1 Shear Stress Specification Method No-Slip
75 | | | | +-2 Tangential Velocity SpecificatioMethod None
76 | | | | | Reference Frame Relative To Mesh
77 | | | | +-3 Thermal Specification Condition Temperature
78 | | | | ‘-4 User Wall Heat Flux Coefficient Method None
79 | | | ‘-3 Physics Values
80 | | | ‘-1 Static Temperature Method Constant
81 | | | ‘-1 Constant Value 853.0 K
82 | | +-2 Body .Th Index 3
83 | | | | Type Wall
84 | | | | +-1 Shear Stress Specification Method No-Slip
85 | | | | +-2 Tangential Velocity SpecificatioMethod None
86 | | | | | Reference Frame Relative To Mesh
87 | | | | +-3 Thermal Specification Condition Temperature
88 | | | | ‘-4 User Wall Heat Flux Coefficient Method None
89 | | | ‘-3 Physics Values
90 | | | ‘-1 Static Temperature Method Constant
91 | | | ‘-1 Constant Value 903.1 K
92 | | ‘-3 Body .wall_ad Index 2
93 | | | Type Symmetry Plane
94 +-11 Solvers
95 | +-1 Implicit Unsteady Time-Step 0.0050 s
96 | | Temporal 1st-order
97 | | +-1 Velocity Under-Relaxation 0.8
98 | | | | Relaxation Gauss-Seidel
99 | | ‘-2 Pressure Under-Relaxation 0.2
100 | | | Relaxation Gauss-Seidel
101 | +-3 Segregated VOF Under-Relaxation 0.9
102 | | | Relaxation Gauss-Seidel
103 | ‘-4 Segregated Energy Relaxation 0.9
104 | | Relaxation Gauss-Seidel
105 **** Solution ****
106 Accumulated CPU Time over all processes (s) 9644.8000001242
107 Elapsed Time (s) 9653.34044243329
108 Time Level 20000
109 Solution Time 99.99999999998154








5 (0 0 0)
6 (88.9 0 0)
7 (88.9 63.5 0)
8 (0 63.5 0)
9 (0 0 38.1)
10 (88.9 0 38.1)
11 (88.9 63.5 38.1)




























40 (1 5 4 0)
41 )
42 wall frontAndBack
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43 (
44 (0 3 2 1)
















13 default Gauss upwind;
14 div(phi,U) Gauss upwind;






21 laplacian(interpolate(lambda),T) Gauss harmonic uncorrected;
22 laplacian(nu,U) Gauss linear uncorrected;
23 laplacian(nu_l,U) Gauss linear uncorrected;



















































































































































Listing C.14: symmary report
1 **** Simulation Properties ****
2 +-6 Continua Continua 1
3 | ‘-1 Physics 1 Interfaces []
4 | | Regions [Block]
5 | +-1 Models
6 | | +-1 Eulerian Multiphase
7 | | | +-1 Constant Density
8 | | | +-2 Laminar
9 | | | +-3 Liquid
10 | | | | +-1 Density Method Constant
11 | | | | | ‘-1 Constant Value 6093.0 kg/m^3
12 | | | | +-2 Dynamic ViscoMethod Field Function
13 | | | | | ‘-1 Field FuncScalar a_visco
14 | | | | +-3 Fraction SoliMethode Linear
15 | | | | +-4 Latent Heat oMethodon Constant
16 | | | | | ‘-1 Constant Value 80160.0 J/kg
17 | | | | +-5 Liquidus TempMethode Constant
18 | | | | | ‘-1 Constant Value 302.8 K
19 | | | | +-6 Solidus TempeMethod Constant
20 | | | | | ‘-1 Constant Value 302.8 K
21 | | | | +-7 Specific HeatMethod Constant
22 | | | | | ‘-1 Constant Value 381.0 J/kg-K
23 | | | | ‘-8 Thermal ConduMethody Constant
24 | | | | ‘-1 Constant Value 32.0 W/m-K
25 | | | ‘-4 Melting -Solidification Relative Solid 0.99
26 | | | | MeltingUnder-Relaxation 0.8
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27 | | +-3 Gravity
28 | | +-4 Implicit Unsteady
29 | | +-5 Laminar
30 | | +-6 Melting -Solidification Flow Stop Flow Stop 0.99
31 | | +-7 Multiphase Equation of State
32 | | +-8 Multiphase Interaction
33 | | +-9 Multiphase Mixture
34 | | +-10 Segregated Flow Convection 2nd-order
35 | | +-11 Segregated Multiphase Temperature Convection 2nd-order
36 | | +-12 Three Dimensional
37 | | ‘-13 Volume of Fluid (VOF) Convection 2nd-order
38 | +-2 Reference Values
39 | | +-1 Gravity Value [0.0, -9.81, 0.0] m/s^2
40 | | +-2 Reference Altitude Value [0.0, 0.0, 0.0] m
41 | | +-3 Minimum Allowable Temperature Value 301.0 K
42 | | +-4 Maximum Allowable Temperature Value 312.0 K
43 | | +-5 Reference Density Value 6093.0 kg/m^3
44 | | ‘-6 Reference Pressure Value 101325.0 Pa
45 | ‘-3 Initial Conditions
46 | +-1 Pressure Method Constant
47 | | ‘-1 Constant Value 0.0 Pa
48 | +-2 Static Temperature Method Constant
49 | | ‘-1 Constant Value 301.3 K
50 | +-3 Velocity Method Constant
51 | | ‘-1 Constant Value [0.0, 0.0, 0.0] m/s
52 | ‘-4 Volume Fraction Method Constant
53 | ‘-1 Constant Value [1.0]
54 +-7 Regions Regions 1
55 | +-1 Boundaries Boundaries 3
56 | | +-1 Adiabatic Index 1
57 | | | | Type Wall
58 | | | ‘-1 Physics Conditions
59 | | | +-1 Shear Stress Specification Method No-Slip
60 | | | +-2 Tangential Velocity SpecificatioMethod None
61 | | | | Reference Relative To Mesh Frame
62 | | | +-3 Thermal Specification Condition Adiabatic
63 | | | ‘-4 User Wall Heat Flux Coefficient Method None
64 | | +-2 Cold Wall Index 2
65 | | | | Type Wall
66 | | | +-1 Physics Conditions
67 | | | | +-1 Shear Stress Specification Method No-Slip
68 | | | | +-2 Tangential Velocity SpecificationMethod None
69 | | | | | Reference Relative To Mesh Frame
70 | | | | +-3 Thermal Specification Condition Temperature
71 | | | | ‘-4 User Wall Heat Flux Coefficient Method None
72 | | | ‘-2 Physics Values
73 | | | ‘-1 Static Temperature Method Constant
74 | | | ‘-1 Constant Value 301.3 K
75 | | ‘-3 Hot Wall Index 3
76 | | | Type Wall
77 | | +-1 Physics Conditions
78 | | | +-1 Shear Stress Specification Method No-Slip
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79 | | | +-2 Tangential Velocity SpecificatioMethod None
80 | | | | Reference Relative To Mesh Frame
81 | | | +-3 Thermal Specification Condition Temperature
82 | | | ‘-4 User Wall Heat Flux Coefficient Method None
83 | | ‘-2 Physics Values
84 | | ‘-1 Static Temperature Method Constant
85 | | ‘-1 Constant Value 311.0 K
86 | +-2 Physics Conditions
87 | | | +-3 Momentum Source Option Momentum Specified Source Option
88 | ‘-3 Physics Values
89 | +-1 Momentum Source Coordinate Laboratory System
90 | | | Method Composite
91 | | ‘-1 Composite
92 | | +-1 ScalarProfile Method Constant
93 | | | ‘-1 Constant Value 0.0 N/m^3
94 | | +-2 ScalarProfile Method Field Function
95 | | | ‘-1 Field Function Scalar a_YmomSource Function
96 | | ‘-3 ScalarProfile Method Constant
97 | | ‘-1 Constant Value 0.0 N/m^3
98 +-9 Solvers
99 | +-1 Implicit Unsteady Time-Step 0.01 s
100 | | Temporal 1st-order
101 | | +-1 Velocity Relaxation 0.3
102 | | | | Relaxation Gauss-Seidel
103 | | ‘-2 Pressure Relaxation 0.3
104 | | | Relaxation Gauss-Seidel
105 | +-4 Segregated VOF Relaxation 0.9
106 | | | Relaxation Gauss-Seidel
107 | ‘-5 Segregated Energy Relaxation 0.7
108 +-19 Field Functions
109 | +-1 a_visco Type Scalar
110 | | Function Name a_visco
111 ($Temperature >302.85) ? 0.00181: (($Temperature <302.75) ? 1.81 :
112 0.00181*exp(-6.9078*($Temperature -302.85)/(0.1)))
113 | +-2 a_YmomSource Type Scalar
114 | | Function Name a_YmomSource
115 6093*1.2e-4*($Temperature-302.8)*9.81
116 **** Solution ****
117 Accumulated CPU Time over all processes (s) 3877328.5799566554
118 Elapsed Time (s) 3880689.4289541245
119 Time Level 120000
120 Solution Time 1200.0019999990536
C.3 MagNET direct-chill casting
OpenFOAM
Listing C.15: constant/polyMesh/blockMeshDict
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6 (0 0 0)
7 (12.48809521 -0.545415391 0)
8 (44.95714277 -1.963495408 0)
9 (227.283333 -9.926560121 0)
10 (227.283333 9.926560121 0)
11 (44.95714277 1.963495408 0)
12 (12.48809521 0.545415391 0)
13 // 7
14 (0 0 1055)
15 (12.48809521 -0.545415391 1055)
16 (44.95714277 -1.963495408 1055)
17 (227.283333 -9.926560121 1055)
18 (227.283333 9.926560121 1055)
19 (44.95714277 1.963495408 1055)
20 (12.48809521 0.545415391 1055)
21 // 14
22 (0 0 1125)
23 (12.48809521 -0.545415391 1125)
24 (44.95714277 -1.963495408 1125)
25 (227.283333 -9.926560121 1125)
26 (227.283333 9.926560121 1125)
27 (44.95714277 1.963495408 1125)
28 (12.48809521 0.545415391 1125)
29 // 21
30 (0 0 1397.5)
31 (12.48809521 -0.545415391 1397.5)
32 (44.95714277 -1.963495408 1397.5)
33 (227.283333 -9.926560121 1397.5)
34 (227.283333 9.926560121 1397.5)
35 (44.95714277 1.963495408 1397.5)
36 (12.48809521 0.545415391 1397.5)
37 // 28
38 (0 0 1400)
39 (12.48809521 -0.545415391 1400)
40 (44.95714277 -1.963495408 1400)
41 (227.283333 -9.926560121 1400)
42 (227.283333 9.926560121 1400)
43 (44.95714277 1.963495408 1400)
44 (12.48809521 0.545415391 1400)
45 // 35
46 (0 0 1450)
47 (12.48809521 -0.545415391 1450)
48 (44.95714277 -1.963495408 1450)
49 (227.283333 -9.926560121 1450)
50 (227.283333 9.926560121 1450)
51 (44.95714277 1.963495408 1450)
52 (12.48809521 0.545415391 1450)
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53 // 42
54 (0 0 1500)
55 (12.48809521 -0.545415391 1500)
56 (44.95714277 -1.963495408 1500)
57 (227.283333 -9.926560121 1500)
58 (227.283333 9.926560121 1500)
59 (44.95714277 1.963495408 1500)






66 hex (0 1 6 0 7 8 13 7) (6 1 422) simpleGrading (1 1 1) //freefalling
67 hex (1 2 5 6 8 9 12 13) (13 1 422) simpleGrading (1 1 1)
68 hex (2 3 4 5 9 10 11 12) (73 1 422) simpleGrading (1 1 1)
69 hex (7 8 13 7 14 15 20 14) (6 1 28) simpleGrading (1 1 1) // imping
70 hex (8 9 12 13 15 16 19 20) (13 1 28) simpleGrading (1 1 1)
71 hex (9 10 11 12 16 17 18 19) (73 1 28) simpleGrading (1 1 1)
72 hex (14 15 20 14 21 22 27 21) (6 1 109) simpleGrading (1 1 1) // mold unterer
Teil
73 hex (15 16 19 20 22 23 26 27) (13 1 109) simpleGrading (1 1 1)
74 hex (16 17 18 19 23 24 25 26) (73 1 109) simpleGrading (1 1 1)
75 hex (23 24 25 26 30 31 32 33) (73 1 1) simpleGrading (1 1 1) // mold mit
Drallplatte
76 hex (28 29 34 28 35 36 41 35) (6 1 20) simpleGrading (1 1 1) // mold mittlerer
Teil
77 hex (29 30 33 34 36 37 40 41) (13 1 20) simpleGrading (1 1 1)
78 hex (30 31 32 33 37 38 39 40) (73 1 20) simpleGrading (1 1 1)
79 hex (36 37 40 41 43 44 47 48) (13 1 20) simpleGrading (1 1 1) // mold top
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102 (43 44 47 48)








111 (38 39 46 45)
112 (31 32 39 38)
113 (24 25 32 31)
























138 (0 6 1 0)
139 (6 5 2 1)








148 (36 43 48 41)
149 (21 22 27 21)
150 (22 23 26 27)
151 (28 34 29 28)
152 (29 34 33 30)
153 (23 26 33 30)








161 (0 1 8 7)
162 (1 2 9 8)
163 (2 3 10 9)
164 (7 8 15 14)
165 (8 9 16 15)
166 (9 10 17 16)
167 (14 15 22 21)
168 (15 16 23 22)
169 (16 17 24 23)
170 (23 24 31 30)
171 (28 29 36 35)
172 (29 30 37 36)
173 (30 31 38 37)
174 (36 37 44 43)








183 (6 0 7 13)
184 (5 6 13 12)
185 (4 5 12 11)
186 (7 13 20 14)
187 (12 13 20 19)
188 (11 12 19 18)
189 (20 14 21 27)
190 (19 20 27 26)
191 (18 19 26 25)
192 (25 26 33 32)
193 (34 28 35 41)
194 (33 34 41 40)
195 (32 33 40 39)
196 (40 41 48 47)








205 (0 7 7 0)
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206 (7 14 14 7)
207 (14 21 21 14)









































































1 rho rho [1 -3 0 0 0 0 0] 1780;
2
3 L L [0 2 -2 0 0 0 0] 339000.0;
4 beta beta [0 0 0 -1 0 0 0] 7.8e-5;




1 dimensions [0 1 -1 0 0 0 0];
2
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13 type groovyPartialSlip;
14 valueFraction uniform 0.0;
15 value uniform (0 0 0);


































1 dimensions [0 0 0 1 0 0 0];
2





















23 value uniform 311.0;
24 valueExpression "T_fluid";
25 fractionExpression "1.0/(1.0+h/(mag(delta())*alpha))";
26 variables "h=80.0;T_fluid=311.0;alpha=(T>896.0)? 1500.0 : ((T>863.0)?






31 value uniform 311.0;
32 valueExpression "T_fluid";
33 fractionExpression "1.0/(1.0+h/(mag(delta())*alpha))";
34 variables "h=80.0;T_fluid=311.0;alpha=(T>843.0)? 4500.0 : ((T>563.0)?






39 value uniform 311.0;
40 valueExpression "T_fluid";
41 fractionExpression "1.0/(1.0+h/(mag(delta())*alpha))";
42 variables "h=80.0;T_fluid=311.0;alpha=(T>843.0)? 3375.0 : ((T>563.0)?






























13 default Gauss upwind;
14 div(phi,U) Gauss upwind;






21 laplacian(interpolate(lambda),T) Gauss harmonic uncorrected;
22 laplacian(nu,U) Gauss linear uncorrected;
23 laplacian(nu_l,U) Gauss linear uncorrected;



































































































































































7 start (0.22228 0 0);








16 start (0.1845 0 0);








25 fields ( T );
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STAR-CCM+
Listing C.27: symmary report
1 **** Simulation Properties ****
2 +-1 Parts
3 | ‘-1 DC Contacts
4 | +-1 Surfaces
5 | | +-1 axis Tags []
6 | | +-2 back Tags []
7 | | +-3 freefalling Tags []
8 | | +-4 front Tags []
9 | | +-5 hotWall Tags []
10 | | +-6 imping Tags []
11 | | +-7 inlet Tags []
12 | | +-8 mold Tags []
13 | | +-9 outlet Tags []
14 | | ‘-10 top Tags []
15 +-8 Continua Continua 2
16 | +-1 Mesh Regions [DC 2D]
17 | | +-1 Models
18 | | | +-1 Surface Remesher
19 | | | ‘-2 Trimmer
20 | | +-2 Reference Values
21 | | | +-1 Base Size Value 1.25 mm
22 | | | +-4 Maximum Cell Size Size type Relative to base
23 | | | | ‘-1 Relative Size Percentage of 10000.0
24 | | | | Absolute Size 125.0 mm
25 | | | | +-1 Relative Minimum Size Percentage of 25.0
26 | | | | | Absolute Size 0.3125 mm
27 | | | | ‘-2 Relative Target Size Percentage of 100.0
28 | | | | Absolute Size 1.25 mm
29 | | | ‘-9 Template Growth Rate Default Growth Fast
30 | ‘-2 Physics 2D
31 | +-1 Models
32 | | +-1 Axisymmetric
33 | | +-2 Eulerian Multiphase
34 | | | ‘-1 Eulerian Phases
35 | | | -1 Models
36 | | | +-1 Constant Density
37 | | | +-2 Laminar
38 | | | | ‘ -1 Material Properti
39 | | | | + -1 Density Method Constant
40 | | | | | ‘-1 Constant Value 1780.0 kg/m^3
41 | | | | + -2 Dynamic ViscoMethod Table(T)
42 | | | | | ‘-1 Table (T)
43 | | | | + -3 Fraction SoliMethode Table(T)
44 | | | | | ‘-1 Table (T)
45 | | | | + -4 Latent Heat oMethodon Constant
46 | | | | | ‘-1 Constant Value 339000.0 J/kg
47 | | | | + -5 Specific HeatMethod Polynomial in T
48 [2, 2, 2, 1][293.0, 373.0, 573.0, 883.0, 953.0][1032.675, 0.025, 844.31,
49 0.53, 656.366, 0.858, 1414.0][0.0, 1.0, 0.0, 1.0, 0.0,1.0, 0.0][K][J/kg-K]
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50 | | | | ‘ -6 Thermal ConduMethody Table(T)
51 | | | | ‘-1 Table (T)
52 | | | ‘-4 Melting -Solidification Under-Relaxation 0.8
53 | | +-4 Laminar
54 | | +-5 Melting -Solidification Flow Stop Flow Stop Solid 1.1
55 | | +-6 Multiphase Equation of State
56 | | +-7 Multiphase Interaction
57 | | | ‘-1 Phase Interactions
58 | | +-9 Segregated Flow Convection 2nd-order
59 | | +-10 Segregated Multiphase Temperature Convection 2nd-order
60 | | +-11 Steady
61 | | ‘-12 Volume of Fluid (VOF) Convection 2nd-order
62 | +-2 Reference Values
63 | | +-1 Minimum Allowable Temperature Value 310.0 K
64 | | +-2 Maximum Allowable Temperature Value 955.0 K
65 | | ‘-3 Reference Pressure Value 101325.0 Pa
66 | ‘-3 Initial Conditions
67 | +-1 Pressure Method Constant
68 | | ‘-1 Constant Value 0.0 Pa
69 | +-2 Static Temperature Method Field Function
70 | | ‘-1 Field Function Scalar Function aa_T_initial
71 | +-3 Velocity Coordinate Laboratory
72 | | | Method Constant
73 | | ‘-1 Constant Value [8.47E-4, 0.0, 0.0] m/s
74 | ‘-4 Volume Fraction Method Constant
75 | ‘-1 Constant Value [1.0]
76 +-9 Regions DC 2D
77 | +-1 Boundaries Boundaries 8
78 | | +-1 axis Index 13
79 | | | | Type Axis
80 | | +-2 freefalling Index 15
81 | | | | Type Wall
82 | | | +-2 Physics Conditions
83 | | | | +-1 Shear Stress Specification Method Slip
84 | | | | +-2 Thermal Specification Condition Convection
85 | | | | ‘-3 User Wall Heat Flux Coefficient Method None
86 | | | ‘-3 Physics Values
87 | | | +-1 Ambient Temperature Method Constant
88 | | | | ‘-1 Constant Value 311.0 K
89 | | | ‘-2 Heat Transfer Coefficient Method Field Function
90 | | | ‘-1 Field Function Scalar Function aa_alpha_freefalling
91 | | +-3 hotWall Index 11
92 | | | | Type Wall
93 | | | ‘-2 Physics Conditions
94 | | | +-1 Shear Stress Specification Method No-Slip
95 | | | +-2 Tangential Velocity SpecificatioMethod None
96 | | | | Reference Frame Relative To Mesh
97 | | | +-3 Thermal Specification Condition Adiabatic
98 | | | ‘-4 User Wall Heat Flux Coefficient Method None
99 | | +-4 imping Index 16
100 | | | | Type Wall
101 | | | +-2 Physics Conditions
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102 | | | | +-1 Shear Stress Specification Method Slip
103 | | | | +-2 Thermal Specification Condition Convection
104 | | | | ‘-3 User Wall Heat Flux Coefficient Method None
105 | | | ‘-3 Physics Values
106 | | | +-1 Ambient Temperature Method Constant
107 | | | | ‘-1 Constant Value 311.0 K
108 | | | ‘-2 Heat Transfer Coefficient Method Field Function
109 | | | ‘-1 Field Function Scalar Function aa_alpha_imping
110 | | +-5 inlet Index 12
111 | | | | Type Stagnation Inlet
112 | | | +-2 Physics Conditions
113 | | | | +-1 Flow Direction Specification Method Boundary-Normal
114 | | | | +-2 Pressure Jump Option Option None
115 | | | | ‘-3 Reference Frame Specification Option Lab Frame
116 | | | ‘-3 Physics Values
117 | | | +-1 Supersonic Static Pressure Method Constant
118 | | | | ‘-1 Constant Value 0.0 Pa
119 | | | +-2 Total Pressure Method Constant
120 | | | | ‘-1 Constant Value 0.0 Pa
121 | | | +-3 Total Temperature Method Constant
122 | | | | ‘-1 Constant Value 951.0 K
123 | | | ‘-4 Volume Fraction Method Constant
124 | | | ‘-1 Constant Value [1.0]
125 | | +-6 mold Index 17
126 | | | | Type Wall
127 | | | | Interfaces
128 | | | +-2 Physics Conditions
129 | | | | +-1 Shear Stress Specification Method Slip
130 | | | | +-2 Thermal Specification Condition Convection
131 | | | | ‘-3 User Wall Heat Flux Coefficient Method None
132 | | | ‘-3 Physics Values
133 | | | +-1 Ambient Temperature Method Constant
134 | | | | ‘-1 Constant Value 311.0 K
135 | | | ‘-2 Heat Transfer Coefficient Method Field Function
136 | | | ‘-1 Field Function Scalar Function aa_alpha_mold
137 | | +-7 outlet Index 14
138 | | | | Type Velocity Inlet
139 | | | +-2 Physics Conditions
140 | | | | +-1 Flow Direction Specification Method Boundary-Normal
141 | | | | +-2 Reference Frame Specification Option Lab Frame
142 | | | | ‘-3 Velocity Specification Method Magnitude + Direction
143 | | | ‘-3 Physics Values
144 | | | +-1 Static Temperature Method Constant
145 | | | | ‘-1 Constant Value 315.0 K
146 | | | +-2 Velocity Magnitude Method Constant
147 | | | | ‘-1 Constant Value -8.47E-4 m/s
148 | | | ‘-3 Volume Fraction Method Constant
149 | | | ‘-1 Constant Value [1.0]
150 | | ‘-8 top Index 18
151 | | | Type Symmetry Plane
152 +-11 Solvers
153 | +-2 Segregated Flow
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154 | | +-1 Velocity Under-Relaxation 0.7
155 | | | | Relaxation Gauss-Seidel
156 | | ‘-2 Pressure Under-Relaxation 0.5
157 | +-3 Segregated VOF Under-Relaxation 0.99
158 | | | Relaxation Gauss-Seidel
159 | ‘-4 Segregated Energy Relaxation 0.98
160 | | Relaxation Gauss-Seidel
161 +-21 Field Functions
162 | +-1 aa_alpha_freefalling Type Scalar
163 | | Function Name aa_alpha_freefalling
164 ($Temperature>843.0)? 3375.0: (($Temperature>563.0)? - 28.125*$Temperature+27084.375
165 : (($Temperature>413.0)? - 375.0*$Temperature+222375.0 :(($Temperature>373.0)?
166 675.0*$Temperature-211275.0 :450.0*$Temperature-127350.0)))
167 | +-2 aa_alpha_imping Type Scalar
168 | | Function Name aa_alpha_imping
169 ($Temperature>843.0)? 4500.0: (($Temperature>563.0)? -37.5*$Temperature+36112.5
170 : (($Temperature>413.0)? -500.0*$Temperature+296500.0 :(($Temperature>373.0)?
171 900.0*$Temperature-281700.0 : 600.0*$Temperature-169800.0)))
172 | +-3 aa_alpha_mold Type Scalar
173 | | Function Name aa_alpha_mold
174 ($Temperature>896.0)? 1500.0 : (($Temperature>863.0)?38.6363634*$Temperature-
175 33118.1818182 : (($Temperature>853.0)? 225.0 :(($Temperature>733.0)?
176 1.04166667*$Temperature-663.5416667 : 100)))
177 | +-4 aa_T_initial Type Scalar
178 | | Function Name aa_T_initial
179 ($$Position[0]<0.375)? 951 : 311
180 **** Solution ****
181 Accumulated CPU Time over all processes (s) 34827.999999998974
182 Elapsed Time (s) 17430.74316086153
183 Iterations 20000
C.4 Twin-roll casting of MgF GmbH Freiberg Pilot Plant
OpenFOAM
Listing C.28: constant/polyMesh/blockMeshDict





6 (0 -2.50000000 0)
7 ( 13.00000000 -2.50000000 0)
8 ( 13.00000000 2.50000000 0)
9 (0 2.50000000 0)
10 (-57.00000000 6.38583297 0)
11 // 5
12 (-66.29289322 2.79289322 0)
13 (-67.00000000 2.50000000 0)
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14 (-107.00000000 2.50000000 0)
15 (-107.00000000 -2.50000000 0)
16 (-67.00000000 -2.50000000 0)
17 // 10
18 (-66.29289322 -2.79289322 0)
19 (-57.00000000 -6.38583297 0)
20 // repeat with different z-values
21 (0 -2.50000000 0.1)
22 ( 13.00000000 -2.50000000 0.1)
23 ( 13.00000000 2.50000000 0.1)
24 // 15
25 (0 2.50000000 0.1)
26 (-57.00000000 6.38583297 0.1)
27 (-66.29289322 2.79289322 0.1)
28 (-67.00000000 2.50000000 0.1)
29 (-107.00000000 2.50000000 0.1)
30 // 20
31 (-107.00000000 -2.50000000 0.1)
32 (-67.00000000 -2.50000000 0.1)
33 (-66.29289322 -2.79289322 0.1)






40 arc 3 4 (-28.50000000 3.46807997 0)
41 spline 4 5 ( (-57.00000000 6.38583297 0) (-62.00000000 6.19425798 0) )
42 arc 5 6 (-66.61731657 2.57612047 0)
43 //
44 arc 9 10 (-66.61731657 -2.57612047 0)
45 spline 10 11 ( (-62.00000000 -6.19425798 0) (-57.00000000 -6.38583297 0) )
46 arc 11 0 (-28.50000000 -3.46807997 0)
47 //
48 arc 15 16 (-28.50000000 3.46807997 0.1)
49 spline 16 17 ( (-57.00000000 6.38583297 0.1) (-62.00000000 6.19425798 0.1) )
50 arc 17 18 (-66.61731657 2.57612047 0.1)
51 //
52 arc 21 22 (-66.61731657 -2.57612047 0.1)
53 spline 22 23 ( (-62.00000000 -6.19425798 0.1) (-57.00000000 -6.38583297 0.1) )






60 // 50 cells over inlet
61 hex (6 7 8 9 18 19 20 21) (400 50 1) simpleGrading (1 1 1)
62 hex (5 6 9 10 17 18 21 22) (6 50 1) simpleGrading (1 1 1)
63 hex (4 5 10 11 16 17 22 23) (75 50 1) simpleGrading (0.5 1 1)
64 hex (3 4 11 0 15 16 23 12) (400 50 1) simpleGrading (1.7 1 1)
65 hex (0 1 2 3 12 13 14 15) (150 50 1) simpleGrading (1 1 1)



























92 (2 3 15 14)








101 (6 7 19 18)
102 (5 6 18 17)
103 (8 9 21 20)








112 (4 5 17 16)

























137 (9 8 7 6)
138 (10 9 6 5)
139 (11 10 5 4)
140 (0 11 4 3)
141 (3 2 1 0)
142 (18 19 20 21)
143 (17 18 21 22)
144 (16 17 22 23)
145 (15 16 23 12)
































































1 dimensions [ 0 1 -1 0 0 0 0 ];
2
3 internalField uniform ( 0.0358 0 0 );
4






10 origin ( 0 -0.4225 0 );
11 axis ( 0 0 1 );
12 omega constant -0.0853;





18 origin ( 0 0.4225 0 );
19 axis ( 0 0 1 );
20 omega constant 0.0853;































1 dimensions [0 0 0 1 0 0 0];
2
3 internalField uniform 973;

















20 refValue uniform 303;
21 refGradient uniform 0;
22 valueFraction uniform 1;










33 refValue uniform 303;
34 refGradient uniform 0;
35 valueFraction uniform 1;










46 refValue uniform 303;
47 refGradient uniform 0;
48 valueFraction uniform 1;











59 refValue uniform 303;
60 refGradient uniform 0;
61 valueFraction uniform 1;






























13 default Gauss upwind;
14 div(phi,U) Gauss upwind;






21 laplacian(interpolate(lambda),T) Gauss harmonic uncorrected;
22 laplacian(nu,U) Gauss linear uncorrected;
23 laplacian(nu_l,U) Gauss linear uncorrected;
24 laplacian((1|A(U)),p_rgh) Gauss linear uncorrected;
25 }
26






































































































































































































































104 (0.0 0.0025 0.0)
105 );
106 fields ( T );
107 }
108 }
STAR-CCM+ including rolls with contact resistance
Listing C.38: symmary report
1 **** Simulation Properties ****
2 +-1 Parts
3 +-8 Continua Continua 2
4 | +-1 Mg Interfaces [In-place 1, In-place 2]
5 | | | Regions [TRC_2D]
6 | | +-1 Models
7 | | | +-1 Eulerian
8 | | | | +-1 Constant Density
9 | | | | +-2 Laminar
10 | | | | +-3 Liquid
11 | | | | | ‘-1 MgAZ31
12 | | | | | ‘-1 Material Propertie
13 | | | | | +-1 Density Method Constant
14 | | | | | | ‘-1 Constant Value 1780.0 kg/m^3
15 | | | | | +-2 Dynamic ViscosMethod Table(T)
16 | | | | | +-3 Fraction SolidMethod Table(T)
17 | | | | | +-4 Latent Heat ofMethodn Constant
18 | | | | | | ‘-1 Constant Value 339000.0 J/kg
19 | | | | | +-5 Specific Heat Method Polynomial in T
20 [1, 2, 1][100.0, 373.0, 883.0, 1000.0][1042.0, 769.93, 0.7294, 1414.0][0.0,
21 0.0, 1.0, 0.0][K][J/kg-K]
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22 | | | | | ‘-6 Thermal ConducMethod Table(T)
23 | | | | ‘-4 Melting -Solidification Relative Solid 1.1
24 | | | | Linearize true
25 | | | | Under-Relaxation 0.5
26 | | | +-3 Implicit Unsteady
27 | | | +-4 Laminar
28 | | | +-5 Melting -Solidification Flow Stop Flow Stop Solid 1.1
29 | | | +-6 Multiphase Equation of State
30 | | | +-9 Segregated Flow Convection 2nd-order
31 | | | +-10 Segregated Multiphase Temperature Convection 2nd-order
32 | | | +-11 Two Dimensional
33 | | | ‘-12 Volume of Fluid (VOF) Convection 2nd-order
34 | | +-2 Reference Values
35 | | | +-1 Minimum Allowable Temperature Value 303.0 K
36 | | | +-2 Maximum Allowable Temperature Value 975.0 K
37 | | | ‘-3 Reference Pressure Value 101325.0 Pa
38 | | ‘-3 Initial Conditions
39 | | +-1 Pressure Method Table (x,y,z)
40 | | +-2 Static Temperature Method Table (x,y,z)
41 | | +-3 Velocity Coordinate Laboratory
42 | | | | Method Table (x,y,z)
43 | | ‘-4 Volume Fraction Method Constant
44 | | ‘-1 Constant Value [1.0]
45 | ‘-2 Roll Interfaces [In-place 1, In-place 2]
46 | | Regions [roll_up_2D, roll_down_2D]
47 | +-1 Models
48 | | +-1 Constant Density
49 | | +-3 Implicit Unsteady
50 | | +-4 Segregated Solid Energy
51 | | +-5 Solid
52 | | | ‘-1 CrMo4
53 | | | ‘-1 Material Properties
54 | | | +-1 Density Method Constant
55 | | | | ‘-1 Constant Value 7830.0 kg/m^3
56 | | | +-2 Specific Heat Method Constant
57 | | | | ‘-1 Constant Value 479.0 J/kg-K
58 | | | ‘-3 Thermal Conductivity Method Constant
59 | | | ‘-1 Constant Value 45.1 W/m-K
60 | | ‘-6 Two Dimensional
61 | +-2 Reference Values
62 | | +-1 Minimum Allowable Temperature Value 303.0 K
63 | | ‘-2 Maximum Allowable Temperature Value 975.0 K
64 | ‘-3 Initial Conditions
65 | ‘-1 Static Temperature Method Table (r)
66 +-9 Regions Regions 3
67 | +-1 roll_down_2D Index 2
68 | | | Physics Roll
69 | | | Type Solid Region
70 | | +-1 Boundaries Boundaries 3
71 | | | +-1 steel Index 11
72 | | | | | Type Wall
73 | | | | | Interfaces In-place 1
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74 | | | | +-1 Physics Conditions
75 | | | | | +-1 Thermal Specification Condition Convection
76 | | | | ‘-2 Physics Values
77 | | | | +-1 Ambient Temperature Method Constant
78 | | | | | ‘-1 Constant Value 303.0 K
79 | | | | -2 Heat Transfer Coefficient Method Constant
80 | | | | ‘-1 Constant Value 10.0 W/m^2-K
81 | | | +-2 steel [In-place 1] Parent Interface In-place 1
82 | | | | |Index 20
83 | | | | |Type Contact Interface Boundary
84 | | | | ‘-1 Physics Conditions
85 | | | ‘-3 water Index 10
86 | | | | Type Wall
87 | | | +-1 Physics Conditions
88 | | | | +-1 Thermal Specification Condition Convection
89 | | | ‘-2 Physics Values
90 | | | +-1 Ambient Temperature Method Constant
91 | | | | ‘-1 Constant Value 303.0 K
92 | | | ‘-2 Heat Transfer Coefficient Method Constant
93 | | | ‘-1 Constant Value 1500.0 W/m^2-K
94 | | ‘-3 Physics Values
95 | | ‘-1 Motion Specification Motion Rotation_down
96 | | Reference Frame Lab Reference Frame
97 | +-2 roll_up_2D Index 1
98 | | | Physics Roll
99 | | | Type Solid Region
100 | | +-1 Boundaries Boundaries 3
101 | | | +-1 steel Index 9
102 | | | | | Type Wall
103 | | | | | Interfaces In-place 2
104 | | | | +-1 Physics Conditions
105 | | | | | +-1 Thermal Specification Condition Convection
106 | | | | ‘-2 Physics Values
107 | | | | +-1 Ambient Temperature Method Constant
108 | | | | | ‘-1 Constant Value 303.0 K
109 | | | | ‘-2 Heat Transfer Coefficient Method Constant
110 | | | | ‘-1 Constant Value 10.0 W/m^2-K
111 | | | +-2 steel [In-place 2] Parent Interface In-place 2
112 | | | | |Index 22
113 | | | | |Type Contact Interface Boundary
114 | | | | ‘-1 Physics Conditions
115 | | | ‘-3 water Index 8
116 | | | | Type Wall
117 | | | +-1 Physics Conditions
118 | | | | +-1 Thermal Specification Condition Convection
119 | | | ‘-2 Physics Values
120 | | | +-1 Ambient Temperature Method Constant
121 | | | | ‘-1 Constant Value 303.0 K
122 | | | ‘-2 Heat Transfer Coefficient Method Constant
123 | | | ‘-1 Constant Value 1500.0 W/m^2-K
124 | | ‘-3 Physics Values
125 | | ‘-1 Motion Specification Motion Rotation_up
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126 | | Reference Frame Lab Reference Frame
127 | ‘-3 TRC_2D Index 0
128 | | Physics Mg
129 | | Type Fluid Region
130 | +-1 Boundaries Boundaries 9
131 | | +-1 air_cooling Index 1
132 | | | | Type Wall
133 | | | +-1 Physics Conditions
134 | | | | +-1 Shear Stress Specification Method No-Slip
135 | | | | +-2 Tangential Velocity SpecificationMethod Vector
136 | | | | | Reference Frame Relative To Mesh
137 | | | | +-3 Thermal Specification Condition Convection
138 | | | ‘-2 Physics Values
139 | | | +-1 Ambient Temperature Method Constant
140 | | | | ‘-1 Constant Value 303.0 K
141 | | | +-2 Heat Transfer Coefficient Method Constant
142 | | | | ‘-1 Constant Value 1.0 W/m^2-K
143 | | | ‘-3 Velocity Coordinate Laboratory
144 | | | | Method Constant
145 | | | ‘-1 Constant Value [0.0358, 0.0, 0.0] m/s
146 | | +-2 air_gap Index 4
147 | | | | Type Wall
148 | | | +-1 Physics Conditions
149 | | | | +-1 Shear Stress Specification Method Slip
150 | | | | +-2 Thermal Specification Condition
151 | | | ‘-2 Physics Values
152 | | | +-1 Ambient Temperature Method Constant
153 | | | | ‘-1 Constant Value 303.0 K
154 | | | ‘-2 Heat Transfer Coefficient Method Constant
155 | | | ‘-1 Constant Value 30.0 W/m^2-K
156 | | +-3 die Index 5
157 | | | | Type Wall
158 | | | +-1 Physics Conditions
159 | | | | +-1 Shear Stress Specification Method No-Slip
160 | | | | +-2 Tangential Velocity SpecificationMethod None
161 | | | | | Reference Frame Relative To Mesh
162 | | | | +-3 Thermal Specification Condition Temperature
163 | | | ‘-2 Physics Values
164 | | | ‘-1 Static Temperature Method Constant
165 | | | ‘-1 Constant Value 973.0 K
166 | | +-4 inlet Index 6
167 | | | | Type Stagnation Inlet
168 | | | +-1 Physics Conditions
169 | | | | +-1 Flow Direction Specification Method Boundary-Normal
170 | | | | +-2 Pressure Jump Option Option None
171 | | | | ‘-3 Reference Frame Specification Option Lab Frame
172 | | | ‘-2 Physics Values
173 | | | +-1 Supersonic Static Pressure Method Constant
174 | | | | ‘-1 Constant Value 0.0 Pa
175 | | | +-2 Total Pressure Method Constant
176 | | | | ‘-1 Constant Value 0.0 Pa
177 | | | +-3 Total Temperature Method Constant
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178 | | | | ‘-1 Constant Value 973.0 K
179 | | | ‘-4 Volume Fraction Method Constant
180 | | | ‘-1 Constant Value [1.0]
181 | | +-5 outlet Index 2
182 | | | | Type Velocity
183 | | | +-1 Physics Conditions
184 | | | | +-1 Flow Direction Specification Method Boundary-Normal
185 | | | | +-2 Reference Frame Specification Option Lab Frame
186 | | | | ‘-3 Velocity Specification Method Magnitude + Direction
187 | | | ‘-2 Physics Values
188 | | | +-1 Static Temperature Method Constant
189 | | | | ‘-1 Constant Value 500.0 K
190 | | | +-2 Velocity Magnitude Method Constant
191 | | | | ‘-1 Constant Value -0.0358 m/s
192 | | | ‘-3 Volume Fraction Method Constant
193 | | | ‘-1 Constant Value [1.0]
194 | | +-6 roll_down Index 7
195 | | | | Type Wall
196 | | | | Interfaces In-place 1
197 | | | +-1 Physics Conditions
198 | | | | +-1 Shear Stress Specification Method No-Slip
199 | | | | +-2 Tangential Velocity Specification Method Local Rotation Rate
200 | | | | | Reference Frame Relative To Mesh
201 | | | | +-3 Thermal Specification Condition Adiabatic
202 | | | ‘-2 Physics Values
203 | | | +-1 Axis Direction [0.0, 0.0, 1.0]
204 | | | | Coordinate Laboratory
205 | | | | Origin [0.0, -0.4225, 0.0] m
206 | | | ‘-2 Wall Rotation Method Constant
207 | | | ‘-1 Constant Value -0.0853 radian/s
208 | | +-7 roll_down [In-place 1] Parent Interface In-place 1
209 | | | | Index 21
210 | | | | Type Contact Interface Boundary
211 | | | +-1 Physics Conditions
212 | | | | +-1 Shear Stress Specification Method No-Slip
213 | | | | +-2 Tangential Velocity Specification Method Local Rotation Rate
214 | | | | | Reference Frame Relative To Mesh
215 | | | ‘-2 Physics Values
216 | | | +-1 Axis Direction [0.0, 0.0, 1.0]
217 | | | | Coordinate Laboratory
218 | | | | Origin [0.0, -0.4225, 0.0] m
219 | | | ‘-2 Wall Rotation Method Constant
220 | | | ‘-1 Constant Value -0.0853 radian/s
221 | | +-8 roll_up Index 3
222 | | | | Type Wall
223 | | | | Interfaces In-place 2
224 | | | +-1 Physics Conditions
225 | | | | +-1 Shear Stress Specification Method No-Slip
226 | | | | +-2 Tangential Velocity Specification Method Local Rotation Rate
227 | | | | | Reference Frame Relative To Mesh
228 | | | | +-3 Thermal Specification Condition Adiabatic
229 | | | ‘-2 Physics Values
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230 | | | +-1 Axis Direction [0.0, 0.0, 1.0]
231 | | | | Coordinate Laboratory
232 | | | | Origin [0.0, 0.4225, 0.0] m
233 | | | ‘-2 Wall Rotation Method Constant
234 | | | ‘-1 Constant Value 0.0853 radian/s
235 | | ‘-9 roll_up [In-place 2] Parent Interface In-place 2
236 | | | Index 23
237 | | | Type Contact Interface Boundary
238 | | +-1 Physics Conditions
239 | | | +-1 Shear Stress Specification Method No-Slip
240 | | | +-2 Tangential Velocity SpecificatioMethod Local Rotation Rate
241 | | | | Reference Frame Relative To Mesh
242 | | ‘-2 Physics Values
243 | | +-1 Axis Direction [0.0, 0.0, 1.0]
244 | | | Coordinate Laboratory
245 | | | Origin [0.0, 0.4225, 0.0] m
246 | | ‘-2 Wall Rotation Method Constant
247 | | ‘-1 Constant Value 0.0853 radian/s
248 | ‘-3 Physics Values
249 | +-1 Axis Direction [0.0, 0.0, 1.0]
250 | | Coordinate Laboratory
251 | | Origin [0.0, 0.0, 0.0] m
252 | ‘-2 Motion Specification Motion Stationary
253 | Reference Frame Lab Reference Frame
254 +-10 Interfaces Interfaces 2
255 | | Verbosity false
256 | +-1 In -place 1 Enabled true
257 | | | Topology In-place
258 | | | Intersector Default
259 | | | Boundary-0 roll_down_2D: steel
260 | | | Boundary-1 TRC_2D: roll_down
261 | | | Type Contact Interface
262 | | +-1 Physics Conditions
263 | | ‘-2 Physics Values
264 | | +-1 Contact Resistance Method Constant
265 | | | ‘-1 Constant Value 2.5E-5 m^2-K/W
266 | | ‘-2 Intersection Tolerance 0.05
267 | ‘-2 In -place 2 Enabled true
268 | | Topology In-place
269 | | Intersector Default
270 | | Boundary-0 roll_up_2D: steel
271 | | Boundary-1 TRC_2D: roll_up
272 | | Type Contact Interface
273 | +-1 Physics Conditions
274 | ‘-2 Physics Values
275 | +-1 Contact Resistance Method Constant
276 | | ‘-1 Constant Value 2.5E-5 m^2-K/W
277 | ‘-2 Intersection Tolerance 0.05
278 +-12 Solvers
279 | +-1 Implicit Unsteady Time-Step 0.01 s
280 | +-2 Rigid Body Motion Solver Frozen false
281 | +-4 Segregated Flow
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282 | | +-1 Velocity Under-Relaxation 0.5
283 | | | | Relaxation Gauss-Seidel
284 | | ‘-2 Pressure Under-Relaxation 0.1
285 | | | Relaxation Gauss-Seidel
286 | +-5 Segregated VOF Under-Relaxation 0.5
287 | | | Relaxation Gauss-Seidel
288 | ‘-6 Segregated Energy Fluid Under-Relaxation 0.5
289 | | Solid Under-Relaxation 0.9
290 | | Relaxation Gauss-Seidel
291 +-13 Stopping Criteria
292 | +-1 Energy Criterion Monitor Energy
293 | | | Criterion Option Minimum
294 | | | Logical Rule And
295 | | ‘-1 Minimum Limit Minimum Value 1.0E-4
296 | +-2 Maximum Inner Iterations Maximum Inner 30
297 | | Logical Rule Or
298 | +-3 Maximum Physical Time Maximum Physical 1000.0 s
299 | | Logical Rule Or
300 | +-5 Stop File Stop Inner true
301 +-22 Field Functions
302 | +-1 a_TempInitial Type Scalar
303 | | Function Name a_TempInitial
304 ($$Position[0]<-0.057)? 973 : (($$Position[0]>0)? 896 : -1350.8772*
305 $$Position[0]+896) (if (< $${Position}[0] -0.057) 973 (if(>
306 $${Position}[0] 0) 896 (+ (* -1350.88 $${Position}[0]) 896)))
307 +-28 Motions
308 | +-1 Rotation_down Axis Direction [0.0, 0.0, 1.0]
309 | | | Axis Origin [0.0, -0.4225, 0.0] m
310 | | | Rotation Rate -0.0853 radian/s
311 | | | Coordinate Laboratory
312 | | ‘-1 Superposing Motions
313 | +-2 Rotation_up Axis Direction [0.0, 0.0, 1.0]
314 | | | Axis Origin [0.0, 0.4225, 0.0] m
315 | | | Rotation Rate 0.0853 radian/s
316 | | | Coordinate Laboratory
317 | +-1 Lab Reference Frame
318 | +-2 ReferenceFrame Rotation_down Axis Direction [0.0, 0.0, 1.0]
319 | | Coordinate Laboratory
320 | | Axis Origin [0.0, -0.4225, 0.0] m
321 | | Rotation Rate -0.08529999852180481
radian/s
322 | ‘-3 ReferenceFrame Rotation_up Axis Direction [0.0, 0.0, 1.0]
323 | Coordinate Laboratory
324 | Axis Origin [0.0, 0.4225, 0.0] m
325 | Rotation Rate 0.08529999852180481
radian/s
326 +-30 Data Mappers
327 **** Solution ****
328 Accumulated CPU Time over all processes (s) 2.460199293979657E7
329 Elapsed Time (s) 820642.785932064
330 Time Level 100000
331 Solution Time 999.9999999992356
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4 refValue uniform 303;
5 refGradient uniform 0;
6 valueFraction uniform 1;















Listing C.40: alphaX.dat excerpt
1 (
2 (-56.860214392 23503.916015625 )
3 (-56.7267861654 22115.638671875 )
4 (-56.5639791501 21428.52734375 )
5 (-56.431874665 20490.759765625 )
6 (-56.2686021178 19906.984375 )
7 (-56.0066101737 18828.763671875 )
8 (-55.8442169412 18285.744140625 )
9 (-55.7139605539 17789.0859375 )
10 (-55.551101989 17345.10546875 )
11 )
161
D Property table magnesium AZ31
Correlation of publications mentioned to the references
Aved1999, ASM Avedesian1999 Avedesian and Baker [78]
Hada2009 Hadadzadeh et al. [36]
Hada2013 Hadadzadeh and Wells [37]
Hao2004 Hao et al. [72]
Hao2004 Hao et al. [72]
Hibb1998 Hibbins [71]
Hu2006 Hu and Ju [28]
Hu2007 Hu et al. [87]
Hu2008 Hu et al. [89]
Ju2005 Ju et al. [88]
Lu2005 Lu et al. [73]
Lu Master Lu [74]
Park2012 Park [86]
Wata2006 Watari et al. [90]
Yu2002 Yu [43]
Zeng2007 Diss Zeng [29]
Zhao2011 Zhao et al. [32]
Smithels Metals Reference Book Gale and Totemeier [79]
ProCast database ProCast [76]








#T rho k cp eta L T_sol T_liq beta
#in K in kg/m^3 in W/(m K) in J/(kg K) Pa*s kJ/kg in K in K in 1/K
#Hada2009
#average ? 74 1314.5 ? ? ? ? ?
? 1780 ? ? ? 340 821 903 ?
773 ? 50 1256 ? ? ? ? ?
821 ? 126 1256 ? ? ? ? ?
903 ? 60 1373 ? ? ? ? ?
1123 ? 60 1373 ? ? ? ? ?
#Hada2013
#nach Hu2007 Hao2004 He2009 dont have it Hu2007 Hao2004 Hao2004
#average ? 107.78 1287.285 ? ? ? ? 3.33E-5
? 1780 ? 820+(0.79*T)-3.6E-6/(T-255)^2 ? 340 697 908 ?
293 ? 76.9 1051.47 ? ? ? ? 3.07E-5
323 ? 83.9 ? ? ? ? ? ?
373 ? 87.3 ? ? ? ? ? 3.14E-5
423 ? 92.4 1154.17 ? ? ? ? ?
473 ? 97.0 ? ? ? ? ? 3.24E-5
523 ? 101.8 ? ? ? ? ? ?
570 ? ? ? ? ? ? ? 3.32E-5
697 ? 118.5 1370.63 ? ? ? ? 3.44E-5
903 ? 60.0 ? ? ? ? ? ?
908 ? 120.0 ? ? ? ? ? ?
953 ? 240.0 1572.87 ? ? ? ? ?
#Hao2004
# nach Aved1999 Aved1999 up to 101.8 Aved1999 up to 1148 Aved1999 JMatPro culation
# Maximum according Hibb1998
#average ? 107.78 1161 ? ? ? ? ?
? 1780 ? ? ? 339 697 903 ?
293 ? 76.9 1040 ? ? ? ? ?
323 ? 83.9 ? ? ? ? ? ?
373 ? 87.3 ? ? ? ? ? ?
423 ? 92.4 1042 ? ? ? ? ?
473 ? 97.0 ? ? ? ? ? ?
523 ? 101.8 ? ? ? ? ? ?








697 ? 118.5 ? ? ? ? ? ?
883 ? ? 1414 ? ? ? ? ?
903 ? 60.0 ? ? ? ? ? ?
908 ? 120.0 ? ? ? ? ? ?
953 ? 240.0 ? ? ? ? ? ?
#Hibb1998
#average ? 244.66 (165.6 without 280) 1467.15 ? ? ? ? ?
? 1780 ? ? ? 339 873 903 ?
873 ? 77+0.096*T(K) 1000+0.666*T(K) ? ? ? ? ? # in solid
903 ? 280 1414 ? ? ? ? ?
#Hu2008
#average ? 103.076 1216.68 ? ? ? ? ?
? 1780 ? ? ? ? 697 903 2.68E-5
293 ? 76.2 1018.8 ? ? ? ? ?
323 ? 81.7 1020.0 ? ? ? ? ?
373 ? 87.1 1020.0 ? ? ? ? ?
423 ? 92.0 1061.5 ? ? ? ? ?
473 ? 97.4 1101.6 ? ? ? ? ?
523 ? 102.2 1124.1 ? ? ? ? ?
573 ? 107.1 1149.2 ? ? ? ? ?
623 ? 111.3 1184.3 ? ? ? ? ?
673 ? 117.3 1224.4 ? ? ? ? ?
697 ? 121.3 1240.7 ? ? ? ? ?
723 ? 111.3 1267.0 ? ? ? ? ?
773 ? 94.4 1312.0 ? ? ? ? ?
823 ? 77.5 1355.9 ? ? ? ? ?
873 ? 60.0 1401.0 ? ? ? ? ?
903 ? 57.5 1401.0 ? ? ? ? ?
923 ? 118.0 1401.0 ? ? ? ? ?
973 ? 240.0 1401.0 ? ? ? ? ?
#Hu2006
? 1810 51.0 ? ? 372 848 903 ?
#Hu2007
? 1780 51.0 1020 ? 372 848 903 ?








840 ? ? ? 0.7 ? ? ? ?
848 ? ? ? 0.15 ? ? ? ?
903 ? ? ? 0.006 ? ? ? ?
910 ? ? ? 0.001 ? ? ? ?
973 ? ? ? 0.001 ? ? ? ?
#Ju2005
? 1810 51.0 1020 0.00113 370 848 903 ?
#Lu2005, similar Hao2004
# nach Aved1999 Aved1999 up to 101.8 Aved1999 up to 1148 Hao2004 ASM Metals Handbook
# then Hibb1998, Hao2004 Lamp1990
#average ? 90.73 1161 0.07 ? ? ? ?
? 1780 ? ? ? 339 697 903 7.8E-5
293 ? 76.9 1040 ? ? ? ? ?
323 ? 83.9 ? ? ? ? ? ?
373 ? 87.3 ? ? ? ? ? ?
423 ? 92.4 1042 ? ? ? ? ?
473 ? 97.0 ? ? ? ? ? ?
523 ? 101.8 ? ? ? ? ? ?
573 ? ? 1148 ? ? ? ? ?
697 ? 118.0 ? 122.7 ? ? ? ?
803 ? 110.0 ? 61.2 ? ? ? ?
883 ? ? 1414 8.97 ? ? ? ?
908 ? 80.0 ? 0.077 ? ? ? ?
953 ? 60.0 ? 0.067 ? ? ? ?
#Park2012
#average ? 82.5 ? ? ? ? ? ?
? ? ? 1040 0.00125 368 838 903 ?
838 ? 55.0 ? ? ? ? ? ?
903 ? 110.0 ? ? ? ? ? ?
#Wata2006
? 1780 96 1040 ? ? 848 903 ?
#Yu2002
#average ? 102.422 1424.14 ? ? ? ? ?








499,839 ? 67.1188+0.0656*T ? ? ? ? ? ?
839,905 ? 830.9-0.845*T 1880-0.522*T ? ? ? ? ?
>905 ? 3.05+0.07*T 979+0.473*T ? ? ? ? ?
#Zeng2007 Diss
#according Aved199, Lu2005
#average 1718 89.8 1222.2 10E-3 ? ? ? ?
? ? ? ? ? ? 848 903 ?
293 1780 67 1040 10E4 ? ? ? ?
373 1760 80 1042 10E4 ? ? ? ?
473 1750 98 1111 10E4 ? ? ? ?
573 1740 100 1148 10E4 ? ? ? ?
673 1730 110 1225 10E4 ? ? ? ?
773 1720 124 1277 10E4 ? ? ? ?
848 1710 126 1285 10E4 ? ? ? ?
903 1690 60 1323 10E-3 ? ? ? ?
923 1660 63 1414 10E-3 ? ? ? ?
973 1640 70 1357 10E-3 ? ? ? ?
#Zhao2011
? 1780 84 1050 ? 340 848 903 ?
#Smithels Metals Reference Book
? 1780 84 1050 ? ? 848 903 2.6E-5
# bei °C 20 20-200 20-200
#ASM Avedesian1999
#average ? 89.88 1161 ? ? ? ? ?
? 1780 ? ? ? 339 839 905 2.68E-5
# bei °C 20 20-200
293 ? 76.9 1040 ? ? ? ? ?
323 ? 83.9 ? ? ? ? ? ?
373 ? 87.3 1042 ? ? ? ? ?
423 ? 92.4 ? ? ? ? ? ?
473 ? 97.0 ? ? ? ? ? ?
523 ? 101.8 ? ? ? ? ? ?
573 ? ? 1148 ? ? ? ? ?









#average 1676 95.45 1332.5 ? ? ? ? ?
? ? ? ? 0.0045 313 610 907 ?
293 ? 77.1 ? ? ? ? ? ?
301 ? 79.6 ? ? ? ? ? ?
365 ? 86.3 ? ? ? ? ? ?
421 ? 92.5 ? ? ? ? ? ?
480 1750 97.6 1110 ? ? ? ? ?
523 ? 102.2 ? ? ? ? ? ?
588 ? 105.0 ? ? ? ? ? ?
610 1723 ? 1200 ? ? ? ? ?
643 ? 109.0 ? ? ? ? ? ?
671 1710 ? ? ? ? ? ? ?
699 ? 113.0 ? ? ? ? ? ?
715 1701 ? ? ? ? ? ? ?
754 ? 117.0 ? ? ? ? ? ?
763 1690 ? ? ? ? ? ? ?
839 1671 122.1 ? ? ? ? ? ?
875 1658 ? ? ? ? ? ? ?
899 1638 ? ? ? ? ? ? ?
907 1627 66.4 1430 ? ? ? ? ?
1023 1592 73.1 1590 ? ? ? ? ?
#STAR-Cast data base
#average ? 93.97 1424.12 ? ? ? ? ?
? 1780 ? ? 0.00125 339 643 905 ?
293 ? 76.9 1314.61 ? ? ? ? ?
323 ? 83.9 1331.46 ? ? ? ? ?
373 ? 87.3 1359.55 ? ? ? ? ?
423 ? 92.4 1391.01 ? ? ? ? ?
473 ? 97.0 1421.34 ? ? ? ? ?
523 ? 101.8 1449.43 ? ? ? ? ?
697 ? 118.5 1546.24 ? ? ? ? ?
832 ? ? 1634.55 ? ? ? ? ?
885 ? ? 1398.96 ? ? ? ? ?
905 ? 120.0 1394.05 ? ? ? ? ?
#Lu Master, as differing from Lu2005 and Hao2004








? 1780 ? ? 0.07 339 733 896 7.8e-5
293 ? 76.9 1040 ? ? ? ? ?
323 ? 83.9 ? ? ? ? ?
373 ? 87.3 1042 ? ? ? ? ?
423 ? 92.4 ? ? ? ? ? ?
473 ? 97.0 ? ? ? ? ? ?
523 ? 101.8 ? ? ? ? ? ?
573 ? ? 1148 ? ? ? ? ?
733 ? 124.0 ? ? ? ? ? ?
837 ? 118.7 ? ? ? ? ? ?
849 ? 113.4 ? ? ? ? ? ?
856 ? 108.1 ? ? ? ? ? ?
861 ? 102.8 ? ? ? ? ? ?
865 ? 97.5 ? ? ? ? ? ?
869 ? 92.2 ? ? ? ? ? ?
873 ? 86.9 ? ? ? ? ? ?
877 ? 81.6 ? ? ? ? ? ?
883 ? 76.3 1414 ? ? ? ? ?
896 ? 71.0 ? ? ? ? ? ?
973 ? 71.0 1414 ? ? ? ? ?
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