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ABSTRACT
With the rapid advances in kinetic modeling, building elementary surface mechanisms have
become vital to understand the complex chemistry for catalytic partial oxidation systems. Given
that there is selected experimental knowledge on surface species and a large number of unknown
thermochemical, rate parameters, the challenge is to integrate the knowledge to identify all the
important species and accurately estimate the parameters to build a detailed surface mechanism.
This thesis presents computational methodology for quickly calculating thermodynamically
consistent temperature/coverage-dependent heats of formation, heat capacities and entropies,
correction approach for improving accuracy in heats of formation predicted by composite G3-
based quantum chemistry methods, and detailed surface mechanism for explaining selectivity in
ethylene epoxidation. Basis of the computational methodology is the Unity Bond Index-
Quadratic Exponential Potential (UBI-QEP) approach, which applies quadratic exponential
potential to model interaction energies between atoms and additive pairwise energies to compute
total energy of an adsorbed molecule. By minimizing the total energy subject to bond order
constraint, formulas for chemisorption enthalpies have been derived for surface species bound to
on-top, hollow and bridge coordination sites with symmetric, asymmetric and chelating
coordination structures on transition metal catalysts. The UBI-QEP theory for diatomics has
been extended for polyatomic adsorbates with empirical modifications to the theory. Formulas
for activation energies have been derived for generic reaction types, including simple adsorption,
dissociation-recombination, and disproportionation reactions. Basis of the correction approach is
the Bond Additivity Correction (BAC) procedures, which apply atomic, molecular and bond-
wise modifications to enthalpies of molecules predicted by G3B3 and G3MP2B3 composite
quantum chemistry methods available in Gaussian® suite of programs. The new procedures
have improved the accuracy of thermochemical properties for open and closed shell molecules
containing various chemical moieties, multireference configurations, isomers and degrees of
saturation involving elements from first 3 rows of the periodic table. The detailed mechanism
explains the selectivity to ethylene oxide based on the parallel branching reactions of surface
oxametallacycle to epoxide and acetaldehyde. Using Decomposition Tree Approach, surface
reactions and species have been generated to develop a comprehensive mechanism for
epoxidation. As a result of these developments in the thesis, chemisorption enthalpies can now
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be estimated within 3 kcal/mol of experimental values for transition metal catalysts and
enthalpies predicted by G3B3 and G3MP2B3 Gaussian methods can be corrected within 0.5
kcal/mol. Examples of heterogeneous reaction systems involving silver-catalyzed ethylene
epoxidation demonstrate the effectiveness of the methodologies developed in this work.
Thesis Supervisor: Gregory J. McRae, Hoyt C. Hottel Professor of Chemical Engineering
Thesis Supervisor: William H. Green, Jr., Texaco-Mangelsdorf Associate Professor of Chemical
Engineering
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Chapter 1: Introduction
1.1 Thesis Statement
Oxidation processes that are driven by heterogeneous catalysts can be divided into 2 groups,
namely partial oxidation where the desired product is not thermodynamically the most stable and
total oxidation reactions where the desired reaction products (carbon dioxide and water) are the
most stable. The former type of reaction is generally applied for the production of bulk organic
chemicals while the latter is practiced for energy conversion or pollution abatement. Oil is the
principal source of organics with natural gas as a source of synthesis gas (CO and H2) becoming
increasingly important. Heterogeneous partial oxidations are industrially important processes
with the outputs used as feedstock for polymer and plastics production. Research in catalytic
partial oxidation has been primarily targeted towards increasing the yield and selectivity of the
reactions. This is pursued to not only improve economic profitability of the process but also
mitigate pollution and global warming due to carbon dioxide production. To increase selectivity
and yield of catalytic partial oxidation processes, we need to understand the surface mechanism
and develop elementary surface reactions. In achieving this objective outlined above, several
contributions of the thesis are identified:
· Development of a computational methodology for estimating thermochemical and rate
parameters for catalytic reactions on transition metals.
· Corrections to composite quantum chemistry methods for improved accuracy and
predictive capability of thermochemical properties of gas phase species which are
involved in gas as well as surface chemistry.
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· Systematic generation of surface mechanism with elementary kinetics for ethylene
epoxidation.
* Evaluation of the role of surface chemistry and the reverse reaction of epoxide in
influencing the selectivity of ethylene epoxidation.
* Uncertainty and sensitivity analyses identifying the important parameters affecting
ethylene oxide concentrations in epoxidation.
1.2 Motivations
Ethylene oxide, an important raw material for several commodity chemicals, is commercially
produced by the partial oxidation of ethylene on silver catalyst. The worldwide production
capacity of ethylene oxide exceeds 22 billion pounds per annum. Current process for ethylene
oxide is based on 50-year old technology and there is constant motivation to improve the
process. Improving yield and selectivity will not only increase profits through ethylene oxide
production but also address climatic problems by reducing carbon dioxide emission. Current
research in epoxide is to understand the surface mechanism of epoxidation on silver. However,
there are key challenges for developing a surface mechanism based on elementary kinetics:
* Identification of Surface Species and Reactions
The first decision, also the most important decision, encountered in developing surface
mechanism is the identification of species and reactions involved. Information on the
reactants, observed products and intermediates from surface science experiments need to
be used while developing surface mechanisms.
· Estimation of Thermochemical Properties for Kinetic Models
18
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A key challenge in the development of detailed reaction mechanisms for heterogeneous
catalysis is the availability of thermophysical data needed for estimating rate constants.
Current literature models for catalysis contain irreversible steps and are
thermodynamically inconsistent since no convenient software for this purpose is
available. The methods for estimating thermochemical and rate parameters of surface
reactions need to be integrated into an automated program.
· Interplay of Gas Transport and Surface Chemistry
Boundary layers around the catalyst offer diffusional resistance to transport of gaseous
reactants and products from the gas phase to surface and vice-versa. The relative
importance of transport and surface chemistry needs to be understood with the goal of
improving the selectivity of epoxide.
· Propagation of Uncertainty
One of the common characteristics of the rate and thermodynamic parameters of a
catalyst simulation is the uncertainty involved in the theoretical estimations and
experimental measurements. Therefore, we need to study the propagation of uncertainty
in the form of probability distribution in addition to sensitivity analysis for small
perturbations in parameters around nominal values.
1.3 Objectives
The goal of the thesis is to develop mechanisms for heterogeneous catalytic partial oxidation
systems with specific application to ethylene epoxidation. Several important elements are
identified to overcome the list of challenges mentioned in the previous section:
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* Application of systematic mechanism generation techniques based on Decomposition Tree
Approach for hypothesizing mechanism based on limited set of known reactive species.
* Development and implementation of a computer program that integrates the existing
methodologies for estimating thermodynamically consistent thermochemical properties of a
catalyst simulation.
* Explanation of selectivity-conversion trends from the reversible equilibrium of ethylene
oxide-surface oxametallacycles.
* Application of Deterministic Equivalent Modeling Method (DEMM) to estimate the
uncertainties propagated by the kinetic and thermodynamic parameters in the form of
probability distribution functions.
1.4 Thesis Outline
Different components of the thesis are outlined in Figure 1.1.
20
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Chemical Problem: Ethylene Epoxidation
Mechanism Physical/Chemical Parameters
Kinetic Transport Thermochemical Kinetic
[I
]
Surface Reactions
Transport Processes
Figure 1.1 Different Components of the Thesis
As shown in Figure 1.1, ethylene epoxidation is the partial oxidation system studied. The first
step is to understand kinetic mechanism and estimate the different thermodynamic and kinetic
parameters. The estimated parameters are used to develop kinetic models for ethylene
epoxidation. Systematic uncertainty propagation is required to identify the uncertain parameters
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that affect the predicted ethylene oxide concentrations and selectivities. The parameters are used
to identify the uncertainties propagated in the ethylene oxide concentrations.
Key contributions of the thesis are presented in Chapters 3, 4 and 6 to 8. Chapter 3
formulates the kinetics of surface reactions and specifies the software requirements to modify the
coverage-dependent functionality of surface CHEMKIN. Chapter 4 presents the development of
a computational methodology for the estimation of thermochemical parameters and
thermodynamically consistent rate parameters of a general surface mechanism on transition
metal catalysts. Chapter 6 develops Bond Additivity Correction (BAC) procedures for the G3B3
and G3MP2B3 based quantum chemistry methods, with the assessment of overall as well as
specific accuracy of correction procedures for various functional groups involving atoms from
the first 3 rows of periodic table. Chapter 7 explains the important factors affecting the
branching ratio and selectivity of epoxide based on a surface mechanism that includes the key
reactions of surface oxametallacycle. Chapter 8 applies Decomposition Tree Approach to
generate an extensive surface mechanism for ethylene epoxidation based on the knowledge of
species observed in lab-scale experimental reactors and plant-scale industrial reactors.
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Chapter 2: Issues in Developing Surface Mechanisms
This chapter presents the main issues involved in developing surface mechanisms for catalytic
partial oxidation systems. The chapter is organized in the following order. Section 2.1 discusses
the various methodologies involved in estimating thermochemical and rate parameters of a
catalyst simulation with the goal of quick and accurate computation of parameters. Section 2.2
discusses the current literature for generation of mechanisms for different reaction systems.
Issues pertinent to the formulation of surface kinetics are discussed with attention focused on
thermodynamically consistent coverage-dependent surface mechanisms. Section 2.3 presents the
literature on heterogeneous catalytic partial oxidation of ethylene with progress in the area of
surface science experiments and kinetic models towards understanding the important surface
intermediates and reactions in the mechanism.
2.1 Estimation of Thermochemical and Rate Parameters
Currently, there are methodologies available for estimating thermochemical and rate parameters
for surface reactions. Unity Bond Index-Quadratic Exponential Potential (UBI-QEP) approach
also known as Bond Order Conservation (BOC) theory has been used to compute molecular
chemisorption enthalpies of surface species and activation energies for surface reactions [1-8].
BOC approach which is based on the quasi-spherical nature of the interaction potential and the
bond index conservation of chemical bonds on transition metal surfaces was reported to derive a
quantum mechanical basis [8]. The geometries of different close packed structures of catalysts
were approximated as packing of spheres and the electronic interactions of the valence shell were
considered quasi-spherical. In order to conserve the formation and destruction of bonds along
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the minimum-energy path and quantify the conservation of bond characteristics during such
process, bond order was introduced on the basis of quantum mechanics. Then a
phenomenological bond order, based on physically observable bond distance was developed and
this forms a basis of the BOC theory. A phenomenological approach based on the physically
observable parameters including bond lengths was easier to use for different catalytic systems of
interest. This approach was used to derive quantitative analytical expressions for the calculation
of activation energies using the experimental heats of chemisorptions, gas phase dissociation
energies and coverage-dependent parameters of energies. These were the bulk thermodynamic
quantities describing the interaction of surface species with the catalyst surfaces.
BOC approach was extensively used in literature for different catalyst systems. Parades-
Olivera et al. used the approach to calculate energetics of elementary reactions involved in the
direct synthesis of methanol from methane over noble metal catalysts: Ni, Pd, Pt and Au [9].
The calculated energies were used to guide conditions under which complete oxidation of
methane could be avoided. Tao et al. estimated the energetics of adsorption and step-wise
decomposition reactions of PH3, PCI3 and P(CH3 )3 estimated using the bond order conservation
Morse potential (BOC-MP) method [10]. The energetics calculated using BOC approach were
compared against experimental data and results were found to agree qualitatively with the data.
Gobal and Azizian investigated the adsorption and decomposition of NO2 on transition metals
[11]. BOC approach was used to study the product distributions and the surface species involved
in the catalytic decomposition of NO 2 on different transition metal catalysts. Hu and
Ruckenstein used BOC approach to suggest a mechanism for the catalytic reaction of NO over
Cu supported on MCMB [12]. Au and Wang investigated the surface mechanism for the partial
oxidation of methane over supported Rh catalysts [13]. Nature of the active sites on the catalyst
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was also studied based on the energetics of surface reactions calculated using BOC approach.
Gobal and Azizian analyzed the thermodyanamics of surface species in the reactions of NO and
C on Pt catalyst [14]. Hei at al., after studying the carbon dioxide reforming of methane on
several transition metal catalysts, identified the rate determining steps and activity sequence of
different catalysts [15]. Jirsak et al. performed a thermochemical analysis to study the
interaction of sulfur dioxide on Ru (001) [16]. From calculations, they predicted the presence of
SO3 and SO4 on the catalyst surface, which was confirmed experimentally under large exposures
of sulfur dioxide. Wang et al. used BOC approach to calculate the activation energies for surface
reactions in the synthesis of methanol over clean and oxygen-modified Cu (100) surface [17].
Besides identifying the volcano relationship between surface oxygen coverage and reaction
activity, they found that the ratio between copper ions and copper oxide controls activity of the
catalyst. Yang et al. (2000) estimated the rate parameters for the steam reforming of methane
into synthesis gas [18].
Azizian and Gobal confirmed experimental studies for the decomposition of methyl
iodide on Ni(l I 1) surface either alone or in the presence of hydrogen [19]. There was good
agreement between results obtained using BOC approach and experiments not only for the
Ni( 11) surface, but also for the Ni(100) and Ni(l 10) surface. Azizian and Gobal studied the
catalytic decomposition of methyl iodide on Cu(l I 1) surface and concluded that the TPD peak
for methyl radical was due to the desorption of a part of the reactive methyl surface species [20].
Zeigarnik et al. calculated the binding energies of atomic carbon on nickel, palladium, platinum,
rhodium, ruthenium, iridium, iron, copper and gold [21]. The binding strengths and surface
activities towards carbon-carbon scission were used to arrange different catalysts in a series.
This arrangement was relevant for ethane hydrogenolysis since carbon-carbon bond scission is
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the rate-determining step. Azizian and Gobal (2001) proposed a reaction mechanism based on
the thermodynamics of underlying surface reactions [22]. They used BOC approach to estimate
the thermodynamic parameters of surface reactions. Wang et al. coupled DFT calculations with
BOC approach to compare the surface-structural sensitivity of reverse water-gas shift reaction
over different copper surfaces [23]. Hu combined entire range BOC approach with hydrid
Density Functional Theory to accurately predict the bulk bond lengths of crystals [24]. They
also correlated the bulk properties of crystals with the properties of small clusters and
corresponding molecules. Khanra et al. compared the predicted results against experimental data
for the hydrogenation of unsaturated aldehydes on Pt(l 11) and Ag(l 11) surface [25]. The total
activity and selectivity for allyl alcohol was found to increase with the surface coverage of
acrolein. The predicted selectivity was higher for Ag(l 111) surface than that for Pt( 111) surface.
Table 2.1 summarizes the different literature works reviewed and the corresponding catalyst
systems for which BOC approach has been applied.
Table 2.1 Different Catalyst Systems for which BOC Approach is Used
Literature Work Catalyst Systems
[9] Ni, Pd, Pt, Au
[12] Cu
[13] Rh
[14] Pt
[16] Ru
[17] Cu
[19] Ni
[20] Cu
[21] Ni, Pd, Pt, Rh, Ru, Ir,
Fe, Cu & Au
[23] Cu
[25] Pt, Ag
[26] Hg
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Collision and transition state theory were used to initially estimate preexponential factors
either for calculating yield bounds or optimizing kinetic parameters for catalysts [27-30]. The
preexponential factor given by collision theory for unimolecular association and simple
desorption reactions is 1013 s-l, while the one for Langmuir-Hinshelwood type bimolecular
reactions is 10 s-l. Translational, rotational, vibrational partition functions for the reactants,
transition states and products were also used to estimate the preexponential factors. These
estimates typically served as initial guess for some optimization algorithms which then refine the
preexponential factors. This approach was used in kinetic modeling of hydrogen oxidation on
Platinum.
2.2 Systematics of Generating Surface Mechanism
We present a brief literature review of the different mechanism generation methods available for
gas phase systems. Gasteiger et al. developed a program EROS for predicting reaction
mechanism and automatic generation of reaction rate rules from reaction databases [3 1].
Blurock et al. developed a software system to manage, manipulate and generate reaction data and
used them to automatically develop a detailed mechanism from a set of reaction families
Iterative application of the reaction patterns on sets of molecules was described [32]. Glaude et
al. developed a computer-aided design mechanism for the oxidation of n-octane and n-decane in
the gas phase [33]. The agreement between model predictions and experimental values was
satisfactory both for conversions and the distribution of the products formed. This modeling
required improvement in the generation of the secondary reactions of alkenes, which were the
main primary products obtained during the oxidation of these two alkanes in the range of
temperature studied. Woo et al. established a quantitative link between measurable experimental
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changes and kinetics analysis to explain the behavior of styrene-based polymers alone and in
binary mixtures during pyrolysis [34]. Experiments with low molecular weight polystyrene and
poly(a-methylstyrene) were carried out which showed that a higher selectivity to monomer was
obtained for poly(a-methylstyrene) than for polystyrene. The experimental results were
interpreted using a detailed mechanistic model which described the reactions of a-methylstyrene
and styrene trimers and was generated using software for automated model construction to
describe 901 species using over 4000 reactions.
Different algorithms developed for generating mechanisms were based on graph theory
[32, 35-49]. Molecular species were naturally represented by graphs, which were identified by
their vertices and edges where vertices were atom types and edges were bonds. The mechanism
was generated using a set of reaction patterns (sub-graphs). These subgraphs were the internal
representations for a given class of reaction thus allowing for the possibility of eliminating
unimportant product species a priori. Furthermore, each molecule was canonically represented
by a set of topological indices including connectivity index, balaban index, schulz TI index, WID
index, and thus eliminated the probability for regenerating the same species twice. Warth et al.
developed advanced software for the automatic generation of mechanisms to model the gas-
phase oxidation of some components of gasoline, alkanes and ethers. Programming of this
system was mainly based on a referenced canonical treelike description of molecules and can
handle both acyclic and cyclic compounds [50]. Klinke et al. extended the tools of mechanism
generation to handle heterogeneous Fischer-Tropsch synthesis on Ni(l 11) and Co(0001) surfaces
[51 ]. Linear free energy relationships using heat of reaction as the reactivity index were used to
estimate activation energies and preexponential factors. Unknown heats of adsorption for many
adsorbates estimated using a phenomenological approach were integrated in an automatically
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constructed reaction mechanism describing Fischer-Tropsch synthesis via carbene
polymerization. Bendtsen et al. integrated scaled sensitivity analysis, automated reaction
pathway generation and explorative analysis of accumulated rate of progress matrices for
analyzing NO, enhanced oxidation of methane at 700-1200K [52]. Bounaceur applied a
computer-aided design of comprehensive primary and simplified secondary mechanisms in the
case of alkanes pyrolysis by writing systematically all the generic reactions: initiations,
isomerizations, decompositions by 13-scission, metatheses, additions and terminations. The
system generated a primary mechanism in which only the initial organic molecule or the organic
molecules contained in the initial mixture were considered as reactants. A secondary mechanism,
including reactions whose reactants were the molecular products formed by the primary
mechanism, could be created following diverse rules [53]. Battin-Leclerc used EXGAS, a
system for automatic generation of detailed mechanism in modeling ignition delays of butynes
and oxidation of alkenes [54]. Matheu et al. presented a fast method for computing pressure
dependence of rate constants on-the-fly during automated mechanism generation for a series of
pressure-dependent reactions through cycloalkyl radical intermediates, including systems with
over 90 isomers and 200 accessible product channels [55]. Grenda et al. constructed automated
computational mechanism-generation technique for methane pyrolysis following a detailed set of
elementary reactions, estimated required reaction, and constructed a kinetic model which agreed
well with experimental data for several species [56]. Ratkiewicz applied the chemical graph
theory approach for generating elementary reactions of complex systems [57]. Matheu et al.
predicted the observed autocatalysis and concentration profiles by employing pressure-dependent
reactions generally and systematically during computerized mechanism construction with rate
constants computed for chemically or thermally activated pressure-dependent reactions [58].
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Hsi-Wu Wong et al. used molecule canonicalization and encoding algorithm based automatic
mechanism generation to understand the fundamental kinetics of complex reaction systems such
as silicon hydride clustering chemistry [59]. In this algorithm, the molecules were expressed
explicitly as trees, and all linearly independent cycles of every size in the molecule were found.
The cycles sorted according to their size and functionality, were used to include ring corrections.
John Ross discussed new methods to determine the casual connectivity of chemical species, the
reaction pathway, and the reaction mechanisms of complex reaction systems from prescribed
measurements and theories [60]. By detecting and not guessing reaction mechanisms, casual
connectivities of the chemical species could be obtained from specially designed experiments
and necessary theories for their interpretation. Pulse methods were used to determine the casual
connectivities of reaction networks. Stoichiometric coefficients of the intermediate reactions
could be derived by observing the changes in concentrations of intermediate species.
The above methods presented in literature generate surface mechanisms by predicting the
rates of elementary surface reactions and screening unimportant reactions, species based on rates
and sensitivity analysis. However, Decomposition Tree Approach developed by Achilles [61]
was based on algorithm for hypothesizing mechanisms given an incomplete list of reactive
species. The algorithm provided alternative explanations of the observations of species, and
served as a basis for hypothesizing species that may be missing from the original list. Using the
observations as guideline for developing systematic algorithm, procedures for representing and
ordering molecular structrures were presented to enable the automatic generation of missing
species and possible reactions. Natural constraints on allowable combinations of possible
reactions were translated into an integer programming formulation. By following the algorithm
for solving integer program, all mechanistic hypotheses consistent with the constraints could be
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identified in the order of their complexity based on the implementation and physical nature of the
process.
A general and flexible formalism with mass-action kinetics was developed for surface
mechanisms [62, 63]. The foundation of microkinetic analysis has drastically changed the way
rates of surface-catalyzed reactions are parametrized. In the initial stages of development, some
parameters arose from experimental data whereas others were fitted to data. However, even in
best cases, some tuning is typically necessary for quantitative model predictions. During this
process, parameters of reaction mechanisms may violate thermodynamics. Hence, mathematical
expressions pertaining to thermodynamic constraints were reviewed [64]. Examples of ethylene
hydrogenation, ammonia synthesis, and hydrogen oxidation were presented to assess the
thermodynamic validity of literature mechanisms. Due to increased interactions among surface
species, coverage dependence was incorporated in the activation energies [65].
2.3 Heterogeneous Catalytic Partial Oxidation of Ethylene
Many surface science experiments in ethylene epoxidation focused on the form of surface
oxygen involved in the active reaction process. Backx et al. (1981) observed molecular oxygen
to desorb or dissociate from the surface of silver above 170K [66]. Low chemisorption enthalpy
of 10.0 kcal/mol for molecular oxygen was reported [67,68]. Campbell and Paffett found
molecular oxygen on Ag( 110) to dissociate at 130K for a dosage of 1100 L 02 [69]. Campbell
and Backx et al. found atomic oxygen to desorb at high temperatures (550 and 600K on Ag(l 11)
and Ag(l 10), respectively) [66,70]. Engelhardt and Menzel investigated the adsorption of
oxygen on Ag(l 10), ( 11), and ( 100) surfaces by LEED and AES, and by the measurement of
work function changes and of kinetics, at and above room temperature and at oxygen pressures
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up to 10- 5 Torr [71]. Backx et al. observed different desorption peaks for oxygen when they ran
several cycles of oxygen adsorption at room temperatures followed by TPD analysis [66]. For
six cycles, the desorption peak continued to increase with the final cycle observed at around
880K. A desorption peak at 900K was observed by Bowker et al. [72]. These temperatures are
much higher than the typical temperatures at which surface atomic oxygen was observed to
desorb, thereby indicating the presence of subsurface oxygen. Backx et al. used TPD study with
isotopes to show that adsorbed atomic oxygen on Ag( 10) diffuses into the subsurface region
above 423K and does not desorb or diffuse into the bulk until above 723K [66]. However, the
saturation subsurface oxygen was limited to a few (- 2) monolayers, as observed from
experiments by Campbell [70]. He dosed 1400 Torr oxygen on Ag(l 11) at 443K for 640
seconds; only two monolayers desorbed during a subsequent TPD experiment. Subsurface
oxygen was characterized in several other studies using XPS and TPD [67,69,73].
Calculated heats of chemisorption of oxygen atom with 0.25 monolayer oxygen on silver
were 81.15 and 78.62 kcal/mol. for fcc and hcp hollow sites [74]. Li et al. conducted extensive
DFT calculations to identify atomic oxygen adsorbed on catalyst as the most stable active
oxygen species for epoxidation conditions corresponding to industrial reactors [75]. The
obtained phase diagram revealed that atomic oxygen actuated silver as the partial oxidation
catalyst. Ethylene known to adsorb weakly on silver [76-78], was reported to desorb at low
temperatures: 130 and 155K [69,79]. Campbell and Paffett used TDS to report an activation
energy of desorption of 8.9 kcal/mol on clean Ag(l 10) surface for an exposure of 10-6 mbar sec.
of ethylene. The desorption temperatures for ethylene on clean and oxygen doped silver surface
(oxygen coverage = 0.5) were 130K and 170K, respectively [67,79]. Barteau and Madix
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reported an increase in the heat of chemisorption of ethylene from 8.9 kcal/mol. for a clean silver
surface to 10.7 kcal/mol. for an oxygen doped surface [67].
Surface oxametallacycle having an O-C-C backbone with O and C atoms attached to
silver surface was spectroscopically identified and characterized in epoxidation reactions [80,81].
By dosing Ag(l 11) surface with ethylene oxide at 250K, Linic and Barteau observed the
formation of a stable surface intermediate through HREELS studies. Good agreement between
the vibrational frequencies of the HREELS and IR spectra implied that the surface intermediate
was oxametallacycle. Linic and Barteau used DFT to calculate the rate constants for parallel
branching of oxametallacycle to epoxide and acetaldehyde [82]. Sault and Madix observed
acetate intermediates when acetaldehyde was fed over Ag( 110) dosed with oxygen at 5 x 10' 7
torr for 200 seconds, corresponding to surface oxygen coverage between 0.2 and 0.4 ML [83].
Silver acetate decomposed to form acetic anhydride under highly anhydrous conditions
[84]. Cordi and Falconer reported the quantitative CO2 production rate to vary from 0-4
jimol/sec/g of catalyst in the temperature range 300-700K [85]. They observed CO2 from the
TPO of acetaldehyde on Ag (alumina-supported silver). Quantitative rate of production of CO2
measured by Borman and Westerterp varied from 10-6 to 10-3 mol/sec/kg of catalyst (or
equivalently 10-3 to I ptmol/sec/g of catalyst) [86].
Stuve and Madix studied the adsorption and reaction of water on clean and oxygen
covered Ag(l 10) surfaces using high resolution electron energy loss (EELS), temperature
programmed desorption (TPD), and X-ray photoelectron (XPS) spectroscopy [87]. The reaction
of adsorbed HO0 with pre-adsorbed oxygen to produce adsorbed hydroxyl groups was observed
by EELS in the temperature range 205 to 255K. The adsorbed hydroxyl groups recombined at
320K to yield both a TPD water peak at 320K and adsorbed atomic oxygen.
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Campbell and Paffett observed that the surface coverage of oxygen dropped when
chlorine (corresponding to a coverage, Ocl = 0.3) was added to the Ag(l 10) [69]. The saturation
coverage of atomic oxygen was observed to be suppressed almost linearly with chlorine
coverage of 0.5 [88]. Alves et al. calculated the binding energy of chlorine on silver using self-
consistent-field molecular orbital theory with unrestricted Hartree-Fock calculations using the
effective core potential approximation and double-zeta basis sets [89]. The calculated binding
energy of chlorine in Ag3 cluster is 3.36 eV corresponding to a heat of chemisorption, 77.46
kcal/mol.
2.4 Summary
In this chapter, we have reviewed the key issues pertaining to parameter estimation, mechanism
generation, thermodynamic consistency and coverage dependence for general surface
mechanisms. BOC approach is widely used for estimating chemisorption enthalpies and
activation energies for surface reactions on transition metals. This approach is tested out for
various reactions on transition metal catalysts, and the predicted chemisorption enthalpies
compare well with experimental data for different adsorbates. Since kinetic modeling is shifting
focus from lumped kinetics to elementary surface reactions, it becomes important to enforce
thermodynamic consistency for the surface mechanism. Mathematical formulations relevant to
thermodynamic consistency have been reviewed in literature. In ethylene epoxidation,
experimental and theoretical works have progressed to identify important surface intermediates
and reactions in the underlying surface mechanism. Different forms of oxygen have been
studied on silver catalyst, surface oxametallacycle isolated during low pressure experiments, and
the promoter effect of chlorine observed for industrial reactors.
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Chapter 3: Formulation of Surface Kinetics
This chapter formulates the surface kinetics for a general mechanism. The chapter is organized
in following order. In Section 3. l1, we present the traditional approaches to modeling kinetics of
surface reactions. The key thermodynamic considerations required to model the surface kinetics
are presented in Section 3.2. Thermochemical properties of surface species that determine the
kinetics and spontaneity of surface reactions are described. Section 3.3 introduces the Software
Requirements Specification (SRS) to modify the coverage-dependent functionality in SURFACE
CHEMKIN. Purpose and scope of the SRS are explained in detail. Variables that are used to
formulate surface kinetics are defined. The product perspectives, product functions, user
characteristics, constraints as well as assumptions and dependencies for the proposed coverage-
dependent modification are explained in Section 3.4. Specific requirements for the modifications
including external interfaces and underlying equations are described in Section 3.5. The
underlying equations describing thermodynamically consistent coverage-dependent surface
mechanism are formulated in detail.
3.1 Traditional Approaches in Modeling Surface Kinetics
Traditionally, kinetic models for surface reactions are developed in literature based on overall
reaction and lumped kinetics with a rate expression for the surface mechanism. It is a common
practice to express the overall reaction rate as function of the concentration of reactants and
products, with lumped kinetics based on Langmuir-Hinshelwood or Eley-Rideal mechanism.
The kinetic parameters used in these expressions are fit from laboratory and plant data. The
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empirical rate expression is often limited by the range of operating conditions from which the
data have been collected and the ability to extend the rate expression for other operating
conditions is subject to question.
Modeling approach for surface reactions is shifting focus from overall kinetics to
elementary reactions, with the investigation of individual reaction steps and determination of
kinetic parameters to explain qualitatively and quantitatively the chemical events. Due to the
advancement of computational techniques, predictive kinetics is used to compute the parameters
which are validated against experimental data based on a gamut of surface science experiments.
The elementary reaction steps are easily represented as a set of differential equations which are
then numerically solved using the latest solvers available for Ordinary Differential Equations
(ODE), Partial Differential Equations (PDE) and Differential Algebraic Equation (DAE) systems
[1-15]. When shifting focus from lumped to elementary kinetics, key issues need to be
considered in formulating the surface kinetics and maintaining thermodynamic consistency of
surface reactions.
Unlike homogeneous gas phase reactions where there is a consistent formulation to
describe the mass action kinetics and rate of elementary reactions, there is considerably less
standardization in describing heterogeneous reaction rates involving gas-phase, surface, and bulk
species. The surface CHEMKIN® formalism is developed to provide a framework for
describing complex reactions between gas-phase, surface, and bulk phase species [16]. New
terminologies and concepts emerge in modeling surface kinetics, as research in surface science
progresses over time. Part of a problem in describing the surface reaction rates arise from the
lack of consistency in defining terminologies used to model the surface chemistry. Rates are
often described in terms of adsorption isotherms, sticking coefficients or elementary rate
42
___ I·__
constants. Surface coverage is used for either fraction of total coverage or the number of sites
that species occupy on the surface. Surface site is used to denote physical location on a surface,
such as a threefold or an edge site, or it sometimes refers to a chemical species on the surface or
just an empty site or vacancy. Vacancy is sometimes considered chemically same as the catalyst
with the respective thermochemical and physical properties or just an empty moiety without any
mass or property. From a modeler's perspective, it becomes important to provide a general,
flexible and compact formulation that takes into account self-consistent definitions of different
terms. This chapter focuses on derivation of governing equations for surface chemistry with a
compact, thermodynamically consistent formulation of surface kinetics.
3.2 Thermodynamic Considerations
3.2.1 Thermochemical Properties of Surface Species
The important thermochemical properties describing surface species and elementary surface
reactions are the entropies, heat capacities, molecular chemisorption enthalpies and heats of
formation. Entropy change for simple adsorption has been estimated around -20 cal/mol/K [17].
Enthalpy of adsorption is the negative of heat of chemisorption, which is the heat released when
a molecule adsorbs on catalyst surface. Magnitude of the enthalpy depends on the nature of
adsorption and binding of adsorbate to catalyst. Chemisorbed species which are more strongly
bound than physisorbed species have more negative heat of adsorption.
Negative entropy and enthalpy of reaction have important thermodynamic implications
on the spontaneity and equilibrium of reaction. Free energy change has to be negative for a
reaction to be spontaneous.
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AH < TAS (3.1)
Thus, the surface reaction has to be exothermic enough to overcome the entropy loss to favor the
equilibrium in the forward direction of the reaction. It is important to note that equilibrium of
reaction has implication on the favorable direction and not on the rate of the reaction. How fast
the reaction proceeds is determined by kinetics and the activation barrier of the reaction.
3.2.2 Thermodynamic Consistency
In literature, several independent studies are conducted to estimate preexponential factors and
activation energies of different elementary reactions in a surface mechanism. Grouping rate
parameters from independent studies might violate thermodynamic consistency and the first law
of thermodynamics. An example of thermodynamic inconsistency is the difference in bond
energies of a surface species; these bond energies calculated from activation energies of different
surface reactions involving the same species. This problem arises because there are many more
surface reactions than the number of surface species in a typical mechanism; and the number of
linearly independent reactions is equal to the number of surface species. Thermodynamic
inconsistency might occur even if we set the heat of an elementary reaction as the difference
between activation energies of forward and reverse steps. Thermodynamic consistency is
important for surface reactions and reactor models since unphysical rates, coverages and steady
states would result from inconsistent models. The concentrations of species will not be physical
if the individual equilibrium constants are inconsistent with the overall thermodynamics of the
reaction. The overall energy release predicted by a catalytic reaction system is strongly affected
by accuracy and consistency in rate parameters used in the models. This is particularly evident
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when performing non-isothermal heat transfer calculations, when the heat of overall reaction is
used to study the net heat transfer in reaction system.
Thermodynamic consistency with respect to enthalpy and entropy of elementary reactions
impose constraints on the activation energies, preexponential factors of forward and reverse
reactions. Overall reaction can be formed with respect to different catalytic cycles in the surface
mechanism, and each cycle corresponds to the reaction between complete reactants to form
complete products. Thermodynamic consistency with respect to overall reaction implies that the
enthalpy of overall is same as the linear combination of the enthalpies of elementary reactions
leading to overall.
3.3 Software Requirements Specification
A Software Requirements Specification (SRS) is prepared to modify coverage-dependent
functionality in SURFACE CHEMKIN. The document explains current problem in the coverage
dependencies in SURFACE CHEMKIN, reasons for modifying the coverage-dependent
functionalities, key input parameters and data required to implement the modifications.
3.3.1 Purpose of the SRS
Thermochemical and rate parameters of surface reactions are dependent on the surface coverages
of different species taking part in the reactions. Coverage dependence, which arises from
physical and chemical interactions among different adsorbates on the surface, is reported from
various surface science experiments in literature. Since late 1960's, coverage dependence in the
chemisorption enthalpies of different surface species has been experimentally measured for
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many catalyst systems.[18]. However, theoretical modeling has emerged relatively recently for
specific reaction systems. Heats of chemisorption and activation energies of surface reactions
are mathematically expressed as functions of coverages of different surface species, which are
then integrated as part of detailed chemical kinetic models for surface reactions.
SURFACE CHEMKIN has been developed as a general kinetic formalism for surface
reactions [19]. The formalism, implemented as FORTRAN package in the widely used
CHEMKIN® software, is used to model surface kinetics of different reactions. Coverage
dependence in the rate parameters of surface reactions is included in SURFACE CHEMKIN-III,
which provides the option of specifying coverage parameters for surface species and reactions.
This is used in conjunction with CHEMKIN pre-processors for the gas phase and surface
chemistry reaction mechanisms and transport properties.
However in the current formulation of SURFACE CHEMKIN, the coverage-dependent
coefficients are specified in the reaction file of the surface mechanism. This enables the use of
dependence in only the activation energies of surface reactions and not chemisorption enthalpies
(or heats of formation) of surface species. To account for dependence in chemisorption
enthalpies and non-linear dependence in activation energies, it is essential to explicitly include
coverage dependencies in the thermo file of surface mechanism. The proposition is particularly
useful when using Bond Order Conservation (BOC) approach (also known as Unity Bond Index-
Quadratic Exponential Potential approach) for predicting activation energies of surface reactions
[20-27].
By including coverage dependencies in the surface thermo file, it would be easy to model
the change in heats of formation of surface species and activation energies of surface reactions as
the coverages evolve with time or distance along the reactor. Small changes in surface coverages
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might have a significant impact on the predicted heats of formation and activation energies. For
example, a decrease in oxygen coverage from 0.25 ML to 0.11 ML increases the heat of
formation of oxygen by 5 kcal/mol, corresponding to several orders of magnitude changes in
rates of oxidation reactions [28]. Hence, it is necessary to modify the coverage-dependent
functionality in SURFACE CHEMKIN.
3.3.2 Scope of the SRS
This SRS is intended for chemical kineticists or software engineers who are interested in
designing, implementing and testing proposed modifications in SURFACE CHEMKIN. The
SRS proposes to modify the thermo part of SURFACE CHEMKIN file, by including coverage
dependencies in the heats of formation of surface species. This is different from the current
version of CHEMKIN which includes the dependence only in the reaction part of CHEMKIN
file. The software product to be produced due to SRS is a modified version of SURFACE
CHEMKN.
The product will compute the following coverage-dependent energies during the fly of
reactor simulation:
a. Heat of formation of surface species using zero-coverage heats of formation and
coverage-dependent coefficients of heats of formation.
b. Activation energy of forward reactions using zero-coverage activation energies and
coverage-dependent coefficients of activation energy.
c. Activation energy of reverse reactions using those of forward reactions and
thermodynamic consistency of overall reactions.
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d. Coverage-dependent activation energy of both forward and reverse reactions using
BOC (UBI-QEP) method; the underlying analytical formulas based on these methods
need to be supplied as part of the CHEMKIN code.
The software product will enforce thermodynamic consistency in the coverage-dependent
coefficients for heats of formation of surface species. The partial derivative of heat of formation
ofjth species with respect to coverage of mth species should be same as the partial derivative of
heat of formation of mth species with respect to coverage ofjth species. The user has to ensure
the above thermodynamic consistency, when manually typing the coverage-dependent
coefficients in the surface thermo file. It may be optional for SURFACE CHEMKIN to fill in
one coefficient based on the other, or give a warning if the two coefficients are not equal to
within some tolerance.
Modified version of SURFACE CHEMKIN can be applied for catalytic reactor
simulations, where the coverages of surface species change during the course of simulations. It
enables to calculate thermodynamically consistent coverage-dependent heats of formation and
activation energies which evolve as a function of time or reactor distance during the course of
simulation. The modified version of SURFACE CHEMKIN needs the same system
requirements as the current version.
3.3.3 Overview
In the SRS, we first present the overall description of current problem and proposed
modifications to address the problem. Next, we present the specific requirements and inputs
needed from the user to implement the modified software. We use worked out examples and
supporting information to illustrate the effectiveness of modifications in SURFACE CHEMKIN.
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3.4 Overall Description
This subsection describes the general factors that affect modified SURFACE CHEMKIN and
main requirements of the software. We present the key perspectives and functions of the
modified software, characteristics and requirements needed from part of the user, the important
constraints in the use of software, the main assumptions involved in solving the underlying
equations and dependencies and compatibilities of the software.
Modified SURFACE CHEMKIN, which is intended to replace current version of
SURFACE CHEMKIN, is a component of the larger system comprising the entire CHEMKIN®
package that handles chemical kinetics, thermodynamic and transport properties in the gas phase
and surface. Using the SURFACE CHEMKIN is analogous to using the CHEMKIN package,
and this can be used only after the CHEMKIN interpreter has been executed. The CHEMKIN
interpreter introduces the chemical elements that are used in either the gas-phase reaction
mechanism or surface reaction mechanism. SURFACE CHEMKIN is composed of 2 blocks of
FORTRAN code, 1. Surface interpreter and 2. Surface Subroutine Library
To apply SURFACE CHEMKIN to a problem, the user must execute an application
problem that describes the particular set of governing equations. The application can call
CHEMKIN and SURFACE CHEMKIN subroutines that define terms in the equations relating to
equation of state, chemical production rates, and thermodynamics. Subroutines in the Library
can be called from FORTRAN or C. Following the CHEMKIN interpreter, the user runs the
SURFACE CHEMKIN interpreter, which first reads the symbolic description of surface reaction
mechanism and then extracts appropriate thermodynamic information for chemical species from
a thermodynamic database. CHEMKIN and SURFACE CHEMKIN can share a common
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database, which essentially has the same format used by NASA complex chemical equilibrium
code of Gordon and McBride. The output of SURFACE CHEMKIN interpreter is the Surface
Linking File, which contains all the pertinent information on the elements, species and reactions
in the surface reaction mechanism. Information of gas-phase species comes from the CHEMKIN
Linking file, and this is duplicated in the two linking files.
The Surface Linking file is read by an initialization routine in the Surface Subroutine
Library that is called from the user's code. The Surface Subroutine Library returns information
on elements, species, reactions, thermodynamic properties, and chemical production rates.
Generally, input to these routines is the state variables of gas and surface phases, pressure,
temperature, and species composition. The species composition is specified in terms of gas
phase mole fractions, surface site fractions, and bulk phase activities. Surface site densities are
also input to complete the specification of the state of the surface.
In addition to all the functions that current version is capable of, modified version of
SURFACE CHEMKIN will compute the following coverage-dependent energies during the fly
of reactor simulation:
a. Heat of formation of surface species using zero-coverage heats of formation and
coverage-dependent coefficients.
b. Activation energy of forward reactions using zero-coverage activation energies and
coverage-dependent coefficients.
c. Activation energy of reverse reactions using activation energy of forward reactions
and thermodynamic consistency of overall reactions.
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d. Coverage-dependent activation energy of both forward and reverse reactions using
BOC (UBI-QEP) method; the underlying analytical formulas should be supplied as
part of CHEMKIN code.
3.4.1 User Characteristics
Modified version of the software is intended for users running CHEMKIN applications that
involve SURFACE CHEMKIN modules. Typically, these are the different applications used to
perform catalytic reactor simulations that combine kinetics and transport of gas phase and
surface species. Specifically, the modified SURFACE CHEMKIN will require the user to know
the following:
a. Coverage-dependent heats of formation of surface species. Experimental data on the
heats of formation at different coverages is preferable, but theoretical calculations could
be used to address the lack of experimental data.
b. Coverage-dependent coefficients in heats of formation. This information can be
extracted from (a).
c. Coverage-dependent activation energy of one side of the reaction (either forward or
reverse).
3.4.2 Constraints
Since the software product is a modification of the current version of SURFACE CHEMKIN, the
constraints that will limit software developer's options for the modified version are same as those
for the current version.
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3.4.3 Assumptions and Dependencies
Following are the main assumptions involved in proposed modifications:
a. Linear coverage dependence in the heats of formation of surface species.
b. Thermodynamic consistency in the coverage-dependent coefficients for heats of
formation; the partial derivative of heat of formation of j h species with respect to
coverage of mth species is assumed to be same as the partial derivative of heat of
formation of mth species with respect to coverage ofjth species.
3.5 Specific Requirements
This section contains the software requirements, describing the inputs to and outputs from
software system.
3.5.1 External Interfaces
SURFACE CHEMKIN file consists of 2 parts: the thermo and reaction files. The thermo file
corresponds to thermodynamic data of all surface species including NASA polynomial
coefficients, while the reaction file corresponds to rate parameters of all the surface reactions.
These parts serve as the key input sources to provide various thermodynamic and kinetic
parameters. Different inputs are:
1. Coverage-dependent coefficients in the heat of formation of surface species.
2. Heat of formation of surface species at zero coverage.
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3. Activation energy of surface reaction at zero coverage.
4. Coverage coefficients for the activation energy.
Different outputs are:
1. Heat of formation computed at a given coverage.
2. Activation energy computed at a given coverage.
Details of each input follow:
a. Name of item: Coverage-dependent coefficients in the heats of formation of surface
species.
b. Description of purpose: Model the coverage dependence in the heats of formation of
surface species on the surface coverage of all the species present in the surface
mechanism.
c. Source of input: Thermo file. The recommendation is to specify the coverage-dependent
coefficients starting the fifth line for each surface species. Currently, 4 lines allotted for
each surface species are used to input the NASA polynomial coefficients that describe the
polynomial expansion for the enthalpy, heat capacity and entropy of the species as
functions of temperature.
d. Valid range, accuracy, and/or tolerance: Positive or negative real values between -i
and +oo. The accuracy and tolerance in the coverage-dependent coefficients rely on the
experimental or theoretical data used for the calculation of these coefficients.
e. Units of measure: Typically, the units are either kcal/mol or kJ/mol.
a. Name of item: Heat of formation of surface species at zero coverage.
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b. Description of purpose: Specify the hypothetical heat of formation of surface species on
a clean catalyst surface, when surface coverages of all the species are set to zero.
c. Source of input: Thermo file. The recommendation is to specify the heat of formation at
zero coverage as a function of the NASA polynomial coefficients.
d. Valid range, accuracy, and/or tolerance: Positive or negative real values between -o
and +oo. The accuracy and tolerance in the heat of formation are dependent on the
experimental or theoretical data.
e. Units of measure: Typically, the units are either kcal/mol or kJ/mol.
a. Name of item: Activation energy of surface reaction at zero coverage.
b. Description of purpose: Specify the activation energy of surface reaction, when the
surface coverages of all species are set to zero.
c. Source of input: Reaction file.
d. Valid range, accuracy, and/or tolerance: Positive real values between 0 and +oo. The
accuracy and tolerance in the activation energy are based on the experimental or
theoretical data used.
e. Units of measure: Typically, the units are either kcal/mol or kJ/mol.
a. Name of item: Coverage-dependent coefficients in the activation energies of surface
reactions.
b. Description of purpose: Model the coverage dependence in the activation energies of
surface reactions.
c. Source of input: Reaction file.
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d. Valid range, accuracy, and/or tolerance: Positive or negative real values between -00
and +0. The accuracy and tolerance in the coverage-dependent coefficients rely on the
experimental or theoretical data used for the calculation of these coefficients.
e. Units of measure: Typically, the units are either kcal/mol or kJ/mol.
Different outputs are described in detail:
a. Name of item: Coverage-dependent heat of formation computed at a given coverage.
b. Description of purpose: Calculate the coverage-dependent heats of formation of surface
species during the fly of reactor simulation.
c. Source of output: SURFACE CHEMKIN output file.
d. Valid range, accuracy, and/or tolerance: Positive or negative real values between -o
and +oo. The accuracy relies on the accuracy of the coverage-dependent coefficients and
heat of formation at zero coverage input in the SURFACE CHEMKIN input file.
e. Units of measure: Typically, the units are either kcal/mol or kJ/mol.
a. Name of item: Coverage-dependent activation energy computed at a given coverage.
b. Description of purpose: Calculate the coverage-dependent activation energy of surface
reaction during the fly of reactor simulation.
c. Source of Output: SURFACE CHEMKIN output file.
d. Valid range, accuracy, and/or tolerance: Positive real values between 0 and +oo. The
accuracy relies on the accuracy of coverage-dependent coefficients and activation energy
at zero coverage.
e. Units of measure: Typically, the units are either kcal/mol or kJ/mol.
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3.5.2 Underlying Equations for Thermodynamically Consistent Coverage-
dependent Surface Kinetics
Below we formulate the kinetics for a general surface mechanism with Nr reversible reactions
and Ns species:
VrS VpS
Different mathematical terms used are explained in the Glossary (Appendix C). Subscript "i",
"j" and "m" indicate ith reaction, jth species and mth species, respectively.
Molar production rate (mol/cm 2/s) for either gas or surface species
S =(vT _ v,)q. (3.2)
Rate of progress (mol/cm2) of ith reaction
K K
q = k ,i I ]Vk - k .iI7 [sk ]vPk
k=l k=l
(3.3)
Molar concentration (mol/cm3 ) of gas species
(3.4)[s ] = Y kp
Wi.
Molar concentration (mol/cm 2) of surface species
[Sk ] = :kr (3.5)
Equilibrium relationship between forward and reverse rate constants
kri = k,i / K,,,,,on,,,,i 
Forward rate constant (appropriate mol-cm-s units) of ith reaction
(3.6)
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Eft
kfAs, i ='e( - T ) (3.7)
Equilibrium constant
Keqxonci = exp(- AG ) x (RT,, (3.8)RT Ibar
Free energy change of a reaction
AGi = AHi - TASi. (3.9)
Coverage-dependent enthalpy (kcal/mol) of ith species
Hi = Hi(s = 0)+ Zci, 11 (3.10)
Thermodynamic consistency
WH =aH,, (3.11)
8 m a ' j
or
Ci.,, = C,,. (3.12)
Eq. 3.8, which relates equilibrium constant to change in Gibbs free energy of the reaction,
accounts for the changes in number of moles of gas species during the course of reaction. The
number of moles of surface species do not change during the course of reaction, since the surface
sites are conserved. For example, adsorption of a methyl radical on one vacant site is written as:
CH 3+* CH 3 .
Eq. 3.10 which includes a linear coverage-dependence for the enthalpy of reaction is just a
convenient assumption in the absence of detailed experimental knowledge of surface coverages.
If many data points are available for the experimental surface coverages, higher order terms can
be used to model the interactions among different coverages.
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3.5.3 Thermodynamic Consistency in Surface Mechanism
Eqs. 3.11 and 3.12 ensure thermodynamic consistency in the coverage-dependent coefficients for
enthalpies in that the partial derivative of intensive enthalpy of jth species with respect to
coverage of mth species is same as the partial derivative of intensive enthalpy of mth species with
respect to coverage of jth species.
In literature, several independent surface experiments and quantum calculations are
performed to estimate rate parameters of elementary reactions in a mechanism. Grouping these
parameters might violate thermodynamic consistency and the first law of thermodynamics. This
problem arises since there are typically more surface reactions than species, but the number of
linearly independent reactions is equal to species. Equilibrium constants for each reaction
inconsistent with the thermodynamics of overall reaction lead to unphysical rates, equilibria,
surface coverages, and steady state concentrations. Thermodynamic constraints of reaction
networks have been reviewed and various methods to ensure consistency have been discussed in
the literature [29].
3.5.4 Coverage Dependence in Thermodynamic and Rate Parameters
To illustrate the importance of coverage dependence in the heat of formation and activation
energy of surface reactions, ethylene epoxidation on Ag( 111) is used. Table 3.1 lists the key
epoxidation reactions with coverage-dependent activation energies of forward and reverse
reactions. The activation energies and heats of formation are functions of the surface coverages
of oxygen and ethylene.
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Table 3.1 Coverage-dependent Surface Mechanism for Epoxidation on Silver
Activation Energies (kcal/mol)
Step Reaction
Si 0 2 + 2 AG(S) : 2 O(S)
S2 C2H4 + AG(S) C2 H4 (S)
S3 C2 H4 (S) + O(S) >
H2COCH 2(S) + AG(S)
S4 H2COCH 2(S) <* C2 H4 0 +
AG(S)
S5 H2COCH 2(S) ;> CH3CHO
+ AG(S)
The coverage-dependent coefficients
data [30-32]:
Ef
0.0
0.0
14.9 - 32.10o +
3 .6 C2H4
16.0
15.7
Er
49.0 + 7 .2 0C2H4
- 71.40o
8.9 + 3.60o
12.5
11.0
41.1
Heat of
Reaction
(kcal/mol)
AH
- 49.0 - 7 .2 0C2H4
+ 71.40o
- 8.9 - 3.60o
2.4 - 32.10o +
3. 6 0C2H4
5.0
-25.4
in the heats of chemisorption are based on the experimental
Qo (0 C2H4) = 84.0 + 3.6 0 C2H4 -35.7 00, (3.13)
QC2H4 (00) = 8.9 + 3.6 0o. (3.14)
Self coverage-dependence in the heat of chemisorption of oxygen is particularly important since
atomic oxygen is found to be 5 kcal/mol less stable on 0.25 ML than on 0.11 ML oxygen
covered silver.
Rates of the elementary reactions are expressed below:
k = ,. 1 02 I V 2C,2 _ k l92C2 , (3.15)
r2= k, 2[C2H 4]0vC, - k, 2 C2H4Ct (3.16)
r3 kf 30CH40oC, -k .3OOM,9Es.vtC, (3.17)
r4 = k/, 4o,,,EC, - k,, C2H401OvC,, (3.18)
and
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3
r 5 = kf,5 9 MC, - kr,5[CH3CHOJ9OvC,,
where
kf, kr are the rate constants of forward and reverse reactions, 0 the coverage of surface species
and Ct the surface site density. The concentrations of gas phase species are expressed in
mol/cm 3, while site density is expressed in mol/cm 2. Set of ODEs for the rates-of-production of
gas and surface species is given below:
d[t2 ] - _ (3.20)
d[C2 H4 ] = -r, (3.21)
dtd[CH40]
d = r, (3.22)
d[CH3CHO] (3.23)
dt
do0 (2 r - r (3.24)= r (3.23)
dt C1
and d Ov (-2i- r 3+r4+tO ydt ~· (3.25)dt c ,
The ODEs are solved for experimental conditions observed in literature.
Kestenbaum et al. have measured the selectivities to ethylene oxide in microreactors for
different operating temperatures, pressures and molar flow rates of reactants [33]. Series of
experiments were conducted for varying temperatures on a Laser-LIGA catalyst at 5 bar, 5 L/h
gas flow, 3% C2H4, 16.5% 02 and N2 as inerts in the feed to reactor. We use the microreactor
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(3.19)
conditions to predict the concentration of ethylene oxide under coverage-dependent and
independent thermodynamic and rate parameters. Five cases are investigated:
1. coverage-dependent thermodynamic parameters and activation energies,
coverage-independent parameters evaluated at oxygen coverage of
2. 0.15
3. 0.10
4. 0.05
5. 0.00
It needs to be mentioned that the surface species are considered for the 5 cases and their
coverages are solved for using kinetic model based on 5-step mechanism. Coverage-independent
parameters simply mean that the activation energies and heats of reactions are fixed as constants.
They dont vary as function of coverages during the course of simulation. Figure 3.1 compares
the ethylene oxide concentration predicted by the 5-step kinetic model with and without
coverage dependence.
3.5E-06 -
.=
.
0 3.OE-06
E
I* 2.5E-06I
O
2.OE-06
I C
I 0
1.5E-06
L 8 1.OE-06
! O
5.0E-07
I 0
1 2 O.OE+00
0
O.E+00 5.E-02 1.E-01 2.E-01
Time (seconds)
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0.150
- Parameters fixed atI
oxygen coverage of
0.100
Parameters fixed at
oxygen coverage of
0.050
Coverage
independent
paremeters
* Experimental Data
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Figure 3.1 Variation of EO Concentration with Time
From Figure 3.1, we observe that the concentration of EO predicted by considering coverage
dependence is much higher than that by ignoring it. Ethylene oxide concentration predicted by
the coverage-dependent set of parameters is 3.3E-6 mol/cm3 , while the experimentally observed
concentration based on the selectivity observed is 3.1E-6 mol/cm3 for a residence time of 0.124
seconds in the microreactor. Figure 3.2 compares the predicted selectivity against experimental
values for various operating conditions under which the microreactor was run. The mole fraction
of C2H4 is varied from 6.4% to 15.4%, temperature from 275-290C, pressure from 4-5 atm, and
residence time from 0.124-0.469 seconds.
Figure 3.2 Predicted Selectivity Compared against Experimental Selectivity for Various
Microreactor Operating Conditions
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Figure 3.3 shows the variation of oxygen coverage with the reaction time in the microreactor.
Figure 3.3 Variation of Oxygen Coverage with Time
From Figure 3.3, we observe that the range of oxygen coverage is between 0.00 and 0.16.
Oxygen coverage between this range is used to fix the thermodynamic and rate parameters, as
shown in Figure 3.1. Figure 3.4 shows the difference between coverage-dependent and
independent thermodynamic and rate parameters. For illustration, heat of chemisorption of
oxygen and activation energy for dissociative adsorption of oxygen (reverse of Step I) are
plotted as function of reaction time.
63
0.20
0.16
> 0.12
0
5 0.08
x0 0.04
0.00
0.05 0.10 0.15
Time (seconds)
0.00
_ .. _ _ _ I
100 
- 60,e -. - -- -- -Coverage-
80 -- - independent Qo
E 0 --- - Coverage-
dependent Qo
>, 40 Coverage-
El independent Er
'- --.- Coverage-W 20 Edependent Er
0 -._ _._-__.
0.00 0.05 0.10 0.15
Time (seconds)
Figure 3.4 Coverage-independent and Dependent Chemisorption Enthalpy and Activation
Energy of Dissociative Oxygen Adsorption
From Figure 3.4, we observe that the coverage-dependent parameters, which vary as a function
of time, are quite different from the coverage-independent ones evaluated at zero-coverage
limits. Changes in activation energy result in significant change in concentrations of epoxide,
since the Arrhenius rate constant is exponentially dependent on the activation energy of reaction
(See Figure 3.1).
3.6 Summary
In this chapter, we have presented the important underlying equations to describe the elementary
kinetics for a general surface mechanism. Due to the coverage dependence of thermochemical
and rate parameters, a Software Requirements Specification (SRS) has been presented to modify
the coverage-dependent functionality in SURFACE CHEMKIN. Purpose of the modification is
to include dependencies in both thermochemical and rate parameters which evolve during the
course of reactor simulation as the surface coverages change. We recommend that the key inputs
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including coverage-dependent coefficients in the heats of formation of surface species, zero-
coverage heat of formation of surface species are specified in the thermo file, while zero-
coverage activation energy of surface reaction and coverage coefficients of activation energy are
specified in the reaction file. The suggested modifications in SRS are intended to serve
CHEMKIN users performing reactor simulations that involve surface chemistry. Underlying
equations explain the thermodynamically consistent coverage-dependent surface mechanism.
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Chapter 4: Computational Methodology for
Thermochemical and Thermodynamically Consistent
Rate Parameters
This chapter presents the development and implementation of a computational methodology for
estimating thermochemical and rate parameters of surface reactions. Section 4.2 describes the
procedures to calculate thermochemical and rate parameters of surface reactions. The formulas
for chemisorption enthalpies, activation energies, entropies, heat capacities, and preexponential
factors are derived. The computational procedures are presented as flowsheets. Section 4.3
includes example problems for the calculation of thermochemical and rate parameters. Section
4.4 compares the predicted parameters against literature values for various catalysts.
4.1 Introduction
Detailed consistent surface kinetic models are invaluable to accurately predict the physics and
chemistry of surface reactions. The predictions make reasonable extrapolations for a broad range
of reactor conditions, not limited to data available in literature. Constructing kinetic models
requires a large number of generally unknown thermochemical and rate parameters, which need
to be rapidly estimated. Unity Bond Index-Quadratic Exponential Potential (UBI-QEP)
approach based on Bond Order Conservation (BOC) theory has been used to compute the
chemisorption enthalpies and activation energies for reactions involving atoms and diatomics [1-
8]. Here we extend the UBI-QEP method to estimate thermochemical and kinetic parameters
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for polyatomics. Collision and transition state theory have been used in the literature to initially
estimate preexponential factors either for calculating yield bounds or optimizing kinetic
parameters for catalysts [9-12]. A general and flexible formalism with mass-action kinetics for
surface reactions has been presented and incorporated into the CHEMKIN program suite by Kee,
Rupley, and coworkers [13-14]. Mathematical expressions pertaining to thermodynamic
constraints have been reviewed [15]. In the literature, coverage dependence has been
incorporated in the activation energies [11].
It is difficult to construct and solve a thermodynamically-consistent detailed catalyst
model for the case where the thermodynamic and rate parameters depend on coverages using
existing publicly-available software. It also requires computational efforts to estimate all the
required activation energies consistent with the thermodynamics at all possible coverages.
Currently, literature models for catalysis contain irreversible steps and are thermodynamically
inconsistent since no convenient software for this purpose is available. The present work is to
integrate the methods for estimating thermochemical and rate parameters of surface reactions
into an automated program. Specifically, the goal is to develop a computational methodology for
thermodynamically consistent parameters of a catalyst simulation. A computer program based
on Unity Bond Index-Quadratic Exponential Potential (UBI-QEP) model, developed by Sellers,
calculates the chemisorption enthalpies and activation energies for diatomics adsorbed on
transition metals. Our methodology extends the UBI-QEP approach to polyatomic adsorbates
with empirical modifications to the underlying theory. Similar to diatomic adsorabtes, separate
formulas for chemisorption enthalpies are derived for closed-shell and free-radical polyatomic
adsorbates.
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The current work makes the following contributions to surface kinetics on transition
metals:
* Temperature/coverage-dependent heats of formation, heat capacities, and entropies of
surface species.
* Tight physical bounds of preexponential factors for generic reaction types.
· Analytical expressions of activation energies.
* Thermodynamically consistent Chemkin® formatted output.
4.2 Procedures
In this section, we present the procedures to calculate thermochemical and rate parameters of
surface reactions. In Subsection 4.2.1, we explain the Unity Bond Index-Quadratic Exponential
Potential (UBI-QEP) theory used to calculate molecular chemisorption enthalpies and activation
energies. In Subsection 4.2.2, we present formulas and procedures to estimate the enthalpies.
Corresponding formulas and procedures for activation energies are provided in Subsection 4.2.3.
Methodology for calculating temperature-dependent enthalpies, heat capacities and entropies of
surface species are explained in Subsection 4.2.4. In Subsection 4.2.5, collision theory,
transition state theory and surface diffusion are used to estimate preexponential factors of
forward reactions. Thermodynamic consistency is used to estimate the rates of all the reverse
reactions.
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4.2.1 UBI-QEP Approach and the Variational Procedure for Chemisorption
Enthalpies of Atoms, Diatomic Molecules
To impart thermodynamic consistency in surface mechanisms and to avoid the great effort
involved in accurate first-principle quantum calculations, UBI-QEP approach also known as
Bond Order Conservation theory (BOC) is increasingly tried for estimating chemisorption
enthalpies and activation energies of diatomics on different transition metal catalysts [1-8].
Energy of interaction between the 2 bonded atoms in surface species is described as a Morse
potential, which is quadratic exponential function of the inter-atomic radius. This potential is
expressed as a function of bond index (x) and bond energy (BE) of chemical bond between the 2
atoms:
E = BE(x 2 -2x). (4.1)
Bond index, a normalized bond order as defined by Shustorovich & Sellers (1998), is an
exponential function of inter-atomic radius or bond distance r. The bond index characterizes the
atomic wavefunctions with exponential radial expressions of atomic distances:
x=e , (4.2)
where r is the inter-atomic radius at equilibrium and b is the normalization constant. Note that
the bond index is not the normal bond order (defined as the number of electron pairs involved in
a bond between 2 atoms). Bond orders for single and double bonds are 1 and 2. When r is the
inter-atomic radius ro for a double bond, bond index (x) is 1 and the bond order is 2. For
chemisorbed species in the UBI-QEP model, most of the bond indices x<1, even though some of
them might have conventional bond orders greater than 1.
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In Eq. 4.1, the bond energy (BE) between a contact atom in the adsorbate and the surface
atom is taken to be the hypothetical mono-coordinated heat of chemisorption of that atom (Qo).
The bond energy between 2 neighboring atoms in the adsorbate part is considered to be the gas
phase dissociation energy (D) of the bond. UBI-QEP energy of a surface species is the sum of
interaction energies of all bonds between each contact atom and neighboring atoms; the
neighboring atoms could be either metal atom or other atoms in the adsorbate. The UBI
constraint states that the total valence of a diatomic is conserved to unity, and each fractional
valence contributes to bond or coordination that an atom is involved with its neighbors in the
molecule. Energy E is binding energy to surface and minimization of the energy with respect to
constraint results in molecular chemisorption enthalpy.
Figure 4.1 shows a diatomic molecule AB attached via bridge coordination of A and B
with the contact atoms in an on-top site with A and B bound to each other.
A B
M M
Figure 4.1 Bridge Coordination of Diatomic Molecule AB with Contact Atoms in an On-Top
Site
We explain the variational procedure used to derive chemisorption enthalpy of diatomic
molecules in the UBI-QEP model. We minimize the energy of surface species,
min E(xAB,x 4 ,x B), (4.3)
subject to
x =1, (4.4)
73
E = DAB(xAB -2XAB)+ QoA(X2-2XA) )+ QoB(XB - 2B)
Using the method of Lagrange multipliers,
E(XAB, XA, XB) + A(x,, i -I ) } = 
(4.5)
(4.6)
Evaluating the derivative and rearranging:
2
x =1-2QOB
X8 = 1-A
2 DAB 
A=
(4.7)
(4.8)
(4.9)
4 (4.10)
1 1 1
DAB QOA QOB
At this optimal choice of all the x's, we find the minimum, Emin:
2. 2 A2 A2
E, = QoA( 1) Q (4 -- 1) + D (4 1). (4.11)
Chemisorption energy is the difference between energy Egas of the gas phase bond (-DAB) and
energy of the surface species (Ein):
Qchemisorption = Qo A + Qo B
4
1 1 1Q + Q+B DB
QOA QOB D.4 B
where
where
(4.12)
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Heats of chemisorption used in the above expressions are the mono-coordinated heats of
chemisorption. When an adsorbate atom is bonded to several surface atoms (eg: in a hollow
site), the mono-coordinated heat of chemisorption (QOA) is the bond energy with each contact
atom. QOA is typically backed out from the experimental chemisorption heat (QA) and the
coordination number (n) based on the UBI-QEP approach:
QOA QA (4.13)
2--
n
Here, n might be 3, 4 or 5 depending on whether the experimental heat of adsorption, QA(n)
corresponds to a three-fold fcc(1 11) or hcp(001) hollow, four-fold fcc(100) hollow or a five-fold
bcc(100) hollow adsorption. The variational procedure to derive chemisorption enthalpy of an
atom A bound to n metal atoms in a hollow site is:
min E(xA1, ... ,xAn) (4.14)
subject to
i, = 1, .. (4.15)
where
n
E= Qo,(xi- 2xXi) (4.16)
i=l
Using Lagrange multipliers and evaluating the derivatives:
x =1i - for i=l,...,n (4.17)
2Q0A
where
A = 2QoA (1--) (4.18)
n
For the optimal choices of x, Emi,:
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Emin = QoA ). (4.19)
Chemisorption energy of the atom is simply the negative of the energy of the surface species
(Emin):
Qchemisorption = QOA (2 (4.20)
n
Eq. 4.13, which relates mono-coordinated chemisorption enthalpy to the physically observable
and experimental atomic chemisorption enthalpy, is simply an algebraic manipulation of Eq.
4.20.
Figure 4.2 shows diatomic molecule AB attached via on-top coordination with A end
down and attached to n metal atoms.
B
M1 M 2 .... ... M n
Figure 4.2 On-top Coordination of Diatomic Molecule AB with A end Down
The variational procedure is described below.
min E(XAB,A, ..., A,, ) (4.21)
subject to
xi=1, (4.22)
i
where
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nE= DAB (x - 2xi) )+QA (x-2xA,) (4.23)
i-l
Using Lagrange multipliers and evaluating the derivatives:
XAi =1- 2Q for i=l,...,n (4.24)
2QoA
XAB =-1 (4.25)
2DB 
where
, 2n (4.26)
1 n
DAB QOA
For the optimal choices of x, Emin:
Ein = DAB(A2 -1) + QOA4 E (2 I). (4.27)
Chemisorption energy of the diatomic molecule is the difference between energy of the gas
phase bond (-DAB) and energy of the surface species:
Qchemisorption =Q (4.28)
+ D
It has been found that Eq. 4.28 gives fairly accurate estimates for diatomics that weakly
chemisorb (-10 - 35 kcal/mole binding); this set includes closed shell diatomics like CO and N2,
and radicals with delocalized unpaired electrons like NO and 02. However, this formula does
not work well for radicals with localized unpaired electrons such as NH and OH. In these cases,
Sellers suggests using the full atomic chemisorption energy QA rather than QoA/n.
We setup the variational procedure for diatomic AB with strong binding and coordinated
via atom A.
minE(xAB, ,x 4) (4.29)
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subject to
x i=1, (4.30)
where
E = DAB (XB -2xAB ) + QA (X} -2xA) (4.31)
Evaluating the derivatives:
x 2 =1- (4.32)2Q4
XA =1- (4.33)
2DAB
where
2A= I1 2 (4.34)
1 +
DAB QA
Chemisorption energy is:
QhemiXorption QA DAB (4.35)
Monovalent radicals having tetravalent central atoms such as CH3 are expected to have
intermediate binding, with chemisorption enthaly in the range 36-45 kcal/mol. Molecular
chemisorption enthalpies of intermediate binding are assumed as the arithmetic average of the
enthalpies of weak and strong binding:
Qchemisorption = 0.5( QQA + Q (4.36)
+OA ± QA + DAB
n
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4.2.2 Chemisorption Enthalpies of Polyatomic Molecules
Sellers and Shustorovich have given formulas for estimating the chemisorption enthalpies of
atoms and diatoms [8]. Here we extend the concept to estimate the chemisorption enthalpies of
polyatomic molecules. Figure 4.3 shows a polyatomic molecule attached via asymmetric bridge
coordination with the contact atoms A and B in an on-top site, and the 2 atoms bound to each
other.
Group A Group B
M M
Figure 4.3 Asymmetric Bridge Coordination of Polyatomic with Contact Atoms A and B in an
On-top Site
We setup the variational procedure to estimate the molecular chemisorption enthalpy:
min E(xAB XGr,,PA XC,.,B ) , (4.37)
subject to
"x =1, (4.38)
i
where
E =DAB (XAB - 2XAB) + QOGrmpA (XGruoPA - 2XGroUPA) + QOG,rtupB (XroupB - 2XGOUPB) (4.39)
Using Lagrange multipliers and evaluating the derivatives,
xG,UPA =1 2 (4.40)
2 QOG,rUPA
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XGroupB = 1 (4.41)2QOGroUPB
XAB =1-A2 (4.42)
2DAB
where
4
2 1 1 l (4.43)+--+ --
DAB QOGroupA QOGroupB
Emin at the optimal choice of x's is:
22 2
Emin QOG 1)+ OGroupB ( 1)+ DAB ( 4D 2 1) . (4.44)
OGu4pGA 4 QOGoupB 4AB
Chemisorption energy is the difference between energy Egas of the gas phase bond (-DAB) and
energy of the surface species (Emi.):
4
Echemisorption = QOGroupA + QOGroupB - 1 (4.45)QrOA + 1 + _(
QOGroupA QOGroupB DAB
Since Group A is attached via on-top coordination with the A end down and connected to n
metal atoms, Eq. 4.28 is used to derive the chemisorption enthalpy of the group:
QOG.OUPA - QjA (4.46)
A + Dreduced GroupA
n
where Dreduced-GroupA is a function of the dissociation energies of all the bonds attached to A.
Similarly, the chemisorption enthalpy of Group B attached via on-top coordination with the B
end down and connected to n metal atoms is:
Q _GroQpB B (4.47)
QpB = + Dreduced __ GroupB
n
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Now, we derive the expression for Drcduccd_GroupA and hence, the chemisorption enthalpy for
GroupA. Assume that there are m atoms, C1, C2, ... , Cm in Group A and n metal atoms, Mi, M2,
... , Mn that are attached to A. The variational procedure for the chemisorption enthalpy of
Group A is:
subject to
min E(xACI,...,xAcmxAI,..., xAn)
m n
XAC i + XAi =' m
i=1 j=l
m n
=E DAC(XAc- 2XAci) + QOA E(X -2X )
i=l j=1
(4.48)
(4.49)
(4.50)
Using Lagrange multipliers and evaluating the derivatives,
ACi1
2DAic
2 QA
for i=l1,...,m
for j =l,...,n
2n
n 1
Qu A Dreduced _ GroupA
Dreduced GroupA - 1
i=l DACi
Emin at the optimal choice of x's is:
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where
where
(4.51)
(4.52)
and
(4.53)
(4.54)
Ein n 1 (in (- + )-nQA- DACi. (4.55)
4 QOA reduced 
Chemisorption energy is the difference between energy Eg. of the gas phase bonds and energy of
the surface species (Emin).
Here,
m
Eg. = - DACi. (4.56)
i=l
2 n
Echemisorption = nQOA ( +) (4.57)4 QOA reduced GroupA
The chemisorption enthalpy of Group A simplifies to:
,,
QoGroop = QOA QA (4.58)
r+ edu ed GroupA
Hence, Dreduced-GroupA is the reciprocal of sum of the reciprocals of dissociation energies of all the
bonds attached to atom A in Group A. Similarly, Dreduced GroupB is the reciprocal of sum of the
reciprocals of dissociation energies of all the bonds attached to atom B in Group B.
Symmetric dicoordination is a special case of asymmetric dicoordination where the 2
contact atoms are same, designated as A and Group A is same as Group B, designated as
"Group" in common. Substiuting QOGroupA = QOGroupB = QOGroup and DAB = DAA in Eq. 4.45 results
in:
2QoGroup
chemisorption =-2QOG ,, (4.59)
QoGro + 2DA
where
QOGroup QA QjA
- Dt rded_ Group (460)
n (4.60)
Figure 4.4 shows the chelating coordination of the molecule A-X-B with atoms A and B
bound to the surface. In the binding of chelates, X is considered far from the catalyst surface so
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that there is no significant X-surface bonding. An example of chelating coordination is the
adsorption of HCOOH.
X/ \
A B/ \
M M
Figure 4.4 Chelating Coordination
Chelating coordination is a special case of asymmetric dicoordination, where A and B are not
bonded to each other, but connected through a common atom or group of atoms X. Substituting
DAB = 0 in Eqs. 4.43 and 4.45 results in:
Qchemisorprion = Qoa\ + QOB.Y (4.61)
For the general case when atoms A and B are attached to n metal atoms, the chemisorption
enthalpies for Groups AX and BX are:
QOAX Q (4.62)
Qx = oA + Dreduced GroupAY (4.62)
and
QO BX Q QOB +DOB (4.63)
+ Oreduced _GroupB.Y
n
Carboxylates A=O, X=CH and B=O belong to the "chelating" category, with essentially only one
strong bond to the surface. Stable heterocycle such as surface oxametallacyle has more than one
strong bond on the surface. For example, oxametallacycle observed during surface studies in
ethylene epoxidation contain A=O, X=CH 2, B=CH 2, hence there are two strong bonds to the
surface. Difference between the bonding nature of carboxylates and oxametallacycles is due to
the electronic configuration of the middle group X. If X is CH or N, there is the possibility of
forming an AX or XB double bond. It is energetically favorable to pull one of the end groups up
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off the surface and dissociate the surface-adsorbate bond. When X is CH2, the middle atom (in
this case carbon) is already saturated and hence cannot form any double bond. Thus, there is no
stable intermediate formed if either Atom A or B is pulled off the surface. In the chelating
ligands, there is only one strong bond because the most likely resonance form has one of the
atoms (A or B) not chemically bonded to the surface. For example, for O-CH-O on a surface,
the most likely resonance form is M-O-CH=O, with only a single bond to the surface. Hence,
the formulas for chelating ligands give weaker binding than ordinary double-bonded ligands like
O-CH2-O which do not have any significant resonance form other than M-O-CH2 -O-M with two
bonds to the surface. Similarly for allyl, the main resonance form is M-CH 2-CH=CH 2 with only
one M-C bond. But, if cyclopropane is adsorbed on the catalyst surface and the ring opened up,
M-CH 2-CH2-CH2-M with two M-C bonds is formed. In the procedure for estimating molecular
chemisorption enthalpies, we have included a rule to decide which intermediates have chelating
interactions as opposed to forming stable heterocycles on the surface. If the adsorbate is of the
form A-X-B and atoms A and B are bound to the surface, the rule identifies it to be polyatomic.
Chelating coordination is the case where the Lewis structure only has one bond to the surface,
distinct from multiple independent bonds to the surface in the heterocyclic case. If the
coordination is chelating, the estimation rule uses the formula for chelating coordination. If the
molecule forms a stable heterocycle on the surface, the formula for polyatomic asymmetric
coordination is used.
In this subsection, UBI-QEP theory is simply extended to derive the chemisorption
enthalpies of polyatomic molecules. Each polyatom is treated as a pseudo diatom which is a
combination of 2 groups of atoms. Chemisorption enthalpy of each group is derived as a
function of mono-coordinated enthalpy of contact atom and the reduced sum of bond
84
I_ _ _ _____ __
dissociation energies. However, the chemisorption enthalpies predicted by the extended UBI-
QEP theory do not match the experimental data for polyatomics (See Table 4.1 1). It is a
significant conclusion of our work that the direct extension of the UBI-QEP theory does not
predict accurate chemisorption enthalpies. Since the equations do not work, we decide to
empirically modify the UBI-QEP theory to predict accurate chemisorption enthalpies for
polyatomics.
In this modification, the reduced sum of dissociation energies of bonds attached to
contact atom (atom A) in a group of atoms (Group A) in a polyatomic molecule is replaced by
the regular sum of the bond dissociation energies:
m
DGropA= E DACi, (4.64)
i-i
where there are m atoms, C 1, C2, ... , Cm in Group A that are attached to A. With this
proposition, the new set of formulae for chemisorption enthalpies of group of atoms is:
QOGrc1pA Q = " (4.65)
n + DGroupA
QGroupB QB , (4.66)
+ DGroupB
QAQOA = QjA , (4.67)
Qorol - Q
n Group f
and
QOBX =Q QOB (4.69)
n Gr,upB.Y
Instead of taking the view that the electrons from the bonds in the adsorbate are moving to form
bonds to the surface, as UBI-QEP theory suggests, one does better to consider how electrons
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from the metal can fit into the valence-shell vacancies and antibonding orbitals on the adsorbate.
A modified version of UBI-QEP theory that counts these vacancies instead of the number of
bonds gives qualitatively correct results, but we have not found any theory as accurate as the
empirical formulas we recommend for polyatomics, Eqs. 4.64-4.69 and Table 4.2.
As explained in Section 4.2.1, separate UBI-QEP treatments are applied for the molecular
chemisorption enthalpies of radicals and complete species. UBI-QEP formulas for strong
binding are used for NH2 radical, intermediate binding are used for CH3 and C2H5 radicals, and
weak binding for all the complete species. Table 4.1 compares the chemisorption enthalpies
predicted for NH, NH2 and OH radicals based on the formulas for weak, intermediate and strong
binding.
Table 4.1 Chemisorption Enthalpies for Radicals having Localized Unpaired Electrons
Chemisorption enthalpy (kcal/mol)
Species Coordination Catalyst Predicted Literature
Mode
Weak Intermediate Strong
NH Mono N Pt( 11) 49.3 59.9 70.5 71-74 + 2
NH 2 Mono N Pt(l I l) 25.2 36.2 47.2 44 + 2
OH Mono O Pt(lll) 21.9 30.3 38.6 34.2 + 3
Predicted enthalpies vary significantly for the 3 binding strengths. By comparing the predicted
enthalpies against literature values, we conclude that strong binding is required to describe
chemisorption enthalpies of molecular radicals with localized unpaired electrons.
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4.2.3 Formulas for Molecular Chemisorption Enthalpies
Table 4.2 lists the formulas for molecular chemisorption enthalpies of mono-, di-and polyatomic
adsorbates with mono- and multi-coordination. Formulas corresponding to mono- (Expressions
4.70 and 4.71) and diatomics (Expressions 4.72 through 4.76) are reported from the literature
work of Shustorovich and Sellers [8], while for polyatomics we recommend the extended
empirically modified equations (Expressions 4.77 through 4.88). Typical range in chemisorption
enthalpies of weak, intermediate and strong binding are 10-35, 36-45 and 46-120 kcal/mol,
respectively, for diatomics and polyatomics. For all the adsorbates attached through one contact
atom via on-top coordination, coordination number I is used to calculate the chemisorption
enthalpy. For adsorbates attached through one contact atom via bridge coordination,
coordination number 2 is used. For hollow coordination on fcc(l 11) or hcp(001), coordination
number 3 is used. These rules for coordination numbers are used in Table 4.10, when predicting
the chemisorption enthalpies for diatomics and polyatomics attached through one contact atom
tor different types of coordination. Note that QA used in Table 4.2 for the strong binding formula
is the full heat of chemisorption which is related to QOA, the monocoordinated heat of
chemisorption by Eq. 4.13.
Table 4.2 Formula for Chemisorption Enthalpies of Mono-, Di- and Polyatomic Adsorbates on
Transition Metals
Catalyst System Chemisorption Enthalpy
Monoatomic
Mono-coordinated QOA (4.70)
Multi-coordinated Qo 4(2--) (4.71)
n
Diatomic
Weak binding
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On-top coordination with A and B with the
A end down and attached to 1 metal atom
On-top coordination of A and B with the A
end down and attached to n metal atoms
Bridge coordination of A and B with the
contact atoms in an on-top site
Intermediate binding
0.5( Q2A + ) (4.75)
QOA+ D QA +DAB
AB
n
Strong binding
(4.76)
QA + DAB
Polyatomic
Weak binding
Binding atoms = 1
Coordination number = 1 ((4.77)
QOA + Dreduced _Group
Coordination number > 1
oA
+ Dreduced_ Group
n (4.78)
Binding atoms > 1
Coordination number = 2
Symmetric dicoordination 2 Q
QoGroup +Qoa,,ouI 2DAA
Asymmetric dicoordination
Q OGroupA +QGroupB
(4.81)
QOGrouopA Q
OA +D
GnrupA
QOA
QOA + DAB
QOA
(4.72)
AB
QOAD+D
n
QOA +QOB
(4.73)
4
I 
QOA QOB
I
+D
DAB
(4.74)
QoGroup - QO A +
OA +D
n GroupI1
(4.79)
(4.80)
4
I 1
QOGroupA QOGroupB
I
DAB
(4.82)
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Chelating dicoordination
_Q=OB
QOB +DGo,,p
n
Qchemisorption = QOALY + QOB
QOBX = QB
QOB +DGro.
Qonx = QoB _ DcupB.Y
Intermediate binding
0.5( QoA + )
QOA D QA + D GroIp.4
Strong binding
QA + DGroup,t
(4.83)
(4.84)
(4.85)
(4.86)
(4.87)
(4.88)
In Table 4.2, all the required D's are computed using typical values for homolytic bond
dissociation energies. The bond dissociation energies can be obtained from standard handbooks
such as CRC handbook or NIST kinetics webbook. Table 4.3 lists the dissociation energies used
in this study.
Table 4.3 Bond Dissociation Energies for Diatomic and Polyatomic Gas Phase Molecules
Molecule
H2
02
N2
CO
NO
SO
OH
CH
NH
SH
Bond
H-H
0-0
N-N
C-O
N-O
S-O
O-H
C-H
N-H
S-H
Dissociation
Energy
(kcal/mol)
103
119
226
256
151
125
102
81
75
82
89
CO2 OC-O 127
NO2 ON-O 73
SO 2 OS-O 132
SO3 0 2S-O 83
CH 2 C-H 2 182
CH3 C-H3 293
CH4 C-H4 398
C2H5 C-C 99
C-H 36
H20 HO-H 119
H2 02 HOO-H 88
HO-OH 51
NH 2 N-H 2 169
NH 3 N-H3 279
CH30H CH30-H 104
CH 3-OH 92
CH3SH CH3S-H 87
CH3-SH 74
C2 H4 H2 C-CH 2 175
C2H2 HC-CH 231
HCOOH HCOO-H 106
The monocoordinated heats of chemisorption (QOA) on common transition metal catalysts are
given in Table 4.4 and the corresponding references for experimental atomic binding energies are
given in Table 4.5. The tables and the corresponding references are available in Shustorovich
[8], the table is provided in this paper for ready reference to look up numbers as inputs for
calculations. "est" in Table 4.5 refers to estimated quantities.
Table 4.4 Monocoordinated Atomic Heats of Chemisorption (kcal/mol)
talyst Cu Ag Au Ni Pd Pt
Atomst
H 33.6 31.2 27.6 37.8 37.2 36.6
0 61.8 48.0 45.0 69.0 52.3 51.0
N 69.0 60.0 58.2 81.0 78.0 69.6
C 72.0 87.0 84.0 102.6 96.0 90.0
S 52.6 46.8 48.0 67.2 57.0 55.2
Table 4.5 References for Atomic Heats of Chemisorption
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talyst Cu Ag Au Ni Pd Pt
Atoms
H [16,17] [18] est, [19] [16,17] [16] [20]
0 [21] [16,19] [19] [22,23] [16] [24]
N est est est [16] [ 16] [24]
C est est est [26] [17] [17]
S [25] [25] est [25] est [25]
Presented below are topological cases, which use different equations for calculating
molecular chemisorption enthalpies.
Case 1:
a. HCN bonded to the catalyst surface through the N atom.
QOA refers to QON, which is the hypothetical mono-coordinated chemisorption enthalpy. DGroup
refers to the dissociation energy of the triple bond between C and N in HCN.
b. HCHO bonded to the surface through the O atom.
QOA refers to Qoo and DGroup refers to the dissociation energy of the double bond between C and
0.
Weak binding formula is used for Cases I a and 1 b.
Case 2:
CH3 bonded to the surface through the C atom.
QOA refers to Qoc and DGroup refers to sum of the dissociation energies of single bonds between C
and each of the 3 H atoms.
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Case 3:
CH3CH 2 bonded to catalyst surface through C bonded to 2 H's.
QOA is Qoc and DGroup is the sum of dissociation energies of bonds between C and the 2 H atoms,
and the adjacent C atom.
Intermediate binding formula is used for Cases 2 and 3, since they are monovalent radicals with
tetravalent central atoms.
Case 4:
CH2 bonded to the surface through C.
QOA refers to Qoc and DGroup refers to sum of the dissociation energies of single bonds between C
and each of the 2 H atoms. Strong binding formula is used.
Case 5:
C5H9 (cyclopentyl radical) bonded to the surface through C with only one H.
QOA is Qoc and DGroup is the sum of dissociation energies of single bond between C and the H
atom, and the single bond between C atom and each of the 2 adjacent C atoms.
Case 6:
C3H5 (cyclopropyl radical) bonded to the surface through C with only one H.
QOA is Qoc and DGroup is the sum of dissociation energies of the single bond between C and the H
atom, and the single bond between C atom and each of the 2 adjacent C atoms.
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Strong binding is used for Cases 5 and 6, since they are cylic compounds with localized unpaired
electrons.
Case 7:
C2H40 (ethylene oxide or oxirane) bonded through O atom in ring form.
QOA is Qoo and DGroup is the sum of dissociation energies of the single bond between 0 and the 2
C atoms.
Case 8:
C2H4 bonded to the catalyst surface through both C atoms.
QOGroup IS QOCH2. DAA is the dissociation energy of the double bond between 2 C atoms. QC2H4 is
calculated using the formula for symmetric dicoordination.
Case 9:
CH 3CHCH 2 where the CH3 group is not bound to the surface but the other two C's are bound to
the catalyst.
QOGroupA is QCH3CH and QOGroupB is QCH2. They are computed using Eqs. 4.82 and 4.83,
respectively. QA and QOB refer to Qoc. DGroupA is the sum of dissociation energies of bonds
between C atom and H and C atom in CH3. DGroupB is the sum of dissociation energies of bonds
between C atom and the 2 H atoms in CH 2. DAB is the dissociation energy between the CH 3CH
and CH2 groups. Eq. 4.81 is used to compute the molecular chemisorption enthalpy, QCH3CHCH2.
Case 10:
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C6H10 (cyclohexene) bonded to the surface through the 2 C's involved in the double bond.
QoGroup is the heat of chemisorption of the ring-opened CHCH2CH2CH2CH2CH tetra-radical.
DAA is the dissociation energy of the double bond between the 2 C atoms. DGroupA is the sum of
dissociation energies of single bond between C and H and adjacent C atoms. Since cyclohexene
is coordinated symmetrically, we use Eq. 4.79.
Figure 4.5 shows the procedure for calculating molecular chemisorption enthalpy. Note that the
Q referred to, in the figure, is the full heat of chemisorption, and not the mono-coordinated heat
of chemisorption. For an atom, the full heat of chemisorption is related to the mono-coordinated
heat of chemisorption by Eq. 4.13, as shown earlier. If the molecule whose heat of
chemisorption needs to be evaluated is either a closed shell molecule or a radical with
delocalized unpaired electrons, then the binding is weak. If the molecule is a localized radical
with tetrahedral center, then the binding is intermediate. If the molecule is a localized radical on
non-tetrahedral center, then the binding is strong.
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Input Adsorbate
Information
monoatomic
Calculate Q
using Eq. 4.71
Input Catalyst
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Input Energy Values
<7
weak
Calculate Q using Eq. 4.
symmetric
Calculate Q Calculate Q Calculate Q
using Eq. 4.79 using Eq. 4.81 using Eq. 4.84
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a. Atomicity
b. Binding Strength
a. Coordination Number
b. Binding Nature
c. Symmctricity of Coordination
d. Catalyst Composition
e. Unimetallic or Bimetallic
a. Atomic Chemisorption
Enthalpy
b. Gas Phase Dissociation
Energy between the
Contact Atom and
Neighboring Atoms
C
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Y
Figure 4.5 Computational Procedure for Chemisorption Enthalpies
As shown in Figure 4.5, parameters pertaining to adsorbate information, catalyst information and
energy values are used to identify the atomicity of adsorbate (mono-, di- or polyatomic),
coordination number (1, 2, 3.. .n), binding strength (weak, intermediate and strong),
symmetricity of coordination (symmetric, asymmetric or chelating) and binding nature (on-top or
bridge). Based on these inputs, appropriate formula is chosen to calculate molecular
chemisorption enthalpy. These formulas are referenced by the equation numbers (Table 4.2).
4.2.4 Procedure for Calculating Activation Energies
Within UBI-QEP framework, total energy of a reaction system is the sum of UBI-QEP energies
of each reactant and product (whether gas phase or surface) and the UBI constraint includes bond
indices of all bonds broken and formed in the reaction. To illustrate total energy and UBI
constraint, consider the dissociative adsorption reaction involving atom or groups of atoms, A
and B:
AB + 2* A* + B*
Energy and UBI-constraint of reaction system are:
E= DAB (XAB -2XAB)+ QA(XAM - 2 XAM) + QB (XBM 2XBM) (4.89)
and
XAB + AM+ XBM = 1 (4.90)
where XAB, XAM, and XBM are bond orders for the A-B, A-M and B-M bonds.
Minimizing the energy subject to constraint and approximating an intermediate value of xAB [5]
lead to expression for activation energy:
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Ef = 0.5(- Q -QaB + DAB )
QA + QB . (4.91)
If the calculated energy is negative, it is set to zero.
Qtot and Dtot are defined for easy substitutions in the later formulas for activation energies:
Qtor= Qreactants- Z Qproducts (4.92)
reac tants products
and
Dto = AH -Qo,, (4.93)
where AH is the heat of reaction.
It needs to be noted that all heats of chemisorption (Q's) as well as gas phase dissociation
energies (D's) are defined to be positive. Formulas for activation energies of different classes of
reaction types are compiled in Table 4.6. The reactions are categorized into Types 1 through 7.
Type I is simple adsorption, Types 2 through 5 are dissociation and recombination reactions,
while Types 6 and 7 are disproportionation reactions.
Table 4.6 Formulas for Activation Energies of Generic Types of Surface Reactions
Reaction Reaction Ef
Type
I AB + * AB* 0
2 AB +2* A* + B QAQB
max(0,0.5(D,0, + Q Q Q-QB)
max(:::.5(D>0 + QB
3 AB + Q A + B eQAQB
max(0,0.5(Dtot + Q4 -QB +Q
QA + QB
max(O, O.5(Dtot +A . -Q Q A B
5 AB* A + B* QAQB
max(0,0.5(D, +  - QB + AB))
Q~ ,
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6 A' + BC AB* + C QABQC
max(O,O.5(D,, +Q Q +QA+QBC-QAB-QC))
7 A + BC* <AB + C* QAB QC*
max(O,O.5(D,, +QAB Q QA + Q + cQA -Q)
Figure 4.6 shows the procedure for calculating activation energies.
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Figure 4.6 Computational Procedure for Activation Energies
First, input parameters pertaining to gas phase dissociation energies and heats of chemisorption
are used to calculate Dtot and Qtot. Based on the reaction type, appropriate formula (Table 4.6) is
chosen to compute the activation energies of forward and reverse reactions.
4.2.5 Calculation of Heat Capacities, Heats of Formation and Entropies
Heat capacity of surface species is derived from that of gas species (or the adsorbate molecule).
Every coordination between contact atom and surface is an additional bond to the gas phase
molecule. Each adsorbate-surface bond increment results in 3 vibrational modes from stretching,
bending (or deformation frequencies) and hindered internal rotations, which are at the cost of 3
modes of translational and rotation. At high temperature limits, the three new vibrational modes
contribute 3R to heat capacity, which are at a cost of 3/2 R. Hence, heat capacity of the surface
species is approximated as:
3
C pr(AB*) = CpT (AB) + R (4.94)
2
Trouton's rule is used for standard adsorption entropy (-20 cal/mol/K), unless accurate
experimental data is available. Then, the standard heat of formation and entropy of surface
species is related to enthalpy and entropy of gas species:
H(AB*) = H(AB)- Q (4.95)
and
S(AB) = S(AB)- 20 calmol/K. (4.96)
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Entropy given by Trouton's rule is used, unless accurate experimental data is available for the
entropy of adsorption. Enthalpies, entropies and heat capacities of the gas phase species and
metals in their standard states are available in standard thermochemistry databases.
4.2.6 Initial Estimates of Preexponential Factors
Based on the phase of reactants, we classify the surface reactions into 3 broad types. In Type 1,
a gas phase species directly collides with the adsorbed species or the vacant catalytic sites
resulting in reactions, while surface species react with each other in Type 2. An adsorbed
species dissociatively desorbs to form gas and surface species in Type 3.
CH4 Type 1 CH3 Type 2 Type 3
H20 CH20
0 *. H A + * n CH6
\\\\\\\\\\\\\ \\\\\\\\\\\\\\
H Abstraction H2 0 Formation HCHO Desorption
Figure 4.7 Types of Surface Reactions based on the Phase of Reactants
Figure 4.7 shows 3 surface reactions in the catalytic oxidative coupling of methane. H
abstraction from CH4 by adsorbed 0, H20 formation on catalytic surface by recombination of 2
adsorbed OH, and desorption of adsorbed HCHO are the 3 reactions.
We use collision theory to calculate the upper bound of Type 1 reaction:
1 8sRTIu -R ,~$ ~ (4.97)
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where s is the surface site density, R is the universal gas constant, T is the temperature, and mA is
the mass of gas species A colliding with the surface. Transition state theory is used for the lower
bound:
ZTS
Al' = RT a (4.98)
- h ZAZB.
v a
where ZTS, ZA and ZB, are the partition functions of transition state, gas species A and surface
species B*, respectively. Translational partition function of Species A per unit volume is:
= ( A 2 kT j (4.99)
where kB is the Boltzmann constant and h is the Planck's constant. The rotational and vibrational
partition functions are:
3
Z = 8r IkBT , (4.100)
and
NY 1
ZA' =i H 1 (4.101)
l-e kBT
where I is the moment of inertia and a is the symmetry number. Total partition function is a
product of the translational, rotational and vibrational functions:
Z A = ZA, ZAr A. (4.102)
Translational component of Species B per unit area of catalyst surface is:
ZaBm k Tj. (4.103)
Rotational, vibrational and total partition functions are:
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8 2IkB TZBr = h 2 , (4.104)
S 1
ZB. -hv (4.105)
and
ZB=Z ZB.Z: B. (4.106)
Since the transition state is a hypothetical species bound to the surface, the translational,
rotational and vibrational partition functions of the transition state are calculated in the same way
as those of surface species B. Mass of the transition state is sum of the masses of the reactants.
The key information required is the vibrational frequencies of the transition state which are used
to compute the vibrational partition function. To compute the lower bound, translational modes
of the transition state are assumed to be frozen and translational partition function of the
transition state is set to unity. The rotational and vibrational partition functions are set to unity as
well.
Lower bound on the preexponential factor for Type 2 reactions is given by transition state
theory:
RT Z
A, = ZTs (4.107)
- A ZB
a
Upper bound is given by the surface diffusion rate:
A, 2 , (4.108)
In koPd-
where D is the surface diffusivity, P is the pressure of the gas getting adsorbed, kads is the
adsorption constant and d is the diffusion length scale. Surface diffusivity is given by:
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D = De RT , (4.109)
where Ediff is the energy barrier for diffusion and Do is the diffusion coefficient when the energy
barrier is 0. For Type 3 reactions, upper and lower bounds of preexponential factors are
calculated by considering mobile transition state and reactant, respectively. To compute the
upper bound, the translational part of the partition function for transition state (ZTs,t) is allowed
to move freely. The transition state is assumed to translate as freely as the surface reactant A.
Hence, the translational partition function for the transition state is assumed to be:
Mrs
ZTSt = ZBt( M ) (4.110)
Since there is only one surface species undergoing simple desorption, the mass (and hence the
moments of inertia) of the transition state would be similar to that of Reactant A. Hence, the
translational and rotational partition functions for transition state and reactant A have similar
orders-of-magnitude. If the vibrational frequencies are known for the transition state and the
reactant, then the actual vibrational partition functions are computed. Otherwise, vibrational
partition function of the transition state is assumed to be same as that of the reactant. Table 4.7
lists the orders-of-magnitudes (using base 10) of the bounds for different types of reactions.
Table 4.7 Orders-of-magnitude of Bounds on Preexponential Factors for General Surface
Reactionsa
Reaction General Reaction Orders-of-magnitude
Type Upper Bounds Lower Bounds
la A + B* - Products 13 7
IbI A + * -Products 13 12
lb2 A + 2 * -> Products 22 20
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2 A +B* Products 18 17
3 A* - Products 13 13
aUnits: cm3 /mol.s, Types a and Ibi; cm5/mo12.s, Type lb2; cm 2/mol.s, Type 2;/s, Type 3.
The bounds have been validated against experimental data for catalytic systems. Initial
estimates of preexponential factors for forward reactions are the geometric mean of upper and
lower bounds. These estimates can be refined by additional calculations either by accounting for
sticking coefficients or detailed partition functions computed using quantum chemistry. Initial
estimates are important considering lack of experimental data, difficulties associated with kinetic
measurements and uncertainties in limited data. The preexponential factor is computed as the
product of sticking coefficient and collision rate (upper bound), if sticking coefficients are
known experimentally for adsorption reactions (Types lbl and 1b2). Reported sticking
coefficients are implicitly referenced to a computed collision rate, which is the probability that a
molecule that collides with the surface sticks.
4.2.7 Implementation of Computational Methodology
Implemented as a collection of MATLAB codes, the computational methodology contains
modules for estimating thermodynamic and rate parameters. Figure 4.8 schematically shows
how the codes are integrated with Microsoft® Excel spreadsheet, which serves as the input
module for calculating thermochemical and rate parameters.
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IF
I MATLAB CodesL MATLABC~~des 3
Thermodynamic Data
SURFACE KINETICS
* Molecular Chemisorption
Enthalpies
* Heats of Formation
* Heat Capacities
* Entropies
* NASA Polynomial Coefficients
4
Reaction Data
SURFACE KINETICS
· Arrhenius Preexponential factors
· Activation Energies
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ELEMENTS
O H C N AG
END
SPECIES
O(S) H(S) C(S) N(S) AG(S)
END
THERMO
REACTIONS
2 0 + M <=> O 2 + M
O + H + M <=> OH + M
O + H02 <=> OH + 02
END
/7
a. Reactants
b. Products
c. Stoichiometries
a. Catalyst Properties
b. Molecular Information
c. Adsorbate Surface
Bond Properties
d. Dissociation Energies
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Figure 4.8 Implementation of Computational Methodology
As shown in Figure 4.8, surface species and reaction information input in a spreadsheet, are read
by MATLAB codes. Parameters predicted by the codes form thermodynamic and rate data for
reaction system. They are output as a CHEMKIN formatted text, which can be used as a
SURFACE CHEMKIN input file for higher-level reactor calculations. Software documentation
and MATLAB codes are available in Appendices A and B.
4.3 Example Problem for Calculation of Thermochemical and
Rate Parameters
4.3.1 Input Variables for Thermochemical Parameters
C2H4(S) adsorbed on Ag is the catalyst system chosen to illustrate input variables for calculation
of thermochemical parameters. The variables are categorized and defined in Table 4.8. In the
example, C2H4 is attached to Ag catalyst via 2 C atoms with a coordination number of 2. The C
atoms are weakly bound to catalyst and 1 bonds in C2H4 are perpendicular to Ag surface with
the coordination symmetric across double bond.
Table 4.8 Input Variables for the Calculation of Thermochemical Parameters of Surface Species
Variable Definition Variable Units Example
type
Catalyst properties
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Catalyst Material name of String N/A SILVER
material the catalyst
Unimetallic = 1
bimetallic = 2
Site density
Standard state
entropy of
catalyst
Density of sites on
catalyst
Entropy of catalyst
at 298K and 1 atm
Floating point
Floating point
Species
Atomicity
Elements
Adsorbate properties listed by each species
Atomic information
Name of the String N/A
adsorbate species
Monoatomic = 1 Flag N/A
diatomic = 2
polyatomic = 3
Names of String N/A
elements in the
adsorbate species
C 2H4 (S)
I
C, H, AG
Adsorbate-Surface bond properties
Number of Number of atoms Integer N/A 2
atoms bound to in adsorbate
surface bound to the
catalyst surface
Atoms bound to surface
Atoml Name of the first String N/A C
atom bound to
surface
Atom 2 Name of the String N/A C
second atom
bound to surface
Monocoordinated atomic chemisorption heats
Atom 1 Chemisorption Floating point kcal/mol 87.0
heat of Atom 1
Atom 2 Chemisorption Floating point kcal/mol 87.0
heat of Atom 2
Coordination Coordination Flag N/A 2
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N/A 1
moles/cm 2
cal/mol/K
1.05E-14
10.2
. . _
Metallicity Flag
number
Binding
strength
Coordination
structure
number of the
adsorbate-surface
bond
Weak = 1
intermediate = 2
strong = 3
Symmetric = 1
asymmetric = 2
chelating = 3
Gas phase properties
Dissociation energy of bonds in gas molecule
Bond 1 Dissociation Floating kcal/mol 174.1
energy of Bond 1 point
Bond 2 Dissociation Floating kcal/mol 221.4
energy of Bond 2 point
Bond 3 Dissociation Floating kcal/mol 0.0
energy of Bond 3 point
Standard state thermochemical properties of the gas molecule
Enthalpy Standard state Floating point kcal/mol 12.5
enthalpy
Heat capacity Standard state Floating point cal/mol/K 10.3
heat capacity
Entropy Standard state Floating point cal/mol/K 52.4
entropy
4.3.2 Input Variables for Rate Parameters
Dissociative adsorption of 02 on Ag is chosen to illustrate the input variables for calculating rate
parameters: 02 + 2 AG(S) <0 2 O(S). The variables are categorized and defined in Table 4.9.
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N/AFlag
Flag N/A 1
Table 4.9 Input Variables for Calculation of Rate Parameters of Surface Species
Definition
Serial number of the
reaction in mechanism
Variable type
Integer
Units Example
N/A I
Stoichiometry
reactant 1
Stoichiometric coefficient
of first reactant
Floating point
Name of the first reactant
Stoichiometry
reactant 2
Stoichiometric coefficient
of second reactant (if it
exists)
Floating point
Name of the second
reactant
(if it exists)
Stoichiometry
product 
Stoichiometric coefficient
of first product
Floating point
Name of the first product
Stoichiometry
product 2
Stoichiometric coefficient
of second product (if it
exists)
Floating point
Product 2 Name of the second
product
(if it exists)
String N/A
Dissociation energy of bonds in gas molecules
Reactant Dissociation energy of Floating point kcal/mol 119.0
bond broken in the
reactant
Product Dissociation energy of Floating point kcal/mol 0.0
bond formed in the
product
Chemisorption enthalpy of adsorbate-surface bond
Reactant 1 Enthalpy of bond broken Floating point kcal/mol 0.0
in the reactant
Reactant 2 Enthalpy of bond broken Floating point kcal/mol 0.0
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Variable
Reaction
number
Reactant I
N/A I
String N/A
Reactant 2
02
N/A 2
String N/A AG(S)
Product 1
N/A 2
String N/A O(S)
N/A
_________ __I__ __
-
- -- "' , _
in the reactant
Product I Enthalpy of bond formed Floating point kcal/mol 84.0
in the product
Product 2 Enthalpy of bond formed Floating point kcal/mol 84.0
in the product
4.4 Results and Validation
4.4.1 Comparison of Chemisorption Enthalpies against Literature Data
In this section, we compare the molecular chemisorption enthalpies predicted by our
methodology against literature values for complete species and radicals on various transition
metals including Ag(l00), Ag(l 10), Ag(l 1 1), Ni(100), Ni(l 10), Ni(l I 1), Pt( 11), Pd(l 10),
Pd(l 1 ), Au( 100) and Au( Il 1). Table 4. 10 compares the predicted against literature enthalpies
for different catalysts, coordination sites and coordination modes. The reference sources and
estimation methods for enthalpies reported in literature are given in Columns 7 and 8.
Abbreviations for estimation methods are expanded in the Glossary (Appendix C). In the table,
"bridge/l" and "bridge/s" indicate the long and short bridges of coordination. Words "mono" and
"di" correspond to the number of contact atoms bound to catalyst. Except for SO2, H2, H, C2H5,
CH3, NH and NH2 species, chemisorption enthalpies were experimentally measured in literature.
The reported DFT-predicted chemisorption enthalpies of C2H 5 and CH3 on Pt( 111) are 1 1.8 and
39 kcal/mol, respectively. It seems likely that atleast one of the 2 numbers is incorrect, since
ethyl should be more strongly bound than methyl radical. This is because the dissociation energy
of C-C bond in ethyl is less than that of C-H bond in methyl.
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Table 4.10 Comparison of Predicted Chemisorption Enthalpies against Literature Data for
Organic and Inorganic Adsorbates at On-top, Bridge and Hollow sites with Different
Coordination Modes
Molecular chemisorption enthalpy (kcal/mol)
Species Catalyst Coord. Coord. Current Literature Reference Estimation
site mode work method
CH30H Ag( 11) On-top Mono O 9.4 10.5 [27] UPS
spectrum
CO Ni(l 11) On-top Mono C 29.4
Ni(100) On-top Mono C 29.4
Ni(1 10) On-top Mono C 29.4
H20 Pt(l 11) On-top Mono O 9.0
NO Pd( 11) Bridge Mono N 32.0
Pt(l 111) Bridge Mono N 26.0
N2 Pt(111) Bridge Di N, N 11.4
NH3 Ni(111) On-top Mono N 18.2
27, 31
29, 26
32
9.6
31
27, 26
9
20
[28,29]
[29]
[29]
[27]
[16]
[16]
[30]
[31]
EELS,
Calorimetry
Calorimetry
Calorimetry
UPS
spectrum
Work
function
changes
Work
function
changes
Work
function
changes,
UPS
ESDIAD,
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LEED, TDS
Pt( I 1) On-top Mono N 13.9 12 [7,17] Overall order
& Apparent
activation
energy
02 Pt(111 ) Bridge Di O, O 11.4 9 [32] EELS, UPS,
TDS
SO2 Ag( 11 ) On-top Mono S 7.1 8.5 [2] RECP
Bridge Mono S 7.6 5.8
Hollow Mono S 7.8 5.3
Bridge Di O, O 19.2 20.2
Pd(l1) On-top Mono S 10.1 11.5
Hollow Mono S 11.5 10.7
Bridge Di S, O 22.8 24.5
Ag(l 10) On-top Mono S 7.0 8.2
Bridge/ Mono S 7.6 7
s
Hollow Di O, 0 26.7 26.3
Pd(110) Bridge/ Mono S 20.2 18.8
1
Bridge/ Di O, O 22.3 19.5
Bridge/ Di S, O 17.2 18.8
1
Ag(100) On-top Mono S 7.0 7
Hollow Mono S 7.9 9
Au(100) Hollow Mono S 8.3 6.3
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Bridge/
1
Hollow
/1
Bridge/
1
H2 Pd(l 11) Bridge
Hollow
H Pd( ll) Bridge
Hollow
Au(l 11) Bridge
C2H5 Pt(l11) Hollow
CH3 Pt(l 11) On-top
Bridge
NH Pt(l 1) Hollow Mono N
NH2 Pt( 11) Hollow Mono N
70.5
47.2
71-74
>42
[7,35] Overall order
& Apparent
activation
energy
[7,35] Overall order
& Apparent
activation
energy
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Di O, O
Di O, O
Di S, O
Di H, H
Di H, H
Mono H
Mono H
Mono H
Mono C
Mono C
16.1
25
13.7
4.8
4.8
58.5
62.9
47.3
11.8
39
17.2
23.8
14.9
7.0
3.1
55.8
62.0
46.0
30.4
36.3
23.9
[33]
[33]
[34]
DFT
DFT
DFT
22.6, 23.3
_ ·-·1---·_·1111 ---(-1· __I -_··--. ___
Table 4.1 1 compares the enthalpies predicted by the extended UBI-QEP theory against
the enthalpies predicted by empirical modification and the literature data for polyatomic
adsorbates on different catalysts, coordination sites and coordination modes.
Table 4.11 Comparison of Chemisorption Enthalpies Predicted by the Polyatomic Extensions of
UBI-QEP approach against Empirical Modfication and Literature Data for Polyatomic Organic
and Inorganic Adsorbates
Molecular chemisorption enthalpy (kcal/mol)
Species Catalyst Coord. Coord. UBI-QEP Empirical Literature Reference
site mode extension modification
H30H
H20
NH 3
SO 2
Ag( ll ) On-top
Pt( lll) On-top
Ni(111) On-top
Pt(l 11) On-top
Ag(l l) On-top
Bridge
Hollow
Bridge
Pd( 11) On-top
Hollow
Bridge
Ag(110) On-top
Bridge/
s
Hollow
Pd(110) Bridge/
Mono 0
Mono 0
Mono N
Mono N
Mono S
Mono S
Mono S
Di O, O
Mono S
Mono S
Di S, O
Mono S
Mono S
Di O, O
Mono S
23.8
23.5
37.7
29.8
19.4
24.5
26.8
22.2
26.4
38.2
20.1
19.4
24.5
23.4
34.4
9.4
9.0
18.2
13.9
7.1
7.6
7.8
19.2
10.1
11.5
22.8
7.0
7.6
26.7
20.2
10.5
9.6
20
12
8.5
5.8
5.3
20.2
11.5
10.7
24.5
8.2
7
26.3
18.8
[27]
[27]
[31]
[7,17]
[2]
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1Bridge/ Di O, O 25.9 22.3 19.5
1
Bridge/ Di S, O 20.0 17.2 18.8
1
Ag(100) On-top Mono S 19.4 7.0 7
Hollow Mono S 28.2 7.9 9
Au(100) Hollow Mono S 29.5 8.3 6.3
Bridge/ Di O, O 19.7 17.2 16.1
1
Hollow Di O, O 20.7 23.8 25
/1
Bridge/ Di S, O 20.7 14.9 13.7
1
C2H5 Pt(l 11) Hollow Mono C 77.0 30.4 11.8 [33]
CH 3 Pt( l11) On-top Mono C 43.2 36.3 39 [34]
Bridge 53.3 23.9 22.6, 23.3
NH2 Pt(l 11) Hollow Mono N 43.3 47.2 >42 [7,35]
From Table 4.11, we observe that the direct extension of the UBI-QEP theory for polyatomics do
not predict chemisorption enthalpies as well as the empirical modification in the bond
dissociation energy of the group of atoms which form a part of the polyatomic molecule. The
predicted and literature enthalpies from Table 4.10 are compared in Figure 4.9.
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Figure 4.9 Predicted Chemisorption Enthalpies Compared against Literature Data
In Figure 4.9, the values based on experimental data are distinguished from those calculated
using quantum chemistry by black triangles and squares, respectively. For the most part, we
observe that predicted enthalpies are within 3 kcal/mol of literature values.
4.4.2 Validation of Bounds of Preexponential Factors
Based on the procedures outlined in Subsection 4.3, we calculate upper and lower bounds on
preexponential factors of the different surface reactions in oxidative coupling of methane (at
800°C).
Table 4.12 Bounds on A-factors for OCM Surface Reactions at 800°C
Step Reactions Forward reactions Reverse reactions
# Upper Lower Upper Lower
bounds bounds bounds bounds
1
2
02+2 :O" + O'
CH4 + 0* CH 3 + OH*
1.6E22
1.8E13
7.9E20
6.6E7
2.5E18
1.9E13
4.8E17
6.9E7
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3 2 OH* : H 20 +O* +*
4 C2 H6 + O* X> C2 H5 + OH*
5 C2H4 + O* C2H3 + OH*
6 CH 3OH + O* 4 CH30 + OH*
7 CH3+ O* X CH30*
8 CH30* + O* OH* + CH20*
9 CH20* CH20 + *
10 CH20 + O CHO + OH*
11 CO+O** X CO2 +*
12 HOO + O* < 02 + OH*
13 HOO+ * HO+O*
14 CH3 00 + 2 * O* + OCH3*
2.4E18
1.4E13
1.4E13
1.3E13
1.9E13
2.1E18
2.1E13
1.4E13
1.4E13
1.3E13
1.3E13
1.3E22
4.5E17
3.7E7
3.9E7
3.5E7
7.1E7
3.6E17
2.1E13
3.7E7
3.9E7
3.4E7
1.3E12
6.6E20
Chemkin® units of preexponential factors
Units: cm3 /mol.s, forward and reverse reactions of Steps 2, 4, 5, 6, 10,
2.2E22
1.4E13
1.4E13
1.3E13
2.1E13
2.1E18
1.4E13
1.4E13
l.lE13
1.3E13
1.8E13
2.1E18
11, 12, and
3.7E16
3.7E7
3.9E7
3.5E7
2.1E13
3.5E17
1.3E12
3.7E7
l.lE12
3.4E7
6.2E7
3.6E17
13 and
forward of Step 7 and reverse of Step 9; cm5/mol.s, forward of Steps 1 and 14 and reverse of
Step 3; cm 2/mol.s, forward of Steps 3 and 8 and reverse of Steps 1, 8, and 14; /s, forward of Step
9, and reverse of Step 7.
Table 4.13 compares the predicted bounds against experimental data for oxidative
coupling of methane. Note that reactions in the table are shown in single direction since
experimental values of preexponential factors are reported only for the forward direction of these
reactions. "CR" stands for collision rates; collision rates were set as preexponential factors for
some reactions. The remaining preexponential factors were reported through fitting of
experimental data [36]. Preexponential factors were not available for some reactions as different
ones were assumed in the mechanism [37].
Table 4.13 Predicted Bounds on A-factors versus Experimental Data for OCM
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Reactions Upper Lower Sn/Li/MgO Li/MgO CaO/CeO2
bounds bounds [36] [36] [37]
02 + 2 * O +0 1.6E22 7.9E20 1.6E21 2.8E22 Not
available
CH4 + 0*-) CH 3 + OH* 1.9E13 6.6E7 CR CR 1.6E13
2 OH* HO0 + 0* + * 2.4E18 4.5E17 4.2E17 6.1E17 2.9E17
C2H6 + 0* - C2H5 + OH* 1.4E13 3.7E7 CR CR Not
available
C2H4 + 0* - C2H3 + OH* 1.4E13 3.9E7 CR CR Not
available
CH3 + * CH30* 1.9E13 7.1E7 3.5E10 8.1E9 4.8E9
CO + O* CO2 + 1.4E13 3.9E7 CR CR Not
available
From the table, we observe that experimental values lie within orders-of-magnitude of
upper and lower bounds of preexponential factors for most of the surface reactions listed. For a
few reactions, experimental values differ from the bounds by I or 2 orders. The calculated
bounds of this work are also compared with reported preexponential factors for partial oxidation
of methane to synthesis gas on Rh and oxidation of hydrogen on Pt (Table 4.14).
Table 4.14 Orders-of-magnitude Comparison of Predicted Bounds against Literature Values for
Different Reaction Systems
Reaction type Upper Lower [38] [39] [11]
bound bound
A + Products 13 12 12 12 13
A + 2 -) Products 22 20 20 20 20
A* + B* - Products 18 17 18 18 18
A* - Products 13 13 13 13 13
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4.5 Summary
A key challenge in the development of detailed reaction mechanisms for heterogeneous catalysis
is the availability of thermophysical data needed for estimating reaction rate constants. This
chapter presents a new methodology for calculating temperature/coverage-dependent heats of
formation, heat capacities, and entropies. Particular attention is given to the thermodynamic
consistency of preexponential factors and activation energies. Unity Bond Index-Quadratic
Exponential Potential (UBI-QEP) theory [1-8] is improved to compute molecular chemisorption
enthalpies and activation energies for polyatomic molecules. The direct extension of UBI-QEP
theory treats polyatoms as pseudo diatoms which is a combination of 2 groups of atoms. Based
on the extended UBI-QEP theory, chemisorption enthalpy of each group is derived as a function
of mono-coordinated chemisorption enthalpy and reduced sum of dissociation energies of atoms
bound to the contact atom. However, the extended UBI-QEP equations don't predict
chemisorption enthalpies that match with the experimental data. Hence, we empirically modify
the equations and replace the reduced sum by the regular sum of bond dissociation energies to
predict the chemisorption enthalpies of polyatomics. The predicted enthalpies agree within 3
kcal/mol of experimental values for mono-, di- and polyatomic adsorbates on Ag(l 1 1), Ni(1 11),
Ni(100), Ni(l110), Pt(ll111), Pd(111), Ag(ll10), Pd(110), Ag(100), Au(100) and Au(111). On-top,
bridge and hollow coordination sites with symmetric, asymmetric and chelating coordination
structures are studied. We predict tight physical upper and lower bounds for preexponential
factors of generic reaction types. They have been validated against the literature values for
oxidative coupling of methane on Sn/Li/MgO, Li/MgO and CaO/CeO2, partial oxidation of CH4
to synthesis gas on Rh, and oxidation of H2 on Pt. The computational methodology is
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implemented in a computer program that outputs the parameters as a Chemkin' formatted
surface input file.
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Chapter 5: Quantum Chemistry Methods and Bond
Additivity Corrections
This chapter presents the various levels of theory, basis sets used in quantum chemistry methods
and the bond additivity corrections developed for some of the widely used composite methods.
The chapter is organized in the following order. In Section 5.2, we describe the quantum
chemistry methods and explain the different levels of theory involved. The wavefunction as well
as the DFT-based quantum chemistry methods are described. In Section 5.3, we present the 2
commonly used types of basis sets: Pople's split-valence and Dunning's correlation-consistent
basis sets. Notations describing the atomic orbitals as well as the valence and polarization
functions used in these basis sets are explained. In Section 5.4, we present the composite G*
methods (Gaussian methods) available in Gaussian® suite of programs for complex energy
computations. The increasing levels of theory used for geometry optimizations as well as single
point energy calculations are described in the context of higher level corrections to the electronic
energy. G2 method is used as an example to illustrate improvements in single point electronic
energies. In Section 5.5, we present the Bond Additivity Corrections (BAC) for composite
quantum chemistry methods. First, the rationale behind bond additivity corrections is explained.
Next, the atomic, molecular and bond corrections developed for MP4 as well as G2 methods are
described.
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5.1 Introduction
With the development of fast computers and computationally efficient optimization algorithms,
computational quantum chemistry is increasingly used to estimate the thermochemical properties
of several molecules. Often, trends in the estimates of these properties are helpful to gain a
molecular understanding of different compounds and pose laboratory scale experiments to
improve knowledge of the properties. Quick and reasonably accurate thermochemical properties
can be used in the preliminary stages of process flowsheets to design products and processes.
5.2 Quantum Chemistry Methods
Quantum chemistry, which derives the quantum mechanical basis from electronic structure
theory, is used to calculate the energies, equilibrium structures optimized with respect to energies
and harmonic frequencies, reaction paths and activation energies of chemical reactions. The two
broad methods to calculate electronic structures and total energies are based on ab-initio
wavefunctions and Density Functional Theory (DFT).
5.2.1 Different Levels of Theory and Computational Time
Wavefunction-based Methods
Wavefunction-based methods, in the increasing level of theory, are Hartree Fock (HF), Moller-
Plesset (MP2), Coupled Cluster with Double Substitutions (CCD), Coupled Clusters with Single
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and Double substitutions (CCSD) and CCSD with Triple excitations CCSD(T)), Quadratic CI
with Single and Double Substitutions (QCISD); and QCISD with Triple excitations QCISD(T).
Correlation energy or the difference between calculated and experimental energies for these
levels of theory are decreasing in the same order. Correlation energy for the HF method is about
1% of the total energy resulting in 1 eV per pair of electrons. Perturbative treatment of electron
correlations in MP2 method accounts for 80% of the 1% correlation energy, self-consistent
treatment of single and double substitutions in CCSD accounts for 95% and triple substitutions in
CCSD(T) accounts for more than 99% of the 1% energy. The computational costs for HF, MP2,
CCSD and CCSD(T) levels of theory scale up exponentially with the basis functions: A3-A4 , A5,
A6 and A7 .
The choice of orbitals occupied by the electrons in a molecule corresponds to
configuration, and different linear combinations of Slater determinants for each configuration are
used to account for spin and Pauli principles. The combinations are approximations of wave
functions associated with molecular or atomic states. Even using the best orbitals, small gap
remains between the calculated and experimental energy (the correlation energy). The gap,
though 1% of the total electronic energy for HF method, can introduce significant error in the
calculation of all non-stationary properties including atomization and isomerization energies,
since the approximate wavefunction is far from the exact wavefunction in Hilbert space. Infinite
set of products of orbitals or configurations form a basis for the exact wavefunction in Hilbert
space. But, in practice the basis is truncated and only approximate wavefunctions can be
reached. This approach is the Configuration Interaction (CI) method. Correlation errors may
cancel for isogyric and isodesmic reactions. Wavefunction-based methods can be accurate if
high level of configurational interactions is used. However, these methods are limited to 100
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electrons and elegant ways of embedding an accurately described region into a less accurately
described surrounding region should be used for larger systems to save computational time.
DFT Methods
DFT methods are less computationally demanding than wavefunction-based methods. DFT
describes how the ground state electron density and total energy can be obtained by solving a set
of one-electron Schrodinger equations (the Kohn-Sham equations) instead of the complicated
many-electron Schrodinger equation. The former simplifies the computation. The two broad
types of basis sets used in DFT are localized functions and plane waves. Usually, the core
electrons are not treated explicitly, but instead are considered as frozen or accounted by a
pseudopotential description of the ionic core. Choice of exchange correlation functional is a
main approximation in the DFT calculations.
One of the popular methods for treating exchange correlation is the Becke's Hybrid
description of the Exchange Correlation effects (B3LYP). In this method, a Hartree-Fock
calculation is performed to derive the exact exchange energy, which is mixed with the DFT-
based energy. B3LYP energy is usually 70-80% DFT energy and 20-30% HF energy. A lower
contribution from DFT and a higher contribution from HF will improve the accuracy of B3LYP
energies. HF is better than DFT for calculating energies of s and d orbitals, while DFT is better
than HF for p orbitals. B3LYP hybrid method is computationally intensive. Less intensive
methods are the ones that use generalized gradient approximations (GGA).
Each electron in orbital can be in either up (a) or down spin (P), and the spin
multiplicities of molecules are based on the total number of spin states resulting from the
different permutations, and raising and lowering of the base spin state. Each orbital is designated
128
1·-.1-·-11- - --·-
by a wave function (C0) and difference in the orbitals are taken into account while calculating the
spin multiplicities. For example, ap + pa is a singlet when D1 = O2 and triplet when 1 : 0 2, aa
is singlet when 1 = 2 and triplet when cD1 0 2, aC3 is singlet when O1 = O)2 and triplet when
c(D 0d2. Multiplicity of a molecule is determined by the number of unpaired electrons it
contains. Most normal ground-state equilibrium structures consisting solely of electron pairs are
singlet closed-shell molecules. Free radical open-shell molecules with one unpaired electron are
doublets, and biradicals with two unpaired electrons are triplets. If S is half the number of
unpaired electrons, spin multiplicity is given by 2S + 1 and <S2> is S (S + 1).
5.2.2 Different Basis Sets
Basis set refers to the set of nonorthogonal one-particle functions used to build molecular
orbitals. Atomic orbital (AO) is one-electron function and Molecular Orbitals (MOs) built from
AOs form the LCAO-MO approximation. The most convenient way to define a basis set for any
nuclear configuration is to define a particular set of functions for each nucleus, depending only
on the nuclear charge of that nucleus. There are two main types of basis functions in use:
1. Slater-Type Atomic Orbitals (STOs)
2. Gaussian-Type Atomic Orbitals (GTOs)
STOs and GTOs
STOs have exponential radial parts:
ic (r) = (x - A)C' (y - A, )' (z - A )C: e- !r-A, (5.1)
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with a center A = (Ax, Ay, Az), angular momentum a = (ax, ay, az) and nuclei-dependent exponent
a. STOs, like exact wavefunctions, have cusps at the nuclei and decay exponentially.
Unfortunately, integrals over STOs are expensive to compute. STOs are hydrogen-atom like for
is orbitals, and accurate for short and long-range behavior. However, they lack radial nodes and
are not purely spherical harmonics.
Basis functions constructed of GTOs would overcome the computational difficulties of
STOs. GTO has the form:
I) (r) = (x- A)C- (y - A ,) ( _- A ) e-alr-A2 . (5.2)
GTOs decay very fast and have incorrect nuclear cusps, so many more GTOs than STOs are
required to achieve the same accuracy. However, the speed with which integrals over GTOs can
be calculated more than compensates for this. GTOs are no longer H-like, even for Is. These
are much easier to compute than STOs due to the application of Gaussian product theorem in
former case.
To compromise between computational time and accuracy, linear combinations of GTOs
are used to mimic STOs, giving rise to Contracted Gaussian-Type Orbitals (CGTOs). Linear
combination of n GTOs gives rise to STO-nG basis. If STO properties are desired, they can be
approximated by a sum of Gaussians, which leads to the STO-nG basis sets. These are an
example of Contracted GTOs:
KA4
c (r)= Dk(x -Ax) (y -A )(z -A )'e - k r- l (5.3)
k
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where KA is referred to as the degree of contraction and Dak are the contraction coefficients. The
contraction coefficients are not changed during a calculation, reducing the computational
overhead.
Having different-sized basis functions allows the atomic orbital to get bigger or smaller
when other atoms approach it. The minimal choice is one basis function (STO, GTO and
CGTO) for each atomic orbital in the atom; double-zeta (DZ), triple-zeta (TZ), quadruple-zeta
(QZ), 5Z, 6Z etc. are used to represent multiple basis functions for each atomic orbital. A split-
valence basis uses only one basis function for core AO, and a different basis function for valence
AO. For example, H and C atoms have I AO (Is) and 5 AOs (Is, 2s, 2 px, 2py and 2 pz),
respectively. Minimal basis with one basis function is used to describe the Is orbital in H atom,
while minimal basis with 5 basis functions are used to describe the 5 orbitals in C atom. DZ
basis uses 10 basis functions, with 2 basis functions for each of the 5 orbitals. Split-valence DZ
basis uses 9 basis functions, with 2 basis functions for each of the 4 valence orbitals and 1 basis
function for the core orbital.
Different basis sets offer trade-offs between accuracy and speed of computations. Bigger
the basis set, better would be the accuracy of the computation which comes at the cost of
computational time. DFT is less dependent on basis set size than wavefunction-based methods.
Convergence of ab initio results is slow with respect to basis set for non-DFT methods.
Pople's Basis Sets
Pople and coworkers developed basis set structure which is given for the whole molecule, rather
than a particular atom. The notation emphasizes a split valence (SV) nature of these sets.
Typicaly, n-ijG or n-ijkG are encoded for n, the number of primitives for the inner shells, and ij
131
or ijk, the number of primitives for contractions in the valence shell. The ij notations describe
sets of valence double zeta quality and ijk sets of valence triple zeta quality. Generally, s and p
contractions belonging to the same electron shell are folded into a sp-shell. In this case, number
of s-type and p-type primitives is the same, and they have identical exponents. However, the
coefficients for s- and p-type contractions are different.
4-31G basis set for hydrogen (1 valence electron) has a contraction scheme: (31) or (4s)
-4[2s]; for first row atoms, the scheme is: (8s,4p) -4[3s,2p] or (431,31); and for second row
atoms the contraction scheme is (12s,8p) -[4s,3p] or (4431,431). For water molecule, these
contractions could be encoded as (431,31/31). The 6-311G set represents the following
contractions for water (6311,311)/(311) or (1 ls,5p/5s) -4[4s,3p/3s].
Pople's basis sets are also augmented with d-type polarization functions on heavy atoms
(n-ijG* or n-ijkG*), and p-functions on hydrogens (n-ijG** or n-ijkG**). In methane, the 4-
31G* encodes the split scheme of (431,31,1)/(31) or (8s,4p,ld/4s) -[3s,2p,ld/2s]. In HCN
molecule, the 6-311G** would involve contractions, (6311,311,1)/(311,1) or (1 ls,5p,ld/5s,lp)
-[4s,3p,ld/3s,lp]. 6-31G is Pople's split-valence double-zeta basis set which uses a CGTO
made of 6 Gaussians to describe the core orbital and 1 CGTO made of 3 Gaussians, and one
single Gaussian are used to describe the 2 valence orbitals. 6-31 G* (or 6-31 G(d)) is 6-31 G with
d polarization functions on non-hydrogen atoms; 6-31 G** (or 6-31G(d,p)) is 6-31 G* plus p
polarization functions for hydrogen. 6-311G is a split-valence triple-zeta basis; it adds one GTO
to 6-31G. 6-31 +G is 6-31G plus diffuse s and p functions for non-hydrogen atoms; 6-31 ++G has
diffuse functions for both hydrogen and non-hydrogen atoms. STO-3G and other Pople's basis
sets use "SP" shells, which share exponents for s and p functions.
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For atoms of the second row, nm-ijG notation is sometimes used. For example, 66-31 G
means that there is (a) 1 function containing 6 primitives on the innermost s-shell; (b) 1 set of
functions belonging to the inner SP-shell (i.e. 2SP shell), each consisting of 6 gaussian primitives
(i.e. I s-type function and px, Py, Pz functions consisting of 6 primitives with the same
exponents). Note though that coefficients in s and p type contractions are different; (c) 2 sets of
SP functions for valence SP shell (one set consisting of contractions with 3 primitives and the
other with I primitive). It is possible to write this as (1 6s, 10p) -[4s,3p] or in more details as
(6631,631) contraction scheme or alternatively as s(6/6/3/1), p(6/3/1).
Dunning's Basis Sets
Basis sets optimized at HF level might not be ideal for correlated computations. The correlation-
consistent basis sets are optimized using correlated (CISD) wavefunctions. cc-pVXZ is a
Dunning correlation-consistent, polarized valence, X-zeta basis with X=D,T,Q,5,6,7. Functions
are added in shells. cc-pVDZ for C atom consists of 3s2pld, cc-pVTZ would be 4s3p2dlf and
cc-pVQZ would be 5s4p3d2flg. Dunning basis sets are designed to converge smoothly toward
the complete (infinite) basis set limit. A prefix "aug" means one set of diffuse functions is added
for every angular momentum present in the basis; aug-cc-pVDZ for C atom has diffuse s,p,d.
Functions describing core correlation are denoted by the letter "C" in the cc-pCVXZ or aug-cc-
pCVXZ basis sets.
Dunning's basis sets are designed for high quality calculations using correlation methods.
There are 4 basis sets:
· cc-pVDZ of valence double zeta quality.
· cc-pVTZ of valence triple zeta quality.
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· cc-pVQZ of valence quadruple zeta quality.
· cc-pV5Z of valence quintuple zeta quality.
Each of these can be augmented by a single diffuse function of each type - s, p, f, g, h etc:
· AUG-cc-pVDZ of valence double zeta quality.
· AUG-cc-pVTZ of valence triple zeta quality.
· AUG-cc-pVQZ of valence quadruple zeta quality.
· AUG-cc-pV5Z of valence quintuple zeta quality.
Table 5.1 shows the number of valence and polarization functions for the different basis sets for
various atoms. Note the augmented basis sets add a set of diffuse functions for each type of
orbital.
5.1 Valence
cc-pVDZ
and Polarization
cc-pVTZ
Functions for Correlation-consistent Basis Sets
cc-pVQZ cc-pV5Z
H 2s,lp 3s, 2p,ld 4s,3p, 2d, If 5s, 4p, 3d, 2f, lg
He 2s, lp 3s, 2p, d 4s, 3p, 2d, If not available
B-Ne 3s, 2p, Id 4s, 3p, 2d, If 5s, 4p, 3d, 2f, g 6s, 5p, 4d, 3f, 2g, lh
Al-Ar 4s, 3p, d 5s, 4p, d, If 6s, 5p, 3d, 2f, Ig 7s, 6p, 4d, 3f, 2g, lh
The largest basis set can only be used for very small molecules. The smallest however is
comparable in size to 6-31 G(d,p) - in fact smaller since it uses the 5d spherical harmonic d-
functions rather than the 6d cartesian d-functions.
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It is computationally hard to afford more than pDZ basis sets except for small molecules.
Anions must have diffuse functions. cc-pVDZ is not necessarily better than 6-3 1G(d,p);
however, cc-pVTZ is better than 6-311 G(d,p) or similar. For example, minimal basis sets in H
and C atoms are designated by s (1 function) and 2slp (5 functions). Double-zeta basis and
split-valence double-zeta basis in C atom are designated by 4s2p (10 functions) and 3s2p (9
functions).
Polarization functions are used to describe the shift in the AOs when many atoms
approach the atom of interest. Basis function of angular momentum 1 is polarized, when mixed
with basis function of angular momentum 1+1 giving rise to pDZ, pTZ and pQZ basis sets. Thus,
s orbital is polarized when mixed with p orbital and p orbital is polarized when mixed with d
orbital. There are 5 and 6d polarization functions for d orbitals, 7and 1Of polarization functions
-for f orbitals. Different basis sets were developed using different number of polarization
functions, cc-pVXZ and newer Pople basis sets use 5d functions, while old Pople basis sets use
6d functions.
Diffuse functions are necessary for computations on anions, Rydberg states,
electronegative atoms with significant electron density, and Van der Waals complexes for
accurate polarizabilities and binding energies. The basis sets should be chosen to balance with
correlation method; for example, cc-pVQZ is a suitable basis set for CCSD(T), but excess of
what is adequate for HF. Basis set size is designated by the sets of functions it has for each
angular momentum type.
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5.3 Gaussian Methods Available in Gaussian Suite of Programs
Gaussian® 98 and Gaussian® 03 suite of programs are widely used for computational quantum
chemistry for various levels of theory and choices of basis sets. G* methods are complex energy
computations involving several pre-defined calculations for the geometry optimizations,
frequencies, and single point energies at different levels of theory and basis sets. Final energies
in G* methods are derived from a series of computations. These methods are readily available in
Gaussian® suite of programs to improve both the accuracy and computational efficiency of the
calculations. Over time, different G* methods with increasing levels of theory and basis sets
were developed:
* Gi: HF/MP2(Full)/6-31 G(d)//QCISD(T,E4T)/6-3 11G(d,p)//MP4/6-31 l+G(d,p)// MP4/6-
311G(2df,p) [ 1,2].
* G2: HF/MP2(Ful)/6-31 G(d)//QCISD(T,E4T)/6-31 G(d,p)// MP4/6-31 l+G(d,p)//
MP4/6-31 lG(2df,p)//MP2/6-31 l+G(3df,2p) [3].
* G2MP2: HF/MP2(Full)/6-3 IG(d)//QCISD(T)/6-3 1 IG(d,p)//MP2/6-3 1 +G(3df,2p) [4].
* G3 - HF/MP2(Full)/QCISD(T,E4T)/6-3 1G(d)//MP4/6-3 l+G(d)//MP4/6-
31G(2df,p)//MP2(Full)/GTLarge [5].
* G3MP2 - HF/MP2(Full)/QCISD(T)/6-3 lG(d)// MP2/GTMP2Large/ [6].
* G3B3 - B3LYP/ QCISD(T,E4T)/6-31 G(d)//MP4/6-31 +G(d)//MP4/6-
31 G(2df,p)//MP2=FulVlGTLarge [7].
* G3MP2B3 - B3LYP/ QCISD(T)/6-31 G(d)//MP2/GTMP2Large [7].
G2MP2 and G3MP2 are modified versions of G2 and G3 which use MP2 instead of MP4 for the
basis set extension corrections, and are nearly as accurate as the full G2 and G3 methods,
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respectively. G3B3 method uses B3LYP instead of HF for optimizing geometry and calculating
frequencies, while G3MP2B3 uses MP2 instead of MP4 for basis set extension corrections.
These methods are arranged in the increasing order of accuracy and computational efficiency.
G2 method, is chosen as an example, to illustrate the various levels of theory and basis
sets used for frequency and single point energy calculations. G2 theory optimizes the geometry
of molecules at MP2(FULL) level of theory with 6-31G(d) basis set.. Subsequently, single point
energies are calculated for this geometry at increasing levels of theory and basis sets as shown in
Table 5.2.
Table 5.2 Levels of Theory and Basis Sets for G2 Calculations
Theory Basis Sets
6-311G(d,p) 6-311+G(d,p) 6-311G(2df,p) 6-311+G(3df,2p)
MP2 I K L D
MP4 J B C
QCISD(T) A X
Rows of the table give increasing better methods for calculating correlation effects, while the
columns give a set of increasingly better basis sets. It is to be noted that 6-31 +G(d,p) only adds
a set of diffuse functions to the first basis set and 6-3 1 G(2df,p) adds more diffuse basis
functions. The last improves both the diffuse and polarization parts of the basis set.
Considering there are plausible methods and basis sets, calculating the energy at the basis
set and method for the spot marked "X" is computationally the most demanding of all the basis
137
sets and methods. At the best method, the smallest basis set is used to get the energy (spot
marked "A"). At each level of theory, energies at lower levels of theory are also calculated.
Thus in getting the energy at "A", energies are also calculated at "I" and "J". Next, the energy at
"B" is calculated and the effect of diffuse function as the difference in energy between "B" and
"J" is computed. Then, the energy at "C" is computed and the effect of extending the
polarization basis set as the energy difference between "C" and "J" is estimated. Finally, the
energy at "D" is calculated, and the effect of even larger basis set as the energy difference
between "D" and "1" is corrected by subtracting the energy difference "K" - "I" and "L" - "I".
We define:
AE[+] = E[" B"] - E[" J"] . (5.4)
AE[2df] = E[" C"] - E["J"] . (5.5)
A,12 = (E["D"]- E[" "])- (E["K"]- E[1"I"]) -(E["L"]- E["I"] ) . (5.6)
= E[" D "] + E[" I "] - E["K "] - E[" L"]. (5.7)
Energy at "X" is estimated as:
E["X"] = E["A"] + AE[+] + AE[2df] + A 1 2 . (5.8)
E[" A"] = E[" J"] + AE[QC]. (5.9)
where
AE[QC] = E[" A"] - E["J"]. (5.10)
This difference is the effects of QCISD(T) on total energy. Thus, E["X"] is rewritten as:
E["X"] = E["J"] + AE[QC] + AE[+] + AE[2df] + A, 2. (5.11)
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Different terms are added to correct the energy E["X"]:
1. A correction for the zero-point energy (ZPE) is estimated from the frequencies of the
optimized geometries from HF/6-31G(d) calculation. This ZPE is then scaled by 0.893, as this
improves the agreement with experiment for frequencies and ZPEs at this level of theory.
2. Spin-orbit correction is used for molecules containing 3rd row atoms where the ground state is
degenerate such as 2p or 2n.
3. An empirical correction, the higher level correction E[HLC] determined as:
E[HLC] = -An, - Bnfp, where n, and np are the number of c and 13 electrons. In the HLC, A is
selected as 0.19 mHa to make the energy of the H atom exactly at -0.50 Ha. B is selected to
minimize the average deviation between G2 estimated energy and experimental value for a test
set of atomization energies, ionization energies, electron affinities and proton affinities.
Outputs for G* calculations, typically printed out by the Gaussian® suite of programs,
conclude with the energies at OK and specified temperature. The latter energy includes a full
thermal rather than just the zero-point energy correction. G* theory predictions for enthalpy and
Gibbs free energy, both computed using the thermal-corrected G* energies are reported. Note
that the same quantities predicted at previous G* method are also printed out:
1. G* (OK)Energy
Zero-point-corrected electronic energy: Eo = Eectric + ZPE
2. G* Energy
Thermal-corrected energy: E = Eo0 + Etranslational + Erotational + Evibrational
3. G* Enthalpy
Enthalpy computed using the G* predicted energy: H = E + RT
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4. G* Free Energy
Gibbs free energy computed using the G* predicted energy: G = H - TS
5.4 Bond Additivity Corrections for Quantum Chemistry Methods
Errors in electronic energies obtained from ab initio quantum chemistry calculations could be
due to the finite size of the basis sets used and the application of limited electron correlation in
the calculations. These errors are therefore systematic and can be corrected to achieve much
greater accuracy for predicted heats of formation by applying a variety of empirical corrections
related to the elements and bonds in the molecule. These corrections are collectively termed
Bond Additivity Corrections (BAC).
BAC suite of methods currently comprises several levels of theory. In the 1980s, BAC
procedures were developed for quantum chemical calculations based on the MP4 method [8]. In
this method, the molecular electronic energy is obtained from an ab initio electronic-structure
calculation at the level of fourth-order Moller-Plesset perturbation theory. Methods using
second-order Moller-Plesset perturbation theory (BAC-MP2) [9], G2 theory (BAC-G2) [10], and
a hybrid method involving both density functional theory and MP2 have also been developed;
these use a different approach for determining the empirical corrections to the ab initio electronic
energy than the original BAC-MP4 method.
5.4.1 The BAC-MP4 Method
140
_·_LI ___ ____ ·I_·__
The BAC-MP4 method is shown schematically in Figure 5.1.
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Figure 5.1 BAC-MP4 Procedure for Estimating Thermochemical Properties
All geometry optimizations and single point energy calculations are performed using the
Gaussian® suite of quantum chemistry programs.
Molecular Geometries, Vibrational Frequencies and Moments of Inertia
The molecular equilibrium geometry is required input for the MP4 calculation used in the BAC-
MP4 method. This geometry with frequencies and moments of inertia are also used in post-ab
initio calculations to obtain thermodynamic data at temperatures above OK. In the BAC-MP4
method, equilibrium geometries and harmonic vibrational frequencies are obtained from Hartree-
Fock. Restricted Hartree-Fock (RHF) theory is used for closed shell molecules and unrestricted
Hartree-Fock theory (UHF) is used for open-shell molecules. Vibrational frequencies calculated
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at this level of theory are known to be systematically larger than experimental values; thus, each
calculated frequency is adjusted by the scaling factor 1.12 [11].
Electronic Energies
To determine atomization enthalpies and thus heats of formation, the effects of electron
correlation are included by performing single-point calculations, using Moller-Plesset
perturbation theory (MP4 using the 6-31 G(d,p) basis set with single, double, triple and quadruple
substitutions) and the HF/6-3 1 G(d) geometries.
Bond Additivity Corrections and Corrected Heats of Formation
The form of BAC parameters aij, AiJ, and Bk used to calculate the corrections for individual
molecules is given below, using the example of a bond between atoms Xi and Xj in a molecule of
the form Xk - X - Xi:
EB, (X, -X) = J. gk, (5.12)
where
J; = Ai exp(-aiRij ), (5.13)
gk, = (1.- hikhi), (5.14)
hik = Bk exp -aik (Rik - 1.4 A)}. (5.15)
Aij and aij are empirically derived parameters that depend on the Xi -Xj bond type and Rij is the
bond distance (A). The factor Bk is used to derive a correction for the effects of neighboring
atoms on the Xi -Xj bond and depends on the identity of atom k. A correction is also made in the
case of open-shell molecules for spin contamination of the ground state by excited electronic
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states. The error in electronic energy caused by this effect was estimated using the approach of
Schlegel [12] and is given by:
EBAC (S 2) = E(UMP3) - E(PUMP3), (5.16)
where E(UMP3) is the third-order MP energy using the UHF wavefunction and E(PUMP3) is the
projected UMP3 energy.
The correction is generally small (- 0.5 kcal/mol.) but may become large for molecules
containing a high degree of unsaturation or low-lying electronic excited states. Closed-shell
molecules that are UHF-unstable, such as SiH2, also require an additional correction. The form
of the correction is:
EBaAc(UHF - nstable) = KUHF ,S(S + 1), (5.17)
where KUHF-I is 10.0 kcal/mol. (based on the heat of formation of 03) and S is the spin
obtained from the UHF/6-3 IG(d, p) calculation.
Atomization Energies and Heats of Formation at OK
The sum of the BACs is combined with the MP4(SDTQ) electronic energy and unscaled zero
point energy to obtain the heats of atomization and formation at OK ( E D and AHf (OK),
respectively). The calculated molecular electronic energy is added to the zero point energy
(calculated from the unscaled vibrational frequencies). Next, the resulting energy is subtracted
from the calculated electronic energies of the atoms to give an electronic heat of atomization:
E,,,tomiatio = E i(atoms) - (Eb initio (molecule) + EPE ). (5.18)
Referencing this energy against the experimental AH (OK) of the atoms in gas phase yields the
uncorrected molecular AH 0° (OK):
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Alf O,uncorrweted : Af 0 atoms Eatomization (5.19)
atoms
Subtracting the BAC corrections from this energy finally yields the corrected (BAC-MP4) AHf°
(OK):
AH AH -E (5.20)
O,BAC -- f O,uncorrected BAC-Corre cion
Thermodynamic Data as Function of Temperature
Entropies, heat capacities, enthalpies, and free energies as a function of temperature are
calculated using the heats of formation at OK, moments of inertia, and vibrational frequencies.
Equations derived from statistical mechanics use standard expressions for an ideal gas in the
canonical ensemble to compute the heat capacity, enthalpy, and entropy. For consistency with
previous work, unscaled frequencies are used to determine AHf° (OK), while the scaled
frequencies are used to calculate thermochemistry at higher temperatures. Minor differences that
would result from using the scaled frequencies to calculate AHf° (OK) are incorporated into the
BACs.
Treatment of Hindered Rotors
Contributions to heat capacity and entropy from rotating groups are accounted for by substituting
a hindered rotor for the corresponding vibrational frequency determined by the HF calculation.
Approximate analytical functions have been developed to estimate the hindered rotor energy Ehr,
heat capacity Chr, and entropy change AShr. The expressions are:
Eh = RT( + Y-,g(Y))( X (5.21)2 e -I
144
- - -~ ~ _
1 _Chr = R( + y2 -g(Y) -g(Y) 2)( ) (5.22)
2 (e - 1)
2
AShr = R(ln(SIO) + Y - g(Y))( ( e 1)2 (5.23)
where
g(Y) Y(Si (5.24)
V
2RT (5.25)2RT'
1.67 V
x = 6 , (5.26)
r, RT
and
3.8
8 = (5.27)
where Slm(Y) is the scaled modified Bessel function of order m. The expressions in Eqs. 5.21-
5.23 are exact for I r -> , as derived by Pitzer and Gwinn [13]. The largest error is in
determining the barrier height V and the rotational "degeneracy" for non-symmetrical functional
groups.
Error Estimates
Two major sources of uncertainty in the calculated heats of formation result from:
1) applicability of the theoretical methods to a given molecule and 2) lack of good reference
compounds for the BACs. The magnitude of the first is estimated using an ad hoc method that
uses the results from lower-level calculations:
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Error(BA C- MP4) = /1.O + (AHBAC-, 4 -- H BAC-MP 3 )2
+(AHBAC-AP4 - AHBAC-P4SDQ )2 + 0.25(EBAC (S 2)orEBAC(UHF - ))2 . (5.28)
The second source of uncertainty of the order of a few kcal/mol. scales with number of
bonds in the molecule. The use of different reference values would shift our calculated heats of
formation as a group, with the consequence that calculated bond dissociation enthalpies and
reaction enthalpies are less affected than the heats of formation. Overall, the uncertainties in
BAC-MP4 heats of formation lie in the ± 2-7 kcal/mol. range.
5.4.2 The BAC-G2 Method
The BAC-G2 method applies BAC corrections to the standard G2 method, using the Gaussian
quantum chemistry codes. The electronic structure calculations to determine the geometry,
vibrational frequencies, and electronic energies are the same as those in the G2 method.
Specifically, the geometry and vibrational frequencies in the BAC-G2 method are obtained from
a Hartree-Fock (HF) calculation (restricted Hartree-Fock, RHF, for closed shell molecules and
unrestricted Hartree-Fock, UHF, for open shell molecules) using the 6-3 IG(d) split-valence basis
set with polarization functions on the heavy (non-hydrogen) atoms. At this level of theory,
vibrational frequencies are systematically larger than experimental values. We therefore scale
the HF harmonic frequencies down by 12%. The electronic energies at the QCI, MP4, and MP2
levels of theory, as well as the collective Gi, G2MP2, and G2 electronic energies, are taken
directly from the output of G2 method. The basis sets are same as those defined in the standard
G2 method. The geometry used in single point calculations is obtained by reoptimizing the HF
geometry at the MP2 level, again as defined in the G2 method.
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BAC Corrections
Briefly, three types of corrections are used: atomic, molecular, and bondwise, indicated in Eqs.
5.29-5.31. The atomic correction depends on atom type:
EB.4C-Ltom = A EB.C,,lom (Ak ) , (5.29)
k
where the sum runs over all atoms in the molecule. The value of EBAC-atom (Ak) depends on the
atom type and Ak is an adjustable parameter.
HEBA-('-molecdle ' EB.4C-elec pair Kelec pair (Spinoecie- Z Spiato,,, ) (5.30)
where Kccc pair is an empirically adjusted parameter for a specific BAC method and spin refers to
spin quantum number. The third type of BAC correction depends on the formation of chemical
bonds. In this instance, we distinguish between bonds and pair-wise interactions. A bond is taken
to mean the formation of an electron pair between the atoms. This correction addresses
systematic errors arising from electron pairing not covered by molecular correction. The
correction for each bond A-B in the molecule having neighbors C and D (e.g., C-A-B-D) is given
by:
EB IC-hoid (AB) = A Be aR + B +Z BDB (5.31)
C D
where the first term is the correction for the bond alone, while the corrections for its nearest
neighbors are treated as a sum of corrections of each neighbor of the form:
BC = B + B. (5.32)
The BA's are constants that depend only on the type of atom. The bond distance dependence
exists only in the first term for the bond itself. Furthermore, ct no longer depends on the type of
bond, as it did in the original BAC method. The parameters for each of the corrections are given
in Table 5.3. The atomic corrections (Eq. 5.29) are straightforward. For the bond-wise
147
corrections (Eq. 5.31), the a exponent is taken to be 3.0 A- , while the pre-exponential
coefficient AAB is taken to be the geometric mean of the individual atom types:
As=- AAAAB. (5.33)
Eq. 5.31 also includes contributions from the nearest-neighbor Bij terms (defined by Eq. 5.32).
The accuracy of parameters comprising these terms (see Table 5.3) is difficult to assess because
of their small size. This is due to the fact that to date we have only applied the BAC-G2 method
to relatively small molecules (less than seven heavy, i.e., non-hydrogen, atoms), for which
accurate experimental thermodynamic data exist. However, these terms become quite significant
for larger molecules and halides. Unfortunately, given the limited accuracy of experimental data
for larger non-hydrocarbon, unsaturated gas-phase species it will remain difficult to establish the
accuracy of the Batom terms.
Table 5.3 BAC-G2 Parameters
KElecpair = 0.860
Atom AAtom BAtom Aii
H 0.485 -0.146 1.462
C 1.081 0.051 0.0
N 1.498 -0.010 2.281
0 -0.501 -0.010 114.3
F -1.942 0.215 373.1
Al -1.500 0.000 300.0
Si 0.097 0.008 297.4
C1 -0.776 0.087 1433.7
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Heats of Formation
The corrected heat of formation at OK can now be obtained from the calculated electronic
energy. First, the electronic energy is added to the zero point energy, which is automatically
included in the G2(OK) output of the Gaussian 94 and Gaussian 98 codes. Next, the resulting
energy is subtracted from the electronic energies of the atoms to give an electronic heat of
atomization:
Eatomi ation = Ei (atoms)-(Eab ,,,io (molecule) + EZE) . (5.34)
Referencing this energy against the BAC-G2 heat of formation at OK of the atoms yields the
uncorrected heat of formation at OK:
Af O,uncorrected Oaloms - Eatomiati (5.35)
atloms
Subtracting the BAC corrections from this energy finally yields heat of formation at OK:
HO = HO -E (5.36)
['O. BAC f'0,uncorrected EBC-Correction (5.36)
Thermodynamic Data as Function of Temperature
Heats of formation, entropies and free energies at various temperatures are then obtained using
equations derived from statistical mechanics (the same procedure as in the original BAC-MP4
method, which includes corrections for hindered rotors, such as methyl groups). Thus, for finite
temperatures, the raw G2 energies (without BAC corrections) obtained from the BAC-G2
method do not correspond to those from the output of a Gaussian G2 calculation, since hindered
rotors are included in the BAC procedure.
Error Estimates
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Using an ad hoc expression similar to that formulated for the earlier BAC-MP4 method, error
estimate (or confidence level) in the BAC-G2 method is obtained. In this case, we use the
similarities between the G1 and G2-MP2 methods and the G2 method itself as an indication of
the error:
Error(BAC - G2) = 1 + (AHBAC-G2 - AHBAC-2MP) 2 + (AHBAC-G2 HBAC ) (5.37)
5.5 Summary
In this chapter, we have briefly described the DFT and wavefunction-based methods used in
quantum chemistry calculations. HF, MP2, CCD, CCSD, CCSD(T)), QCISD and QCISD(T) are
the wavefunction-based methods with increasing level of theory and their corresponding
correlation energies decrease in the same order. The computational costs for HF, MP2, CCSD
and CCSD(T) levels of theory scale up exponentially with the basis functions: A3-A4, A5, A6 and
A7. DFT methods which solve the one-electron Schrodinger equation is computationally less
demanding than wavefunction-based methods. Localized and plane waves are the broad types of
basis sets used in DFT with B3LYP the popular choice for treating exchange correlation by
mixing the HF exact energy with DFT-based energy. STOs with H-atom like basis functions are
accurate for short and long-range behavior, while contracted GTOs are linearly combined to
mimic STOs for computational efficiency. Pople's basis sets given for the whole molecule
rather than a particular atom employs a split valence nature of the sets with d-type polarizations
and diffuse functions. Dunning's basis sets are correlation-consistent, polarized valence, with
double, triple, quadruple and quintuple zeta qualities augmented by a single diffuse function each
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of s, p, f, g and h types. G1, G2, G2MP2, G3, G3MP2, G3B3 and G3MP2B3 are the composite
quantum chemistry methods with increasing levels of theory available in Gaussian® suite of
programs. Since the errors in electronic energies obtained from ab initio methods could be
systematic, they can be improved to achieve much greater accuracy for predicted heats of
formation by applying a variety of empirical corrections related to elements and bonds in the
molecule. Based on this concept, Bond Additivity Corrections (BAC) have been developed for
MP4 and G2 methods in literature. Atomic, molecular and spin corrections are added to the
electronic energy computed using the composite quantum chemistry methods.
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Chapter 6: Bond Additivity Corrections for G3B3
and G3MP2B3 Quantum Methods
This chapter presents the development, application and assessment of BAC procedures for the
G3B3 and G3MP2B3 methods. The chapter is organized in the following order. In Section 6.2,
we describe the BAC procedures and define the different forms of corrections to heats of
formation of molecules. We present the approach to estimate thermochemical properties and
discuss the reference set of molecules. In Section 6.3, we present the calculated BAC-G3B3 and
BAC-G3MP2B3 parameters for atom, molecular and bond corrections. We compare the heats of
formation predicted by BAC methods against experimental values and heats of formation
predicted by uncorrected G3B3 and G3MP2B3 methods. We assess the overall as well as
specific accuracy of BAC-G3B3 and BAC-G3MP2B3 methods in predicting the heats of
formation of different compounds. We present a statistical analysis to compare the overall
accuracy of various BAC procedures. For specific classes of compounds, we compare the heats
of formation predicted by the BAC-G3B3 and BAC-G3MP2B3 methods against the values
predicted by modified G3 methods: G3X, G3SX and G3X2 methods. These classes of
compounds mainly involve third-row atoms, hypervalent species and Set A compounds [1],
triatomic and larger nonhydrogen species used in the G3/99 reference set [2] and phosphorus
oxides used to assess G3X2 theory [3,4]. Finally, we analyze the predictive capabilities of BAC-
G3B3 and BAC-G3MP2B3 methods for ions and transition state structures.
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6.1 Introduction
Efforts have been made since the 1950s to improve the accuracy of theoretical quantum
chemistry methods for calculating thermochemical properties of different molecules [5-14].
Quantum chemistry methods have progressed and corrections added to these methods to improve
the accuracy and predictive capability of estimated thermochemical properties. New hybrid
methods that combine several low-level calculations have been employed to estimate the results
of a high-level calculation with computational efficiency. Basis sets have evolved over time and
they have been modified to improve the accuracy of calculations. For example, size-consistent
Complete Basis Set (CBS) extrapolations have been developed to correct the truncation errors
due to one-electron basis set and Quadratic CI (CBS-QCI) and coupled cluster methods
(CCSD(T)) have been successfully applied to complete basis set approaches. A series of
composite methods, referred to as Gaussian-n theories, have been progressively developed to
optimize geometries, calculate frequencies and single point energies at increasing levels of
theory and basis sets [15-21]. These pre-defined sets of computational methods are readily
available in the Gaussian® suite of programs [22].
Gaussian-3 (G3) based theory, the most recent in the Gaussian-n series, provides
improved accuracy over the earlier G2 and GI methods [19]. However, further modifications
have been made in G3 theory to improve the accuracy for large nonhydrogen systems containing
third-row atoms such as hypervalent SF6 and PF5 molecules [2]. These modifications, in the
form of B3LYP/6-3 IG(2df,p) geometry, B3LYP/6-3 1G(2df,p) zero-point energy and g
polarization function in the G3Large basis set for third-row atoms at the HF level, resulted in the
G3X theory [1]. G3X theory and its variants have improved accuracy over G3 theory, however
at the cost of 10%-15% additional computational time [1]. Despite their advances, there are still
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some non-hydrogen molecules mainly involving the third-row atoms for which the heats of
formation are outside the desired accuracy of 2 kcal/mol. A general and reliable systematic
correction procedure is desirable to improve the predictive capability for the heats of formation
of compounds involving all elements of first 3 rows of the periodic table.
In the 1980s, Bond Additivity Correction (BAC) procedures were developed for quantum
chemical calculations based on the MP4 method [23,24]. Different variations of BAC-MP4
(BAC-MP4/6-31 I ++G**, BAC-MP4 with HF geometry optimization, and BAC-MP2) were
developed to reduce computational time or improve accuracy [25,26]. But, these procedures
suffer from the same limitations as BAC-MP4, due to similar functional forms of the BAC
corrections. Hence, BAC-G2 was developed to correct G2 methods to calculate energies for
both small and large molecules [27]. This approach has also been extended to other levels of
electron correlation and to a hybrid combination of MP2 and DFT methods. G3-based methods
have proven to be computationally faster and more accurate than G2 methods. In this paper, we
address the appropriateness and value of applying the BAC procedure to the G3-based methods.
We have therefore developed new Bond Additivity Correction parameters for the G3-based
methods, G3B3 and G3MP2B3. These methods use the B3LYP/6-3 LG(d) method as opposed to
G3, which use HF and MP2 methods for the geometry optimization and frequency calculations.
The B3LYP method not only enhances the consistency of optimized geometries but also
provides consistency with the BAC-hybrid and BAC-DFT methods.
The BAC procedure involves the atomic, molecular and pair-wise bond corrections for
the heats of formation of stable molecules as well as radicals and ions. BAC parameters have
been obtained by minimizing the errors between the BAC-G3B3 predictions and experimental
heats of formation for a 155-molecule reference set, containing a variety of molecules. Our
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reference set is larger than the one used for calculating the BAC-G2 parameters, due to the
greater accuracy of the G3 methods. In addition to the reference set, we also have a test set of
compounds, which is used to test the predictive capabilities of BAC parameters computed using
the reference set. The test set includes many neutrals, ions and transition state structures from
the first three rows of the periodic table.
Like the BAC-G2 method, BAC-G3B3 and BAC-G3MP2B3 require parameters for each
atom type, but not for each bond type as in the BAC-MP4 method. The BAC-MP4 method
provided excellent thermochemistry for combustion and CVD systems, but could not treat ions.
Furthermore, it was inadequate for systems with highly oxidized species involving SOx's, NOx's
and PO,'s. The BAC-G2 method attempted to correct the discrepancies for halogens, but
required large correction terms, which led to accumulated errors, particularly for the heats of
atomization. The BAC-G3B3 and BAC-G3MP2B3 methods should provide a better base for
these systems, since the G3 methods have smaller inherent and systematic errors. As we shall
show, the BAC-G3B3 method provides the best estimates of thermochemistry for compounds
involving the first 3 rows of the periodic table. Reasonably accurate experimental data is known
for the thermochemistry of most of these compounds. Many of the compounds had been used
earlier in the reference set to evaluate the BAC parameters for BAC-G2, BAC-MP4, BAC-MP2
and BAC-hybrid methods.
In this work, we compile an updated reference set of heats of formation for comparing
thermochemical parameters and determining BAC parameters. The result of this work are sets of
parameters defining the BAC-G3B3 and BAC-G3MP2B3 procedures along with comparisons
with experimental and other theoretical approaches indicating the accuracy of BAC-G3B3 and
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BAC-G3MP2B3 methods. The parameters developed have predictive capabilities that can be
used for a variety of molecules.
6.2 BAC Procedure for Estimating Thermochemical Properties
In this section, we describe the BAC procedure for estimating the thermochemical properties:
heat of formation, heat capacity, entropy and free energy of a molecule. The overall BAC
procedure and the sequence of calculations are schematically shown in Figure 6.1.
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Figure 6.1 BAC Procedure for Estimating Thermochemical Properties
First, the molecular geometry is optimized and vibrational frequencies are calculated at B3LYP
level of theory using the 6-31 G(d) basis set. Next, single point calculations are performed at
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increasing levels of theory and basis sets to obtain the raw electronic energy. BAC corrections
are added to the raw electronic energy to determine the corrected electronic energy. The
corrected energy is then used to derive the enthalpy, entropy, heat capacity and free energy of the
molecule. In the following subsections, we describe the details of the BAC-G3B3 and BAC-
G3MP2B3 procedure.
6.2.1 G3B3 and G3MP2B3 Electronic Structure Calculations
Electronic structure calculations are performed to obtain the geometry, vibrational frequencies,
and electronic energy of a molecule. Within the G3 suite of methods, we have chosen the G3B3
and G3MP2B3 methods for applying the BAC procedure. The G3B3 and G3MP2B3 methods
use the B3LYP level of theory with the 6-31 G(d) basis set to determine the equilibrium geometry
and vibrational frequencies. We chose the B3LYP method for greater consistency (only a single
geometry optimization is needed) and accuracy. In addition, the B3LYP employs the same
geometry and frequency calculations used by the BAC-hybrid and BAC-DFT procedures, ie.
B3LYP/6-3 I G(d). The resulting vibrational frequencies are used subsequently to determine the
zero point energy (ZPE) of the molecule derived from statistical mechanics (See Figure 6.1).
Having determined the structure and vibrational frequencies of the molecule, single-point
electronic energy calculations are performed using a higher level of electronic structure theory
that incorporates electron correlation. For the BAC-G3B3 method, we apply the G3B3 method,
involving QCISD(T, E4T) with 6-3 1G(d) basis set, MP4 with 6-3 1G(2df,p) basis set, and MP2
with GT Large basis set. For the BAC-G3MP2B3 method, we apply the G3MP2B3 method,
involving QCISD(T) with 6-31 G(d) basis set and MP2 with GTMP2Large basis set. The
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combination of geometry optimization, frequency calculation, and electronic energy calculation
is performed as a single procedural step within the Gaussian® suite of programs using the
keywords: G3B3 or G3MP2B3.
6.2.2 BAC Corrections to Electronic Energy
To correct for errors in electronic energy of the molecule, we had developed a set of empirical
expressions collectively referred to as Bond Additivity Corrections [28]:
EBAC-Correction (total) = EBAC-atom + EBAC-molecule + EBAC-bond (Ai Aj), (6.1)
where ij is summed over all the chemical bonds in the molecule. The total correction consists of
three terms: 1. an atomic correction due to all the atoms that make up the molecule, 2. a
molecular correction due to the molecule as a whole and 3. bond corrections due to all the bonds
in the molecule. The correction terms are functions of the BAC parameters which are obtained
by comparing the BAC predicted heats of formation with a reference set of experimental values.
There are 4 kinds of BAC parameters: 1. Aatom (atom correction), 2. Batom, 3. Aii (bond
corrections) and 4. Ketec-pair (electron pair correction). The atom and bond correction parameters
depend on the types of atom, while the electron pair correction parameter depends on the
molecular spin state. Physical meaning of these parameters and their respective contributions to
the atomic, molecular and bond correction terms in Eq. 6.1 are briefly described in the following
subsections.
Atomic Corrections
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The atomic correction is summed over all the atoms making up the molecule:
EBAc-atom = Ak (6.2)
k
The atomic correction corrects errors in the intra-atomic electron correlation, which is due to the
differences between atomic electronic configurations, charge and spin-orbit coupling, as well as
core valence interactions and other relativistic effects. Atom parameters improve the accuracy of
molecular predictions by shifting some of the systematic error into the calculation of constituent
elements.
Molecular Corrections
Molecular correction (second term in Eq. 6.1) corrects the error from overall electronic structure
of molecule:
EBAmoece EBAC- pi +EBAC-S2 (6.3)
EBAC-clCc-pair is the energy difference due to the spin of the molecule and the individual atoms
comprising the molecule:
EBAC-elec-pair Kelec-pair (Smolecule - Z Sk ) (6.4)
k
Smolecule and Sk are spin quantum numbers for the molecule and thehe kth atom. (S for singlet,
doublet, triplet and quartet are 0, 0.5, 1 and 1.5, respectively).
Errors due to the interaction of electrons in atoms and molecules are systematic, and
depend on the way in which electron correlation is accounted for while computing the electronic
energies of molecules. Size of the correlation error depends on the spin state of the molecule,
and the errors are much larger when electrons are paired than when they are unpaired. Hence,
the correction term involving Kelec-pair describes the general case of electron pairing. It needs to
be noted that the molecular correction term destroys the size consistency of quantum chemistry
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methods. For example, the sum of the calculated energies for hydrogen and oxygen atoms is not
the same as the energy of the hydroxyl radical when the 2 atoms are fixed at infinity.
The second term in Eq. 6.3, corresponding to EBAC-S2, depends on the spin contamination,
if present in the electronic wave function. For example, a doublet state may have a quartet-state
spin contamination. The spin contamination term corrects the errors arising from the open-shell
methods based on unrestricted Hartree-Fock (UHF). Since DFT methods tend not to have any
significant instability, we do not include the unrestricted wave function spin correction.
Bond-wise Corrections
Bond-wise corrections address the systematic error from electron pairing not covered by the
molecular correction term. Correction for each bond A-B in the molecule having neighbors C
and D is:
EBAC-h,nd(AB) = AABe + E BCA +  BDB. (6.5)
C D
The first correction term is a function of bond correction parameter (AAB), exponent (a) and
bond distance (RAB). Due to the negative exponential dependence, the correction is more
significant for molecules with shorter bond distances, which are common for unsaturated, dative
and hypervalent bonds. This term is important for bonds between atoms in the second and third
rows. Typical examples are PF5 and SF6, where the heavierp-block elements are attached to
highly electronegative elements such as the halogens or oxygen. Hence, bond correction
parameter AAB plays an important role in correcting the errors in hypervalent compounds.
For the BAC-G3B3 and BAC-G3MP2B3 procedures, AAB is set as the geometric mean of
the Aiis for the atoms A and B:
AIB = A.T x Aii.B . (6.6)
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Aii is dependent on the atom type and not the bond type, and the bond dependence of the
correction parameter AAB comes from the geometric mean of the 2 Aii s. The second and third
terms (BCA & BDB) in Eq. 6.5 correct for the errors due to nearest neighbors. The correction for
the nearest neighbors is the sum of the corrections for the individual neighboring atoms:
BCA = B + BA. (6.7)
Due to BCA and BDB, the total bond-wise correction is not zero when the bond distance is infinity.
6.2.3 Thermochemical Properties
Having obtained the electronic energy of the molecule, we first calculate the electronic heat of
atomization:
Eat,,miation = E E i (atoms) -[E,, initi(molecule) + EPE]. (6.8)
Heat of atomization is subtracted from the sum of experimental heats of formation of the atoms
to yield the uncorrected heat of formation at OK:
LAHIf'O,uncorLected Z A L .'O,atons - Etomization (6.9)
atoms
The total BAC correction is subtracted from the uncorrected heat of formation to yield the
corrected heat of formation at OK:
AHJO,BAC= AHfO,uncorrected -EBAC-correction (6. 10)
Statistical mechanics is used to calculate the enthalpy, entropy and free energy of the molecule at
desired temperature. The thermochemical properties as a function of temperature can be fit to
form the NASA polynomial coefficients compatible with Chemkin thermodynamic database
[28].
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We obtain the error estimate or the confidence level of the heats of formation predicted
by BAC-G3B3 and BAC-G3MP2B3 methods. We use the similarities between G3B3 and
G3MP2B3 methods to obtain the error estimate (in kcal/mol):
Errors-G 3 B3 =41 + (AHBAC-G3B3 -BAC-G3P2B3) 2 + ( BA-G3B3 -RaG3B3) (6.11)
ErrorAc--323 = 1+ (AHBAC-3B3 AHBAC-G,3,P2B3) (6.12)
Since the raw G3B3 method is reasonably accurate in predicting the heats of formation for most
molecules, it is used as one of the references while computing the error estimate. This helps one
to identify molecules with consistently large errors due either to the raw G3B3 method or to
large corrections within the BAC procedure. For large error estimates, further electronic energy
calculations should be applied to the given molecule at higher levels of theory and basis sets;
basis set extrapolations for small basis sets is not sufficient to identify the cause of the
uncertainty.
6.2.4 Reference and Test Set of Molecules
The parameters for the BAC procedure are determined by fitting the calculated heats of
formation to a reference set of experimental values. The reference set of molecules consists of
open and closed shell compounds representing various chemical moieties, multireference
configurations, isomers, and degrees of saturation. For the BAC-G3B3 and BAC-G3MP2B3
procedures, the reference set is an extension of the one used for calculating the BAC-G2
parameters. We created an extended test set to ascertain the predictive capability of the BAC
methods. The test set extends the reference set to include ions as well as additional molecules
involving third-row atoms, including Set A compounds [1] and the nonhydrogen species
(triatomic and larger) used in the G3/99 test set [1,2] as well as PO, compounds used to assess
163
the G3X2 theory [3,4]. Unlike the G2 method, the G3 methods provide more reliable and
systematic treatment of the heats of formation for these additional third-row containing
molecules.
Table D. in the appendix lists the heats of formation for the reference set used in the
current work, along with comparison of the values used in the previous work. Table D.2 lists the
heats of formation of compounds used in the extended test set. Experimental sources for the
heats of formation are also cited in Tables D. I and D.2. In Table 6.3, Section 3.2, we also list,
for convenience, the experimental heats of formation (Column 2). Heats of formation of
molecules in the reference set have been quite well established experimentally. Most of the
experimental values for the reference set of molecules are the ones recently recommended by the
IUPAC subcommittee [29]. The recommended values have been taken from evaluations or
reviews. For compounds involving Si, P, S, Al and B atoms, experimental values are taken from
other data sources. For some compounds, the updated values recommended by IUPAC
subcommittee are significantly different from the ones used in fitting the BAC-G2 parameters
[27], in particular, NH 2, HNO, CN, CH 20H, CH3CN, CH2CH=CH 2 and CS. The differences in
the experimental heats of formation are listed in Table D.3 in Appendix D.
6.3 Results and Discussion
In this section, we present the results and assess the performance of the BAC-G3B3 and BAC-
G3MP2B3 methods for the thermochemical properties for various types of molecules. The
assessment is made by comparing the predicted heats of formation against experimental data as
well as values predicted by many theoretical methods for different classes of compounds both in
the reference set and the extended test set of molecules.
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6.3.1 BAC-G3B3 and BAC-G3MP2B3 Parameters
BAC parameters are obtained by minimizing the difference between BAC predicted heats of
formation and established experimental values for the 155-molecule reference set. The resulting
parameters for the BAC-G3B3 and BAC-G3MP2B3 are listed in Tables 6.1 and 6.2,
respectively.
Table 6.1 BAC-G3B3 Parameters (kcal/mol.)
Aatom
0.021
0.050
0.141
0.278
0.000
0.023
-0.70
0.003
-0.337
-0.664
0.146
Kelec pair = 0.318
Batom
0.060
0.010
0.005
0.054
-0.024
0.031
-0.05
0.058
0.049
0.063
0.046
Aii
1.1500
1.1242
0.0000
0.0000
45.8645
50.9352
2.0000
22.3296
609.9930
503.9800
1074.3082
Table 6.2 BAC-G3MP2B3 Parameters (kcal/mol.)
Kelec pair = 0.286
Atom Aatom Batom Aii
H 0.000 0.113 0.3259
B 0.030 0.004 1.3241
C -0.230 0.002 0.0000
N 0.092 0.081 2.2571
0 0.000 0.031 68.4380
F -0.080 0.110 59.0911
Al -0.575 -0.050 1.0000
Si -1.277 0.119 10.9056
P -0.675 0.031 467.4820
165
Atom
H
B
C
N
0
F
Al
Si
P
S
CI
----.- -
S -1.622 0.064 519.0579
C1 -0.496 0.133 1172.3986
The BAC-G3B3 atom correction parameters are less than 1 kcal/mol for all the elements,
unlike the BAC-G2 atom parameters some of which were greater than a kcal/mol (See Table 1 in
Reference [27]). Specifically, BAC-G2 atom correction parameters for H, C, N, O and F were
0.485, 1.081, 1.498, -0.501 and -1.942 kcal/mol, while the corresponding BAC-G3B3 parameters
are 0.021, 0.141, 0.278, 0.000 and 0.023. This indicates the overall accuracy of the G3B3
methods as compared to the G2 method, especially for compounds involving interactions
between second and third row elements. Since G3MP2B3 is less accurate than G3B3,
particularly for third-row elements, the atom correction parameters are considerably larger for
the BAC-G3MP2B3 procedure.
Kelec-pair'S for BAC-G3B3 (0.318) and BAC-G3MP2B3 (0.286) are smaller than that for
BAC-G2 (0.860). In BAC-G2, the EBAC-elec-pair correction terms were larger for molecules having
many atoms, since the accumulation of spin quantum number for each atom resulted in a large
net EBAC-elec-pair (See Eq. 6.4). However, these large corrections tended to be compensated by the
large atomic corrections, EBAC-atom (Eq. 6.2). The Kelec-pair and atom parameters are both small for
BAC-G3B3 and BAC-G3MP2B3 methods. To some extent, errors due to electron pairs were
accounted within raw G3 methods by means of the semi-empirical HLC parameters, which were
fit using the experimental heats of formation [1]. The HLC parameters were helpful in
correcting the errors separately due to unpaired and paired electrons in atoms and molecules.
The Keec-pair computed in this work corrects the additional errors not covered by the HLC
parameters.
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6.3.2 Assessment of the BAC-G3B3 and BAC-G3MP2B3 Procedures for
Reference-set of Molecules
Table 6.3 compares the heats of formation predicted by BAC-G3B3 and BAC-G3MP2B3 against
those predicted by the raw G3B3 and raw G3MP2B3 methods and with the established
experimental values (see Tables D. 1 and D.2 in Appendix D for references to experimental data).
The raw G3B3 and G3MP2B3 values are listed to help identify the deviations of raw energies
from experimental values. For ready reference, the accuracies in the predicted heats of
formation for the BAC-G3B3, BAC-G3MP2B3, and BAC-G2 methods (theory minus
experiment) are listed in last 3 columns of the table. Some entries in raw G2 and BAC-G2
columns in Table 6.3 are blank since the corresponding molecules are newly added into the
reference or test set.
Table 6.3 Comparison of Raw and BAC Predicted Heats of Formation against Experimental
Values for Reference-set of Molecules
Heat of Formation (kcal/mol.)
Error = Theory - Experiment
Neutrals Experi Raw- BAC-G3B3 Raw- BAC- Raw- BAC-G2 BAC- BAC- BAC
mental G3B3 G3MP2B G3MP G2 G3B3 G3MP2B -G2
3 2B3 3
Reference Set
C 171.3 171.2 171.1 171.2 171.4 171.2 170.1 -0.2 0.2 -1.2
CCI4 -22.9 -23.1 -23.5 -24.8 -23.4 -25.8 -22.8 -0.6 -0.5 0.1
CF4 -223.2 -223.2 -222.9 -223.1 -223.1 -228.6 -222.6 0.3 0.1 0.4
CH2 'A, 102.5 101.7 102.0 101.4 102.0 101.3 101.2 -0.4 -0.4 -1.7
CH2 '3B, 93.4 92.2 92.2 92.0 92.3 94.6 93.6 -1.2 -1.1 -0.2
CH2C12 -22.8 -21.8 -22.0 -22.8 -22.2 -23.5 -21.7 0.8 0.6 1.1
CH2F2 -108.3 -108.2 -108.1 -108.2 -108.3 -110.9 -107.5 0.2 0.0 0.8
H2CNH 21.6 21.0 21.3 20.8 21.2 20.6 20.4 -0.3 -0.4 -1.2
CH2NH2 35.7 36.2 36.0 36.5 36.2 36.8 36.4 0.3 0.5 0.7
CH2 0 -26.0 -27.0 -26.4 -27.0 -26.4 -28.1 -26.7 -0.5 -0.5 -0.8
CH2OH -4.3 -4.2 -4.1 -4.0 -3.9 -3.9 -3.7 0.2 0.4 -1.6
CH2(OH)2 -93.5 -94.5 -94.2 -93.9 -94.0 -95.9 -94.5 -0.7 -0.5 -1.0
CH3 35.0 34.2 34.2 34.3 34.4 35.0 34.8 -0.8 -0.6 -0.1
CH3 CI -19.6 -19.2 -19.4 -19.6 -19.5 -20.6 -19.3 0.3 0.1 0.3
CH3F -55.6 -56.7 -56.7 -56.6 -56.8 -58.5 -56.4 -1.1 -1.2 -0.8
CHNH 42.4 42.5 42.4 42.7 42.4 42.9 42.6 0.0 0.0 0.2
CH,NH2 -5.5 -4.8 -5.1 -4.4 -5.2 -5.6 -5.2 0.4 0.3 0.3
CHdNHNH2 22.6 23.1 22.5 23.7 22.3 22.0 22.4 -0.1 -0.3 -0.2
CH.NO2 -17.9 -18.9 -18.5 -17.5 -18.2 -20.8 -18.8 -0.7 -0.3 -0.9
CHO30 4.2 4.3 4.5 4.5 4.4 4.7 6.0 0.3 0.3 1.8
CH 3 0NO -15.6 -16.8 -16.0 -16.0 -16.2 -18.7 -16.5 -0.4 -0.6 -0.9
CHONO 2 -28.6 -30.8 -29.8 -28.8 -29.4 -32.9 -29.6 -1.2 -0.8 -1.0
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CH30 2A"
CH;OOH
CH3SH
CH3SiH3
CH4
CHC13
CHF3
CO
CO
CS
CS2
HCN
HCO
HCOOH
HNCS
OCS
CH4I -
CH3PH2
CC12F2
C S
CH30H
-CH2CH20-
-CH2CH2S-
C2H 2 +
HCCH
HC(O)CHO
H2CCH2
C2H5
CH2CO
CH3CH2NH2
CH3CHOH
CH3CH20NO
CH3CH2SH
CH;CHO
CH3CO
CH3NHCH3
CH30CH3
CH300CH3
CH3SCH3
OS(CH3)2
SiH(CH3)2
CH3COOH
CH3CH3
-CH2CH2CH2-
-CH2OCHOCH20-
CH2CCH2
CH2CHCH2
CH3CCH
CH3CH2CH3
CH3CH2CHO
CH3CHCH2
CH3COCH3
CH3CH2CH2CH3
CH2CHCHCH2
CH3CCCH3
CH3CH(CH3)2
C6HI2
C6H6
OH
H
HC1
HF
HN3
HNO
HO22A"
HONO2
HONO Cis
HONO Trans
NH 3 -
HOC1
2.5
-31.3
-5.5
-6.9
-17.9
-24.7
-166.9
-26.4
-94.1
66.6
28.0
32.3
10.3
-90.5
30.0
-34.0
157.4
-4.4
-117.9
267.7
-48.2
-12.6
19.7
135.0
54.5
-50.7
12.5
28.9
-11.4
-11.4
-56.1
-24.8
-11.0
-39.6
-2.4
-4.4
44.0
-30.0
-8.9
-36.1
-22.7
-103.3
-20.1
12.7
-113.2
45.6
40.8
44.4
-25.0
-44.8
4.8
-51.9
-30.1
26.1
34.7
-32.4
-29.5
19.8
8.9
52.1
-22.1
-65.3
70.3
27.0
3.5
-32.3
-18.3
-18.8
84.1
2.8
-30.8
-5.0
-6.7
-18.0
-23.6
-166.8
-27.0
-95.7
65.9
25.0
30.6
9.4
-91.1
29.8
-36.1
157.5
-3.5
-118.3
267.8
-48.4
-13.0
18.8
134.6
54.2
-52.4
12.2
28.5
-12.5
-11.6
-56.5
-24.6
-10.6
-40.2
-2.9
-3.9
44.7
-29.7
-8.6
-34.3
-21.3
-103.8
-20.3
13.2
-114.1
44.8
39.9
43.9
-25.3
-44.5
4.5
-52.2
-30.3
26.2
34.9
-32.3
-29.5
20.1
8.3
52.1
-21.7
-65.3
70.0
25.4
3.0
-32.8
-18.5
-19.1
84.0
2.5
-30.8
-4.7
-7.6
-18.1
-23.9
-166.6
-26.6
-94.9
67.1
27.0
31.0
9.8
-90.4
31.0
-34.6
157.3
-3.9
-118.4
267.4
48.3
-12.4
19.3
134.8
54.7
-51.3
12.5
28.5
-11.8
-11.8
-56.4
-23.7
-10.3
-39.7
-2.5
-4.4
-44.2
-29.3
-8.2
-35.4
-22.3
-103.2
-20.3
13.2
-13.0
45.3
40.2
44.3
-25.3
-44.0
4.8
-51.8
-30.4
26.9
35.1
-32.3
-30.2
20.9
8.3
52.1
-22.3
-65.5
70.3
25.9
2.4
-32.2
-18.0
-18.6
84.1
-18.5
3.3
-30.1
-6.0
-6.7
-17.7
-25.1
-166.8
-27.8
-95.5
63.6
22.7
30.5
9.0
-90.7
29.1
-36.8
156.7
-4.1
-118.9
267.9
-48.0
-12.7
17.8
133.9
53.7
-52.2
11.6
28.6
-12.6
-11.2
-56.1
-23.8
-1 1.6
-40.0
-3.0
-3.4
-44.1
-28.7
-9.5
-34.8
-21.2
-103.2
-20.0
13.1
-I 12.7
43.8
39.8
43.4
-25.1
-44.3
4.0
-51.9
-30.2
25.0
34.5
-32.2
-29.7
18.1
8.1
52.1
-22.4
-65.5
70.4
25.3
3.2
-31.2
-18.1
-18.7
83.6
2.2
-31.0
-4.7
-7.7
-18.0
-24.1
-166.8
-27.0
-94.4
66.0
26.9
31.3
9.7
-90.1
31.5
-34.2
156.9
-3.9
-118.1
267.9
-48.2
-12.5
19.4
134.8
54.7
-51.0
12.3
28.7
-11.5
-11.9
-56.3
-23.9
-10.2
-39.4
-2.4
-4.3
-44.3
-29.5
-8.3
-35.6
-22.4
-102.6
-20.2
13.4
-113.6
44.9
40.8
44.4
-25.2
-43.7
4.7
-51.4
-30.2
26.5
35.3
-32.2
-30.2
20.6
8.1
52.1
-22.0
-65.4
70.7
25.4
2.0
-31.9
-18.3
-19.0
83.7
2.1
-32.0
-5.5
-7.6
-18.7
-25.8
-170.7
-28.3
-96.8
65.9
25.8
31.1
9.2
-92.6
30.5
-35.8
161.3
-4.4
-122.9
268.1
-49.5
-14.0
18.7
138.6
55.7
-53.7
12.6
29.7
-12.2
-12.3
-57.4
-26.4
-10.9
-41.1
-3.1
-4.9
-46.2
-31.6
-9.3
-34.9
-21.8
- 105.2
-20.8
13.4
-116.3
46.3
41.7
45.5
-25.7
-45.4
5.1
-53.2
-30.7
27.8
-32.8
2.5
-30.9
-5.1
-6.3
-18.0
-23.4
-166.0
-27.1
-94.4
66.4
26.9
30.7
10.0
-90.8
30.6
-34.1
159.7
-4.2
-118.4
266.2
-48.5
-13.1
18.9
137.7
55.1
-51.7
12.3
29.3
-11.4
-12.3
-56.7
-24.6
-10.9
-40.0
-2.3
-4.4
-44.2
-29.6
-8.0
-36.0
-20.5
-103.5
-20.4
12.2
-113.8
45.5
40.5
45.0
-25.7
-44.6
4.6
-52.3
-31.2
26.5
-33.2
20.4
9.2
51.6
-22.3
-65.3
69.2
25.3
2.9
-32.1
-18.6
-19.2
85.0
0.0 -0.4 0.0
0.5 0.3 0.4
0.8 0.8 0.4
-0.7 -0.7 0.6
-0.2 -0.1 -0.1
0.8 0.6 1.3
0.3 0.1 0.7
-0.1 -0.6 -0.7
-0.8 -0.4 -0.3
0.4 -0.6 1.4
-1.0 -1.1 -1.1
-1.3 -1.0 -1.6
-0.5 -0.7 -0.1 I
0.1 0.4 -0.2
1.0 1.5 0.6
-0.6 -0.3 -0.2
-0.1 -0.5 2.3
0.5 0.5 0.1
-0.5 -0.2 -0.5
-0.3 0.2 -1.5
-0.1 0.0 -0.3
0.1 0.1 -0.6
-0.4 -0.3 -0.8
-0.2 -0.2 2.7
0.2 0.3 0.6
-0.7 -0.3 -1.0
0.0 -0.2 -0.2
-0.4 -0.2 0.3
-0.4 -0.1 0.0
-0.5 -0.5 -0.9
-0.3 -0.2 -0.6
1.1 0.9 0.3
0.7 0.8 0.1
0.0 0.2 -0.3
-0.1 0.0 0.1
0.1 0.1 0.0
-0.3 -0.3 -0.2
0.7 0.5 0.4
0.7 0.6 0.9
0.7 0.5 0.1
0.4 0.3 2.2
0.0 0.6 -0.2
-0.2 -0.2 -0.3
0.5 0.7 -0.5
0.2 -0.4 -0.6
-0.4 -0.7 -0.1
-0.6 -0.1 1.4
-0.1 0.0 0.6
-0.3 -0.2 -0.8
0.8 1.1 0.2
0.0 -0.2 -0.3
0.1 0.5 -0.3
-0.3 -0.2 -0.8
0.8 0.4 0.4
0.4 0.6
0.1 0.2 -0.8
-0.7 -0.7
1.1 0.8 0.6
-0.6 -0.8 -0.2
-0.1 0.0 -0.5
-0.2 0.1 -0.3
-0.2 -0.1 0.0
-0.1 0.4 -1.2
-1.1 -1.6 1.5
-1.1 -1.5 -0.6
0.1 0.4 0.2
0.4 0.1 -0.3
0.2 -0.1 -0.3
0.0 -0.4 0.9
0.2 0.3 -0.2
23.4
9.0
52.1
-22.5
-66.2
69.8
24.5
3.3
-34.5
-19.9
-20.5
86.2
-18.7 -17.2 -17.3 -18.4 -18.4 -18.8
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--0.9
-6.4
-57.9
-32.6
44.1
-10.8
23.4
25.3
5.8
12.8
21.6
20.2
59.4
23.4
8.98.2
-1.1
2.6
19.4
19.7
33.1
2.1
7.2
112.9
17.6
1.2
19.0
1.0
29.5
-0.6
108.6
158.6
84.0
46.1
-24.1
-68.3
27.5
32.0
76.3
55.5
34.5
43.1
-4.3
67.7
34.5
1.7
-70.8
-94.3
384.8
14.0
2.2
-39.6
-291.9
-5.3
-88.6
-26.(6
-7.7
17.9
-15.1
19.4
-84.6
36.1
HNO 'A" 45.5 43.5 43.7 43.7 43.5 45.1 45.0 -1.8 -2.0 -0.5
-0.5
-6.2
-57.7
-32.0
44.9
-10.4
24.1
26.6
6.6
13.1
21.7
19.2
59.4
27.4
2.3
7.5
-0.1
1.9
17.6
19.5
34.3
0.9
7.6
113.0
17.4
0.6
18.9
1.2
19.0
1.9
107.4
-156.4
84.7
46.7
-24.4
-67.7
26.7
32.3
75.6
55.7
3-1.8
41.8
-4.6
66.1
33.7
1.5
-68.4
-90.2'
-383.9
17.8
2.7
-39.5
-283.0
-2.4
-86.2
-27.2
-7.7
19.5
-15.2
18.8
-78.5
34.9
-0.3
-6.2
-57.9
-32.4
44.3
-10.4
23.7
95.1
5.8
13.5
22.0
19.8
59.4
23.3
2.8
8.1
-1.0
2.3
18.4
20().4
33.3
1.9
7.7
112.7
17.7
1.0
18.9
0.7
28.8
-0.4
107.4
-158.7
84.7
46.4
-24.1
-67.5
'7.7
32.3
75.9
56.0
34.4
42.8'.S
-4.4
66.8
34.3
0.9
-70.6
-94.3
-385.3
14.0
2.2
-40.0
-291.9
-4.7
89.3
-26.9
-7.7
19.1
-15.4
19.3
-84.6
36.3
-1.1
-5.9
-57.7
-31.7
44.1
-10.2
24.5
26.7
7.2
12.4
21.5
19.9
59.4
28.5
3.1
8.3
0.4
3.9
19.9
20.3
35.4
3.2
7.3
113.0
17.6
0.6
18.9
1.4
29.0
0.7
107.4
-158.7
83.0
45.7
-25.6
-69.6
24.3
31.4
75.6
54.7
33.9
42.0
-5.7
66.1
32.9
1.7
-68.4
-89.3
-383.6
14.7
2.0
-41.6
--281.3
-5.8
-85.0
-28.1
-8.7
17.2
-16.2
17.8
-78.7
31.8
-1. - 1.4 -0.3
-7.4 -5.7 -1.2
-58.1 -58.0 -0.1
-32.4 -32.2 0.1
45.0 44.4 -0.8
-10.9 -10.6 0.5
23.6 '3.9 1.0
26.4 25.3 0.8
5.3 5.2 -0.1
11.6 13.2 1.2
'0.9 21.1 0.5
20.2' 20.6 0.2
59.4 59.9 -0.1
27.6 22.3 0.5
-0.2 2.4 -0.2
7.2 8.4 0.2
2.4 1.6 -1.0
0.1 .4 -0.1
19.1 21.5 0.8
18.4 21.0 0.6
33.0 32.5 -0.8
-0.4 3. -0.3
6.0 8.7 -0.8
113.0 111.5 -0.3
14.6 17.6 -0.2
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Note that the difference is taken to be theory minus experiment, the reverse of the difference defined in
G3 references [1,2,19,20].
A frequency distribution histogram of the errors (theory minus experiment) for the BAC-G3B3
and BAC-G3MP2B3 methods are shown in Figures 6.2 and 6.3. The 216 neutral molecules
listed in Table 6.3 are used in the test set, 155 molecules in the reference set (denoted BAC-
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G3B3 Ref), while the 61 additional molecules of Table 6.3 represent the extended set (denoted
BAC-G3B3 Ext).
We performed a statistical analysis on the energy differences between theory and experiment for
both the raw G3 and G2 energies and BAC corrected energies. The average, RMS and
maximum errors in the heats of formation calculated for these methods are listed in Table 6.4.
Table 6.4 Overall Accuracy of raw and BAC Quantum Chemistry Methods
Method Heat of Formation (kcal/mol.)
Average Error RMS Error Maximum Error
Reference Set '
Raw-G3B3 0.82 1.37 8.73
BAC-G3B3 0.44 0.56 1.76
Raw-G3MP2B3 1.07 1.71 10.42
BAC-G3MP2B3 0.50 0.67 2.09
Raw-G2 1.34 1.90 6.80
BAC-G2 0.69 0.90 2.68
Test Set without ionsb
Raw-G3B3 1.38 2.16 8.73
BAC-G3B3 0.91 1.50 7.51
Raw-G3 MP2B3 1.61 2.47 10.56
BAC-G3MP2B3 0.96 1.66 11.31
Test Set with ionsC
Raw-G3B3 1.32 2.04 8.73
BAC-G3B3 0.95 1.52 7.51
Raw-G3MP2B3 1.60 2.38 10.56
BAC-G3MP2B3 1.04 1.71 11.31
Set Containing only ionsd
Raw-G3B3 1.09 1.55 5.41
BAC-G3B3 1.13 1.60 5.60
Raw-G3MP2B3 1.57 2.00 5.20
BAC-G3MP2B3 1.40 1.85 5.70
a -155 molecules are used in the reference set
b-2 1 6 molecules are used in the test set with neutrals and without ions
-2 7 3 molecules are used in the test set with ions
d-5 7 ions are used
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We first discuss the results for the reference set, for which the accuracy of the experimental
values is believed to be high. The results of the extended test set are discussed separately below.
From the results of reference set in Tables 6.3 and 6.4, we observe the following:
a. Errors in the raw G3B3 and G3MP2B3 energies are less than the corresponding errors for
the raw G2 method for most of the molecules. This indicates improved inherent accuracy
of the G3-based methods.
b. The raw G3B3 energies are more accurate than the raw G3MP2B3 energies for most of
the molecules. This is consistent with the higher-level quantum chemistry approaches
used in G3B3 as opposed to G3MP2B3.
c. The BAC-G3B3 and BAC-G3MP2B3 energies are more accurate than the BAC-G2
energies for most of the molecules. The BAC-G3B3 energies are more accurate than the
BAC-G3MP2B3 energies. The average, RMS and maximum errors in the heats of
formation are the least for BAC-G3B3 method. Errors in BAC-G3B3 are significantly
lower than those in BAC-G2, while they are slightly lower than BAC-G3MP2B3.
d. The BAC procedure significantly improves the accuracy of both the G3B3 and
G3MP2B3 methods, and provides consistently excellent agreements with experiments.
BAC-G3B3 has reduced the average error from 0.82 to 0.44 kcal/mol, and the RMS error
from 1.37 to 0.56 kcal/mol.
e. The BAC-G3MP2B3 energies are approaching the accuracies of the BAC-G3B3 energies
(average error of 0.50 vs 0.44 kcal/mol), making the G3MP2B3 method a very viable
method for determining the heats of formation of molecular species, particularly for
larger molecules for which the G3B3 method becomes computationally expensive.
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g. While the average error for raw G3B3 is within a kcal/mol, the maximum error (8.73
kcal/mol) is high. BAC corrections have reduced the maximum errors considerably.
There is a similar improvement in the maximum error for G3MP2B3 methods.
.-G3B3 Ext
.-G3B3 Ref
---- 1
-6 -4 -2 0 2
Error (Kcal/mol)
Figure 6.2 Frequency Distribution of Errors in BAC-G3B3 Predicted Heats of Formation of
Neutrals
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Figure 6.3 Frequency Distribution of Errors in BAC-G3MP2B3 Predicted Heats of Formation of
Neutrals
The neutrals used in Figures 6.2 and 6.3 are from Table 6.3. The 216 neutral molecules include
the 155 molecules in the reference set (BAC-G3MP2B3 Ref) and 61 additional molecules (BAC-
G3MP2B3 Ext). Based on the reference set, the BAC-G3B3 method gives the best results. The
BAC-G3B3 method is clearly preferable to BAC-G2 due to its greater accuracy. In addition, it is
computationally faster. BAC-G3B3 can be applied to predict the heats of formation of large
molecules with many atoms, which BAC-G2 could not handle. It should be noted that the BAC-
G3MP2B3 also does remarkably well. BAC-G3MP2B3 is well suited to be applied to even
larger molecules. As was the case for the BAC-G2 procedure, BAC-G3B3 and BAC-G3MP2B3
parameters depend only on the atoms, and not the pairs of atoms present in a molecule. Only a
few reference compounds containing a given element are required to determine the BAC
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parameters for all the compounds containing the element. This requires a reference set that is
sufficiently large to define the parameters, but does not introduce artifacts in the parameters due
to errors in the experimental heats of formation. Figures 6.4 and 6.5 show the frequency
distribution of the errors (theory minus experiment) for the test set of 61 molecules. These
figures are used to assess the predictive capabilities of the BAC-G3B3 and BAC-G3MP2B3
methods.
BAC-G3B3
25 -
20
15-
e 10l
5-
O - -- To l ...
-8 -6 -4 -2 0 2 4 6
Error (kcal/mol)
Figure 6.4 Frequency Distribution of Errors in BAC-G3B3 Predicted Heats of Formation of 61
Neutral Molecules in Test Set
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Figure 6.5 Frequency Distribution of Errors in the BAC-G3MP2B3 Predicted Heats of
Formation of 61 Neutral Molecules in Test Set
BAC-G3B3 energies for molecules C2C16 , PC16 and PO have errors between -8 and -6 kcal/mol.,
FNO and 03 cyclic between -6 and -4 kcal/mol., while -CH2CHCHCH2-, CIOO and CH2S have
errors between 4 and 6 kcal/mol. BAC-G3MP2B3 energy for molecule PO has error between -
12 and -10 kcal/mol., C2 C16 and PCI6 between -8 and -6 kcal/mol., C03 Fr , FNO and 03 cyclic
between -6 and -4 kcal/mol., while -CH2CHCHCH 2-, C1OO and CH2S have errors between 4 and
6 kcal/mol. In the following subsection, we discuss the larger test set and results for specific
chemical groups that represent special concerns.
6.3.3 Assessment of the BAC-G3B3 and BAC-G3MP2B3 Procedures for Test
Set of Molecules
In addition to the reference set, we have defined an extended test set of compounds used to test
the predictive capabilities of BAC procedures. The test set includes additional neutrals, as well
as ions and transition state structures from the first three rows of the periodic table, representing
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diverse set of different chemical moieties. The test set includes molecules for which the
accuracy of experimental values have not been as well validated and thus were not included in
the reference set. Including such molecules in the reference set could have an adverse effect on
defining the BAC parameters. In addition, the test set includes positive and negative ions for
which the predictive capability of the BAC procedure has not yet been demonstrated.
To further discuss the accuracy of the BAC-G3B3, we have broken the discussion into
several parts. First, we discuss the overall agreement between theory and experiment for the test
set. Then we discuss those compounds for which the BAC-G2 procedure has difficulties. Then
we discuss the set of compounds for which the G3 method has particular difficulty, involving
interactions between second and third row elements, for which the G3X method was developed
[1], with particular attention to the PO, species. We then discuss special case of the boron and
aluminum compounds, for which experimental data is sparse or lacking. Finally, we discuss the
applicability of the BAC-G3B3 and BAC-G3MP2B3 procedures for cations and anions as well
as for transition state structures.
First, we discuss the overall applicability of the BAC-G3B3 procedure for the test set.
The average, RMS and maximum errors in the heats of formation for the test set for the BAC-
G3B3 and BAC-G3MP2B3 procedures, along with the raw G3B3 and G3MP2B3 methods are
listed in Table 6.4. We include an intermediate analysis for only the neutrals in the test set
(excluding the anions and cations). Compared with the reference set, the errors for the larger test
set are somewhat larger, as is to be expected. However, the errors are still quite small (average
error of 0.91 and 0.96 vs 0.44 and 0.50 kcal/mol, and the RMS error of 1.50 and 1.66 vs 0.56 and
0.67 kcal/mol). One cause for the error can be due to the complex electron correlation
interactions between the electrons within the molecule, indicating that higher levels of electronic
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theory are still required. The other cause of error can be due to errors in the predicted
experimental values.
Table 6.5 lists the compounds for which the BAC-G2 had deviations higher than 1
kcal/mol. The table includes compounds not only from original reference set used for BAC-G2
[27], but also from those in the extended test set.
Table 6.5 Errors in BAC Predicted Heats of Formation of Compounds with Highest Errors for
BAC-G2 or BAC-G3B3
Molecule Error in Heat of Formation (kcal/mol.)
BAC- Raw- BAC- Raw- BAC- Raw-G2
G3B3 G3B3 G3MP2B3 G3MP2B3 G2
Organic Compounds
CH2C12 0.8 1.0 0.6 0.0 1.1 -0.7
CS 2 -1.0 -3.0 -1.1 -5.3 -1.1 -2.2
C -0.2 -0.1 0.2 -0.1 -1.2 -0.1
H2CNH -0.3 -0.6 -0.4 -0.8 -1.2 -1.0
CHC1 3 0.8 1.1 0.6 -0.4 1.3 -1.1
CS 0.4 -0.7 -0.6 -3.0 1.4 -0.7
C 5s -0.3 0.1 0.2 0.3 -1.5 0.4
CH 20H 0.2 0.1 0.4 0.3 -1.6 0.4
HCN -1.3 -1.7 -1.0 -1.8 -1.6 -1.2
CH2CHCH 2 -0.6 -0.9 -0.1 -1.0 1.4 0.9
CH2 I'A -0.4 -0.8 -0.4 -1.0 -1.7 -1.2
CH30 0.3 0.1 0.3 0.3 1.8 0.5
CH 4y _ -0. I 0.1 -0.5 -0.7 2.3 3.9
C2H 2 + -0.2 -0.4 -0.2 -1.1 2.7 3.6
-CH2CH2NH- 2.1 2.5 2.1 2.6 1.4 2.0
-CH=CHCH 2 - 2.2 1.9 2.1 1.2 1.3 2.7
C2C14 -2.2 -2.2 -2.3 -4.8 -1.8 -4.6
OHCH 2CH 2OH 2.7 2.5 3.0 3.0 2.3 1.2
O=C(NH2 )2 3.1 3.0 3.9 4.3 2.8 1.8
C2F4 -3.4 -3.9 -3.1 -4.1 -1.3 -7.8
HNCO -3.7 -4.3 -3.1 -3.9 -3.9 -4.7
CO (3nI) -3.7 -3.9 -4.3 -4.8 -2.0 -2.3
CH2S 4.1 3.1 4.1 2.0 4.0 3.4
-CH 2CHCHCH 2- 4.6 4.3 4.5 3.5 3.6 5.3
C2 C16 -7.3 -6.8 -6.4 -8.8 -7.7 -11.4
Inorganic Compounds
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H2NNH 2 1.0 1.3 0.6 1.7 1.1 0.8
HN3 -0.1 -0.3 0.4 0.1 -1.2 -0.5
ONNO 2 0.6 -0.3 -0.1 0.5 1.2 -1.4
H2 -0.3 -0.5 -0.9 -1.1 -1.4 -1.4
HNO -1.1 -1.6 -1.6 -1.7 1.5 -2.5
N -0.3 0.0 -0.1 0.0 -1.5 0.0
02 3E- -1.0 -0.1 -1.1 0.4 1.6 2.4
03 Al -0.8 0.2 -1.0 1.3 -1.6 -1.1
F -0.1 -0.1 0.0 -0.1 1.9 -0.1
SiO 0.5 0.2 0.5 -1.0 2 1.7
SiH,(CH 3)2 0.4 1.4 0.3 1.5 2.2 0.9
NO 3 -B2 0.8 0.0 1.8 2.3 3.9 1.5
PF3 2.1 5.8 2.3 5.5 -4.4 5.3
HNNH trans -2.4 -2.6 -2.7 -2.8 -3.5 -3.1
HC)F 2.5 3.0 2.6 3.4 2.3 2.1
Si2H6 -3.4 -1.7 -3.3 -1.6 -1.1 -3
HOSO, : 3.9 7.3 3.8 7.8 1.6 8.1
03 cyclic -4.2 -3.6 -5.6 -3.3 -4.3 -4.5
ClOO 4.2 5.2 4.5 5.7 5.2 6.4
FNO -5.0 -5.5 -5.3 -5.3 -5.2 -7.7
PC15 -7.2 1.1 -7.8 -2.2 -7.7 0.4
From the table, we observe that the BAC-G3B3 procedure has addressed many of the
errors for those species for which BAC-G2 is not accurate within 2 kcal/mol. In particular,
highly oxidative species or species involving dative bonds (e,.g. NO3, HN3 etc.) have improved
significantly. Other molecules in the table show consistent predicted values across the row,
independent of the quantum chemistry method or whether BAC corrections are applied. This
suggests that perhaps the experimental values may be in error. Further investigation of both the
experimental and theoretical values to ascertain their accuracy is recommended. The recent
changes in the recommended values of experimental heats of formation (see Table C.3 of the
supplement) are, for the most part, supported by the findings of the BAC-G3B3 method.
Specifically, the NIST Computational Chemistry Comparison and Benchmark Database
[1-30] has suggested alternative experimental heats of formation for some molecules whose heats
of formation vary significantly from the experimental values used in this work. For example, the
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following compounds have significant changes in experimental heats of formation (Table 6.6).
Using the alternative heats of formation for those compounds would reduce the errors in the
BAC-G3B3 predicted heats of formation. Those compounds would no longer be outliers (errors
< 2 kcal/mol).
Table 6.6 Heats of Formation (kcal/mol.) Suggested by NIST Computational Chemistry
Comparison and Benchmark Database
Compound Alternative Hf,298K This work Hf,298K
-CH2CH2NH- 30.1 28.3
OHCH2CH2OH -92.6 -93.9
O=C(NH 2) 2 -56.6 -58.7
CH2S 27.4 24.3
-CH2CHCHCH 2- 37.5 34.7
The G3 method is known to have difficulties with elements of the third row, particularly
when they involve hypervalent or dative bonding with elements of the second row, such as the
sulfur-oxygen bond. The G3X method [1] was developed to remove some of the deficiencies in
the G3 method, at the expense of increased computational time. In Table 6.7, we compare the
results of the BAC-G3B3 procedure with the raw values for the G3 and G3X methods for the
non-hydrogen species in the G3/99 test set suite [1,19]. Compounds containing C, N, O, F, Si, P,
S and C1 atoms are included in the table. Boron and Aluminum compounds are discussed
separately in Table 6.9.
Table 6.7 Errors in the BAC-G3B3 and G3X Predicted Heats of Formation for Selected
Nonhydrogen Species in G3/99 Test Suite
Deviations with Experiment (theory-experiment, kcal/mol.)
Compounds G3X Raw-G3 BAC-G3B3 Raw-G3B3
CO2 -1.7 -1.7 -0.8 -1.6
S0 2 0.7 2.5 0.3 2.5
CF4 -0.1 -0.2 0.3 0.0
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CC14 -0.9 -0.2 -0.6 -0.2
COS -3.2 -2.1 -0.6 -2.1
CS 2 -3.3 -3.0 -1.0 -3.0
SiC14 0.6 1.8 -0.5 1.8
N20 -0.7 -0.4 0.2 -0.4
CINO 0.5 0.8 1.2 0.7
F20 1.0 0.7 -0.1 0.7
C2F4 -4.3 -3.9 -3.4 -3.9
SO3 1.5 4.4 0.3 4.4
SiF 4 -2.3 1.1 0.7 2.1
PF3 1.9 4.8 2.1 5.8
03 0.4 0.8 -0.8 0.2
C1F3 0.4 1.9 -1.2 3.1
C2C14 -2.7 -3.4 -2.2 -2.1
CF3CN -2.2 -1.8 -1.6 -2.2
PF 5 1.8 7.1 0.8 8.6
SF6 0.5 6.2 -0.2 8.7
P4 2.2 4.2 -0.1 3.7
SC12 1.9 2.0 1.0 3.2
POC13 2.3 3.1 -0.2 7.0
PCI5 -1.7 -2.4 -7.2 1.1
C1202S 2.6 4.4 0.2 6.3
PCI3 3.3 3.2 0.6 4.9
C12S2 -0.5 -0.1 -0.7 1.6
SiC12 0.1 -0.4 0.3 0.8
CF3CL -0.1 -1.2 -0.4 -0.5
C2 F6 -1.8 -2.8 -1.4 -1.9
We see that the BAC-G3B3 does very well overall. This includes both unsaturated
carbon-sulfur bonds, for which the sulfur is electronegative, and sulfur-oxygen bonds, for which
the sulfur is electropositive. The halogenated compound hydrocarbons tend to have uniformly
lower heats of formation than the experimental values, consistent with a recent recommendation
[31 ] that the experimental values of these compounds should be lowered.
While the G3X is an improvement over the G3 method, Mackie et al. [32] has extended
the G3X method to include even larger basis sets and applied the new method, denoted G3X2 to
phosphorous oxides. A single g polarization function for the third-row G3Large basis set at the
HF level, yielding a G3XLarge basis set. The B3LYP/6-3 1G(2df,p) step has replaced the
181
MP2(FU)/6-3 1G(d) method for geometry optimization and HF/6-3 I G(d) and MP2(FU)/6-3 1G(d)
for the calculation of zero-point energies. G3X2 technique uses G3XLarge basis set expansion
correction at the MP2(full) level instead of G3Large basis set at MP2(full) level. In Table 6.8,
we have compared the enthalpies predicted by BAC-G3B3 against the values for G3X and G3X2
for the phosphorous oxide containing compounds. The results indicate a slight lowering of a
couple of kcal/mol going from G3X to G3X2, consistent with the predicted values from the
BAC-G3B3 and BAC-G2 procedures. This provides additional confirmation of the predictive
capability of the BAC-G3B3 procedure for the phosphorous-oxide-containing species.
One of the dominant effects of the BAC procedure is to lower the energy relative to the
raw G3B3 method for the bonding of P and S to the electronegative elements F, O, and C1. This
is achieved via the exponential term in the bond-wise additive correction given in Eq. 6.5.
Figure 6.6 shows the resulting bond-additivity-correction contribution for selected bond types.
This lowering of the energy, for instance, brings the heats of formation for SO2, SO3, C12SO2,
SF6, PF3, PF5, POC13, and PC13 into significantly better agreement with experiment (see Table
6.7). The addition of the extended basis sets in the G3X and G3X2 methods also tend to lower
the energy (see Tables 6.7 and 6.8).
The results for the PO and PC15 molecules stand out from the molecules in Tables 6.7 and
6.8. For PO, the BAC-G3B3 and BAC-G3MP2B3 methods are predicting too low an energy
(see Table 6.8). The discrepancy for the PO molecule most likely is a pathological artifact of the
G3 method itself, since the BAC corrections for PO only amount to 0.9 kcal/mol. The G3B3 and
G3MP2B3 predicted values are significantly different from the G3X, G3X2, and G2 results.
Occasionally, one or more of the individual steps in Gaussian-n methods can diverge. For
instance, the G1 method for C2H4 + differs by more than 100.0 kcal/mol from the G2 and G2MP2
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values. For PO, the results for the G3 and G3B3 differ by 7.1 kcal/mol for a tiny change in bond
distance, going from 1.472 A to 1.499 A. The electronic calculation for PO has a convergence
problem in the electronic wavefunction, leading to a discrepancy in the resulting estimates of the
MP2 energy in the QCISD(T) step. The unusually large difference of 4.0 kcal/mol between the
G3B3 and G3MP2B3 values (see Table 6.3), is indicative of a convergence problem in the G3
for the PO molecule.
The situation fbr the PCI5 molecule is less clear. Our results suggest that the
experimental value should be lower. Gurvich et al. [33] recommends a heat of formation of-
90.0 rather than the -86.1 value taken from Chase et al. [34]. The lower experimental value is
consistent with the above observed trends from the other levels of theory. Whether or not the
experimental heat of formation should be further lowered, as predicted by the BAC-G3B3 and
BAC-G2 values, needs to be further investigated. In general, it is difficult to determine when the
G3 methods themselves are having pathological difficulties as opposed to experimental data.
Table 6.8 Heats of Formation of Phosphorus Oxides Predicted by BAC-G3B3, G3X and G3X2
Methods
Species Heat of Formation (kcal/mol.)
G3X G3X2 BAC-G3B3 BAC-G2 Other Sources
PO -7.7 -9.0 -16.5 + 4.0 -8.8 -6.7 [35], -5.6 [34]
PO2 -67.6 -69.6 -70.4 + 2.9 -71.3 -67.3 [35], -75.1 [36]
HOPO Cis -110.3 -112.3 -111.0 2.3 -111.8 -110.6 [37]
HOPO, -167.4 -170.5 -169.6 4.2 -171.9 -168.8 [37]
(HO) 2P -88.3 -90.1 -88.8 + 1.9 -89.4
(HO) 2PO -156.4 -158.8 -157.7 3.6 -157.9 -156.4
(HO) 3P -186.4 -188.8 -187.2 3.0 -188.2
For (HO) P and (HO) P, there is lack of experimental data
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Figure 6.6 BAC Factor AijeaRij for Chemical Bonds involving H, F, and CI
In Figure 6.6, BAC-G3B3 parameters are used for illustration purposes. For all the cases, a is
3.0 A-'. Each point in the plot corresponds to a typical unsaturated single-bond bond distance.
Since Aii for C and N are 0, the correction factor for bonds between H, F and Cl, and C or O is 0.
We now address the thermochemistry for molecules containing boron and aluminum. Few
aluminum and boron compounds exist for use in the reference set of molecules, due to the
limited experimental data with reasonable uncertainties. In the reference set of molecules, A1H3,
AIF3, AICI3, A1H, AlF and AICI are used for aluminum compounds, while BH3, BF3 and BC13
are used for boron compounds. Since the two sets of compounds consist of limited types of
atoms and bonds, they are not representative of various elements from the first 3 rows. The
number of compounds are fewer than the total number of BAC parameters required for the BAC-
G3B3 as well as BAC-G3MP2B3 methods. This introduces numerous choices of parameters or
degrees of freedom that could address the errors for the few compounds. Hence, the B and Al
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compounds are used only to estimate the BAC parameters for B and Al, respectively. This
prevents the BAC parameters for the other atoms and the overall results to be biased by the
considerable uncertainties in experimental data for these small number of Al and B compounds.
Table 6.9 compares the BAC predicted heats of formation of Al and B compounds. Unless
otherwise indicated in the table, the current experimental values are taken from Gurvich et al.
[33]. We use the heat of formation of a BAC-G2 calculation for BH3. Value recommended by
Cox et al. [38] is used for BF3.
Table 6.9 Predicted Heats of Formation for Al and B Compounds
Species Heat of Formation (kcal/mol.)
BAC-G3B3
31.7
-288.2
-141.0
59.0
-64.5
-13.7
23.2
-272.7
-98.4
103.7
-27.1
BAC- BAC-G2 Experimental
G3MP2B3 Value
31.9 -1.8 30.8 ±4.8
-288.3 -7.9 -289.0 + 0.7
-140.4 -7.7 -139.7 ± 1.2
58.8 -1.2 59.6 ±0.8
-64.5 1.0 -63.1 ±0.7
-13.7 -1.7 -12.2 ± 0.7
24.1 21 2.4
24.7
-267.7 -271.5 ± 0.2
-272.3 [38]
-98.3 -96.68 i 0.31
-97.3
104.6
103.7
-27.5
42.0
106.6 1.7
-27.7 [34]
41.2 6.0
41.5 41.0
For AIHF , there is lack of experimental data, the vale mentioned in the table is an estimate from theory
3
Next, we report the results for anions and cations. The errors in the
Other Sources
30.81 [35]
-289.0 0.6 [36]
-139.7 ± 0.7 [36]
61.9 ± 4.8 [36]
-63.5 ± 0.8 [36]
-12.3 ± 1.5 [36]
25.5 ± 2.4 [36],
23.80 [39]
-271.420 [34], -
271.65 [40]
-96.3 ± 0.5 [36], -
97.50 [39], -96.31
[40]
105.8 ± 2.0 [36],
108.24 [39], 73.8
[40]
-27.7 [40]
33.8 ± 4 [36],
36.01 [39], 33.80
[40]
predicted heats of
formation are reported in Table 6.10. We have defined the heats of formation to follow the ion
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AIH 3
AIF 3
AlCl3
AIH
A1F
A1CI
BH 3
BF 3
BC13
BH
BF
BCI
-
convention rather than the electron convention [41-43] in which the heat capacity of the electron
is ignored. Thus, the heat of formation of a positive ion is taken to be the heat of formation of
the neutral molecule plus the ionization potential, while the heat of formation of a cation is taken
to be the heat of formation of the neutral molecule minus the electron affinity. Overall, the
results for the ions provide excellent agreement with experiment, as can be seen from the
statistical error analysis in Table 6.4. The resulting errors in the heats of formation can be due
either to the neutral molecule heat of formation or to measurements in the ionization potential or
electron affinity. Since the geometries of the ions are very similar to those of the neutral
molecules (excluding proton affinities), most of BAC corrections for a given ion-neutral pair
tend to cancel. Thus, the BAC results are very similar to the excellent results provided by the
raw G3B3 and G3MP2B3 methods themselves.
Table 6.10 Comparison of Errors in Predicted Heats of Formation for Ions
Ions Heat of Formation (kcal/mol.)
Experimental Energies Predicted Heat of Formation (kcal/mol.)
Hf,298K of Electron BAC- BAC- Raw- Raw-
Neutral Affinity G3B3 G3MP2B3 G3B3 G3MP2B3
Anions
P 75.6 17.2 1.0 2.5 0.5 1.7
S 66.2 47.9 0.6 1.3 -0.2 -0.5
CH 142.5 28.6 0.0 0.4 0.0 0.0
CH2 93.4 15.0 1.0 0.6 0.8 0.2
CH3 35.0 1.8 2.2 1.2 2.0 0.9
SiH 2 64.8 25.9 -0.6 -0.1 -0.7 -1.3
SiH3 46.4 32.5 -0.1 0.1 0.0 -0.5
PH 56.8 23.8 0.6 0.9 0.1 -0.1
PH2 32.8 29.3 -0.2 -0.6 -0.4 -1.4
SH 33.3 54.4 2.0 1.6 1.3 -0.3
C2 200.2 75.5 -2.9 -3.8 -3.1 -4.6
CF 2 -43.5 4.1 -2.3 -2.1 -2.5 -2.7
SO2 -70.9 25.5 0.6 1.1 2.1 2.6
C2H 135.0 68.5 0.6 -0.8 0.1 -1.9
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C2 H3
C 3H5
CHO
CHF
CH30
CH 3 S
CH 2 S
C2H30
OH
F
0
C
C1
C1,
CN
H2N
HN
Cations
Si
S
CH 4
NH 3
SiPH
PH
PH2
SH
SH2( 2B 1)
N, E
C):
S.
N
F
C
C1
OH
H0O
H2
HCCH
H2CCH 2
CO
HCO
HC1
-3.3
-2.2
-1.5
5.2
0.5
-2.2
2.3
0.1
0.0
-0.7
2.8
3.4
-1.7
-0.7
2.6
-2.1
-0.3
4.0
Raw-
G3MP2B3
-1.7
-3.3
3.3
0.5
-1.3
-1.6
-1.5
-3.4
-1.8
0.7
1.1
-0.7
-1.8
-1.4
0.0
-2.2
-1.9
-3.1
-0.3
-0.2
0.2
0.8
-0.8
-0.9
-0.8
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71.8
40.8
10.3
30.0
4.2
29.8
24.3
80.6
8.9
19.0
59.6
171.3
29.0
0.0
0.0
105.6
45.1
84.1
Hf,298K of
Neutral
107.6
66.2
-17.9
-11.0
8.2
56.8
32.8
34.2
-4.9
0.0
0.0
30.7
59.6
113.0
19.0
171.3
29.0
8.9
-57.8
0.0
54.5
12.5
-26.4
10.3
-22.1
15.4
10.9
7.2
12.5
36.2
43.1
10.7
42.1
42.2
78.4
33.7
29.1
83.4
55.1
10.1
89.0
17.8
8.8
Ionization
Potential
187.9
238.9
291.0
234.8
253.7
234.1
226.5
239.1
241.4
359.3
278.3
215.8
313.9
335.3
401.7
259.7
299.1
300.2
291.0
355.7
262.9
242.4
323.1
187.7
294.0
-1.0
0.2
0.0
5.6
1.3
0.0
4.5
1.3
0.8
-0.3
2.6
1.1
-0.1
0.4
1.1
-0.7
1.3
4.5
BAC-
G3B3
-0.5
-1.4
2.6
-0.4
-1.2
0.3
-0.4
-1.1
-0.3
1.0
-0.7
0.8
-1.4
-0.8
-0.7
-1.2
-1.8
-2.5
-0.7
-0.4
0.6
0.5
0.1
-0.4
-1.0
-2.4
-1.1
-0.7
5.7
0.6
-0.6
4.3
0.8
0.2
-0.5
3.0
3.5
-1.1
0.1
1.8
-1.3
-0.2
4.3
BAC-
G3MP2B3
-0.3
-1.9
2.9
-0.2
-3.1
-0.7
-0.7
-1.9
-0.6
1.1
-0.9
0.9
-1.9
-1.4
-0.1
-1.9
-1.5
-3.2
-0.6
-0.1
1.1
1.3
-0.2
-0.1
-0.6
-1.4
-0.3
-0.6
5.4
0.9
-0.8
3.6
0.8
0.7
-0.4
2.4
1.4
-0.2
0.8
1.5
-1.1
1.0
4.4
Raw-
G3B3
-0.6
-1.9
2.8
-0.1
0.2
-0.2
-0.5
-1.5
-0.4
0.7
0.4
1.0
-1.3
-0.7
-0.5
-1.2
-1.5
-2.3
-0.3
-0.5
0.3
0.3
-0.3
-1.0
-0.3
II
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In Table 6.11, we compare the applicability of the BAC-G3B3 and BAC-G3MP2B3
procedures with previous BAC procedures [27] for determining activation energies for reactions.
The activation energy represents the difference between the heats of formation of the transition
state structure and reactants. Since errors can occur (or cancel) due to the accuracy of either the
transition state structure or the reactants, we also provide the absolute heat of formation of the
transition state structure. In Table 6.11, first row for each column is the difference in the heats of
formation of the transition state and the reactants. The corresponding raw G3B3 and G3MP2B3
values are given in parentheses. The second row represents the heats of formation of the
transition state structure itself.
Table 6.11 Activation Energies (kcal/mol.) Predicted by Different BAC Procedures
Reaction
H2 + H:H + H2
CH4 + OH>CH 3 +H20
H2 + O<>H + OH
NH3+ O>NH 2 + OH 3A
NH3 + O<NH 2 + OH 3A
C2H4 + H<C 2 H 5
H + COa, HCO
C2H5sC 2 H 5
HCN*HNC
C2 H5NO 2 $C2 H4 + HONO
C2H5CI1C 2H4 + HC1
BAC-G3B3
8.0 (8.3)
59.8
3.2 (3.6)
-6.6
8.1 (8.5)
67.2
9.1 (9.5)
58.1
7.8 (8.2)
56.8
-0.9 (-0.6)
63.7
1.0 (1.0)
26.5
39.8 (40.3)
68.3
44.1 (45.3)
75.1
45.9 (47.1)
20.4
57.6 (58.1)
BAC-
G3MP2B3
7.6 (8.0)
58.8
3.4 (4.0)
-6.5
7.5 (8.6)
66.6
9.4 (9.8)
58.0
8.1 (8.5)
56.7
-1.3 (-0.7)
63.1
0.5 (0.7)
25.6
39.1 (40.0)
67.8
42.5 (44.5)
73.8
44.8 (46.6)
19.7
56.4 (57.5)
BAC-
G2
9.2
59.7
5.0
-3.8
12.1
70.6
12.2
61.5
10.1
59.4
2.3
66.2
2.4
26.9
40.6
69.9
44.4
75.1
48.3
21.5
59.0
BAC-
Hybrid
8.7
60.9
1.6
-6.7
9.8
69.4
11.4
59.8
10.5
58.9
1.9
67.7
2.4
27.3
39.9
69.5
47.9
78.3
46.4
20.4
61.8
BAC-
DFT
7.6
59.7
-0.5
-9.8
4.9
66.0
2.8
53.8
1.2
52.2
1.2
66.1
-4.6
23.0
38.7
66.9
47.1
78.9
41.3
16.7
52.2
BAC-
MP4
8.8
60.9
3.2
-5.1
10.5
70.3
12.2
61.1
9.8
58.7
2.9
67.3
2.4
25.7
42.3
71.1
45.1
76.9
48.5
23.7
70.5
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31.1 29.8 32.1 34.9 24.0 43.3
Since the BAC corrections are small for the BAC-G3B3 and BAC-G3MP2B3 procedures
and most of the BAC corrections cancel in the determination of the activation energy, the BAC-
G3B3 and BAC-G3MP2B3 results are nearly identical to the raw G3B3 and G3MP2B3 results.
For the most, the BAC-G3B3 and BAC-G3MP2B3 activation energies are very similar to each
other, but slightly lower than the BAC-G2 results. Part of the differences may be due to the use
of the B3LYP method for optimizing the geometry and determining the frequencies. The same
geometries and frequencies are used in the BAC-G3B3 and BAC-G3MP2B3 procedures as for
the BAC-Hybrid and BAC-DFT procedures.
6.4 Summary
We have developed the Bond Additivity Correction (BAC) procedure for the G3B3 and
G3MP2B3 quantum chemistry methods to improve the accuracy of predicted thermochemical
properties of open and closed shell molecules containing elements from first 3 rows of the
periodic table. BAC-G3B3 and BAC-G3MP2B3 parameters have been developed for atomic,
molecular and bond-wise corrections to heats of formation of molecules.
The usefulness of BAC procedure has been assessed by comparing the heats of formation
predicted by the BAC-G3B3 and BAC-G3MP2B3 procedure against experimental values for a
273-molecule test set containing various chemical moieties, multireference configurations,
isomers and degrees of saturation. BAC corrections have significantly improved the overall
accuracy as well as the accuracy for specific compounds. For the reference set, the average error
for the BAC-G3B3 results is 0.44 kcal/mol compared to 0.82 kcal/mol for the raw G3B3. For
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the extended test set with neutrals, average error for the BAC-G3B3 results is 0.91 kcal/mol
compared to 1.38 kcal/mol for the raw G3B3.
Compared to former BAC-MP4 and BAC-G2 methods, BAC-G3B3 provides better
estimates of thermochemistry for compounds involving the first 3 rows of periodic table,
consistent with the improved accuracy of the G3 methods themselves. Some of the molecules
need to be reinvestigated experimentally and theoretically, since the reported experimental
values in literature may not be sufficiently accurate. In particular, better experimental data needs
to be determined for the B, Al and P compounds in order to determine the true predictive
capability of the BAC procedure for these compounds.
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Chapter 7: Selectivity in Heterogeneous Catalytic
Epoxidation of Ethylene
This chapter presents the important factors affecting branching ratio and selectivity for ethylene
epoxidation on silver. Section 7.2 presents the surface mechanism with coverage-dependent
activation energies of surface reactions and preexponential factor for the reaction of
oxametallacycle to acetaldehyde. Section 7.3 discusses important reactions influencing
branching ratio and selectivity with expressions to explain how gas transport across the catalyst
boundary layer and surface chemistry affect the selectivity of epoxidation. Section 7.4 compares
selectivities predicted by the surface mechanism against data for experimental and industrial
reactors. Section 7.5 shows the effect in heat of formation of oxametallacycle on yield and
selectivity of epoxide. Section 7.6 includes the sensitivity and uncertainty analyses for the rate
parameters of surface mechanism.
7.1 Introduction
Ethylene oxide, an important raw material for several commodity chemicals, is commercially
produced by the partial oxidation of ethylene on silver catalyst. The worldwide production
capacity of ethylene oxide exceeds 22 billion pounds per annum [1]. In ethylene epoxidation,
surface reactions are thought to follow two pathways:
C2H4 + 1/2 02 * C2H4 0 AH= -25.2 kcal/mol
C2H4 + 3 02 2 CO0 + 2 H20 AH = -318.0 kcal/mol
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Former pathway is the partial oxidation resulting in epoxide, while latter is total combustion
resulting in carbon dioxide. Based on the above reaction scheme, selectivity is defined as the
molar percentage of reacted ethylene that forms epoxide:
epeide = F -F. u (7.1)
i ethylene,in Fehylene,o1t
Conversion is the percentage of ethylene reacted:
(Fethylene,in - Fethylene,out) (7.2)
Xethylene = ' (7.2)
Fethylene,in
Yield is the product of selectivity and conversion:
Yepoxide = Xethylene X Sepxide (7.3)
Current process for ethylene oxide is based on 50-year old technology and there is
constant motivation to improve the process. Improving yield and selectivity will not only
increase profits through ethylene oxide production but also address climatic problems by
reducing carbon dioxide emission. Current research in epoxide is in understanding the surface
mechanism of epoxidation on silver. Important surface species had been spectroscopically
identified and characterized in epoxidation reactions [2-7]. Selectivity was explained only on the
basis of two forward reactions of oxametallacycle to epoxide and acetaldehyde [6]. Considering
same preexponential factor for the two forward reactions, branching ratio between epoxide and
acetaldehyde was thought to depend only on the difference in activation energies of the forward
reactions.
Selectivity depends not only on the 2 forward reactions but also the reverse reaction of
epoxide to oxametallacycle, since the reaction of oxametallacycle to epoxide is in equilibrium
and reverse reaction is favored by fast surface kinetics and transport resistance of epoxide across
the boundary layer from catalyst surface to gas phase. Preexponential factor of the reaction to
acetaldehyde is expected to be less than that of the reaction to epoxide due to rearrangement of
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C-H and C-O bonds and migration of H from c- to n-carbon in oxametallacycle while forming
acetaldehyde.
In this work, we account for the branching of oxametallacycle and lower preexponential
factor for the second branching reaction. We identify the significance of oxametallacycle-
epoxide equilibrium and reverse reaction of epoxide. The role and thermodynamic stabilities of
surface, subsurface oxygen and bulk silver oxide and the reactive form of oxygen on catalyst
surface are discussed. Having put together a coverage-dependent and thermodynamically
consistent surface mechanism, we have validated the kinetic model against experimental and
plant conditions for epoxidation. Sensitivity analysis is performed to identify the effect of
preexponentials and thermodynamic parameters including zero-coverage heats of chemisorption
and coverage coefficients of surface species on ethylene oxide concentrations.
We use predictive kinetics to explain the selectivity of epoxidation. There could be many
postdictive mathematical models and multiple choices of rate parameters that would fit and
reproduce the literature data well. It is essential to use predictive kinetics from first principles
and essential physics of surface reactions to have reasonable chance of making accurate
extrapolations for a broad range of reactor conditions, not limited to the data available in
literature. Kinetic and transport parameters in our work are not fitted from experimental data,
but either calculated or taken from literature based on first principles.
7.2 Surface Mechanism and Rate Parameters of Ethylene
Oxidation on Silver
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In this section, we present the surface mechanism and rate parameters of epoxide reactions.
First, the importance of coverage dependence in the rate parameter of epoxidation reactions is
discussed. Next, the different surface reactions in the mechanism are explained. Stability in
different forms of oxygen and active form of oxygen are analyzed. Dissociative adsorption of
oxygen, adsorption of ethylene, formation of surface oxametallacycle, and branching of
oxametallacycle to form epoxide and acetaldehyde are discussed with respect to the kinetics and
thermodynamics of epoxidation process. Finally, DFT method used to calculate the
preexponential factor of oxametallacycle to acetaldehyde is presented.
7.2.1 Coverage Dependence in Rate Parameters of Surface Reactions
In literature, many surface experiments are conducted under ultra high vacuum (UHV)
conditions to study the structure of single crystal catalyst surfaces in the presence and absence of
chemisorbed species. At UHV conditions, the reaction probability is low (-10 -4 , [8]) and the
amount of ethylene oxide produced from reaction between ethylene and oxygen may be too
small to be measured. Typically, high pressure (pressures - 103 to 105 torr) conditions are used
to produce measurable amounts of ethylene oxide from the reaction between ethylene and
oxygen on a silver catalyst in a high-pressure reaction cell. Following this, the reactants are
pumped off the reaction cell rapidly and the catalyst sample is transferred in a short time (- 20 s)
to a UHV cell where the catalyst is subjected to different surface techniques [9-13] and silver
catalyst surface composition, surface structure, adsorbate arrangements, reaction pathways, and
core electronic levels of the adsorbates and surfaces are probed. Results of UHV may not be
directly applicable to high pressure catalytic reactors, unless surface coverages at high pressures
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(which are of practical interest) can be duplicated at vacuum at temperatures which are high
enough. At low pressures, there may be negligible interactions among different adsorbates and
surface coverage may have negligible effect on the chemisorption enthalpies of surface species.
However, at high pressures significant adsorbate-adsorbate interactions would signify the
dependence of chemisorption enthalpies on coverages. In this work, coverage dependence is
accounted for the chemisorption enthalpies of adsorbed species. Self coverage dependence in the
heat of chemisorption of oxygen is particularly important since DFT calculations showed that
atomic oxygen is 5 kcal/mol less stable on 0.25 ML than on 0.11 ML oxygen covered silver [14].
7.2.2 Dissociative Oxygen Adsorption and Different Forms of Oxygen
Oxygen molecule dissociatively adsorbs on silver surface to form surface oxygen:
02 + 2 AG(S) 2 O(S) (S1)
In literature, stabilities of molecular, surface, subsurface oxygen, and silver oxide have been
studied. Low desorption temperature (170K, [15]) and low chemisorption enthalpy of molecular
oxygen (0.0 kcal/mol, [ 16,17]) indicated that molecular oxygen was not stable on silver.
Surface atomic oxygen was found by XPS when molecular oxygen dissociatively adsorbed on
Ag(l 10) even at low temperature (130K) for a dosage of 1100 L 02 [18]. Engelhardt and
Menzel investigated the adsorption of oxygen on Ag(l 10), Ag(l I 1) and Ag(l00) surfaces
through LEED and AES by measuring work function changes and kinetics at and above room
temperature for 02 partial pressures up to 10-5 Torr [19]. High desorption temperatures (550 and
660K on Ag(l I 1) Ag(l 10), [9,15] and high heat of chemisorption ( 80 kcal/mol [19]) suggested
that atomic oxygen was stable on the surface.
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Backx et al. observed different desorption peaks for oxygen when they ran several cycles
of oxygen adsorption at room temperatures followed by TPD analysis [15]. First contact of a
clean Ag(111) surface with oxygen followed by TPD analysis gave a desorption peak at around
600K. Desorption peak was 70% larger, when a second cycle of adsorption followed by TPD
was undertaken. For a further six cycles, the peak continued to increase and desorption peak for
the final cycle was observed at around 880K. A desorption peak at 900K was observed by
Bowker et al [20].
These temperatures are much higher than the typical temperatures at which surface
atomic oxygen is observed to desorb from the surface. This might indicate the presence of
subsurface oxygen in silver. Backx et al. used TPD study to show that adsorbed atomic oxygen
diffuses into the subsurface region above 423K and does not desorb or diffuse into the bulk until
above 723K [15]. However, the saturation subsurface oxygen is limited to a few (- 2)
monolayers, as observed from experiments by Campbell [9]. He dosed 1400 Torr oxygen on
Ag(111) at 443K for 640 seconds; only two monolayers desorbed during a subsequent TPD
experiment. Subsurface oxygen has been characterized in several other studies using XPS and
TPD [16,17,21].
Some researchers have hypothesized that subsurface oxygen weakens the binding of
surface oxygen, increasing the amount of oxygen taking part in epoxidation process, while some
have considered subsurface oxygen not to affect the surface reaction mechanism. Former
hypothesis was in agreement with the results of van den Hoek et al. [22] whose Hartree-Fock-
Slater calculations showed that the subsurface oxygen decreases the binding of atomic oxygen on
Ag(l 10). However, Pawela-Crew et al. used near-edge adsorption fine structure analysis
(NEXAFS) to show that subsurface oxygen does not affect the orientation of molecular oxygen
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on silver [23]. They observed a similar shape in the NEXAFS spectra of molecular oxygen with
and without the presence of subsurface oxygen. Since the epoxidation conditions are very
different from the experimental conditions at low partial pressures, the nature and even the
presence of subsurface oxygen may be quite different in the two cases. The obtained phase
diagram revealed that surface oxygen actuated silver as the partial oxidation catalyst.
Experimental evidence in the phase diagram showed that subsurface oxygen is more
stable than Ag2O. Subsurface oxygen did not involve simple dissolution of oxygen in the bulk,
but a separate species that could be spectroscopically characterized. The phase diagram (T, P
plot) had a well-shaped curve for subsurface oxygen. For higher doses of 02, subsurface oxygen
was found which led to well-shaped P, T curves (drop in P with respect to T, a minimum P and
increase in P). For low doses, only silver oxide was observed at much lower temperatures. The
P, T curve for silver oxide was a straight line.
Using the standard states of silver and molecular oxygen, the heat of formation of silver
oxide is calculated as 7.4 kcal/mol, which is significantly lower than the heat of chemisorption of
surface oxygen (25.0 kcal/mol). Heat of chemisorption of surface oxygen with respect to
molecular oxygen has been derived from heat of chemisorption of surface oxygen with respect to
atomic oxygen (84, 81.15, 78.62 kcal/mol [14,24]). The above thermodynamic analysis shows
that the three forms of oxygen in the decreasing order of stability are: surface oxygen, subsurface
oxygen and silver oxide. Despite the differing stabilities, different forms of oxygen could co-
exist if chemical potential of 02 were sufficient to saturate all the surface sites with atomic O,
convert bulk silver to silver oxide and fill up subsurface sites with oxygen.
The binding energy of surface oxygen with respect to atomic oxygen is 3.27 eV
(= 75.4 kcal/mol). Hence, the binding energy with respect to molecular oxygen is 15.9 kcal/mol.
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By including the change in entropy, Gibbs free energy of the dissociative adsorption of oxygen
to form surface oxygen is estimated as -13.4 kcal/mol. Reported binding energy of subsurface
oxygen with respect to atomic oxygen is 2.93 eV, while the binding energy with respect to
molecular oxygen is -8.1 kcal/mol.
Equilibrium partitioning would reveal the degree of co-existence of the 3 phases due to
the following 3 reactions:
Ag + 1/2 02 0 O(S) AG1 -13.4 kcal/mol. Kpl = 720,477.8
Ag + 1/2 02 > Osb AG2 = 1.9 kcal/mol. Kp2 = 0.2
2Ag + 1/2 02 0 Ag 2 0 AG3 = 0.5 kcal/mol. Kp3 = 1.7
Changes in free energies and equilibrium constants of above reactions indicate that the
equilibrium between silver and oxygen favors surface oxygen over subsurface oxygen and
bulk silver oxide. At I bar Po2, surface oxygen coverage is considerable.
Li et al. conducted extensive DFT calculations to identify surface oxygen as the most
stable and reactive active oxygen species for epoxidation conditions corresponding to industrial
reactors [25]. Silver oxide is 0.5 kcal/mol less stable than silver and oxygen, if the partial
pressure of 02 is 1 bar and the temperature is 500K which corresponds to the nominal operating
temperature for industrial epoxidation reactor. Silver oxide is more stable than silver, if the
partial pressure is increased and temperature is decreased. The issue is whether active site on
silver catalyst is silver or silver oxide and equilibrium between silver and silver oxide is 02 P-
dependent and T-dependent. Using the reported chemisorption energies for subsurface and
surface oxygen [25], the heat of chemisorption of surface oxygen with respect 02 is calculated to
be 1.6 kcal/mol. Subsurface oxygen lowers the binding energy of surface oxygen. Enthalpy of
formation or the hypothetical chemisorption enthalpy of subsurface oxygen has been derived
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from the difference in binding energies in the presence and absence of subsurface oxygen.
Surface oxygen is 13.4 kcal/mol less stable when subsurface oxygen is present.
7.2.3 Subsurface Oxygen vs. Silver Oxide
To help provide insight into the remarkable catalytic behavior of the oxygen/silver system for
heterogeneous oxidation reactions, purely subsurface oxygen, and structures involving both on-
surface and subsurface oxygen, as well as oxide-like structures at the Ag( 11 1) surface was
studied by Li et al. for a wide range of coverages and adsorption sites using DFT [26]. It was
found that adsorption on the surface in fcc sites is energetically favorable for low coverages,
while for higher coverage a thin surface-oxide structure is energetically favorable. This structure
was proposed to correspond to the experimentally observed (434) phase. With increasing O
concentrations, thicker oxide-like structures resembling compressed Ag2O( ll 1) surfaces were
energetically favored. Due to the relatively low thermal stability of these structures, and the very
low sticking probability of 02 at Ag( I 111), their formation and observation might require the use
of atomic oxygen or ozone, 03 and low temperatures. Diffusion of O into the subsurface region
was also investigated at low coverage (-0.11 ML), and the effect of surface Ag vacancies in the
adsorption of atomic oxygen and ozone-like species. The most stable oxide of silver, Ag20,
however, thermally decomposed at 460K and at atmospheric pressure, making this seem unlikely
the energy barriers for O penetration through the surface. From a recent trend study of oxygen
adsorption and incorporation at the basal planes of Ru, Rh, Pd, and Ag, Li et al. [27] found that
the coverage at which the onset of oxygen occupation of subsurface sites correlated closely with
that predicted at which bulk oxide formation begins, and that this occurs at progressively lower
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coverages for the metals more to the right side of the periodic table. The energy cost for lattice
distortion was found to play a key role, where it was greater for the metals more to the left side
of the periodic table (Ru and Rh). With regard to pure free-electron-like metals, the O/Al( 11 1)
and O/Mg(000 1) systems were investigated as well by first-principles calculations.
Experimental evidence indicated that the (111) orientation was an important crystal face for real
silver catalysts since at high temperatures, facets with this face resulted [28,29] presumably due
to the fact that it had the lowest surface energy. There were only two ordered phases of oxygen
on Ag(l 11) that were reported; the (434) [30] and (A33A3)R30° structures [28,31]. The latter
actually exhibited a superstructure given in matrix notation as (2631; 21326). The (434) structure
had recently been investigated by STM, where the atomic structure was proposed to involve a
thin surface-oxide layer [32,33]. It was furthermore proposed that at low coverage (u50.0560.03
ML), O atoms occupied subsurface octahedral sites below the first Ag layer.
Compared to pure surface oxygen adsorption, which exhibited a strong decrease in
adsorption energy with increasing coverage, pure subsurface adsorption exhibited a weak
dependence on the coverage, where the octahedral site was favored for all of the investigated
coverage range of 0.11 to ML. Comparing the adsorption energies of surface and subsurface
oxygen, it was found that the former was energetically favored over the latter for coverages up to
around 1/2 a monolayer, whereafter the pure subsurface structures were preferred. The
energetically favorable structures involving both surface and subsurface oxygen had a lower
density of states at the Fermi energy and involved less ionic O atoms as compared to the
energetically unfavorable structures. The presence of subsurface oxygen modified the surface
oxygen-silver bond significantly. Depending on the adsorption site, it could either stabilize or
destabilize the surface oxygen and vice versa. The energetically most favorable structures,
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however, stabilized the surface oxygen. On the basis of the energetics of all the calculated
structures, it was found that at low coverages oxygen preferred to stay on the surface in fcc site.
With increasing coverage a thin (434) surface oxide was energetically favorable, and for higher
concentrations, the calculations predicted the formation of oxide-like structures very similar to
Ag2O(11 i). We proposed that with the use of atomic oxygen or ozone and low temperatures,
such thicker oxide-like films might be observed experimentally.
7.2.4 Subsurface Oxygen in Transition Metal Surfaces
Li et al. presented a DFT trend study addressing the incorporation of oxygen into the basal plane
of the late 4d transition metals from Ru to Ag [27]. Occupation of subsurface sites was always
connected with a significant distortion of the host lattice, rendering it initially less favorable than
surface chemisorption. Penetration into the surface started only after a critical coverage, which
was found to be very similar to those above which the bulk oxide phase became
thermodynamically more stable, suggesting that the initial incorporation of O actuated the
formation of a surface oxide on TM surfaces. King and coworkers proposed that the critical
coverage, at which the transition between a chemisorbed phase and the appearance of an oxidic
film occurs is thermodynamically, not kinetically determined [33]. Below the critical coverage,
the heat of formation of chemisorbed phase was higher than the heat of formation of oxide.
Repulsive interactions between the O adatoms drived the differential heat of adsorption down
sharply with increasing coverage, until at the critical coverage it is equal to that of the formation
of an oxide film.
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Li et al. found that incorporation of 0 into the subsurface region was initially always less
stable than surface chemisorption, largely due to the additional cost of distorting the substrate
lattice and breaking metal bonds [27]. With increasing surface coverage, this preference
decreased due to repulsive interactions within the more densely packed electronegative O
adlayer. Above a certain critical O coverage, occupation of subsurface sites then became more
favorable compared to a continued filling of the on-surface sites. Incorporation commenced
already at low surface coverages for the case of Ag; the coverages were similar to the critical
coverages for oxide formation, obtained with King's thermodynamic model. This suggested that
the initial incorporation of subsurface O is the "bottle-neck" in the oxidation sequence of these
metal surfaces. This incorporation is strongly dependent on lattice deformation properties, the
ease of oxide formation follows similar trends as the bulk cohesive energy or the bulk modulus.
The oxidation of TMs commences with the dissociative chemisorption of 02 at highly
coordinated sites on the surface, possibly preceded by molecular physisorption at low
temperatures. Additionally, a marked decrease of surface binding energy, Eb with coverage was
observed. This reflected a repulsive interaction within the more and more densely packed
electronegative overlayer. The decrease in surface binding energy translates into a steeply
decreasing differential heat of adsorption, which was compared with the experimental heat of
formation of the most stable bulk oxide phase of the respective metal, Hf. Following King's
thermodynamic argument [33], the critical surface coverage for the transition to the oxide phase,
is given once the differential heat of adsorption has fallen below the value of Hf.
7.2.5 Function of Silver as an Oxidation Catalyst
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Li et al. performed DFT calculations taking into account temperature and partial pressure to
present a comprehensive picture of the behavior and interaction of oxygen and Ag(l 11) [25].
This provided valuable insight into the function of silver as an oxidation catalyst. The obtained
phase diagram revealed the most stable species present in a given environment and thus
identified active oxygen species. In particular, for the conditions of ethylene epoxidation, a thin
oxide-like structure is most stable, suggesting that such atomic O species were actuating the
catalysis, in contrast to hitherto proposed molecular-like species.
To help understand the high activity of silver as an oxidation catalyst, e.g., for the
oxidation of ethylene to epoxide and the dehydrogenation of methanol to formaldehyde, the
interaction and stability of many different oxygen species at the Ag( 1 ) surface was studied for
a wide range of coverages. Through calculation of the free energy, as obtained from DFT and
accounting the temperature and partial pressure via the oxygen chemical potential, the phase
diagram of O/Ag(l I 1) was obtained. The results revealed that a thin surface-oxide structure was
most stable for the temperature and pressure range of ethylene epoxidation. For higher
temperatures, low coverages of chemisorbed oxygen were most stable, which could also play a
role in oxidation reactions. For temperatures greater than about 775K there were no stable
oxygen species, except for the possibility of O atoms adsorbed at under coordinated surface sites
including surface imperfections and defects. At low temperatures (400K) and atmospheric
pressure, provided kinetic limitations can be overcome, thicker oxide-like structures were
predicted. Due to their low thermal stability, however, they could be ruled out as playing an
important role in the heterogeneous reactions under technical conditions. Bulk dissolved oxygen
and molecular ozone-like species adsorbed at a surface vacancy, as have been proposed in the
literature, were found to be energetically unfavorable.
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We have calculated coverage-dependent thermodynamically consistent activation
energies for forward and reverse reactions based on the coverage-dependent heat of
chemisorption of oxygen from experimental data [16, 26 and 34]:
Qo (C2H4) = 84.0 + 3.6 0C2H4 -35.7 0o.
Self coverage-dependence in the heat of chemisorption of oxygen is particularly important since
atomic oxygen is found to be 5 kcal/mol less stable on 0.25 ML than on 0.11 ML oxygen
covered silver.
The calculated activation energies of the forward and reverse reactions are 0.0 and 49.0 +
7
.
2 0C2H4 - 71.40o kcal/mol. Difference between the activation energies results in reaction
enthalpy: - 49.0 - 7 .20 C2H4 + 71.40o, which is consistent with the reaction and oxygen
chemisorption enthalpy measured from TPD experiments [10]. Experimental binding energy for
surface oxygen with respect to 02 is - 11 kcal/mol and the derived binding energy with respect to
O is - 70.56 kcal/mol. Energy with respect to O is consistent with the oxygen chemisorption
enthalpy.
7.2.6 Ethylene Adsorption
Ethylene is known to adsorb weakly on silver [35-37].
C2H4 + AG(S) 0 C2H4(S) (S2)
Low temperatures (130 and 155K [11,34]) of desorption and low chemisorption enthalpy
(8.9 kcal/mol, [11 ], TDS on clean Ag(l 10) surface for an exposure of 10-6 mbar sec. of ethylene)
have been reported in literature. The coverage-dependent heat of chemisorption of ethylene is
[34]:
QC2H4 (00)= 8.9 + 3.6 Oo.
208
This is used to estimate the coverage-dependent activation energies of forward and
reverse reactions: 0.0 and 8.9 + 3.60o kcal/mol, respectively.
7.2.7 Formation of Oxametallacycle and Branching to Epoxide and
Acetaldeyhde
Reaction between adsorbed ethylene and oxygen results in the formation of surface
oxametallacycle [6]:
C2H4(S) + O(S) 0 H2COCH 2(S) (S3)
Figure 7.1 describes the geometry of oxametallacycle, epoxide and acetaldehyde. Oxygen and
carbon atoms in oxametallacycle are bound to Ag atoms on the catalyst surface, and the
hydrocarbon part of oxametallacycle is geometrically closer to epoxide than acetaldehyde.
Oxametallacycle undergoes ring closing via an additional bond between oxygen and n-carbon to
form epoxide, while H migrates from a- to P-carbon and single bond between a-carbon and
oxygen shortens for double bond to form acetaldehyde.
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Figure 7.1 Geometry of (a) Surface Oxametallacycle having O-C-C Backbone with O and C
bound to Ag atoms (b) Epoxide (c) Acetaldehyde
In Figure 7.1, silver surface is represented by a 3x3 unit cell with 4 layers of silver atoms. Using
DFT, Linic and Barteau estimated the heat of formation of oxametallacycle and the activation
energy of forward reaction of Step S3 (14.9 kcal/mol). We add coverage dependence of surface
oxygen and surface ethylene to this coverage-independent activation energy, since adsorbed
oxygen and ethylene react to form oxametallacycle:
14.9 - 32. 1Oo + 3.60c2H4.
We calculate activation energy of the reverse reaction based on thermodynamic consistency with
respect to enthalpy (-25.2 kcal/mol) of the overall reaction: 1/2 02 + C 2 H 4 X C2H4 0.
Oxametallacycle branches to form ethylene oxide and acetaldeyhde:
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H2COCH 2(S) C2H4 0 + 2 AG(S) (S4)
H2COCH 2(S) " CH3CHO + 2 AG(S) (S5)
First reaction is reversible and activation energy of the reverse reaction is 5 kcal/mol less than
that of the forward reaction (16.0 and 1 1.0 kcal/mol [6]). We calculate the preexponential factor
for the reaction of surface oxametallacycle leading to acetaldehyde (Step S5) using Density
Functional Theory (DFT).
7.2.8 Calculation of Preexponential Factor of Oxametallacycle Reaction to
Acetaldehyde
We use Guassian98® suite of programs and apply DFT to obtain the analytical second
derivatives or the vibrational frequencies of the transition state leading to acetaldehyde. DFT
describes how the ground state electron density and total energy can be obtained by solving a set
of one-electron Schrodinger equations (the Kohn-Sham equations). Becke 1988 and Perdew
1986 non-hybrid GGA, BP86 is used for exchange and correlation energies [38],
Dunning/Huzinaga valence double-zeta, d95v basis set with single first polarization functions is
used for C, H, O atoms [39] and LANL2DZ basis set with LANL2 ECP data is used for silver
[40-42]. Silver atoms are allowed to move in the cluster calculation, and 4 silver atoms attached
to the hydrocarbon part are used in frequency calculation. Twenty seven vibrational frequencies
are computed for the hydrocarbon-silver system consisting of 11 atoms. Since there are 7 atoms
in the hydrocarbon part, 14 frequency modes are used for calculating the vibrational partition
function of the transition state. When N is the number of atoms in a molecule, people normally
use 3N-7 frequencies in a TS because 1 of the frequencies is negative (the reaction coordinate)
and 6 of the frequencies are zero (3 translations and 3 rotations). In this case, however, 6
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vibrational frequencies of the modes that hold the OMME onto the silver surface are neglected
when calculating the vibrational partition function. The 6 computed frequencies are 74, 89, 104,
120, 171 and 220 cm- '. If the DFT-predicted frequencies for oxametallacycle were available for
the 6 modes holding the hydrocarbon part to the silver surface, then it would be worthwhile to
compare them against our calculated frequencies for oxametallacycle. If any of the frequencies
change significantly, then the A-factor would be significantly different if the lower frequencies
were included. There are subtle unresolved issues with the low frequency modes that correspond
to the surface atoms. Normal modes corresponding to bond stretch, scissor, twist, wag and ring
deformations are identified in oxametallacycle. Vibrational frequencies of oxametallacycle and
transition state are included in Appendix E. Negative frequency corresponding to reaction
coordinate or saddle point for the transition state is -342.92 cm-'. Vibrational frequencies of the
transition state are used to calculate the vibrational partition function:
pQ r hv. > (7.4)
1-e kT
where s is the number of vibrational modes. There are 3N-6 vibrational modes for stable species.
The total partition function which is a product of the translational, rotational and vibrational
partition functions is used to calculate the preexponential factor:
RT QTSA (7.5)
h Qoxametalacycle
The translational partition function cancels out completely for the transition state and
oxametallacycle, since they have the same mass. The moments of inertia of the TS and OMME
are assumed to be similar, and hence rotational partition function does not contribute
significantly.
Our calculated preexponential factor for forward reaction of oxametallacycle to
acetaldehyde is 4.22x 1012 s-1, which is lower than the theoretical maximum of 10'3 s-' due to a
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decrease in entropy of the oxametallacycle when it changes geometry to form the transition state.
It is to be noted that the calculated preexponential factor is an order of magnitude lower than the
preexponential factor (4.00x 1013 s' , [43]) for the reaction of oxametallacyle to ethylene oxide.
The optimized geometry of transition state and significant displacement of hydrogen atom
(0.9A') from a- to P-carbon and shortening of the C-O single bond indicates the change in
geometry from oxametallacyle to acetaldehyde.
Table 7.1 lists the reactions S1 through S5 in the surface mechanism with coverage-
dependent activation energies. The surface mechanism is thermodynamically consistent since
linear combination of the enthalpies of 5 elementary reactions lead to the enthalpy of the overall
epoxidation reaction.
Table 7.1 Surface Mechanism and Coverage-Dependent Thermodynamically Consistent
Activation Energies for Epoxidation on Silver
Step
# Reaction
S1 02 + 2 AG(S) 2 O(S)
S2 C2H4 + AG(S) 0 C2H4(S)
S3 C2H4 (S) + O(S) H2COCH 2(S) 1
S4 H2COCH 2(S) 0 C2H40 + 2 AG(S)
S5 H2COCH 2(S) 0 CH3CHO + 2 AG(S)
Coverage dependence for oxygen: Qo (C2H4) = 84.0 + 3.6 Oc-H4 -35.7 0o [16,26,34];
Coverage dependence for ethylene: QC2H4 (0o) = 8.9 + 3.6 0O [34]
Host of formation of oxamctallacyclc: Ht(OMME) = -18.5 [6]
Activation Energies
(kcal/mol)
Ef Er
0.0 49.0 + 7 .2 0C2H4 -
71.40o
0.0 8.9 + 3.60o
4.9 - 32.10o 12.5
+ 3 .6 0 C2H4
16.0 11.0
15.7 41.1
7.3 Branching Ratio and Selectivity of Epoxide
In this section, expressions for branching ratio and selectivity of epoxide based on the two
parallel branching reactions of oxametallacycle and the reverse reaction of epoxide (see Figure
213
-
__ __
7.2) are derived. Next, the effect of surface chemistry with the reverse reaction of epoxide on
branching ratio and selectivity of epoxide is analyzed. Then, we explain the trends in selectivity
when the conversion changes.
I I
H 2COCH 2
C2H4 0 +
CH3HCO +
I I
Figure 7.2 Branching of Oxametallacycle and Reversibility of Ethylene Oxide
Branching ratio is derived as:
BR = x (1 - P2H40,surAce ), (7.6)
k5 Keq,4 OOMME
where k4 and k5 are the rate constants of the forward reactions, Keq,4 is the equilibrium constant
of the first reaction, PC2H40,surfacc is the partial pressure of ethylene oxide at the catalyst surface
and OOMME and v, are surface coverages of oxametallacycle and vacancy. Selectivity is related to
branching ratio:
BR
Sepoxide - BR(7.7)
7.3.1 Effect of Surface Chemistry and Transport on Branching Ratio and
Selectivity
Rate parameters of forward reactions, and hence surface chemistry affect the branching of
oxametallacycle to epoxide and acetaldehyde:
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k A4 exp(- ) (7.8)
4 RT (7.8)
k5 A5 exp(- E5 )RT
A5 has been calculated to be an order-of-magnitude lower than A4 (see Section 7.2.8). The term
involving equilibrium constant in Eq. 7.6 signifies the reversibility of epoxide to
oxametallacycle.
PC2H40,surface, which is the partial pressure of epoxide at the surface could be quite
different from the partial pressure at the bulk gas phase due to resistance to transport of ethylene
oxide and other gas molecules across the catalyst boundary layer. The transport resistance favors
the reverse reaction of epoxide which in turn reduces the branching ratio.
Due to diffusional resistance in the boundary layer, the partial pressure of epoxide in bulk
gas phase is lower than the partial pressure at the surface, and the pressure difference is derived
as:
PCH40 ,buIk = PC2H40.surfixce (Njlx)RT (7.9)
where 6 is boundary layer thickness, D is diffusivity of epoxide and Nflux is the molar flux of
epoxide per unit area of the catalyst surface. Transport resistance to epoxide reduces its partial
pressure in the bulk, decreasing the overall throughput or yield. Rate of the reverse reaction may
be comparable to that of the forward reaction unless ethylene oxide is taken away from the
catalyst surface by fast stream of bulk gas flowing through the reactor.
For an experimental microreactor, it is easy to estimate the partial pressure difference
between ethylene oxide at the bulk and the interface from Eq. 7.9. Using a boundary layer
thickess 6 = 50 jim, diffusion coefficient D = 10 - 5 m2/s, R = 8.314 J/mol/K, T = 512 K and molar
epoxide flux Nfl,, = 2x 10-6 mol/m 2/s (as seen from reactor simulations), the partial pressure
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difference is estimated as 0.04 bar. This is about 30% of the total partial pressure of ethylene
oxide, based on the predicted 90% selectivity and 95% conversion of an inlet stream of ethylene
at 0.15 bar (3% mole fraction, 5 bar total pressure).
Brauer [44] devised an empirical correlation describing the velocity field around a
spherical particle for a broad range of application, being valid for 0 < Re < 3x105:
D =2+k (ReSc)'7 } D (7.10)
2fJ l+(ReSc)' 2 d'(7.10)
in which
0.66
i1 + (0.84Sc6 ) 1/3 (7.1 )
For typical industrial epoxidation reactors corresponding to a flow rate of 3000 GHSV (7.5 ms-1),
catalyst pellet diameter of 10 mm, diffusivity of I x 10- 5 m2s-1 and kinematic viscosity of
1.46x10 - 5 m2s-l, the Re and Sc are 7500 and 1.46. Using Eqs. 7.10 and 7.11, the boundary layer
thickness is calculated as 145 pm. For a molar epoxide flux of 2x 106 mol/m 2/s, the partial
pressure difference for the industrial reactor is estimated as 0.12 bar. This is about 24% of the
total partial pressure of ethylene oxide, based on 80% selectivity and 10% conversion of an inlet
ethylene stream of 6.25 bar (25% mole fraction, 25 bar total pressure).
7.3.2 Decrease of Selectivity with Increase in Conversion
Eqs. 7.6 and 7.7 for branching ratio and selectivity explain the experimentally observed trend of
decreasing selectivity with increasing conversion. Increasing conversion of oxametallacycle
increases partial pressure of epoxide at the surface resulting in an increase in the rate of reverse
reaction of epoxide.
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Nflx is proportional to the rate of conversion of ethylene in epoxidation reactor. Increase
in the rate of reverse reaction and molar flux of epoxide due to increase in conversion result in
the decrease of branching ratio and selectivity. Inclusion of reverse reaction leads to physically
observable decrease of selectivity with increase in conversion, while the omission would have
led to constant branching ratio and selectivity irrespective of changes in conversion:
BR' = k 4 (7.12)
k 5
Figure 7.3 shows how the predicted selectivity varies with conversion for experimental
conditions in a microreactor [45]. The operating conditions of the microreactor used are: 5 bar
total pressure, 0.124 s reactor residence time, 5 L/h gas flow and 3% C2H4, 16.5% 02 and rest N2
in the reactor feed.
88 -
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> 86-
X 85
84 _ 
94 95 96 97 98 99 100
Conversion (/6%)
Figure 7.3 Variation of Predicted Selectivity with Conversion for Microreactor Conditions
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From Figure 7.3, we observe that the predicted selectivity decreases with conversion. The
selectivity drops abruptly as the conversion goes from 97% to 99%. Figure 7.4 plots
PC2H40,xurface Ov the second term from Eq. 7.6, as a function of conversion. This term
Keq,4 9 OMAE
signifies the importance of reverse reaction of ethylene oxide to oxametallacycle.
0.12 --
0.10 -
E 0.08 -
I-
"o 0.06 -
0
I 0.04 -
0.02
0.00 -
94% 95% 96% 97%
Conversion (/6%)
Figure 7.4 Variation of Second Term with Conversion for Microreactor Conditions
From Figure 7.4, we observe that the second term signifying the reverse reaction of EO stays at a
low value until about 97% conversion where it starts raising significantly. Due to a low inlet
C2H4 pressure (0.15 bar), EO partial pressure at the surface stays low (0.09 bar, based on the
computed P-difference due to boundary layer) for all the conversions. However, 0"omc decreases
significantly after about 97% conversion increasing the v ratio. From this point, the reverse
omme
reaction of EO to OMME becomes kinetically significant compared to the forward reactions of
OMME to EO and CH3CHO, and selectivity is no longer governed only by the 2 forward
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reactions. The site fraction of OMME decreases since it is increasingly consumed in the
acetaldehyde channel. Until 97% conversion, the 2 forward reactions of OMME are only
important and the selectivity stays fairly constant.
7.4 Validation of Surface Mechanism for Experimental and Plant
Conditions
Kestenbaum et al. measured the selectivities to ethylene oxide in microreactors for different
operating temperatures, total pressures and molar flow rates of reactants [45]. Series of
experiments were conducted for varying temperatures on a Laser-LIGA catalyst at 5 bar total
pressure, reactor residence time of 0.124 s, 5 L/h gas flow and 3% C2H4, 16.5% 02 and N2 as
inerts in the feed to reactor. Our surface mechanism and transport model predicts the
conversions, selectivities and yields for the operating conditions in the microreactor geometry
(Figure 7.5). Plug flow is assumed to model the microreactor. Diffusional transport of gas
species across the boundary layer is modeled by using elementary reactions with the rates
functions of transport coefficients and boundary layer thickness. The rate constant of reaction
leading to interfacial gas phase concentration from bulk is given by:
D
kdffi (7.13)kdiffusion,bulk-to-int erface (7.13)
Rate constant of the reverse reaction leading to bulk concentration is given by:
kdif sion,int erJlce_o-bulk kdjtision,bIlk-to-interfice X Keq,dijAsion (7.14)
where
Keqdiffitsion Vbk (7.15)
int erace
is the ratio between the bulk volume in gas phase to volume in the interface. This ratio is used to
balance the total number of moles of any gas species between the bulk and interface, despite
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change in volumes of the 2 phases. Bulk and interfacial volumes are based on the length scales
of catalyst and boundary layer, respectively. For the experimental microreactor, the thickness is
same as the channel height since the boundary layer extends all the way to the top of
microreactor channel. Hence, the ratio between bulk and interfacial volume is unity. For the
industrial reactor, the boundary layer thinkess as seen from simulations is 145 ptm, which is less
than typical diameter (10 mm) of catalyst pellets used [46]. Hence, bulk-to-intefacial volume
ratio is 71.4. The kinetic rate constants for forward and reverse reactions involving the gas
species at interface are adjusted by the bulk-to-interface volume ratio:
ks = kinetic x Vk (7.16)
i nt erfiAce
and
Vulk
kr = krkinetic x V (7.17)
int efface
To simulate the transport of gases and reaction of gas and surface species, the Aurora application
of CHEMKIN® software package is used.
500 pm
9.5 m
9.5 mm
Figure 7.5 Geometry of Microreactor used for Experimental Conditions
Operating conditions for microreactor simulations are 5 bar total pressure, 0.124 s reactor
residence time, 5 L/h gas flow and 3% C2H4, 16.5% 02 and rest N 2 in the reactor feed.
Temperature is varied from 420 to 660K. Given the inlet mole fractions in the microreactor, we
predict the ethylene conversion at different temperatures (Figure 7.6a). Conversion increases
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with temperature since more ethylene and oxygen reacts as the temperature increases. Variation
of yield is studied for a broad range of temperature, since a non-monotonic response is expected
in the yield. This is confirmed as shown in Figure 7.6b.
221
460 480
Temperature (K)
500 520
b
# * ** * *.
400 440 480 520 560
Temperature (K)
600 640
Figure 7.6 Variation of (a) Conversion and (b) Yield with Temperature
From Figure 7.6b, we observe that the yield peaks with temperature. Yield is a product of
conversion and selectivity. Conversion increases while selectivity decreases with temperature.
Selectivity decreases with temperature due to a small difference (- 0.3 kcal/mol) in activation
energies of the 2 forward reactions: one leading to epoxide and the other leading to acetaldehyde.
Reverse reaction of epoxide becomes favorable as the temperature increases due to increase in
conversion.
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Our surface mechanism along with the transport model predicts a selectivity of 85%,
while the selectivity measured from the experiment was 65% at 239 C. Predictive selectivities
are little off the values measured in experiments, nevertheless our model is completely predictive
and none of the kinetic and transport parameters is adjusted to fit the experimental data. The
comparison between the model and experiments and the agreement between them are significant,
given the possibility of systematic errors and uncertainties in the measurement of concentrations
at the reactor outlet.
We have simulated an industrial epoxidation reactor for the nominal operating conditions
(see Table 7.2). The industrial reactor is usually of the shell and tube type comprising several
thousand mild steel or stainless steel tubes, 20-50 mm inside diameter. Tube lengths are in the
range 6-12 mm and the silver catalyst is in the form of 3-10 mm diameter particles [46]. Typical
selectivity observed in ethylene oxide plants for unpromoted silver catalyst is in the range 75-
80%.
Table 7.2 Nominal Plant Conditions for Ethylene Oxide Process
Pressure 25 atm
Temperature 500K
Residence Time 5 seconds
Mole Fractions
Ethylene 0.25
Oxygen 0.25
Methane 0.50
Figure 7.7 shows the variation of selectivity with conversion for plant conditions.
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Figure 7.7 Variation of Selectivity with Conversion predicted for Plant Conditions
Figure 7.8 plots C2H 40,surface Ov
Keq4 OMME
the second term from Eq. 7.6, as a function of conversion.
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Figure 7.8 Variation of Second Term with Conversion for Plant Conditions
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From Figure 7.8, we observe that second term signifying the reverse reaction of ethylene oxide
changes significantly and becomes very large for plant conditions. Due to a higher inlet C2H4
pressure (6.25 bar), the total EO partial pressure stays at a higher value (0.50 bar) for the plant
conditions relative to the microreactor conditions (0.13 bar). Based on the boundary layer
calculations, the ethylene oxide partial pressure at the surface is 0.31 bar for plant conditions,
while it is 0.09 bar for microreactor conditions. This results in significant reverse reaction of
ethylene oxide to oxametallacycle, and the site fraction of OMME decreases since it is further
consumed to form acetaldehyde under plant conditions. The v ratio for plant conditions is
much higher than the ratio for microreactor conditions. Hence, the 2 factors, higher interfacial
partial pressure of EO and higher ratio between site fractions of vacancy and oxametallacycle
explain the early falloff in the selectivity-conversion curve for the plant conditions.
7.5 Effect of Heat of Formation of Oxametallacycle on Yield and
Selectivity
Oxametallacycle is an important surface intermediate in the ethylene epoxidation reactions.
Surface energetics and heat of formation of oxametallacycle affects the activation energies of 2
parallel reactions of oxametallacycle to form epoxide and acetaldehyde. Figure 7.9 is the
reaction coordinate diagram showing activation energies (in kcal/mol) for the 2 reactions.
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Figure 7.9 Reaction Coordinate Diagram for Oxametallacycle Reactions
Increasing the heat of formation of oxametallacycle decreases the activation energy of
forward reaction leading to epoxide. Since this reaction is reversible, increase in the heat of
formation of oxametallacycle shifts the ethylene oxide equilibrium towards the forward
direction. Increase in the heat of formation of oxametallacycle also decreases the activation
energy of the reaction leading to acetaldehyde, however this does not affect the acetaldehyde
equilibrium since the reaction proceeds only in the forward direction. Overall, increase in the
heat of formation of oxametallacyle is expected to increase the selectivity and yield of ethylene
oxide process. Figure 7.10 shows the variation of predicted selectivity and yield with increase in
heat of formation of oxametallacycle. Industrial plant conditions are used to simulate the
selectivities.
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Figure 7.10 Effect of Heat of Formation of Oxametallacycle on (a) Selectivity and (b) Yield of
Epoxide
From Figures 7.1 Oa and 7.10b, we see that the selectivity and yield increases with the increase in
the heat of formation of oxametallacyle. This not only signifies the sensitivity of
oxametallacycle but also offers an insight into the role of promoters or trace metals in increasing
the yield and selectivity of ethylene oxide. These compounds are expected to change the heat of
formation of surface intermediates. And a small change in the heat of formation of
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oxametallacyle is predicted to improve the yield and selectivity significantly as seen from Figure
7.10. Now an important question arises as to the direction of change in the heat of formation of
oxametallacyle.
In oxametallacycle, the a-C and O atoms are bound to the silver catalyst. Since oxygen
is a contact atom for both oxametallacycle and surface oxygen, adsorbate-surface interactions for
the 2 surface species are expected to be similar. Surface oxygen is known to become less stable
when trace amounts of chlorine in the form of 1,2-dichloroethane is added to the silver catalyst.
Due to similar adsorbate-surface interactions, oxametallacyle is also expected to be less stable in
the presence of chlorine. Hence, the heat of formation of oxametallacyle would increase in the
presence of chlorine. This would offer a thermodynamic insight into the promoter effect of
chlorine in ethylene epoxidation.
7.6 Sensitivity and Uncertainty Analysis
Preexponential factors and activation energies of the forward and reverse reactions are the
kinetic parameters whose values may be uncertain. Some of the preexponential factors are
reported from experimental data in the literature, while the rest are calculated using quantum
chemistry methods. The coverage-dependent activation energies are based on chemisorption
enthalpies of surface species, which are dependent on the enthalpies at zero coverages and the
coverage coefficients of surface species. These values are obtained from experimental data in
low-pressure studies. Due to possible uncertainties in experimental measurements as well as
quantum chemistry calculations, we perform a first-order sensitivity analysis followed by a
detailed uncertainty analysis to identify key preexponential factors, zero-coverage chemisorption
enthalpies and coverage coefficients of surface species.
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7.6.1 Sensitivity Analysis
Sensitivity analysis is performed by solving a set of adjoint differential equations corresponding
to the sensitivity of species concentrations with respect to the parameters. From the 5-step
mechanism, the rates of elementary reactions are expressed below:
r = k, 1102 19'2C2 _ k,.,O C2, (7.18)
r2 = k,2 C 2H 4 1vC - k,..2c2H4C,, (7.19)
r3 = kf.3, H490 C - kr, 3 OMI 9,v C (7.20)
r4 = k 40, u,,EC, - k,.,4 [C2H401vC,, (7.21)
and
r = k OO,MEC, - kr,5 [CH 3CHOO vC,, (7.22)
where kf, kr are the rate constants of forward and reverse reactions, 0 the coverage of surface
species and Ct the surface site density. The concentrations of gas phase species are expressed in
mol/cm3, while site density is expressed in mol/cm 2. Set of ODEs for the rates of production of
gas and surface species is given below:
d[O2] --r (7.23)
dt
d[C2,H4 ] - (7.24)
d[C,H4O] (7.25)
cdt
d[CH 3CHO] (7.26)
do (2r r s,- (7.27)
dt
dO° (21 -r)
cit C,' 3 (7.27)
ddt - ,' (7.28)
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ddt (r3 - r4 - r (7.29)
and
dOv _ (-2r, -r2 + r3 +r 4 +r) (7.cit t(7.30)
Eqs. 7.23 through 7.30 can be represented as:
dy
-= f(y,p,t), (7.31)dt
where y is the vector of solution variables: [02], [C2H4], [C2 H4 0], [CH3CHO], 0O, C2H4, OOMME
and 0v. is the vector of parameters which include the preexponential factors, zero-coverage
limit chemisorption enthalpies and coverage coefficients of surface species. The adjoint
differential equations for sensitivity analysis can be derived as:
(Yl ) Y= a + f;, (7.32)
at api ay, ap api
where yl is the 1 th solution variable, f is the rate of production of yl, and pi is the ith parameter.
The sensitivity of variable yi with respect to parameter pi is defined as: . This is normalized
api
with respect to the solution variable and parameter resulting in log-sensitivity: aIn Pi 0y a
L9Inpi Y. aPi
The set of differential equations (Eqs. 7.23 through 7.30) and the adjoint set
corresponding to Eq. 7.32 for all the solution variables are simulated using MATLAB version
6.5. Figure 7.1 1 shows the logarithmic sensitivity of ethylene oxide concentration to the
preexponential factors of the forward reactions in the 5-step surface mechanism. For Figure
alnEo Af, OEO7.11, the logarithmic sensitivity is anfor i reaction.
dln A,i EO aA.,i
230
1.0 -
. 0.6
a 0.2-
._
U
* Af,4
- Af,3
, . Af, 5
0.15 . Af 1E -0.20.J. O. O
I 
o -0.6 -
-j
-1.0 -
Time (seconds)
Figure 7.11 Logarithmic Sensitivity of EO Respect to A-factors of Forward Reactions
From Figure 7.1 1, we observe that the sensitivity of ethylene oxide concentration with respect to
preexponential factor of the 4 th forward reaction is positive, while those with respect to other
preexponential factors are negative. Step 4 results in the formation of ethylene oxide from
oxametallacycle. Increase in the rate of Step 4 increases the surface concentration of
oxametallacycle and the gas concentration of ethylene oxide. Hence, an increase in the
preexponential factor of the step results in an increase in the ethylene oxide concentration and
consequently a positive sensitivity. Increasing the preexponential factor of Step 5 favors the
branching of oxametallacycle towards acetaldehyde; hence, a negative sensitivity for ethylene
oxide concentration. Steps 1 and 2 result in the adsorption of oxygen and ethylene, which react
through Step 3 to form surface oxametallacycle. Thus, these 3 steps increase the conversion of
oxametallacycle, and hence the partial pressure of epoxide at the surface. This in turn, increases
the rate of reverse reaction of epoxide. Hence, sensitivities of ethylene oxide concentration with
respect to the preexponential factors of forward reactions of the 3 steps are negative. Ethylene
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AH2
oxide concentration is the most sensitive to preexponential factor of Step 2, next to that of Step
4.
Figure 7.12 shows the logarithmic sensitivity of ethylene oxide concentration to zero-
coverage chemisorption enthalpies and coverage coefficients of surface species.
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Figure 7.12 Logarithmic Sensitivity of EO Respect to Thermodynamic Parameters
The thermodynamic parameters considered are the zero-coverage limit heats of chemisorption of
surface oxygen and ethylene (Qo base and QC2H4_base), and coverage-dependent coefficients for
surface oxygen and ethylene (O_C2H4 and coo). From Figure 7.12, we observe that the
sensitivities with respect to the coverage coefficient of oxygen on ethylene, chemisorption
enthalpy of ethylene and oxygen are positive, while sensitivity with respect to coverage
coefficient of oxygen on oxygen is negative.
Surface oxygen is stabilized in the presence of ethylene. Increasing chemisorption
enthalpy of ethylene stabilizes surface ethylene, while chemisorption enthalpy of oxygen
stabilizes surface oxygen. So, surface oxygen and ethylene are favored by increasing the
coverage coefficient of oxygen on ethylene, chemisorption enthalpies of ethylene and oxygen.
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This in turn favors the formation of oxametallacycle and its reaction to ethylene oxide. As a
result, the log-sensitivity of ethylene oxide concentration with respect to the 3 parameters is
positive. Surface oxygen reduces its own stability, as evident from the negative coefficient for
the self-coverage dependence of oxygen. Hence, an increase in the coverage coefficient
decreases the ethylene oxide concentration.
From Figures 7.11 and 7.12, we have identified the preexponential factors of forward
reactions of Steps 2, 4, heat of chemisorption of oxygen at zero coverage, the coverage-
dependent coefficient of oxygen on ethylene and coverage coefficient of oxygen on oxygen to be
the main parameters affecting the sensitivities of ethylene oxide concentrations. In general,
sensitivity analysis investigates the local effect of small changes in the kinetic and
thermodynamic parameters on model outputs around nominal parameter points. More complete
information on the effects of parameters can be obtained by performing uncertainty analysis,
which takes into account the entire range and probability density function (PDF) of parameters to
give the PDF and uncertainty in the ethylene oxide concentrations.
7.6.2 Uncertainty Analysis
To characterize the uncertainty in preexponential factors, chemisorption enthalpy and coverage
coefficients, we use a uniform probability distribution function (PDF) with nominal parameter
value being the mean, and upper and lower bounds differing from the nominal value. An
uncertainty analysis method, Deterministic Equivalent Modeling Method (DEMM) developed by
Tatang, has proven to be computationally more efficient than the existing sampling techniques
such as Monte Carlo and Latin Hyper Cube sampling [47]. DEMM estimates the PDF of model
outputs, given the PDF of parameters. Both parameters and outputs are expressed as random
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variables, which are in turn represented by expansions of functionals of known PDFs. The
functionals called polynomial chaos expansions (PCE) were introduced by Wiener to develop
series expansion for random variables in a way analogous to traditional Fourier series
representations [47]. The series expansions consist of orthogonal polynomials characteristic of
the PDF of parameters. Parameter 0 with a uniform PDF - U[a, b] can be represented by PCE
as:
= 0 X P ()+ 1 x P (), (7.33)
where , is a random variable with uniform PDF - U[0,1]. Po(4) and P1(a) are Legendre
polynomials of order 0 and 1 respectively. Coefficients of the PCE, 00 and 08 are given by:
0 =a, (7.34)
and
0 =b-a. (7.35)
All uncertain parameters are expressed as PCEs of random variables with known
coefficients. Output PCEs contain unknown coefficients, which are solved by minimization of
mean-weighted residuals (MWR). Weights in MWR are chosen using orthogonal collocation for
black box models; in these models, outputs are not explicitly expressed in terms of parameters.
Coefficients of PCEs in the outputs characterize the uncertainty propagated through the model.
In literature, DEMM has been applied to study the uncertainties propagated in several chemical
engineering problems [47,49,50].
Based on sensitivity analysis, we select the preexponential factor of forward reactions of
Steps 2 and 4 (At,2 and A 4), zero-coverage chemisorption enthalpy of oxygen (QO_base),
coverage-coefficient of oxygen on ethylene (Co C2H4) and oxygen (Co o) as uncertain kinetic
parameters; we analyze the uncertainties propagated in the ethylene oxide concentrations.
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Nominal values of the preexponential factors are 2.1x10tl cm3/mol/s and 4.0x1013 /s. Nominal
value of the zero-coverage chemisorption enthalpy is 84.0 kcal/mol, while those of coverage
coefficients of oxygen on ethylene and oxygen are 3.6 and -35.7, respectively. Preexponential
factors typically have errors within 100-1000% of the nominal value, while heats of
chemisorption are accurate within 5 kcal/mol. To model the uncertainty in preexponential
factors, we use uniform probability density function with nominal value as the mean value, lower
and upper bounds being 1/10 and 10 times the nominal value, respectively. 5 kcal/mol is used as
the standard deviation for the uniform distribution in chemisorption enthalpies and coverage
coefficients. The parameters are expressed as first order PCEs of corresponding random variable
with uniform distribution:
A,'2 = A, 2,0 x Po(l)+ Af2.1 X (), (7.36)
Af 4 = Af4,0 x Po(42 )+ Af4 , x P(g2 ), (7.37)
Qo_base Qo _base,0 x Po(56)+QO_base,l X (6) (7.38)
CO_C2H4 = COC2H4,0 X P0(g 7)+CO C2H4.1 X P(7), (7.39)
and
Co = Co ox Po 8(4)+ C o x I(~), (7.40)
where Po() (= 1) and P, () (= - ) are the zeroth and first order orthonormal Legendre
polynomials. Using nominal values of the parameters, we calculate the coefficients (Table 7.3)
of two terms in the PCE for each of the 10 parameters.
Table 7.3 Coefficients of Polynomial Chaos Expansion
Parameter (Units) Mean Value 00 01
Af2 (cm 3/mol/s) 2. 1x0I o 2. 1x100l° 2.08x 1012
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Af4 (/s) 4.0x101 3 4.0x10 1 2 3.96x10 1 4
Qo basc (kcal/mol) 84.0 75.3 17.3
COC2H4 (kcal/mol) 3.6 -5.1 17.3
Co (kcal/mol) -35.7 -27.0 -17.3
To analyze the uncertainty propagated, we express the selectivity as PCEs of the 8
random variables:
8
S = So + SiP(i). (7.41)
i=l
From the above PCEs, we derive algebraic expressions for the mean, pt and standard deviation, a
of selectivity:
Ps = S0, (7.42)
and
i=2
s = 2 (7.43)
The unknown coefficients in the PCEs are solved by minimization of mean-weighted residuals
(MWR). Weights in MWR are chosen using orthogonal collocation. Collocation points are
obtained by solving roots of the Legendre polynomial with an order one higher than that used for
characterizing the uncertainty in the heats of chemisorption. In this case, we use roots of the
third2 )
The solved coefficients of the PCE characterize the uncertainty propagated through the model.
The mean and standard deviation (as error bar) of selectivity are plotted in Figure 7.13. Variance
analysis explains the contributions of uncertainties in the parameters to uncertainty of predicted
selectivities.
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Figure 7.13 Mean and Standard Deviation of Ethylene Oxide Concentration with
Reaction Time
Figures 7.14 & 7.15 show the contributions for the 2 forward preexponential factors, zero-
coverage heat of chemisorption of oxygen and coverage coefficients. Uncertainty is plotted as
standard deviation in molar concentration of ethylene oxide (in mol/cm3 ).
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Figure 7.14 Uncertainty Contribution in the Forward A-factors of Reactions leading to Ethylene
Adsorption and Epoxide Formation (Steps 2 and 4)
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From Figures 7.14 & 7.15, we observe that the uncertainties due to preexponential factor of
reaction of oxametallacycle leading to surface ethylene is the greatest; about an order-of-
magnitude lower than the actual concentrations of epoxide predicted. Zero-coverage
chemisorption enthalpy of oxygen (Qo basc) is the next important uncertain parameter followed
by self-coverage coefficient of oxygen (Coo). The uncertainties in these 2 parameters increase
with reaction time similar to a variation in ethylene oxide concentration.
7.7 Summary
Current research in surface mechanism for silver-catalyzed epoxidation of ethylene has
motivated this chapter on explaining the selectivity to epoxide. We have contributed
significantly in understanding the reversible equilibrium between oxametallacycle and epoxide,
and the lower A-factor for acetaldehyde formation relative to epoxide formation to explain the
observed EO selectivities for experimental conditions. Equilibrium between surface
oxametallacycle and epoxide and comparable rates of forward and reverse reactions in the
equilibrium suggests that reverse reaction affects selectivity. Equation for branching ratio which
considers the reversible epoxide equilibrium and the ratio between site fractions of vacancy and
oxametallacycle explain the decreasing selectivity with increasing conversion. Falloff in
selectivity-conversion curve for the industrial plant reactors occurs earlier than the experimental
microreactors. This is attributed to the kinetically significant reverse reaction of ethylene oxide
to oxametallacycle for the plant conditions even at low conversions. For the experimental
microreactor, the reverse reaction becomes important only at high conversions; until this point
selectivity stays fairly constant since it is governed only by the 2 forward reactions of
oxametallacycle. Rearrangement of C-H and C-O bonds in oxametallacycle and migration of H
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from a- to n-carbon in oxametallacycle while forming acetaldehyde suggests a lower
preexponential factor for the reaction. Density Functional Theory (DFT) predicts a
preexponential factor of 4.22x 1012 s 1i, which is an order-of-magnitude lower than the
preexponential factor for reaction to epoxide (4.00x 1013 s-l). Our thermodynamically consistent
surface mechanism includes coverage-dependent activation energies for dissociative adsorption
of oxygen, ethylene and formation and branching of oxametallacycle to epoxide and
acetaldehyde. Selectivities, conversions and yields predicted by the mechanism are validated
against literature data for experimental and industrial epoxidation conditions. Increasing
selectivities and yields with increase in heat of formation of oxametallacycle offers a
thermodynamic and operational insight into the role of chlorine as a promoter in epoxidation.
This work identifies surface atomic oxygen as the reactive form of oxygen in epoxidation and
oxygen covered silver as active phase of silver catalyst.
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Chapter 8: Development of an Extensive Ethylene
Oxide Mechanism
This chapter presents the development of an extensive ethylene oxide (EO) reaction mechanism.
In Section 8.2, we describe the methods available in literature for systematically generating
mechanisms for gas phase reactions. In Section 8.3, we describe the Decomposition Tree
Approach which uses an algorithm for generating mechanisms given an incomplete list of
reactive species [1]. The approach uses domain knowledge to define different reaction
possibilities, builds a decompostion tree to identify missing species, and systematically generates
elementary reactions. In Section 8.4, we apply the Decomposition Tree Approach to generate an
extensive EO mechanism. Starting with ethylene and oxygen as the reactants and the observed
products: ethylene oxide, acetaldehyde, water, carbon dioxide and propene, we use the
decomposition tree to find possible chemical routes. In Section 8.5, we compare selectivity and
conversion predicted by the extensive EO mechanism against the predictions of other literature
mechanisms.
8.1 Introduction
Many algorithms for automatic mechanism generation are developed in literature, primarily for
homogeneous gas phase reaction systems. Typical in these approaches, sensitivity and rate-of-
production analyses are used to screen unimportant reactions. Rate based species selection
methodologies with information on the rates-of-formation of species are employed to identify
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kinetically important reactions. Information from available lab-scale experiments and plant-
scale reactors about observed products should also be used in the construction of reaction
mechanism. In this work, we systematize the development of surface reaction mechanism by
considering information from experiments and plant data. This approach is implemented for
generating reactions in silver-catalyzed ethylene epoxidation.
8.2 Mechanism Generation
There is an extensive literature that describes methods for systematically generating mechanisms
for gas phase reactions. Gasteiger et al. developed a program EROS [2], Blurock et al. set up a
software system to manage, manipulate and generate reaction data [3], Glaude et al. developed a
computer-aided design mechanism [4], and Warth et al. used advanced software based on
referenced canonical treelike description of molecules [5]. Woo et al. established a quantitative
link between measurable experimental changes and kinetics analysis to explain the behavior of
styrene-based polymers in binary mixtures during pyrolysis [6]. The developed algorithms for
automatic generation were based on graph theory [3,7-21]. Molecular species designated by
graphs were identified by their vertices, with edges and subgraphs internal representations for a
given class of reaction. Klinke et al. extended the tools of mechanism generation to handle
heterogeneous Fischer-Tropsch synthesis on Ni( 111) and Co(0001) surfaces [22]. Bounaceur
applied a computer aided design of comprehensive primary and simplified secondary
mechanisms in the case of alkanes pyrolysis by writing systematically all the generic reactions:
initiations, isomerizations, decompositions by B1-scission, metatheses, additions and terminations
[23]. Battin-Leclerc used EXGAS, the system for automatic generation of detailed mechanism
in modeling ignition delays of butynes and generic reactions for the oxidation of alkenes [24].
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Valdes-Perez applied artificial intelligence principles to the problem of inferring simple
reaction mechanisms that were consistent with available experimental evidence. The interactive
computer program MECHEM based on a combinatorial heuristic search, was applied to methane
and alkane conversion chemistry [25]. An algorithm was introduced that can generate reaction-
pathway hypotheses for computer-assisted elucidation. The algorithm used stoichiometry as a
basis to construct reaction pathway and conjectures reaction intermediates, products and their
molecular formulas. These conjectured species had a degree of plausibility when the algorithm
was used systematically to search for the simplest pathways consistent with given experimental
evidence [26].
Matheu et al. presented a fast, automated method for computing pressure dependence of
rate constants on-the-fly during automated mechanism generation for a series of pressure-
dependent reactions through cycloalkyl radical intermediates, including systems with over 90
isomers and 200 accessible product channels [27]. Grenda constructed automated computational
mechanism-generation technique for methane pyrolysis following a detailed set of elementary
reactions, estimated required reaction, and constructed a kinetic model which agreed well with
experimental data for several species [28]. Matheu et al. predicted the observed autocatalysis
and concentration profiles by employing pressure-dependent reactions generally and
systematically during computerized mechanism construction with rate constants computed for
chemically or thermally activated pressure-dependent reactions [29].
The above methods presented in literature generate surface mechanisms by predicting the
rates of elementary surface reactions and screening unimportant reactions, species based on rates
and sensitivity analysis. However, Decomposition Tree Approach developed by Achilles [1] was
based on algorithm for hypothesizing mechanisms given an incomplete list of reactive species.
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The algorithm provided alternative explanations of the observations of species, and served as a
basis for hypothesizing species that may be missing from the original list. Using the
observations as guideline for developing systematic algorithm, procedures for representing and
ordering molecular structrures were presented to enable the automatic generation of missing
species and possible reactions. Natural constraints on allowable combinations of possible
reactions were translated into an integer programming formulation. By following the algorithm
for solving integer program, all mechanistic hypotheses consistent with the constraints could be
identified in the order of their complexity based on the implementation and physical nature of the
process.
8.3 Summary of Achilles' Decomposition Tree Approach
This secion, an extended excerpt from Achilles' doctoral thesis [1], explains the decomposition
tree approach with details on:
1. Matrix representation of molecules.
2. Matrix representation of bond breaking.
3. Decompostion Tree showing the hierarchy of species.
4. Classification of types of reactions.
5. Process of mechanism generation.
8.3.1 Representation of Molecules using Unique Connection Table
A compact, simple, umambiguous, and unique representation of the molecule is necessary to
give complete information on its toplogy and geometric structure. Connection tables, a form of
unambiguous representation, are matrices that explicitly represent the interconnections or bonds
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among individual atoms. A list of codes is required for the elements and bond types. Multigraph
or bond matrix is a connection table treating a molecule as set of balls (atoms) and sticks
(bonds). It records the formal bond orders that exist between each atom. Connection tables can
be compactly stored by computer due not only to upper triangle symmetry but also sparsity with
few non-zero elements for large molecules. Connection tables could be conveniently converted
to IUPAC notation to reference physical property databases, if needed to extract the heats of
formation, entropies and heat capacities.
Leaving hydrogen atoms out of the connection tables and assuming all other atoms to
have complete vacancies prevents the representation of reactive species with missing hydrogen
species. Adding the hydrogen atom to a connection table, however, exacerbates the problem of
establishing rules for choosing a unique ordering for species in a connection table. Typically, a
unique connection table is formed from a diagram of the molecule with each atom numbered
arbitrarily and the atom to atom bonds entered into the table.
Sorting algorithm is developed in the Decomposition Tree Approach for uniquely
ordering the atoms in a connection table that depends only on the bond structure of molecule.
An atom is ordered first by its element type (according to a user specified list), then by their
calculated number, and finally by the ordering of the atoms connected to it. Bond number, a
concept created for the sorting algorithm, is actually a set of numbers that represents the number
of different types of bonds each atom has with other atoms. The highest priority bond types are
placed first in a list of bond types, and one bond number is considered greater than another if it
has a larger number of higher priority bond types. Atoms with the highest bond numbers are
placed first in the connection table, and atoms with lower numbers are placed in decreasing
order.
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The element list places the carbon atoms first and the hydrogen atoms last. Next, the
bond numbers for the carbon atoms are calculated. Typically, single and double bonds appear in
the bond list. For example in acetaldehyde (CH3CHO), the 2 C atoms have a set of six numbers
in its bond indices that represent the number of carbon-carbon double bonds, carbon-carbon
single bonds, carbon-hydrogen double bonds (always zero), carbon-hydrogen single bonds,
carbon-oxygen single bonds, and carbon-oxygen double bonds, respectively. The carbons are
completely ordered by the bond numbers, and rearrangement according to structural relationship
begins. The hydrogen atom attached to C2 is first placed in the H group, since C2 is first in the
hydrogen group. All the remaining hydrogens are sorted in a similar manner, and the final
ordering is at the bottom of Figure 8. 1.
Element List: {C, O, H}
Bond List: {1, 2}
C1 C 2 1
C1 C2 L1
C_ C2 1 HI H2 H 3 H 4
Figure 8.1 Trace of Sorting Algorithm for Acetaldehyde
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H 1 H 2 H 3 H4
H1 H 2 H 3 H4
Some groups contain more than one atom, when an atom is structurally indistinguishable from
another, and it makes no difference what order they are placed in the connection table. As a
result of implementing the ordering algorithm, molecules can be uniquely identified quickly.
Additionally, atoms in a similar structural and chemical environment are grouped together, and
structural symmetry is identified as well. If the connection table is to be used for physical
property calculations for the original molecule, then the additional advantages are quite helpful.
In Figure 8.1, the hydrogen atoms H2, H3 and H4 are structurally indistinguishable from each
other as indicated by their final grouping in the sorting algorithm.
8.3.2 Representation of Molecules after Breaking Bonds
Breaking bonds using a connection table representation is trivial. First, the bond to be broken is
removed from the connection table. Second, an arbitrary atom is chosen and all of the atoms still
connected to it make up one of the substructures' connection table. The remaining atoms
obviously belong to the second substructure. Both connection tables are reordered using the
sorting algorithm, and the process is complete. Figure 8.2 shows the tables before and after
breaking the carbon-carbon single bond in acetaldehyde.
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H4
H2
I
- C2
H3
C 1 C2 01 H 1 H 2
H1
I
C1
II
01
H3 H4
C1
C 2
01
H 1
H2
H3
H4
1 1 011
1 1 0 0 1 1 1
2 0 3 0 0 0 0
1 00 7 000
0 1 00 7 00
0 1 00 0 7 0
0 1 00 00 7
252
-
-- --
H2
H4 C2
H3
H2 H 3 H4
C1
01
H1
C 1 01 H 1
231
107
Figure 8.2 Connection Tables for Acetaldehyde and Two Molecules Formed after Breaking C-C
Single Bond
8.3.3 Decomposition Tree Showing the Hierarchy of Species
A set of species is organized by their structural relationships, and the symbolic representation is
similar to a directed graph or di-graph. Each molecule is a node, and the nodes are organized
into levels by the number of elements in each molecule. The largest molecules are placed at the
top-most level. An arc in a decomposition tree points from a large molecule to a smaller one
indicating that the smaller molecule is a substructure of the larger one. Every arc must have a
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H 1
C1
II
01
C2
C2
H2
H3
H4
1111
1700
1070
1007
partner so that the 2 smaller molecules are pointed to combine to form the larger one. If an arc
does not have an explicit partner, then it is its own partner, which occurs when a molecule's
structure can be split into 2 identical substructures. Figure 8.3 shows the algorithm for building a
decomposition tree if the procedure begins with a partial list of species and their structures.
Order species into
their node levels according
to their number of elements
Choose largest (highest) unused node.
Mark as used.
Choose unbroken bond and
break it. Form new connection tables.
I ny more oonUas: 
No
I~ AIYesI A - .-.-- A -- A--9PP 1I -lly UIU3U lUU3: 
+ No
If any new species
are verified, mark as new and repeat.
Figure 8.3 Algorithm for Building a Decomposition Tree [1]
There are 2 distinct phases that need to interact with experimental or theoretical
verification of the existence of species: decomposing known species and hypothesizing new
species. If a species arises from the breaking of a bond of a known species which is not in the
original list, it is entered into the tree and directed arcs can point to, not from, the new species. If
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No Any newtbe I Yes
IAssign directed arc.Ad species to list. Mark as new.
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a new species can physically exist and it is verified as participating in the reaction system being
modeled, it is decomposed into substructures as well.
Species that participate in the reaction system and are known to have incomplete
valencies (such as intermediates) are combined structurally with all other species to suggest
additional missing species. As before, the new species is included in the tree and decomposed
into substructures it can be verified. The success of this approach relies on knowing the structure
for all of the species. In the case of a structurally unknown molecule, all the stoichiometric
subsets of the molecule's molecular formula can be considered as possible species. This
naturally leads to a large number of species, so every effort should be made to determine a
molecule's structure before applying the Decomposition Tree Approach. The decomposition tree
with the complete list of species is shown for the 112-02 explosion reaction system, since this
system is relatively small and not many species are generated from the base set of molecules: H2
and 02 as reactants and H20 as product. Figure 8.4 shows the iterative construction of the
decomposition tree for this reaction system.
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OH
O
°2
'O
H202 3
Figure 8.4 Iterative Construction of Decomposition Tree for H2-02 System
8.3.4 Classification of Types of Reactions
The Decomposition Tree Approach defines an elementary reaction as a structural change of a
molecule or molecules in which one chemical bond is broken and/or formed. Table 8.1 lists the
four classes of elementary reactions which represent the changes that can take place with the
breaking and/or formation of one chemical bond.
Table 8.1 Four classes of Elementary
Reaction Type Number
Isomerization I
Decomposition 2
Addition 3
Exchange 4
Reactions
Reaction Scheme
A <*A*
AB 4* A+B
A+B AB
AB +C 4 AC +B
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8.3.5 Process of Mechanism Generation
The decomposition tree which consists of reactants and products relates reactive species to each
other by their structure, and defines the complete list of possible reactions. Table 8.2 lists the 4
classes of reactions generated for the H2-02 reaction system.
Table 8.2 Elementary Surface Reactions for H2-02 Explosion Reaction System
Reaction Type Number Reaction
Decomposition/ I H H + H
Addition
2 02 > 0+O
3 H20 H + OH
4 H+O OH
5 H + 0 2 0 HO2
6 H + HO2 H202
7 O+OH HO 2
8 OH + OH H202
Exchange 9 OH + O 02 + H
10 OH + H : H2 + O
11 OH + HO2 H20 + 02
12 OH + OH X H20 + O
13 OH + OH HO2 + H
14 OH + H20 H2 02 + H
15 OH + H202 ~ H20 + HO2
16 H2 + HO2 ' H + H202
17 2 HO2 02 + H202
18 H 20 + 0 < H + HO2
19 H20 + H * H2 + OH
20 HO2 + H H2 + 02
21 HO 2 + 0 OH + 02
22 HO2 + OH H202 + O
The elementary mechanism shown in Table 8.2 includes more reactions than the kietic
mechanism predicted by Li et al [30]. Three reactions (Reactions 7, 8 and 18) from Table 8.2 are
missing in the mechanism published by Li et al.
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8.3.6 Screening Criteria
Since the goal of Decomposition Tree Approach is to generate reaction mechanisms for systems
with many species, the main concern is controlling growth in the number of reactions and
number of species. To include or eliminate surface species and reactions from the mechanism,
screening criteria should be chosen based on:
1. Experimental knowledge showing the presence of species.
2. Thermodynamic principles underlying the stability of chemical species.
3. Kinetic rate rules indicating the reactivity of species.
Chemical species observed in experimental and industrial reactors should be included in
the mechanism under appropriate reaction conditions. Species generated using the
Decomposition Tree Approach not reported in literature, are screened based on thermodynamic
principles.
As a thermodynamic screening criterion, species with heats of chemisorption less than a
cutoff vale are excluded from the mechanism. The criterion assumes that species with heats of
chemisorption above the cutoff value are considered thermodynamically stable under the
reaction conditions. Ofcourse, the number of species in a reaction mechanism decreases with
cutoff value, and adequate care should be taken to include all the important species in the
mechanism.
In addition to thermodynamic screening, rate-based algorithm can be used to identify
important reactions that produce and consume species. This prevents some species from
accumulating in the mechanism, since additional reactions that consume the species are
identified.
258
8.4 Decomposition Tree Approach for Ethylene Oxide Mechanism
8.4.1 Knowledge of Species from Experimental and Industrial Reactors
Ethylene and oxygen are the reactants and ethylene oxide is the desirable product in silver-
catalyzed epoxidation of ethylene. Besides ethylene oxide, acetaldehyde, water, carbon dioxide
and propene are generally the products observed in experimental and industrial epoxidation
reactors. Surface oxamatellacycles were observed during the reaction between adsorbed
ethylene and oxygen [31]. Acetate intermediates were detected when acetaldehyde was fed over
oxygen-dosed Ag(l 10) [32]. Stuve and Madix studied the adsorption and reaction of water on
clean and oxygen-covered Ag(110) surfaces using high resolution electron energy loss
spectroscopy (EELS), temperature programmed desorption (TPD), and X-ray photoelectron
(XPS) spectroscopy [33]. Reaction of adsorbed H20 with pre-adsorbed oxygen to produce
adsorbed hydroxyl groups was observed by EELS in the temperature range 205 to 255K. The
hydroxyl groups recombined at 320K to yield both a TPD water peak at 320K and adsorbed
atomic oxygen. Formation and decomposition of silver acetates is a possible route for the
formation of CO2. Surface hydroxyl species are key sources for the formation of water on silver
catalyst.
8.4.2 Decomposition Tree for Ethylene Oxide Mechanism
Figure 8.5 shows the decomposition tree for the C2H4-02-Ag (EO) reaction system. Starting
with 6 species: C2H4, 02 and Ag as reactants, C2H40 and CH 3CHO as products, and
H2COCH2(S) as surface intermediate, first application of the tree building algorithm suggests
including 12 new species: 0, H, CH2, HCO, H2CO, CH 3, HCCH 2, OCH2(S), HC(O)CH 2,
H2CCHO, H3CCO, H3CCH, HCOCH 2(S), H2COCH(S). Some of the new species are known to
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occur and participate in the epoxidation chemistry, so they are added to the tree. While rest of
these species included in the tree are evaluated based on a thermodynamic screening criteria
(Section 8.4.6).
The algorithm for decomposition tree is applied multiple times for the additional set of
species generated. Several new directed arcs are drawn and new species are identified. The
decomposition tree method forces experimental evidence to limit the number of species that exist
in the reaction system, and prevents the infinite chain of generated molecules.
Figure 8.5 First Application of Decomposition Tree for C2 4-O-Ag Reaction System [1]
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8.4.3 Subset of Generated Molecules in Ethylene Oxide Mechanism
Tables 8.3 through 8.7 list the subset of molecules generated from the 6 reactants, products and
intermediates based on bond connectivities among the atoms in each molecule. In the subset,
molecules are arranged in the decreasing order of number of atoms. Table 8.5 lists the molecules
generated from C2H40, which is a cyclic compound. Some of the generated compounds are
cyclic, so they are indicated by the word "cyclic." Structures of some generated molecules in
Table 8.5 are explained here for clarity. H2C-CH2-O has the O attached to only one of the C's.
This is the ring opened structure of epoxide containing all the 7 atoms. Cyclic (HC-O-CH2) has
the cyclic C-O-C ring, with one H attached to a C and two H's attached to the second C. O-CH-
CH2 has the O single bonded to a C which is attached to one H. HC-CH 2-O has the O single
bonded to the C which is attached to two H's. Cyclic (C-O-CH2) has the C-O-C ring with the 2 H's
attached to one of the C's. Cyclic (HC-O-CH) has the ring with one H attached to each of the 2
C's. O-CH-CH has the O single bonded to one of the C's. C-CH 2-O has the O single bonded to
C which is attached to 2 H's. H2C-O has the O single bonded to C. (C-O-CH) has the cyclic C-
O-C ring with H attached to one of the C's. H2C-O has the O single bonded to C. O-CH-C has
the O single bonded to C attached to I H. Cyclic (C-O-C) has the C-O-C ring. Table 8.6 lists
the molecules generated from CH 3CHO. In the table, H2C-CHO, H3C-CO, HC-CHO, H2C-CO,
HC-CO, C-CHO, HCO, C-CO, CO have C=O double bonds. Table 8.7 lists the molecules
generated from surface oxametallacycle. HC-CH 2-Ag(O) has both O and Ag single bonded to C
attached to 2 H's. H2C-CH-Ag(O) has both O and Ag single bonded to C attached to 1 H. C-
CH 2-O(Ag) has both O and Ag single bonded to C attached to 2 H's. HC-CH-O(Ag) has both O
and Ag single bonded to C attached to 1 H. H2C-C-O(Ag) has both O and Ag single bonded to C
that is not attached to any H. H2C-O(Ag) has both O and Ag single bonded to C. C-CH-O(Ag)
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has 0 and Ag atoms single bonded to C attached to I H. HC-C-O(Ag) has 0 and Ag single
bonded to C which is not attached to any H. HC-O(Ag) has 0 and Ag attached to C. C-C-O(Ag)
has both 0 and Ag attached to one of the 2 C's.
Table 8.3 Subset of Molecules Generated from C2H4
Number of Species
Atoms
5 CH=CH 2
4 H2C=C
H-C=C-H
3 H-C-H
C=C-H
2 C-H
C=C
1 H
C
Table 8.4 Subset of Molecules Generated from 02
Number of Species
Atoms
1 0
Table 8.5 Subset of Molecules Generated from C2H4 0
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Number of
Atoms
7
6
5
4
3
2
I
Species
H2C-CH 2-O
cyclic (HC-O-CH 2)
O-CH-CH 2
HC-CH 2-O
H2C-CH 2
cyclic (C-O-CH 2)
cyclic (HC-O-CH)
HC-CH2
O-C-CH 2
O-CH-CH
C-CH 2-O
H2C-O
C-CH2
cyclic (C-O-CH)
HC-CH
O-C-CH
O-CH-C
HC-O
HCH
C-CH
cyclic (C-O-C)
C-C-O
CH
C-O
C-C
H
C
O
Table 8.6 Subset of Molecules Generated from CH3CHO
Number of Species
Atoms
6 H2C-CHO
H3C-CO
H3C-CH
5 HC-CHO
H2C-CO
H2C-CH
H3C-C
4 CH3
C-CH 2
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HC-CO
C-CHO
CH 2
HCO
C-CO
C-CH
CO
CH
C-C
C
H
0
264
3
2
1
_ _
Table 8.7 Subset of Molecules Generated from H2COCH2(S)
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iUIInuer 01
Atoms
8
7
6
3pecles
H2C-CH 2-O-Ag
H2C-CH 2-Ag-O
HCOCH 2(S)
H2COCH(S)
H2C-CH 2(0)
H2C-CH 2-O
HC-CH 2-Ag(O)
H2C-CH-O-Ag
H2C-CH-Ag(O)
H2C-CH-Ag-O
HC-CH 2-O-Ag
HCOCH(S)
H2COC(S)
COCH 2(S)
HC-CH 2-O
H2C-CH-O
C-CH 2-O(Ag)
C-CH 2-O-Ag
HC-CH-O(Ag)
HC-CH 2-Ag
H2C-C-O(Ag)
H2C-CH-Ag
HC-CH-O-Ag
H2C-C-O-Ag
C-CH2-Ag-O
H2C-C-Ag-O
HC-CH-Ag-O
OCH 2(S)
H2C-O-Ag
H2C-O(Ag)
HC-CH-Ag
H2C-CH
H2C-C-Ag
H2C-Ag-O
COCH(S)
HCOC(S)
HC-CH-O
C-CH 2-O
H2C-C-O
C-CH-O(Ag)
5
C-CH 2-Ag
C-CH-O-Ag
4
HC-C-O(Ag)
C-CH-O-Ag
HC-C-O-Ag
C-CH-Ag-O
HC-C-Ag-O
OCH(S)
HC-O(Ag)
H2C-O
H2C-Ag
HC-O-Ag
I-- A ro-)
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Note that species like H20, OH and HO2 are not listed in Tables 8.3 through 8.7 since they are
not formed when any bond breaks in the 6 reactants, products and intermediate. However, they
are produced when small molecules/atoms like H, O, H2 and 02 combine to form a larger
molecule. So, they are eventually included after addition reactions are generated in the ethylene
oxide mechanism.
8.4.4 Generation of Reactions
Starting with the subset of molecules listed in Tables 8.3 through 8.7, elementary surface
reactions that fit into the 4 reaction classes are identified and they are listed in Table 8.8. New
molecules due to the reactions are added to the existing set of molecules which are presented in
Tables 8.3 through 8.7.
Table 8.8 Elementary Surface Reactions for Ethylene Epoxidation System
Reaction
Type
Isomerization
Number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
Reaction
H2COCH 2(S) 0 C2H4 0(S)
H2COCH 2(S) 0 CH3CHO(S)
HCOCH 2(S) 0 H2COCH(S)
HCOCH 2(S) > HC-CH 2-O-Ag
HCOCH 2(S) 0 HC-CH 2-Ag-O
H2COCH(S) 0X H2C-CH-O-Ag
H2COCH(S) 0 H2C-CH-Ag-O
HC-CH 2-Ag(O) X H2C-CH-Ag(O)
HC-CH 2-Ag(O) <> H3C-C-Ag(O)
H2C-CH-O-Ag 0 H3C-C-O-Ag
H2C-CH-O-Ag 0 HC-CH 2-O-Ag
H2C-CH-O-Ag 0 H2C-CH-O(Ag)
H2C-CH-O-Ag 0 H2C-CH-Ag(O)
H2C-CH-Ag(O) > H3C-C-Ag(O)
H2C-CH-Ag-O 0 H3C-C-Ag-O
H2C-CH-Ag-O 0 H2C=CH-Ag-O
H2C-CH-Ag-O 0 H2C-CH(O)-Ag
H2C-CH-Ag-O 0 HC-CH 2-Ag-O
HC-CH 2-O-Ag 0 H2C-CH-O-Ag
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20 HC-CH 2-O-Ag 0 H2C=CH-O-Ag
21 HC-CH 2-O-Ag 0 H2C-CH-O(Ag)
22 HCOCH(S) 0 H2COC(S)
23 HCOCH(S) 0 H2 C=CO(S)
24 HCOCH(S) 0 HC-CH-O-Ag
25 HCOCH(S) 0 HC-CH-Ag-O
26 HCOCH(S) 0 HC=CH-O-Ag
27 HCOCH(S) 0 HC=CH-Ag-O
28 H2 COC(S) 0 HCOCH(S)
29 H2 COC(S) > H2C=CO(S)
30 H2COC(S) 0 H2C-C-O-Ag
31 H2 COC(S) 0 H2 C-C-Ag-O
32 HC-CH-Ag-O 0 HC=CH-Ag-O
33 HC-CH-Ag-O 0 H2C-C-Ag-O
34 HC-CH-Ag-O 0 HC-CH-O(Ag)
35 OCH2(S) < H2C-O-Ag
36 OCH2(S) < O-CH2-Ag
37 OCH2 (S) 0 H2C-Ag-O
38 H2C-O-Ag < O-CH2-Ag
39 HC-CH-Ag H2C-C-Ag
40 HC-CH-Ag 0 C-CH2-Ag
41 HC-CH-Ag 0 HC=CH-Ag
42 H2 C-C-Ag 0 HC-CH-Ag
43 H2C-C-Ag 0 H2C=C-Ag
44 COCH(S) 0 HCOC(S)
45 COCH(S) 0 C-O-CH(Ag)
46 COCH(S) 0 C-O-CH-Ag
47 HCOC(S) 0 C-O-CH(Ag)
48 HCOC(S) 0 C-O-CH-Ag
49 C-CH-O(Ag) 0 HC-C-O(Ag)
50 C-CH-O(Ag) 0 HC-C-Ag-O
51 C-CH-O(Ag) 0 HC=C-Ag-O
52 C-CH-O-Ag 0 HC=C-Ag(O)
53 C-CH-O-Ag 0 HC=C-O(Ag)
54 C-CH-O-Ag < C-CH-Ag-O
55 C-CH 2-Ag < HC=CH-Ag
56 C-CH 2-Ag 0 H2C=C-Ag
57 HC-C-O(Ag) 0 HC-C-Ag-O
58 HC-C-O(Ag) 0 HC=C-Ag-O
59 HC-C-O(Ag) 0 C-CH-Ag-O
60 HC-C-O(Ag) 0 HC=C-Ag-O
61 HC-C-O(Ag) 0 HC=C-Ag(O)
62 HC-C-O(Ag) 0 HC=C-O(Ag)
63 HC-C-O-Ag 0 HC-C-O(Ag)
64 HC-C-O-Ag 0 C-CH-O(Ag)
65 HC-C-O-Ag 0 HC=C-Ag-O
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66 HC-C-O-Ag ~ C-CH-Ag-O
67 HC-C-O-Ag : HC=C-Ag(O)
68 HC-C-O-Ag ¢ HC=C-O(Ag)
69 HC-C-O-Ag : HC-C-Ag-O
70 HC-C-O-Ag ¢ HC-C-O(Ag)
71 C-CH-Ag-O HC-C-Ag-O
72 C-CH-Ag-O ¢ C=CH-Ag-O
73 C-CH-Ag-O c> HC=C-Ag-O
74 C-CH-Ag-O : HCC-Ag-O
75 HC-C-Ag-O C=CH-Ag-O
76 HC-C-Ag-O <: HC=C-Ag-O
77 HC-C-Ag-O ¢ HC=C-Ag-O
78 HC=C-Ag-O < C=CH-Ag-O
79 HC=C-Ag-O = HC=C-Ag-O
80 HC=C-Ag-O <: C=CH-Ag-O
81 OCH(S) < CH-O-Ag
82 OCH(S) < O-CH-Ag
83 HC-O(Ag) ¢v CH-O-Ag
84 CH-O-Ag < HC-O(Ag)
85 HC-Ag-O : CH-O-Ag
86 HC-Ag-O HC-O(Ag)
87 C-CH-Ag > HC-C-Ag
88 C-CH-Ag ¢ HC=C-Ag
89 C-CH-Ag ¢> HCC-Ag
90 C-CH-Ag C=CH-Ag
91 C-CH-Ag C-CH-Ag
92 HC-C-Ag < HC=C-Ag
93 HC-C-Ag HC=C-Ag
94 HC-C-Ag < C=CH-Ag
95 HC-C-Ag CCH-Ag
96 HC=C-Ag K< C'=CH-Ag
97 HC=C-Ag : C-CH-Ag
98 HC=C-Ag :> C=CH-Ag
99 HC_C-Ag ¢ C'=CH-Ag
100 C=CH-Ag > C=CH-Ag
101 COC(S) * C-O-C(Ag)
102 COC(S) o C-O-C-Ag
103 C-C-O(Ag) < C-C-O-Ag
104 C-C-O(Ag) > C-C-Ag-O
105 C-C-O(Ag) < C_C(O)-Ag
106 C-C-O(Ag) : C=C(O)-Ag
107 C-C-O(Ag) < C-C(O)-Ag
108 C-C-O(Ag) < CC-Ag-O
109 C-C-O(Ag) < C=C-Ag-O
110 C-C-O(Ag) < C-C-Ag-O
111 C-C-O-Ag < C-C-Ag-O
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112 C-C-O-Ag 0 CC(O)-Ag
113 C-C-O-Ag ¢ C=C(O)-Ag
114 C-C-O-Ag 0 C-C(O)-Ag
115 C-C-O-Ag 0 CC-Ag-O
116 C-C-O-Ag ¢ C=C-Ag-O
117 C-C-O-Ag 0 C-C-Ag-O
118 C-C-Ag-O ¢ C=C(O)-Ag
119 C-C-Ag-O C=C(O)-Ag
120 C-C-Ag-O 0 C-C(O)-Ag
121 C-C-Ag-O 0 CC-Ag-O
122 C-C-Ag-O 0 C=C-Ag-O
123 C-C-Ag-O 0 C-C-Ag-O
124 C-C(O)-Ag < C=C(O)-Ag
125 C-C(O)-Ag 0 C-C(O)-Ag
126 CC(O)-Ag 0* C=C-Ag-O
127 C=C(O)-Ag ¢ C=C-Ag-O
128 C-C(O)-Ag :> C-C-Ag-O
129 C=C(O)-Ag 0 C-C(O)-Ag
130 C=C(O)-Ag ¢ CC-Ag-O
131 C=C(O)-Ag 0* C=C-Ag-O
132 C=C(O)-Ag 0 C-C-Ag-O
133 C-C(O)-Ag ¢ C-C-Ag-O
134 C-C(O)-Ag ¢ C=C-Ag-O
135 C-C(O)-Ag ¢ C-C-Ag-O
136 C=C-Ag-O ¢ C=C-Ag-O
137 C=C-Ag-O ¢ C-C-Ag-O
138 C=C-Ag-O 0~ C-C-Ag-O
139 OC(S) 0 C-O-Ag
140 OC(S) ¢ O-C-Ag
141 O-C-Ag ¢ O=C-Ag
142 O-C-Ag 0 O-C-Ag
143 C-O-Ag ¢ O=C-Ag
144 C-O-Ag 0 C-O(Ag)
145 C-Ag-O 0 C-O-Ag
146 C-Ag-O 0 O=C-Ag
147 C-Ag-O ¢ O-C-Ag
148 C-C-Ag 0 C=C-Ag
149 C-C-Ag ¢ C_C-Ag
Decomposition 1 H2COCH 2(S) 0 HCOCH 2(S) + H
/ Addition 2 H2COCH 2(S) 0 H2COCH(S) + H
3 H2COCH 2(S) 0 CH2 + OCH2(S)
4 H2COCH 2(S) 0 H2C-CH 2-O + Ag
5 H2COCH 2(S) 0 H2C-CH 2-Ag + O
6 H2C-CH2 -O-Ag 0 H2C-CH-O-Ag + H
7 H2C-CH 2-O-Ag 0 CH 2 + CH2-O-Ag
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8 H2C-CH2-O-Ag ~ HC-CH 2-O-Ag + H
9 H2C-CH 2-O-Ag < H2C-CH 2 + Ag-O
10 H2C-CH 2-O-Ag * H2C-CH2-O + Ag
11 H2C-CH 2-Ag-O < H2C-CH 2-Ag + O
12 H2C-CH 2-Ag-O < CH 2 + CH2-Ag-O
13 H2C-CH 2-Ag-O : HC-CH 2-Ag-O + H
14 H2C-CH2-Ag-O < H2C-CH-Ag-O + H
15 H2C-CH 2-Ag-O H2C-CH2 + Ag-O
16 HCOCH 2(S) < COCH 2(S) + H
17 HCOCH 2(S) * HCOCH(S) + H
18 HCOCH 2(S) < CH + OCH2 (S)
19 HCOCH,(S) < HC-CH 2-O + Ag
20 HCOCH 2(S) <> HC-CH 2-Ag + O
21 HCOCH 2(S) < HC-CH2 + Ag-O
22 H2COCH(S) ,C HCOCH(S) + H
23 H2COCH(S) H2COC(S) + H
24 HCOCH(S) CH2 + OCH(S)
25 H2COCH(S) ~ HC-CH2 + Ag-O
26 H2COCH(S) <> H2C-CH-Ag + O
27 H2COCH(S) < H2C-CH-O + Ag
28 H2C-CH 2-Ag : H2C-CH2 + Ag
29 H2C-CH2-Ag <:* CH2 + HC-Ag
30 H2C-CH2-Ag HC-CH 2-Ag + H
31 H2C-CH 2-Ag <> H2C-CH-Ag + H
32 H2C-CH-O-Ag <:> HC(O)-CH 2 + Ag
33 H2C-CH-O-Ag <> HC-CH, + Ag-O
34 H2C-CH-O-Ag <> HC-CH-O-Ag + H
35 HC-CH-O-Ag < H,C-C-O-Ag + H
36 CH2-O-Ag H,C-O + Ag
37 CH2-O-Ag > CH2 + Ag-O
38 CH2-O-Ag : HC-O-Ag + H
39 HC-CH2-O-Ag > HC-CH2 (O) + Ag
40 HC-CH 2-O-Ag < H2C-CH + Ag-O
41 HC-CH 2-O-Ag = C-CH 2-O-Ag + H
42 HC-CH,-O-Ag HC-CH-O-Ag + H
43 H2C-CH2-Ag : HC-CH2 + Ag
44 HC-CH 2-Ag < CH2 + H2C-Ag
45 CH2-Ag-O : H,C-Ag + O
46 CH2-Ag-O <> CH2 + Ag-O
47 CH2-Ag-O HC-Ag-O + H
48 HC-CH,-Ag-O HC-CH,-Ag + O
49 HC-CH 2-Ag-O HC-CH2 + Ag-O
50 HC-CH 2-Ag-O ~ H + C-CH 2-Ag-O
51 HC-CH,-Ag-O > CH + H2C-Ag-O
52 HC-CH 2-Ag-O <> HC-CH-Ag-O + H
53 HC-CH-Ag-O <= H + HC-CH-Ag-O
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H2C-CH-Ag-O 0 CH2 + HC-Ag-O
H2C-CH-Ag-O :> H2C-C-Ag-O + H
H2C-CH-Ag-O 0 H2C-CH + Ag-O
H2 C-CH-Ag-O < H 2C-CH-Ag + O
COCH2 (S) 0 COCH(S) + H
COCH 2(S) C + OCH 2(S)
COCH 2(S) 0 C-CH 2 -O + Ag
COCH 2(S) 0 C-CH 2-Ag + O
COCH2 (S) 0 C-CH2 + Ag-O
HCOCH(S) 0 COCH(S) + H
HCOCH(S) 0 CH + OCH(S)
HCOCH(S) 0 HC-CH + Ag-O
HCOCH(S) 0 HC-CH-O + Ag
HCOCH(S) > HC-CH-Ag + O
OCH2 (S) 0 OCH(S) + H
OCH2(S) 0 CH2 + Ag-O
OCH2(S) O + H2C-Ag
HC-CH2-Ag 0 H2C-CH + Ag
HC-CH2-Ag 0
HC-CH2-Ag 0
HC-CH2-Ag *
HCOCH(S) 0
HCOCH(S) 0
HCOCH(S) 0
C-CH 2-Ag + H
HC-CH-Ag + H
CH + H2C-Ag
COCH(S) + H
HCOC(S) + H
CH + OCH(S)
HCOCH(S) 0 CH2 + Ag-O
H2 COC(S) 0 HCOC(S) + H
H2 COC(S) 0 CH 2 + OC(S)
H2COC(S) 0 C-CH 2 + Ag-O
H2COC(S) 
OCH(S)
OCH(S)
OCH(S)
H2C-CH-Ag
I<:
0::
0~
O-C-CH 2 + Ag
> OC(S)+ H
HC-O + Ag
HC-Ag + O
HC-CH-Ag + H
H2C-CH-Ag 0 H2C-C-Ag + H
H2C-CH-Ag 0 H2C-CH + Ag
H2C-CH-Ag 0 CH2 + HC-Ag
H2C-Ag 0 CH2 + Ag
H2C-Ag < HC-Ag + H
HC-CH-O-Ag 0
HC-CH-O-Ag <
HC-CH-O-Ag 0
HC-CH-O-Ag 0
HC-CH-O-Ag :>
CH-Ag 0
CH-Ag 0
H2C-C-O-Ag 
C-CH-O-Ag + H
HC-C-O-Ag + H
HC-CH + Ag-O
CH + HC-O-Ag
HC(O)-CH + Ag
C-Ag + H
CH + Ag
CH2 + C-O-Ag
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
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H2C-C-O-Ag < HC-C-O-Ag + H
H 2C-C-O-Ag <
H2C-C-O-Ag 
CH-O-Ag <
CH-O-Ag 
CH-O-Ag 
C-CH 2-O-Ag 
C-CH 2-O-Ag 
C-CH 2 + Ag-O
O-C-CH 2 + Ag
HC-O + Ag
CH + Ag-O
C-O-Ag + H
C + H2C-O-Ag
C-CH 2 + Ag-O
C-CH 2-O-Ag C-CH-O-Ag + H
C-CH2-O-Ag < C-CH,-O + Ag
HC-CH 2-Ag <> C-CH 2-Ag + H
HC-CH2-Ag HC-CH-Ag + H
HC-CH 2-Ag
HC-CH 2-Ag
Ag-O
C-CH,-Ag-O
C-CH 2-Ag-O
C-CH,-Ag-O
<> HC-CH 2 + Ag
< CH + H2C-Ag
< Ag + O
<: C-CH2-Ag + O
< C-CH2 + Ag-O
I= C + H2C-Ag-O
C-CH 2-Ag-O * C-CH-Ag-O
CH2-Ag-O : HC-Ag + O
CH2-Ag-O := CH2 + Ag-O
CH 2-Ag-O < HC-Ag-O + H
HC-CH-Ag-O c HC-CH-Ag + O
HC-CH-Ag-O < HC-CH + Ag-O
HC-CH-Ag-O < CH + HC-Ag-O
HC-CH-Ag-O < C-CH-Ag-O + H
HC-CH-Ag-O < HC-C-Ag-O + H
HC-Ag-O C-Ag-O + H
HC-Ag-O : CH + Ag-O
HC-Ag-O HC-Ag + O
H2C-C-Ag-O H2C-C-Ag + O
H2C-C-Ag-O < C-CH2 + Ag-O
H2C-C-Ag-O CH2 + C-Ag-O
H2C-C-Ag-O : HC-C-Ag-O + H
H2C-CH-Ag < HC-CH, + Ag
H2C-CH-Ag < H2C-C-Ag + H
H2C-CH-Ag CH 2 + HC-Ag
H2C-CH-Ag HC-CH-Ag + H
COCH(S) < C + OCH(S)
COCH(S) < COC(S) + H
COCH(S) * HC(O)-C + Ag
COCH(S) C-CH-Ag + O
C-CH 2-Ag < C-CH2 + Ag
C-CH2-Ag > C + HC-Ag
C-CH 2-Ag C-CH-Ag + H
H2C-Ag CH + Ag
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
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146 H2C-Ag , HC-Ag + H
147 HCOC(S) 0 COC(S) + H
148 HCOC(S) 0: CH + OC(S)
149 HCOC(S) 0 HC-C-O + Ag
150 HCOC(S) 03 HC-C-Ag + O
151 OC(S) 0 C-O + Ag
152 OC(S) 0 O-Ag + C
153 OC(S) C-Ag + O
154 H2C-C-Ag 0: C-CH2 + Ag
155 H2C-C-Ag 0 CH2 + C-Ag
156 H2C-C-Ag 0 HC-C-Ag + H
157 C-CH-O-Ag 0: HC(O)-C + Ag
158 C-CH-O-Ag 0 C-CH + Ag-O
159 C-CH-O-Ag 0 C + HC-O-Ag
160 C-CH-O-Ag 0 C-C-O-Ag + H
161 HC-C-O-Ag 0 HC-C-O + Ag
162 HC-C-O-Ag 0: C-CH + Ag-O
163 HC-C-O-Ag 0* CH + C-O-Ag
164 HC-C-O-Ag 0 C-C-O-Ag + H
165 CH-O-Ag 0 HC-O + Ag
166 CH-O-Ag 0 CH + O-Ag
167 CH-O-Ag 0 C-O-Ag + H
168 C-Ag O C + Ag
169 C-O-Ag <: C-O + Ag
170 C-O-Ag O C + Ag-O
171 CH2-O-Ag 0 H2C-O + Ag
172 CH2 -O-Ag 0 CH2 + Ag-O
173 CH2-O-Ag 0 HC-O-Ag + H
174 C-CH-Ag-O 0* C-CH-Ag + O
175 C-CH-Ag-O 0 C-CH + Ag-O
176 C-CH-Ag-O 0 C + HC-Ag-O
177 C-CH-Ag-O 0 C-C-Ag-O + H
178 HC-C-Ag-O 0* HC-C-Ag + O
179 HC-C-Ag-O 0 C-CH + O-Ag
180 HC-C-Ag-O 0 CH + C-Ag-O
181 HC-C-Ag-O 0* C-C-Ag-O + H
182 C-Ag-O O C-Ag + O
183 C-Ag-O C + O-Ag
184 COC(S) 0 C + OC(S)
185 COC(S) 0 C-C-O + Ag
186 COC(S) 0 C-C-Ag + O
187 C-CH-Ag O C-CH + Ag
188 C-CH-Ag 0* C-C-Ag + H
189 C-CH-Ag 0* C + HC-Ag
190 HC-C-Ag 0* C-CH + Ag
191 HC-C-Ag 0* CH + C-Ag
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192 HC-C-Ag ~ C-C-Ag + H
193 C-C-O-Ag ~ C-C-O + Ag
194 C-C-O-Ag c C-C + Ag-O
195 C-C-O-Ag : C-O-Ag + C
196 C-C-Ag-O C-C-Ag + O
197 C-C-Ag-O 4: C-C + Ag-O
198 C-C-Ag-O * C + C-Ag-O
199 C-C-Ag ~ C-C + Ag
200 C-C-Ag < C-Ag + C
201 HC-CH-O(Ag) <> HC-CH-O + Ag
202 HC-CH-O(Ag) < C-CH-O(Ag) + H
203 HC-CH-O(Ag) <> HC-C-O(Ag) + H
204 HC-CH-O(Ag) <* CH + O-CH-Ag
205 HC-CH-O(Ag) HC-CH-Ag + O
206 H2C-O(Ag) 4v HC-O(Ag) + H
207 H2C-O(Ag) 4: H,C-O + Ag
208 HC-O(Ag) * H2C-Ag + O
209 H2C-C-O(Ag) <* H2C-C-O + Ag
210 H2C-C-O(Ag) ¢ HC-C-Ag + O
211 H2C-C-O(Ag) :> HC-C-O(Ag) + H
212 H2C-C-O(Ag) CH2 + C-O(Ag)
213 C-CH 2-O(Ag) ~ C + H2C-O(Ag)
214 C-CH,-O(Ag) <> C-CH-O(Ag) + H
215 C-CH 2-O(Ag) <* C-CH 2-O + Ag
216 C-CH,-O(Ag) <v C-CH 2-Ag + O
217 HC-CH-Ag ~ C-CH-Ag + H
218 HC-CH-Ag :> HC-C-Ag + H
219 HC-CH-Ag < HC-CH + Ag
220 HC-CH-Ag :: CH + HC-Ag
221 C-CH-O(Ag) : C + O-CH-Ag
222 C-CH-O(Ag) :> C-C-O(Ag) + H
223 C-CH-O(Ag) 4: HC(O)-C + Ag
224 C-CH-O(Ag) < C-CH-Ag + O
225 HC-C-O(Ag) < C-C-O(Ag) + H
226 HC-C-O(Ag) * CH + C-O(Ag)
227 HC-C-O(Ag) < HC-C-Ag + O
228 HC-C-O(Ag) * HC-C-O + Ag
229 HC-O(Ag) 4: C-O(Ag) + H
230 HC-O(Ag) :> HC-Ag + O
231 HC-O(Ag) ~ HC-O + Ag
232 C-C-O(Ag) c* C + C-O(Ag)
233 C-C-O(Ag) * C-C-O + Ag
234 C-C-O(Ag) 4: C-C-Ag + O
235 O-C-Ag <> C-O + Ag
236 O-C-Ag 4* C-Ag + O
237 CIH4(S) 0 (Ag2)H2C=CH(Ag 2) + H
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238 C2H4(S) * (Ag2)H2CCH 2(Ag) + Ag
239 (Ag 2)H 2C=CH(Ag 2) (Ag2)HC=CH(Ag 2) + H
240 (Ag 2)H2C=CH(Ag 2) * (Ag2)H 2C=C(Ag 2) + H
241 (Ag2)H 2C=CH(Ag 2) (Ag)H 2C=CH(Ag 2) + Ag
242 (Ag2)H 2C=CH(Ag 2) (Ag 2)H 2C=CH(Ag) + Ag
243 (Ag 2)H 2C=CH(Ag 2) ~ (Ag2)HC=CH 2(Ag) + H
244 (Ag 2)H 2C=CH 2(Ag) < (Ag2)HC=CH 2(Ag) + H
245 (Ag2)H 2C=CH 2(Ag) (Ag)H 2C=CH2(Ag) + Ag
246 (Ag 2)H2C=CH2(Ag) < (Ag2)H 2C=CH(Ag) + H
247 (Ag2)H2C=CH2 (Ag) (Ag2)H 2C=CH 2 + Ag
248 (Ag)H2C=CH(Ag2) H2C=CH(Ag2) + Ag
249 (Ag)H2 C=CH(Ag 2) < (Ag)HC=CH(Ag 2) + H
250 (Ag)H 2C=CH(Ag 2) < (Ag)H 2C=CH(Ag) + Ag
251 (Ag)H 2C=CH(Ag 2) (Ag)H2 C=C(Ag 2) + H
252 (Ag)H 2C=CH(Ag2) XC H2 C(Ag) + HC(Ag 2)
253 (Ag2)HC=CH(Ag 2) (Ag)HC=CH(Ag 2) + Ag
254 (Ag 2)HC=CH(Ag 2) <> (Ag2)C=CH(Ag 2) + H
255 (Ag 2)HC=CH(Ag 2) < HC(Ag 2) + HC(Ag 2)
256 (Ag2)H2C=CH(Ag) (Ag)H 2C=CH(Ag) + Ag
257 (Ag2)H2C=CH(Ag) (Ag)HC=CH(Ag 2) + H
258 (Ag 2)H2C=CH(Ag) (Ag2)H2C=CH + Ag
259 (Ag2)H2C=CH(Ag) < (Ag2)H2C=C(Ag) + H
260 (Ag2)HC=CH 2(Ag) (Ag)H 2C=C(Ag 2) + H
261 (Ag2)HC=CH 2(Ag) (Ag)H 2C=CH(Ag) + Ag
262 (Ag 2)HC=CH 2(Ag) > (Ag)HC=CH(Ag 2) + H
263 (Ag 2)HC=CH 2(Ag) * H2C=CH(Ag 2) + Ag
264 (Ag2)HC=CH2(Ag) HC(Ag 2) + H2C(Ag)
265 (Ag)H 2C=CH 2(Ag) : (Ag)H 2C=CH(Ag) + H
266 (Ag)H 2C=CH2(Ag) : (Ag)H 2C=CH2 + Ag
267 (Ag)H 2C=CH 2(Ag) < (Ag)H 2C=CH(Ag) + H
268 (Ag)H 2C=CH2(Ag) (Ag)H 2C=CH2 + Ag
269 (Ag)H 2C=CH2(Ag) <: H2C(Ag 2) + H2C(Ag)
270 (Ag2)H2 C=C(Ag2) < (Ag2)C=CH(Ag 2) + H
271 (Ag2)H 2C=C(Ag 2) < (Ag)H 2C=C(Ag 2) + Ag
272 (Ag2)H2C=C(Ag2) (Ag2)H2C=C(Ag) + Ag
273 (Ag2)H 2C=C(Ag 2) <> H2C(Ag2 ) + C(Ag2)
274 (Ag)H 2C=CH(Ag 2) <> H2 C=CH(Ag 2) + Ag
275 (Ag)H 2C=CH(Ag 2) <> (Ag)HC=CH(Ag 2) + H
276 (Ag)H2C=CH(Ag2) <> (Ag)H 2C=CH(Ag) + Ag
277 (Ag)H 2C=CH(Ag 2) <> (Ag)H 2C=C(Ag 2) + H
278 (Ag)H 2C=CH(Ag 2) <> H2C(Ag) + HC(Ag 2)
279 (Ag2)H2C=CH(Ag) <> (Ag)H 2C=CH(Ag) + Ag
280 (Ag2)H2C=CH(Ag) < (Ag)HC=CH(Ag 2) + H
281 (Ag2)H2C=CH(Ag) <> (Ag2)H2C=CH + Ag
282 (Ag2)H2C=CH(Ag) <> (Ag2)H2C=C(Ag) + H
283 (Ag2)C=CH 2(Ag) c< (Ag)C=CH 2(Ag) + Ag
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284 (Ag2)C=CH 2(Ag) (Ag)HC=C(Ag 2) + H
285 (Ag2)C=CH 2(Ag) (Ag 2)C=CH 2 + Ag
286 (Ag 2)C=CH 2(Ag) < C(Ag 2) + H2C(Ag)
287 (Ag)HC=CH 2(Ag) HC=CH 2(Ag) + Ag
288 (Ag)HC=CH 2(Ag) * (Ag)C=CH 2(Ag) + H
289 (Ag)HC=CH 2(Ag) 1> (Ag)HC=CH(Ag) + H
290 (Ag)HC=CH 2(Ag) <> (Ag)HC=CH 2 + Ag
291 (Ag)HC=CH 2(Ag) < HC-Ag + H2 C(Ag)
292 (Ag2)HC=CH(Ag) (Ag)HC=CH(Ag) + Ag
293 (Ag 2)HC=CH(Ag) (Ag)HC=C(Ag 2) + H
294 (Ag 2)HC=CH(Ag) < (Ag)C=CH(Ag 2) + H
295 (Ag2)HC=CH(Ag) * HC=CH(Ag2) + Ag
296 (Ag2)HC=CH(Ag) HC(Ag 2) + HC-Ag
297 (Ag 2)HC=CH,2 < (Ag 2)C=CH 2 + H
298 (Ag2)HC=CH 2 < (Ag)HC=CH 2 + Ag
299 (Ag2)HC=CH 2 : HC=CH(Ag 2) + H
300 (Ag 2)HC=CH,2 HC(Ag 2) + CH2
301 H2C=CH,(Ag) < HC=CH 2(Ag) + H
302 H2C=CH,(Ag) < (Ag)HC=CH 2 + H
303 H,C=CH 2(Ag) H2C=CH 2 + Ag
304 H2C=CH2(Ag) H2C + H2C(Ag)
305 (Ag)HC=CH, 2 H2C=CH2 + Ag
306 (Ag)H 2C=CH2 <> (Ag)HC=CH 2 + H
307 (Ag)H 2C=CH2 <> HC=CH 2(Ag) + H
308 (Ag)H 2C=CH, <> H2C(Ag) + CH,
309 (Ag2)H2C=C(Ag) <> (Ag)C=CH,(Ag) + Ag
310 (Ag2)H 2C=C(Ag) <> (Ag)C=CH(Ag 2) + H
311 (Ag 2)H 2C=C(Ag) <> (Ag 2)H2C=C + Ag
312 (Ag2)HC=C(Ag) <> H2C(Ag 2) + C(Ag)
313 (Ag2)H2C=CH <> (Ag 2)H 2C=C + H
314 (Ag2)H 2C=CH <> HC=CH 2(Ag) + Ag
315 (Ag2)HC=CH <> HC=CH(Ag 2) + H
316 (Ag 2)H2 C=CH <:> H2C(Ag 2) + CH
317 (Ag)C=CH 2(Ag) <> C=CH 2(Ag) + Ag
318 (Ag)C=CH 2(Ag) <> (Ag)C=CH(Ag) + H
319 (Ag)C=CH 2(Ag) <> H2C=C-Ag + Ag
320 (Ag)C=CH,(Ag) <> C(Ag) + H2C(Ag)
321 (Ag)HC=C(Ag 2) <> HC=C(Ag 2) + Ag
322 (Ag)HC=C(Ag 2) (Ag)C=C(Ag 2) + H
323 (Ag)HC=C(Ag2) <:> (Ag)C=CH(Ag) + Ag
324 (Ag)HC=C(Ag 2) <:> HC-Ag + C(Ag 2)
325 (Ag 2)C=CH 2 <:> H2C=C-Ag + Ag
326 (Ag 2)C=CH,2 < HC=C(Ag 2) + H
327 (Ag2)C=CH 2 <> C(Ag 2) + CH2
328 HC=CH 2(Ag) < C=CH 2(Ag) + H
329 HC=CH 2(Ag) > HC=CH-Ag + H
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330 HC=CH 2(Ag) > CH=CH 2 + Ag
331 HC=CH 2(Ag) CH + H2C(Ag)
332 (Ag)HC=CH(Ag) <: HC=CH-Ag + Ag
333 (Ag)HC=CH(Ag) < (Ag)C=CH(Ag) + H
334 (Ag)HC=CH(Ag) 40 (Ag)HC + (Ag)HC
335 (Ag)HC=CH 2 H2C=C(Ag) + H
336 (Ag)HC=CH 2 <= HC=CH 2 + Ag
337 (Ag)HC=CH 2 <* HC=CH(Ag) + H
338 (Ag)HC=CH 2 : HC-Ag + CH2
339 (Ag)C=CH(Ag 2) <> C=CH(Ag 2) + Ag
340 (Ag)C=CH(Ag 2) > (Ag)C=CH(Ag) + Ag
341 (Ag)C=CH(Ag 2) : (Ag)C=C(Ag 2) + H
342 (Ag)C=CH(Ag 2) < C(Ag) + HC(Ag 2)
343 HC=CH(Ag 2) C=CH(Ag 2) + H
344 HC=CH(Ag 2) :> HC=C(Ag 2) + H
345 HC=CH(Ag 2) HC=CH-Ag + Ag
346 HC=CH(Ag 2) CH + HC(Ag 2)
347 (Ag2)H2C=C C=CH 2(Ag) + Ag
348 (Ag 2)H 2C=C C=CH(Ag 2) + H
349 (Ag2)H2C=C H2C(Ag 2) + C
350 C=CH 2(Ag) < H2C-Ag + C
351 C=CH 2(Ag) < H2C=C + Ag
352 C=CH 2(Ag) < C=CH-Ag + H
353 H2C=C(Ag) CH2 + C-Ag
354 H2C=C(Ag) HC=C-Ag + H
355 H2C=C(Ag) <> C=CH2 + Ag
356 (Ag)C=CH(Ag) < C=CH(Ag) + Ag
357 (Ag)C=CH(Ag) ~ (Ag)C=C(Ag) + H
358 (Ag)C=CH(Ag) HC=C(Ag) + Ag
359 HC=C(Ag 2) <> C(Ag2) + CH
360 HC=C(Ag 2) < C=C(Ag 2) + H
361 HC=C(Ag 2) c< HC=C(Ag) + Ag
362 (Ag)C=C(Ag 2) C=C(Ag 2) + Ag
363 (Ag)C=C(Ag 2) :: C-Ag + C(Ag 2)
364 (Ag)C=C(Ag 2) <> (Ag)C=C(Ag) + Ag
365 HC=CH(Ag) <* CH + HC-Ag
366 HC=CH(Ag) <> C=CH-Ag + H
367 HC=CH(Ag) > HC=CH + Ag
368 HC=CH(Ag) <> HC=C-Ag + H
369 C=CH(Ag 2) <> HC(Ag 2) + C
370 C=CH(Ag 2) <* C=CH(Ag) + Ag
371 C=CH(Ag 2 ) <> C=C(Ag 2) + H
372 (Ag2)H 2C <> H2C(Ag) + Ag
373 (Ag2)H 2C <> HC(Ag 2) + H
374 H2C(Ag) < CH 2 + Ag
375 H2C(Ag) <> HC-Ag + H
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376 C=CH(Ag) HC(Ag) + C
377 C=CH(Ag) < C=C(Ag) + H
378 C=CH(Ag) : C=CH + Ag
379 HC=C(Ag) = C=C-Ag + H
380 HC=C(Ag) = C=CH + Ag
381 HC=C(Ag) = CH + C-Ag
382 (Ag)C=C(Ag) < C=C-Ag + Ag
383 (Ag)C=C(Ag) = C(Ag) + C(Ag)
384 C=C(Ag 2) > C + C(Ag 2)
385 C=C(Ag 2) C=C-Ag + Ag
386 HC(Ag 2) < C(Ag 2) + H
387 HC(Ag 2) < HC-Ag + Ag
388 HC(Ag) CH + Ag
389 HC(Ag) C-Ag + H
390 C=C(Ag) > C-Ag + C
391 C=C(Ag) <> C=C + Ag
392 C(Ag 2) < C-Ag + Ag
393 CH 4(S) <> C2H3 + H(S)
394 C2H4(S) * C2H2 + H2(S)
395 C2H4(S) C2H + H3(S)
396 C 2H4 (S) <> C2 + H4 (S)
397 C2H4(S) < CH4 + C(S)
398 C2 H4(S) <> CH 3 + CH(S)
399 C2H4 (S) <> CH2 + CH,(S)
400 C2H4(S) > CH + CH 3(S)
401 C2H4(S) C - CH(S)
402 H2COCH 2(S) C2 H40 + Ag
403 H2COCH2(S) <> CH3CHO + Ag
404 C 2 H40(S) <> C2 H4(S) + O
405 C2H40(S) < C2H4 + O(S)
406 C2140(S) < CH 3 + OH(S)
407 CH3COO(S) CH3(S) + CO 2
408 H2 0(S) <> H20 + Ag(S)
409 C3H6(S) <> C3H6 + Ag(S)
410 0 + 2 Ag < 2 O(S)
411 C2H4 + Ag > C2H4(S)
412 C2H40 + Ag C2H40(S)
413 CH 3CHO + Ag <> CH 3CHO(S)
414 O(S) + C2H4(S) H2COCH 2(S)
415 CO2 + Ag(S) CO2(S)
416 C 3H6 + Ag(S) <> C3 H6(S)
417 H20 + Ag(S) < H20(S)
Exchange 1 CH 3CHO + O(S) + Ag(S) < CH3COO(S) + H(S)
2 CH3CHO + O(S) + Ag(S) < OH(S) + CH 3CO(S)
3 OH(S) + OH(S) <> H2 0 + O(S) + Ag(S)
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4 C2H6 + O(S) + Ag(S) 0 C2H5(S) + OH(S)
5 CH 3CO(S) + O(S) 0 CH 3COO(S) + Ag(S)
6 H(S) + O(S) * OH(S) + Ag(S)
7 H(S) + OH(S) 0 H2 0(S) + Ag(S)
8 CH 3(S) + O(S) > CH 2(S) + OH(S)
9 CH2(S) + O(S) 0 CH(S) + OH(S)
10 CH(S) + O(S) CO(S) + H(S)
11 CO(S) + O(S) 0 CO2(S) + Ag(S)
12 CH3(S) + C2H4(S) 0 C 3H6(S) + H(S)
8.4.5 Estimation of Heats of Formation and Chemisorption
The change in free energy, enthalpy as well as entropy of reactions are functions of activity of
each species. If the activity values are available, it is trivial to estimate the changes in free
energy and enthalpy of reactions to determine which direction a reaction proceeds. If
experimental data is not available or activity values cannot be calculated, a cutoff value is used
in place of activity values. Since enthalpy and entropy values depend strongly on temperature,
values are typically tabulated at the standard temperature and pressure (298K and 1 atm) and
adjusted to the desired temperature by heat capacity contributions.
Unless the experimental heats of chemisorption is readily available from literature, the
values are computed using Bond Order Conservation approach based on the formulas derived for
mono-, di- and polyatomic adsorbates (Chapter 4). The heats of chemisorption are then
subtracted from the heats of formation of gas phase species to give the values for surface species.
The enthalpies of gas phase species are available in NIST kinetics webbook.
8.4.6 Screening Criteria for Ethylene Epoxidation
Surface science experiments were conducted in literature to identify different surface
intermediates: surface oxygen O(S); ethylene C2H4 (S); oxametallacycle H2COCH2(S); hydroxyl
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radical OH(S); acetate CH3COO(S) and water H20(S). Hence, these species and participating
reactions are included in the EO mechanism. Figure 8.6 shows how the thermodynamic cutoff
affects the number of species in the surface mechanism.
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Figure 8.6 Number of Surface Species with Cutoff Heat of Chemisorption
There are about 40 species whose heats of chemisorption fall within 5 and 10 kcal/mol. For the
current discussion, a cutoff value of 20 kcal/mol is used; species with chemisorption enthalpies
above this value are thought to be stable on the surface. Table 8.9 lists species in the final
surface mechanism.
Table 8.9 List of Species in the Surface Mechanism
Number Species
1 H
2 O
3 C
4 Ag(S)
5 O(S)
6 AgO
7 CH
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8 CO
9 CC
10 H(S)
11 02
12 CH 2
13 OC(S)
14 HCO
15 CAg(S)
16 CCH
17 CCO
18 CAg 2
19 HC-Ag
20 C=CH
21 H20
22 CO2
23 OH(S)
24 CH(S)
25 CO(S)
26 C=C-Ag
27 CCH 2
28 OCH(S)
29 HCAg(S)
30 COC(S)
31 HCCO
32 CCAg(S)
33 OCAg(S)
34 C=CH2
35 C=CAg 2
36 HC=CH
37 C=CHAg
38 HC=CAg
39 C=CAg(S)
40 CH3
41 CH 2 (S)
42 CO2(S)
43 O-CH-Ag
44 H20(S)
45 Ag 2C(S)
46 H2CAg
47 HCOC(S)
48 OCCH 2
49 COCH(S)
50 HCAg 2(S)
51 C 2H3
52 HC=C-Ag(S)
53 HC=CHAg
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54 Ag 2H2C
55 CH 4(S)
56 C2 H4
57 H2COC(S)
58 CCHOAg(S)
59 HC-C-O-Ag(S)
60 AgC=CHAg(S)
61 AgC=CAg 2(S)
62 HC=CAg 2(S)
63 C=CH 2Ag(S)
64 H2C=CAg(S)
65 C2H4(S)
66 C2H4 0
67 CH3CHO
68 AgHC=CAg 2(S)
69 AgC=CHAg 2(S)
70 CH3CO(S)
71 H 2COCH 2(S)
72 AgC=CH 2Ag(S)
73 AgH 2C=CAg 2(S)
74 Ag 2H2C=CAg(S)
75 Ag2C=CH 2Ag(S)
76 Ag 2HC=CHAg(S)
77 Ag 2HC=CH 2(S)
78 H2C=CH2Ag(S)
79 Ag2HC=CH 2Ag(S)
80 AgH2 C=CHAg 2(S)
81 Ag 2H 2 C=CHAg(S)
82 Ag2H2C=CH2Ag(S)
Table 8.10 shows the final surface mechanism. In general, collision theory and transition state
theory are used to estimate the preexponentials for surface reactions generated in the EO
mechanism. For Type I surface reactions, where a gas phase species (A) directly collides with
the adsorbed species (B*) or the vacant catalytic sites resulting in reactions, collision theory is
used to set the upper bound while transition state theory is used for the lower bound. For Type 2
reactions where 2 surface species (A* and B*) react with each other, lower bound is given by
transition state theory while upper bound is given by surface diffusion. For Type 3 reactions,
where an adsorbed species (A*) dissociatively desorbs to form gas and surface species, upper and
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lower bounds of preexponential factors are calculated using transition state theory by considering
mobile transition state and reactant, respectively. Details of the equations used to calculate
bounds are provided in Chapter 4 (Section 4.2.6). Reactions 1 through 4 and 94 form the 5-step
mechanism explained in Chapter 7. Preexponential factors for Reactions 1-3 and 94 are from
Linic and Barteau and that for Reaction 4 is from our DFT calculations as explained in Chapter
7. Bond order conservation approach is used to estimate the activation energies of surface
reactions (Section 4.2.4), except for Reactions 1-3 and 94 for which experimental heats of
chemisorption are used.
Table 8.10 Final Surface Mechanism for Ethylene Epoxidation
No. Reactions A-factors Activation
(mol-cm-s units) Energies
(kcal/mol)
Forward Reverse Forward Reverse
Addition / Decomposition Reactions
1 02 + 2Ag(S) ~:
2 C2H4 + Ag(S) < (
3 H 2COCH 2 (S) 4 C2 H 4
4 H2COCH 2(S) c¢ CH3CI
5 H2COC(S) * HCO
6 HCOC(S) <> CH 2
7 H2COC(S) * CCH
8 H2COC(S) OCCH
9 OCH(S) * OC('
10 OCH(S) HCO -
11 OCH(S) <> HCAg
12 HCAg(S) < CAg
13 AgO Ag(S)
14 COCH(S) C + (
15 COCH(S) COC
16 COCH(S) ~ HC(O)-
17 HCOC(S) ~ COC
18 HCOC(S) : CH 
19 HCOC(S) ~ HCCC
20 OC(S) ~ CO +
21 OC(S) < AgO
20(S)
2H4(S)
0* + Ag(S)
HO* + Ag(S)
C(S) + H
+ OC(S)
2 + AgO
2 + Ag(S)
S)+ H
+ Ag(S)
(S) + O
(S) + H
+O
OCH(S)
(S) + H
-C + Ag(S)
'(S) + H
- OC(S)
) + Ag(S)
Ag(S)
+C
9.87x 1026
2.08x 10l
4.00x 1013
4.22x 012
1.00x1013
1.OOx 1300x10'
1.00x10' 3
L.0010 13
1.OOx 1013
l.OOx 10131.00x10'3
1.00x1013
l.OOx1013
1.OOx 1013
1.Ox1013
1.00x10' 3
1.OOx 1013
1.OOx10'3
1.Ox 1013
1 .OOx 1013
3.80x 10 2 6
1.00x1013
1.67x 1013
1.00X 1013
1.Ox 1013
1.00x10'3
1.00x1013
l.OOx 1013
l.OOx 1013
1.OOx1013
1.OOx 10 3
1.Ox101' 3
1.OOx 1013
1.OOx 1013
1.00x 10 13
1.OOxlO 13
1.00xl10' 3
1.00x0'3
1.Ox 1o'3
1.Ox 1013
0.0
0.0
16.0
15.7
135.7
111.5
148.8
62.8
15.3
38.1
198.9
136.4
48.6
143.6
91.2
0.0
91.2
77.5
0.0
38.1
283.8
49.0
8.9
11.0
41.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
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22
23
24
25
26
27
28
29
30
OC(S) ¢ CAg(S) + 0
CCHOAg(S) ¢ HC(O)-C + Ag(S)
CCHOAg(S) :> CCH + AgO
HC-C-O-Ag(S) o HCCO + Ag(S)
HC-C-O-Ag(S) * CCH + AgO
CAg(S) ¢ C + Ag(S)
COC(S) C + OC(S)
COC(S) > CCO + Ag(S)
COC(S) > CCAg(S) + O
31 CCAg(S)
32 CCAg(S)
33 OCAg(S)
34 OCAg(S)
35 Ag2H2C=CH2 Ag(S)
36 Ag2H2C=CHAg(S)
37 AgH 2C=CHAg 2(S)
38 Ag 2H2C=CHAg(S)
39 Ag 2HC=CH 2Ag(S)
40 Ag?2HC=-CAg 2(S)
41 Ag 2C=CH 2Ag(S)
42 Ag2HC=CHlAg(S)
43 Ag:HC=CHIAg(S)
44 Ag 2HC=CH 2(S)
: CC + Ag(S)
< CAg(S) + C
> CO + Ag(S)
c CAg(S)+ O
= Ag2HC=CHAg(S) + H
= Ag2H2 C=CHAg(S) + H
< AgH2C=CAg2(S) + H
<: Ag2H2C=CAg(S) + H
c AgH 2C=CAg 2(S) + H
> Ag2C=CHAg2(S) + H
= AgHC=CAg2(S) + H
CO AgHC=CAg 2(S) + H
= AgC=CHAg2(S) + H
¢ Ag 2C(S) + CH 2 + H
45 Ag 2HC=CH 2(S) < HCAg 2(S) + CH,
46 H2CCHAg <: C2H4 + Ag(S)
47 HC=CHAg(S) : CH, + H2CAg
48 Ag 2HC=CAg(S) <> AgC=CHAg 2(S) + H
49 AgC=CH 2Ag(S) > AgC=CHAg(S) + H
50 AgHC=CAg 2(S) > AgC=CAg 2(S) + H
51 Ag 2C=CH 2(S) <> HC=CAg 2(S) + H
52 Ag 2C=CH 2(S) ~< CAg 2 + CH,
53 AgC=CHAg 2(S) < AgC=CAg 2(S) + H
54 C=CHAg(S) < H2C=C + Ag(S)
55 H2C=CAg(S) : CH2 + CAg(S)
56 H2C:=CAg(S) : HC=C-Ag(S) + H
57 H2C=CAg(S) <> C=CH, + Ag(S)
58 AgC=CHAg(S) <> AgC=CAg + H
59 HC=-CAg2(S) CAg 2 + CH
60 HC=CAg 2(S) < C=CAg 2 + H
61 HC=CHAg > CH + HC-Ag
62 HC=CHAg c: HC=CH + Ag(S)
63 HC=CHAg c< HC=C-Ag(S) - H
64 Ag,,HC <> HCAg 2(S) + H
65 H2,CAg : CH 2 + Ag(S)
1.00x 103
1.00x 10 3
1.00x10l3
1.00x10' 3
1.00x1013
1.00xl1 3
1.00x1013
1.Ox10 13
1.00x10l3
t.OOx Iol3
1.00x 1013
1.00x10 13
1.00x 1013
1.00x10 3
1.00x 1013
1.Ox 1013
1.00xo 1'3
1.00x1013
1.00 10' 3
1.00x1013
1.00x 1013
1.00x 1013
1.00x10' 3
1.00OOx 1013
1.00x1013
1.00x1013
1.0Ox 10131.00x 10' 3
1.00X 1013
1.00x 103
1.00x 1013
1.00x1013
1.00x 1 3
1.0ox 1013
1.00x 1013
1.00x 1013
1.00x 1013
1.00x 1013
1.00x1013
1.00x1013
1.00x1013
1.00x1013
1.Ox 1013
1.00x1013
1.00x 1013
1.00x 10'13
1.Ox 1013
1.00xIO' 13
1.Ox10 13
1.00x1013
1.Ox 1013
1.00x 10 13
1.00x 1013
1.00x1013
1.00x1013
1.00x 1013
1.00x1013
1.Ox 1013
1.00xlO 131.OOx0l 13
1.00x1013
1.00X 1013
1.00x1013
1.00x 1013
1.00x10 13
1.00x1013
1.00x 0O13
1.00xO1 '3
1.00x 1013
1.00X 1013
1.00 10 13
1.00xl0O 13
1.00X 1013
1.00x10 13
1.00x 10 3
1.00xO 1'3
1.00X 1013
1.00x10' 3
1.00x 1 3
1.00x 1013
1.00x 1013
1.00x 1013
211.0
0.0
162.0
0.0
125.0
87.0
67.8
29.4
196.7
24.1
79.4
20.6
193.6
99.6
99.6
100.5
100.5
100.5
103.4
120.2
99.6
99.6
22.0
143.8
5.6
164.8
120.2
120.2
139.1
111.9
209.4
139.1
24.1
128.1
93.5
5.6
139.1
199.3
138.3
210.3
10.8
98.7
84.4
12.9
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
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66 H2CAg * HC-Ag + H
67 C=CHAg HCAg + C
68 C=CHAg C=CAg(S) + H
69 C=CHAg ¢ C=CH + Ag(S)
70 HC=CAg > C=CH + Ag(S)
71 HC=CAg < CH + C-Ag(S)
72 C=CAg 2 : C + CAg 2
73 HCAg 2(S) CAg 2 + H
74 HCAg CH + Ag(S)
75 HCAg CAg(S) + H
76 C=CAg(S) < CAg(S) -+ C
77 C2 H4(S) C2H3 + H(S)
78 C2 H4(S) < CH3 + CH(S)
79 C2H4 (S) < CH2 + CH2(S)
80 C2H4(S) < C + CH4(S)
81 H2O(S) <Z H20O + Ag(S)
82 C3 H6 (S) C3 H6 + Ag(S)
83 C2H40 + Ag(S) Q< C2H40(S)
84 C2H4 + Ag(S) C2H4(S)
85 CH3COO(S) * CH3(S) + CO2
86 CO2 + Ag(S) ~ CO2(S)
Isomerization Reactions
87 H2COCH2(S) ~ C2H40(S)
88 H2COCH2(S) <= CH3CHO(S)
89 H2COC(S) H2C=CO(S)
90 OCH(S) < O-CH-Ag
91 COC(S) C-O-C-Ag
92 CCAg(S) C=C-Ag
Exchange Reactions
CH3CHO + O(S) + Ag(S) 
93 OH(S) + CH3CO(S)
94 C2H4(S) + O(S) H2COCH 2(S) + Ag(S)
95 OH(S) + OH(S) H20 + O(S) + Ag(S)
96 H(S) + O(S) OH(S) + Ag(S)
97 OH(S) + Ag(S) <:> H(S) + O(S)
98 H(S) + OH(S) H2 0(S) + Ag(S)
99 CH2 (S) + O(S) CH(S) + OH(S)
100 CH(S) + O(S) CO(S) + H(S)
101 CH3 CO(S) + O(S) > CH3COO(S) + Ag(S)
102 CH3(S) + C2H4(S) < C3H6(S) + H(S)
1.OOx10 13
1.0Ox 10O3
1.OxO 13
1.00x10' 3
1.OOx 1013
1.00x 1013
1.00x1013
1.00x1013
1.00xI103
1.00xlO 13
1.00x1013
1.00x 1013
1.00x 1 3
1.00x 10i 3
1.00xI 10' 3
1.00x10 13
1.00x 1013
1.Ox 1013
1.00OOx 1013
1.00x10' 3
1.00x10' 3
1.00x 1013
1.Ox 10 13
1.0010 13
1.00xIO 13
1.00x1013i.O0xlO' 3
1.00x10 13
1.00x10' 3
1.00xl 1 '3
1.OOx 10' 31.OOx1013
1.00x10 13
1.00x 1013
1.00xO1 3
i.OOx1013i.00xO1 3
1.00xIl
1.Ox 10'3
1.00x 10'3
1.00xiO 1' 3
1.00x 10 3
1.00x10' 3
1.OOx1013
1.00x1013
1.Ox 10 13
1.00X 1013
1.00x 1013
1.00x10' 3
1.00x10 13
1.00x1013
84.4
179.8
125.0
10.8
24.1
136.3
142.4
87.7
30.3
24.7
79.4
66.1
29.9
87.4
166.4
0.0
5.6
5.0
0.0
0.0
95.5
2.0
0.0
0.0
28.2
7.8
14.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
3.0
7.6
94.1
0.0
0.0
25.6
44.9
0.0
0.0
0.0
1.00x1022 1.00x1018 0.0 0.0
1.90x 1026
1.00x108
1.Ox 1018
1.00x1018
1.Ox 1018
1.Ox 1018
1.Ox 1018
1.OOx 1018
1.00x1018
9.50x 1027
1.00x 1022
1.00x10l8
1.00x1018
1.00x1018
1.Ox 1018
1.Ox 1018
1.00x1018
1.00x1018
14.9
0.0
0.0
11.6
0.0
26.2
0.0
0.0
9.6
12.5
57.2
0.0
0.0
3.8
0.0
0.0
11.6
0.0
286
IX_~ 1^-11_1__.-1 --.(--111 1 I_ _·· .~.XI--- --------- 
8.5 Results
Important gas species produced in the extensive EO mechanism are C2H40, CH 3CHO, H2 0, CO2
and C3H6. Important surface intermediates generated are O(S), C2H4(S), H2COCH 2(S),
CH 40(S), CH3CHO(S), CO2(S), HO2 0(S), CH3COO(S), C3H6(S) and OH(S). Predictions of the
extensive EO mechanism are compared against data for different operating conditions
corresponding to microreactor experiments available in literature [34]. As mentioned in Chapter
7, microreactor experiments and surface studies played a great role in understanding selectivity
and identifying surface species in epoxidation. The surface science studies helped understand
the stability of various intermediates, while reactor experiments helped measure the
concentrations of various products produced. Series of experiments were conducted for varying
temperatures on a Laser-LIGA catalyst at 5 bar, reactor residence time of 0.124 s, 5 L/h gas flow
and 3% CH 4, 16.5%/o 02 and N2 as inerts in the feed to reactor. The extensive EO mechanism
predicts a selectivity of 84% which is comparable to that predicted by the 5-step mechanism
(Chapter 7). Conversion (0.5%) for the extensive mechanism is lower than that of the 5-step
mechanism (95%), since additional surface species generated in the extensive mechanism
,occupies catalyst surface which reduce the sites available for ethylene conversion. There is little
change in selectivity because the parallel branching and selectivity of oxametallacycle to epoxide
and acetaldehyde are not affected by additional surface reactions resulting in series burning of
acetaldehyde to form carbon dioxide. Hence, the effect of additional surface species generated
by the extensive mechanism is more pronounced on conversion than selectivity. Figure 8.7
:shows the variation of conversion with reactor temperature.
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Figure 8.7 Variation of Predicted Conversion with Temperature for the Extensive EO
Mechanism
As expected, conversion increases with temperature for the extensive mechanism. We also
observe that conversion goes up remarkably after a temperature of 540K. As the temperature
increases and the catalyst gets heated, additional surface species start desorbing resulting in
increase of sites available for reaction. Figure 8.8 shows how the selectivity decreases with
temperature.
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Figure 8.8 Variation of Predicted Selectivity with Temperature for the Extensive EO Mechanism
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Figure 8.9 Variation of the Site-fraction Ratio with Temperature for the Extensive EO
Mechanism
Though the site-fraction ratio is much less than 1, the overall value of the second term signifying
reversibility (Eq. 7.6, Chapter 7) is comparable to 1, when the selectivity starts to fall off in
Figure 8.9.
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The extensive mechanism predicts formation of H20, CO2 and C3H6 in addition to the 2
products, C2H40 and CH3CHO. Formation and further reactions of water with hydroxyl radicals
confirm the experimental findings for water on silver surface [33]. The reaction of adsorbed
H20 with pre-adsorbed oxygen to produce adsorbed hydroxyl groups was observed by EELS in
the temperature range 205 to 255K. The predicted concentration of H2 0 and CO2 balance each
other as expected, since the overall stoichiometry for complete oxidation of ethylene results in
equal moles of the 2 compounds. C3H6 was observed in some industrial epoxidation reactors.
Surface acetates were experimentally observed when acetaldehyde was fed over oxygen-dosed
Ag(ll10) [32].
Surface species generated by the extensive EO mechanism includes species reported in
the elementary mechanism published by Stegelmann et al. [35]. Table 8.11 lists the reactions
with rate parameters for this elementary mechanism. The rate and thermodynamic parmaters are
calculated using statistical thermodynamics from parameters of gas phase molecules and
adsorbates. All parameters for gas phase molecules are extracted from standard thermodynamics
data bases including NIST database. For surface species, some vibrational frequencies are taken
from spectroscopic measurements like EELS, IR and Raman or DFT calculations, while the rest
are assigned realistic values by guessing. Ground state energies are determined by simulation of
TPD experiments and measurements of sticking coefficients, while rate constants are detemined
from sticking measurements, TPD/TPR experiments, and steady-state kinetics on Ag(l 111). The
enthalpy reported in Table 8.11 is the standard enethalpy of formation at 298K, to calculate the
ground state energy of a species the sum of translational, rotational and vibrational energies are
subtracted from the total enthalpy.
Table 8.11 Elementary Surface Mechanism Published by Stegelmann et al. [35]
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No. Reactions
1 02 + :> 02*
2 02* +* 20*
3 02 + 20* : 2OAgO(S)
4 C2H4 -O* C2H4 AgO(S)
5 C2H4AgO(S) + OAgO(S) <
H2COCH 2AgO(S) + O*
6 C2H40 -+ O* C2H4 OAgO(S)
7 H2COCH 2AgO(S) C2H4OAgO(S)
8 H2 COCHAgO(S) < CH 3 CHOAgO(S)
9 CH3CHO + 0* : CH3CHOAgO(S)
10 CH3CHOAgO(S) + 60* >
2CO2 * + 40H* + Ag(S)
11 C2H 4 4- Ag(S) CH 4Ag(S)
12 C 2H 4AgO(S) + O* 
CH2CHOHAgO(S) +
13 CH 2CHOHAgO(S) + O* 
CH2CHOAgO(S) + OH*
14 CH2CHOAgO(S) + 50* 
2COC),* + 30H* + Ag(S)
15 2CH* H20* +0*
16 C( + > CO,*
17 H2 0 + * H20*
A-factors
(s-1 units)
Forward
2.71x105
4.0x 1012
2.0x107
7.2x 107
9.0x 10'4
1.95x108
1.13x 1013
9.x 1012
2.9x 1013
2.0x 1020
7.2x107
4.0x 10
2.6x1013
1.x 1020
1.4x 10l°
3.6x 1014
5.9x10'4
Reverse
1.1x1012
8.0x 1014
1.3x 1015
2.2x1011
5.3x 10'4
4.8x 1012
2.1 1xl012
4.5x 100
2.6x109
5.3x 1013
2.2x10 "
3.1x1014
1.3x109
5.5x 1013
1.Ox 1011
1.Ox108
1.4x10 9
Activation
Energies
(kJ/mol)
Forward Reverse
5.7 47.3
75.0 157.5
20.0 96.9
0.0 37.1
183.3
112.0
0.0
95.0
95.0
4.4
11.0
0.0
39.1
93.5
204.3
4.4
791.6
30.1
42.8
32.0
106.1
86.0
906.6
0.0
65.6
0.0
0.0
50.0
0.0
0.0
Surtace species indicated by (S) signifies a metallic silver site, '0 is a surtace oxide site, and X' and Y/O' are an adsorbed species on metallic
silver and surface oxide, respectively.
Figures 8.10-8.12 show how the conversion, selectivity and site fraction ratio between vacancy
and oxametallacycle vary with temperature, as predicted by the Stegelmann mechanism [35].
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Figure 8.10 Variation of Predicted Conversion with Temperature for the Stegelmann Mechanism
Figure 8.11 Variation of Predicted Selectivity with Temperature for the Stegelmann Mechanism
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Figure 8.12 Variation of Predicted Site-fraction Ratio with Temperature for the Stegelmann
Mechanism
Site-fraction ratio predicted by the Stegelmann mechanism is lower than that predicted by the
extensive EO mechanism. This explains the lower predicted selectivity for the extensive EO
mechanism.
8.6 Summary
In this chapter, we have applied the Decomposition Tree Approach for development of extenisve
ethylene oxide (EO) mechanism. The EO mechanism extends the 5-step surface mechanism
which was used in Chapter 7 to explain the selectivity and conversion observed in epoxidation
reactors. Effect of additional species generated by the extensive mechanism is more pronounced
on the conversion than the selectivity for EO as predicted for the microreactor conditions.
Predicted selectivities are similar for the extensive and 5-step mechanisms, but conversion is
significantly lower for the former than the latter. Conversion predicted by the extensive
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mechanism increases, while selectivity decreases with temperature. Compared to the mechanism
published by Stegelamann [35], the extensive EO mechanism predicts higher selectivity and the
selectivity-conversion fall off occurs earlier in the conversion curve. This is attributed to the
lower ratio of the site fractions between vacancy and oxametallacycle predicted by the extensive
EO mechanism.
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Chapter 9: Directions of Future Research
In this thesis, we have developed a computational methodology for estimating thermochemical
and rate parameters, bond additivity corrections for advanced quantum chemistry methods and a
surface mechanism for explaining yield and selectivity in ethylene epoxidation. More work
needs to be done in the development of kinetic modeling in surface reactions, including:
Surface Chemistry Database of Rate Constants and Thermodynamic Parameters
Although computational methodologies have been developed in this work and there is an
emerging literature for estimating thermochemical and rate parameters, a comprehensive
kinetic database that compiles the parameters for a variety of surface reactions has not
been developed yet. A database that includes reported kinetics results based on
experiments and computational methods would be helpful to the catalyst community.
The database should be designed for searching thermochemical and kinetics data based
on specific species, reactions, and catalyst systems. Rate constant records for specified
reactions can be found by searching the reaction database, while chemisorption enthalpies
for species can be found by searching the thermo database. When queried, all rate
constant and enthalpy records should be returned, with a link to details on the
experimental measurements or theoretical calculations. Each rate constant record can
contain the following information if available:
1. Reactants and, if defined, reaction products.
2. Rate parameters: preexponential factors, activation energies and their uncertainties.
3. Temperature and pressure range of experiment or validity of theoretical calculation.
Each enthalpy record can contain the following information:
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Chemical species adsorbed.
Type of coordination.
Catalyst system.
Nature of binding sites or the surface morphology.
Chemisorption enthalpy at zero-coverage.
Coverage-dependent coefficients of other relevant species.
Temperature and pressure range of experiment or validity of theoretical calculation.
Figure 9.1 shows the structure of recommended surface chemistry database.
Figure 9.1 Structure for Surface Chemistry Database
Integration of Computational Methodologies with Reactor Modeling Software
Our computational methodology helps in constructing surface reaction mechanisms,
estimating rate and thermodynamic parameters using the Bond Order Conservation
(BOC) approach for reactions on metals. This approach serves as a convenient first-order
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approximation to a kinetic model for many catalytic process, and has the crucial
advantage that one can be sure that a model constructed this way is thermodynamically
consistent. For estimating the reaction barriers, the program uses the BOC approach
which gives coverage-dependent activation energy as a nonlinear function of the
chemisorption enthalpies. We recommend that the underlying equations to compute
activation energies using BOC method be supplied as part of reactor modeling code. We
recommend that 3 options be given to user of the code:
a) User sets the activation energy in one direction (possibly including linear coverage
dependence); activation energy for the reverse is computed by the code using the
coverage-dependent enthalpy of reaction.
b) User asks the code to estimate activation energy by BOC (UBI-QEP) method. The
underlying equations needed to calculate the activation energies by BOC method can be
supplied as part of the code.
c) User asks for BOC coverage dependence, but specifies most of the information required.
Easier to implement than (b), but more demanding on the user.
Reinvestigation of Boron, Aluminum and Phosphorus compounds
Compared to former Bond Additivity Correction (BAC) procedures including, BAC-MP4
and BAC-G2 methods, BAC-G3B3 provides better estimates of thermochemistry for
compounds involving the first 3 rows of periodic table, consistent with the improved
accuracy of the composite G3-based quantum chemistry methods built into Gaussian®
suite programs themselves. Some of the molecules need to be reinvestigated
experimentally and theoretically, since the reported experimental values in literature are
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not sufficiently accurate within 2-3 kcal/mol. and their values differ widely across
different literature sources. In particular, better experimental data needs to be determined
for the B, Al and P compounds: BH3, BF 3, BCI3, AlH3, AlF3, AICI3, PO, P(OH) 3 in order
to determine the true predictive capability of the BAC procedure.
Deactivation Mechanism for Epoxidation Catalysts
Over the years deactivation of silver-based catalysts has been a subject of extensive
research, with the aim of understanding its mechanism and improving catalyst stability.
Several possible causes for catalyst deactivation, such as catalyst poisoning either by
impurities [1,2] or by excess of chlorine-based promoters in the feed [3-5], accumulation
of carbon deposits on catalyst surface [6- 10], and increase of silver particles size [ 1,2,1 1-
14] have been proposed. Deactivation kinetics of a commercial Ag/A120 3 catalyst has
been investigated using accelerated deactivation tests in a Berty-type gradientless recycle
reactor. It has been shown that sintering is the main source for deactivation and
deactivation kinetics can be described by a general power-law equation. Initial rates of
ethylene oxide, carbon dioxide formation, and ethylene consumption have been measured
with increasing temperature and oxygen concentration. However, no elementary kinetic
model exists to explain the deactivation mechanism. It is recommended that a surface
mechanism with elementary surface reactions be developed based on the observed
experimental data. We recommend that the developed elementary reactions and overall
stoichiometry be compared against the power-law model to test for validity. The
predicted quantitative rates-of-production of surface species should be compared against
experimental rates. The variation in size of silver particles due to sintering and effective
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change in surface-to-volume ratio should be modeled using changes in surface site
densities and number of active sites available for reactions.
Mechanism for Silver Chloride formation in Ethylene Epoxidation
Inside the epoxidation reactor, silver chloride is experimentally observed when chlorine
is adsorbed on Ag(l 11) catalyst. Structural results explaining the role of silver chloride
formed during chlorination of silver in catalytic reaction of ethylene epoxidation are
presented [15]. The chloride nucleation on Ag(l 11) is found to occur on step edges and
atomic terraces at low temperatures. Formation of silver clusters is hypothesized to
explain a very high activity of chlorinated surface in ethylene epoxidation. A few ppm
level of dichloroethane is found to have a much larger effect than thermal and oxygen-
induced sintering of silver particles on catalyst stability under reaction conditions [16]. It
is suggested that this effect is due to chloride-mediated intra-particle transport of silver.
We recommend that a detailed surface mechanism modeling the underlying silver
chloride reactions and the effect on activity of silver catalyst be developed. The
characteristic time involved in formation of silver chloride crystals should be considered
when modeling the nucleation mechanism. Theoretical calculations using quantum
chemistry should be performed to compare the stability and reactivity of silver chloride
against those of surface chlorine. It is recommended that activation energies of key
reactions involving silver chloride be estimated to provide an insight into the chloride
kinetics in epoxidation.
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Chapter 10: Conclusions
With the advancement of sophisticated surface science techniques and computational chemistry
methodologies, developing surface mechanisms has become vital to understand the many
complex surface reactions. As experimentalists and theoreticians get more information on the
nature of surface species observed, it becomes increasingly important to integrate the existing
knowledge with predictive kinetics to unravel the complex surface reactions. This thesis
presents methodologies that serve as building blocks for generating elementary surface reactions
and predicting kinetic parameters. Due to practical importance, the methodologies developed are
tested for the heterogeneous catalytic partial oxidation of ethylene on silver. Various examples
involving transition metal catalysts used in this thesis demonstrate the accuracy and
computational efficiency of the methodologies developed.
Core of the thesis research is on development of tools that will estimate thermochemical
and rate parameters, correct composite quantum chemistry methods for improved accuracy, build
elementary surface mechanism by integrating knowledge from experiments and theory, and
analyze sensitivities and uncertainties in the rate parameters of surface reactions. To achieve this
goal, the following thesis works are performed:
Formulation of surface kinetics with coverage modifications for the thermodynamic and
rate parameters.
A general, flexible and compact formulation accounting for thermodynamically
consistent coverage-dependent surface kinetics is developed. A Software Requirements
Specification (SRS) is prepared to modify the existing coverage-dependent functionality
in CHEMKIN. Shifting the coefficients from reaction to thermo file of SURFACE
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CHEMKIN enables the use of coverage dependence in the chemisorption enthalpies of
surface species as well as activation energies of surface reactions. It has become easy to
model the change in heats of formation of surface species and activation energies of
surface reactions as the coverages evolve with time or distance along the reactor.
Effectiveness of the modified approach is tested out on example problems involving
silver-catalyzed ethylene epoxidation.
Integration of computational methodology as a software code that estimates coverage-
dependent thermodynamic parameters and thermodynamically consistent rate
parameters.
This thesis presents a new computational methodology for calculating
temperature/coverage-dependent heats of formation, heat capacities and entropies. The
direct extension of UBI-QEP approach treats polyatoms as pseudo diatoms which is a
combination of 2 groups of atoms. Based on the extended UBI-QEP theory,
chemisorpion enthalpy of each group is derived as a function of mono-coordinated
chemisorption enthalpy and reduced sum of dissociation energies of atoms bound to the
contact atom. However, the extended UBI-QEP equations don't predict chemisorption
enthalpies that match with experimental data. Hence, we empirically modify the
equations and replace the reduced sum by the regular sum of bond dissociation energies
to predict chemisorption enthalpies of polyatomics. The predicted chemisorption
enthalpies agree within 3 kcal/mol of experimental values for mono-, di- and polyatomic
adsorbates coordinated via on-top, bridge and hollow sites with symmetric, asymmetric
and chelating coordination structures on Ag(l 11), Ni(l 11), Ni(100), Ni(l 10), Pt( 11),
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Pd(l 1), Ag(l 10), Pd(l 10), Ag(100), Au(100) and Au(l 11) catalysts. The predicted tight
physical upper and lower bounds for A-factors are validated against literature values for
different catalyst reaction systems. MATLAB-based computer program are developed
that outputs the thermodynamic and kinetic parameters as a Chemkin® formatted surface
input file useful for higher level reactor calculations.
· Development ofBondAdditivity Corrections (BAC) for complex G3B3 and G3MP2B3
quantum chemistry methods.
BAC-G3B3 and BAC-G3MP2B3 parameters are developed for atomic, molecular and
bond-wise corrections to heats of formation of open and closed shell molecules
containing elements from first 3 rows of the periodic table. Compared to former
BAC-MP4 and BAC-G2 methods, BAC-G3B3 provides better estimates of
thermochemistry for compounds involving the first 3 rows of periodic table, consistent
with the improved accuracy of the G3 methods themselves. Using a reference set and
extended test set of molecules, the improved accuracy of BAC procedures is assessed.
· Development of an elementary surface mechanism to explain the selectivity in ethylene
epoxidation.
A 5-step surface mechanism that includes the 2 parallel branching reactions of
oxametallacycle to epoxide and acetaldehyde is used to explain the selectivity to epoxide.
The reversible equilibrium between oxametallacycle-epoxide, and the lower A-factor for
acetaldehyde formation relative to epoxide formation explains the observed EO
selectivities for experimental conditions. Falloff in selectivity-conversion curve for the
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industrial plant reactors occurs earlier than the experimental microreactors. This is
attributed to the kinetically significant reverse reaction of ethylene oxide to
oxametallacycle for the plant conditions even at low conversions. For the experimental
microreactor, the reverse reaction becomes important only at high conversions; until this
point selectivity stays fairly constant since it is governed only by the 2 forward reactions
of oxametallacycle. Increase in the predicted selectivities and yields with heat of
formation of oxametallacycle offers a thermodynamic and operational insight into the
role of chlorine as a promoter in epoxidation. This work identifies surface atomic oxygen
as the reactive form of oxygen in epoxidation and oxygen covered silver as active phase
of silver catalyst.
· Application of uncertainty analysis to identify the important thermodynamic and rate
parameters leading to uncertainties in ethylene oxide concentrations.
Deterministic Equivalent Modeling Method (DEMM) is used to study the effect of
uncertainties in thermochemical and rate parameters on uncertainties in the ethylene
oxide concentrations. Out of the many parameters, rate constant of the forward reaction
leading to surface ethylene is found to be the most important uncertain parameter, zero-
coverage chemisorption enthalpy of oxygen is the next important uncertain parameter
followed by the self-coverage coefficient of oxygen.
· Decomposition Tree Approach for the Development of Extensive EO Mechanism.
Decomposition Tree Approach is used to develop an extenisve ethylene oxide (EO)
mechanism which extends the 5-step surface mechanism to explain the selectivity and
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conversion observed in epoxidation reactors. Predicted selectivities are similar for the
extensive and 5-step mechanisms, but conversion is significantly lower for the former
than the latter due to the effect of additional species generated by the extensive
mechanism. Compared to the mechanism published by Stegelamann [35], the extensive
EO mechanism predicts higher selectivity. This is supported by the lower ratio of the site
fractions between vacancy and oxametallacycle predicted by the extensive EO
mechanism.
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Appendix A: Software Documentation
Computer Code for Calculation of Thermochemical and
Thermodynamically Consistent Rate Parameters
A.1 Introduction
SURF_THERM KIN is a software code for the estimation of thermodynamic and
thermodynamically consistent rate parameters of surface reactions. The code is used to calculate
the thermodynamic and rate parameters of surface reactions and surface species on transition
metal catalysts. Molecular chemisorption enthalpies and NASA polynomial coefficients are the
thermodynamic parameters of surface species, while preexponential factors and activation
energies are the rate parameters of surface reactions. They form the thermodynamic and rate
data of the SURFACE Chemkin input file. This file could be integrated with the core utilities of
the SURFACE KINETICS package of Chemkin software.
There are 2 calculation modules in the Code:
Module 1: Thermodynamic parameters
Module 2: Rate parameters
For both the modules, the user inputs the necessary parameters in a Microsoft Excel spreadsheet.
A.2 Calculation of Thermodynamic Parameters
Table A. I lists the input variables for calculation of thermodynamic parameters. For each
variable, the definition, variable type and an example are given. C2H4(S) adsorbed on silver is
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chosen as an example. Ethylene is attached to silver catalyst via the 2 carbon atoms with a
coordination number of 2.
Table A.1 Input Variables for Calculation of Thermodynamic Parameters
Variable Definition Variable Units Example
Type
Catalyst Properties
Catalyst
Material
Metallicity
Site Density
Standard State
Entropy of the
Catalyst
Material Name of String N/A
the Catalyst
Unimetallic= 1, Flag N/A
Bimetallic = 2
Density of sites on Floating point moles/cm2
the catalyst
Entropy of the Floating point cal/mol/K
catalyst at 298K
and 1 atm
Adsorbate Properties listed by Each Species
Atomic Information
Name of the String
adsorbate species
Monoatomic = 1 Flag
Diatomic = 2
Polyatomic = 3
Names of String
elements in the
adsorbate species
Adsorbate-Surface Bond
Number of
Atoms Bound
to Surface
Atom 1
Number of
atoms in the
adsorbate
bound to the
catalyst surface
Name of the
first atom
SILVER
1
1.05E-14
10.2
Species
Atomicity
Elements
N/A
N/A
N/A
C2 H4 (S)
C, H, AG
Properties
Integer N/A 2
Atoms Bound to Surface
String N/A C
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bound to the
surface
Name of the String N/A
second atom
bound to the
surface
Monocoordinated Atomic Chemisorption Heats (Table A.4)
Atom 1
Atom 2
Coordination
Number
Binding
Strength
Coordination
Structure
Chemisorption Floating point
heat of Atom I
Chemisorption Floating point
heat of Atom 2
Table A.2 Flag
Table A.3 Flag
symmetric=1, Flag
asymmetric=2,
chelating=3
Gas Phase Information
Dissociation Energy of Bonds in Gas Molecule (Table A.6)
Dissociation
energy of bond
1
Dissociation
energy of bond
2
Dissociation
energy of bond
3
Floating point
Floating point
Floating point
Standard State Thermodynamic Properties of the Gas Molecule
Enthalpy
Heat Capacity
Entropy
Standard state
enthalpy
Standard state
heat capacity
Standard state
entropy
Floating point
Floating point
Floating point
A.2.1 Flag Variables
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Atom2 C
kcal/mol.
kcal/mol.
N/A
N/A
N/A
48.0
48.0
2
1
Bond I
Bond 2
Bond 3
kcal/mol.
kcal/mol.
kcal/mol.
174.1
221.4
0.0
kcal/mol.
cal/mol./K
cal/mol./K
12.5
10.3
52.4
- -Y I
I-_ _
There are 5 flag variables in the input corresponding to the metallicity of the catalyst, atomicity
of the adsorbate species, coordination number of the binding between the adsorbate and the
catalyst, binding strength between adsorbate and catalyst and coordination structure. Metallicity
refers to the nature of composition of the catalyst with the flag variable set to I for unimetallic
catalyst and 2 for bimetallic (alloy) catalyst. Atomicity refers to the number of atoms in the
adsorbate and the flag variable is 1, 2, or 3 for mono-, di- and polyatomic adsorbates,
respectively. Coordination number of the binding between adsorbate and catalyst refers to the
number of surface sites to which the adsorbate atoms are bound, and the flag variables are set
depending on the nature of coordination and the type of catalyst surface. Definitions for
common coordination numbers are given in Table A.2.
Table A.2 Coordination Number and Nature of Binding Site
Nature of Binding Site Coordination
Number
on-top 1
bridge 2
fcc(l 11) hollow 3
hcp(00 1)
fcc(100) hollow 4
bcc(100) hollow 5
Figures A. 1 through A.4 show the different binding sites.
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Figure A.1 Fcc(l 11) Unit Cell and Surface Plane
Figure A.2 Hcp(OO1) Unit Cell
314
_______
jlsls
Figure A.3 Fcc(100) Unit Cell and Surface Plane
Figure A.4 Bcc(100) Unit Cell and Surface Plane
Binding strength is a flag variable referring to the strength of binding and the variable is 1, 2 or 3
for weak, intermediate or strong binding. Table A.3 lists the binding strengths of common
molecules.
Table A.3 Binding Strength
Adsorbate Molecules
Molecular radicals with delocalized
radical electrons
Closed shell molecules
of the Adsorbate
Examples
02
NO
H20, NH3 and
CH30H
Molecules
Binding Strength
Weak binding
Weak binding
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IIe
I
I
I
I
I
I
I
Monovalent molecular radicals with CH3 Intermediate
tetra-valent central atoms Binding
Molecular radicals with localized OH, SCH3 and Strong binding
unpaired electrons CH30
Coordination structure is a flag variable whose value is 1, 2 or 3 if the structure is
symmetric, asymmetric or chelating, respectively. In symmetric coordination, the structure is
symmetric about the contact atoms bound to the surface of the catalyst. Molecules such as
acetylene HC -- CH, ethylene C2H4 and hydrogen peroxide HO--OH have symmetric
coordinations, since the coordination structure is symmetric about the 2 C atoms in acetylene and
ethylene and 2 0 atoms in hydrogen peroxide. When there are dissimilar atom groups on either
side of the contact atoms and the 2 contact atoms are directly bound to each other, the
coordination structure is asymmetric. An example of asymmetric dicoordination is the binding
of OCH 2 on a catalyst, where the O and C atom are bound to the catalyst surface. When the 2
contact atoms are not directly bound to each other, the coordination structure is chelating. An
example of chelating coordination is the adsorption of HCOOH when the contact atoms are C
atom and O atom of the hydroxyl part.
A.2.2 Monocoordinated Atomic Chemisorption Heats
The name of surface species is indicated by "(S)" in the string input, and this is used as an
identifier for surface species. Monocoordinated atomic chemisorption heats correspond to the
atomic heat of chemisorption of all the contact atoms bound to the catalyst in a hypothetical
monocoordination mode. Please note that the monocoordinated chemisorption heats of atoms
may be different from the experimental chemisorption heats of the same atoms when the true
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coordination number of binding is greater than 1. The monocoordinated heats of chemisorption
QOA is typically backed out from the experimental chemisorption heat QA(n) and the coordination
Q, (n)
number n based on the UBI-QEP approach: QOA Q- () Here, n might be 3, 4 or 5 depending
2--
n
on whether the experimental heat of adsorption, QA(n) corresponds to a three-fold fcc(l 111) or
hcp(001) hollow, four-fold fcc(100) hollow or a five-fold bcc(100) hollow adsorption. The
monocoordinated atomic chemisorption heats of common atoms on common transition metal
catalysts are given in Table A.4 and the corresponding references for experimental atomic
binding energies are given in Table A.5. The tables and the corresponding references are
available in [1], the table is provided in this documentation for ready reference to look up
numbers as inputs for the calculations.
Tal
Ctalyst
Atoms
H
0
N
C
S
ble A.4 Monocoordinated
Cu Ag
33.6 31.2
61.8 48.0
69.0 60.0
72.0 87.0
52.6 46.8
Atomic
Au
27.6
45.0
58.2
84.0
48.0
Heats of Chemisorption
Ni Pd
37.8 37.2
69.0 52.3
81.0 78.0
102.6 96.0
67.2 57.0
(kcal/mol.)
Pt
36.6
51.0
69.6
90.0
55.2
talyst
Atoms
H
O
N
C
S
Table
Cu
[2,3]
[7]
Est
Est
[12]
A.5 References
Ag
[4]
[2,5]
est
est
[12]
for Atomic
Au
est, [5]
[5]
est
est
est
Heats of
Ni
[2,3]
[8,9]
[2]
[I1]
[121
Chemisorption
Pd
[2]
[10]
[2]
[3]
est
Pt
[6]
[10]
[10]
[3]
[12]
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A.2.3 Bond Dissociation Energies of Gas Phase Molecules
The dissociation energies of bonds in gas phase molecules correspond to the dissociation
energies of all the bonds between the contact atom and rest of the molecule. In the example
when ethylene is adsorbed to silver catalyst, the double bond between the 2 carbon atoms and 2
single bonds between C and H atoms are the bonds of interest. The energies needed to break the
double bond and the 2 single bonds are 174.1 and 221.4 kcal/mol, respectively. Table A.6 lists
the dissociation energies of common bonds.
Table A.6 Bond Dissociation Energies for Di- and Polyatomic Gas Phase Molecules
Molecule Bond Dissociation Energy
(kcal/mol)
H2 H-H 103
02 0-0 119
N2 N-N 226
CO C-O 256
NO N-O 151
SO S-O 125
OH O-H 102
CH C-H 81
NH N-H 75
SH S-H 82
CO 2 OC-O 127
NO2 ON-O 73
SO2 OS-O 132
S0 3 02 S-O 83
CH2 C-H 2 182
CH3 C-H3 293
CH4 C-H4 398
C2H5 C-C 99
C-H 36
H20 HO-H 119
H2 02 HOO-H 88
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HO-OH 51
NH2 N-H 2 169
NH3 N-H 3 279
CH30H CH30-H 104
CH3-OH 92
CH 3SH CH3S-H 87
CH3-SH 74
C2H4 H2C-CH 2 175
C2H2 HC-CH 231
HCOOH HCOO-H 106
Bond dissociation energies of many gas phase molecules and the standard state
thermodynamic properties of gas phase molecules are available in literature and kinetics
databases such as [13] and NIST kinetics database.
Figures A.5 through A.8 show how the input variables used in the calculation of
thermodynamic parameters are entered in the worksheet. The user inputs the information in
different pre-specified cells in the "Surface_SpeciesInformation" worksheet. MATLAB code
reads this information column-wise and writes into different vectors for reactants and products.
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Figure A.8 Worksheet for Input Variables to Calculate Thermodynamic Parameters -Part 4
A.3 Calculation of Rate Parameters
Table A.7 lists the input variables for the calculation of rate parameters. For each variable, the
definition, variable type and an example are given in the table. For illustration, the dissociative
adsorption of oxygen on silver is chosen.
02 + 2 AG(S) 2 O(S)
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Table A.7 Input Variables for the Calculation of Rate Parameters
Variable Definition Variable Type Units Example
Reaction
Number
Stoichiometry
Reactant 1
Reactant 1
Stoichiometry
Reactant 2
Reactant 2
Stoichiometry
Product 1
Product 1
Stoichiometry
Product 2
Product 2
Serial number of the
reaction in a mechanism
Stoichiometric coefficient
of first reactant
Name of the first reactant
Stoichiometric coefficient
of second reactant (if it
exists)
Name of the second
reactant
(if it exists)
Stoichiometric coefficient
of first product
Name of the first product
Stoichiometric coefficient
of second product (if it
exists)
Name of the second
product
(if it exists)
Integer
Floating point
String
Floating point
String
Floating point
String
Floating point
String
Dissociation Energy of Bonds in Gas Molecules
Dissociation energy of
bond broken in the
reactant
Dissociation energy of
bond formed in the
product
Floating point
Floating point
Chemisorption Enthalpy of the Adsorbate-surface Bond
Enthalpy of the bond
broken in the reactant
Enthalpy of the bond
broken in the reactant
Enthalpy of the bond
formed in the product
Floating point
Floating point
Floating point
N/A
N/A
N/A
N/A
N/A
N/A
N/A
1
02
2
AG(S)
2
O(S)
N/A
N/A
Reactant
Product
kcal/mol.
kcal/mol.
119.0
0.0
Reactant
Reactant
Product
kcal/mol.
kcal/mol.
kcal/mol.
0.0
0.0
84.0
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Product Enthalpy of the bond Floating point kcal/mol. 84.0
formed in the product
In the above table, the string inputs for the surface species are indicated by "(S)" at the
end of the string names. Species corresponding to a vacancy is indicated by the chemical
formula of the catalyst material followed by the "(S)." For example, in the dissociative
adsorption of oxygen on silver, the vacant sites participating in the reaction are indicated by
AG(S). The "(S)" identifier for surface species and vacancy are quite important, since this
identifier is used by the MATLAB code to recognize the number of gas phase species, surface
species and vacant sites taking part in the reaction.
The dissociation energies of bonds in gas molecules are the bonds broken in the gas
phase reactants and bonds formed in the gas phase products. The dissociation energies of bonds
broken in gas phase reactants and bonds formed in gas phase products are specified as inputs for
any general catalytic reaction, whether bonds are broken in the reactants and bonds are formed in
the products in the particular reaction of interest. For those cases, where such bonds are not
relevant, the input value for the corresponding bond dissociation energy is 0.0 kcal/mol. In the
dissociative adsorption of oxygen, the double bond in diatomic oxygen is broken in the reactant,
and no bond is formed as a gas phase product. Hence, the gas phase dissociation energy of the
double bond broken in the reactant is 19 kcal/mol. and the gas phase dissociation energy of
bond formed in the product is 0 kcal/mol. The bond dissociation energies of bonds in common
gas phase molecules are available in Table A.6 and kinetics databases in literature such as [13]
and NIST kinetics database.
Chemisorption enthalpy of the adsorbate-surface bond correspond to the atomic or
molecular heats of chemisorption of reactants and products. The heats of chemisorption needs to
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be input for all the surface reactants and products where the adsorbate-surface bonds are broken
in the reactants and the adsorbate-surface bonds are formed in the product. The dissociation
energies of adsorbate-surface bonds broken in reactants and bonds formed in products are
specified as general inputs for any general catalytic reaction, whether bonds are broken in the
reactants and bonds are formed in the products. For those cases, where such bonds are not
relevant, the input value for the corresponding dissociation energy is 0.0 kcal/mol. In the
dissociative adsorption of oxygen, no bond between the adsorbate and surface is broken in the
reactant, and a bond between each atomic oxygen and silver catalyst is formed as a surface
product. Hence, the chemisorption enthalpies of adsorbate-surface bonds broken in the reactants
are each 0 and the chemisorption enthalpies of adsorbate-surface bonds formed in the product are
each 84 kcal/mol, respectively.
The atomic and molecular chemisorption enthalpies for surface species calculated from
the first module are used as inputs. The user has to specify all the surface species taking part in
the reaction in the first module to calculate the thermodynamic parameters of all surface species
taking part in the reaction.
Figures A.9 and A. 10 illustrate how the input variables used in the calculation of rate
parameters are entered in the worksheet. The user inputs the information in different pre-
specified cells in the "Reaction_Information" worksheet. MATLAB code reads this information
column-wise and collects different vectors pertaining to the reactants and products.
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A.3.1 Look-up Tables and Databases
For ready reference by the user, the look-up tables and databases for the different input variables
used in the calculation of thermodynamic and rate parameters are summarized below.
Table A.8 Look-up Tables and Databases for Different Input Variables
Input Variable Tables and Databases
Coordination number and nature of binding Table A.2
site
Binding strength of the adsorbate Table A.3
molecules
Monocoordinated atomic heats of Table A.4
chemisorption (kcal/mol.)
Bond dissociation energies for diatomic Table A.6
and polyatomic molecules [13]
Standard state thermodynamic properties [14]
Atomic/Molecular chemisorption Output of Module 1
enthalpies
The code prompts the user to input the different atomic chemisorption enthalpies and the
gas phase bond energies of different species in the worksheets. One of the future considerations
is to link the code and spreadsheet to a database containing the atomic chemisorption enthalpies
of standard adsorbates on common catalyst surfaces, and the dissociation energies of common
bonds broken when different gas phase species are adsorbed on the surface of the catalyst. No
prior knowledge of the bond dissociation energies or the chemisorption enthalpies would be
required from the user and these values would be extracted and read from the database. If the
database is included, the user will be allowed to choose between 2 options: 1. read the
chemisorption enthalpies and bond dissociation energies from a database and 2. manually enter
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more accurate values (if the values are available either through high level quantum calculations or
sophisticated surface science studies).
A.3.2 Key Identifiers in the Input Variables of the Worksheet
Listed below are the key identifiers for specific input variables in the worksheet. These
identifiers need to be input in the appropriate format so that the MATLAB code can recognize
the inputs for calculating the thermodynamic and rate parameters.
Table A.9 Identifiers in Input Variables
Input variables Identifiers Function
Reactant 1 (2) (S) To identify surface species
Product 1 (2)
<Catalyst chemical To identify vacant site
formula>(S)
Plus sign + To separate reactants or products
Double arrow To separate reactants from
sign products
A.3.3 Chemkin® Formatted Output as Surface Chemkin Input File
The calculated thermodynamic and rate parameters form the the thermodynamic and reaction
data in a Chemkin® formatted surface input file which could be linked to the set of core utilities
and application programs of the SURFACE KINETICS software package. Figure A. 1 1 shows a
sample output. The output is a text file which can be saved as an appropriate input file (with file
extension .inp) for SURFACE KINETICS calculation in surface Chemkin.
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SI'TE/CT/ SDEI/1. 053E-014/
0 C H AG
END
0($) C2H4(S3 AG(S) C2H40(S) 02(5) C2H3(3S)
ED
Figure A. 1 Output Text File as SURFACE CHEMKIN Input File
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Appendix B: MATLAB Codes
% SURFTHERMKIN %
% A Software Code for the Estimation of Thermodynamic and Rate Parameters %
% of Surface Reactions %
% Author: Bharthwaj Anantharaman, Massachusetts Institute of Technology %
% Contact information: anb@mit.edu (Bharthwaj Anantharaman) %
% whgreen~mit.edu (William H. Green Jr.) %
% mcrae@mit.edu (Gregory J. McRae) %
% Date: March 18, 2004 %
% Application of the Code:
% a. Calculation of
% 1. Thermodynamic parameters
% 2. Rate parameters
% of surface species and surface reactions on transition metal catalysts
% b. Integration with the SURFACE KINETICS package of CHEMKIN software
% Computed thermodynamic parameters of surface species:
% a. Molecular chemisorption enthalpies
% b. NASA polynomial coefficients
% Computed rate parameters of surface reactions:
% a. Preexponential factors
% b. Activation energies
% The computed thermodynamic and rate parameters form the thermodynamic and rate data of the
% SURFACE Chemkin input file
% This file could be integrated with the core utilities of the SURFACE KINETICS package of
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% Chemkin software
% Two calculation modules in the Code:
% Module 1: Calculation of thermodynamic parameters
% Module 2: Calculation of rate parameters
% The variables are defined here
% NUMBERREACTIONS Number of surface reactions in the mechanism
% N_GR Number of gas phase reactants for which the bonds are broken
% NGP Number of gas phase prodcuts for which the bonds are formed
% NS R Number of surface reactants for which the bonds are broken
% NS P Number of surface species for which the bonds are formed
'/o REACTANT 1_STOICHIOMETRYVECTOR Number vector of stoich. coefficients of reactant 1
%Yo REACTANT I_VECTOR String vector of reactant I
% REACTANT2_STOICHIOMETRYVECTOR Number vector of stoich. coefficients of reactant 2
%O REACTANT2_VECTOR String vector of reactant 2
% VACANCY
Oo NUM_GAS_REACTANTS Number of gas phase species as reactants
'% NUMVACANCY REACTANTS Number of vacant sites as reactants
oo NUM_SURFACEREACTANTS Number of surface species as reactants
%/0PRODUCT 1_STOICHIOMETRY_VECTOR Number vector of stoich. coefficients of product 1
% PRODUCT I_VECTOR String vector of product I
% PRODUCT2_STOICHIOMETRY_VECTOR Number vector of stoich. coefficients of product 2
o PRODUCT2_VECTOR String vector of product 2
% NUM_GAS_PRODUCTS Number of gas phase species as products
% NUM_VACANCY_PRODUCTS Number of vacant sites as products
% NUM_SURFACE_PRODUCTS Number of surface species as products
/O NUMBER_SURFACE_SPECIES Number of surface species in the mechanism
°o A_FORWARD A-factor of forward reaction for each reaction type
% A_REVERSE A-factor of reverse reaction for each reaction type
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% Aforward reaction
% Areverse reaction
% Eforward
% Ereverse
% Eforwardreaction
% Ereversereaction
% R
% TStandard
% Size B
% Size D
% SDEN
% MATERIAL
% Smetal
% ELEMENTS
% binding_atoms
% species
% Hfgas(j)
% Cp_gas(j)
% S_gas(j)
% Q_speciesuni
% Q_species
% Q_speciesunia
% Q_species_unib
% DAB
% Q_speciestotal
% D_a_group
% Q_species_unigroup
% D_groupa_groupa
A-factor of forward reaction
A-factor of reverse reaction
Activation energy of forward reaction for each reaction type
Activation energy of reverse reaction for each reaction type
Activation energy of the forward reaction
Activation energy of the reverse reaction
Universal gas constant (=1.987 cal/mol/K)
Standard Temperature (=298K)
Size of the data array B from Spreadsheet
Size of the data array D from Spreadsheet
Site density (in molecules/cm2)
Material name of the catalyst
Standard state entropy of the catalyst
Elements in the surface species
Number of atoms bound to the catalyst
Chemical formula of the surface species
Enthalpy of formation of gas phase species
Heat capacity of gas phase species
Entropy of gas phase species
Uni-coordinated atomic heat of chemisorption
Molecular chemisorption enthalpy
Uni-coordinated heat of chemisorption of atom A
Uni-coordinated heat of chemisorption of atom B
Gas phase dissociation energy between atom or group A and B
Molecular chemisorption enthalpy for intermediate binding
Gas phase dissocn. energy between atom a and rest of group
Molecular chemisorption enthalpy of group
Gas phase dissocn. energy between group a and group a
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% D_a_groupa
% D_b_groupb
% Q_species_unigroupa
% Q_species_unigroupb
%Dax
% Dbx
% Q_species_unia_x
% Q_speciesunib_x
% heatcapacity_contribution
% Hf species(j)
%)/ Cp_species(j)
'% S_species(j)
0/O Thermodynamic_Vector
'%O NASAVector
%Vo reaction_type
%o reaction_reverse_flag
%YO REACTIONTYPE
%(O d reactant sum
%/ dreactant
% d_product_sum
product
%O d_product
% dtot
% Q_reactant_sum
% Q_reactant(j)
9/o Qproduct_sum
% Q_product(j)
o qtot
Gas phase dissocn. energy between a and group a
Gas phase dissocn. energy between b and group b
Molecular chemisorption enthalpy of group a
Molecular chemisorption enthalpy of group b
Gas phase dissocn. energy between atom a and group X
Gas phase dissocn. energy between atom b and group X
Molecular chemisorption enthalpy of group aX
Molecular chemisorption enthalpy of group bX
Contribn. to heat capapcity from the adsorbate-surface bond
Enthalpy of formation of surface species
Heat capacity of surface species
Entropy of surface species
Vector of thermo: heat of formation, heat capacity and entropy
Vector of NASA polynomial coefficients
Type of each reaction
Identification Flag for reversing the reaction
Type of each reaction
Sum of gas phase dissocn. energies of all broken bonds in the reactant
Gas phase dissociation energy of broken bond in the reactant
Sum of gas phase dissociation energies of all formed bonds in the
Gas phase dissociation energy of formed bond in the product
Difference in the total bond dissociation energies of reactants and products
Sum of the chemisorption enthalpies of all the reactants
Chemisorption enthalpy of reactant
Sum of the chemisorption enthalpies of all the products
Chemisorption enthalpy of product
Difference in the total chemisorption enthalpies of reactants and products
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% Following are the index variables used to represent the catalyst and
% adsorbate properties
% Atomicity Atomicity of the adsorbate species (monoatomic=l, diatomic=2, and polyatomic=3)
% Metallicity Metallicity of the catalyst
% (unimetallic=l, bimetallic=2)
% coordinationnumber Coordination number of the adsorbate bound to catalyst (On-top= 1,
% bridge=2, Fcc(l 10) hollow=3, Hcp=4,
% Fcc(100)=5)
% binding_strength Strength of binding (weak=l, moderate=2, strong=3)
% coordination_structure Structure of the coordination of adsorbate on surface (symmetric= 1,
% asymmetric=2, chelating=3)
clear
disp ('Surface_Therm_Kin_Version 1.0');
day_time = clock;
disp(sprintf('The Current Date is %d-%d-%d',day_time(2),day_time(3),day_time(l)));
disp(sprintf('The Current Time is %d:%d',day_time(4),day_time(5)));
% Reading reactions information from the worksheet
[A,B] = xlsread('Surface_Therm_Kin','Reaction_Information');
SizeB = size(B);
rowindexB = 2;
% Reading surface species information from the worksheet
[C,D] = xlsread('Surface_Therm Kin','Surface_Species_Information');
Size_D = size(D);
rowindexC = 11;
rowindexD = 14;
% Standard temperature (in K)
T standard = 298;
% Standard pressure (in atm)
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P standard= 1;
% Reaction temperature and pressure
T = C(1,7);
P = C(2,7);
% Define the number of reactions in the surface mechanism
NUMBER_REACTIONS = Size_B(1) - row_index_B;
NUMBERREACTIONTYPES = 7;
global A_factor_forward_Reaction_Type
A_factor_forward_Reaction_Type = linspace(l,1,NUMBER_REACTION_TYPES);
')/ Function to calculate prexponential factors of surface reactions at
3/o required temperature and pressure
CalcAfactor(T,P,T_standard,P_standard,NUMBER_REACTION_TYPES);
for i = 1:7
A_FORWARD(i)=A_factor_forward_Reaction_Type(i);
%A_REVERSE(i)=A_factor_Reaction_Type(2*i);
end
'/0 Define the number of surface species in the surface mechanism
NUMBER_SURFACE_SPECIES = Size D(I) - row_index_D;
echo on
% Universal gas constant (in cal/mol./K)
R = 1.987;
% delta S (in cal/mol./K) for desorption reaction given by Trouton's rule
deltaSTrouton = 20;
T_matrix = [ T_standard 0; 0 1 T_standard; 0 log(Tstandard) Tstandard];
SDEN = C(2,3);
MATERIAL = D{3,4};
ELEMENTS = [D{row_index_D,3} D{row_index_D,4} D{row_index_D,5 } D{row_index_D,6 } ]';
sm = C(1,3);
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S metal = C(3,3);
file = fopen('surface.txt','w');
file I = fopen('enthalpy.txt','w');
fprintf(filel,'Species\t\t\tChemisorption Enthalpy\t\t\tEntropy\n');
fprintf(file,'MATERIAL %s\n',MATERIAL);
fprintf(file,'SITE/CAT/ SDEN/%4.3EAn\n',SDEN);
fprintf(file,'ELEMENTS\n%s %s % s %s\nEND\n\n',D { 14,3} ,D { 14,4},D { 14,5 },D { 14,6});
for k = I:Size_D(1)-row_index_D-
fprintf(file,'%s ',D {k+row_index_D, 1 });
end
k = Size_D(l)-row_index_D;
fprintf(file,'%s',D {k+row_index D, 1 });
fprintf(file,'\nEND\n\n');
fprintf(file,'THERMO\n');
for j = I :Size D(l)-row_index_D
Atomicity = C(row_index_C+j,l);
binding_atoms = C(row_index_C+j,6);
species = D trow_index_D+j,l };
coordination_number = C(row_index_C+j,l 1);
binding_strength = C(row_index_C+j,12);
coordination_structure = C(row_index_C+j, 13);
Hf_gas(j) = C(row_index_C+j, 17);
Cp_gas(j) = C(row_index_C+j, 18);
S_gas(j) = C(row_index_C+j,19);
if Atomicity == I
Q_speciesuni = C(row_index_C+j,9);
Q_species(j) = Q_species_uni*(2-1/coordination_number);
elseif Atomicity == 2
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disp('AB is the Diatomic Adsorbate');
if binding_strength == I
if coordinationnumber == 
disp('On-top Coordination of A and B With the A End Down. M-A-B');
Q_species_uni = C(row_index_C+j,9);
D_AB = C(row_index_C+j, 14);
Q_species(j) = Q_specieunispeciepecies_uni+D_AB);
elseif coordinationnumber == 2
Q_species_unia = C(row_index_C+j,9);
Q_speciesunib = C(row_index_C+j, 10);
D_AB = C(row_index_C+j,14);
if coordination number == 1
disp('Bridge Coordination via A and B, with the Contact Atoms in an Ontop Site');
a = (Q_species-unia^2)*(Qspecies-unia+2*Qspecies-unib)/((Qspecies-unia+Qspeciesunib)A2);
b = (Q_species 2)*(Qes nib^2)*(Qspeciesunib+2*Qspeciesunia)/((Qspeciesunia+Qspeciesunib)2);
Q_species(j) = (a*b*(a+b)+D_AB*((a-b)^2))/(a*b+D_AB*(a+b));
else
disp('Bridge Coordination with A and B, with the Contact Atoms Positioned Parallel to the Surface and
Across the M-M Bridge');
a= 3*Q_species_unia/4;
b = 3*Q_speci.es_unib/4;
Q_species(j) = 2*(a*b*(a+b)+2*D_AB*((a-b)A2))/(a*b+2*D_AB*(a+b));
end
else
if binding_atoms == 1
disp('On-top Coordination of A and B with the A End Down on the Hollow Site. Mn-A-B');
Q_species_uni = C(row_index_C+j,9);
D_AB = C(row_index_C+j,14);
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Q_species(j) = Q_ /(Qciesuni2/(Q_species_uni/coordination_number+DAB);
else
disp('Hollow Coordination with A and B Bound to the Catalyst');
Q_species_unia = C(row_index_C+j,9);
Qspecies_unib = C(row_index_C+j,O1);
D_AB = C(row_index_C+j,14);
a = ((Q_speciesunia*(coordination_number- 1))A2)*(Q_speciesunia*(coordination_number-
1)+2*Q_speciesunib)/((Q species_unia*(coordination_number- 1 )+Q_species_unib)A2);
b = (Q species unibA2(Q species unib2*Q species_unib+2 Qspeciesunia*(coordinationnumber-
1))/((Q_species_unib+Q_speciesunia*(coordinationnumber- 1))2);
Q_species(j) = (a*b*(a+b)+D_AB*((a-b)A2))/(a*b+D_AB*(a+b));
end
end
elseif binding_strength == 2
Q_speciestotal = C(row_index_C+j,O10);
Q_species_unia = C(row_index_C+j,9);
D_AB = C(row_index_C+j, 14);
Q_species(j) = 0.5*(Q_speciesuniae2/(Q_species_unia/n+DAB) +
(Q_species_total2)/(Q_species_total+D_AB));
else
Q_species_total = C(row_index_C+j,lO1);
DAB = C(row_index_C+j, 14);
Q_species(j) = Q_species_totalA2/(Q_species_total+D_AB);
end
else
disp('Polyatomic Adsorbate');
binding_atoms = C(j,2);
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if binding_atoms == 1
Q_species_uni = C(row_index C+j,9);
D_AB = C(row_index_C+j,14);
if coordinationnumber= = 1
disp('Polyatomic Adsorbate and Coordianted via A Mono-coordinated M-A');
Q_species(j) = Q_speciesuni^speciepecies_uni(j)+D_AB);
else
Q_species(j) = Q_species_uni2/(Q_species_uni/coordination_number+DAB);
end
else
disp('More than One Atom Is Bound to the Catalyst');
if coordinationnumber == 2
if coordinationstructure == I
disp('Symmetric Dicoordination');
Q_species_unia = C(row_index_C+j,9);
D_a_group = C(row_index_C+j,14);
Q_species_unigroup = Q_speciesunia^2/(Q_speciesunia+D_a_group);
D_groupa_groupa = C(row_index_C+j, 15);
Q_species(j) = 9*(Q_speciesunigroupA2)/(6*Q_species_unigroup+l6*D_groupa_groupa);
elseif coordination structure -- 2
disp('Asymmetric Dicoordination');
Q_species_unia = C(row_index_C+j,9);
Q_species_unib = C(row_index_C+j, 10);
D_a_groupa = C(row_index_C+j,14);
D_b_groupb = C(row_index_C+j, 15);
D_AB = C(row_index_C+j,16);
Q_species_unigroupa = Q_species_unia^2/(Q_speciesmia+D_a_groupa);
Q_species_unigroupb = Q_speciesunibA2/(Q_species_unib+D_b_groupb);
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a=
(Q_species unigroupa^2)*(Q_species_unigroupa+2*Q_species_unigroupb)/((Q_species unigroupa+Q_species uni
groupb)A2);
b=
(Q_species_unigroupb^2)*(Q speciesunigroupb+2*Q_species_unigroupa)/((Q_species_unigroupb+Q species uni
groupa)A2);
Q_species(j) = (a*b*(a+b)+D_AB*((a-b)A2))/(a*b+D_AB*(a+b));
else
disp('Bridge Coordination via A and B for the Chelate Structure with Atoms/Molecules X in Between');
Q_species_unia = C(row_index_C+j,9);
Q_species_unib = C(row_index_C+j, 10);
D_ax = C(row_index_C+j,14);
D_bx = C(row index_C+j,15);
Qspecies_uniax = Q_speciesuniaA2/(Q_species_unia+D_ax);
Qspecies_unib_x = Q_speciesunibA2/(Q_species_unib+D_bx);
a=
(Q_speciesuniax^2)*(Q_speciesunia_x+2*Q_species_unib_x)/((Q_species_unia_x+Q speciesunib_x)^2);
b=
(Q_species_unib_x^22)*(Q_speciesunibx+2*Qspei es_uniax)/((Q_speciesuniax+Q_speciesunib_x)2);
Q_species(j) = a+b;
end
else
disp('Hollow Coordination with A and B Bound to the Catalyst');
Q_speciesunia = C(row_index_C+j,9);
Q_species_unib = C(row_index_C+j, 10O);
D_a_groupa = C(row_index_C+j, 14);
D_b_groupb = C(row_index_C+j,15);
D_AB = C(row_index_C+j,16);
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Q_species_unigroupa = Q_speciesunia^2/(Q_speciesunia/(coordination_number- 1)+D_a_groupa);
Q_speciesunigroupb = Q_speciesunibA2/(Q_species_unib+D_b_groupb);
a=
(Q_species_unigroupaA2)* (Q_species_unigroupa+2*Qspecies_unigroupb)/((Q_species_unigroupa+Q_species_uni
groupb)A2);
b=
(Q_speciesunigroupb^ 2)*(Q spe cies unigr upb+2 * Qs pie unigr oupa)/(( Q spe cie s u nigro upb+ Q spe cies uni
groupa)A2);
Q_species(j) = (a*b*(a+b)+D_AB*((a-b)A2))/(a*b+D_AB*(a+b));
end
end
end
disp(sprintff('The Calculated Chemisorption Enthalpy of Species Molecule is = %15.2f,Q_species(j)));
heatcapacity_contribution =
3/2*R*coordination_number+2*R*coordination number+I *R/2*coordination_number;
Hf_species(j) = Hf_gas(j)-Q_species(j);
Cp_species(j) = Cp_gas(j)+heatcapacity_contribution;
S_species(j) = S_gas(j)+S_metal-deltaS_Trouton;
Thermodynamic_Vector = [Hf_species(j)/R Cp_species(j)/R S_species(j)/R]';
NASA_Vector = T_matrix*Thermodynamic_Vector;
if length(species) < 4
fprintf(file,'%s\t\t\t\t %02d%02d%02d%s\t%g%s\t%g%s\t%g%s\t%g\t%s\t%g\t\t %g\t\t%g\t
0o'g\n',species,day_time(2),day_time(3),day_time(1)-
2000,Dj row_index D,3 ,C(1 +j,2),D{row_index_D,4},C( 11 +j,3),D {row_index_D,5 } ,C(11 +j,4),D{row_index_D,6
},C( 1 +j,5),'S',300,5000, 1000,1);
elseif length(species) <= 7
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fprintf(file,'%s\t\t\t %02d%02d%02d%os\t%g%s\tg%s\tg%s\t%gs \t%g\t%s\t%g\t\t %g\t\t%g\t
%g\n',species,day_time(2),day_time(3),day_time(l)-
2000,D{row_index_D,3 } ,C( l+j,2),D {row index_D,4} ,C(l 1+j,3),D {row_index D,5},C( l+j,4),D {row_index D,6
},C( l+j,5),'S',300,5000,1000,1);
else
fprintf(file,'%s\t\t %02d%02d%02d%s\t%g%s\t%g%s\t%g%s\t%g\t%s\t%g\t\t %g\t\t%g\t
%g\n',species,day_time(2),day_time(3),day_time(1)-
2000,D {row_index_D,3 } ,C( I1 +j,2),D {row_index_D,4} ,C( I +j,3),D {row_index_D,5 } ,C(1 +j,4),D {row_index_D,6
},C(1 l+j,5),'S',300,5000,1000,1);
end
fprintf(file,'%+l 15.7E%+15.7E%+15.7E%+15.7E%+15.7E %g\n',NASA_Vector(2),NASA_Vector(3),0,0,0,2);
fprintf(file,'%+l5.7E%+15.7E%+15.7E%+15.7E%+15.7E
%g\n',NASA_Vector(1),0,NASA_Vector(2),NASAVector(3),0,3);
fprintf(file,'%+ 15.7E%+1 5.7E%+ 15.7E%+15.7E\t\t\t\t %g\n',0,0,NASA_Vector(1),0,4);
fprintf(file 1,'% 10s\t\t\t%2.2f\t\t\t%2.2f\n',species,Q_species(j),S_species(j));
end
end
fprintf(file,'END\n\n');
fclose(filel);
fprintf(file,'REACTIONS KCAL/MOLE\n');
REACTANT_STOICHIOMETRY_INDEX = [3 6];
PRODUCT_STOICHIOMETRY_INDEX = [9 12];
REACTANTPRODUCT_STOICHIOMETRY_INDEX = [REACTANT_STOICHIOMETRY_INDEX;
PRODUCT_STOICHIOMETRY_INDEX];
for i = I:NUMBERREACTIONS
REACTANTl_STOICHIOMETRY_VECTOR(i) = A(i,2);
if length(B {row_index_B+i,3 }) > 0
REACTANT I_VECTOR(i, I :length(B {row_index_B+i,3 })) = B {row_index_B+i,3 };
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end
REACTANT2_STOICHIOMETRY_VECTOR(i) = A(i,5);
if length(B {row_index_B+i,6}) > 0
REACTANT2_VECTOR(i, I :length(B {row_index_B+i,6})) = B {row_index_B+i,6};
else
REACTANT2_VECTOR(i, 1 :length(B {row_index_B+i,3})) = repmat('', l,length(B row_index_B+i,3 }));
end
VACANCY = [D '3,5} '(S)'];
NUM_GAS_REACTANTS(i) = 0;
NUM_VACANCY_REACTANTS(i) = 0;
NUM_SURFACE_REACTANTS(i) = 0;
for j = I:length(REACTANT_STOICHIOMETRY_INDEX)
if length(B { row_index_B+i,REACTANT_STOICHIOMETRY_INDEX(j) ) > 0
if length(findstr(B {row_index_B+i,REACTANT_STOICHIOMETRY_INDEX(j)},'(S)')) == 0
NUM_GAS_REACTANTS(i) = NUM_GAS_REACTANTS(i) + 1;
else
if findstr(B row_index_B+i,REACTANT_STOICHIOMETRYINDEX(j)},VACANCY) == I
NUM_VACANCYREACTANTS(i) = NUM_VACANCY_REACTANTS(i) + 1;
else
N UM_SURFACE_REACTANTS(i) = NUM_SURFACE_REACTANTS(i) + 1;
end
end
end
end
PRODUCT I_STOICHIOMETRY_VECTOR(i) = A(i,8);
if length(B {row_index_B+i,9}) > 0
PRODUCT I_VECTOR(i, :length(B {row_index B+i,9 })) = B {row_index B+i,9};
end
347
PRODUCT2_STOICHIOMETRY_VECTOR(i) = A(i, 1);
if length(B {row_index_B+i, 12 }) > 0
PRODUCT2_VECTOR(i, I:length(B {row_index_B+i, 12})) = B {row_index_B+i, 12};
else
PRODUCT2_VECTOR(i, 1 :length(B {row_index_B+i,9 })) = repmat(' , ,length(B {row_index_B+i,9 ));
end
NUM_GAS_PRODUCTS(i) = 0;
NUM_VACANCY_PRODUCTS(i) = 0;
NUM_SURFACEPRODUCTS(i) = 0;
for j = 1 :length(PRODUCT_STOICHIOMETRY_INDEX)
if length(B row_index_B+i,PRODUCT_STOICHIOMETRY_INDEX(j)}) > 0
if length(findstr(B {row_index_B+i,PRODUCT_STOICHIOMETRY_INDEX(j)} ,'(S)')) == 0
NUM_GAS_PRODUCTS(i) = NUM_GAS_PRODUCTS(i) + 1;
else
if findstr(B {row_index_B+i,PRODUCT_STOICHIOMETRY_INDEX(j)},VACANCY) == 1
NUM_VACANCY_PRODUCTS(i) = NUM_VACANCY_PRODUCTS(i) + 1;
else
NUM_SURFACEPRODUCTS(i) = NUM_SURFACE_PRODUCTS(i) + 1;
end
end
end
end
reaction_type = 0;
reaction_reverse_flag = 0;
% Identifying the Type of Each Reaction
if NUM_SURFACE_REACTANTS(i) == 0
if NUM_SURFACE_PRODUCTS(i) == 1
if NUM_GAS_PRODUCTS(i) == 0
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reaction type = 1;
else
reaction_type = 4;
end
else
reaction_type = 2;
end
elseif NUM_SURFACE_REACTANTS(i) == 
if NUM_SURFACE_PRODUCTS(i)== 1
if NUM GAS_REACTANTS(i) == 0
reactiontype = 5;
else
reaction_type = 7;
end
else
reaction type = 3;
end
else
if NUM SURFACE_REACTANTS(i) == 2 & NUM_SURFACE_PRODUCTS(i) == 2
reaction_type = 6;
end
end
if reactiontype ==- 0
reaction_reverse_flag = 1;
if NUM_SURFACEPRODUCTS(i) == 0
if NUM_SURFACE_REACTANTS(i) == 1
if N UMGAS_REACTANTS(i) == 0
reactiontype = 1;
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else
reaction_type = 4;
end
else
reaction_type = 2;
end
elseifNUMSURFACE_PRODUCTS(i)== 1
if NUM_SURFACE_REACTANTS(i) == I
if NUMGAS_PRODUCTS(i) == 0
reaction_type = 5;
end
else
reaction_type = 3;
end
end
end
REACTIONTYPE(i) = reaction_type;
echo off
d reactant sum = 0;
dproduct_sum = 0;
d reactant = A(i,13);
dproduct = A(i, 14);
if reaction_reverse_flag == 1
d reactant = A(i,14);
dproduct = A(i,13);
end
dreactant_sum = dreactant_sum + dreactant;
d_productsum = dproductsum + d-product;
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disp(sprintf('The Total Dissociation Energies of all the Broken Bonds in Gas Phase Reactants =
%/o15.2 f,dreactant_sum));
clisp(sprintf('The Total Dissociation Energies of all the Formed Bonds in Gas Phase Products =
/o 15.2f,dproduct_sum));
echo on
% Calculate dtot
d_tot = d_reactant_sum - dproduct_sum;
disp(sprintf('Difference in Total Bond Dissociation Energies of Reactants and Products = %15.2f,d_tot));
Qreactantsum = 0;
Q)productsum = 0:
S reactant sum = 0;
!Sproduct_sumn = 0;
tbrj = 1:2
Q_reactant(j) = A(i, 14+j);
Qproduct(j) = A(i, 16+j);
S_reactant(j) = A(i, 18+j);
S_product(j) = A(i,20+j);
if reactionreverse_flag == I
Q_reactant(j) = A(i, 16+j);
Q_product(j) = A(i, 14+j);
S_reactant(j) = A(i,20+j);
S_product(j) = A(i,18+j);
end
Q_reactant_sum = Q reactant_sum + Q_reactant(j);
Qjproduct_sum = Q-product_sum + Qproduct(j);
S_reactantsum = S_reactant_sum + Sreactant(j);
S_productsum = Sproduct_sumn + Sproduct(j);
end
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delta_S = S_product_sum - Sreactant_sum;
global E_forward
global Ereverse
% Initializing E_forward anmd E_reverse
E forward = 0;
Ereverse = 0;
% Function to calculate activation energies of surface reactions
Calc_E(reaction_type,reaction_reverse_flag,Q reactant_sum,Q_product_sum,d_tot,Q_reactant,Q_product);
echo on
% Output Modules
E_forwardreaction(i) = Eforward;
E_reverse_reaction(i) = E_reverse;
A_forward_reaction(i) = A_FORWARD(reaction_type);
%A_reverse_reaction(i) = A_REVERSE(reaction_type);
A_reversereaction(i) = A_forward_reaction(i)*exp(-delta_S/R);
if reaction_reverse_flag == 1
E_forwardreaction(i) = E_reverse;
E_reverse_reaction(i) = E_forward;
A_reverse_reaction(i) = A_FORWARD(reaction_type);
A_forward_reaction(i) = A_reverse_reaction(i)*exp(deltaS/R);
end
if length(B {row_index_B+i,6' ) 0= 
if length(B row_index_B+i, 12}) -= 0
fprintf(file,'%g%-lOs + %g%-10s => %g%-10s + %g%-10s %7.3E %3.1f
%O/4.1 f\n',REACTANT l_STOICHIOMETRY_VECTOR(i),REACTANTl_VECTOR(i,:),REACTANT2_STOICHI
OMETRYVECTOR(i),REACTANT2_VECTOR(i,:),PRODUCT _STOICHIOMETRYVECTOR(i),PRODUCT1
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VECTOR(,: ),PRODLUCT2_STOICHIOMETRY_VECTOR(i),PRODUCT2 VECTOR(i,:),A_forward-reaction(i),
0.O,Eforwardreaction(i));
fprintf(file,'%g%-lOs + %g% -lOs => %g%-lOs + %g%-lOs %7.3E %3.1f
%7/o4.1 f\n',PRODUCT I_STOICHIOMETRY_VECTOR(i),PRODUCT I_VECTOR(i,:),PRODUCT2_STOICHIOME
TRY VECTOR(i),PRODUCT2_VECTOR(i,: ),REACTANT STOICHIOMETRYVECTOR(i),REACTANT _V
ECTOR(i,:),REACTANT2_STOICHIOMETRYVECTOR(i),REACTANT2-VECTOR(i,:),Areverse-reaction(i),O
.O,E_reversereaction(i));
else
fprintf(file,'%g%-l Os + %g % -lOs => %g%-24s %7.3E %3.If
'/%4. I f\n',REACTAN T I_STOICHIOMETRY_VECTOR(i),REACTANT I_VECTOR(i,:),REACTANT2_STOICHI
OMETRY_VECTOR(i),REACTANT2_VECTOR(i,:),PRODUCTISTOICHIOMETRY-VECTOR(i),PRODUCT1
VECTOR(i, :),A_forwardreaction(i),O.O,E_forwardreaction(i));
fprintf(file,'%g%-24s => %g%-10s + %g%-10s %7.3E %3.1f
'/4.1 f\n',PRODUCT 1_STOICHIOMETRY_VECTOR(i),PRODUCT1_VECTOR(i,:),REACTANT 1_STOICHIOM
ETRY_VECTOR(i).,RE ACTANT _VECTOR(i,:),REACTANT2_STOICHIOMETRYVECTOR(i),REACTANT2
_VECTOR(i,:),A_reverse_reaction(i),O.O,E_reverse_reaction(i));
end
else
if length(B rowindex B+i, 12 }) -= 0
fprintf(file,'% g%-24s => %g %-lOs + %g %-lOs %7.3E %3.lf
/4. I f\n',REACTANT I_STOICHIOMETRY_VECTOR(i),REACTANT IVECTOR(i,:),PRODUCT 1 STOICHIO
MIETRYVECTOR( i),PRODUCTI_VECTOR(i,:),PRODUCT2_STOICHIOMETRY-VECTOR(i),PRODUCT2_V
lECTOR(i,:),A_forward_reaction(i),0.0,E_forward_reaction(i));
fprintf(file,'%g%-lOs + %g%-lOs => %g%-24s %7.3E %3. If
%4. I f\n',PRODUCT 1_STOICHIOMETRY_VECTOR(i),PRODUCTI _VECTOR(i,:),PRODUCT2_STOICHIOME
T-RY_VECTOR( i),PRODUCT2_VECTOR(i,: ),REACTANT I_STOICHIOMETRYVECTOR(i),REACTANTI_V
ECTOR(i.:),A_reverse_reaction(i),0.0,E_reverse reaction(i));
else
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fprintf(file,'%g%-24s => %g%-24s %7.3E %3. if
%4.1 f\n',REACTANT l_STOICHIOMETRY_VECTOR(i),REACTANTI_VECTOR(i,:),PRODUCTI_STOICHIO
METRY_VECTOR(i),PRODUCT l_VECTOR(i,:),A_forward_reaction(i),0.O,E_forward_reaction(i));
fprintf(file,'%g%-24s => %g%-24s %7.3E %3. If
%4. I f\n',PRODUCT I_STOICHIOMETRY_VECTOR(i),PRODUCT _VECTOR(i,:),REACTANT _STOICHIOM
ETRY-VECTOR(i ),REACTANT1_VECTOR(i,:),A-reversereaction(i),0.0,E_reverse_reaction(i));
end
end
end
fprintf(file,'END');
fclose(file);
% Calc_ A factor %
% A Subroutine for the Calculation of Preexponential Factors at required %
% Temperature and Pressure %
% Author: Bharthwaj Anantharaman, Massachusetts Institute of Technology %
% Contact information: anb@mit.edu (Bharthwaj Anantharaman) %
% whgreen@mit.edu (William H. Green Jr.) %
% mcrae@mit.edu (Gregory J. McRae) %
% Date: March 18, 2004 %
function A_factorReaction_Type = CalcAfactor(T,P,T_standard,P_standard,NUMBER_REACTION_TYPES);
global A_factor_Reaction_Type
% The variables are intialized
A_factor_Reaction_Type = linspace(l,l,NUMBER_REACTION_TYPES);
A_FORWARD UPPER BASE = linspace( ,1 ,NUMBER_REACTION_TYPES)';
A_FORWARD_LOWER_BASE = linspace(l,l,NUMBER_REACTION_TYPES)';
A_FORWARD_UPPER_CORRECTION = linspace(l, I,NUMBER_REACTION_TYPES)';
A_FORWARD_LOWER_CORRECTION = linspace(l, I,NUMBER_REACTION_TYPES)';
% Upper and lower bounds based on collision theory, transition state theory
% and surface diffusion are set for the preexpeontial factors at base
% conditions: Standard temperature of 298K and standard pressure of I atm
A_FORWARD_UPPER_BASE(1)= IE+13; A_FORWARD_UPPER_BASE(2)= 1E+22;
A_FORWARD_UPPER_BASE(3)= IE+18; A_FORWARD_UPPER_BASE(4)= IE+13;
A_FORWARD_UPPER_BASE(5)= 1E+13;
A_FORWARD_UPPER_BASE(6)= 1E+18; A_FORWARD_UPPER_BASE(7)= IE+13;
A_FORWARD_LOWER_BASE(1)= IE+12; A_FORWARD_LOWER_BASE(2)= E+20;
A_FORWARD_LOWER_BASE(3)= 1E+17; AFORWARD_LOWER_BASE(4)= 1E+12;
A_FORWARD_LOWER_BASE(5)= E+13;
A_FORWARD_LOWER_BASE(6)= 1E+17; A_FORWARD_LOWER_BASE(7)= 1E+7;
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%/o Temperature and pressure corrections for each reaction type
A FORWARD_UJPPERCORRECTION(l)=sqrt(T/Tstandard);
A_FORWARD_UPPER_CORRECTION(2)=sqrt(T/T_standard); A_FORWARD_UPPERCORRECTION(3)= 1/1;
AFORWARD_UPPERCORRECTION(4)=sqrt(T/T_standard);
A_FORWARD_UPPER_CORRECTION(5)=(T/T_standard); A_FORWARD_UPPER_CORRECTION(6)= 1 /1;
A_FORWARD_UPPER_CORRECTION(7)=sqrt(T/T_standard);
A_FORWARD_L,OWER_CORRECTION( 1)= 1/1; A_FORWARD_LOWERCORRECTION(2)=1/1;
A_FORWARD_LOWER_CORRECTION(3)=(T_standard/T); A_FORWARD_LOWER_CORRECTION(4)= 1/ 1;
A_FORWARD_LOWER_CORRECTION(5)=(T/T_standard);
A_FORWARD_LOWER_CORRECTION(6)=(T_standard/T);
A_HFORWARDLOWERCORRECTION(7)=(Tstandard/T)^2;
I/o Calculation of preexponential factors at given temperature and pressure
for i = 1:7
A_FORWARD_UPPER(i)= A FORWARD_UPPER_BASE(i)*A_FORWARD_UPPER_CORRECTION(i);
A_FORWARDLOWER(i)= A FORWARD_LOWER_BASE(i)*A_FORWARD_LOWER_CORRECTION(i);
% Geometric mean of the upper and lower bounds is set as the nominal
% preexponential factor
AfactorReaction Type(i)=sqrt(A_FORWARD_UPPER(i)*AFORWARD_LOWER(i));
end
return;
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% Calc_ E %
% A Subroutine for the Calculation of Activation Energies %
% %
% Author: Bharthwaj Anantharaman, Massachusetts Institute of Technology %
% Contact information: anb@mit.edu (Bharthwaj Anantharaman) %
% whgreen@mit.edu (William H. Green Jr.) %
% mcrae@mit.edu (Gregory J. McRae) %
% Date: March 18, 2004 %
%---------------------------------------
function E =
Calc_E(reaction_type,reaction_reverse_flag,Q_reactant sum,Qproductsum,dtot,Q_reactant,Qproduct);
global E_forward;
global E_reverse;
q_tot = Q_reactant_sum - Q_product_sum;
E_expressionl = d_tot + Q_product(l) * Q_product(2)/ (Q_product(l)+ Q_product(2));
E_expression2 = E_expressionl-(Q_product(l) + Q_product(2));
E_expression3 = E expression2 + Q_reactant(1);
E_reverse_forward_difference = -(d_tot + qtot);
% Formulas to calculate the activation energies
if reaction_type == 1
E forward= 0;
E_reverse = Q_product(l);
elseif reaction_type == 2
E_forward = 0.5*(E_expression2);
elseif reaction_type == 3
E_forward = 0.5*(E_expression3);
elseif reaction_type == 4
E_forward = 0.5*(E_expression2);
elseif reaction_type == 5
E_forward = 0.5*(E_expression3);
end
E reverse = E forward + E reverse forward difference;
if reaction_reverseflag == I
temp = E_forward;
E_forward = Ereverse;
E_reverse = temp;
end
if reaction_type == 6
E_forward = 0.5*(E_expression2 + Q_reactant(l) + Q_reactant(2));
elseif reaction_type == 7
E_forward = 0.5*(E_expression2 - Q_reactant(l) + Qreactant(2));
end
if (reaction_type == 6 reaction_type == 7)
if Eforward >= 0
E reverse = E forward + E reverse forward difference;
if E forward < 0
if reaction_type == 6
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E_reverse = 0.5*(-d_tot + Q_reactant(l) * Q_reactant(2) / (Q_reactant(l) + Q_reactant(2)) +
Qproduct(l) + Q_product(2) - (Q_reactant(l) + Q_reactant(2)));
E_forward = E_reverse - E_reverse_forward_difference;
else
E_reverse = 0.5*(-d tot + Q_reactant(l) * Q reactant(2) / (Q_reactant(l) + Q_reactant(2)) - Qproduct(l)
- Q_product(2) - Q reactant( 1) - Q_reactant(2));
Eforward = Ereverse - Ereverse forward difference;
end
end
end
end
'ifE forward <= 0
E forward = 0;
E_reverse = -(d_tot + q_tot);
end
if E reverse <= 0
E reverse = 0;
E_forward = dtot + qtot;
end
return;
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Appendix C: Glossary
C.1 Nomenclature
Vector of Nr temperature coefficients for forward reactions
Vector of Nr temperature coefficients for reverse reactions
Coverage-dependent exponent in the expression for rate constant
N rx Ns matrix of stoichiometric coefficients of reactants
N rX N, matrix of stoichiometric coefficients of products
Matrix of coverage-dependent coefficients
reactions
Matrix of coverage-dependent coefficients
and reverse reactions
Matrix of coverage-dependent coefficients
Vector of coverages of all surface species
Mass density, gm/cm3
in preexponential factors of forward
in preexponential factors of forward
in surface coverages
Symmetry number
Surface site density, mol/cm2
NASA polynomial coefficients in the expansion for heat capacity.
al: Dimensionless; a2: K-'; a3: K-2; a4: K-3; a5: K -4
N ,x Ns matrix of coverage-dependent coefficients in heats of formation of
surface species
Of
PI
11
Vr
Vp
1 r
rip
CT
r
al to a5
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kads Adsorption coefficient, atm 4's 1
kf Forward preexponential factor, mol-cm-s units
kr Reverse preexponential factor, mol-cm-s units
kB Boltzmann's constant, JK'lmolecule - 1
mA Mass of Species A
n Coordination number
q Rate of progress, mol/cm2
Sk Species concentrations, and they have different forms depending on whether the
species are in gas phase (mol/cm3) or surface (mol/cm 2)
XA Bond index of the bond between gas phase atom A and the catalyst
XB Bond index of the bond between gas phase atom B and the catalyst
XAB Bond index of the bond between atoms A and B in the gas phase
XAM Bond index of the bond between atom A and metal M
XBM Bond index of the bond between atom A and metal M
Ang Change in number of moles of the gas phase species
An, Change in number of moles of the surface species
AH Enthalpy of reaction, kcal/mol
AS Entropy of reaction, cal/mol/K
Af Preexponential factor of forward reaction, mol-cm-s units
Ar Preexponential factor of reverse reaction, mol-cm-s units
Af(O = 0) Preexponential factor of forward reaction at zero coverage, mol-cm-s units
Ar(0 = 0) Preexponential factor of reverse reaction at zero coverage, mol-cm-s units
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Bond energy of the chemical bond between adsorbate A and the metal atom,
kcal/mol
Heat capacity of species, cal/mol/K
Surface diffusivity, m2/sec
Surface diffusivity when the diffusion barrier is 0, m2/sec
Dissociation energy of the bond between atoms A and B in a gas phase molei
kcal/mol
Dissociation energy of the bond between atom A and group A in a gas phase
molecule, kcal/mol
Dissociation energy of the bond between atom B and group B in a gas phase
molecule, kcal/mol
Difference in sum of the bond dissociation energies of reactants and products
kcal/mol
Dissociation energy between the 2 atoms separating 2 groups in a gas phase
molecule, kcal/mol
Energy barrier for diffusion, kcal/mol.
Activation energy of forward reaction, kcal/mol
Activation energy of reverse reaction, kcal/mol
Total energy of interaction of all the bonds in an adsorbate species, kcal/mol
Activation energy of forward reaction at zero coverage, kcal/mol
Activation energy of reverse reaction at zero coverage, kcal/mol
Heat of formation, kcal/mol
Enthalpy of species at TK, kcal/mol
cule,
BE
Cp
D
Do
DAB
DA-GroupA
DB-GroupB
Dtot
Dgroup-group
Ediff
Ef
Er
Etotal
Ef( = 0)
Er(O = 0)
Hf
H298
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s,
HT Enthalpy of species at TK, kcal/mol
H( = 0) Heat of formation at zero coverage, kcal/mol
I Moment of inertia, g/cm2
Kp N ,.x N, matrix of coverage-dependent coefficients of activation energies of
reverse reactions
Kr N rx Ns matrix of coverage-dependent coefficients of activation energies of
forward reactions
Nr Number of reversible reactions
Ns Number of species
QOA Mono-coordinated heat of chemisorption of atom A, kcal/mol
QOB Mono-coordinated heat of chemisorption of atom B, kcal/mol
QA Molecular chemisorption enthalpy of species A, kcal/mol
QB Molecular chemisorption enthalpy of species B, kcal/mol
QAB Molecular heat of chemisorption of AB, kcal/mol
Qtot Difference in sum of the chemisorption heats of reactants and products, kcal/mol
Qgroup Molecular chemisorption enthalpy of the group of atoms or radicals, kcal/mol
QOAX Molecular chemisorption enthalpy of the group of atoms AX, kcal/mol
QOBX Molecular chemisorption enthalpy of the group of atoms BX, kcal/mol
QOGroupA Molecular chemisorption enthalpy of Group A, kcal/mol
QOGroupB Molecular chemisorption enthalpy of Group B, kcal/mol
ZTS Total partition function of transition state
ZA Total partition function of gas Species A
ZB* Total partition function of surface Species B*
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Translational partition function of Species A
Rotational partition function of Species A
Vibrational partition function of Species A
Translational partition function of Species B
Rotational partition function of Species B
Vibrational partition function of Species B
Universal gas constant, cal/K/mol
Entropy of formation, cal/mol/K
Vector of Ns gas and surface species
Entropy of species at TK
Entropy of species at TK
Temperature,K
Molecular weights of the gas phase species, gm/mol
Mass fractions
Density Functional Theory
Electron Energy Loss Spectroscopy
Electron Stimulated Desorption Ion Angular Distribution
Hartree Fock
Low Energy Electron Diffraction
Laser Induced Fluorescence Technique
ZAt
ZAr
ZA
ZBt
ZBr
ZBv
R
S
S
S 2 9 8
ST
T
Wk
Yk
C.2 Abbreviations
DFT
EELS
ESDIAD
HF
LEED
LIF
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MMBRS Modulated Molecular Beam Relaxation Spectroscopy
RECP Relativistic Effective Core Potentials
SHG Second Harmonic Generation
TDS Thermal Desorption Spectroscopy
TPD Temperature Programmed Desorption
TPRS Temperature Programmed Reaction Spectroscopy
UPS Ultraviolet Photoemission Spectroscopy
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Appendix D: Supporting Information
Bond Additivity Corrections for G3B3 and G3MP2B3
Quantum Chemistry Methods
Heats of formation for the reference set of molecules used for obtaining the BAC parameters are
listed in Table D. 1. The experimental heats of formation used are those recommended by
IUPAC-subcommittee [1]. Unless otherwise noted, most of the recommended experimental
values have been taken from evaluations or reviews. For comparison, the experimental values
used in the previous BAC-G2 test set are provided [2].
Table D.1 Experimental Heats of Formation for the Reference Set of Molecules
Molecules
C
CC14
CF4
CH2 Ai
CH 2 3 B,
CH 2C1 2
CH2 F2
H2CNH
CH 2NH 2
CH20
CH20H
CH 2(OH) 2
CH 3
CH3CI
CH3F
CH3NH
CH 3NH2
CH3NHNH 2
CH3NO 2
CH3 0
CH 3ONO
Heat of formation
Current work [I]
171.29
-22.90 ± 0.14
-223.21
102.46 ± 0.95
93.40 i 0.95
-22.80 ± 0.19
-108.30 ± 1.90
21.58
35.70
-25.96
-4.26 ± 0.31
-93.50
35.02 ± 0.10
-19.60 i 0.16
-55.60
42.40
-5.50
22.60
-17.86
4.20 + 0.90
-15.60
(kcal/mol)
Previous work [2]
171.29
-22.90
-223.00
102.80
93.80
-22.80
-108.30
21.58
35.70
-25.96
-2.10
-93.50
34.89
-19.60
-55.60
42.40
-5.50
22.60
-17.86
4.20
-15.60
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CH 30NO 2
CH300 2A"
CH300H
CH 3SH
CH 3SiH-3
CH 4
CHC1 3
CHF 3
CC)
CO,
CS
CS
HCN
HCO
HCOOH
HNCS
OCS
CH 4 -
CH 3PH 2
CCI 2 F2
C 5S
CH 3 C)H
-CH2CH2 O-
-CH2CHl-S-
C2 H 2 -
HCCH
HC(O)CHO
I1,CCH2
C2H 5
CHICO
CH 3CH2NH,
CH3CHOH
CH 3CH 2ONO
C1I3CHSH
CH3CHO
CH3CO
CH3NHCH 3
CH 3OCH3
CH300CH 3
CH 3SCH
OS(C13)!
SiH,(CH 3,) 2
CH 3COOH
CH 3CIH3
-CH2CHCH 2-
-CH2OCH,OCHO-
-28.60
2.50
-31.31
-5.50 + 0.14
-6.93
-17.88
-24.70 + 0.31
-166.89
-26.41 + 0.04
-94.05 + 0.03
66.63 ± 0.90
28.01
32.27 1.90
10.31
-90.54 ± 0.12
30.00
-33.99
157.41
-4.36
-117.90
267.70
-48.18 ± 0.05
-12.58
19.69
135.00 ± 0.69
54.50 ± 0.24
-50.66
12.53
28.92 ± 0.38
- 11.40 + 0.38
-11.35
-56.10
-24.80
-11.00
-39.63 ± 0.10
-2.44 - 0.29
-4.43
-43.99
-30.00 + 0.31
-8.89
-36.09
-22.70
-103.26
-20.10
12.73
-113.20
-28.60
2.50
-31.31
-5.50
-6.93
-17.88
-24.70
-166.70
-26.41
-94.05
65.00
28.01
32.27
10.00
-90.54
30.00
-33.94
157.41
-4.36
-117.90
267.70
-48.18
-12.58
19.69
135.00
54.50
-50.66
12.53
29.00
-11.40
-11.35
-56.10
-24.80
-11.00
-39.63
-2.44
-4.43
-43.99
-30.00
-8.89
-36.09
-22.70
-103.26
-20.10
12.73
-113.20
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CH2CCH 2
CH2CHCH 2
CH3CCH
CH3CH2CH 3
CH3CH2CHO
CH3CHCH 2
CH3COCH 3
CH3CH2CH2CH 3
CH 2CHCHCH 2
CH3CCCH 3
CH3CH(CH 3) 2
C 6H 12
C6 H6
OH
H
HCI
HF
HN3
HNO
HO 2 2 A"
HONO 2
HONO CIS
HONO TRANS
NH 3 -
HOCI
HNO 3A"
H2
H2NF
H20
HOOH
NH 2
NH3
H2NNH 2
C10
FOF
CINO
NO 2I
N2 0
O
OCIO
C1NO 2
NO 2
02 3z 
FONO 2
NO 3
2 B 2
ONNO 2
45.63
40.84
44.39
-24.98 - 0.07
-44.79
4.83
-51.91 0.10
-30.07
26.11
34.71
-32.41
-29.50
19.81
8.90 ± 0.09
52.10
-22.06 - 0.02
-65.32 ± 0.17
70.30
27.02 ± 0.06
3.50
-32.28
-18.34
-18.84
84.10 I 2.38
-18.67
45.50 + 0.06
0.01
-5.00
-57.80 + 0.01
-32.54
45.14 ± 0.31
-10.98 - 0.08
22.75
24.30 0.02
5.90
12.36
21.57
19.61
59.55 - 0.02
22.80 ± 0.31
3.00
7.93
0.01
2.39
17.60 - 0.33
19.80
45.63
39.10
44.39
-24.98
-44.79
4.83
-51.91
-30.36
26.11
-32.41
19.81
9.39
52.10
-22.06
-65.32
70.30
23.80
3.50
-32.28
-18.34
-18.84
84.10
-18.64
45.50
0.01
-5.00
-57.80
-32.54
44.30
-10.98
22.75
24.30
5.90
12.36
21.57
19.61
59.55
22.80
3.00
7.93
0.01
2.39
17.60
19.80
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03 Al
0 2NNO2
NF 2
N
FNNF Cis
N2
F
F2
C1
C12
Si
SiC14
SiH 2 3B,
SiH 3
SiO
SiO2
Sis
PH 2
P
PH 31 _
P 2
PN
H 2S
S
SH
SO 3 -
SO 2
S0 3
SiF 4
P 4
PH 3
SiC12
SF6
C1SSC1
(CH3)2S02
(CH 3)3CSH
C4 H8 S
-CHCHSC(CH3)CH-
C5HIoS
-CH 2SCH2-
C12 S0 2
CloH 8
34.10
2.17 ± 0.40
8.50
112.97 0.10
17.90
0.01
18.97 i 0.07
0.01
28.99
0.01
107.55
-158.20
84.60
46.40
-24.60
-66.60
27.60
32.80
75.61
56.80
34.20
42.80
-4.92 + 0.12
66.24 + 0.04
34.20 i 0.68
1.20 i 0.31
-70.94 0.05
-94.57
-386.00a
14.10a
1.70
-40.30a
-291.70a
-4.00a
-89.20a
-26.20a
-8.20a
20.00 a
-15.20a
19.60a
-84.80a
36.08
34.10
2.17
8.50
112.97
17.90
0.01
18.97
0.01
28.99
0.01
107.55
-158.20
84.60
46.40
-24.60
-66.60
27.60
32.80
75.61
56.80
34.20
42.80
-4.92
66.24
34.20
1.20
-70.94
-94.57
1.70
- Heats of fbrmation same as the ones used in Curtiss et al. [3,4]
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Since the experimental heats of formation recommended by IUPAC-subcommittee are the most
recent, we use these heats of formation for comparisons in our current work. Heats of formation
for the molecules in the extended test set are given in Table D.2. Unless otherwise indicated in
Table D.2, the heats of formation of molecules are those used in Curtiss et al. [3,4]. Heats of
formation of Al and B compounds, along with their uncertainties, are taken from different
literature sources.
Table D.2 Compounds Added into Test set of Molecules
Molecules
C 2C1 6
C 2C1 4
C2 F4
-CH2CH 2NH-
NCCN
-CH=CHCH 2 -
-CH2CHCHCH2-
-CH2C(=CH2 )CH2 -
CH3CH2NO2
CH3CN
CN
CO 3F1
FNO
HNCO
HNNH Trans
HOF
HOS02
O=C(NH 2) 2
03 Cyclic
OHCH2CH2 0H
SiH3SiH3
SiH2 'Al
SiH4
C1OO
C2 H 3
CH2S
CH 2H
CH2CHCCH
HCCCCH
Hf,298K (kcal/mol)
-32.1
-3.0
-157.9
28.3
73.8
66.2
34.7
47.9
-24.4
17.7
105.6
114.3
-15.7
-24.9
50.9
-23.5
-92.0
-58.7
70.0
-93.9
19.1
64.8
8.2
23.3
71.8
24.3
142.5
70.40 [5]
111.00 [61
368
I~~~~~~~~~~~~~~~~~
___ - LI------- -L- - -
29.8
-4.2
30.7
-26.8
-229.1
-69.0
-86.1
-381.1
-9.0 [7]
-69.6 [7]
-112.4 [8]
-171.4 [8]
-90.1 [7]
-158.8 [7]
-188.8 [7]
-169.2 [9]
-321.3 [3]
-134.0 [3]
-118.4 [4]
-38.0 [4]
30.8 ± 4.8 [10]
-139.7 + 1.2 [10]
-289.0 - 0.7 [10]
21 2.4 [10]
-271.5 + 0.2 [11]
-96.68 -0.31 [10]
59.6 ± 0.8 [10]
-63.1 ± 0.7 [10]
-12.2 ± 0.7 [10]
106.6 1.7 [10]
-27.701 [12]
41.2 6.0 [10]
Table D.3 lists the compounds for which the BAC-G2 had deviations higher than 1
kcal/mol. The table includes compounds not only from original reference set used for BAC-G2,
but also those in the extended test set.
Table D.3 Errors in BAC Predicted Heats of Formation at 298K for Compounds with Highest
Errors for BAC-G2 or BAC-G3B3
Error in heat of formation at 298K (kcal/mol)
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CH 3S (2A')
SC12
S 2
C 2H 5CI
PF 3
PC13
PC15
PF5
PO
PO 2 (2A 1 )
HOPO Cis
HOPO2
(HO)2P
(HO) 2PO
(HO) 3P
CCIF3
C 2F 6
POC13
CF3CN
C1F 3
AIH 3
A1F 3
A1C13
BH 3
BF 3
BC13
A1H
AIF
A1C1
BH
BF
BCI
Molecule
BAC- Raw- BAC- Raw- BAC- Raw-G2
G3B3 G3B3 G3MP2B3 G3MP2B3 G2
Organic compounds
CH2C12 0.8 1.0 0.6 0.0 1.1 -0.7
CS2 -1.0 -3.0 -1.1 -5.3 -1.1 -2.2
C -0.2 -0.1 0.2 -0.1 -1.2 -0.1
H2CNH -0.3 -0.6 -0.4 -0.8 -1.2 -1.0
CHC1 3 0.8 1.1 0.6 -0.4 1.3 -1.1
CS 0.4 -0.7 -0.6 -3.0 1.4 -0.7
C 5S -0.3 0.1 0.2 0.3 -1.5 0.4
CH2 0H 0.2 0.1 0.4 0.3 -1.6 0.4
HCN -1.3 -1.7 -1.0 -1.8 -1.6 -1.2
CH2CHCH 2 -0.6 -0.9 -0.1 -1.0 1.4 0.9
CH2 'A1 -0.4 -0.8 -0.4 -1.0 -1.7 -1.2
CH 30 0.3 0.1 0.3 0.3 1.8 0.5
CH 4 - -0.1 0.1 -0.5 -0.7 2.3 3.9
C2H 2Y + -0.2 -0.4 -0.2 -1.1 2.7 3.6
-CH2CH 2NH- 2.1 2.5 2.1 2.6 1.4 2.0
-CH=CHCH 2- 2.2 1.9 2.1 1.2 1.3 2.7
C2C14 -2.2 -2.2 -2.3 -4.8 -1.8 -4.6
OHCH 2CH 2OH 2.7 2.5 3.0 3.0 2.3 1.2
O=C(NH 2) 2 3.1 3.0 3.9 4.3 2.8 1.8
C2 F4 -3.4 -3.9 -3.1 -4.1 -1.3 -7.8
HNCO -3.7 -4.3 -3.1 -3.9 -3.9 -4.7
CO (3l) -3.7 -3.9 -4.3 -4.8 -2.0 -2.3
CH 2 S 4.1 3.1 4.1 2.0 4.0 3.4
-CH2CHCHCH 2- 4.6 4.3 4.5 3.5 3.6 5.3
C2 C16 -7.3 -6.8 -6.4 -8.8 -7.7 -11.4
Inorganic compounds
HNNH 2 1.0 1.3 0.6 1.7 1.1 0.8
HN3 -0.1 -0.3 0.4 0.1 -1.2 -0.5
ONNO 2 0.6 -0.3 -0.1 0.5 1.2 -1.4
H2 -0.3 -0.5 -0.9 -1.1 -1.4 -1.4
HNO -1.1 -1.6 -1.6 -1.7 1.5 -2.5
N -0.3 0.0 -0.1 0.0 -1.5 0.0
02 3 - -1.0 -0.1 -1.1 0.4 1.6 2.4
03 'A1 -0.8 0.2 -1.0 1.3 -1.6 -1.1
F -0.1 -0.1 0.0 -0.1 1.9 -0.1
SiO 0.5 0.2 0.5 -1.0 2 1.7
SiH2(CH 3) 2 0.4 1.4 0.3 1.5 2.2 0.9
NO3 2B2 0.8 0.0 1.8 2.3 3.9 1.5
PF3 2.1 5.8 2.3 5.5 -4.4 5.3
HNNH trans -2.4 -2.6 -2.7 -2.8 -3.5 -3.1
HOF 2.5 3.0 2.6 3.4 2.3 2.1
Si2H6 -3.4 -1.7 -3.3 -1.6 -1.1 -3
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HOS02 3.9 7.3 3.8 7.8 1.6 8.1
03 cyclic -4.2 -3.6 -5.6 -3.3 -4.3 -4.5
C10O 4.2 5.2 4.5 5.7 5.2 6.4
FNO -5.0 -5.5 -5.3 -5.3 -5.2 -7.7
PC15 -7.2 1.1 -7.8 -2.2 -7.7 0.4
From the table, we observe that the BAC-G3B3 procedure has addressed many of the errors for
those species for which BAC-G2 is not accurate within 2 kcal/mol. In particular, highly
oxidative species or species involving dative bonds (e.g. NO3, HN3 etc.) have improved
significantly. Other molecules in the table show consistent predicted values across the row,
independent of the quantum chemistry method or whether BAC corrections are applied. This
suggests that perhaps the experimental values may be in error. Further investigation of both the
experimental and theoretical values to ascertain their accuracy is recommended. The recent
changes in the recommended values of experimental heats of formation (see Table D.4) are, for
the most part, supported by the findings of the BAC-G3B3 method.
Specifically, the NIST Computational Chemistry Comparison and Benchmark Database
has suggested alternative experimental heats of formation for some molecules whose heats of
formation vary significantly from the experimental values used in this work. For example, the
following compounds have significant changes in experimental heats of formation (Table D.4).
Using the alternative heats of formation for those compounds would reduce the errors in the
BAC-G3B3 predicted heats of formation. Those compounds would no longer be outliers (errors
< 2 kcal/mol).
Table D.4 Heats of Formation (kcal/mol.) at 298K Suggested by NIST Computational Chemistry
Comparison and Benchmark Database
371
Compound Alternative AH°298 This work AH°298
-CH2 CH2NH- 30.1 28.3
OHCH 2CH2OH -92.6 -93.9
O=C(NH2) 2 -56.6 -58.7
CH2S 27.4 24.3
-CH2CHCHCH 2- 37.5 34.7
Table D.5 shows the differences in experimental heats of formation of molecules reported in
various literature sources.
Table D.5 Different Experimental Heats of Formation Reported in Literature
Molecules Previous work [2] Chase et al. and IUPAC-
Binkley et al. subcommittee
[13,14]
Hf,298K Hf,298K Hf.298K Reference
OH 9.30 9.40 8.90 [15]
NH2 44.30 45.10 45.14 [16]
HNO 23.80 27.02 [17]
CH2 (3B1 ) 93.80 93.70 93.40 [16]
CH2 ('Al) 102.80 102.80 102.46 [16]
CH3 34.85 35.00 35.02 [16]
CN 103.97 104.90 105.60 [16]
HCO 10.00 10.0 10.31 [18,19]
CH2OH -2.10 -4.26 [20]
C2H3 72.40 71.6 71.77 [16]
C2H5 29.00 28.9 28.92 [16]
CH 3CN 15.37 18.0 17.70 [21]
CH2CH=CH 2 39.10 40.84 [16]
n-C4HIo -30.36 -30.0 -30.07 [22]
HOF -23.42 -23.52 [12]
CHF 3 -166.70 -166.6 -166.89 [16]
CF4 -223.00 -223.0 -223.21 [23]
CS 65.00 66.63 [16]
OCS -33.94 -33.99 [24]
HOCI -18.64 -17.8 -18.67 [24,25]
Experimental heats of formation from Chase et al. [13] and Binkley et al. [14] have been used for
comparison against G3 and G3X predicted heats of formation presented in Curtiss et al. [26].
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Appendix E: Frequencies of Oxametallacycle and
Transition State
Tables E. I and E.2 list the vibrational frequencies and normal modes for oxametallacycle and
transition state of the oxametallacycle reaction to acetaldehyde. Oxametallacycle frequencies are
taken from Linic and Barteau [1], while transition state frequencies are computed in this work as
explained in Section 7.2.9.
Table E.1 Frequencies of Oxametallacycle
Normal Modes HREELS Frequencies DFT-predicted Frequencies
(cm-') (cm- ')
Ring deform (C-C-O) 450 408
Ring deform (C-O) 790
CH 2 rock 860 840
CH 2 rock 881
Ring Deform (C-C) 1090 1020
CH2 wag 1090
CH2 wag (parallel to surface) 1220
CH 2 scissor 1475 1432
CH 2 scissor 1484
CH2 stretch 2850-2950 2900-3000
Table E.2 Freqeuncies of Transition State leading to Acetaldehyde
Normal Modes DFT-predicted Frequencies
(cm-')
Ring deform (C-C-O) 585
Ring deform (C-O) 795
CH2 rock 852
CH2 rock 899
Ring deform (C-C) 1149
CH 2 wag 1191
CH2 wag (parallel to surface) 1257
CH2 scissor 1326
CH2 scissor 1504
CH2 twist 1561
CH 2 stretch 3022
CH2 stretch 3078
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CH2 stretch
CH2 stretch
3170
3287
References
:1. S. Linic and M. A. Barteau (2002). Formation of a stable surface oxametallacycle that
produces ethylene oxide. Journal of American Chemical Society, 124, 310-317.
377
Appendix F: Oxidative Coupling of Methane
F.1 Introduction
Oil is widely used as an energy source and raw material for variety of products in the
petrochemical industry. However the energy crisis in the world due to fast depleting oil-based
sources and the need to slow global climate change have triggered an aggressive search for
alternatives. Natural gas is abundantly available on earth and currently underutilized. Catalytic
partial oxidation of lower hydrocarbons (Ci and C2) to higher molecular weight products (C.) is
a potential route to meet not only the growing energy requirements but also the needs of
petrochemical industry. Catalytic partial oxidation of methane to ethane is thermodynamically
more favorable than other methane conversion routes like dimerization of methane [1]. Oxidative
coupling of methane (OCM) is a partial oxidation process built on natural gas capable of large
volume production with low capital costs. OCM is a catalytic process where methane upon
reacting with a limited amount of oxygen adsorbed on a catalyst, is converted to C2
hydrocarbons: ethane and ethylene.
Since the pioneering article by Keller and Bhasin on synthesis of ethylene via oxidative
coupling of methane, many catalysts have been synthesized for OCM [2]. However, yield and
selectivity of the process are below the economic feasibility limits of 28% and 95%. Yield is
defined as the product of conversion and selectivity. Conversion is the percentage of methane
reacted in the reactor, while selectivity is the percentage of converted methane that forms C2
products. The yield and selectivity figures, mentioned above, are based on OCM economic
analysis by Gradassi and Green [3]. The analysis focused on profitability of OCM process by
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considering two important economic figures: required capital investment and cash margin.
Revenues and costs of OCM process were compared with those of existing methanol technology.
From the analysis, it was recommended that OCM research be focused on identifying catalysts
and reaction conditions that would improve yield.
F.2 Review of Chemistry
OCM process is thought to occur through a mechanism in which catalytic surface reactions
interact with gas phase chain reactions. Reactions occur through a bimodal scheme in which free
radicals are generated in the surface, and coupling of these radicals occurs in the gas phase. Gas
phase reactions are relatively well understood compared to surface reactions. The surface
reactions hypothesized by experimentalists are primarily based on observing free radicals in the
gas phase and products at the reactor outlet. These observations are made through experiments
like radical trapping, transient analysis of products, isotope-switching mass spectrometry studies,
and magnetic resonance measurements.
Some surface reactions proposed by earlier experimentalists have been confirmed by
others using different experimental techniques. There are still some surface reactions which are
debatable. What follows is a literature review of the key surface and gas phase reactions
occurring in OCM.
F.2.1 Primary Reactions
Oxygen Adsorption: Initiation of Surface Reactions
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First step in OCM kinetics is the adsorption of oxygen onto catalytic surface. To understand the
nature of this adsorption, Amorebieta and Colussi conducted dynamic mass spectrometry kinetic
studies on methane oxidation over Li/MgO catalyst at low pressures (1-100 mTorr) and 800-
100K [1]. Methane consumption was nearly first order in CH4 and half-order in 02 at low
concentrations of the reactants. But at high concentrations, the rate leveled off. Rate expression
for methane consumption and the observed kinetic behavior led to a significant conclusion that
oxygen underwent reversible dissociative chemisorption on the catalytic sites. This reaction is:
02 + 2V* O*+O* (S1)
Similar kinetic behavior was also observed on a different catalyst samarium sesquioxide
through mass spectrometric studies on low pressure (0.20-20 Torr) oxidation of methane [4].
Besides, methane consumption rates were observed at different concentrations of CH4 for a fixed
02 concentrations and vice-versa. The observations were accounted by a Langmuir-type
dissocative chemisorption of oxygen followed by an Eley-Rideal mechanism for methane
oxidation over catalytic sites. This was confirmed by Nibbelke et al. who conducted isotope
transient kinetic analysis on OCM over MgO-based catalysts [5].
Competitive adsorption of methane is:
CH4 + V* X CH4* (S2')
However, Amorebieta and Colussi, through equilibrium constant calculations for the 2 Steps: S1
and S2', found that Step S1 dominated over Step S2' at high temperatures (1100K) [1]. This
indicates that adsorption of methane on the catalyst may be weaker than that of oxygen. Weak
adsorption of methane on catalysts: MgO and Sm20 3 were experimentally observed by
Buyveskaya et al. in the temperature range 373-1035K [6]. This was confirmed by other
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experimentalists for different catalysts. As a result, Reaction S2' has not been included in many
modeling efforts on OCM.
Methyl Radical Formation: Abstraction of Hydrogen from Methane
The key surface reaction following adsorption of oxygen is the abstraction of hydrogen from
methane. Methyl radical is formed through abstraction of hydrogen from methane by adsorbed
oxygen. Heterogeneous production of these gas phase methyl radicals followed by gas phase
coupling initiates the formation of higher hydrocarbons: C2H4 and C2H6. The abstraction
reaction is:
CH4 + O* X: CH3 + OH* (S2)
Ito et al. and Driscoll et al. had detected methyl radicals above MgO and Li/MgO in
OCM reactions using EPR spectroscopy [7,8]. Methyl radicals were also detected in Li/MgO
catalyst bed through matrix isolated para-magnetic resonance measurements by Lunsford and
coworkers [8-1 1]. The presence of methyl radicals was confirmed by many researchers through
mass spectrometry studies of products [1,4], and isotope exchange experiments on Li/MgO [12].
Methyl radical formation mechanism had been a topic of debate in the literature. The
main issue was whether methane competitively adsorbs on the catalyst surface before hydrogen
is abstracted from methane or if gaseous methane collides directly with surface oxygen species
producing methyl radicals by an Eley-Rideal mechanism. Many researchers found that methane
interacts weakly with catalyst surface disfavoring adsorption of methane. Instead, methane is
expected to collide directly with adsorbed oxygen resulting in the rapid release of methyl radicals
in gas phase. Figure F. 1 shows the schematic of the Eley-Rideal mechanism for H abstraction
from methane on a catalytic surface.
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CH4 / CH 3
Figure F.1 Eley-Rideal Mechanism for H Abstraction
The released methyl radicals couple with each other to form ethane rapidly. Rapid
formation of ethane molecules was proven by Buyevskaya et al. who carried out temporal
analysis of OCM products, and observed that ethane exited the reactor at the same time as the
inert tracer gas [6]. Since Eley-Rideal mechanism considers direct collision of gas molecules
with adsorbed species, products are produced spontaneously.
Temperature is an important process variable affecting the production of methyl radicals.
CH3 yield was observed to pass through a maximum with increasing temperature (700-1100K)
accompanied by decreasing selectivity [6]. The increase in yield is attributed to higher surface
activity for H abstraction from methane at higher temperatures while the decrease in selectivity
can be explained by an increasing activity of surface oxygen for radical oxidation. However, the
activation energy of radical oxidation is expected to be lower than that of H abstraction from
methane. The effects of temperature, though different on yield and selectivity, are important to
understand and analyze in the radical formation reaction.
The role of catalyst is crucial in generation of methyl radicals. Several experimentalists
detected surface-generated gas phase CH3 over metal oxide catalysts by passing methane and
oxygen over many oxides, including SiO2, A1203 and MgO. MgO which was found as a superior
catalyst contains defect centers or impurities conducive for production of methyl radicals [1 ].
Driscoll et al. found that addition of lithium to MgO enhanced methyl radical forming capability
of the oxide [8]. This was thought to result from the presence of active sites, which are lattice
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oxide ion defects that generate methyl radicals via hydrogen abstraction [1]. Many modifications
to the catalyst have been tried in literature; but lithium-doped tin-promoted magnesia
(Li/Sn/MgO), which was first reported by Ito et al., is one of the best catalysts available [7].
This catalyst was recommended by Korf et al., Lunsford and Wolf et al. [1 1,13,14].
Kinetic experiments have shown that hydrogen abstraction is most likely the rate-limiting
step in the conversion of methane to ethane. The activation energy for hydrogen abstraction on
Li/MgO catalyst was reported in the range 20 to 28 kcal/mol (87-1 15 kJ/mol) for various
reaction conditions [1,9]. Reaction conditions in the former work were 0.001-0.1 Torr total
pressure, 800-1100K temperature and the catalyst was 7% lithium-promoted magnesium oxide.
Reaction conditions in the latter were: 0.2-20 Torr total pressure, 859-1 100K, and the catalyst
was Sm2 03.
Main Gas Phase Reactions following Methyl Radical Generation
It is demonstrated earlier that CH3 is formed in gas phase. These methyl radicals react further
through several gas phase reaction pathways to form different products. The main reaction
pathways are depicted in Figure F.2.
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C2H6 OH + CH 3O 02
| CH 4|HO 2 + CH20CH4
C2H5 + H CH3 I
O2 HcoH CO
HO2 + C2H4 CO
CO 2
Figure F.2 Gas Phase Reaction Pathways for Methyl Radicals
The important features are:
1. Branching and competition between pathways: For example, CH3 reacts with CH3 or
with HO2. The first channel leads to C2; while the second goes to CO
2. Generation/Destruction of chain-carrying radical intermediates: These radicals are
usually in balance due to steady state. For example, CH 3. is formed primarily by
surface reaction of CH4 with 0* and reaction with OH in the gas phase. CH3. is
destroyed by the reaction with CH3. and reaction with HO2..
One of the pathways corresponding to the gas phase coupling of methyl radicals leads to
the formation of ethane. Lunsford confirmed that the coupling reaction occurs in gas phase but
not in surface [ 11]. He found that a metal oxide such as MgO does not promote the surface
coupling of methyl radicals. He also conducted a separate study on the amount of methyl
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radicals generated and managed to account for the entire ethane yield from gas phase methyl
radicals. The coupling reaction is:
CH 3 + CH 3 C 2H6 (G 1)
The presence of a third body is required for coupling due to energetic requirements.
Hence, the coupling reaction is pressure-dependent and is favored when gas collisions are
enhanced [15].
Ito et al. reported that CH4 conversion and selectivity to C2 increased with temperature,
for temperatures below 973K [7]. Higher temperatures favoring production of more methyl
radicals led to higher C2 formation. However, above 973K, further oxidation of C2 to CO and
CO2 became appreciable, decreasing C2 selectivity.
Kinetic parameters for the coupling reaction are reported in Mims reaction library which
includes almost 450 reversible elementary gas phase reactions with 1 15 species, exclusive of the
catalyst [12]. Rate constants of the reactions were of the form:
-E)
k(T) = A T"e RT at a fixed pressure
and the kinetic parameters: log(A), n, and Ea were compiled in the library.
Water Formation and Regeneration of Active Sites
Water is formed by the combination of two surface hydroxyl species. The reaction is:
OH* + OH* H20 + O* + V* (S3)
The forward reaction is endothermic. Activation energies of the forward reaction on metal oxide
catalysts: CaO/CeO 2 and Sn/Li/MgO are reported as 0 and 152.7 kJ/mol in Wolf et al. and
Hloebink et al. [14,16]. The surface dehydroxylation reaction is favored at high temperature,
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allowing regeneration of catalytic sites for oxygen activation. Hence, this reaction is a key
source of regeneration of active sites crucial to the production of methyl radicals via Step S2.
Water formation is also expected to occur in the gas phase due to the reaction:
OH + CH4 X CH3 + H20
Primary Reaction Cycle: Production of Ethane
The three elementary surface reactions Steps S 1 through S3 can be combined to give the overall
primary reaction for catalytic production of methyl radicals:
4 CH4 + 0 2 X 4 CH3 + 2 H20 (S 1-S3)
This reaction and the gas phase methyl radical coupling reaction Step G1 can be combined to
give the overall reaction for production of ethane:
4 CH 4 + 0 2 4 2 C2H6 + 2 H20 (P)
Role of Oxygen in the Overall Reaction
02 plays three major roles:
1. Controls the redox state of catalyst surface, which is related to the number of surface
vacancies and active catalytic sites.
2. Reacts with alkyl radicals in the gas phase leading to COx.
3. Replenishes surface oxygen.
The properties of surface oxygen which are closely tied to the properties of the catalyst
are expected to be important in determining OCM selectivity. Buyveskaya et al. found that a
high surface concentration of oxygen on Sm203 favors total oxidation of methane, while a low
concentration leads to high selectivity towards C2 products [6].
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Surface oxygen is expected to trigger two types of reactions: 1. hydrogen abstraction
from methane leading to methyl radicals which are desirable, and 2. surface oxidation of methyl
radicals, which are undesirable. The latter reaction alters the C2 selectivity through formation of
surface methoxy complexes, which can oxidize rapidly with another surface oxygen to form
formaldehyde [17]. There have been arguments that surface oxygen species capable of
abstracting hydrogen from methane might as well react with methyl radicals. This argument is
plausible, since the radical species which is more reactive and short-lived than methane
molecules will increase the chance of second reaction.
Ethyl Radical Formation: Abstraction of Hydrogen from Ethane
Key secondary catalytic reactions in OCM are the production of ethyl and vinyl radicals. Since
C-H bond energy in ethane is less than that in methane, hydrogen abstraction from ethane is at
least as likely as hydrogen abstraction from methane (Step S2). The former reaction leads to the
production of ethyl radicals:
C2H6 + O* < C2H5 + OH* (S4)
Ethyl radicals have been detected using matrix isolation electron spin resonance by Morales et
al., in their study on oxidative dehydrogenation of ethane over Li/MgO catalysts at 893K and
798K [ 18]. Besides, they detected C4 hydrocarbons which were expected to occur from the
dimerization of C2 radicals.
Ethylene Formation
Formation of ethylene, from ethane, has been reported to appear in the gas phase [19]. Ethylene
is mainly formed from the reactions:
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C2H5. X* C2H4 + H (G2)
C2H5. + 02 X C2 H4 + HO2. (G3)
These are the branched chain reactions reported in Chen et al. [20]. The first reaction is reported
to dominate over the second reaction at 1 atm. However, when the pressure is increased to 4
atm, the second reaction dominates. This can be explained by the bimolecular nature of the
second reaction which is strongly affected by the increase in pressure.
In addition to the above 2 reactions, other gas phase reactions also contribute to the
production of ethylene, though in small quantities. One of the reactions is:
CH 3 + CH 3 :> C2 H4 + H2 (G4)
F.2.2 Side Reactions: Reduction in Selectivity to C2 Products
In addition to the main reaction cycle, there are side reactions occurring in surface and gas phase
which reduce the selectivity of converted methane to form C2 products. The challenge clearly
involves finding a kinetically feasible process for OCM without loss of C2 products to CO and
CO2.
Vinyl Radical Formation: Abstraction of Hydrogen from Ethylene
Hydrogen abstraction from ethylene is possible, since the C-H bond energy in ethylene is only 5
kJ/mol higher than that in methane (temperatures between 923 and 1023K). The abstraction
reaction leads to undesirable formation of vinyl radical:
C2H4 O* X C2H3 + OH* (S5)
Vinyl radical is an important source of CO.
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Intermediate Formaldehyde Formation and Reaction
Surface Oxidation of Methyl Radicals:
McCarty considered a 2-step mechanism leading to formation of the intermediate formaldehyde
from surface methoxy species which are presumably formed by the surface oxidation of methyl
radicals [17]. This 2-step mechanism is:
CH3 + 0* 0 CH30* (S6)
CH30* + O0* OH* + CH20 + V* (S7')
However, there is debate in literature, as to whether the second reaction is elementary or if it
occurs in 2 rapid steps:
CH30* + O* OH* + CH20* (S7)
CH20* X CH20 + V* (S8)
In either case, the formaldehyde produced acts as an intermediate for formation of CO through
gas phase chain reactions [20].
Reaction of Formaldeyde
Formaldehyde is known to undergo fast gas phase chain reactions leading to CO. Chen et al.
proposed a gas phase reactions sequence leading to formation of CO from formaldehyde via
formyl radicals [20]. CO is detected in mass spectra experiments by Colussi and Amorebieta [I].
Reaction of CO and Formation of CO2
There had been debate in the literature as to whether most of the CO formed reacts further to
CO 2 or stays as a product in OCM. Chen. et al., considering CO as a stable species, have argued
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that CO does not react catalytically to form CO2 [20]. If CO were a reactive intermediate, then
the following surface reaction is possible:
CO + O* CO2 + V* (S9)
However the rate constant for this reaction over Sn/Li/MgO calculated by Chen et al. was
negligible, ruling out the possibility of the reaction [20]. Besides, they observed the selectivity
of methane to CO to be 15% which is too high to consider CO as a reactive intermediate.
However, earlier Van der Wiele et al. concluded that most of CO undergoes catalytic
oxidation to CO2 [21]. They conducted 2 separate experiments on ethane oxidation by feeding
an equimolar mixture of ethane and oxygen. From the first experiment which was run using
Li/MgO catalyst, it was observed that CO2 and hardly any CO were produced. From the second
experiment which was run in the absence of a catalyst, it was observed that CO and a small
amount of CO2 were produced. This led to a significant conclusion that most of CO is oxidized
to CO 2, in the presence of catalyst. Peil et al. had done similar experiments on Li/MgO catalyst
to prove catalytic oxidation of CO to CO2 [22]. Hence, Reaction S9 may be important and needs
to be included in surface chemistry.
Both CO and CO2 are also expected to be produced through gas phase oxidation of
methyl radicals and C2 products. This view is plausible and many researchers have included
these gas phase reactions in analysis of OCM. The kinetic parameters for these gas phase
reactions are known with good degree of accuracy, either through quantum calculations or
experimental measurements. For example, these reactions and the corresponding kinetic
parameters are included in the gas phase reactions library [12].
As mentioned earlier, one of the routes for CO2 formation is the catalytic oxidation of
CO. Another route is the gas phase oxidation of alkanes and alkyl radicals. Tong and Lunsford
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observed that at temperatures less than 973K, the non-selective products CO and CO2 are formed
by the gas phase oxidation of methane [23]. The gas phase oxidation of methane and alkyl
radicals (methyl and ethyl radicls) have been included in gas phase mechanism by many
researchers.
Radical Quenching
An important feature of the catalytic oxidative coupling of methane is the radical quenching
reactions favored by catalyst. Sanches-Marcano et al. and Tulenin et al. found that catalyst not
only produces but also quenches radicals [24,25]. An example of radical quenching is the
surface reaction of peroxy radicals formed in OCM.
Hydroperoxyl radicals are expected to undergo fast hydrogen abstraction on catalytic
surface [ 12,26]:
HOO + O* X> 02 + OH* (S10)
Since peroxide bond is weak, the adsorption of peroxide onto catalyst was also considered:
HOO + V* X HO + O* (S 1)
They also considered the adsorption of methyl peroxy radicals:
CH 300 + 2V* CH30* + 0* (S12)
F.3 Review of Transport Mechanism
OCM is a reacting flow system with strong interplay between kinetic and transport mechanisms
in gas and solid phase. There are 2 kinds of transport: mass and heat transport and several
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species: reactants, products and radical intermediates involved in transport mechanism. The
transport mechanism depends on the type of reactor and flow contacting used.
In literature, several OCM experiments have been carried out in packed bed reactors,
with the catalyst beds diluted by inerts. By doing so, the temperature gradients in both radial and
axial directions of the bed were negligible. Hence, modeling efforts on OCM have neglected
temperature variations in the reactor. Earlier, Maers had devised mathematical criterions for
including or neglecting heat transfer limitations and temperature gradients in intra- and inter-
particle phase of fixed bed reactor systems [27]. The criterions were based on comparing heats
of reaction with heat fluxes associated with convection and diffusion, for inter- and intra-particle
phase respectively. These criteria should be used to model heat transfer both inside the catalyst
pellets and interstitial phase.
Couwenberg conducted experiments on OCM in Sn/Li/MgO packed bed reactor such that
there was no intra-particle mass transfer limitation for reactants or products [28]. When
Couwenberg et al. modeled the above reactor, they identified irreducible mass transfer
limitations on reactive intermediates: methyl, hydrogen peroxy, and hydrogen radicals [29].
These limitations were attributed to the high reactivity of radical intermediates, resulting in
reaction rate much higher than intra-particle diffusion rate. Irreducible mass transfer limitations
are expected to influence OCM yield and selectivity to C2 products. For example, irreducible
mass transfer limitation on methyl radicals will reduce the amount of methyl radicals coupling
with each other in gas phase to form ethane. The mass transfer limitations can be reduced by
decreasing the catalyst pellet size, but at the cost of increasing pressure drop. Thus, catalyst size
is an important variable affecting the process yield.
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Effect of pellet radius on C2 selectivity has been observed by several experimentalists and
modelers. Reyes observed a decreasing selectivity for increasing pellet sizes at low inlet
methane-to-oxygen ratio of 2.0 [30]. This was connected to the possible transport limitations of
C2 products resulting in secondary reactions of C2 to form CO, products. Decreasing selectivity
with increasing pellet diameter was also seen in the calculations by Couwenberg et al. [29,31].
In literature, OCM reactor models combining the effects of kinetics and transport have
evolved from simple to complex schemes. Reyes et al. used three models: 1. homogeneous
models, 2. homogeneous-heterogeneous models with no intra-particle concentration gradients,
and 3. homogeneous-heterogeneous models with intra-particle concentration gradients [32]. As
expected, yield and selectivity predicted by the first model were low (yield and selectivity less
than 10%/o and 80'%, at 1073K, 46.7 kPa CH 4 and 23.3 kPa 02). This was attributed to the
dominant gas phase combustion of methane and C2 compounds, favored by absence of catalyst.
The second model predicted higher yields (20-45%, at 1073K, 67 kPa CH 4 and 33 kPa 02) due to
the presence of catalytic sites which favor heterogeneous production of methyl radicals coupling
further to give C2. The third model predicted low yields (less than 10% at 1073K, 67 kPa CH 4
and 33 kPa 02). Besides, it was concluded that intra-particle concentration gradients can be
neglected for small pellet radius (less than 0.1 mm). Yield was affected for pellet radius higher
than 0.1 mm.
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