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Abstract. Now the world is witnessing most significant challenges due the Covid-19 
crisis. Beyond health effects, it has social and economic effects. With the enormous 
amount of data available and the widespread use of social web globally, research can and 
should use it to provide solutions. Customer satisfaction is known to affect customer 
churn (customers leaving companies), which is a problem affecting many companies in 
competitive and volatile markets – like the current one. One easily available open source 
of customer opinions are tweets – more relevant now in the online world. Whilst Natural 
Language Processing (NLP) on tweets is not new, few studies target customer satisfac-
tion, and NLP body of research on Arabic tweets is modest; we are not aware of any other 
study on this during a global pandemic. Our research thus aims to propose a new model 
based on Twitter mining to measure customer satisfaction during Covid-19, as well as 
compare customer satisfaction before and during the crisis. This is a use case for the 
largest Telecom companies in Saudi Arabia, and we involve the popular method of Sen-
timent Analysis (SA) for the task. We additionally propose a new Saudi lexicon and apply 
it to monitor real-time customer satisfaction on Twitter using three different transfer net-
work models on Arabic sentiment analysis. Also, this research evaluates using these mod-
els on Arabic Sentiment Analysis as the first study comparing between three different 
transfer network models on Arabic text.   
Keywords: Sentiment Analysis, Customer Satisfaction, Arabic. 
1 Introduction  
With the growing use of social media sites worldwide over the last ten years, SA has 
recently become a prominent and useful technique for capturing public opinion in many 
different disciplines. Sentiment analysis or ‘opinion mining’ refers to the computational 
processing of opinions, feelings and attitudes towards a particular event or issue [21]. 
SA has a vital function for real-life applications and decision-making process in various 
domains [3].   
 
In the context of the global Covid-19 pandemic and the quarantine, there were several 
impacts on different sector, one of the critical sectors is Telecommunication (telecom) 
[6]. As an inevitable consequence of Covid-19 a lot of people used the telecom service 
for working from their home or for entertainment. Which constituted a burden on the 
telecom companies to increased network flexibility and this affected the telecom in-
vestments [6]. Several reports issued to addressing the impact of Covid-19 on telecom 
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companies [6], [19]. On other hand, there is a lack of studies addressed the customer 
satisfaction toward telecom company services during the Covid-19 and the quarantine. 
Therefore, our study aims to find out what impact Covid-19 had on the customer satis-
faction toward telecom company services and the implications for potential decisions. 
While, the sentiment have a crucial role in many decisions, including business-related 
ones. The detection of sentiment polarity, however, is a challenging task, due to the 
sentiment resources limitations in different languages. It remains a largely unexplored 
research area for the Arabic language [3]. This is due to the complexity of Arabic [3]. 
It has many forms, which are Classical Arabic (CA), as in the book of Islam’s Holy 
Quran, Modern Standard Arabic (MSA) used in newspapers, education and formal 
speaking, Dialectical Arabic (DA) which is informal everyday spoken language, found 
in chat rooms, and social media platforms. Additionally, DA forms differs from one 
Arab country to another. Thus, unfortunately, resources used for one Arabic country 
cannot be applied to another. Hence, DA analysis, targeted here, is complicated, requir-
ing a native speaker.  
 
This paper attempts to alleviate this matter by focusing on Arabic Sentiment Analysis 
and provide solutions to one of the challenges that faces Arabic SA by creating a Saudi 
dialectical data set extracted from Twitter. In addition, we evaluate applying the trans-
former network a Robustly Optimized BERT Pretraining (RoBERTa) [16] on the Ara-
bic data set and compare it to AraBERT [5] and hULMonA [10] as two transfer models 
designed for Arabic language. We chose RoBERTa because it was shown to outperform 
Bidirectional Encoder Representations (BERT) in sentiment classification tasks [16], 
although BERT is the best in many NLP tasks [16]. To the best of our knowledge, this 
is the first attempt of using RoBERTa for Arabic sentiment analysis. Moreover, this 
paper predicts customer satisfaction before and during Covid-19, in order understand 
how the pandemic and its traceable effects has influenced customers as well as telecoms 
companies. The main contributions of this paper have measured the impact of a pan-
demic (Covid-19) and quarantine on customer satisfaction toward telecom company 
services, compare customer satisfaction before and during the crisis and compare for 
the first-time different transfer network models RoBERTa, AraBERT, and hULMonA 
on Arabic Sentiment Analysis. 
2 Related Research 
a. Customer Satisfaction 
Customer satisfaction (CS) is defined as the outcome of using a service, resulting from 
the comparisons that the buyer makes with other similar providers in terms of the re-
wards and costs of the service [11]. Social media includes a variety of platforms that 
allow people to share and exchange information, producing an abundance of data. Lit-
erature [13], [23]  showed though that mining social media data is important for both 
marketers and customers, as —1) it provides a wealth of information about customers 
for the company [13], 2) it enables the extraction of information hidden in data that can 
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benefit businesses by exploring their customers’ views about particular products or ser-
vices, 3) it helps to develop a recommendation system for maintaining existing custom-
ers or gaining new ones, and 4) it is also useful for building confidence among custom-
ers and stakeholders[23]. However, only a few studies measure customer satisfaction, 
via social media mining and all these studies mined English tweets [18] . Mostafa [18] 
mined random tweets on Twitter to find the consumer's sentiments towards certain 
brands through sentiment analysis. The findings proved that there is a positive con-
sumer sentiment towards famous brands. Both studies used the sentiment analysis to 
measure the satisfaction. In addition, both studies measured the customer satisfaction 
in business field using English tweets.  
b. Using transformer language model with Sentiment 
Analysis 
Recently, pre-trained language models have achieved good results with different NLP 
target tasks, due to ability of these models to learn with few parameters [10]. Previous 
approaches depended on features [12]. The Universal Language Model Fine-tuning 
(ULMFiT) pre-trained language model [12], composed of three ASGD Weight-
Dropped Long Short-Term Model (AWD-LSTM) and an LSTM layer [17], is perfectly 
accurate on different NLP tasks. The newest language model is BERT [9]. It used a 
Transformer network [28]. BERT outperformed the other pre-trained language models, 
due to its ability to manipulate context from both directions. Another pre-trained lan-
guage model is RoBERTa [16], which is an enhanced version of the BERT model [9]. 
It trained on larger data, with longer series, and is the best model on the General Lan-
guage Understanding Evaluation (GLUE) benchmark [24], Stanford Question Answer-
ing Dataset (SQuAD) [20] and ReAding Comprehension from Examinations (RACE) 
[14]. 
c. Using transformers with Arabic Sentiment Analysis 
(ASA) 
The use of transfer language models is still new for ASA studies. there is a lack of 
studies has been published so far [2], [10], [5]. Al-Twairesh and  
Al-Negheimish [2] used the BERT model [9] on an Arabic tweets dataset. Their generic 
and sentiment-specific word-embedding model outperformed the BERT model. They 
explained that this was because the BERT model was trained on Wikipedia, which is 
written in MSA, whereas dialects are used on Twitter. in Addition, there is a first Arabic 
universal Language model hULMonA [10], it based on ULMFiT. The results showed 
that hULMonA achieved state-of-art in Arabic sentiment analysis. The most recent Ar-
abic universal Language model is AraBert [5]. 
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3 Data Processing          
a. Data Sets 
To build the data sets, we used Python to fetch Arabic tweets based on certain search 
keys. The hashtags used in the search were the ones that indicated different Saudi tele-
com companies: STC, Mobily and Zain. Then we grabbed the top hashtags mentioning 
these telecom companies, which were: #STC, #Mobily, #Zain, # ,االتصاالت_السعوديه
 .زين_السعودية# and #موبايلي
The aim was to monitor the telecom customers’ sentiments continuously. The raw 
data set comprised 3.5 million Arabic tweets. Then, we chose the sample of Saudi 
tweets randomly from the data set to construct our first corpus, AraCust1, Table1.  
 Our AraCust1 corpus is comprised of 20,000 Saudi tweets collected randomly from 
the data set, representing the customer satisfaction situation before Covid-19. The 
second corpus, which we called AraCust2, has been collected during Covid-19 from 
second of March until second of May, the period from registering the first case of 
Covid-19 in Saudi Arabia, Table 1. This corpus represents the customer satisfaction 
situation during Covid-19. Thus, we filtered tweets based on user location and time-
zone, to identify Saudi tweets. 
Table 1. Companies and the Total Number of Unique Tweets for AraCust1and AraCust2 
Company  Twitter Handle  # of Unique Tweets 
AraCust1 
AraCust2 
STC @STC_KSA, @STCcare 7,590 7000 




Total 20,000 17,004 
 
To clean the data set, we eliminate the non-Arabic tweets. Also, re-tweets were dis-
carded. We filter all the features that unnecessary and will decrease the classifiers ac-
curacy e.g., links, user mention, punctuation marks, and stop words. Then, applying 
pre-processing producers on the data set (tokenisation and normalisation). Normaliza-
tion such as removing Kishida and uniting the same letters with different shapes. The 
cleaning and pre-processing were done using Toolkit (NLTK) library in Python. Exam-
ples before & after pre-processing (AraCust1) are shown in Table 2. 
Table 2. Subset of the AraCust1 corpus before pre-processing 
Tweet in Arabic before 
pre-processing 
Label Company 
Tweet in English After pre-pro-
cessing 
  @So2019So @STCcare 
















b. Annotation for corpora 
We need to add a new aspect to the data set, which is the sentiment label. We used the 
binary labels (Positive, Negative) for both corpuses. Each label expresses the strongest 
emotion for each tweet, following previous recommendations [3]. This means that a 
given tweet might have other emotions associated, which we discard for the time being. 
The annotation process was done manually for the AraCust1 corpus by three annotators 
that have the experience with the annotation  process. Every annotator needs to assign 
one label per tweet for the whole data set.  
To identify the difficulty of the annotation task, the inter-annotator agreement (IAA) 
was used, to measure the trustworthiness of the annotation scheme. If there were more 
than two annotators, then Fleiss’ Kappa [8] is recommended to measure the reliability 
of the annotation process. Therefore, we applied it, obtaining a value of 0.50, based on 
the level of acceptance, which is considered moderate [15]. Kappa, k, can be defined 
as:    
𝑘 =  
𝑃− 𝑃𝑒
1− 𝑃𝑒
                                         (1)            
The factor 1-Pe computes the degree of agreement that is attainable above chance, 
and P-Pe represents the degree of agreement achieved above chance. If the annotators 
are in complete agreement, then k = 1. If there is no agreement, then k< 0. The Ara-
Cust2 corpus annotation done using AraSTw lexicon that created and evaluated by the 
authors. 
4 Model Construction 
a. Evaluation Metrics 
To evaluate the performances of the models, we used four metrics suitable for binary 
classification [7] : micro averages of (Precision (Pr), Recall (Rc), and F1), Accuracy 
(Ac). The micro average is suitable for binary-classes, especially if the classes are im-
balanced, because the micro-average totals the contribution of all classes to the average 
metric calculation [22]. It aggregates the precision and recall of the classes. 
b. RoBERTa Model Construction 
We used RoBERTa model, BERT based, using the parameters seed=42 to build on the 
random weight, the precision floating for GPU, the batch size =16 and 64 for the max-
imum sequence length.  After visualizing the number of tokens in most tweets, the 
maximum tokens per tweet is 30 tokens. Therefore, we padded all tokens up to this size. 
After that, the model converts the word to an integer. The model using discriminative 
fine-tuning and gradual unfreezing. The model freezes all the groups but the two last 
ones. It used the minimum numerical gradient: 1.00E-03 and minimum loss divided by 
10: 3.02E-04. To implement the sentiment analysis task, it used discriminative fine-
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tuning and gradual unfreezing. That means to predict the next token, based on the pre-
sent series of tokens in the sentiment corpus, with various learning rates, from 1e-02 to 
le-06. After that, the model unfreezes the output layer, after each epoch, layer by layer. 
It freezes all the groups except for the last two layers. 
c. AraBERT Model Construction 
It is BERT based model; it trained on different Arabic datasets. It used the BERT basic 
configuration [9]. Except, it added a special pretraining prior the experiment specific to 
Arabic Language. It used  “ال“ “Al” before the word, it is a prefix without meaning, by 
using a Fast and Accurate Arabic Segmenter (Farasa) [1] to segment the word.  
d. HULMonA Model Construction 
 
HULMonA is the first Universal Language Model (ULM) for Arabic language. It is 
based on ULMFiT [12]. It pretrained on Large Arabic corpus and fine-tuned to many 
tasks. It consists of three stages: 1.  training AWD-LSTM model [17] on Arabic Wik-
ipedia corpus, 2. finetuning the model on a destination corpus, 3. and for text classifi-
cation, they included  a classification layer on the model. 
5 Experiment Results, Discussion and Evaluation 
a. Model Results 
Comparing the results of using RoBERTa, AraBERT, and hULMona models using the 
micro average of different metrics, Table 3 shows that the results favour to the Ara-
BERT model with 94.0% accuracy.  
Table 3. Comparing between RoBERTa, AraBERT, and hULMonA Models 
b. Discussion  
To get the reasons behind the obtained results, we analysed the three models’ architec-
ture. AraBERT outperformed the two others models due to: 1. It trained on different 
Arabic data sets Modern Standard Arabic data sets and dialectical data sets. 2. It applied 
a special pretraining specific to Arabic Language. 3. It used Farasa [1] a pre-processing 
tool directed to the Arabic language; It outperformed the state-of-art MADAMIRA [2].  
Model Accuracy  F1 Recall Precision 
RoBERTa model    92.1  92.2 92.0 91.1 
AraBERT model 94.0 92.6 92.1 93.0 
hULMonA model 90.8 79.8 89.0      84.0 
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Although, hULMonA trained on different Arabic data sets, it performed worse than 
other models, because it based on ULMFiT [12] which is one directional model. Addi-
tionally, it lacks to appropriate pre-processing for Arabic text. 
Regarding RoBERTa which a BERT based model, it transfers each Arabic letter to 
Latin character and every Latin character face one integer number. That is the reason 
for decreasing the performance of the model. 
 
c. Predicting Customer Satisfaction 
We used AraBERT model which achieved the higher result to predict the customer 
satisfaction for the AraCust1 corpora based on the predefined companies STC, Mobily 
and Zain. First, we calculated the customer satisfaction as follows: 
 cust_sat = total_ratings /(2*num_customers)  
where: 
 num_customers = len(ratings)  
 total_ratings = sum(ratings) (the summation of all ratings) rating: binary rating. 
 
Then we divided the corpus based on the company. We calculated the average accuracy 
of predicted customer satisfaction using the model. Our result showed that the predicted 
customer satisfaction (using the model) for the three companies STC, Mobily and Zain 
before Covid-19, 33.27%, 29.88% and 333.24% were below 50%.   
d. Evaluate using the Sentiment Analysis Approach 
This study has used a sentiment analysis to design a new real-time model to measure 
customer satisfaction. To evaluate the sentiment analysis approach is effective to meas-
ure customer satisfaction, it has used a questionnaire to the same customers that we 
mined their tweets to evaluate the approach by comparing the predicted customer sat-
isfaction (using the AraBERT model) with actual customer satisfaction (using the sur-
vey). It can be seen in Table 4 that the predicted and actual customer satisfaction rates 
are approximate. That results denote to efficiency of using sentiment analysis approach 
to achieve the goal of predicting the customer satisfaction of telecom companies based 
on the Twitter analysis.  
These results should encourage the decision-makers to consider using Twitter analyses 
for measuring customer satisfaction and to include it as a new method for evaluating 
their marketing strategies. 
Table 4: Rate of predicted customer satisfaction vs actual customer satisfaction 
Company Predicted Customer Satisfaction Actual Customer Satisfaction 
STC 33.27% 20.1% 
 
Mobily 29.88% 22.89% 
 




7 Predicting Customer Satisfaction during Covid-19  
After proving the efficiency of using AraBERT model on the Arabic dialect text- spe-
cially- Saudi tweet corpus in term of applying sentiment analysis approach to predict 
the customer satisfaction; we used lexicon-approach to annotate the AraCust2. We used 
the generated AraSTw lexicon to annotate AraCust2 using binary sentiment (positive, 
negative). Secondly, we inspected AraCust2 manually, to check the tweets' sentiment; 
the positive tweets were more than the negative tweets. 
After that, we applied AraBERT to predict the customer satisfaction as it performed 
best with the AraCust1 corpus. The accuracy was 90% and Favg =88.8, as in Table 5. 
 
                     Table 5. Evaluation results on AraCust2 using AraBERT model. 
 
8 Comparing between customer satisfaction percentage 
before and during Covid-19 using the AraBERT model 
 
Because of the pandemic and its effects such as the quarantine, it enforced people to 
work from home and to connect with the outsider world depending on the technology. 
As a result, the telecom industry became an essential sector. Which constituted a burden 
on the telecom companies to offer a reliable and fast data and voice services. The 
Covid-19 pandemic made people to use the telecom services more than before. This 
resulted to increase the benefits of the Saudi telecom companies to 7% in the first quar-
ter of 2020 [4].  As we noticed there are several reports that studied the impact of Covid-
19 on the telecom sector from investment side [6], [19]. This is not the case in our study; 
it focused on the customers side toward the telecom services during Covid-19 by meas-
uring the customer satisfaction toward the telecom companies in Saudi Arabia. Our 
result showed that comparing the predicted customer satisfaction (using the AraBERT 
model) before and during Covid-19 (Table 6), the customer satisfaction percentage for 
the three companies STC, Mobily and Zain before Covid-19, 33.27%, 29.88% and 33.24 
%, were below 50%.  However, the customer satisfaction during Covid-19 and quaran-
tine was raised to 58.99%, 50.05% and 62.50% for STC, Mobily and Zain, respectively, 
Fig. 1. 
                                                                                                                                             
Label Precision Recall F1-score F avg Accuracy 
0 90.0 82.0 85.5 88.8 90.0 
1 89.0 95.0 92.0 
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This study proposes a new model based on Twitter mining to measure customer satis-
faction during Covid-19. To find out if Covid-19 has an impact on the telecom compa-
nies.  Interestingly, we found that customer satisfaction toward telecom companies en-
hanced during Covid-19, because of home quarantine and growing demand for Internet 
and voice services. Additionally, we used the RoBERTa model for the first time for 
Arabic sentiment analysis and compared it to AraBERT and hULMonA models for 
Arabic Sentiment Analysis. Datasets were collected before and during Covid-19. Sur-
prisingly, results showed that AraBERT outperformed RoBERTa, and hULMonA 
based on several measures. A reason behind the obtained results may be due to the 
RoBERTa didn’t train on Arabic dataset and hULMonA depending on forward layer 
rather than bidirectional layers. Still, initial results for hULMonA are promising, and 
further experimentations are planned to use.  
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Company Customer’s Satisfaction Before 
Covid-19  
Customer’s Satisfaction During 
Covid-19 
STC 33.27% 58.99% 
Mobily 29.88% 50.05% 







Customer’s Satisfaction Before Covid-19 
Customer’s Satisfaction After Covid-19
Fig. 1. Comparing between Customer satisfaction before and during Covid-19 
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