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Abstract 
We investigate random walks (S,),c~0 on the nonnegative integers arising from isotropic random walks on distance 
transitive graphs. The laws of those isotropic random walks converge in distribution to the normal distribution and the 
transition probabilities of the S~ are closely related with a sequence of Bernstein-Szeg6 polynomials. We give an explicit 
representation for these polynomials as a sum of Chebychev polynomials of the second kind and using this representation 
we prove an upper bound for the rate of convergence of the laws of the S,,. (~) 1998 Elsevier Science B.V. All rights 
reserved. 
Keywords: Random walks; Orthogonal polynomials; Limit theorems 
1. In t roduct ion  
The central limit theorem for sums of  E-valued independent and identically distributed random 
variables and the theorem of  Berry-Ess6en are well known from probability theory. In 1990 Voit [9] 
proved analogous results in a very general setting for random walks (Sn)ne~,, on No whose transition 
probabilities are closely connected with certain sequences of  orthogonal polynomials. Using the 
methods from [9] we investigate the rate of  convergence in the central limit theorem for the S,, 
for the special case where these random variables arise from isotropic random walks on an infinite 
distance transitive graph which is a generalization of  homogeneous trees. Closely related with the 
structure of  infinite distance transitive graphs is a sequence (P , ) ,~o  of  orthogonal polynomials which 
turn out to be Bernstein-Szeg6 polynomials. We give an explicit representation of the P, as a sum 
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of Chebychev polynomials of the second kind that enables us to improve the rate of 
convergence presented in [9]. Furthermore we compare the rate in this paper with the classi- 
cal rate from the theorem of Berry-Essren. The paper is organized as follows: Since this 
paper is based on the setting in [9] we give a short overview of it in Section 2. Section 3 
deals with random walks on infinite distance transitive graphs which are the motivating exam- 
ple for how the theorems are stated. Section 4 introduces some notation which is necessary to 
state the main results in Section 5. Section 6 presents the proofs for the results in 
Section 5. 
2. Random walks associated with a sequence of orthogonal polynomials 
Let (a , ) ,~ ,  (b,),c~ and (c,),,c~ be sequences of real numbers satisfying an, c ,>0,  b, ~>0 and 
a, + bn + c, = l. Furthermore, we assume that ~ := l im,~ a,,, fl := limn_~ b,, and 7 := lim,,_~ Cn 
exist and that 
(i) 0<7<~<1 and 
(ii) ~,~-i n. max(0, b,, - b,,+l ) < cx~. 
Condition (i) is essential for this paper since for ~ = 7 the asymptotic behaviour of the laws of the 
S,, is of a very different kind (see, e.g., [4, 10]). Condition (ii) is a technical one that is necessary 
to obtain the results in [9]. Both conditions are stated for completeness and will implicitly be used 
in this paper when applying [9]. 
Using Favard's theorem (see, e.g., [2]) we can define a sequence of orthogonal polynomials by 
Po-- l ,  P l (x )=2v~'X+f l ,  PI "P,,=a.Pn+j +b.Pn+cnP.-l. (1) 
Since the (P,),,~o form a basis of the complex vector space of polynomials in one complex 
variable, the linearization coefficients of the product Pm" Pn = x-'m+" ~k--Im--,I g...... kPk are uniquely deter- 
mined and we can define a convolution of point measures 6m and ~,, on N0 for all m,n E ~o by 
setting 
m+n 
6.,.6,.:= ~[~ g .... kfk. (2) 
k-lm-,,I 
We point out that the range of the summation index in (2) is due to the orthogonality of the P,,. 
Moreover; if we assume that all the linearization coefficients gm, n.k are nonnegative then we can 
extend the convolution • of point measures uniquely to a norm continuous convolution on Mt,(No), 
the space of all bounded measures on No. With this convolution No can be given the structure of 
a polynomial hypergroup. For details see [6, 7, 11]. If in the following a convolution on Mb(N0) 
occurs it will always be assumed to arise in the described way and will be denoted as *e to specify 
the defining sequence of orthogonal polynomials. 
In the following let (S,),c~,, be a N0-valued Markov chain defined on a probability space (f2, ~', P). 
Using the above convolution we introduce: 
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Definition 2.1. A Markov chain (S . ) .~  o is called homogeneous with respect o the convolution ,v 
if there exists a sequence (v.).c~ of probability measures on ~0 with 
P(s,,+, =,-I s. =k)=v.+, ,p 6k({r}) (3) 
for all n, r, k E No. The v, are called transition measures. If all v, are equal to a probability measure 
v then (S,),~,, is called stationary. 
Since the results of this paper do not depend on the law of So (see [9]) we may assume without 
loss of generality that So = 0. An easy induction on n yields the following important consequence 
of the definition: 
Proposition 2.2. For all n E ~ the law of  S. is given by vl *p v2 *p ... *e vn. 
Finally we remark that the normalization P0 - 1 is a necessary condition for a family of orthogonal 
polynomials to define a polynomial hypergroup. The choice of PI is due to Voit (see, e.g., [9] 
or [10]). 
3. Distance transitive graphs and the associated random walks on ~0 
Let F denote an undirected, connected graph with countably infinite vertex set V. Furthermore 
we assume that F is locally finite, i.e. that every vertex has only a finite number of neighbours. Let 
d denote the usual graphtheoretic distance. With this notation we can define as follows: 
Definition 3.1. Let F be as above with automorphism group A. F is called distance transitive if for 
all u, v, w, y E V with d(u, v) = d(w, y) there exists g C A such that g(u) = w and g(v) = y. 
MacPerson (see [8]) showed that such graphs must have a very simple geometry: 
Theorem 3.2 (MacPherson). Every infinite locally finite distance transitive graph is a standard 
graph F,,,h with a, bC NI\{1}. 
A standard graph F,,b is a graph where exactly a copies of a complete graph with b vertices are 
tacked to every vertex of F. An example for a = 2 and b = 3 is given in Fig. 1. 
Now consider a probability space (~2, d , I  z) and a simple random walk (Tn)nc~o on F starting 
at a fixed vertex v0 E V, which is also a Markov chain. The property to be a simple random walk 
means the following: 
(1) P(T0 =v0)= 1. 
(2) DZ(T, ,+I=uIT,=v)=P(T,+I=g(u) IT ,=g(v)) ,  (u, vCV, nero ,  gcA) ,  
(3) P(d(T, ,+l ,Tn)>l)=O for all nE ~0. 
Because of (2) such a random walk is called isotropic. By setting S, :=d(T,,,Vo) we obtain a 
~0-valued random walk, that is again a Markov chain. Since properties (2) and (3) imply that in 
one step the random walk T, can only move to its neighbours with equal probability it can easily 
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Viv v 
Fig. 1. a=3, b=3. 
be seen using the above characterization f MacPherson of infinite distance transitive graphs that 
the transition probabilities of the S. are given as follows: 
a- I  
b -2  
a(-~-li, 
P(S.+, = r I S~ = k) = ' 
a(b-1)  ~ 
1, 
0, 
r=k+l ,k#O,  
r=k, k#O, 
r=k-  1, k ¢O, 
r= l ,  k=O, 
Ir-kl>l, 
for all n,k, r E N0. We note that property (2) ensures that the above transition probabilities do not 
depend on Vo. Using these probabilities we define a sequence (Cn)nC~0 of orthogonal polynomials as 
follows: 
Ct(x)~ a -1  b -2  
~bb~S-l'X+a(b - 1)' Co-l, 
a - 1 b - 2 1 
q.C .= C.+1 Cn+ 
a a(b-  1) a(b-  1) - - ~ - 1 .  
Computing the orthogonality measure of these polynomials it turns out that they are Bemstein-Szeg6 
polynomials. It is given by the following formula (see, e.g., [1, (4.28)-(4.30)]): 
I 
_ Cm(x)C,(x)w(x)dx=O (re#n, a>~b>~2), 
1 
1 
f Cm(x)C,(x)w(x)dx + l(a,b). Cm(xl)Cn(Xl)=O (re#n, b>~a>~2), 
1 
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where 
1 X /1  - x 2 b - a 
w(x)=2rc(x l _x ) (x2_x) ,  l (a ,b) -  ab ' 
2 -a -b  ab-a -b+ 2 
xl = 2x/(a - 1)(b - 1 )' x2 = 2x/(a - 1)(b - 1 )" 
Following [9] we will call the C~ generalized Cartier polynomials. Since all the linearization coef- 
ficients in the product CmC, = X--'m+" 9 .... kCk are nonnegative (see [9]) the Cartier polynomials A--,k=lm--nl 
define a convolution structure on Mb(~0) as described in Section 2. Therefore the transition proba- 
bilities of a random walk arising from a simple isotropic random walk on infinite distance transitive 
graphs are given for all n,k, rE No by P(S,+I =r lS ,=k)=61 *c6~({r}) for all n,k, rE ~o. Hence 
(S,)n~o is a stationary random walk on ~0 according to Definition 2.1. We generalize this situation 
replacing the transition measure 6~ by an arbitrary probability measure v. In the context of isotropic 
random walks on F this amounts to dropping condition (3). Finally we note that except for the 
trivial case a = b---2 all assumptions of Section 2 are satisfied. 
4. Technical notes 
In order to state the main results of this paper we have to introduce some notation. If f is an 
arbitrary C-valued function on [~0 and if v is an arbitrary probability measure let v(f)  denote the 
integral f~0 f(k)v(dk) whenever this integral exists. Using the notation of Section 2 we define: 
xo := 2 v~ > 1, 0o := ln( ) > 0. 
x0 and 0o are related by the formula xo = cos(i0o). From (1) in Section 2 we obtain by an easy 
induction argument hat P,(xo) = 1 for all n E No. Next we present a sequence of functions which 
will be essential for our proof for the rate of convergence. 
Definition 4.1. For all n C No we define a function mn on No by 
m,,(k) :: in ( d )" P (cos(O)) 
d'0 0 = io0 
Those functions are called moment functions of nth order. 
The following proposition lists some important properties of the moment functions mt and m2. 
The proof is given in [9]: 
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Proposition 4.2. (i) m~ and m2 are non-negative. 
(ii) (ml(k))2 <m2(k) for all kEN and ml(O)=m2(O)=O. 
(iii) I f  vl and v2 are probability measures then 
V1 *p v2(ml ) = vl(m, ) + v2(m, ), 
YI #:P v2(m2) = vl(m2) q- v2(m2) -1- 2vl(ml )v2(ml ). 
For the generalized Cartier polynomials the moment function m~ can be computed explicitly (see 
[9]). For all n E No we have 
b(a -  1) ( 1 ) 
ml(n)=n-a(~-~-_-aZb)  1 -  (a -1 ) " (b -1 ) "  " 
If Y is any No-valued random variable and F(ml(Y))<e~ and F(m2(Y))<cx~ we can define 
(4) 
IE.p(Y) := ~-(ml(Y)), V.~(Y) := IF(m2(Y)) - -  [F .p (Y )  2 
to be the modified expectation and the modified variance, respectively. As a consequence of 
Proposition 4.2(ii) we have V,~(Y)>~0 and V,r,(Y)>0 if the law of Y is not equal to 6o. Now 
let (S,)nE~0 be a stationary Markov chain with respect o ,p with transition measure v. If we assume 
v(ml) and v(m2) to exist we have F,~(S,)=n E,~(SI ) and V,p(S,)=n V,p(S1 ). This is an immediate 
consequence of Proposition 4.2(iii) and Proposition 2.2. 
5. The main results 
Let (S,)nE~0 again be a stationary Markov chain with transition measure v¢ 60. Furthermore we 
assume that v(ml ) < cx~ and v(m2) < oo. 
Analogous to sums of independent identically distributed N-valued random variables we define a 
random variable Sn for all n E No by Sn :=(ml (S , ) -  n E,p(Si))/x/n V,p(S1) S, as in the previous 
section. Since V,~(S~ )>0 due to v ¢ 60 division by v/~,,,(Sl ) is allowed. Voit [9] showed that the 
sequence of the S, converges in distribution to the standardized normal distribution JV(0, 1) and 
that an analogue of the theorem of Berry-Ess6en holds. The theorem below improves the results 
of [9] for the special case of generalized Cartier polynomials. The next proposition assures that the 
assumptions of Theorem 5.2 make sense, i.e. that there are examples where the assumptions are 
satisfied. 
Proposition 5.1. For the Cartier polynomials we have the following representation as a sum of 
Chebychev polynomials of the second kind for all n E N and all 0 E C\{O}: 
1 
h-2 sin(n0) - - -  sin((n + 1)0)+ l(a ~)(b 1)],~ 1 
C,(cos 0) = (a - 1 ) a - 
a[(a - 1 )(b - 1 )],.,2 sin(0) 
sin((n - 1 )0) 
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As a consequence we have 
sup ]Cn(cos(iOo - x)) - ei~'<")-~ I = O(x 2) 
nE~0 
for x E ~ with Ixl 0. 
Essential for the proof of the theorem below is to have a botmd for the above supremum. So it 
is natural to ask how fast the S, converge to JV(0, 1) in the setting of Section 2 provided that we 
know how sup,6~ ° [P~(cos(iO0-x))- eim~n)x I behaves. An answer is given in the following theorem: 
Theorem 5.2. Let (P.),,~o be a sequence o f  orthogonal polynomials as in Section 2. Furthermore 
let (S.).c~,, denote a stationary Markov chain on No with transition measure v satisfying v¢  6o 
and ~,~N,, k3v({k})<~.  Set # := E.p(Sl) and a 2 := V.p(St ) and let F. and G be the distribution 
functions o f  ( rn l ( S,, ) - np )/ x/ n a 2 and JV'(0, 1 ), respectively. I f  we assume that sup.e~,, IP~(cos(i00 - 
x)) - e im'<"~ ] = O(x ~) (r >>. O) the following holds: 
I IF . -  GII  = 
I f  the convolution .p arises f rom Cartier polynomials we have ItF,, - Gllo~ : O(n-} ). 
Remark. The crucial point in the proof of Theorem 5.2 is the existence of an upper bound for 
supnc~,, [P,(cos(i00 -x ) ) -  eim'~")x I. The only way known to the author to obtain such a bound is 
using taylor expansion of Pn(cos(i00- x ) ) -  e im'<"~ as is done in the proof of Proposition 5.1. 
In this case we can almost reach the classical rate O(n -1/2) provided we have a polynomial bound 
of sufficient high order. 
6. Proof of the main results 
Proof of Proposition 5.1. From the recurrence formula for the generalized Cartier polynomials we 
have 
C, (x )C.(x ) = ! ( ll xc.(x ) b-2  + a(b -  1 ~  C'(x) 
and hence 
2~ a~la-1 a - l c ,+t (x  ) 1 )C,, -V O_ xC.(x)= +- -  1. (5) a a a (b -  1 
With 
r :=  1' 
b -2  a -1  1 k . - - -  an:= and c . . - - -  
a(b - 1)' a a(b - 1) 
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one can define a sequence Q. of polynomials with Q0(x):~-1 and Q,, :=r - "a la2 . .  "an - lC .  for all 
n E ~. Using (5) we obtain 
c1 
2xQl (x )  = Q2(x) + -~Qo(x) ,  
2xQ. (x )=Q.+j (x )  + Q._ l (x ) ,  n>~2. 
From [1, (4.28)-(4.30)] we deduce for all 0 E C\{0}: 
sin((n + 1)0) + ~ sin(n0) - "2-c' sin((n - 1)0) 
r r 2 Q.(cos 0) = 
sin(0) 
Going back to the Cn this equation yields the desired representation. 
To obtain the second claim we write 
b (a -  1) (1 -  1 ) 
B,, := a (ab- -a  - b) (a - 1)~(b - 1)" " 
Using the explicit form of ml given in Section 4 this yields 
e -im'~n)x = cos(nx) cos(B.x) + sin(nx) sin(B, ,x)  - i[sin(nx) cos(B.x) - cos(nx) sin(a~x)]. 
Since for small x we have s in(x)=x + O(x 2) and cos(x)= 1 + O(x  2) and since B~ is bounded a 
longer but straightforward computation shows for small x: 
e -iml(n)x ~-anx sin(nx) + cos(nx) + O(x 2) - i [sin(nx) - B.x  cos(nx) + O(x 2)], 
Cn(cos(i00 + x)) = A.x  sin(nx) + cos(nx) + O(x 2) + i [B~x cos(nx) - sin(nx) + O(x 2)] 
with 
b(a-l__)_ ( l+  1 ) 
A,,= a (~- -a  b) (a -  1 ) " (b -  1)" " 
Hence we have 
Re[C.(cos(i00 + x)) - e im,O,)x] =x(A , ,  -- Bn)s in (nx)  + O(x 2) 
with 
2b( a - 1) 1 
A .  - B .  = 
a(ab - a - b)  (a - 1)"(b - 1)~" 
Therefore using [sin(x)] ~< [x I for all x E ~ we obtain 
2b( a - 1) n x2 
]Re[C~(cos(i00 + x)) - e ~m,(.)~]] ~< a(ab - a - b)  (a - 1 )"(b - 1)~ + O(x2 )' 
where the rest O(x ~) does not depend on n. Since ~ >7 > 0 either a or b has to be greater than 2. 
Therefore (a - 1 )(b - 1 ) > 1 and 
lim 2b( a - 1) n =0.  
.~ .  a(ab - a - b)  (a - 1)" (b  - 1 )" 
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Hence 
IRe[Cn(cos(i00 + x)) - e-im'('~]l = O(x 2). 
An analogous argument for the imaginary part of C~(cos(i00 - x)) - e im'~'~ shows 
IIm[C,,(cos(i00 + x)) - e-im'(")~]l = O(x2), 
where the rest O(x 2) does not depend on n. [] 
For the proof of the main theorem we need the following two lemmata. 
Lemma 6.1. Let (P,),S~o be a sequence of  orthogonal polynomials as in Section 2. Then 
IPk(cos(iOo - ,t))l ~< 1 for all 2 E R and for a probability measure v on ~o the function g : IR ~ C, 
2~ ~LoP~(cos(iOo- 2))v({k}) is well defined. I f  we assume that ~=ok'v({k})<cxz  for some 
n E ~, then g is n-times differentiable and g(')(2)- -~:o(d/dA) 'Pk(cos( iOo- 2))v({k}) holds. 
Furthermore, if (S,),C~o is a stationary Markov chain then 
Y-(Ps,,(cos(iOo - 2)))= ~-(Ps,(Cos(iOo - 2)))" 
for all 2 E ~. 
The proof is given in [9]. 
Lemma 6.2. Let r~ l  be a real number and let (P,,),,~o be a sequence of  polynomials as in 
Section 2 satisfying 
sup IPk(cos(iOo -- x)) - eim'l~)x[ ---- O(x r) 
kc  ['q 0 
for [x]--~ O. For a>0 define for all tE•." 
I-,,,~s,,, Ps,(Cos(iOo t ) ]  
I f  (Kn),,c~ is any sequence of  real numbers with K, --~ ~ for n ~ oc then for all d > 0 there exists 
a C>O such that for all n E N and all t E N satisfying It[ ~dg,, the followin 9 holds: 
h.(t)<Clt l  K~ ' 
nr /2  • 
Especially for the Bernstein-Cartier polynomials we have h,,(t)<~Cltln -z/3 for It I <.dn 13. 
Proof. Using the assumption supkc~ ° IPk(cos(iO0- x ) ) -  eim~¢h)x I =O(x r) there exists a Ct >0 such 
that 
F' m,(S.)  (COS (iO0 o '~) )  ] h,,(t) <<. F_ t e~t ~ - Pso t 
~< sup [Pk(cos(iO0 - x)) - ei"~¢k)x I <~Ci Itlr 
n r /2 ' kc~.  
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Since [t[ <<.dK,, the above inequality becomes 
F- - |  r h,(t)<<C, l t l~  <~C,d r-'K" 1 
/,/r..'2 " 
Setting C:=C~d r-~ proves the lemma. Applying Proposition 5.1 yields the assertion for the 
Bemste in~art ier  polynomials with r = 2 and K,, = n ~/3. [] 
Proof of Theorem 5.2. For all t E R set (p,(t) := E(e it(m'(s''~-~')/~) and ¢( t ) :=e  ,:/2. Applying 
Lemma 6.1 g(x) := E[Ps,(Cos(i~90--x))]e i~ (x E I~) is three times differentiable and we get g(x)= 1 - 
I 2 .2  50" a + O(x3). For sufficiently small KI >0 and Ixl ~<KI we have 
Ig(x)l~ 1 - ~ 2 2 1 2 2 5o" x + IO(x3)l ~1 - ~rr x .  
0-2 ~ 2 
Together with 1 -  ~ 2.2 o-x ~<e-T x" for ]xl<.K~ it follows that ]g(x)]-<<e-4X- for Ix] ~<KI. From this 
last inequality and the mean value theorem for differentiation in Banach spaces (see [5, Satz 175.3]) 
we infer for nE N and t<~Klav~:  
\ ~ j - e  -v t "  ~<n ~ -e  -~ ' :  max g +,e  -~t ) )  
~<n -e  ~':  ,, . 
~r 2 2 
Using Ig(t/~v~) - e ~'  = O(t3/n 3/2) the above inequality implies 
e -~ <~K21t~e """-" ' i,13 - ~ ~-~<K2- -e  (6) 
for a suitable K2 >0.  Since [E[Ps.(cos(iOo-x))] = E[Ps,(cos(iO0-x))]" (see Lemma 6.1 ) for all n E N 
and tdK~ax/-n the following is valid using (6): 
I~ . ( t )  - ¢ ( t ) [  ~< 
1/ it(ml(S.)-np)'~ 
+ [,,,,, 
[Ps,,(cos(iOo aS) ) ]  e i~  
t e'g-~ - e #-.'2 
O" 
f t "~" e @': Itl3e 4x'~ 
= h , ( t )+ . 
By [3, p. 538] there exists a constant K3>0 such that for all K>0:  
f_ " ~o,(t)  - ¢ ( t )  1 sup [F,(x) - G(x)l ~<K3 dt + 
(7) 
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Setting K:=K. with K.---,oo for n---~oo and K.<~KI6x/~ one obtains from Lemma 6.2, Eq. (7) 
and the last inequality: 
suPlF"(x)--G(x)l<<'K4(/~'~c~ K,, h.(t),t, 
(K2 ' 
t 2 62 , x 
,, e_TX ~ 1 d +E ) 
dt+ ~,, + K,, ~ e-~~- dt 
=1£5 2 '~ + -~, + --~ tee- ZX- dt 
for suitably chosen constants K4, /£5 > 0. Together with 
2 fx,, ~ ~ ~2 fo~ t2e- TX- F(3/2)83/2 v~ t2e-%~" dt<~ v,  `  
it follows from the above inequality: 
sup IF.(x) - G(x)] ~<X6 ~ + ~ + (8) 
x6~ 
for some K6>0. To make the right hand side tend to 0 as fast as possible it is easy to see 
that one has to choose K,, such that r r/2 K'/n =O(1/K.) .  This is true if K.=O(nr"12"+2)). Because 
of r/(2r + 2)~< 1/2 it is true that K.<<.Kl~rx/~ if we set K,, :=Klan ''(2~+2). Together with (8) this 
shows SUPx~ IFn(x)-O(x)l---O(n--r"(2r+2)). Using Proposition 5.1 we obtain the result for the Cartier 
polynomials with r = 2. [] 
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