Introduction
Information Extraction (IE) is the task of extracting structured information from unstructured text. Extracting relations between entities is still a significantly harder task than recognizing entities, and current state-of-the-art systems achieve inferior results. Consider the following examples of a Live_In relation from the corpus introduced by (Roth and Yih, 2004) . Identifying the right directionality is key to the task of relation extraction. While few recent work on relation extraction has modeled the directionality of relations (Roth and Yih, 2004; Giuliano et al., 2007; Kate and Mooney, 2010; Zhang et al., 2008) , these studies have only reported averaged results. A key contribution of this paper is an in-depth study of relation directionality, showing how various factors might contribute to the accuracy of results for each relation direction.
In this paper, we explore a novel approach of creating substring sequences from corpora annotated with entities for relation extraction. We use intra-sentential information between the entities to create string sequences, which we call entity sequences. In our approach, we assume that entity boundaries are known, but the types of entities are unknown. We treat the relation extraction problem as a supervised learning (classification) problem. A modified string kernel is applied over entity sequences. This kernel in turn is augmented with SVM to find the decision hyperplane that can separate one relation from the other. We show that semantic and syntactic features (WordNet hypernyms and dependency relations) help the classifier to achieve better results. We also present a preliminary set of experiments using a shortest path dependency kernel similar to the one introduced by Bunescu and Mooney (2005b) , which improves our results for three out of the five relations under study. We use the dataset created by Roth and Yih (2004) 1 for two main reasons: 1) it represents a challenging dataset for our task since there are often more than two entities in a sentence, unlike SemEval 2010 dataset 2 and 2) it has been widely used in recent relation extraction research Yih, 2004, 2007; Giuliano et al., 2007; Kate and Mooney, 2010) allowing us to compare our results with prior work. This dataset is referred to as the RY dataset.
In Section 2 we describe the method of creating entity sequences for the relation extraction task. Section 3 formally presents our proposed kernel. We discuss the kernel performance in Section 4 including detailed experiments of relation directionality and comparison with state-of-the-art methods. In Section 5 we briefly review related work.
Entity Sequence Generation
Given a sentence S that contains a set of entities e 1 , . . . e n a relation R i j exists between a pair of entities e i and e j , where e i is the first entity and e j is the second entity. (second entity) . In this paper, we introduce the concept of the entity sequence and describe how it represents entities and relations in a sentence. An entity sequence depends upon the position and occurrence of entities in a sentences. We introduce three terms to represent the word sequences related to a relation: 1) pre-entity (the word sequence before the first entity of a relation), 2) intra-entities (the word sequence between the two entities) and 3) post-entity (the word sequence after the second entity). Thus, an entity sequence (ES) is defined as:
The pre/post entity word sequences have a maximum length of four words. Each entity sequence can contain a maximum of one relation between candidate entities entity1 and entity2. If an entity sequence contains a relation, then the sequence is considered as a positive example for the given relation. Otherwise, it is a negative example. A single entity can take part in multiple relations. For example, in Figure 1 , [Oswald] Pers is part of two Kill relations. In contrast, an entity in a given sentence might not take part in any relation (e.g., [Warren Commission] Or g ). From a given sentence S, it is trivial to create the set of entity sequences by permuting the position of the entities (e.g., Figure 1 ). However, this has an unwanted consequence of producing an extremely large number of negative entity sequences. Thus, to balance the distribution of the positive and the negative examples in the training set, we selected only those negative entity sequences where at least one of the two entities is a gold standard entity. In Figure 1 , we have a total of six entity sequences generated from the candidate sentence. 
Entity Sequence Kernel and SVM
Once we generate entity sequences from the given sentences, the next task is to adopt the proper machine learning algorithm for the relation extraction task. Every relation is split into two sub relations (e 1 → e 2 and e 2 → e 1 ) depending upon the order of the candidate entities. All negative examples are categorized together in a single category. We utilize a modified version of the gap weighted sequence kernel (Lodhi et al., 2002 ) for the relation extraction task. Our data set (entity sequences) is nothing but a carefully selected sequences of words, where the order of the words is of prime importance. A conventional BoW feature vector representation (e.g., binary value features) is unaware of the word order and hence it will be difficult for a traditional classifier (e.g., a standard vector kernel) to classify entity sequences. Instead, gap weighted sequence kernels (Lodhi et al., 2002) are a perfect fit to handle instances where the order of the word sequences is essential. Thus, this kernel is a natural choice for our classification task.
Given two entity sequences s and t, an Entity Sequence Kernel K es counts the number of subsequences of length n common to both s and t. Formally, let F i be the feature space over the words in an ES. Similarly, we consider other disjoint feature spaces F j , F k , ..., F l (e.g., stem, POS tags, chunk tags) (Bunescu and Mooney, 2005a) where the set of all possible feature vectors
For any two feature vectors x, y ∈ F × let sim(x, y) computes the number of similar (i.e., common) features between x and y. Given two entity sequences s and t over the finite set F × , let |s| denote the length of s = s 1 ...s |s| . Let i = (i 1 , ..., i |i| ) be a sequence of |i| indices in s where the length l(i) is i |i| − i 1 + 1. Similarly, j is a sequence of | j| indices in t.
The kernel function K es (s, t, λ) that calculates the number of weighted sparse subsequences of length n (say, n=2:bigram) common to both s and t, is defined as:
The recursive computation can be computed in O(kn|s||t|) time. The gap between the words is penalized with a suitable decay factor λ (0 < λ < 1). This decay factor in turn compensates for matches between lengthy word sequences. The design of the kernel K es is created by the pre, int ra, and post patterns, which have already been found useful in previous work of relation extraction (Giuliano et al., 2007; Bunescu and Mooney, 2005a) . We define two separate kernels to effectively use the candidate entities and the word sequence before and after them. The relation kernel K rel measures the similarity between s and t by adding up the evidences of various sub kernels over the word sequences (pre, post and int ra):
where K prei consists of pre-entity and intra-entity substrings, K int consists of intra-entity substring, and K ipost consists of intra-entity and post-entity substrings. The entity kernel, K ent measures the similarity between the candidate entities (K ent = K e 1 + K e 2 ) where K e 1 is the kernel for the first entity, and K e 2 is the kernel for the second entity. The final entity sequence kernel is
Several features are used in computing sim(s, t) such as original word, stem, POS, chunk information, dependency and WordNet hypernym features. Various preprocessing steps (sentence detection, POS tagging, chunking) are performed using the JTextPro 3 package. Rita.WordNet 4 is used as the WordNet library to compute the similar hypernyms between words. Stanford Dependency Parser 5 is utilized to extract the dependency features. Often the entity sequences are just sequences of words which are non-grammatical as an utterance. Consequently, a parser will behave unexpectedly while parsing these sequences. Thus, we ran the Stanford Parser over the original sentences instead of the entity sequences. The grammatical relation with the governing token is used as a feature for the words. All the experiments are conducted using the LibSVM (Chang and Lin, 2001 ) package customized to augment the entity sequence kernel. The decay factor λ was set to 0.5 empirically. To reduce the data imbalance problem the cost factor W i was set to be the ratio between the number of negative and positive examples.
We have also performed an initial set of experiments using the shortest path dependency Table 3 , we notice that for three out of the five relations, K es_sp kernel outperforms the original K es kernel. (Table 1 ). This imbalance in number explains the general trend to express a Kill relation in text. The entity order e 1 → e 2 (Oswald killed Kennedy) is more common than e 2 → e 1 (Kennedy was killed by Oswald).
Results and Discussion
In addition, a larger number of negative examples are created for e 1 → e 2 relations than for the e 2 → e 1 relations. For Kill relation there are around 650 negative examples for the direction e 1 → e 2 , i.e., 70% of all the negative sequences. These negative examples are similar in syntactic structure to the positive examples, which leads the classifier to misclassify the negative examples as e 1 → e 2 . This explains the low precision. In addition, from the perspective of a sequence kernel, it considers all possible subsequences for matching, implementing a partial (fuzzy) matching. Table 2 for e 1 → e 2 represents the effect of disjoint feature scopes of every features (POS, Chunk, Dep, WordNet). Each features adds up and expands the feature scope of the sequence kernels by allowing fuzzy matching, which in turn improve the recall. For the e 2 → e 1 direction, the number of negative examples is small and thus there are fewer false Even if we add POS, Chunk, Dep features besides the word features, it will not help the classifier to improve the recall as there is not much useful information available. A single letter token like a is like a stop-word and does not help in classification. Thus, the recall does not change for these cases. Second, we notice that the dependency feature is not contributing much to these two relations. Stanford Parser does not recognize punctuation as relation markers. To test our hypothesis we observe that for these two relations (containing shorter sequences) the original gap sequence word kernel performs close to the baseline kernel (around 58% F1 for Located_In and around 62.1% for OrgBased_In). However, for OrgBased_In we achieve a very high precision at the same time. WordNet hypernym help to match non-obvious terms like (Federation and Nation), (Citizen and National). In the case of e 2 → e 1 for Located_In, entities are mostly linked via the "possession" type of dependency relation. However, a lot of negative examples are linked like that; so by adding the dependency feature for e 2 → e 1 , we observe that the precision slightly decreases.
In order to compare the results with state of the art systems (Kate and Mooney, 2010; Roth and Yih, 2007; Giuliano et al., 2007) , Table 3 shows the average scores of the relation directions (however our folds of the 5-fold cross validation are not the same as their folds which were not available). For Entity Sequence Kernels we present the results of BL+WN and BL+WN+Dep.
For Roth and Yih (2007) , we report the results they obtain using their most sophisticated model which they call "E ↔ R" (RY07 in Table 3 ). For Kate and Mooney (2010) we show both the results of their card-pyramid method that performs joint modeling of entities and relations, and their pipeline approach (KM10 in Table 3 ). For (Giuliano et al., 2007 ) (G10 in Table 3 ) we use the results of their M C |K * S L model which is the closest to ours (it uses entity boundaries but no entity types during training). Our method performs the best for three out of the five relations (OrgBased_In, Work_For, Located_In) . For the other two relations our average F1 is very close to the best results, being 3rd for Kill, 2nd for Live_In.
Related Work
Recently there has been a lot of research on relation extraction using kernel methods. In this section we review mainly two lines of work closely related to ours.
In Section 4 we have introduced several state-of-the-art approaches to relation extraction which have used the RY corpus. Roth and Yih (2007) have adopted an integer linear programming framework for joint extraction of entity and relations. Kate and Mooney (2010) have implemented a card-pyramid parsing technique where each candidate sentence is represented as a binary directed graph. The entities are placed on the leaf nodes and relations are on the higher levels in the graph. Giuliano et al. (2007) et al. have studied the relation extraction problem using a pipeline architecture, similar in nature to our approach but using linear kernel with only basic features. They ran an independent NER to recognize the entities in the sentences and used these new recognized entities as possible entity mentions for the relation extraction. However, we have not conducted any NER experiments to recognize entities and thus have used the available correct boundaries of entities in our research. Both Kate and Mooney (2010) and Giuliano et al. (2007) have mentioned the directionality issue of the relations but they only presented the micro-average F1 scores.
In terms of methodology, the closest approaches to ours are the ones using sequence kernels for relation extraction. Inspired by the string kernel of Lodhi et al. (2002) , Bunescu and Mooney (2005a) created subsequence patterns between entities to extract top-level relations from the ACE dataset. In our work we use entity sequence kernes, and only consider the entity boundaries as given, and not entity types as in (Bunescu and Mooney, 2005a) . Bunescu and Mooney (2005b) present a shortest path (between the entities) dependency tree kernel and evaluate it on the ACE 2002 dataset. However, as pointed out by (Giuliano et al., 2007) due to the varied datasets (e.g. ACE, SemEval) employed for these research it is a hard task to compare one against another. The generic trend is usually similar -sequence kernels have more flexibility and thus gap sequence kernels find similar subsequences and often results in a higher recall (Wang, 2008) .
Conclusion
We have presented an approach for relation extraction using semantic and syntactic features augmented with an entity sequence kernel. To the best of our knowledge, this paper presents the first in depth study of how the order of the candidate entities influences relation directionality and how various factors might contribute to the accuracy of results for each relation direction. Our proposed entity sequence kernel outperforms state-of-the-art methods for three out of the five relations under study. We plan to further explore the shortest path dependency kernel with different kernel combination schemes in future work.
