Satellite dynamics is described by a nonlinear differential equation. Most of recent studies about attitude control have used nonlinear controllers. However, with these controllers, control performance is ignored in most cases. To overcome these problems, we applied Linear Parameter-Varying (LPV) control theory to attitude control problem. To avoid difficulties coming from the nonlinearity in satellite dynamics, we modeled dynamics of spacecraft as an LPV system and applied a Gain-Scheduled (GS) controller to this model using Linear Matrix Inequalities (LMIs). In this paper, by using two methods, GS controllers are designed to guarantee overall stability and to achieve H 2 performance with distinct Lyapunov solutions. By using these controllers, 3-axis attitude control of a spacecraft with Reaction Wheels (RWs) shall be achieved. To examine how the proposed approach improves the control performance, two proposed methods shall be compared with each other.
J
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Introduction
In recent years, attitude control of spacecraft has been studied extensively. They deal with several kinds of actuators such as Momentum Exchange Devices (MEDs) and external torque generators (e. g. gas jets or magnetic torquers). External torque generators have disadvantages such as limited resources or small torque. MEDs have been used for complete attitude control of spacecraft as actuators, in which they do not require fuel. Since Reaction Wheels (RWs) can generate control torque precisely, RWs in MEDs are often used for attitude control of spacecraft. Therefore, in this paper, we mainly focus on RWs to realize complete attitude control.
Most of recent studies use Lyapunov function-based controllers to realize attitude control. 1)-3) With Lyapunov functionbased controllers, overall stability of attitude control is always guaranteed, however, control performance is hard to evaluate. To overcome this problem, few studies 4)-7) are attained complete attitude control with Linear Parameter-Varying (LPV) control theory. In LPV control theory, we modeled the dynamics of a spacecraft as an LPV system and applied a GainScheduled (GS) controller to this model using Linear Matrix Inequalities (LMIs).
8)， 9) In this paper, to avoid the difficulty from excess of the number of scheduling parameters in the LPV system, we shall introduce two methods.
The first one is the Parameter-Dependent Coordinate Transformation (PDCT) method, which introduces a virtual state variable together with a parameter-dependent coordinate transformation. 6) With this method, the original plant (Dynamics + Kinematics) can be transformed into a simple LPV model, which is covered with fewer vertices, compared to the original plant. The controller to this simple LPV model can be designed much easily, since the number of vertices considerably decreases. By getting back the coordinate transformation, a controller to the original plant can be obtained.
The second one is the approximation of the final error quaternion value (AQ) method. 7) With this method, the original plant can be approximated into a simple LPV model by using the approximation of the final error quaternion value in kinematics of the original plant.
After that, GS controllers are designed to guarantee overall stability and to achieve H 2 performance with distinct Lyapunov solutions. Through some numerical simulations, we show the differences of control performance between the PDCT method and the AQ one.
The rest of this paper is organized as follows. In Section 2, we show a brief overview of the dynamics and the kinematics of a spacecraft. In Section 3, the generalized LPV model of spacecraft dynamics with multi-MEDs shall be established. Section 4 presents two methods (PDCT and AQ) to design the GS controller easily. In Section 5, numerical simulations us-
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Spacecraft Model
In this paper, we deal with a spacecraft with RWs as shown in Fig. 1 . In this section, a dynamics equation of a spacecraft with RWs is presented. After that, a kinematics equation based on the quaternion is described.
Dynamics
The spacecraft considered in this paper is assumed to be a rigid body. The body fixed-frame F B is represented by a set of unit vectorsx B ,ŷ B , andẑ B . We assume that all the RWs have the same moment of inertia I ws . Using the definition in Nomenclature, the total angular momentum of a spacecraft with RWs is given as follows:
Under the assumption that the spacecraft is not applied by any external disturbance torque, the dynamics is given bẏ
Substituting Eq. (1) into the first term of Eq. (2), we have
where the notation x × denotes the following skew-symmetric matrix:
This is the dynamics of a spacecraft with multi-RWs.
Kinematics
The quaternion consists of the vector part and the scalar one. Given the principal rotation axisα = [α x α y α z ]
T withα Tα = 1 and the rotation angle Θ, the quaternion (Euler Parameter) is defined by
with the constraint:
To formulate the attitude tracking problem of a spacecraft, we need the error quaternion q e = q † d q, where q denotes the current quaternion and q d denotes the desired quaternion. The kinematics equation is given by
LPV Model
Based on the dynamics of Eq. (3), we develop an easy-to-use LPV model, in which we deal with 3-axis attitude control of a spacecraft equipped with RWs.
The Jacobian linearization of Eq. (3) around the equilibrium point (ω eq = 0,Ω eq = 0) leads to the LPV system of spacecraft dynamics. The spacecraft dynamics with RWs and the kinematic equation based on quaternions are given as follows:
where the scheduling parameter vector is ρ = G s Ω ∈ R 3 , and the control input vector is u =Ω together with
Setting the state variable x := [ω
TqT e ]
T , the state space representation of Eq. (8) is given as follows:
[ωq
or simply described aṡ
where
ReplacingG(q e ) by a convex hull with a scheduling parameterq e , Eq. (11) can be modeled as an LPV system. In this case, the total number of scheduling parameter is (3 + 3) and the total number of vertices of the convex hull is 64(= 2 6 ). Hence, it is difficult to design a GS controller due to excesses of the number of scheduling parameters.
Controller Synthesis for LPV Plant
To avoid the difficulty from excess of the number of scheduling parameters, in this section, we shall introduce two methods, which are the PDCT method and the AQ method.
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Controller synthesis with PDCT
We shall eliminate the scheduling parameter vectorq e of Eq. (11) from the coefficient matrix to reduce the number of scheduling parameters. By using the Parameter-Dependent Coordinate Transformation (PDCT) 6) matrix:
while introducing a virtual state ζ withζ :=G(q e )
−1q
e , we obtain the following simple LPV model which is easy to use for control design. By using T, Eq. (11) can be expressed as follows:
Note that ζ G (q e )
−1q
e (sinceG(q e ) −1 is not constant) in the lower part of the state variable in Eq. (16) has been replaced by ζ in Eq. (17). This can be realized since this part is eliminated by the premultiplied matrixÃ e (ρ). (Note that two blocks of the right half ofÃ e (ρ) are zero entries.) The GS controller designed to this simple LPV model guarantees overall stability and control performance for the original plant as in Eq. (18). This controller is given by
(21) Figure 2 shows the relationship of two plants in Eq. (12) and Eq. (18). After this operation, the number of vertices has been reduced into 8(= 2 3 ). Setting p = 8 as the number of the vertices, the LPV system can be expressed by the following polytopic representation:
Then, the GS controller to the simple LPV model in Eq. (18) is constructed bỹ Figure 3 shows the diagram of polytopic system in Eqs. (22) 
where the coefficient matrix set (C, D) is normally selected such that they normally satisfy the condition C T D = 0, D T D > 0, and where w and z are the disturbance input vector and the performance output vector for the simple LPV model in Eq. (18), respectively. Then, we consider the following LMI problem:
Using the optimal solution setsX,W i to the problem in Eqs. (25) and (26), we have the extreme controllers:
Then, the GS controller to the simple LPV model in Eq. (18) is constructed by substituting Eq. (27) into Eq. (23).
Note that the common Lyapunov solutionX > 0 was used in the past GS controller design and resulted in conservatism. As 
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Using the optimal solution sets (X i ,W i ), less conservative extreme controllers can be obtained. Using these extreme controllersK i =W iX −1 i , 1 ≤ i ≤ p, a GS controller is again constructed. In order to guarantee overall stability and control performance in a whole operation range, we seek a common Lyapunov solutionX c > 0 that satisfies the following LMIs
for a set of previously designed extreme controllersK i , 1 ≤ i ≤ p. Getting back the coordinate transformation x := T −1 (q e )x, this GS controller can be transformed into the controller K(ρ,q e ) corresponding to the original plant in Eq. (12) as follows:
When the LMIs in Eqs. (30) and (31) are infeasible, we can check just the overall stability of the closed-loop system in a whole operation range, while replacing them by the following inequalities:
for all 1 ≤ i ≤ p
Controller synthesis with AQ
we shall eliminate the scheduling parameter vectorq e of Eq. (11) by using approximation of the final error quaternion value (AQ):
Then, kinematics Eq. (8) is approximated bỹ
As a result, the state-space representation of Eq. (11) can be reduced into ] .
The GS controller designed to this simple LPV model is given by
To design the GS controller, we use the same method as PDCT one in Subsection 4.1., in which the distinct Lyapunov solutionsX i > 0 are adopted. Then, we have
Using the optimal solution sets (X i ,W i ), less conservative extreme controllers can be obtained. Using these extreme controllersK i =W iX
for a set of previously designed extreme controllersK i , 1 ≤ i ≤ p. Therefore, we can get the GS controllerK(ρ) constructed by polytopic system in Eq. (23).
Numerical Simulation
We present numerical simulations with the PDCT method and the AQ method described before. The simulation parameters, the initial condition, and the desired quaternions are given in Table 1 . The controller design parameters C, D and E are given by
] .
The obtained controller gain of the extreme controllers K i , 1 ≤ i ≤ 8 are presented as Appendix. In the small attitude maneuver (Case 1) as shown in Figs. [4] [5] [8] [9] , these controllers attain complete attitude control at almost the same control performance. On the other hand, in the large attitude maneuver (Case 2) as shown in Figs. 6-7, 10-11, the control performance by the GS controller with the PDCT method has been improved, compared with the control performance by the GS controller with the AQ method. This is because the AQ method includes approximation in the modeling of the LPV plant.
Conclusion
In this paper, we have established an LPV model for complete attitude control of a spacecraft with RWs. Based on this LPV model, we have developed an easy-to-use LPV model by using two proposed methods (PDCT and AQ). These two methods overcame the difficulty from excess of the number of scheduling parameters. Through a numerical example, we demonstrated the efficiency of the PDCT method to compare with the AQ method. As a result, the PDCT method has improved control performance in the case of large attitude maneuver.
Appendix: Obtained extreme controllers
We show the obtained gain of the extreme controllersK i , 1 ≤ i ≤ 8 by using LMIs Eqs. (28) and (29) as follows: 
