Abstract. The asymptotics of solutions to scalar second order elliptic boundary value problems in three-dimensional polyhedral domains in the vicinity of an edge is provided in an explicit form. It involves a family of eigen-functions with their shadows, and the associated edge flux intensity functions (EFIFs), which are functions along the edges. Utilizing the explicit structure of the solution in the vicinity of the edge we present a new method for the extraction of the EFIFs called quasidual function method. It can be interpreted as an extension of the dual function contour integral method in 2-D domains, and involves the computation of a surface integral J [R] along a cylindrical surface of radius R away from the edge as presented in a general framework in (Costabel et al., 2004) . The surface integral J [R] utilizes special constructed extraction polynomials together with the dual eigenfunctions for extracting EFIFs. This accurate and efficient method provides a polynomial approximation of the EFIF along the edge whose order is adaptively increased so to approximate the exact EFIF. It is implemented as a post-solution operation in conjunction with the p-version finite element method. Numerical realization of some of the anticipated properties of the J [R] are provided, and it is used for extracting EFIFs associated with different scalar elliptic equations in 3-D domains, including domains having edge and vertex singularities. The numerical examples demonstrate the efficiency, robustness and high accuracy of the proposed quasi-dual function method, hence its potential extension to elasticity problems.
Introduction

THE FRAMEWORK
The solutions of elliptic boundary value problems, for example those arising in heat transfer and elasticity, when posed and solved in non-smooth domains like polygons and polyhedra, have nonsmooth parts. These are described in terms of special singular functions depending on the geometry and the differential operators on one hand, and of unknown coefficients depending on the given right hand side and boundary conditions on the other hand.
Concerning the singular functions, they are extensively covered in the literature. In many cases like corners in two dimensions or edges in three dimensions, they can be written analytically (see for example, Grisvard, 1985; Beagles and Sändig, 1991) or semi-analytically (Costabel et al., 2001) . In other cases like polyhedral corners, there exist well-known numerical methods for their computation (see for example (Babuška et al., 1994 , Yosibash et al., 2002 ).
Scalar elliptic boundary value problems in three-dimensional domains (as the heat transfer problem in engineering practice), contain singular solutions along each of the domain's edges. Each such singularity along an edge E is characterized:
• by an exponent α which belongs to a discrete set {α i , i ∈ N} of eigen-values depending only on the geometry and the operator, and which determines the level of non-smoothness of the singularity. Any eigen-value α i is computed by solving a 2-D problem.
• by an eigen-function ϕ (α) 0 (θ) which depends on the geometry of the domain and the operator. These eigen-functions are computed by solving a set of 2-D problems.
• by a function along the edge E , denoted by A (α) (x 3 ) (x 3 is a coordinate along the edge) and called 'Edge Flux Intensity Function' (EFIF) which determines the 'amount of energy' residing in each singularity. The complete expansion of the solution in the vicinity of an edge is described in (Costabel et al., 2004) as a combination of eigen-functions and their 'shadows'. These shadows are new functions appearing in 3-D domains, having no counterparts in 2-D domains as far as homogeneous operators with constant coefficients are concerned. There exists also a sequence of dual eigen-functions and their dual shadows. Their explicit knowledge is required in our quasi-dual function method for the computation of the EFIFs.
From the engineering perspective the EFIFs A (α) (x 3 ) when α < 1 are of major importance because these are correlated to failure initiation. In many situations α < 1 when the opening at the edge is non-convex. For example α can be equal to 1 2 in the presence of cracks. This work is motivated by the need to compute generalized stress intensity functions along edges for elasticity problems in 3-D domains. These are of significant engineering importance in cracked and V-notched structures, in which the stress intensity functions may (and often do) vary along the crack front. Present methods for extracting edge stress intensity functions (ESIFs) in cracked 3-D domains, as the J-integral (Chiarelli and Frediani, 1993; Huber et al., 1993; Rigby and Aliabadi, 1998) for example, are limited to plane-strain/stress assumptions, provide the point-wise value of the ESIF at a given point along the edge, and require the computation of an area integral containing the singular point (thus may include large errors when used in conjunction with numerical methods). Furthermore, the point-wise path-areaindependent J-integral in 3-D domains is not exactly related to the mode-I, II and III stress intensity functions when these vary along the edge. Other methods, as the B-and H-integrals (Meda et al., 1998) , suffer from the same difficulties as these mentioned above.
Our method as initiated in (Costabel et al., 2004) , uses analytic forms of the asymptotic expansion of the displacements and stresses in the vicinity of an edge, and it leads to an algorithm for computing the ESIFs (provided as a function along the edge and not only pointwise values). In order to explain the ideas of the implementation of the method and to test its efficiency, we first consider general scalar second order elliptic problems, homogeneous with constant coefficients. These are simpler elliptic problems that allow more transparent analytic computations, although they invoke all necessary characteristics of the elasticity system. Thus, the characteristics of the solution can be more easily addressed and the new method for computing the EFIFs can be demonstrated. The next step will be the computation of ESIFs in isotropic elasticity problems.
THE METHOD
Using the eigen-functions and their shadows, a new functional J [R] is introduced (following (Costabel, 2004) ), which can be viewed as an extension of the 2-D contour integral (see e.g. (Blum and Dobrowolski, 1982) ) to 3-D domains. This new functional, which is a surface integral along a cylindrical surface, enables us to present the edge flux intensity function explicitly as a function of x 3 (the coordinate along the edge). The method presented is implemented as a post-processing step in a p-version finite element code and the numerical performance is documented on several example problems. Using the J [R] functional, and newly constructed extraction polynomials, we extract the EFIFs in the vicinity of any edge (including crack front) in any polyhedron. This method is easily extendable to problems of 3-D elasticity and is the first method to provide the functional representation of the EFIFs along x 3 (as opposed to other methods providing pointwise values of the EFIFs along the edge) and is very accurate, efficient and robust. Most importantly, the method is adaptive, providing a better polynomial representation of the EFIF as the special hierarchical family of extraction polynomials is increased. Cases where the EFIF has very large gradients and where edges approach vertices are considered, and we show the method's robustness and accuracy for these cases as well.
This paper is organized as follows: • We start with notations, defining the domain of interest and the different elliptic operators we consider.
• We describe the asymptotic expansion of the solution in the neighborhood of an edge in terms of eigen-functions, their shadows, and the structure of the EFIFs. The dual eigenfunctions, and their shadows, which are associated with the primal eigen-functions are addressed as well.
integral is then introduced, and the main theorem for extracting the EFIFs is quoted (the proof can be found in (Costabel, 2004) ). This integral requires the construction of extracting polynomials, denoted by B (x 3 ), and the data on a surface of a cylinder of radius R with the edge as its axis. A short explanation on its application in conjunction with the finite element method is given. We then describe the various problems chosen as test cases for our computations (for which we provide in Appendices A and B the explicit formulas for the eigen-functions, duals and shadows). Numerical experimentations are performed to demonstrate that the computed J [R]'s indeed provide the anticipated trends expected by the theorem.
• Subsequently, a hierarchical family of extraction polynomials is constructed. The hierarchical family of extraction polynomials is used in many numerical tests to extract the EFIFs.
• Finally, we present two numerical examples where the EFIF has large gradients, and where the edge approaches a vertex. These examples demonstrate the robustness of the method in handling realistic geometries in engineering practice.
The model domain and the scalar elliptic problem
As a model, we choose a domain such that only one straight edge E is present. The domain is generated as the product = G×I where I is the interval [-1, 1], and G is a plane bounded sector of opening ω ∈ (0, 2π ] and radius 1 (the case of a crack, ω = 2π , is included), as shown in Figure 1 . Although any radius or interval I can be chosen, these simplified numbers have been chosen for simplicity of presentation. In Section 7 we consider a less elementary example. The variables in G and I are (x 1 , x 2 ) and x 3 respectively, and the coordinates (x 1 , x 2 , x 3 ) are denoted by x. Let (r, θ ) be the polar coordinates centered at the vertex of G so that G coincides with {(
The edge E of interest is the set {x ∈ R 3 | r = 0, x 3 ∈ I }. The two flat planes that intersect at the edge E are denoted by 1 and 2 . For any R, 0 < R < 1, the cylindrical surface R is defined as follows: The considered operator is an elliptic second order partial differential operator L with constant real coefficients k ij of the form:
where k ij = k ji form a symmetric matrix 3 × 3 (for heat transfer problems these represent the heat conduction coefficients). The k ij 's have to satisfy the ellipticity condition, and without loss of generality k 33 is set as k 33 = 1. Denoting the solution by τ (x), we consider the Dirichlet problem on
where g is the trace of a given function belonging to H 1 ( ). We assume that the Dirichlet boundary conditions are homogeneous on 1 and 2 , i.e.:
Note that all methods presented herein carry over to Neumann or mixed homogenous boundary conditions also. For demonstration purposes three specific operators are considered: the Laplace operator, k ij = δ ij , a general operator with k 11 = 5, k 22 = 4, k 12 = −4 and k 13 = k 23 = 0 and a general operator having also mixed derivatives in the x 3 direction with k 11 = k 22 = 1, k 13 = −0.5 and k 12 = k 23 = 0. Two domains are considered as benchmark domains, namely one having ω = 3π/2 and the other one is a cracked domain, ω = 2π . Combining the two different domains and three different operators we define five specific Cases according to Table 1 .
The singular solutions in the vicinity of the edge
The asymptotic representation of the exact solution τ for the problem (2.2) in the neighborhood of the edge E relies on splitting the operator L into three parts (see, Maz'ya and Plamenevskii, 1980; Dauge, 1988; Costabel and Dauge, 1993) :
with M 0 a second order operator, M 1 a first order operator and M 2 a constant. This splitting allows to consider for τ an Ansatz of the form: 
and after rearranging:
We want that equation (3.4) holds for any smooth function A (x 3 ). Thus, the functions j have to satisfy the three equations below:
accompanied by the homogeneous Dirichlet boundary conditions on the two faces θ = 0, ω:
The first partial differential equation in (3.5) with (3.6) has solutions 0 of the form
with α in a discrete set {α i , i ∈ N} of positive numbers. These solutions are refered to as the two-dimensional primal singular functions. They are nothing but the singular solutions associated with the eigen-value α of the boundary value problem generated over the 2-D domain G. The second PDE in (3.5) with homogeneous Dirichlet boundary conditions (3.6) generates the function 1 which depends on 0 and is of the form: 1 = r α+1 ϕ 1 (θ). Finally, the solutions of the third equation of (3.5) with conditions (3.6) form the sequence j :
The j , j 1, are called the 'shadow' functions associated with the leading function 0 . To each value α i of α corresponds a sequence j which we denote from now on by
Thus, for each eigen-value α i and each coefficient A (α i ) (smooth enough) the 3-D function:
solves the homogeneous equation L( τ ) = 0 together with the lateral homogeneous Dirichlet conditions. It can be shown that the overall solution τ of problem (2.2) can be expanded as:
where A (α i ) (x 3 ) is the Edge Flux Intensity Function (EFIF) associated with the i th eigen-value. Solutions of (3.5)-(3.6) associated with the negative eigen-values are called the dual singular solutions, and are denoted by . Since the operator L is self-adjoint, for any α i the number −α i is also an eigen-value and there exists ψ
0 (θ) solves the first equation of (3.5). For normalization reasons, we set, for some real coefficient c
where
is the dual leading eigen-solution and
are the shadow dual eigen-solutions. Computation of primal and dual eigen-functions for Cases 1-4 is provided in Appendix A, and for Case 5 in Appendix B. Theoretical details and rigorous mathematical formulation is provided in (Costabel et al., 2004) .
Remark 3.1 Operators for which M 1 = 0 imply that the j and j of odd rank are zero:
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The extraction method -The J [R] integral
For each eigen-value α i , a set of quasidual singular functions K
] are constructed where m is a natural integer called the order of the quasidual function, and B m (x 3 ) is a function (we choose it to be a polynomial) called extraction polynomial.
(4.1)
By using the quasidual functions, one can extract a scalar product of A (α i ) (x 3 ) with B m (x 3 ) on E. This is accomplished with the help of the anti-symmetric boundary integral J [R] , over the surface R (2.1). We define J [R](u, v) to be:
where I ≡ E (the edge) along x 3 axis ( Figure 1) . T is the radial Neumann trace operator related to the operator L:
With the above definition we have the following theorem (Costabel et al., 2004) :
then, if the EFIFs A (α i ) in the expansion (3.10) are smooth enough:
Here α 1 is the smallest of the eigen-values α i , i ∈ N. Theorem 4.1 allows a precise determination of I A (α i ) (x 3 ) B m (x 3 ) dx 3 by computing (4.4) for two or three R values and using Richardson's extrapolation as R → 0. 
Remark 4.2 For the first EFIF
THE QUASIDUAL EXTRACTION FUNCTIONS
To confirm that the numerical examples provide the results predicted by Theorem 4.1 we consider the following options of the quasidual extraction functions:
should be of the order of R m+1 , which is the convergence rate with respect to R. To obtain the 'right' convergence rate, the following conditions should be satisfied for the extraction polynomials B 0 , B 1 , B 2 and B 3 according to condition (4.4):
(4.6)
Since B 0 does not have to satisfy any condition, we choose B 0 (x 3 ) = 1. We further choose
3 − 1 3 which satisfy (4.7), (4.8) and (4.9) respectively. The exact solution τ being unknown in general, we use instead a finite element approximation τ FE and the integral (4.2) is performed numerically using a Gaussian quadrature of order n G : The numerical errors associated with the numerical integration and with replacing the exact solution by the finite element solution are negligible, as shown for one example problem in Appendix C.
ANALYTICAL SOLUTIONS FOR VALIDATING THE J [R] INTEGRAL METHOD
We generate herein analytical solutions against which our numerical experimentations are compared. The exact solution associated with the i-th eigen-pair, τ
3 then (4.11) has a finite number of terms in the sum, because the N + 1 and higher derivatives are zero. Thus, (4.11) becomes:
Recall that, by the mere construction of the
If we specify over the entire boundary ∂ the Dirichlet boundary condition g as the trace of (4.12), the solution τ of problem (2.2) coincides with (4.12) at any point x ≡ (r, θ, x 3 ).
We coose two examples of boundary conditions, each having a different N. The first BC, which is denoted by (BC 2 ) is the one for which we take N = 2 and
(4.13)
i.e., a 0 = a 1 = a 2 = 1. This means that we prescribe the Dirichlet condition on ∂ :
2 (r, θ). The second boundary condition which we consider is for N = 4, is denoted by (BC 4 ) for which we take
(4.14)
i.e. a 0 = 5, a 1 = 4, a 2 = 9, a 3 = 3 and a 4 = 1. This means that we have the Dirichlet condition:
(r, θ).
By the uniqueness of solutions, the solution of problem (2.2) with the boundary condition (BC 2 ) and (BC 4 ) coincides with τ (α 1 ) ex for the choice (4.13) and (4.14) of A (α 1 ) , respectively. This means that our exact solution contains only one edge singularity (and no vertex singularities).
The domains have been discretized by using a p-FEM mesh, with geometrical progression towards the singular edge with a factor of 0.15, having 4 layers of elements. In the x 3 direction, a uniform discretization using 5 elements has been adopted. In Figure 2 we present the meshes used for opening angles of ω = 3π/2 and ω = 2π (crack). According to equation (4.5), we have:
With the fixed extraction polynomial B 0 (x 3 ) = 1, we find for A ( 
We have computed J [R] according to formula (4.10) with 10 integration points for the quadrature in both θ and x 3 directions and with the degree p = 6 in the finite element analysis. It was found out that taking 32 integration points and p = 8 does not improve the results considerably.
We summarize the results in Table 2 , and plot in Figure 3 log J ex − J [R]/J ex vis. log(R), which yields the numerical convergence rate.
It is easily visible in Figure 3 that the convergence rate in Cases 1-4 is O R 2 as expected (on each graph the line of slope 2 passing through the first point of the graph has been plotted).
NUMERICAL TESTS USING
m , where highest m is 3, and with extraction polynomials B m (x 3 ) that satisfy (4.8), the convergence of J [R] to the exact value should be O R m+1 for Case 5. We have performed numerical tests taking the boundary condition (BC 2 ), and computing J [R] at different values of R with different choices of extraction polynomials B. We summarize the results in Table 3 , and plot log J ex − J [R]/J ex vis. log(R) in Figure 4 . can be compared with those for Cases 1-4 in Table 2 and Figure 3 . We see the lower convergence rate due to the presence of operator M 1 , but this is dramatically improved by passing to the higher order quasidual functions K and B m is at least of order R m+1 as we expected.
EFIF extraction using Jacobi Polynomials
POLYNOMIAL AND NON-POLYNOMIAL EFIF
We are interested in extracting the EFIF A (α i ) (x 3 ). Because its functional representation is unknown, its polynomial approximation is sought. We would like to construct an adaptive class of orthonormal polynomials with a given weight w (
This suggests the use of Jacobi polynomials as a natural basis. In this way, if A (α i ) (x 3 ) is a polynomial of degree N, it can be represented by a linear combination of Jacobi polynomials as: . There holds the following important orthogonality property [Abramowitz and Stegun 1964, pp. 773-774] :
with some real coefficients h k (depending on m). The hierarchical family of extraction polynomials, denoted by BJ (k) m (x 3 ), has to be chosen so to satisfy BJ
so that, according to (5.2), we retrieve the coefficientsã k in (5.1) as a simple scalar product: Of course, in general A (α i ) (x 3 ) is an unknown function and we wish to find a projection of it into spaces of polynomials. It is expected that as we increase the polynomial space, the approximation is better.
The EFIF A (α i ) (x 3 ) has an infinite Fourier expansion in the basis J (k) m with a sequence of coefficentsã k : 
If we want to increase the space in which A (α i ) (x 3 ) is projected, all which is needed is the computation of (5.6) for k = N + 1. This way:
JACOBI EXTRACTION POLYNOMIALS OF ORDER 2
Since they satisfy (4.8), and, a fortiori, (4.7) and (4.6), the Jacobi extraction polynomials BJ (k) 2 can be combined with the dual singular functions K
2 . There holds : and the constant h k in (5.2) is equal to
Inserting (5.8) and (5.7) in (5.3), we finally obtain:
For the benchmark problem with boundary conditions (BC 4 ) for which the exact EFIF is the polynomial (4.14) of degree 4 and using the extraction polynomials BJ where 0 N 4, we extract the EFIF for Case 2 at R = 0.05: We have performed the computation with 15 integration points and p = 8 in the finite element mesh, and present in Figure 5 the relative error in percentage between the extracted EFIF and the exact one. As may be seen for the family of degree 4 we indeed fully recover the exact EFIF.
Of course, if N > 4 we should fully recover the EFIF. As one increases the order of the hierarchical family, the results do not improve, but we obtain an oscillatory behavior of the solution due to numerical errors (the finite element solution is not exact), with a very small amplitude as demonstrated in Figure 6 .
To illustrate the convergence of the extracted values as a function of R, we present in Table 4 the monomial coefficients of the extracted polynomial at R = 0.9, 0.5, 0.2, 0.05. Then we use Richardson's extrapolation, knowing that the error behaves as O R 4 , cf Remark 4.2, and the coefficients at R = 0.9, 0.5 to extrapolate to R = 0. These extrapolation results are shown in the last column of Table 4 . The relative error in the extrapolated EFIF using the data at R = 0.9, 0.5 is compared with that obtained at R = 0.5 and 0.05 in Figure 7 .
By extracting the EFIF from the FE solution away from the singular edge (where usually the numerical data is polluted), we demonstrate that a very good approximation is obtained by Richardson's extrapolation, taking into consideration that the error behaves as O R 4 . Practically, the relative error in the extrapolated EFIF is as obtained very close to the singular edge (R = 0.05), and much better than the values obtained when extraction is performed at R = 0.5.
A polynomial representation of a non-polynomial EFIF
We have demonstrated so far that the quasi-dual extraction method performs very well if the exact EFIF is a polynomial. A natural question is -what if the EFIF is not a polynomial?
In this case we use the hierarchical algorithm for polynomial space enrichment described in Section 5. Herein we investigate the performance of such hierarchical space enrichment for the case where the exact EFIF is a general function, and furthermore, it contains high gradients at the ends of the edge. For example, consider Case 2, where the EFIF is a function of the form:
where d is a given number. As d approaches 1, the EFIF approaches infinity at the vertices x 3 = ±1. We chose three values of d = 2, 1.5, 1.05 . Consider the following problem:
for which the exact solution is simply
Remark 6.1 Theorem 4.1 does not apply stricto sensu to the solution of problem (6.2). Nevertheless it can be proved that
yields an approximation of the moment of A (α 1 ) modulo a positive power of R.
FINITE ELEMENT APPROXIMATION
A refined finite element model graded towards x 3 = ±1 was generated as shown in Figure 8 . It has 25 elements in the x 3 direction and a total of 800 solid finite elements. To evaluate the accuracy of the extracted EFIFs, one has first to examine the numerical result, τ FE and its derivatives, especially for solutions having large gradients. The graphs in Figure 9 present the relative error in τ FE and ∂ r τ FE in percentage, extracted from the finite element solution at p = 8 for d = 2, 1.5, 1.05. These graphs are along the line R = 0.05, θ = 135
• and −1 x 3 1. The FE results have a relative error of about 3% for −0.8 x 3 0.8, and around 17% for 0.8 < |x 3 | < 1 for the case when d = 1.05. This in turn will perturb the extraction of the EFIF by that order of magnitude when using the quasi-dual extraction technique, as we show in the sequel. We will also observe that the EFIFs are computed with similar accuracy and the extraction technique does not magnify the numerical error but the opposite. For d = 2, 1.5, the relative error in the function and its derivatives is very small (less than 0.7%) in all the range. Therefore, the extraction of the EFIFs is expected to provide excellent results.
EXTRACTION OF EFIFS
Using K (α 1 ) 2 and the hierarchical family BJ (k) 2 (x 3 ), we extract the EFIFs at R = 0.05 using the solution at p = 8 and 54 Gauss integration points (due to the strong gradients of the solutions we used a higher integration scheme). We also checked with 94 Gauss integration points that the integration error in evaluating J [R] is negligible. Figure 10 presents the exact EFIF and the extracted EFIF using BJ (k) 2 (x 3 ), k N, of increasing order N obtained at R = 0.05. Notice the different ordinate scales inside the three graphs. One may easily observe the strong gradients of the EFIF at x 3 = ±1, especially for the case where d = 1.05.
Relative errors between the extracted EFIF and the exact value are presented in Figure 11 (here, again, the ordinate scales are different from each other). For all cases of d, the EFIF is progressively better approximated away from the large gradients (≈ −0.85 x 3 −0.85) as the order of the extraction polynomials (N) is increased.
At N = 19 the extracted EFIF has less than 3% relative error for the case when d = 1.05 and less than 0.5% relative error for the cases d = 1.5 and d = 2.
The large pointwise errors in the close neighborhood of the high gradients is expected.
LOCALIZED EXTRACTION OF EFIFS
In the vicinity of a vertex (the intersection of the edge with another edge) it is a-priori known that the EFIF may have large gradients approaching either zero, infinity or a constant value as ρ → 0 (ρ denotes the distance to the vertex). A detailed explanation on the decomposition of the solution in the vicinity of the edge as it approaches a vertex can be found in (Dauge, 2000) . The asymptotic solution in the vicinity of the edge as presented in Section 2 is therefore irrelevant on the entire edge I . It is expected therefore that better results can be obtained by approximating the EFIFs by polynomials on an inner part of the edge, for example at a < x 3 < b where −1 < a, b < 1. This localized extraction strategy is a slight modification of the J [R] integral, so that instead of integrating along a cylinder having its axis I = [−1, 1], the integration is be performed along a cylinder with the axis [a, b] . The modification is easily implemented by a transformation of variables. The localized extraction strategy has been investigated on Case 2 for problem (6.2) with the RHS as prescribed in by (6.1) and d = 1.05, for which the exact EFIF is given by:
and the hierarchical family BJ (k) 2 (x 3 ) and the finite element model shown in Figure 8 , we extract the EFIFs at R = 0.05 using the solution at p = 8 and 54 Gauss integration points. The EFIFs are computed at three intervals on the edge: −1 < x 3 < 1, −0.8 < x 3 < 0.8 and −0.6 < x 3 < 0.6.
In Figure 12 we present the relative error in the extracted EFIF using BJ (k) 2 (x 3 ) of order 4, 11 and 15. As expected, when the selected interval for EFIF extraction is reduced and confined in a region away from the high gradients, a much better approximation is obtained.
A domain with vertices
In order to examine the vertex influence on EFIF extraction we consider a more realistic domain constructed as an extension of the one presented in Figure 1 by adding two cylinders at ±1 as shown in Figure 13 The domain has been discretized by using a p-FEM mesh, with geometrical progression toward r = 0 with a factor of 0.15, having four layers of elements and towards x 3 = ±1, having 45 layers of elements. The discretization of the domain is presented in Figure 14 .
We consider the Laplace equation. Homogeneous Neumann boundary conditions are prescribed over the domain's boundary, except for the following: ∂τ ∂r = 1 on (7.1)
where: as shown in Figure 14 . Under these boundary conditions, vertex singularities arise at (r, θ, x 3 ) = (0, 0, −1) and (r, θ, x 3 ) = (0, 0, 1) and the exact EFIF is unknown. It can be expected that the EFIF tends to infinity at the vertices. Using the extraction polynomials BJ (0) 2 , . . . , BJ (k) 2 , where 4 < k < 15, we extract the EFIF for Case 1 at R = 0.05 on three intervals on the edge: −1 < x 3 < 1, −0.9 < x 3 < 0.9 and −0.8 < x 3 < 0.8. These are presented in Figure 15 . It can be observed that the EFIFs extracted on −1 < x 3 < 1 are influenced by the vertex singularities at x 3 = ±1. 
Summary and conclusions
The EFIF extraction method presented herein is an extension of the 2-D contour integral method to 3-D domains, based on the mathematical framework which is presented in (Costabel et al., 2004) . The method provides a functional (polynomial) representation of the EFIF along the edge. This accurate and efficient method is implemented as a post-solution operation in conjunction with the p-version finite element method.
A hierarchical family of extraction polynomials was constructed, based on Jacobi orthogonal polynomials. The quasi-dual function method, with the use of the 'hierarchial family of polynomials' becomes adaptive in the sense that it uses a simple procedure to increase the degree of the extracted EFIF polynomial, thus enabling a reliable and efficient determination of EFIFs.
Analytical solutions have been constructed against which the extracted EFIFs were compared. As shown, the relative errors of the extracted EFIF were less than 1%, when the degree of the extracted EFIF polynomials is determined by an adaptive method, and Richardson extrapolation was used.
The extraction method uses finite element solutions and Gauss quadrature for the numerical integration. Both the finite element solution and the Gauss quadratures involve numerical errors. The errors were monitored and the results presented in Appendix C show that both the FEM errors and the numerical quadrature influence the accuracy of the extracted EFIF very little, when a high polynomial degree is used in the FEM approximation and the quadrate order is at least 10.
We also demonstrated that in the presence of vertices, and steep gradients in the EFIFs, one may use the localized extraction method when applying the J [R] integral, thus improving the accuracy over the sub-intervals of the edge where the EFIF are of interest.
The results presented herein indicate that the method proposed for EFIF extraction is accurate and efficient. It is being extended to elastic problems in polyhedral domains where the edge stress intensity functions (ESIFs) are described by a 1 × 3 vector associated with eigenfunctions and their shadows. Although technically more cumbersome, same steps as presented herein carry over to the elastic Navier-Lamé system of equations. The Navier-Lamé operator (represented by a 3 × 3 matrix containing derivatives) is being split into three matrices, based on which the eigen-functions their duals and shadows are determined analytically for isotropic materials. These may contain complex eigen-pairs appearing in conjugates. Using the eigenpairs, their duals and the associated shadows, in conjunction with the developed polynomial extraction functions presented herein, the J [R] integral can be applied so to obtain ESIFs. Extension of this work to traction free boundary conditions associated with elastic problems of engineering importance (according to the mentioned milestones) will be reported in a subsequent paper. These ESIFs are of particular interest in three dimensional elastic domains along the front of a crack or a V-notch, because they are used in failure laws (see e.g. (Dhondt et al., 2001; Yosibash et al., 2004) ).
Appendix A The primal and dual eigen-functions and their shadows for Cases 1-4
For the Cases 1-4 the operator L can be split as in (3.5) with:
Computing the primal and dual eigen-functions 0 and 0 0 and 0 are the solutions of the first equation in (3.5), where the operator is M 0 on the plane domain G. A change of variables is performed: Figure 15 . Top: EFIF extracted on −1 < x 3 < 1. Middle: EFIF extracted on −0.9 < x 3 < 0.9. Bottom: EFIF extracted on −0.8 < x 3 < 0.8. All using the hierarchical extraction polynomials of degree N = 4, 7, 11, 15, with
at R = 0.05. Figure 16 . The plane domain G before and after change of variables.
so that M 0 in the new variables is transformed into the Laplace operator:
over a plane domain G . The straight lines defined by θ = 0 and θ = ω in the original domain G are transformed into the two lines defined by γ = 0 and γ = ω * in the transformed domain G where:
as illustrated in Figure 16 . Both 0 and 0 have to satisfy homogeneous Dirichlet boundary conditions on θ = 0, ω in the original domain, which become in the transformed domain:
The solutions to the Laplace equation (by separation of variables) are:
where is associated with the positive eigen-values and is associated the negative eigenvalues. The value of the constant c 0 is chosen so to satisfy an orthonormal condition as will be discussed next. Equation (A6) results in (here we provide the equations for 0 , although same ones are obtained for 0 ):
For a non-trivial solution, α has to satisfy:
There are an infinite number of distinct α i 's, for which there is an associated 
The generic constant is omitted, as it is added to the EFIF in the asymptotic expansion. To obtain the solution in the original domain G, a reverse transformation of variables is performed and the functions 
The value of the constant c
is chosen such that the primal and the dual eigen-function,
0 , satisfy the orthonormal condition:
where T (R) is the radial Neumann trace operator related to the operator M 0 :
Further details about (A10) are given in (Costabel et al., 2004) . The value of the constant c
Edge flux intensity functions in polyhedral domains 123
One may notice that for the Laplace operator k ij = δ ij the Neumann trace operator simplifies to T = for Cases 1-4 is computed and presented in Table 5 .
The odd shadow functions and the odd dual shadow functions
Once the primal eigen-function,
0 , is obtained, the first shadow function
may be calculated by the second equation in (3.5). Because M 1 ≡ 0, the differential equation is homogenous with homogeneous Dirichlet boundary conditions and therefore the first shadow function vanishes:
The sequence of odd shadow functions, 5, 7, . . .) , are calculated as the solution of the third equation in (3.5). For
we obtain:
Once again the differential equation becomes homogeneous with homogeneous Dirichlet boundary conditions so that
= 0. Same arguments hold for all odd shadow functions associated with an operator L having k 13 = k 23 = 0, thus:
Computation of the dual shadow functions,
k , is along the same lines thus for any L with k 13 = k 23 = 0:
The shadow function
and its dual
are the solution of the third equation in (3.5) with j = 0. It is a non-homogeneous differential equation over a two dimensional domain with homogeneous Dirichlet boundary conditions. Its explicit form in coordinates ρ, γ is:
The homogeneous solution is:
and the particular solution is:
The particular solution identically satisfies the homogeneous Dirichlet boundary conditions so that the homogeneous solution must satisfy these: Figure 17 . The eigen-functions and dual eigen-functions associated with α 1 , for Case 1.
The specific cases (1-4) eigen-functions
The eigen-functions and the dual eigen-functions are defined by the eigen-value, α i , the representative coefficient of the domain, ω * (equation (A5), and the representative coefficient of the dual solution, c (α i ) 0 . The coefficients of the selected cases, related with the first eigen-value are presented in Table 5 .
We provide in Figures 17-20 the graphical representation of the primal and dual eigenfunctions ϕ
for Cases 1-4. Figures 21 present the eigen-functions, their shadows and their duals associated with the first eigen-value for Case 5.
Appendix C Numerical errors due to numerical integration and finite element approximation
The integral J [R] is computed by a Gaussian quadrature, and using the approximated finite element solution instead of the exact solution. These incorporate numerical inaccuracies in our computations which should be controlled and bounded. We use Case 5 in this Section to quantify the level of numerical errors, and demonstrate that these are negligible.
Errors due to finite element approximation
By using a finite element solution as an approximation of the exact solution, a numerical error is included in our computations. In order to evaluate the influence of the error, we compute J [R] at different polynomial degrees of the test and trial functions of the finite elements. The results summarized in Table 6 are the values of J [R]/J ex for Case 5 with (BC 2 ) (cf Section 4.2), using the quasi-dual functions K 
Errors due to Gaussian quadrature
The second source of numerical error is due to the Gauss quadrature used to evaluate the integral J [R] . One needs to evaluate a double integral over θ and x 3 . The Gauss quadrature order n G controls the numerical error in this case. In order to evaluate the influence of the quadrature order, J [R] was computed with various quadrature orders. The results presented in Table 7 are the values of J [R]/J ex for Case 5 with (BC 2 ) again, using the quasi-dual functions K 
