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Abstract
We compare thoroughly the Berlekamp – Massey – Sakata algorithm and the
Scalar-FGLM algorithm, which compute both the ideal of relations of a multi-
dimensional linear recurrent sequence.
Suprisingly, their behaviors differ. We detail in which way they do and prove
that it is not possible to tweak one of the algorithms in order to mimic exactly the
behavior of the other.
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1. Introduction
Computing the smallest linear recurrence relation satisfied by a sequence is a
fundamental problem in Computer Science. It is the shortest linear feedback shift
register (LFSR) which generates the sequence. The length of this relation estimates
the linear complexity of the sequence.
In the 18th century, Gauß was interested in predicting the next term of a se-
quence. Given a discrete set (ui)i∈N, find the best coefficients, in the least-squares
sense, (αi)1≤i≤d that will approximate ui by −
∑d
k=1 αk ui−k. Least-square sense
means that the solution minimizes the sum of the squares of the errors.
This problem has also been extensively used in Digital Signal Processing the-
ory and applications. Numerically, Levinson – Durbin recursion method can be
used to solve this problem. Hence, to some extent, the original Levinson – Durbin
problem in Norbert Wiener’s Ph.D. thesis, Levinson (1947); Wiener (1964), pre-
dates the Hankel interpretation of the Berlekamp – Massey algorithm, see for in-
stance Jonckheere and Ma (1989).
The Berlekamp – Massey algorithm (BM, Berlekamp (1968); Massey (1969))
guesses a solution of this problem for sequences with one parameter, i.e. in the one-
dimensional case. This algorithm has been tremendously studied and many variants
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were designed. We refer the reader to Kaltofen and Pan (1991); Kaltofen and Yuhasz
(2013a,b) for a very nice classification of the BM algorithms for solving this prob-
lem, and for its generalization to matrix sequences.
Classically, two designs of the BM algorithm are used.
The first one assumes that the coefficients of the sequence (ui)i∈N are given on-
line, i.e. ui+1 is known only after ui, and that a bound d is given such that ud−1
will be computed but not ud. Then, the BM algorithm guesses a linear recur-
rence relation satisfied by the table (u0, . . . , ui), checks if this relation is satisfied
by (u0, . . . , ui+1) and updates the relation if it was not. The algorithm stops when
reaching ud−1.
The other one assumes that the table (u0, . . . , ud−1) is known at once. Then, the
algorithm finds the kernel of the Hankel matrix of size ⌈d/2⌉×⌊d/2⌋ associated with
the sequence (ui)i∈N. A complexity breakthrough is reached since this comes down
to calling the extended Euclidean algorithm between xd and U(x) =
∑i−1
i=0 ui x
d−i−1
and stopping it prematurely when reaching a remainder of degree strictly less than
⌊d/2⌋. The relation is then given by the Be´zout coefficient of U(x) associated with
this remainder. See Blackburn (1997); Dornstetter (1987).
Sakata extended the BM algorithm to 2 dimensions in Sakata (1988) and then
to n dimensions in Sakata (1990, 2009). The so-called Berlekamp – Massey –
Sakata algorithm (BMS) guesses a Gro¨bner basis of the ideal of relations satisfied
by the first terms of the input sequence, (Sakata, 1990, Lemma 5).
In a way, the BMS algorithm extends the first design of the BM algorithm, as
when calling the BMS algorithm on a univariate sequence, it behaves exactly like
the BM algorithm on this sequence.
The so-called Scalar-FGLM algorithm, presented in Berthomieu et al. (2015,
2016) guesses the reduced Gro¨bner basis of the ideal of relations of a sequence.
It extends the second design of the BM algorithm through the computation of the
kernel of amulti-Hankel matrix, the multivariate generalization of a Hankel matrix.
However, no fast method is currently known for computing this kernel.
While the second design of the BM algorithm seems more efficient than the
first one, mainly thanks to fast Euclidean algorithms, it is not clear how their mul-
tidimensional extensions compare. Surprisingly, the BMS and the Scalar-FGLM
algorithm behave so differently that it is not possible to apply a small modification
on either algorithm in order to simulate the behavior of the other.
1.1. Related works
Computing linear recurrence relations of multi-dimensional sequences finds
applications in Coding Theory, Computer Algebra and Combinatorics.
Historically, the BM algorithm was designed to decode cyclic codes, like the
BCH codes, Bose and Ray-Chaudhuri (1960); Hocquenghem (1959). Therefore,
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decoding n-dimensional cyclic codes, a generalization of Reed Solomon codes,
was Sakata’s motivation for designing the BMS algorithm in Sakata (1991).
On the other hand, as the output of the BMS and the Scalar-FGLM algorithms
is a Gro¨bner basis, a natural application in Computer Algebra is the computation of
a Gro¨bner basis of an ideal for another order, typically from a total degree ordering
to an elimination ordering. In fact the latest versions of the Sparse-FGLM algo-
rithm rely heavily on the BM and BMS algorithms, see Fauge`re and Mou (2011,
2017).
Finally, computing linear recurrence relations with polynomial coefficients finds
applications in Computer Algebra for computing properties of univariate and mul-
tivariate Special Functions. The Dynamic Dictionary of Mathematical Functions
(DDMF, Benoit et al. (2010)) generates automatically web-pages on univariate spe-
cial functions through the differential equations they satisfy. Equivalently, they
could be generated through the linear recurrence relations satisfied by the sequence
of coefficients of their Taylor series. Deciding whether 2D/3D-space walks are D-
finite or not finds applications in Combinatorics, see Banderier and Flajolet (2002);
Bostan et al. (2014); Bousquet-Me´lou and Mishna (2010); Bousquet-Me´lou and Petkovsˇek
(2003). This motivated the authors to extend the Scalar-FGLM algorithm to han-
dle relations with polynomial coefficients in Berthomieu and Fauge`re (2016).
1.2. Contributions
The main goal of this paper is to compare both the BMS and the Scalar-FGLM
algorithms. As it is not possible to store the whole input sequence, both algorithms
takes a bound as an input and only handle sequence terms up to this index bound.
We start by recalling some classical notation and definitions that shall be used
in the proofs and the algorithms of the paper in Section 2.
Then, in order to be self-contained, we dedicate the next two sections to a
presentation of each algorithm.
A lot of articles, such as Bras-Amoro´s and O’Sullivan (2006); Sakata (1988,
1990, 2009), or book chapters, such as (Cox et al., 2005, Chapter 10), present the
BMS algorithm. Some of them deals with the very general case of an ordered
domain. We specialize this description to the simpler case of a polynomial ring
K[x1, . . . , xn]. In the BMS algorithm, the input bound is a monomial, so that the
algorithm shall visit every monomial in increasing order up to the bound.
On the other hand, in Section 4, we describe the Scalar-FGLM algorithm with
a point of view closer to the BMS algorithm. In the Scalar-FGLM algorithm, the
input bound is a set of terms which contains the staircase of the computed Gro¨bner
basis.
These presentations shall help us to first design a new algorithm in between
both of them in Section 5.
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Then, it will help us to compare them in Section 6, our main contribution of this
paper. We detail exactly how both algorithms behave similarly and how, depending
on the input, they can surprisingly differ.
A main likeness between both algorithms is that they determine which mono-
mials are in the Gro¨bner basis staircase. However, they handle the leading terms
outside of this staircase differently.
Theorem 1. Let u = (ui, j)(i, j)∈N2 be a sequence, let ≺ be a degree monomial order-
ing.
Assuming we call each algorithm on u, ≺ and a bound allowing us to find the
same set S as the staircase, then
• for any monomial m on the border of S , the BMS algorithm returns a relation
with leading term m. Therefore, the computed ideal of relations is zero-
dimensional.
• the Scalar-FGLM algorithm returns relations with leading terms on the bor-
der of S but may fail to close the staircase. Therefore, the computed ideal of
relations might be positive-dimensional.
If u is linear recurrent and the bound big enough, then both algorithms compute
correctly the ideal of relations of u.
The last part of the theorem is important as in most applications u is linear
recurrent. Therefore, both algorithms are able to retrieve the ideal of relations of u.
We refer to Theorem 15 for a more precise and general version of this result.
By design, these algorithms return a set of relations, satisfied by the sequence
terms, and their shifts, i.e. how far these relations have been tested. The following
theorem proves that the outputs of the algorithms are quite different. This should
convince the reader that the algorithms do not compute the same thing whenever
the bound is too low or u is not linear recurrent. It is a specialization of Theorem 19
to the binomial sequence.
Theorem 2. Let b =
((
i
j
))
(i, j)∈N2
be the sequence of the binomial coefficients and
let ≺ be a total degree monomial ordering.
Assuming we call each algorithm on b, ≺ and a bound allowing us to retrieve
the same relations x y − y − 1, yd, (x − 1)d, with d > 2.
• Then, the Scalar-FGLM algorithm ensures that the shifts of the three rela-
tions are equal: they are still valid when multiplied by all the monomials of
degree at most d − 1.
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• The BMS algorithm ensures that the shifts of yd and (x − 1)d are less than
the shift of x y−y−1: relations yd and (x−1)d are still valid when multiplied
by all the monomials of degree at most d − 1 while relation x y − y− 1 is still
valid when multiplied by all the monomials of degree at most 2 d − 3.
In other words, the lesser the leading monomial of a relation computed by the BMS
algorithm, the greater its shift.
Wemention earlier that the Sparse-FGLM algorithm was a possible application
of these algorithms. Although, they are not meant to be run with the lexicographi-
cal ordering, we prove the following result to illustrate the difference in behaviors
of these algorithms. This result is extended to any dimension in Theorem 20.
Theorem 3. Let u = (ui, j)(i, j)∈N2 be a linear recurrent sequence whose ideal of
relations I = 〈g(y), x − f (y)〉 is in shape position for the lex(y ≺ x) ordering, with
deg f < deg g = d and g squarefree.
Assuming we call each algorithm on u, the lex(y ≺ x) ordering, and a bound
on the sequence terms.
• The Scalar-FGLM algorithm, with the set of terms T = {1, y, . . . , yd−1},
yields the ideal I.
• TheBMS algorithm, visiting monomials 1, y, . . . , yd, yields the ideal 〈g(y), x〉.
This ideal is not I unless f = 0.
In other words, the Scalar-FGLM algorithm can retrieve an ideal of relations in
shape position while, in general, the BMS algorithm cannot.
Finally, in Section 7, we compare the algorithms based on the number of basic
operations and the number of table queries they perform.
We show that the Scalar-FGLM algorithm performs in general more queries to
the table than the BMS algorithm. Yet, in the best case scenario where the leading
terms of the Gro¨bner basis of the ideal are all the monomials of a given degree, the
Scalar-FGLM has a better behavior than the BMS algorithm.
1.3. Perspectives
We are now in a position where the BMS algorithm and the Scalar-FGLM al-
gorithm are well understood and where we know that each algorithm has strengths
and weaknesses.
As anticipated in the original paper, the naive linear algebra solver in the
Scalar-FGLM algorithm is its main weakness. Therefore, a fast multi-Hankel
solver could improve this algorithm. Moreover, although its presentation is of a
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global algorithm, it can be turned into an iterative one using naive Gaussian elim-
ination. Thus, a fast multi-Hankel arithmetic could also be useful for an iterative
variant of the algorithm.
On the other hand, the BMS algorithm is a real iterative algorithm: if in addi-
tion of the relations, one outputs the set of failing relations (see Remark 10), then
one could continue the computation up to a farther bound with no additional cost.
Moreover, it is a faster algorithm since it uses a polynomial arithmetic instead of a
linear algebra one.
A consequence of this paper could be the design of an hybrid algorithm tak-
ing advantage of both the BMS and the Scalar-FGLM algorithms. Another di-
rection would be the study of adaptive variants of the algorithms. The Adaptive
Scalar-FGLM (Berthomieu et al. (2015, 2016)) is a more efficient variant of the
Scalar-FGLM algorithm trying not to test too far the computed relations in order
to minimize the table queries and the complexity. Likewise, one could design an
adaptive variant of the BMS algorithm based on this philosophy and study their
complexities.
In summary, the goal would be to take a step further in the hybrid approach
using the efficiency of the polynomial arithmetic in the BMS algorithm to compute
the relations and the smaller number of queries performed by the Adaptive Scalar-
FGLM algorithm.
2. Preliminaries
In this section, we present classical notation that shall be used all along the
paper. We also present some definitions that will be useful for all the proofs and
algorithms.
2.1. Sequences and relations
Let n ≥ 1, we write i = (i1, . . . , in) ∈ N
n. Likewise, we denote x = (x1, . . . , xn)
and for i ∈ Nn, we write xi = xi1
1
· · · x
in
n . Let u = (ui)i∈Nn be a n-dimensional
sequence over the fieldK. If there exists a finite set of indicesK ⊂ Nn and numbers
(αk)k∈K in the field K such that
∀i ∈ Nn,
∑
k∈K
αk uk+i = 0, (1)
then we say that u satisfies the linear recurrence relation (simply relation in the
following) defined by α = (αk)k∈K .
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Example 1. Let b be the 2-dimensional sequence of the binomial coefficients, b =((
i
j
))
(i, j)∈N2
. Then the Pascal’s rule:
∀(i, j) ∈ N2, bi+1, j+1 − bi, j+1 − bi, j = 0
is a linear recurrence relation for the sequence b.
As we can only work with a finite number of terms of a sequence, in this paper,
a table shall denote a finite subset of terms of a sequence: it is one of the input
parameters of the algorithms.
Given a finite table extracted from the sequence u, the main purpose of the
BMS and the Scalar-FGLM algorithms is to, lousy speaking, determine a minimal
set of relations that will allow us to generate this finite table using only the values
of u on their supports.
In order to study the relations satisfied by the sequence u, it will be useful to
associate them with polynomials in K[x].
Definition 1. Let f =
∑
k∈K αk x
k ∈ K[x]. We will denote by
[
f
]
u, or
[
f
]
when no
ambiguation arises, the linear combination
∑
k∈K αk uk. Moreover, if α defines a
relation for u, that is for all i ∈ Nn,
[
xi f
]
= 0, then we say that f is the polynomial
of this relation.
The main benefit of the [ ] notation resides in the immediate fact that for all
index i,
[
xi f
]
=
∑
k∈K αk uk+i.
In the previous example, the Pascal’s rule relation is associated with polyno-
mial P = x y − y − 1, so that
∀(i, j) ∈ N2, [xi y j P] = 0.
Definition 2 (Fitzpatrick and Norton (1990); Sakata (1988)). Let u = (ui)i∈Nn be a
n-dimensional sequence with coefficients in K. The sequence u is linear recurrent
if from a nonzero finite number of initial terms {ui, i ∈ S }, and a finite number of
linear recurrence relations, without any contradiction, one can compute any term
of the sequence.
Equivalently, u is linear recurrent if its ideal of relations { f , ∀m ∈ K[x],
[
m f
]
=
0} is zero-dimensional.
2.2. Gro¨bner bases
We let T be the set of all monomials in K[x], i.e. T = {xi, i ∈ Nn}. A
monomial ordering ≺ on K[x] is an order relation satisfying the following three
classical properties:
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1. for all m ∈ T , 1  m;
2. for all m,m′, s ∈ T , m ≺ m′ ⇒ m s ≺ m′ s;
3. every subset of T has a least element for ≺.
For a monomial ordering ≺ onK[x], the leading monomial of f , denoted lm( f ),
is the greatest monomial in the support of f for ≺. The leading coefficient of f ,
denoted lc( f ), is the nonzero coefficient of lm( f ). The leading term of f , lt( f ),
is defined as lt( f ) = lc( f ) lm( f ). For an ideal I, we denote, classically, lm(I) =
{lm( f ), f ∈ I}.
We recall briefly the definition of a Gro¨bner basis and a staircase.
Definition 3. Let I be a nonzero ideal of K[x] and let ≺ be a monomial ordering.
A set G ⊆ I is a Gro¨bner basis of I if for all f ∈ I, there exists g ∈ G such that
lm(g)| lm( f ).
The set G is a minimal Gro¨bner basis of I if for any g ∈ G, G \ {g} does not
span I.
Furthermore, G is (minimal) reduced if for any g, g′ ∈ G, g , g′ and any
monomial m ∈ supp g′, lt(g) ∤ m.
Let G be a reduced truncated Gro¨bner basis, the staircase of G is
S = Staircase(G) = {s ∈ T , ∀ g ∈ G, lm(g) ∤ s}.
It is also the canonical basis of K[x]/I.
Remark 4. By definition, a staircase is stable by division: that is, for any s, s′ ∈ T ,
if s is in the staircase of G and s′|s, then s′ is also in the staircase of G.
In some instances, the goal will be to make the smallest Gro¨bner basis staircase
from a monomial set S : this is done by adding all the divisors of the elements of S .
We denote this by stabilizing S with the Stabilize(S ) command.
We, now, present notation of Sakata (1988, 1990, 2009) and relate it to poly-
nomials and polynomial ideals. This definition shall act like a dictionary between
Sakata’s notation in these paper and the polynomials algebra notation. We also
refer to Guisse (2017), (Mora, 2009, Section 1) and (Sakata, 2009, Section 2) for
this kind of dictionary.
Definition 4. Given a set of polynomials G ⊆ K[x].
• Σ(G) = {xi, ∃ g ∈ G, lm(g)|xi}.
Whenever, G is a Gro¨bner basis of an ideal I, Σ(G) is by definition lm(I).
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• As Σ(G) satisfies ∀ s ∈ Σ(G),m ∈ T , if s|m, then m ∈ Σ(G), it has minimal
elements for the division. They form the set σ(G) = min|(Σ(G)).
Whenever, G is a minimal Gro¨bner basis of an ideal I, σ(G) is by definition
lm(G).
• ∆(G) = T \ Σ(G).
Whenever G is a Gro¨bner basis of an ideal I, ∆(G) is its staircase, the canon-
ical basis of K[x]/I.
• As ∆(G) satisfies ∀ d ∈ ∆(G),m ∈ T , if m|d, then m ∈ ∆(G), it has maximal
elements for the division. They form the set δ(G) = max|(∆(G)).
Whenever, G is a Gro¨bner basis of an ideal I, δ(G) is by definition the corner
set of the staircase.
Gro¨bner basis theory allows us to choose any monomial ordering ≺. Among
all the monomial ordering, we will mainly use the
• lex(xn ≺ · · · ≺ x1) ordering which compares monomials as follows x
i ≺ xi
′
if, and only if, there exists k, 1 ≤ k ≤ n such that for all ℓ < k, iℓ = i
′
ℓ
and
ik < i
′
k
, see (Cox et al., 2015, Chapter 2, Definition 3);
• drl(xn ≺ · · · ≺ x1) order which compares monomials as follows x
i ≺ xi
′
if,
and only if, i1 + · · ·+ in < i
′
1
+ · · ·+ i′n or i1 + · · ·+ in = i
′
1
+ · · ·+ i′n and there
exists k, 2 ≤ k ≤ n such that for all ℓ > k, iℓ = i
′
ℓ
and ik > i
′
k
. Equivalently,
there exists k, 1 ≤ k ≤ n such that for all ℓ > k, i1 + · · ·+ iℓ = i
′
1
+ · · ·+ i′
ℓ
and
i1 + · · · + ik < i
′
1
+ · · · + i′
k
, see (Cox et al., 2015, Chapter 2, Definition 6).
However, in the BMS algorithm, we need to be able to enumerate all the mono-
mials up to a bound monomial. This forces the user to take an ordering ≺ such that
for all M ∈ T , the set {m ≺ M, m ∈ T } is finite. Such an ordering ≺ makes (Nn,≺)
isomorphic to (N, <), thus it makes sense to speak about the next monomial for ≺.
This request excludes for instance the lex ordering, and more generally any
elimination ordering. In other words, only weighted degree ordering, or weight
ordering, should be used. It is well known that any monomial ordering ≺ on T can
be obtained from a matrix A ∈ Rn×n through: xi ≺ xj if, and only if, xA·i ≺lex x
A·j,
see Erdo¨s (1956). Such a matrix A ∈ Rn×n defines a monomial ordering if its
first row is nonnegative. It defines a weight ordering if its first row is positive,
see Robbiano (1986) and (Cox et al., 2015, Chapter 2, Exercises 4.10 and 4.11)
Definition 5. Let I be a homogeneous ideal of K[x] and let ≺ be a monomial
ordering. A set G ⊆ I is a d-truncated Gro¨bner basis, or truncated Gro¨bner basis
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of I up to degree d, if for all g ∈ G, deg g ≤ d and for for all f ∈ I, if deg f ≤ d,
then there exists a g ∈ G such that lt(g)| lt( f ).
This can be computed using any Gro¨bner basis algorithm by discarding critical
pairs of degree greater than d.
For an affine ideal I, an analogous definition of d-truncated Gro¨bner basis ex-
ists. It is the output of a Gro¨bner basis algorithm discarding all critical pairs ( f , f ′)
with deg lt( f ) + deg lt( f ′) − deg lcm(lt( f ), lt( f ′)) > d, i.e. with degree higher
than d. In this situation, a d-truncated Gro¨bner basis G will span the subspace of
polynomials
∑
g∈G hg g with deg hg ≤ d − deg g.
A truncated Gro¨bner basis G is reduced if for any g, g′ ∈ G and any monomial
m ∈ supp g, lm(g′) ∤ m.
The following definition extends the definition of the staircase of a Gro¨bner
basis to truncated Gro¨bner basis.
Definition 6. Let G be a reduced truncated Gro¨bner basis, the staircase of G is
S = Staircase(G) = {s ∈ T , ∀ g ∈ G, lm(g) ∤ s}.
2.3. Gorenstein ideals
From any ideal J ⊆ K[x], it is clear that one can construct a sequence u =
(ui)i∈Nn whose ideal of relations contains J: from a Gro¨bner basis G of J and
staircase S , set the values of the sequence terms ui = [x
i], for xi ∈ S , as desired
and then computes the terms uj = [x
j], for xj ∈ lm(I), using the relations given by
G.
However, Proposition 3.3 in Brachat et al. (2010) proves that there are nonzero
ideals of K[x] that cannot be the ideals of relations of linear recurrent sequences,
whenever n ≥ 2. Indeed, the ideal of relations is necessarily Gorenstein, Gorenstein
(1952); Macaulay (1934), and problems occur only if J has a zero of multiplicity
at least 2.
For instance, there is no bivariate sequence u = (ui, j)(i, j)∈N2 whose ideal of
relations I is J = 〈x2, x y, y2〉. That is, any sequence u satisfying u2+i, j = u1+i,1+ j =
ui,2+ j = 0, for all (i, j) ∈ N
2, satisfies a relation induced by a degree-1 polynomial.
Hence, I strictly contains J.
The following theorem can also be found in (Elkadi and Mourrain, 2007, The-
orem 8.3).
Theorem 5. Let I ⊆ K[x] be a 0-dimensional ideal and let R = K[x]/I. The ideal
I (resp. ring R) is Gorenstein if equivalently
1. R and its dual are isomorphic as R-modules;
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2. there exists a K-linear form τ on R such that the following bilinear form is
non degenerate
R × R → K
(a, b) 7→ τ(a b).
On the one hand, this result is important for the Sparse-FGLM application. If
the input ideal is not Gorenstein, the output ideal will be bigger. However, this can
be easily tested by comparing the degrees of the input and output ideals. On the
other hand, this yields a probabilistic test for the Gorenstein property of an ideal
J. Pick at random initial conditions, construct a sequence thanks to these initial
conditions and J and then compute the ideal I of relations of the sequence. If
I = J, then J is Gorenstein. We refer to Daleo and Hauenstein (2016) for another
test on the Gorenstein property of an ideal.
2.4. Multi-Hankel matrices
A matrix H ∈ Km×n is Hankel, if there exists a sequence u = (ui)i∈N such that
for all (i, i′) ∈ Nn, the coefficient hi,i′ lying on the ith row and i
′th column of H
satisfies hi,i′ = ui+i′ .
In a multivariate setting, we can extend this Hankel matrices notion to multi-
Hankel matrices. Indexing the rows and columns with monomials xi = x
i1
1
· · · x
in
n
and xi
′
= x
i′
1
1
· · · x
i′n
n , the coefficient of H lying on the row labeled with x
i and
column labeled with xi
′
is ui+i′ . Given two sets of monomials U and T , we let HU,T
be the multi-Hankel matrix with rows (resp. columns) indexed with monomials in
U (resp. T ).
Example 2. Let u = (ui, j)(i, j)∈N2 be a sequence.
1. Let U = {1, y, y2, x, x y, x y2, x2, x2 y, x2 y2} and T = {1, y, x, x y, x2, x2 y}, then
HU,T =

1 y x x y x2 x2 y
1 u0,0 u0,1 u1,0 u1,1 u2,0 u2,1
y u0,1 u0,2 u1,1 u1,2 u2,1 u2,2
y2 u0,2 u0,3 u1,2 u1,3 u2,2 u2,3
x u1,0 u1,1 u2,0 u2,1 u3,0 u3,1
x y u1,1 u1,2 u2,1 u2,2 u3,1 u3,2
x y2 u1,2 u1,3 u2,2 u2,3 u3,2 u3,3
x2 u2,0 u2,1 u3,0 u3,1 u4,0 u4,1
x2 y u2,1 u2,2 u3,1 u3,2 u4,1 u4,2
x2 y2 u2,2 u2,3 u3,2 u3,3 u4,2 u4,3

.
We can see that this matrix is a 3×3 block-Hankel matrix with Hankel blocks
of size 3 × 2.
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2. Let T = {1, y, x, y2, x y, x2}, then the following matrix has a less obvious
structure:
HT,T =

1 y x y2 x y x2
1 u0,0 u0,1 u1,0 u0,2 u1,1 u2,0
y u0,1 u0,2 u1,1 u0,3 u1,2 u2,1
x u1,0 u1,1 u2,0 u1,2 u2,1 u3,0
y2 u0,2 u0,3 u1,2 u0,4 u1,3 u2,2
x y u1,1 u1,2 u2,1 u1,3 u2,2 u3,3
x2 u2,0 u2,3 u3,0 u2,2 u3,3 u0,4

.
3. The BMS algorithm
As in Guisse (2017), we specialize to K[x] the presentation of the BMS algo-
rithm given in Bras-Amoro´s and O’Sullivan (2006), Cox et al. (2005) and Sakata
(2009) in the more general case of ordered domains.
3.1. A Polynomial interpretation of the BMS algorithm
Given a table u = (ui)i∈Nn and a weight ordering ≺ for x. We let T0 = {0} ∪
{xi, i ∈ Nn} and extend ≺ (still denoted by ≺) to T0 with the convention that 0 ≺ 1.
The goal is to iterate on a monomial m, by only considering, at each step, the
table (ui)i∈{k, xkm}. As we only know partially the table u, we need to define some
notions according to this partial knowledge at step m.
Definition 7. Let m ∈ T0. Let f ∈ K[x], we say that the relation f is valid up to m,
whenever
∀t ∈ T0, lm(t f )  m ⇒ [t f ] = 0.
We thus define the shift of f as shift( f ) = m
lm( f )
.
We say that the relation f fails at m whenever
∀t ∈ T0, t f ≺ m ⇒ [t f ] = 0,[
m
lm( f )
f
]
, 0.
We define the fail of f as fail( f ) = m. If the relation f never fails, that is for all
t ∈ T0, [t f ] = 0, then by convention fail( f ) = shift( f ) = +∞.
Proposition 6. Let u be a table and f ∈ K[x] such that fail( f ) ≻ m. For all
g ∈ K[x], if lm(g f )  m, then [g f ] = 0.
The following proposition show how to combine two failing relations with the
same shift in order to obtain a new relation valid with a bigger shift.
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Proposition 7. Let f1 and f2 be two relations such that v =
fail( f1)
lm( f1)
=
fail( f2)
lm( f2)
and
e1 =
[
v f1
]
, e2 =
[
v f2
]
. Let f be the nonzero polynomial f1 −
e1
e2
f2. Then, for
i ∈ {1, 2}, fail( f ) ≻ fail( fi), i.e.
fail( f )
lm( f )
≻ v.
Proof. For any c ∈ K and any µ ∈ K[x] such that lm(g) ≺ v, we have [µ ( f1 +
c f2)] = [µ f1] + c [µ f2] = 0, hence fail( f1 + c f2)  fail( fi).
It remains to prove that for a good choice of c, we have a strict inequality: as,
[v ( f1+c f2)] = [v f1]+c [v f2] = e1+c e2, it is clear that [v f ] = [v ( f1−
e1
e2
f2)] = 0,
so that fail( f ) ≻ v lm( f )  fail( fi).
Definition 8. Using the same notation as in Definition 6, we let
Im = { f ∈ K[x], fail ( f ) ≻ m},
and Gm be the least elements for ≺ of Im, it is a truncated Gro¨bner basis of Im:
Gm = min
≺
{g, g ∈ Im},
Sm = Staircase(Gm).
Example 3. Let us go back to Example 1 with sequence b =
((
i
j
))
(i, j)∈N2
. Consider
K[x, y] with the drl(y ≺ x) ordering, and m = x2.
y2 0
y 0 1
1 1 1 1
1 x x2
From this table, on the one hand, we can deduce that
• since it is not identically 0, there is no relation with leading monomial 1
valid up to x2, hence 1 ∈ S x2 ;
• since [y + α] = α and [x (y + α)] = 1 + α, there is no relation with leading
monomial y valid up to x y and thus x2, hence y ∈ S x2 ;
• since [y (x+ β y+α)] = 1, there is no relation with leading monomial x valid
up to x y and thus x2, hence x ∈ S x2 .
On the other hand, we can check that
• since [y2] = 0, relation y2 is valid up to y2 and thus x2, hence y2 ∈ T \ S x2 ;
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• since [x y − 1] = 0, relation x y − 1 is valid up to x y and thus x2, hence
x y ∈ T \ S x2 ;
• since [x2 − x] = 0, relation x2 − x is valid up to x2, hence x2 ∈ T \ S x2 .
Therefore, S x2 = {1, y, x}, max|(S x2 ) = {y, x} and min|(T \ S x2 ) = {y
2, x y, x2}. This
is summed up in the following diagram.
y2
⊙
y
⊗ ⊙
1
⊗ ⊙
1 x x2
⊙
: min|(T \ S x2 )⊗
: max|(S x2 )
Let us notice that many relations with respective leading monomials y2, x y, x2 suit
actually. These would be y2 − α1 x + αy y + α1, x y − (1 + α1) x + αy y + α1 and
x2− (1+α1) x+αy y+α1. Furthermore, Ix2 is not stable by addition: (x
2− x), (x2−
2 x + 1) ∈ Ix2 but x
2 − x − (x2 − 2 x + 1) = (x − 1) < Ix2 since fail (x − 1) = x y.
Hence, Ix2 is not an ideal of K[x, y].
For m = x3, with the following table, we find that
y3 0
y2 0 0
y 0 1 2
1 1 1 1 1
1 x x2 x3
• since [y2] = [y y2] = [x y2] = 0, then y2 is valid up to x y2 and thus x3;
• since [x y − 1] = [y (x y − 1)] = 0 and [x (x y − y)] = 1, then x y − 1 fails
at x2 y. Yet, since [y] = [y y] = 0 and [x y] = 1, then by Proposition 7,
[x y − y − 1] = [y (x y − y − 1)] = 0 and [x (x y − y − 1)] vanishes as well.
Hence, x y − y − 1 is valid up to x2 y and thus x3;
• since [x2− x] = 0 and [y (x2− x)] = 1, then x2− x fails at x2 y. Likewise, since
[x−1] = 0 and [y (x−1)] = 1, then [x2−2 x+1] = 0 and [y (x2−2 x+1)] = 0.
Furthermore, [x (x2 − 2 x + 1)] = 0, so that x2 − 2 x + 1 is valid up to x3.
Therefore, S x3 = {1, y, x}, max|(S x3 ) = {y, x} and min|(T \ S x3 ) = {y
2, x y, x2}. We
can also check that these relations span the only valid relations with support in
15
S x3 ∪ {y
2, x y, x2}.
y3
y2
⊙
y
⊗ ⊙
1
⊗ ⊙
1 x x2 x3
Although Im is not an ideal in general, we have the following results:
Proposition 8. Using the notation of Definitions 7 and 8,
1. Im is closed under multiplication by elements of K[x],
2. for all monomials t, t′ such that t|t′,
(a) if t′ ∈ Sm, then t ∈ Sm.
(b) if t ∈ T \ Sm, then t
′ ∈ T \ Sm,
Moreover, it is clear that the sequence (Im)m∈T0 is decreasing and that if u is
linear recurrent then I =
⋂
m∈T0 Im. Therefore, (Sm)m∈T0 is increasing and its limit
is S the finite target staircase. Hence, for m big enough, Sm will be the target
staircase. We will give an upper bound in Proposition 11.
The following result gives an intrinsic characterization of Sm that is key in the
iteration of the BMS algorithm.
Proposition 9. For all monomial m ∈ T0, Sm =
{
fail( f )
lm( f )
, f < Im
}
.
Furthermore, let m+ be the successor of m. Let s be a monomial in the staircase
Sm+ . Then, s was added at step m
+, i.e. s < Sm, if, and only if, s|m
+ and m
+
s
∈
Sm+ \ Sm.
Proof. We shall prove the first assertion by double inclusion. If s =
fail( f )
lm( f )
then for
all g ∈ K[x] such that lm(g) = s, fail(g)  m, hence s < lm(Im), s ∈ Sm.
The reverse inclusion is proved by induction on m. For m = 0, Sm = ∅ and
there is nothing to do. Let us assume the inclusion is satisfied for a monomial m.
Let s ∈ Sm+ . On the one hand, if s ∈ Sm, then there exists f ∈ K[x] \ Im ⊆
K[x] \ Im+ such that s =
fail( f )
lm( f )
.
If, on the other hand, s ∈ Sm+ \ Sm, then there exists a relation f ∈ K[x] such
that lm( f ) = s, and m ≺ fail( f )  m+, hence fail( f ) = m+ and s divides m+.
Let us assume that for all g ∈ K[x] with lm(g) = m
+
s
, we have fail(g)  m ≺ m+.
Therefore, m
+
s
∈ Sm and there exists h < Im such that
fail(h)
lm(h)
= m
+
s
. By Proposition 7,
there is α ∈ K such that fail( f −α h) ≻ m+. Since fail(h)  m ≺ m+, then lm(h)  s
and lm( f − α h) = s, hence
fail( f−α h)
lm( f−α h) ≻
m+
s
. This contradicts the fact that m
+
s
∈ Sm.
Thus there exists a g ∈ K[x] with lm(g) = m
+
s
and fail(g)  m+.
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Let g be such a relation, since fail( f ) = m+, then [g f ] , 0 and fail(g) = m+.
Therefore,
fail(g)
lm(g)
= m
+
m+/s = s so that s ∈
{
fail( f )
lm( f )
, f < Im+
}
.
Now, we proved that s ∈ Sm+ \ Sm implies s|m
+ and m
+
s
∈ Sm+ \ Sm. This
implication is clearly an equivalence.
From this proposition it follows that if m ∈ T0, and if m
+ is its successor:
max
|
(Sm+ ) = max
|
(
max
|
(Sm) ∪
{
m+
s
, s ∈ min
|
(T \ Sm) ∩ Sm+
})
(2)
Relation 2 allows us to construct, iterating on the monomial m, the set of re-
lations Gm representing the truncated Gro¨bner basis of Im. Relations g ∈ Gm are
indexed by their leading monomials, describing T \ Sm.
Remark 10. We can also construct another set, describing the edge of Sm, still
denoted Sm, as there is a one-to-one correspondence between a staircase and its
edge. The relations h ∈ Sm are indexed by their ratio
fail(h)
lm(h)
between their fail and
their leading monomial, describing the full staircase of Im.
When two relations h and h′ in Sm are such that
fail(h)
lm(h)
=
fail(h′)
lm(h′)
, then we only
need to keep one. Since the goal is to combine a relation of Sm with a relation
failing at m+ to make a new one with a bigger shift, as in Proposition 7, it is best
to handle smaller polynomials.
This yields Algorithm 1.
We saw that for m big enough, Sm will be the target staircase. We now give an
upper bound.
Proposition 11. Let u be a linear recurrent sequence and I be its ideal of relations.
Let S be the staircase of I for ≺. Let smax be the largest monomial in S . Then,
for m  (smax)
2, Sm = S .
Let G be a minimal Gro¨bner basis of I for ≺ and let gmax be the largest leading
monomial of G. Then, for m  smax ·max≺(gmax, smax), the BMS algorithm returns
a minimal Gro¨bner basis of I for ≺.
Example 4. For the drl(y ≺ x) ordering, I = 〈xp, yq〉 and q > p ≥ 1, we
have, smax = x
p−1 yq−1 and gmax = y
q. Therefore, the right staircase is found
at most at step m = x2 p−2 y2 q−2, while the Gro¨bner basis is found at most at step
xp−1 yq−1 max≺(x
p−1 yq−1, xq), i.e. y2 q−1 if p = 1 and x2 p−2 y2 q−2 otherwise.
From Propositions 9 and 11, we can deduce that S =
{
fail( f )
lm( f )
, f < I
}
.
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Algorithm 1: The BMS algorithm.
Input: A table u = (ui)i∈Nn with coefficients in K, a monomial ordering ≺ and a
monomial M as the stopping condition.
Output: A set G of relations generating IM .
T := {m ∈ K[x], m  M}. // ordered for ≺
G := {1}. // the future Gro¨bner basis
S := ∅. // staircase edge, elements will be [h, fail(h)/ lm(h)]
For all m ∈ T do
S ′ := S .
For g ∈ G do
If lm(g)|m then
e :=
[
m
lm(g)
g
]
u
.
If e , 0 then
S ′ := S ′ ∪
{[
g
e
, m
lm(g)
]}
.
S ′ := min| {[h, fail(h)/ lm(h)]}. // see Remark 10
G′ := Border(S ′).
For g′ ∈ G′ do
Let g ∈ G such that lm(g)| lm(g′).
If lm(g) ∤ m then
g′ :=
lm(g′)
lm(g)
g. // translates the relation
Else if ∃ h ∈ S , m
lm(g′)
| fail(h) then
g′ :=
lm(g′)
lm(g)
g −
[
m
lm(h)
h
]
u
lm(g′) fail(h)
m
h. // see Proposition 7
Else g′ := g.
G := G′.
S := S ′.
Return G.
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Example 5. We give the trace of the algorithm called on the binomial sequence b
for the drl(y ≺ x) ordering up to monomial x3 (hence visiting all the monomials of
degree at most 3).
To simplify the reading, whenever a relation succeeds in m or cannot be tested
in m, we skip the updating part as this relation remains the same.
We start with the empty staircase S and the relation G = {1}.
For the monomial 1
The relation g1 = 1 fails since [b0,0] = 1. Thus S
′ = {[1, 1]}.
S ′ is updated to {[1, 1]} and G′ = {y, x}.
For the relation g′
1
= y, y ∤ 1 thus g′
1
= y.
For the relation g′
2
= x, x ∤ 1 thus g′
2
= x.
We update G := G′ = {y, x} and S := S ′ = {[1, 1]}.
For the monomial y
The relation g1 = y succeeds since [b0,1] = 0.
Nothing must be done for the relation g2 = x.
S ′ is set to {[1, 1]} and G′ = {y, x}.
We set g′
1
= y and g′
2
= x.
We update G := G′ = {y, x} and S := S ′ = {[1, 1]}.
For the monomial x
Nothing must be done for the relation g1 = y.
The relation g2 = x fails since [b1,0] = 1. Thus S
′ = {[1, 1], [x, 1]}.
S ′ is set to {[1, 1]} and G′ = {y, x}.
We set g′
1
= y.
For the relation g′
2
= x, x|x and x
x
| fail(1), hence g′
2
= x − 1.
We update G := G′ = {y, x − 1} and S := S ′ = {[1, 1]}.
For the monomial y2
The relation g1 = y succeeds since [b0,2] = 0.
Nothing must be done for the relation g2 = x − 1.
S ′ is set to {[1, 1]} and G′ = {y, x}.
We set g′
1
= y and g′
2
= x − 1.
We update G := G′ = {y, x − 1} and S := S ′ = {[1, 1]}.
For the monomial x y
The relation g1 = y fails since [b1,1] = 1. Thus S
′ = {[1, 1], [y, x]}.
The relation g2 = x − 1 fails since [b1,1 − b0,1] = 1. Thus S
′ =
{[1, 1], [y, x], [x − 1, y]}.
S ′ is set to {[y, x], [x − 1, y]} and G′ = {y2, x y, x2}.
For the relation g′
1
= y2, y2 ∤ x y thus g′
1
= y2.
For the relation g′
2
= x y, x y|x y and
x y
x y
| fail(y), hence g′
2
= x y − 1.
For the relation g′
3
= x2, x2 ∤ x y thus g′
3
= x2 − x.
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We update G := G′ = {y2, x y−1, x2−x} and S := S ′ = {[y, x], [x−1, y]}.
For the monomial x2
Nothing must be done for the relation g1 = y
2.
Nothing must be done for the relation g2 = x y − 1.
The relation g3 = x
2 − x succeeds since [b2,0 − b1,0] = 0.
S ′ is set to {[y, x], [x − 1, y]} and G′ = {y2, x y, x2}.
We set g′
1
= y2, g′
2
= x y − 1 and g′
3
= x2 − x.
We update G := G′ = {y2, x y−1, x2−x} and S := S ′ = {[y, x], [x−1, y]}.
For the monomial y3
The relation g1 = y
2 succeeds since [b0,3] = 0.
Nothing must be done for the relation g2 = x y − 1.
Nothing must be done for the relation g3 = x
2 − x.
S ′ is set to {[y, x], [x − 1, y]} and G′ = {y2, x y, x2}.
We set g′
1
= y2, g′
2
= x y − 1 and g3 = x
2 − x.
We update G := G′ = {y2, x y−1, x2−x} and S := S ′ = {[y, x], [x−1, y]}.
For the monomial x y2
The relation g1 = y
2 succeeds since [b1,2] = 0.
The relation g2 = x y − 1 succeeds since [b1,2 − b0,1] = 0.
Nothing must be done for the relation g3 = x
2 − x.
S ′ is set to {[y, x], [x − 1, y]} and G′ = {y2, x y, x2}.
We set g′
1
= y2, g′
2
= x y − 1 and g3 = x
2 − x.
We update G := G′ = {y2, x y−1, x2−x} and S := S ′ = {[x, y], [y, x−1]}.
For the monomial x2 y
Nothing must be done for the relation g1 = y
2.
The relation g2 = x y − 1 fails since [b2,1 − b1,0] = 1. Thus S
′ =
{[y, x], [x − 1, y], [x y − 1, x]}.
The relation g3 = x
2 − x fails since [b2,1 − b1,1] = 1. Thus S
′ =
{[y, x], [x − 1, y], [x y − 1, x], [x2 − x, y]}.
S ′ is set to {[y, x], [x − 1, y]} and G′ = {y2, x y, x2}.
We set g′
1
= y2.
For the relation g′
2
= x y, x y|x2 y and
x2 y
x y
| fail(y), hence g′
3
= x y−y−1.
For the relation g′
3
= x2, x2|x2 y and
x2 y
x2
| fail(x − 1), hence g′
3
= x2 −
2 x + 1.
We update G := G′ = {y2, x y − y − 1, x2 − 2 x + 1} and S := S ′ =
{[y, x], [x − 1, y]}.
For the monomial x3
Nothing must be done for the relation g1 = y
2.
Nothing must be done for the relation g2 = x y − y − 1.
The relation g3 = x
2 − 2 x + 1 succeeds since [b3,0 − 2b2,0 + b1,0] = 0.
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S ′ is set to {[y, x], [x − 1, y]} and G′ = {y2, x y, x2}.
We set g′
1
= y2, g′
2
= x y − y − 1 and g3 = x
2 − 2 x + 1.
We update G := G′ = {y2, x y − y − 1, x2 − 2 x + 1} and S := S ′ =
{[y, x], [x − 1, y]}.
The algorithm returns relations y2, x y − y − 1, x2 − 2 x + 1, all three with a
shift x.
3.2. A Linear Algebra interpretation of the BMS algorithm
In order to make the presentation of the BMS algorithm closer to that of the
Scalar-FGLM algorithm, we propose to replace every evaluation using the [ ] op-
erator with a matrix-vector product.
As stated above, given a monic relation f = lm( f ) +
∑
s∈S αs s, testing the
shift of this relation by a monomial m is done with the bracket operator, i.e. testing
whether [m f ] = 0 or not. Denoting ~f , the vector
~f =

1
...
...
s∈S αs
...
...
lm( f ) 1

,
this can also be done through testing if the following matrix-vector product
Hm,S∪{lm( f )} ~f =
( ··· s∈S ··· lm( f )
m · · · [m s] · · · [m lm( f )]
)

...
αs
...
1

= 0
or not. In this setting, the definitions of the shift and the fail of a relation, i.e.
Definition 7, become as follows.
Definition 9. Let f = lt( f ) +
∑
s∈S αs s be a polynomial.
The monomial m is a shift of f if
H{1,...,m},S∪{lm( f )} ~f =

··· s∈S ··· lm( f )
1 · · · [s] · · · [lm( f )]
...
...
...
m · · · [m s] · · · [m lm( f )]


...
αs
...
1

=

0
...
0
 .
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Let m+ be the successor of m, m+ lm( f ) is the fail of f if
H{1,...,m,m+},S∪{lm( f )} ~f =

··· s∈S ··· lm( f )
1 · · · [s] · · · [lm( f )]
...
...
...
m · · · [m s] · · · [m lm( f )]
m+ · · · [m+ s] · · · [m+ lm( f )]


...
αs
...
1

=

0
...
0
e

,
with e , 0.
We can also write another proof of Proposition 7 with a matrix viewpoint.
Proof of Proposition 7. Let f1 = lm( f1)+
∑
s∈S αs s and f2 = lm( f2)+
∑
s∈S ′ βs s be
monic. Let v− be the predecessor of v. Let S˜ = S ∪ S ′ \ {lm( f2), lm( f1)}, assuming
lm( f2) , lm( f1), then we have
H{1,...,v−,v},S˜∪{lm( f2),lm( f1)} (
~f1 + c ~f2) =

0
...
0
e1 + c e2


··· s∈S˜ ··· lm( f2) lm( f1)
1 · · · [s] · · · [lm( f2)] [lm( f1)]
...
...
...
...
v− · · · [v− s] · · · [v− lm( f2)] [v
−
lm( f1)]
v · · · [v s] · · · [v lm( f2)] [v lm( f1)]


...
αs + c βs
...
c
1

=

0
...
0
e1 + c e2

.
It is now clear that vector ~f1 −
e1
e2
~f2 is in the kernel of this matrix. That is, polyno-
mial f1 −
e1
e2
f2 has a shift v.
Changing every evaluation into a matrix-vector product in the BMS algorithm
yields the following presentation of the BMS algorithm, namely Algorithm 2.
22
Algorithm 2: Linear Algebra variant of the BMS algorithm.
Input: A table u = (ui)i∈Nn with coefficients in K, a monomial ordering ≺ and a
monomial M as the stopping condition.
Output: A set G of relations generating IM .
T := {m ∈ K[x],m  M}. // ordered for ≺
G := {1}. // the future Gro¨bner basis
S := ∅. // staircase edge, elements will be [h, fail(h)/ lm(h)]
For all m ∈ T do
S ′ := S .
For g ∈ G do
If lm(g)|m then
e := H{ m
lm(g)
}
,supp(g)
~g.
If e , 0 then
S ′ := S ′ ∪
{[
g
e
, m
lm(g)
]}
.
S ′ := minfail(h)∈S ′ {[h, fail(h)/ lm(h)]}. // see Remark 10
G′ := Border(S ′).
For g′ ∈ G′ do
Let g ∈ G such that lm(g)| lm(g′).
If lm(g) ∤ m then
g′ :=
lm(g′)
lm(g)
g. // shifts the relation
Else if ∃ h ∈ S , m
lm(g′)
| fail(h) then
g′ :=
lm(g′)
lm(g)
g −
(
H{ m
lm(h)
}
,supp(h)
~h
)
lm(g′) fail(h)
m
h. // see Prop. 7
Else g′ := g.
G := G′
S := S ′
Return G.
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4. The Scalar-FGLM algorithm
This section is devoted to the description of the Scalar-FGLM algorithm in-
troduced in Berthomieu et al. (2015, 2016).
The Scalar-FGLM algorithm aims at computing linear recurrence relations of
a multidimensional sequence with a matrix viewpoint and an approach close to the
FGLM algorithm, see Fauge`re et al. (1993).
The main idea is to shift the linear recurrence relations in order to determine
their coefficients. As we can only know a finite number of the sequence terms, we
need the following definition.
Definition 10. Let f ∈ K[x] and T be a set of monomials in x, we say that f has a
shift T if
∀m ∈ T, [m f ] = 0. (3)
Remark 12. We would like to emphasize that this definition is close to Definition 7
of the shift for the BMS algorithm.
Whenever T is a set of monomials TM = {m, m  M}, f has a shift TM if, and
only if, f has a shift M, i.e. fail( f ) ≻ lm( f )M.
Unless stated otherwise, we will now always assume that the set T is stable by
division.
From the relations
[
xi+d +
∑
k∈K αk x
i+k
]
= 0, valid for all xi ∈ T , one can
deduce that the polynomial P = xd +
∑
k∈K αk x
k satisfies [mP] = 0 for all m ∈ T .
In other words, P has a shift T .
To determine P with a shift TM, it suffices to solve the linear system
[
xd +
∑
k∈K αk x
k
]
= 0
...
...[
m xd +
∑
k∈K αkm x
k
]
= 0
...
...[
M xd +
∑
k∈K αk M x
k
]
= 0.
Before determining the coefficients of the relations, one needs to determine
their support.
Definition 11. Let T be a finite subset of terms. We say that a finite set S ⊂ T is a
useful staircase with respect to u, T and ≺ if∑
t∈S
βt [m t] = 0, ∀m ∈ S
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implies that βt = 0 for all t ∈ S , S is maximal for the inclusion and minimal for ≺.
We compare two ordered sets for ≺ by seeing them as tuples of their elements and
then comparing them lexicographically.
We recall that for two sets of terms U and T , the multi-Hankel matrix associ-
ated with U and T is
HU,T =

··· m∈T ···
...
. . .
... . .
.
m′∈U · · · [mm′] · · ·
... . .
. ...
. . .
.
Whenever U = {1, x, . . . , xk−1} and T = {1, x, . . . , xℓ−1} then HU,T is a classical
Hankel matrix of size k × ℓ.
Definition 11 can be rewritten in term of a matrix rank.
Definition 12. Let T be a finite subset of terms.
We say that a finite set S ⊂ T is a useful staircase with respect to u, T and ≺
if the matrix HS ,S has full rank equal to # S and to rankHT,T , S is minimal for the
inclusion and for ≺.
We compare two ordered sets for ≺ by seeing them as tuples of their elements
and then comparing them lexicographically.
In other words, S is the column rank profile of matrix HT,T .
As noted by the authors, it is important to notice that useful staircases need not
be Gro¨bner bases staircases as proven by the following example. Though, if the set
of terms T contains the true staircase of the ideal of relations of I with respect to
≺, then the useful staircase will be this staircase, as expected.
Example 6. We consider the bivariate sequence u = (1i= j=1)(i, j)∈N2 =

0 0 0 0 ···
0 1 0 0 ···
0 0 0 0 ···
0 0 0 0 ···
...
...
...
...
. . .

whose ideal of relations is 〈y2, x2〉. The useful staircase with respect to u, T =
{1, y, x, y2} and drl(y ≺ x) is S = {y, x}, as the columns labeled with 1 and y2 of the
matrix
HT,T =

1 y x y2
1 0 0 0 0
y 0 0 1 0
x 0 1 0 0
y2 0 0 0 0

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are zero. However, for a bigger set T ′ = {1, y, x, y2, x y, x2}, the useful staircase of
the matrix
HT ′,T ′ =

1 y x y2 x y x2
1 0 0 0 0 1 0
y 0 0 1 0 0 0
x 0 1 0 0 0 0
y2 0 0 0 0 0 0
x y 1 0 0 0 0 0
x2 0 0 0 0 0 0

is the true staircase {1, y, x, x y}, which is stable by division.
Proposition 13. If S is the useful staircase with respect to the finite subset T and
≺, then for all m ∈ T \ S , there exists a relation with support in S ∪ {m}, but not in
S , with a shift T .
In particular, we can always pick m in the border of S .
Proof. If m ∈ T \ S , then S ∪ {m} is bigger than S . As the rank of HT,S∪{m} cannot
be # S ∪ {m} = # S + 1 = rankHT,S + 1, then it must be # S . Therefore, the last
column of HT,S∪{m}, labeled with m, is a linear combination of the previous ones,
i.e. there is a relation with support in S ∪ {m} but not in S .
Finding this relation is straightforward, as it suffices to solve the nondegenerate
linear system HT,S α+HT,{m} = 0 which is equivalent to solving HS ,S α+HS ,{m} = 0.
It is worth noticing that nothing can be concluded on the existence of a relation
with support in S ∪ {m} with a shift T , whenever m < T , though.
In the Scalar-FGLM algorithm presented in Berthomieu et al. (2015, 2016),
a relation was returned for every m in the border of S , whether m was in T or
not by solving the linear system HS ,S α + HS ,∪{m} = 0. This would mean that
some relations could be returned without even being tested with a shift T , see also
Example 10. Therefore, it seems preferable to only return relations with support in
T , to ensure the shift T .
This yields the Algorithm 3 that differs thus a little bit from the one in the
aforementioned articles.
Example 7. We give the trace of the algorithm called on two sequences: the se-
quence u = (2i 3 j (i+1))(i, j)∈N2 and the the binomial sequence b with the drl(y ≺ x)
ordering, and on the set T = {1, y, x, y2, x y, x2} of all the monomials of degree at
most d = 2.
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Algorithm 3: The Scalar-FGLM algorithm.
Input: A table u = (ui)i∈Nn with coefficients in K, ≺ a monomial ordering and T a
set of terms in x stable by division.
Output: A reduced truncated Gro¨bner basis with respect to ≺ of the ideal of
relations of u with staircase included in T .
Build the matrix HT,T .
Compute the useful staircase (column rank profile) S of HT,T such that
rankHT,T = rankHS ,S .
S ′ := Stabilize(S ). // the staircase (stable under division)
L := T\S ′. // the set of next terms to study
G := ∅. // the future Gro¨bner basis
While L , ∅ do
t := min≺(L).
Find α such that HS ,S α + HS ,{t} = 0.
G := G ∪
{
t +
∑
s∈S αs s
}
.
Remove multiples of t in L and sort L by increasing order (with respect to ≺).
Return G.
1. We build the matrix
HT,T =

1 y x y2 x y x2
1 1 3 4 9 12 12
y 3 9 12 27 36 36
x 4 12 12 36 36 32
y2 9 27 36 81 108 108
x y 12 36 36 108 108 96
x2 12 36 32 108 96 80

.
The useful staircase of this matrix is S = {1, x}.
It is stable by division so S ′ = S .
We set L = {1, y, x, y2, x y, x2} \ {1, x} = {y, y2, x y, x2, y3, x y2, x2 y, x3}
and G = ∅.
We take t = y and solve HS ,S α +HS ,{y} = 0 which yields relation y − 3,
so G = {y − 3} and L is updated to {x2, x3}.
We take t = x2 and solve HS ,S α + HS ,{x2} = 0 which yields relation
x2 − 4 x + 4, so G = {y − 3, x2 − 4 x + 4} and L is updated to ∅.
We return G = {y − 3, x2 − 4 x + 4}.
Furthermore, the relations g ∈ G satisfy [mg] = 0, for all m ∈ T =
{1, y, x, y2, x y, x2}, i.e. have a shift T .
27
2. We build the matrix
HT,T =

1 y x y2 x y x2
1 1 0 1 0 1 1
y 0 0 1 0 0 2
x 1 1 1 0 2 1
y2 0 0 0 0 0 1
x y 1 0 2 0 1 3
x2 1 2 1 1 3 1

.
The useful staircase of this matrix is S = {1, y, x, y2, x2}.
It is stable by division so S ′ = S .
We set L = {1, y, x, y2, x y, x2} \ {1, y, x, y2, x2} = {x y, x y2, x2 y} and
G = ∅.
We take t = x y and solve HS ,S α + HS ,{x y} = 0 which yields relation
x y − y − 1, so G = {x y − y − 1} and L is updated to ∅.
We return G = {x y − y − 1}.
Furthermore, this relation g ∈ G satisfies [mg] = 0, for all m ∈ T =
{1, y, x, y2, x y, x2}, i.e. has a shift T .
5. Another linear algebra solver inspired by the BMS algorithm
In this section, we design an algorithm for computing the ideal of relations
of a sequence that is close to both the BMS algorithm and to the Scalar-FGLM
algorithm. The main idea will be to increase the number of rows and columns of
several multi-Hankel matrices and to check whether the ranks of these matrices are
increasing.
Proposition 14. Let S be a staircase and g be a relation on sequence u such that
lm(g) lies on the border of S and supp(g) ⊆ S ∪ {lm(g)}. Assume furthermore that
g has a shift m, that is [gµ] = 0 for all µ  m.
Let m+ be the successor of m. If [m+ g] , 0, then the linear system

∑
s∈S αs [s] + [lm(g)] = 0
...∑
s∈S αs [m s] + [m lm(g)] = 0∑
s∈S αs [m
+ s] + [m+ lm(g)] = 0
has no solution and there is no nonzero valid relation with support in Stabilize
(
S ∪ {m+}
)
.
Proof. This is a consequence of Proposition 9.
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Example 8. 1. Let us consider the binomial sequence b and relations y and
x − 1. We know that the relation y has a shift y, i.e. [y] = [y2] = 0, and we
want to check if a relation with leading monomial y has a shift x. Therefore,
we need to solve

α1 [1] + [y] = 0
α1 [y] + [y
2] = 0
α1 [x] + [x y] = 0
⇐⇒

α1 = 0
0 = 0
α1 + 1 = 0
which has no solution. Hence x is in the staircase. Thanks to Proposition 9,
since relation [y] fails in x y for [x y] = 1, we can also determine that x is in
the staircase.
Likewise, we know that the relation x−1 has a shift 1, i.e. [x−1] = 0, and we
want to check if a relation with leading monomial x has a shift y. Therefore,
we need to solve 
α1 [1] + [x] = 0
α1 [y] + [x y] = 0
⇐⇒

α1 + 1 = 0
1 = 0
which has no solution. Hence y is in the staircase.
2. We still consider the binomial sequence b but with relations y2, x y − 1 and
x2− x. We know that the relation x2− x has a shift 1, i.e. [x2− x] = 0, and we
want to check if a relation with leading monomial x2 has a shift y. Therefore,
we need to solve
α1 [1] + αy [y] + αx [x] + [x
2] = 0
α1 [y] + αy [y
2] + αx [x y] + [x
2 y] = 0
⇐⇒

α1 + αx + 1 = 0
αx + 2 = 0
whose solution is αx = −2, α1 = 1 and αy is any. Hence, although the
relation x2 − x fails at x2 y for [x2 y − x y] = 1, the relation x2 − 2 x + 1 does
not and has a shift y.
This yields Algorithm 4.
Example 9. We detail how Algorithm 4 behaves on the binomial sequence b up to
monomial x2. We start with the empty staircase S and the relation 1, with V1 = ∅.
For the monomial 1, the matrix H{1},∅ has rank 0 while the matrix H{1},{1} =
( 1 ) has rank 1, hence S is updated to {1} and the relations are now y, with
Vy = ∅, and x, with Vx = ∅.
For the monomial y,
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Algorithm 4: Linear Algebra solver.
Input: A table u = (ui)i∈Nn with coefficients in K, a monomial ordering ≺ and a
monomial M as the stopping condition.
Output: A set G of relations generating IM .
T := {m ∈ K[x], m  M}. // ordered for ≺
G := {[1, ∅]}. // the future Gb, elements will be [g,Vg]
S := ∅. // the staircase
For all m ∈ T do
S ′ := S
For g ∈ G do
If lm(g)|m then
If rankH
Vg∪
{
m
lm(g)
}
,S
< rankH
Vg∪
{
m
lm(g)
}
,S∪{lm(g)}
then
S ′ := S ′ ∪
{
m
lm(g)
}
.
Else
Vg := Vg ∪
{
m
lm(g)
}
.
S := Stabilize(S ′).
G := Border(S ).
For g ∈ G do
Vg := {µ ∈ K[x], µ lm(g)  m}
For g ∈ G do
Find α such that HVg,S α + HVg,{lm(g)} = 0.
g := g +
∑
s∈S αs s.
Return G.
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both matrices H{1},{1} = ( 1 ) and H{1},{1,y} = ( 1 0 ) have rank 1, hence Vy
is updated to {1};
as x does not divide y, nothing is done.
For the monomial x,
as y does not divide x, nothing is done;
both matrices H{1},{1} = ( 1 ) and H{1},{1,x} = ( 1 1 ) have rank 1, hence Vx
is updated to {1}.
For the monomial y2,
both matrices H{1,y},{1} =
(
1
0
)
and H{1,y},{1,y} =
(
1 0
0 0
)
have rank 1, hence
Vy is updated to {1, y};
as x does not divide y, nothing is done.
For the monomial x y,
the matrix H{1,y,x},{1} =
(
1
0
1
)
has rank 1 while the matrix H{1,y,x},{1,y} =(
1 0
0 0
1 1
)
has rank 2, hence S is updated to {1, y}.
the matrix H{1,y},{1} =
(
1
0
)
has rank 1 while the matrix H{1,y},{1,x} =
(
1 0
0 1
)
has rank 2, hence S is updated to {1, y, x} and the relations are now y2,
with Vy2 = {1}, x y, with Vx y = {1}, and x
2, with Vx2 = ∅.
For the monomial x2,
as y2 does not divide x2, nothing is done;
as x y does not divide x2, nothing is done;
both matrices H{1},{1,y,x} = ( 1 0 1 ) and H{1},{1,y,x,x2} = ( 1 0 1 1 ) have
rank 1, hence Vx2 is updated to {1}.
For the monomial y3,
both matrices H{1,y},{1,y,x} =
(
1 0 1
0 0 1
)
and H{1,y},{1,y,x,y2} =
(
1 0 1 0
0 0 1 0
)
have
rank 2, hence Vy2 is updated to {1, y}.
as x y does not divide y3, nothing is done;
as x2 does not divide y3, nothing is done.
For the monomial x y2,
both matrices H{1,y,x},{1,y,x} =
(
1 0 1
0 0 1
1 1 1
)
and H{1,y,x},{1,y,x,y2} =
(
1 0 1 0
0 0 1 0
1 1 1 0
)
have rank 3, hence Vy2 is updated to {1, y, x}.
both matrices H{1,y},{1,y,x} =
(
1 0 1
0 0 1
)
and H{1,y},{1,y,x,x y} =
(
1 0 1 1
0 0 1 0
)
have
rank 2, hence Vx y is updated to {1, y}.
as x2 does not divide x y2, nothing is done.
For the monomial x2 y,
as y2 does not divide x2 y, nothing is done;
both matrices H{1,y,x},{1,y,x} =
(
1 0 1
0 0 1
1 1 1
)
and H{1,y,x},{1,y,x,x y} =
(
1 0 1 1
0 0 1 0
1 1 1 2
)
have rank 2, hence Vx y is updated to {1, y, x}.
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both matrices H{1,y},{1,y,x} =
(
1 0 1
0 0 1
)
and H{1,y},{1,y,x,x2} =
(
1 0 1 1
0 0 1 2
)
have
rank 2, hence Vx2 is updated to {1, y}.
For the monomial x3,
as y2 does not divide x3, nothing is done;
as x y does not divide x3, nothing is done;
both matrices H{1,y,x},{1,y,x} =
(
1 0 1
0 0 1
1 1 1
)
and H{1,y,x},{1,y,x,x2} =
(
1 0 1 1
0 0 1 2
1 1 1 1
)
have rank 3, hence Vx2 is updated to {1, y, x}.
Solving the linear systems yields relations y2, with a shift x, x y− y− 1, with a shift
x, and x2 − 2 x + 1, with a shift x.
6. Analogies and differences
In this section, we present a list of similarities and differences of behaviors and
output for the BMS and the Scalar-FGLM algorithms. This should convince the
reader that these algorithms are not the same and that it is not possible to tweak
one of them to mimic the behavior of the other.
6.1. Closed staircase
Although both algorithms compute first a set of elements in the staircase, one
of the main differences between the BMS and the Scalar-FGLM algorithms is how
they handle the leading terms outside of this staircase.
Theorem 15. Let u be a sequence and ≺ be a monomial ordering.
Calling the BMS algorithm on u, ≺ and a stopping monomial M yields a trun-
cated Gro¨bner basis of a zero-dimensional ideal.
Calling the Scalar-FGLM algorithms on u, ≺ and a set of terms T stable by
division yields a truncated Gro¨bner basis of an ideal, with leading monomials in
T , which is not necessarily a zero-dimensional ideal.
Furthermore, if the BMS and the Scalar-FGLM algorithms compute the ideal
of relations of u, then the ideal computed by the BMS algorithm is included in the
ideal computed by the Scalar-FGLM algorithm. These ideals are equal if, and
only if, u is linear recurrent.
Proof. The proof of the first part comes directly from the line G′ := Border(S ′)
in the description of the BMS algorithm and then to the manipulations done to
g′ ∈ G′.
The proof of the second part comes from the fact that the potential leading
terms in the Scalar-FGLM algorithm are taken in the intersection of the border of
the staircase and the input set of terms. Nothing may ensure that this set has a pure
power of every variable. See also Example 10.
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This is illustrated in the following examples.
Example 10. 1. We let u =
(
i2 + j + 13 i+2 j>9
)
(i, j)∈N2
be a sequence and con-
sider the drl(y ≺ x) ordering.
The BMS algorithm called on u and the stopping monomial y3 returns the
ideal of relations 〈x − y, y2 − 2 y〉.
The Scalar-FGLM algorithm called on u and the set of terms T = {1, y, x, y2}
returns the ideal of relations 〈y2 − 2 y + 1〉.
2. We consider now the binomial sequence b and the drl(y ≺ x) ordering.
The BMS algorithm called on b and the stopping monomial x5 returns 〈x y−
y − 1, y3, (x − 1)3〉.
The Scalar-FGLM algorithm called on b and the set of terms T of all the
monomials of degree at most 3 returns 〈x y − y − 1〉.
The first ideal is obviously included in the second which is the true ideal of
relations of the binomial sequence.
Remark 16. It is possible to tweak the Scalar-FGLM algorithm so that it tries to
close the staircase. The idea is to pick the potential leading terms in the border of
the staircase. Then, for t such a potential leading term, if t is not in the input set of
terms T , one tries to solve HT,S α + HT,{t} = 0 instead of only HS ,S α + HS ,{t} = 0,
so that relation t +
∑
s∈S αs s has a shift T . See Algorithm 5.
Algorithm 5: Tweaked Scalar-FGLM algorithm.
Input: A table u = (ui)i∈Nn with coefficients in K, ≺ a monomial ordering and T a
set of terms in x stable by division.
Output: A reduced truncated Gro¨bner basis with respect to ≺ of the ideal of
relations of u with staircase included in T .
Build the matrix HT,T .
Compute the useful staircase (column rank profile) S of HT,T such that
rankHT,T = rankHS ,S .
S ′ := Stabilize(S ).
L :=
(
T ∪
⋃n
i=1 xi S
′
)
\S ′.
G := ∅.
While L , ∅ do
t := min≺(L).
Find α such that HS ,S α + HS ,{t} = 0.
If t ∈ T or HT\S ,S α + HT\S ,{t} = 0 then // has a shift T!
G := G ∪
{
t +
∑
s∈S αs s
}
.
Remove multiples of t in L and sort L by increasing order (with respect to ≺).
Return G.
Let us notice that this tweaked version of the Scalar-FGLM still can fail to
close the staircase.
33
Example 11. We call Algorithm 5 on sequence u =
(
i2 + j + 13 i+2 j>9
)
(i, j)∈N2
, the
set T = {1, y, x, y2} and the drl(y ≺ x) ordering as in Example 10.
We build the matrix
HT,T =

1 y x y2
1 0 1 1 2
y 1 2 2 3
x 1 2 4 3
y2 2 3 3 4
.
The useful staircase of this matrix is S = {1, y, x}.
It is stable by division so S ′ = S .
We set L = {1, y, x, y2, x y, x2} \ {1, y, x} = {y2, x y, x2} and G = ∅.
We take t = y2 and solve HS ,S α+HS ,{y2} = 0 which yields relation y
2−2 y+1,
so G = {y2 − 2 y + 1} and L is updated to {x y, x2}.
We take t = x y and solve
HS ,S∪{x y}

α1
αy
αx
1
 =

1 y x x y
1 0 1 1 2
y 1 2 2 3
x 1 2 4 5


α1
αy
αx
1
 = 0,
which yields relation x y − x − y + 1. We check that
HT\S ,S∪{x y}

1
−1
−1
1
 =
( 1 y x x2
y2 2 3 3 4
)

1
−1
−1
1
 = 0,
set G = {y2 − 2 y + 1, x y − x − y + 1} and update L to {x2}.
We take t = x2 and solve
HS ,S∪{x y}

α1
αy
αx
1
 =

1 y x x y
1 0 1 1 2
y 1 2 2 3
x 1 2 4 5


α1
αy
αx
1
 = 0,
which yields relation x2 − 2 x2 − 2 x + 3. However,
HT\S ,S∪{x2}

3
−2
−2
1
 =
( 1 y x x2
y2 2 3 3 7
)

3
−2
−2
1
 = 1,
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so the relation is not valid when shifted by y2. Hence, we let G = {y2 − 2 y +
1, x y − x − y + 1} and update L to ∅.
We return G = {y2 − 2 y + 1, x y − x − y + 1}.
Furthermore, each relation g ∈ G satisfies [mg] = 0, for all m ∈ T =
{1, y, x, y2}, i.e. has a shift T .
6.2. Reduction of relations
Even though the BMS and the Scalar-FGLM algorithms may compute the
same ideal of relations for a given sequence, the Gro¨bner bases they compute may
differ. However, it is possible to tweak the BMS algorithm so that it returns the
same Gro¨bner basis of the ideal as the Scalar-FGLM algorithm.
Theorem 17. Let u be a sequence and ≺ be a monomial ordering.
Calling the Scalar-FGLM algorithms on u, ≺ and a set of terms T stable by
division yields a truncated minimal reduced Gro¨bner basis of an ideal.
Calling the BMS algorithm on u, ≺ and a stopping monomial M yields a trun-
cated minimal Gro¨bner basis of an ideal, which is not necessarily reduced.
Furthermore, even if u is linear recurrent and the Scalar-FGLM algorithm
computes the ideal of relations of u, then there is no reason for the output of the
BMS algorithm to be reduced.
Proof. When updating a relation g thanks to a failing relation h in the BMS algo-
rithm, nothing ensures that g has support in S ∪ {lm(g)}, where S is the current
staircase, as supp h may not be included in S . This prevents the returned Gro¨bner
basis to be reduced, see also Example 12.
As the Scalar-FGLM algorithm computes a staircase S , the monomials on the
border of S and then solves a multi-Hankel linear system indexed by S and one of
the monomial on this border, it is clear that the output truncated Gro¨bner basis is
reduced.
The following example show which Gro¨bner bases are returned by the BMS
and the Scalar-FGLM algorithms for a same sequence.
Example 12. We let u =
(
i2 + j2 − 1
)
(i, j)∈N2
be a sequence and consider the drl(y ≺
x) ordering. The ideal of relations of u is I = 〈x y− x− y+1, x2 − y2−2 x+2 y, y3 −
3 y2 + 3 y − 1〉.
The BMS algorithm called on u and the stopping monomial y5 returns g1 =
x y − x − y + 1, with shift x2, g2 = x
2 − 1
3
x y − y2 − 5
3
x + 7
3
y − 1
3
, with shift x2 and
g3 = y
3 − 1
2
x y − 3 y2 + 1
2
x + 7
2
y − 3
2
, with shift y2. We can notice that {g1, g2, g3}
is a minimal Gro¨bner basis but not a reduced Gro¨bner basis of I.
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The Scalar-FGLM algorithm called on u and the set of all the monomials of
degree at most 3 yields relations g′
1
= x y − x − y + 1, g′
2
= x2 − y2 − 2 x + 2 y, g′
3
=
y3 − 3 y2 + 3 y − 1. We can notice that {g′
1
, g′
2
, g′
3
} = {g1, g2 +
1
3
g1, g3 +
1
2
g1} is a
minimal reduced Gro¨bner basis of I.
Remark 18. Let g′
1
, g′
2
be two computed relations by the BMS algorithm and let
µ be a monomial. Assume µ lm(g′
1
)  lm(g′
2
), then shift(µ lm(g′
1
))  lm(g′
2
) = v.
Therefore g′
2
− c µ g′
1
has still shift v for any scalar c: hence one can replace g′
2
by
g′
2
− c µ g′
1
, i.e. one can reduce g′
2
by g′
1
into g2 and replace g
′
2
by g2. Let us notice
that we can tweak the BMS algorithm so that, at each step, the set of relations is a
truncated reduced Gro¨bner basis. It suffices to perform an inter-reductions of the
computed relations at the end of each step of the For loop, see Algorithm 6.
Algorithm 6: Tweaked BMS algorithm
Input: A table u = (ui)i∈Nn with coefficients in K, a monomial ordering ≺ and a
monomial M as the stopping condition.
Output: A set G of relations generating IM .
T := {m ∈ K[x], m  M}.
G := {1}.
S := ∅.
For all m ∈ T do
S ′ := S
For g ∈ G do
If lm(g)|m then
e :=
[
m
lm(g)
g
]
u
If e , 0 then
S ′ := S ′ ∪
{[
g
e
, m
lm(g)
]}
.
S ′ := minfail(h)∈S ′ {[h, fail(h)/ lm(h)]}.
G′ := Border(S ′).
For g′ ∈ G′ do
Let g ∈ G such that lm(g)| lm(g′).
If lm(g) ∤ m then
g′ :=
lm(g′)
lm(g)
g.
Else if ∃ h ∈ S , m
lm(g′)
| fail(h) then
g′ :=
lm(g′)
lm(g)
g −
[
m
lm(h)
h
]
u
lm(g′) fail(h)
m
h.
Else g′ := g.
G := InterReduce(G′)
S := S ′
Return G.
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6.3. Validity of relations
We compare the relationship between relations and shifts as they are computed
by the BMS and the Scalar-FGLM algorithms.
Theorem 19. Let u be a sequence and ≺ be a monomial ordering.
Calling the BMS algorithm on u, ≺ and a stopping monomial M yields rela-
tions g1, . . . , gr and shifts v1, . . . , vr such that
∀ i, 1 ≤ i ≤ r, vi lm(gi)  M
and gi is valid with a shift vi, potentially 0.
Calling the Scalar-FGLM algorithm on u, ≺ and a set of terms TM = {m, m 
M} yields relations g′
1
, . . . , g′
r′
such that
∀ i, 1 ≤ i ≤ r′, lm(g′i )  M
and g′
i
has a shift TM , i.e. is valid with a shift M.
Proof. The BMS algorithm tests its relations up to M, i.e. it shifts them up to M.
In the worst case, the leading term of a relation is greater than M, but then it has a
shift 0.
The Scalar-FGLM algorithm returns relations g = lt(g) +
∑
s∈S αs s such that
HT,S α + HT,{lm(g)} = 0, i.e. they are valid when shifted by any monomial in T .
We illustrate this with the following example.
Example 13. We let b be the binomial sequence and consider the drl(y ≺ x)
ordering.
The BMS algorithm called on b and the stopping monomial x7 returns x y −
y − 1, with a shift x5; y4, with a shift x3; and (x − 1)4, with a shift x3.
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With the matrix viewpoint, one has
21 rows


1 y x x y
1 1 0 1 1
y 0 0 1 0
x 1 1 1 2
...
...
...
...
...
x3 1 3 1 4
...
...
...
...
...
x5 1 5 1 6


−1
−1
0
1
 = 0,
10 rows


1 y x ··· y4
1 1 0 1 · · · 0
y 0 0 1 · · · 0
x 1 1 1 · · · 0
...
...
...
...
...
x3 1 3 1 · · · 0


0
0
0
...
1

= 0,

1 y x ··· x4
1 1 0 1 · · · 1
y 0 0 1 · · · 4
x 1 1 1 · · · 1
...
...
...
...
...
x3 1 1 1 · · · 1


1
0
−4
...
1

= 0.
We can notice that the first matrix has many more rows than the other two.
The Scalar-FGLM algorithm called on b and the set T of all the monomials of
degree at most 3 returns x y − y − 1 with a shift x3. With the matrix viewpoint, one
has
10 rows


1 y x x y
1 1 0 1 1
y 0 0 1 0
x 1 1 1 2
...
...
...
...
...
x3 1 3 1 4


−1
−1
0
1
 = 0.
Likewise, calling Algorithm 5 on the same input returns x y − y − 1, y4, x4, all
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three valid up to x3. With the matrix viewpoint, we also have this matrix equality:
10 rows


1 y x ··· y4
1 1 0 1 · · · 0
y 0 0 1 · · · 0
x 1 1 1 · · · 0
...
...
...
...
...
x3 1 3 1 · · · 0


0
0
0
...
1

=

1 y x ··· x4
1 1 0 1 · · · 1
y 0 0 1 · · · 4
x 1 1 1 · · · 1
...
...
...
...
...
x3 1 3 1 · · · 1


1
0
−4
...
1

= 0.
We can see that the last two matrices have as many rows as the first one.
That being said, for a monomial m = µ lm(g) ∈ T , the column labeled with m
in HT,T is also linearly dependent from the previous ones. In particular, it allows
us to verify that the relation µ g is valid with a shift T , i.e. g is valid with a shift
T ∪ µ T .
Example 14. Resuming Example 13, the columns labeled with x y2, x2 y, x y3, x2 y2
and x3 y are linearly dependent from the previous ones. For instance, the column
labeled with x y2 is the sum of the columns labeled with y2 and y. Thus, Pascal’s
rule x y− y− 1 is also valid with shifts y T , x T , y2 T, x y T and x2 T. Since T is the
set of the monomials of degree at most 3,
⋃
µ∈{1,y,x,y2,x y,x2} µ T is the set of all the
monomials of degree 5.
All in all, like for the BMS algorithm, we find that the Pascal’s rule is valid
with a shift x5.
6.4. Monomial ordering and Set of Terms
Given a linear recurrent sequence u with ideal of relation defined by a Gro¨bner
basis G for a monomial ordering ≺, the BMS and the Scalar-FGLM algorithms
can return G only if the input set of terms contains the staircase defined by G. That
is why, it is preferable to run both of them with an ordering ≺ such that for all
monomial M ∈ K[x], TM = {m, m  M} is finite. In particular, the lex ordering
does not satisfy such a property.
However, we can try to see how they behave when calling them with the lex
monomial ordering. We relate this to the randomized reduction to the BM algo-
rithm presented in (Berthomieu et al., 2015, 2016, Section 3) where the authors
perform a randomized linear change of variables so that, generically, the ideal of
relations is in shape position. We also relate this to the Sparse-FGLM algorithm
application where the input is a sequence made from a Gro¨bner basis, typically for
the drl ordering, and the output is the ideal of relations of this sequence for another
ordering, typically lex, see Fauge`re and Mou (2011, 2017).
39
Theorem 20. Let u be a linear recurrent sequence whose ideal of relation I is
in shape position for the lex(xn ≺ · · · ≺ x2 ≺ x1) ordering, i.e. there exist gn
squarefree and fn−1, . . . , f1 ∈ K[xn] with deg gn = d, deg fi < d such that I =
〈gn(xn), xn−1 − fn−1(xn), . . . , x1 − f1(xn)〉.
Calling the Scalar-FGLM algorithm as designed in Berthomieu et al. (2015,
2016) or its tweaked version Algorithm 5 on u, T containing at least {1, xn, . . . , x
d−1
n }
and lex(xn ≺ · · · ≺ x2 ≺ x1) allows one to retrieve I.
Calling the BMS algorithm on u, with the stopping monomial xen and lex(xn ≺
· · · ≺ x2 ≺ x1) yields 〈g(xn), xn−1, . . . , x1〉. This ideal is not equal to I, unless
f1 = · · · = fn−1 = 0.
In other words, the Scalar-FGLM algorithm can retrieve an ideal of relations
in shape position while, in general, the BMS algorithm cannot.
Proof. When calling the Scalar-FGLM algorithm on u with the lex(xn ≺ · · · ≺
x2 ≺ x1) ordering and with the set of terms T containing {1, xn, . . . , x
d−1
n }, the
algorithm shall determine that the useful staircase S = {1, xn, . . . , x
d−1
n }. Then, the
set of potential leading monomials is {xdn, xn−1, . . . , x1}. For x
d
n, it solves HS ,S α +
HS ,{xdn} = 0 and finds relation gn(xn) while for any k, 1 ≤ k ≤ n − 1, it solves
HS ,S α + HS ,{xk} = 0 and finds relation xk − fk(xn). Then it tests that these relations
have a shift T , and since they are the true relations of u, they do.
When calling the BMS algorithm with the lex(xn ≺ · · · ≺ x2 ≺ x1) or-
dering and with the stopping monomial M = xen, the algorithm behaves mutatis
mutandis like the BM algorithm except that as soon as 1 is detected to be in
the staircase, the BMS algorithms adds polynomials x1, . . . , xn−1 in the truncated
Gro¨bner basis. As these relations cannot be tested further, the output shall always
be G = 〈g(xn), xn−1, . . . , x1〉. See also Example 15 below.
We illustrate the behavior of the Scalar-FGLM algorithm with an example.
Example 15. We let u = (F4 i+k)(i, j,k)∈N3 be a sequence, where (Fi)i∈N is the Fi-
bonacci sequence, and consider the drl(z ≺ y ≺ x) ordering. The ideal of relations
of u is I = 〈z2 − z − 1, y − 1, x − 3 z − 2〉.
The Scalar-FGLM algorithm called on u and the set of terms {1, z, . . . , zd+2}
yields 〈g3, g2, g1〉, which is indeed the ideal of relations of the sequence. In detail:
It creates the matrix
HT,T =

1 z ··· zd+2
1 0 1 · · · Fd+2
z 1 1 · · · Fd+3
...
...
...
...
zd+2 Fd+2 Fd+3 · · · F2 d+4

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and finds it has rank 2 with useful staircase S = {1, z}.
It solves
HS ,S∪{z2}

α1
αz
1
 =
( 1 z z2
1 0 1 1
z 1 1 2
) 
α1
αz
1
 = 0
and finds relation z2 − z − 1.
Then, it solves
HS ,S∪{y}

α1
αz
1
 =
( 1 z y
1 0 1 1
z 1 1 1
) 
α1
αz
1
 = HS ,S∪{x}

α1
αz
1
 =
( 1 z x
1 0 1 3
z 1 1 5
) 
α1
αz
1
 = 0.
and finds the relations g2 = y− 1 and g1 = x− 3 z− 2. It also checks that the
last two have a shift T with
HT\S ,S∪{y}

−1
0
1
 =

1 z y
z2 1 2 1
...
...
...
...
zd+2 Fd+2 Fd+3 Fd+2


−1
0
1
 = 0,
HT\S ,S∪{x}

−2
−3
1
 =

1 z x
z2 1 2 8
...
...
...
...
zd+2 Fd+2 Fd+3 Fd+6


−2
−3
1
 = 0.
Finally, it returns g3, g2, g1.
TheBMS algorithm called on u and the stopping monomial zd+2 returns 〈g3, y, x〉,
which is not the ideal of relations of the sequence, as neither y nor x are in I. In
detail:
The algorithms tests the relation g = 1 in u0,0,0 = F0 = 0 where it succeeds.
It tests g in u0,0,1 = F1 = 1 where it fails. It has now relations g1 = x, g2 = y
and g3 = z
2, all three with a shift 0.
Going on testing z2 in u0,0,2 = F2 = 1, u0,0,3 = F3 and so on, it is able to
update g3 into z
2 − z − 1 but is never able to test either g1 or g2.
Finally, it returns g3 with a shift z
d and g1, g2 with a shift 0.
Although g3 is in the ideal of relations, g1 and g2 are not.
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Remark 21. Let us notice though that, whenever the user knows the degree d of
the ideal of relations of a linear recurrent sequence, we can tweak both algorithms
to be able to recover fully the ideal of relations.
On the one hand, it suffices to call the Scalar-FGLM algorithm with the set of
monomials T = {m, degm ≤ d} and the lex(xn ≺ · · · ≺ x2 ≺ x1) ordering.
On the other hand, it suffices to change a little bit how we enumerate the mono-
mials less than the stopping monomial M in the BMS algorithm. In most imple-
mentation, monomials less than or equal to M are given by the ordered set of terms
TM = {m, m  M}. If one knows in advance the degree d of the ideal, then it
suffices to enumerate the monomials in {m, degm ≤ 2 d − 1,m  M} and to call
the BMS algorithm with the lex(xn ≺ · · · ≺ x2 ≺ x1) ordering. This tweaked
version of the BMS algorithm was implemented for the Sparse-FGLM application
in Fauge`re and Mou (2011, 2017).
7. Complexity and Benchmarks
In this section, we present some benchmarks to compare the behaviors of the
BMS and the Scalar-FGLM algorithms. We relate them with the announced com-
plexity of each algorithm.
Three families of ideals of relations are used to make the sequences.
• In the first family, the leading monomials of the ideal of relations are 〈y⌊d/2⌋, xd〉.
Thus, its staircase is a rectangle of size around d2/2. In three variables, the
leading monomials are 〈z⌈d/3⌉, y⌊d/2⌋, xd〉, so that the staircase is a rectangular
cuboid of size around d3/6. This family will be called Rectangle.
• In the second family, the leading monomials of the ideal of relations are
〈x y, yd, xd〉. Thus, its staircase looks like a L and has size 2 d − 1. In three
variables, the leading monomials are 〈y z, x z, x y, zd, yd, xd〉, so that the stair-
case has size 3 d − 2. This family will be called L shape. It was considered
as the worst case in Berthomieu et al. (2015, 2016) for the Adaptive Scalar-
FGLM algorithm, a variant of the Scalar-FGLM algorithm, for the number
of queries. It should also be a worst case for the BMS algorithm.
• In the last family, the leading monomials of the ideal of relations are all
the monomials of degree d. Thus, its staircase is a simplex and has size(
d+1
2
)
=
d (d+1)
2
in two variables. In three variables, the staircase has size(
d+2
3
)
=
d (d+1) (d+2)
6
. This family will be called Simplex. It should be the best
case for both the Scalar-FGLM and the BMS algorithms.
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For all these families, we called the algorithms with the drl(y ≺ x) ordering.
For the BMS algorithm, we used Proposition 11 to estimate sharply the stop-
ping monomial. For the Scalar-FGLM algorithm, we took all the monomials of
the largest degree appearing in the staircase and the minimal Gro¨bner basis.
7.1. Counting the number of table queries
Thanks to the Proposition 11 giving a monomial M such that at step M, the
BMS algorithm recovers a Gro¨bner basis of the ideal of relations of the input se-
quence, we can deduce the following proposition.
Proposition 22. Let u = (ui)i∈Nn be a sequence and G be a minimal Gro¨bner basis
of its ideal of relations for a total degree ordering.
Let dS be the greatest degree of the elements in the staircase of G, dG be the
greatest degree of the elements in G and dmax = max(dS , dG).
Let S(d) be the simplex of all monomials of degree d.
Then, the BMS algorithm needs to perform at least #S(dS + dmax − 1) =(
n+dS+dmax−1
n
)
and at most #S(dS + dmax) =
(
n+dS +dmax
n
)
queries to u.
The Scalar-FGLM algorithm called on T = S(dmax) the set of all of monomials
of degree at most dmax needs to perform #S(2 dmax) =
(
n+2 dmax
n
)
queries to u.
For n fixed, these numbers grow as O(dnmax).
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Figure 1: Number of table queries (2D)
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Figure 2: Number of table queries (3D)
In the experiments of Figures 1 and 2, we report on the ratio between the num-
bers of queries and the size of the staircase for the three families of polynomials.
Not surprisingly, the Scalar-FGLMalgorithm always performs the most queries.
This is due to the fact that in Proposition 22, either dG = dS + 1 or dS ≥ dG, hence
dmax ∈ {dS − 1, dS } and dS + dmax ∈ {2 dmax − 1, 2 dmax}.
Though, we can see that for the Rectangle family, each algorithm performs
exactly as many queries as the other.
For the Rectangle and Simplex families, the size of the staircase and the number
of queries grow like O(dn), where n = 2, 3, the dimension. This is why the ratio
seems rather constant.
However, for the L shape family, the size of the staircase only grows as O(d)
while the number of queries grows as O(dn). This is also confirmed by our experi-
ments, where the ratio between the number of queries and the size of the staircase
grows much faster in dimension 3 than in dimension 2.
In fact, each algorithm performs as many queries for the L shape family as for
the Simplex family. Thus, we can see that neither is able to take profit from the
size of the staircase.
7.2. Counting the number of basic operations
The complexity of the BMS algorithm has been studied in Sakata (2009).
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Proposition 23. Let u = (ui)i∈Nn be a sequence, G be a minimal Gro¨bner basis of
its ideal of relations for a total degree ordering and S be the staircase of G.
Then, the BMS algorithm performs at most O
(
(# S )2 lm(G)
)
operations to re-
cover the ideal of relations of u.
The Scalar-FGLMcomputes the column rank profile of a matrix of size #S(dmax).
Then, it solves as many linear systems with the submatrix of size # S as there are
polynomials in the Gro¨bner basis. All in all, we have the following result.
Proposition 24. Let u = (ui)i∈Nn be a sequence, G be a reduced Gro¨bner basis of
its ideal of relations for a total degree ordering and S be the staircase of G. Let
dmax be the maximal degree of the elements of S and G.
Then, the number of operations performed by the Scalar-FGLM algorithm to
recover the ideal of relations of u is at most O
(
(#S(dmax))
3 + (# S )2 # lm(G)
)
.
In the following Figures 3 and 4, we report on the ratio between the number of
basic operations and the cube of the size of the staircase.
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Figure 3: Number of basic operations (2D)
For the Rectangle family, we have # S ∈ O(dn), #S(dmax) ∈ O(d
n) and lm(G) =
3 so that (# S )2 # lm(G) ∈ O(d2 n). This is why, we can see, first, a constant ratio
between the number of basic operations done by the Scalar-FGLM algorithm and
the size of the staircase and, then, a decreasing ratio for the BMS algorithm. An
analogous analysis explains why, for the L shape family, the ratio is increasing for
the Scalar-FGLM algorithm and quite constant for the BMS algorithm.
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Unexpectedly, the Scalar-FGLM algorithm performs fewer basic operations
than the BMS algorithm for the Simplex family. This is mainly due to the fact that,
for this family, the term (# S )2 # lm(G) is in fact larger than (#S(dmax))
3.
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Figure 4: Number of basic operations (3D)
We now compare the ratio between the number of basic operations and the
number of queries made by each algorithm in Figures 5 and 6.
As we can see, beside for the Simplex family where the Scalar-FGLM per-
formed fewer operations but more queries than the BMS algorithm, the polynomial
arithmetic of the BMS algorithm allows it to have a much better behavior than the
Scalar-FGLM algorithm.
This reinforces the conviction that an hybrid approach between the BMS and
the Scalar-FGLM algorithm or a fast multi-Hankel solver should be investigated.
46
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
50
100
500
1000
5000
10000
d
#
B
as
ic
O
p
/#
Q
u
er
ie
s
Rectangle L shape Simplex
Scalar-FGLM
BMS
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