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CONTROLE ADAPTATIVO BASEADO EM PASSIVIDADE PARA
TELEOPERAÇÃO BILATERAL DE MANIPULADORES INCERTOS SEM
MEDIÇÃO DO JERK
Ivanko Yannick Yanque Tomasevich
Junho/2017
Orientadores: Fernando Cesar Lizarralde
Antonio Candea Leite
Programa: Engenharia Elétrica
No presente trabalho, considera-se o problema de teleoperação bilateral de um
sistema robótico cooperativo do tipo single-master e multiple-slaves (SM/MS) capaz
de realizar tarefas de transporte de carga na presença de incertezas paramétricas no
modelo cinemático e dinâmico dos robôs. A arquitetura de teleoperação está baseada
na abordagem de duas camadas em estrutura hierárquica, onde as camadas superior
e inferior são responsáveis por assegurar as propriedades de transparência e estabil-
idade respectivamente. O problema de transporte de carga é formulado usando a
abordagem de controle de formação onde a velocidade de translação desejada e a
força de interação são fornecidas ao robô mestre pelo operador, enquanto o objeto é
manipulado pelos robôs escravos com uma força constante limitada. Primeiramente,
desenvolve-se um esquema de controle adaptativo cinemático baseado em uma lei de
adaptação composta para solucionar o problema de controle cooperativo de robôs
com cinemática incerta. Em seguida, o controle adaptativo dinâmico de robôs co-
operativos é implementado por meio de uma estratégia de controle em cascata, que
não requer a medição da derivada da força (o qual requer a derivada da aceleração
ou jerk). A teoria de estabilidade de Lyapunov e o formalismo de passividade são
usados para estabelecer as propriedades de estabilidade e a convergência do sis-
tema de controle em malha-fechada. Resultados de simulações numéricas ilustram
o desempenho e viabilidade da estratégia de controle proposta.
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PASSIVITY-BASED ADAPTIVE BILATERAL TELEOPERATION CONTROL
FOR UNCERTAIN MANIPULATORS WITHOUT JERK MEASUREMENTS
Ivanko Yannick Yanque Tomasevich
June/2017
Advisors: Fernando Cesar Lizarralde
Antonio Candea Leite
Department: Electrical Engineering
In this work, we consider the bilateral teleoperation problem of cooperative
robotic systems in a Single-Master Multi-Slave (SM/MS) configuration, which is able
to perform load transportation tasks in the presence of parametric uncertainty in the
robot kinematic and dynamic models. The teleoperation architecture is based on the
two-layer approach placed in a hierarchical structure, whose top and bottom layers
are responsible for ensuring the transparency and stability properties respectively.
The load transportation problem is tackled by using the formation control approach
wherein the desired translational velocity and interaction force are provided to the
master robot by the user, while the object is manipulated with a bounded constant
force by the slave robots. Firstly, we develop an adaptive kinematic-based control
scheme based on a composite adaptation law to solve the cooperative control prob-
lem for robots with uncertain kinematics. Secondly, the dynamic adaptive control
for cooperative robots is implemented by means of a cascade control strategy, which
does not require the measurement of the time derivative of force (which requires
jerk measurements). The combination of the Lyapunov stability theory and the
passivity formalism are used to establish the stability and convergence property of
the closed-loop control system. Simulations and experimental results illustrate the
performance and feasibility of the proposed control scheme.
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Nowadays robots are making a great impact on many aspects of modern life,
from the exploration of deep space and underseas, to industrial manufacturing and
healthcare. They are slowly transitioning from fantastic elements of science fiction
to become tools that improve the quality of life of the people.
In many situations it is more convenient to have a robot instead of a human
to perform a desired task. This happens when this tasks need to be performed in
remote, inaccessible and/or hostile environments for humans. In these cases a robot
controlled remotely by a human operator can be used; this way, the human operator
capabilities of planning, decision and expertise can be exploited while the operator
remains in a safe environment (Niemeyer et al. (2016)).
Multi-arm robotic systems have been focus of attention from the early stages
of robotic research, mainly due to the typical limitations in applications of single-
arm robots. Several tasks like handling large or heavy objects, or the assembly of
multiple parts are unsuited for the application of single-arm robots and gave rise
to the adoption of multiple arms robotic systems working cooperatively (Caccavale
and Uchiyama (2016)).
1.1 Motivation
In the last decades, human operators have been able to carry out grasp and
manipulation tasks of several different types of objects, located in remote and harsh
environments, in a safe and intuitive manner by using telerobotics, teleoperation or
telemanipulation systems (Niemeyer et al. (2016)). These terminologies are generally
used as synonymous although they have slightly different meanings: telerobotics
highlights the remote control by operators, teleoperation emphasizes the task-level
operations and telemanipulation stresses the object-level manipulation (Niemeyer
et al. (2016)).
In this context, the control architecture can be classified as direct, shared and
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supervisory. In the direct control, the motion of the slave robot is directly controlled
by the user using the master robot interface (unilaterally or bilaterally), without
intelligence or autonomy. In shared control, the task execution is shared between
the direct control and local sensory feedback loops with low levels of intelligence
and autonomy. In supervisory control, the user and the slave robots are connected
with a high level of local intelligence and autonomy (Niemeyer et al. (2016)). In the
direct control framework, bilateral teleoperation is considered when reaction forces
from the slave robots are reflected back to the master robots and inserted into the
input torque of the masters.
The teleoperation of cooperative manipulators present several problems. One of
them is the presence of kinematic and dynamic uncertainties in the manipulators,
due to the use of sensors or tools in the end-effectors, imperfections in the parts or
bad calibration. This problem can be coped adaptive control laws that provide an
estimative of the uncertain parameters and achieve stable behavior of the overall
controller.
Also, when multiple arms hold an object, the internal force within the object
needs to be measured or estimated and regulated for stable grasping while avoiding
damage. A control scheme that considers the force exerted by the teleoperated
manipulators is thus necessary.
Other problems arise due to the time delays that appear in the communication
channel. The delay of a network specifies how long it takes for a bit of data to travel
across the network from one node or endpoint to another. It is typically measured
in multiples or fractions of seconds. Delay may differ slightly, depending on the
location of the specific pair of communicating nodes (Wikipedia (2017)).
Time delays lead to loss of passivity of the overall system. Several methods have
been proposed to cope with this problem, generally at the expense of performance.
Teleoperation of cooperative manipulators has applications in many areas, such as:
• Medicine : Where teleoperators are used to perform minimally invasive surg-
eries at distance in a reduced workspace with increased precision and haptic
feedback (Cavusoglu et al. (2002); Guo et al. (2015)).
• Education and Training : Where telemanipulators are used for training and
to perform experiments in remote laboratories (Nudehi et al. (2005); Shahbazi
et al. (2015)).
• Chemical and Nuclear : Where telemanipulation handle toxic or radioactive
materials, which would be expensive and dangerous for human operators to
handle (Kuban and Martin (1984)).
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• Undersea : Where underwater telemanipulators are used to explore and per-
form tasks in locations inaccessible or dangerous to human divers (Khatib et al.
(2016); Stuart et al. (2017)).
• Aerospace : Assembly and maintenance of spacecrafts, where they prevent
cosmonauts to perform tasks in hostile conditions of the outer space (Diftler
et al. (2011); Mehling et al. (2007)).
Some teleoperation applications in medicine, industrial maintenance, space and
undersea exploration are shown in Fig. 1.1. The Zeus, robot during Lindberg oper-
ation; the DaVinci, telerobotic surgical system; Mascot IV, performing maintenance
to the Joint European Torus (JET); Sofie, robotic master-slave system for mini-
mally invasive surgery (MIS); Centaur, Nasa mobile humanoid design for field work;
Robonaut 2 units A and B, currently aboard the International Space Station; Ocean
One, dual arm underwater robot.
1.2 Objective
In this work, a cooperative control strategy derived from formation control (Bai
and Wen (2010)) is used to teleoperate multiple manipulators holding a common
object with a desired grasping force. Adaptive control laws are proposed to cope with
the kinematical and dynamical uncertainties considered in the robotic manipulators
(Slotine and Li (1988)). To tackle the hybrid velocity and force control problem a
cascade control strategy is applied (Hsu et al. (2007)), this allows to cascade the
kinematic control scheme with the dynamic control law.
The problem of loss of passivity due to time delays during teleoperation is tack-
led using an scheme that monitors the incoming and outgoing energy and enforces
passivity of the teleoperated system by using energy tanks (Franken et al. (2011)).
The objective of this Thesis is to develop a methodology for the teleoperated
control of cooperative manipulators performing load transportation. Here it is con-
sidered that an operator provides a desired velocity and grasping force to the re-
motely located slaves which present uncertainties in their kinematic and dynamic
parameters.
1.3 Teleoperation
Telerobotic systems allow human operators to manipulate objects located in a
remote environment, thus allowing the execution of complex tasks and avoiding
risky situations for the human operator. This is called Telemanipulation, where





Robonaut 2 unit A and B
Ocean One
Figure 1.1: Examples of cooperative teleoperators: Zeus (source: Hoeckelmann
et al. (2015)), DaVinci (source: http://www.teleroboticsurgeons.com/davinci.htm),
Mascot IV (source: http://www.race.ukaea.uk/), Sofie (source: Eindhoven Uni-
versity of Technology), Centaur (source: Mehling et al. (2007), Robonaut (source:
Diftler et al. (2011)), Ocean One (source: Stuart et al. (2017))
4
device that exchange motion information through the communication channel with
a slave device located at the remote location that interact with the environment,
this is called unilateral teleoperation. Unilateral telemanipulators (without force
feedback or a local compliance control) means that the slave is strictly controlled by
the master position signal, which results in a stiff system where position errors may
result in undesired contact forces (Melchiorri (2003)).
The system is said to be controlled bilaterally if the slave possesses force sensors
that transmit back to the master reaction forces from the environment. This forces
are reflected to the operator by the haptic master device. Haptic devices recre-
ate the sense of touch by applying forces, vibrations, or motions to the operator,
here the haptic master displays force feedback from the slave’s interaction with the
environment. This bilateral coupling creates telepresence, which means that the
information about the remote environment is displayed to the operator in a natural
manner, which implies a feeling of presence (Aracil et al. (2007)).
1.3.1 Bilateral Teleoperator
Bilateral teleoperation systems can be divided into five subsystems, the human
operator, the master device, the communication channel, the slave device and the
environment, as can be seen in Fig.1.2. This operation is coordinated through local
and remote controllers. For an overview of teleoperation in general the reader is





















Figure 1.2: Representation of a Bilateral Teleoperated System
Robotic Manipulator
Consider a robotic manipulator with n joints, where the joint configuration is
denoted by q ∈ Rn. The pose of the end-effector is denoted by x(q) ∈ SE(3), i.e.
x(q) = [p(q)TQ(q)T]T, containing the translation p ∈ R3 of the coordinate frame E
with respect to the inertial frame Es and the orientation Q ∈ SO(3) represented by
a unit quaternion, i.e. Q = [Qs Q
T
v ]
T (see Appendix C.2).
Let the differential direct kinematics be expressed by v = [ṗT ωT]T, where ṗ ∈ R3
is the linear velocity and ω ∈ R3 is the angular velocity. Then the differential direct
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kinematics can be expressed as
v = JG(q) q̇ , (1.1)
where the matrix JG ∈ R6×n is the geometric Jacobian.
Also, the wrench h ∈ Rn applied by the end-effector is given by h = [fTγT] where
f, γ ∈ R3 denote the force and moments respectively. By invoking the principle of
virtual work, a relationship dual to (1.1) can be derived
τ = JTG(q)h , (1.2)
where τ ∈ Rn is the vector of torques acting at the joints of the manipulator.
Master and Slave devices
These devices are considered to be robotic manipulators, serial or parallel, with
sensors to measure positions and velocities and/or force applied by the operator
or exerted by the environment. The master is controlled by the operator, its com-
mands are computed by the master controller and sent through the communication
channel to the slave controller that commands the slave to interact with the remote
environment.
The dynamics of the master (m) and slave (s), as described by Siciliano et al.
(2009) are represented by
Mm(qm)q̈m + Cm(qm, q̇m)q̇m + gm(qm) = τm + Jm(qm)
Tfh, (1.3a)
Ms(qs)q̈s + Cs(qs, q̇s)q̇s + gs(qs) = τs − Js(qs)Tfe, (1.3b)
where ni are the number of joints of the manipulators with i ∈ {m, s}, qi ∈ Rni
are the joints configurations, Mi ∈ Rni×ni are the inertia matrices, Ci ∈ Rni×ni are
the Coriolis matrices, gi ∈ Rni are the gravity vectors, Ji ∈ Rni the manipulator’s
geometric Jacobian, and τi ∈ Rni are the control torques given by τi = Ji(qi)fi.
Also, fh ∈ Rnd represents the wrench (force and torque) exerted by the operator
on the master’s end-effector and fe ∈ Rnd represents the wrench (force and torque)
exerted by the slave’s end-effector on the environment, where nd is the denotes the
operational space of the robot manipulators.
If the robotic manipulators are kinematically equivalent, they can be connected
at a joint level, in this case we have
qds = qm + qoff , q
d
m = qs − qoff , qoff = qs − qm, (1.4)
where qds , q
d
m refers to a desired joint configurations for the slave and master respec-
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tively and qoff is a shared offset between them, if they share the same workspace at
both sites qoff = 0.
If the robotic manipulators are not kinematically equivalent (different configura-
tion and dimensions) the dissimilar robot end-effectors are connected at their tips,
then (1.3a) and (1.3b) are transformed to the operational space representation, given
by
M̄m(xm)ẍm + C̄m(xm, ẋm)ẋm + ḡm(xm) = fm + fh, (1.5a)

























where M̄i ∈ Rnd×nd , C̄i ∈ Rnd×nd , Ḡi ∈ Rnd , are the equivalent matrices and vectors
in the operational space and xi ∈ Rnd denotes the end-effector pose, for details see
Aldana et al. (2013).
Remote Environment
The interaction with the remote environment has a hybrid nature, the force
exerted by the slave end-effector to the environment is nonzero when there is contact
and zero when there is not. For simplicity, design and simulation of controllers
for robotic telemanipulation are still tied to classical linear string-damper contact
models of the environment.
In certain cases the linear theory is enough to describe the mechanical impedance
of an object, then a simple model like Kelvin-Voight (Fig.1.3a) can be adopted. If the
visco-elastic behavior of the material is remarkable the Zener (Fig.1.3b) model can
be adopted, which is frequently adopted when instantaneous and delayed elasticities
arise. When the material can not be represented linearly, nonlinear models like the
Hunt-Crossley model can be considered (Fig.1.3c). For mode detail the reader is
referred to Erickson et al. (2003), Biagiotti and Melchiorri (2007) and Ahmad et al.
(2016).
Dynamic interaction between the slave robot and the environment may cause
chattering instability. The switching transition between unconstrained and con-
strained motion was studied by Ni and Wang (2002), under the assumptions of
negligible time delay and manipulators with linear decoupled dynamics.
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(a) Kelvin-Voight model (b) Zener model (c) Hunt-Crossley model
Figure 1.3: Model for the behavior of compliant materials.
Operator
A challenging problem of bilateral teleoperated system is to ensure the trans-
parency and stability in the presence of time delays in the communication channels
and uncertainty in the environment. It can be defined as the correspondence be-
tween the master and slave positions and forces (Yokokohji and Yoshikawa (1994)),
or a match between the impedance perceived by the operator and the environment
impedance (Lawrence (1993)). Transparency is a performance index of how well the
operator perceives the interaction forces with the environment in terms of impedance
and admittance. Perfect transparency is achieved when fe = −fh and ẋm = ẋs
(Lawrence (1992)). Transparency gives the operator a feeling of telepresence and is
the second major goal in teleoperation systems design, after stability.
Communication delays can occur not only due to the distance between the local
and remote sites, but also because of the encoding and decoding process between
the master and slave systems. In this context, transparency and stability problems
have been studied by using, for instance, energy-based approaches (Stramigioli et al.
(2010)), passivity-based schemes (Nuno et al. (2011b)), small gain theorems (Shah-
bazi et al. (2015)), Lyapunov-Krasovskii functional (Liu and Khong (2015)), and
frequency domain analysis (Yang et al. (2016)). Particularly, the energy tanks ap-
proach (Franken et al. (2011)) separates the control architecture in two layers, one
that rules the desired transparency and other that ensures the passivity of the tele-
operated system. This allows that any controller designed to ensure transparency
can be implemented in a passive manner.
The trade-off between transparency and robust stability (passivity) was stud-
ied by Lawrence (1993), who revealed that all four information channels (see Fig.
1.5) are necessary to achieve good transparency, and that transparency and pas-
sivity are conflicting objectives. This trade-off is due to the fact that delays in
the communication channel tend to destroy passivity, which can be recovered by a
suitable reformulation of the information transmitted (e.g. transmission of linear
combinations of forces and velocities between master and slave), which degrades the
transparency of the overall teleoperator.
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Communication Channel
The information exchange between master and slave is transmitted through dis-
tance. Communication channels have bandwidth limitation and may present package
loss or complete loss of communication during teleoperation.
A round trip delay (constant or variant) is introduced by the communication
channel, a delay of Tm from master to slave and a delay of Ts from slave to master,
such that it takes Tm + Ts seconds until the operator knows the result of the pre-
vious command. Time delay could be small (few milliseconds), medium (tenth of
millisecond) or high (some seconds) (Melchiorri (2003)). This phenomena affects the
teleoperator performance and stability, and have been the focus of intensive research
over the years.
1.3.2 Overview of Teleoperation Control
Typically the teleoperator exchange signals of force F , position P or velocity V
or functions of those quantities. A large variety of control architectures have been
proposed over the years. They have been classified by the kind of signals transmitted
(e.g. P − P architecture, just position signals), the number of signals transmitted
(number of channels, e.g. 4-channel architecture).
Overviews of proposed control architectures for delayed teleoperation have ap-
peared in numerous articles. Hashtrudi-Zaad and Salcudean (2001) categorizes ma-
nipulators as devices of the impedance or admittance type. Admittance relates a
force input to a motion output (mobility when being pushed). Impedance relates a
motion input to a force output (resistance against motion). Two-channel architec-
tures were discussed.
A comparative study of the performance of teleoperation techniques based on
passivity, parameter prediction or adaptation, compliance or variable structure was
presented by P. Arcara (2002) and Melchiorri (2003). The performance was analyzed
under five aspects: stability, inertia and damping, tracking, stiffness and drift. Under
these criteria, it was determined by P. Arcara (2002) that the ideal telemanipulator
should be stable for any time-delay, present negligible inertia, zero tracking error,
display the same stiffness at the master side as the one perceived in the interaction
at the slave side and no position drift.
A survey of schemes that consider online gained information about the envi-
ronment, operator or task (EOT) explicitly taken into account in the control law
was presented by Passenberg et al. (2010), they concluded that EOT schemes have
the disadvantage of been mostly application-dependent in comparison with the
application-independent classic control approaches.
A tutorial of passivity based controllers was presented by Nuno et al. (2011b),
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it was divided in scattering based, damping injection and adaptive scheme, and
only controllers that dealt with time-delay were considered. The passivity property
implies that if energetic passivity of the closed-loop teleoperator can be ensured, its
mechanical interaction with any passive environments and humans will be necessarily
stable, regardless of how uncertain or complicated their dynamics are (Lee and Spong
(2006)).
The survey presented by Hokayem and Spong (2006) considered schemes classi-
fied on whether they are passivity based or not, and the survey presented by Sun
et al. (2014) on whether they are wave-variable based or not.
In the following, the principal architectures will be briefly addressed.
Position-Position (P-P)
This is a synchronization architecture, i.e. both manipulators are set to track
each other. The environment is reflected to the operator by a stiff master-slave
connection. The controllers (usually proportional-derivative) aim to achieve syn-
chronization and can be implemented as,
fmc = kpm (xs − xm) + kdm (ẋs − ẋm) , (1.6a)
fsc = kps (xm − xs) + kds (ẋm − ẋs) (1.6b)
where kpi and kdi with i ∈ {m, s} are positive gains.
This can be interpreted as a spring and damper between the tips of each robot
(Niemeyer et al. (2016)). While in free-motion, the operator will feel the dynamic
forces needed to move the slave. If the slave does not easily move under environ-
ment forces (i.e. not back-drivable), the environment force may be hidden from the
operator, defeating the purpose of force feedback.
The presence of time delays in the teleoperated system leads to the generation
of virtual energy in the communication channel. Considering time-delays in the



















where the xTii and ẋ
Ti
i with i ∈ {m, s} indicates the time-delayed position and
velocity, respectively. The time-delayed positions and velocities can be expressed as
the actual positions with time-varying difference terms as in Franken et al. (2012),
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given by
xTmm = xm + ∆xm, x
Ti
s = xs + ∆xs,
ẋTmm = ẋm + ∆ẋm, ẋ
Ti
s = ẋs + ∆ẋs,
then the time-delayed control signals can be expressed as
fmc = kpm (xs − xm) + kdm (ẋs − ẋm) + kpm∆xs + kdm∆ẋs, (1.7a)
fsc = kps (xm − xs) + kds (ẋm − ẋs) + kpm∆xs + kdm∆ẋs, , (1.7b)
where the first term of (1.7) is equal to the control signals for the undelayed system
(1.6) and the second term represents the additional component due to the influence
of the time-delays.
Position-Force Control (P-F)
In this force-reflection architecture, a force sensor is placed at the tip of the
slave end-effector such that the master reflects the measured force signal from the
environment to the operator, while the operator sends position or velocity signals
to the slave. This allows the operator to feel the environment forces acting on the
slave’s sensors, thus having a better sense of the environment. The system controllers
are given by
fm = fe,
fs = −Kp(xs − xsd)−Kv(ẋs − ẋsd)
When the slave end-effector is not in contact with the environment (free motion)
the system performs as unilateral teleoperation, and the stability is not affected by
the delays (Heck et al. (2015)). Is when the slave sensors get in contact with the
environment that the measured forces are reflected to the operator and bilateral
teleoperation is achieved. When in contact with the environment the maximum ad-
missible delay for which stability is achieved decreases as the control gains increase,
therefore the gains have to be tuned as a trade-off between stability and perfor-
mance requirements (P. Arcara (2002)). Therefore, contact stability may require a
high level of damping. In order to avoid this, energy monitoring approaches can be
adopted to guarantee stability (Heck et al. (2015)).
Scattering and wave variables
In the 80s, it was observed that a teleoperator can be modeled as a two-port net-
work (Buzan and Sheridan (1989); Hannaford and Fiorini (1988)) for which analysis
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tools were available. The behavior of the system then could be represented as a

















where H(s) in the hybrid matrix, and fm(s), fs(s), ẋm(s) and ẋs(s) are the Laplace
transforms of fm(t), fs(t), ẋm(t) and ẋs(t), respectively. Then, the scattering vari-
ables were proposed by Anderson and Spong (1988, 1989) to render the communi-
cation channel and thus the system passive, they showed that a system is passive if






(H(s)− I) (H(s) + I) (1.10)
where I is the identity matrix. This formulation allows to develop control laws that
guarantee passivity.
A similar formulation called wave variable transformation was introduced by
Niemeyer and Slotine (1991). Wave variables (Fig. 1.4) are used for describing the























Figure 1.4: Wave variables
The basic idea of the wave variables approach is to transform the effort fm, fs















where b is the characteristic wave impedance given by positive constant or a sym-
metric positive definite matrix and assumes the role of a tuning parameter. An
increase on b results in a smaller position drift but at expense of performance (due
to the extra damping).
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Passivity of the wave variables is by their construction robust to constant time
delays (G.Niemeyer and Slotine (2004)). A wave variable approach for variable time
delays was proposed by Yokokohji et al. (1999) at expense of the passivity.
A major drawback may occur due to inaccurate integration. The velocity in-
formation is extracted from the communicated scattering variables, then integrated
to recover the position information, if the integration becomes inaccurate then the
master/slave position may drift (Lee and Spong (2006)). This leads to drift in the
position synchronization and distortion on the reflected force.
There are alternatives to cope with this: Impedance matching which consists
in matching the characteristic impedance with the rest of the system (Hokayem
and Spong (2006); Niemeyer and Slotine (1991)). Wave filtering which consists in
inserting a filter into the wave transmission path, this does not affect passivity but
may increase inertia and reduce stiffness, thus reducing performance (G.Niemeyer
and Slotine (2004)).
A scheme that includes a modified Smith Predictor, a Kalman filter and an
energy regulator was used by Munir and Book (2002) to improve the teleoperator
performance. The behavior of traditional wave variable controllers under variable
wave impedance was investigated by Tanner and Niemeyer (2004). The proposed
system provides a controller that feels light in free motion and stiff on contact with
environment.
An approach based on the generalized scattering transformation was proposed
by Vittorias and Hirche (2010) which consists in the use of approximate knowledge
of the damping properties of the human arm, the controlled manipulators and/or
the environment for stabilizing control design of a teleoperation system with com-
munication unreliability, thus improving performance.
4-channel architecture
This architecture captures in its generality a large variety of bilateral con-
trol schemes. This general teleoperator architecture proposed by Lawrence (1992)
presents control loops establishing communication links between master and slave,
where they exchange velocities and forces.
Fig. 1.5 shows a block diagram of the teleoperator system, where Zh and Ze are
the impedance of the operator and the remote task, Zm and Zs are the impedance
of the master and the slave, Cm and Cs are the master and slave controllers and C1,
C2, C3 and C4, represent the communication blocks.




















Figure 1.5: 4-channel bilateral teleoperation system (from Aziminejad et al. (2008))
(1989)) in the Laplace domain given by (1.9) where
h11 = (Zm + Cm)D(Zs + Cs − C3C4) + C4,
h12 = −(Zm + Cm)D(I − C3C2)− C2,
h21 = D(Zs + Cs − C3C4),
h22 = −D(I − C3C2),
where D = (C1 + C3Zm + C3Cm)
−1.
This architecture can represent all teleoperation structures through appropriate
selection of subsystem dynamics parameters C1 to C6 (Lawrence (1992, 1993)). Ideal
transparency can be achieved if the parameters follow the following conditions
C1 = Zs + Cs, C2 = 1 + C6, C3 = 1 + C5, C4 = −(Zm + Cm),
the first and fourth conditions ensure that the master and slave dynamics get can-
celled using inverse dynamics while the second and fourth ensure that the net effect
of fh and fe is the same for the master and the slave. This requires exact knowledge
about the master and slave dynamics and exact measurement of acceleration and
force (Willaert et al. (2014)).
Synchronization and Damping Injection
Several strategies that do not require scattering transformation to achieve syn-
chronization have been proposed in the literature. Most of these strategies achieve
stability and asymptotic convergence to zero of position errors under free-motion
(fe = 0 and fh = 0) and considering passive operator and environment.
Lee and Spong (2006) proposed a passivity based method for teleoperation con-
sidering damping injection. It uses P+d (proportional plus damping) control or
PD+d control (proportional derivative plus damping) to connect the master and
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slave via spring and damper over the delay communication channel. This method
has the advantage of this method is the explicit position feedback through the de-
layed P control action. The stability of the method was proved by Nuno et al. (2008)
under certain assumptions like passive operator, passive environment, free motion
(fh = fe = 0) and gravity compensation. Nuno et al. (2009b) extended the method
to variable time delays.
A dynamic adaptive control law that state synchronize a teleoperated system
considering constant time-delays was proposed by Chopra et al. (2008). It was later
proved by Nuno et al. (2010b) to be only applicable to systems without gravity, where
the previous dynamic adaptive controller that uses position and velocities errors
with constant time delay was proposed. A similar dynamic adaptive controller was
proposed by Nuno et al. (2010a) for constant time-delays which requires acceleration
measurements.



















where qTii := qi(t − Ti) where i ∈ {m, s}. Note that setting kdm = kds = 0 gives a
P+d controller.
A common Lyapunov-Krasovskii function for damping injection schemes was
presented by Nuno et al. (2011b) and is given by






















where for PD+d controllers Kl, Kd ∈ R+, for P+d controllers Kl ∈ R+ and Kd = 0,
and for passive output interconnection (a special case of PD+d controllers (Chopra
and Spong (2007))) Kd ∈ R+ and Kl = 0, and Eh = −
∫ t
0




q̇Ts τedθ + κs ≥ 0,∀t ≥ 0 represent the operator and environment which
are assumed to form a velocity to force passive map.
Several damping injection P+d and PD+d controllers have been proposed in the
literature. Nuno et al. (2008) proved the stable behavior of nonlinear teleoperators




These results were extended to variable time delays by Nuno et al. (2009a) and Nuno
et al. (2009b) under the assumption that
4bmbs >
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where T̄m and T̄s are upper bounds for the time-delays.
It was then extended by Nuno et al. (2011a) considering bounded operator and
environment forces and filtered errors to avoid the need of velocity measurements,
where position synchronization and velocity synchronization were achieved. Also
velocity measurements were avoided for the implementation of the controller by
Sarras et al. (2012) using an Immersion and Invariance (I&I) observer where two
modifications in the observer design were proposed and by Aldana et al. (2013) using
a first order filter where the controller was proposed for the operational space.
A dynamic adaptive controller with damping injection for constant time-delays
was proposed by Nuno et al. (2010a) and extended with a different Lyapunov func-
tion by Nuno et al. (2014a) with which sufficient conditions for asymptotic conver-
gence are derived.
Synchronization robust against variable time delays of manipulators considering
flexible joints was proposed by Nuno et al. (2012b) where it was assumed the absence
of gravity. Later, an scheme that considers gravity compensation was proposed by
Nuno et al. (2013b) and extended considering a dynamic adaptive controller for
variable time delays by Nuno et al. (2014b).
Position/Force-Force Control
This strategy is an extension of the P-F architecture where the operator transmits
force to the slave. It is a simple way to potentially improve the system performance
and stability. Its advantages have been discussed in Hashtrudi-Zaad and Salcud-
ean (2002). It has better transparency and larger tunning flexibility than the P-F
approach (Willaert et al. (2010)).
Compared with the P-F architecture, the introduction of one more channel can
enhance system stability as well as stability/transparency trade-off (Albakri et al.
(2013)), this was experimentally confirmed by Sherman et al. (2000) by comparing
2-channel P-P, P-F and 3-channel P-PF architectures.
A proportional position error and force feedback with damping injection was pro-
posed by Nuno et al. (2008), where bounded position and velocity errors is achieved
and asymptotic synchronization is proved under free motion (fh=fe=0).
A general analysis of performance and stability robustness of 3-channel archi-
tectures was presented by Albakri et al. (2013) using Llewellyn’s absolute stability
conditions (Llewellyn (1952),Adams and Hannaford (1999)) and the notion of Zwidth
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to evaluate transparency (Colgate and Brown (1994)).
Time Domain Passivity Control
The Time Domain Passivity Control (TDPC) approach to maintain the passivity
of a system was proposed by Hannaford and Ryu (2001) and applied by Ryu et al.
(2004) to bilateral teleoperation, there the energy in the system was computed with
Passivity Observer (PO) and the energy of the system was dissipated using a time
varying element called Passivity Controller (PC). Essentially the PO measures the
system active behavior and the PC injects variable damping.
The main advantage of this approach is that the damping injection only happens
when the passivity is near to get lost, then the system does not require constant
damping to guarantee passivity.
Extensions to consider time delays was proposed by Artigas et al. (2007) where
the strategy considers backward (BPC) and forward (FPC) passivity controllers, and
by Ryu and Preusche (2007) where the input and the output energy was separated
at each master and slave port and bounding each output energy of one port to the
input energy at the other port.
An upgrade of the work presented by Ryu and Preusche (2007) was proposed by
Ryu et al. (2010) where a detailed complete framework and more rigorous passivity
analysis is included. The TDPC was recently applied in the MM-SS scheme proposed
by Panzirsch et al. (2015) where two masters manipulate objects via one slave and
a virtual gripping point.
Energy storage tanks
The use of energy storage tanks allows to obtain the highest possible transparency
allowed by the passivity constraint. Several recent works have considered the use of
energy tanks to keep systems passive. Among them, Ferraguti et al. (2013) presented
an impedance control strategy that reproduces variable stiffness preserving passivity,
Tadele et al. (2014) proposed a variable impedance controller for domestic robots,
Schindlbeck and Haddadin (2015) presented an impedance controller for rigid and
flexible joint robots, Dietrich et al. (2016) proposed a hierarchy-based approach for
kinematically redundant manipulators and which was extended by Dietrich et al.
(2017) for arbitrary priority levels, and Salvietti et al. (2017) proposed a multicontact
bilateral teleoperation scheme.
Energy tank applied for teleoperation were introduced by Franken et al. (2011,
2009) to represent the energy available for the controllers, considering a two-layer
architecture which allows the combination of passivity and transparency.
The lower layer called Passivity Layer (PL) enforces passivity of the system and
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the top layer called Transparency Layer (TL), where any bilateral controller can be
implemented in a passive manner, achieves the desired performance. The tanks act
as an energy budget that powers the controlled movements. When the tanks are
empty the respective control signals are cancelled to recover passivity. Both tanks
are refilled with energy extracted from the operator by the injected damping from
the tank Level Controller (LC). The energy provided by the operator is distributed
between both tanks. The main difference with the TDPC approach is the explicit
use of energy tanks.
Franken et al. (2012) found a build-up effect in the energy stored when P-P
controller is implemented, which prevents the PL from stabilizing the system. This
is because the injected energy far exceeds the energy required due to the delay. The
problem was solved by removing the excess energy by limiting the energy stored in
the tank. This approach was extended by Ferraguti et al. (2015) for the case when
the system transits from autonomous to teleoperated mode.
An alternative two-layer control architecture was proposed by Heck et al. (2015)
and by Heck (2011) for bilateral teleoperation with constant time delays. It con-
siders an outer layer called Performance Layer (PeL) where any controller can be
implemented and an inner layer called Passivity Layer (PaL) that modifies the out-
put of the PeL to render the teleoperator passive. The PaL follows a principle of
energy duplication, i.e. the slave and master controllers represent a duplicate of the
operator environment. There the control signal provided by the PeL in each side is
saturated by means of a constant that depends on the energy stored in the respective
tank.
1.4 Cooperative Control
This work relates to the control of dual- or multi-arm robots performing coop-
erative tasks. Cooperative control of multiple robots has been widely studied in
the literature and many approaches have been proposed for real-world applications
that a single manipulator cannot perform, such as object handling and assembly,
large and heavy load transportation. A survey that summarizes recent developments
on control, modeling and planning of dual-arm or multi-arm manipulators was pre-
sented by Smith et al. (2012) and Caccavale and Uchiyama (2016). Few studies
have considered the control design for bilateral teleoperation of multiple cooperative
robots using adaptive and passivity-based techniques.
Several of the motion and force control of multi-arm schemes that have been
presented in the literature are hereafter briefly discussed.
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1.4.1 Cooperative Task Space
Uchiyama and Dauchez (1988) proposed a non-master/slave scheme for coor-
dination of dual-arm manipulators called Symmetric Formulation, the cooperative
tasks are described in terms of forces and velocities at the virtual sticks attached
to the manipulators end-effectors. A major problem of this approach is that the
task-space variables deriving from the kinetostatic mapping are often unsuitable for
the description of the cooperative task (Caccavale et al. (1999)).
An alternative formulation called cooperative task space proposed by Chiacchio
et al. (1996) directly defines the task variables in terms of the absolute and relative
motion of the cooperative system. Consider a system of two manipulators, for each
manipulator (i=1,2) let pi ∈ R3 denote the position vector, Ri ∈ R3×3 the orientation
matrix and Qi the unit quaternion corresponding to Ri (see the Appendix C).




, pr = p2 − p1, (1.13a)
Ra = R1R (r, ϑ/2) , Rr = R (r, ϑ) = R
T
1 R2, (1.13b)
where the vector r and the angle ϑ realize the rotation described by Rr. Then, the
cooperative task space is described by the absolute position pa, the relative position








Figure 1.6: Cooperative Task Space: Absolute, Relative and End-effector position
vector
In this context, Caccavale et al. (2000) presented a representation of the orien-
tation in the cooperative task space using quaternions, given by
Qa = Q1 ∗Q
1/2

























Figure 1.7: Cooperative Task Space: Absolute, Relative and End-effector Frame
Orientation
Once the desired motion of the system are given in terms of cooperative task-
space variables these can be transformed into the corresponding ones at the end
effectors. This was considered for two manipulators by Caccavale et al. (2000) who










































Adorno et al. (2010) proposed an alternative representation considering dual
quaternions and defined the cooperative dual task space. Later, Adorno (2012) pro-
posed a generalization for more than two manipulators considering cooperative dual
task space and presented a unified formulation and a decentralized control scheme.
The inverse kinematics problem for a two-manipulator system was stated by Chi-
acchio et al. (1996) as that to compute the joint variable trajectories corresponding
to given coordinated motion trajectories for the absolute and relative task variables.























where q1, q2 are the joint vectors of the manipulators, v
d is the desired task velocity,
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ea is the absolute error and er is the relative error. The absolute Jacobian Ja and















Several works consider the cooperative task-space formulation for fixed-grasp dual
arm manipulation problems and propose control laws based on PD with gravity
compensation. Two basic approaches have been addressed:
• Use inverse kinematic algorithms to compute the desired joint values that
correspond to the cooperative task and substituting them within a joint space
PD control scheme (Caccavale et al. (1999)).
• Use the cooperative task-space formulation to compute the desired pose of each
manipulator based on the desired absolute and relative pose and substitute
them within the robot’s operational space PD controllers (Caccavale et al.
(2000)).
Cooperative manipulators can be often viewed as closed-chain mechanisms and
are often related to parallel manipulators. Freitas et al. (2011) explored this feature
and parallel systems were modeled and kinematically controlled.
1.4.2 Cooperative position-force control
Here the position and force control loops are decoupled and treated indepen-
dently. The control signal τm to the manipulators is then given by two contributions
τm = τp + τh, (1.20)
where τp is the signal for the position control and τh the signal for the internal force
control.
PD force/motion control
A Lyapunov-based approach proposed by Wen and Kreutz-Delgado (1992) pur-
sue to define force/position model-based PD-type control laws, where three different
control structures based on the choice of variables used in the control design were
obtained, named full dynamics, arms-as-actuator and feedback linearization. That
approach was used by Montemayor and Wen (2004) considering delay in the force
measurements.
Tinos et al. (2006) considered this approach for a cooperative underactuated
system where end-effectors with passive joints rigidly connected to an undeformable
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object. They also presented a method to measure the load capacity of cooperative
systems with passive joints.
A telerobotic framework for human-directed dual-arm manipulation using visual
servoing was proposed by Kruse et al. (2015) (which is an extension of the work
presented by Kruse et al. (2013)). There a dual-arm robot manipulates a held
object through human gestures, the force control method proposed by Wen and
Kreutz-Delgado (1992) using force sensors in the end-effectors of the robot and a
visual servoing algorithm based on ALVAR 1 tags using a Microsoft Kinect sensor
to interpret the user’s gestures and convert them into desired poses for the task.
Hybrid position-force control
The hybrid position/force control, which is based on the decomposition of the
object motion and the internal forces space, was extended for cooperative manipu-
lators by Hayati (1986). The command signal τm to the actuators of the two arms
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where xo is the operational space vector, ho is the generalized forces vector, Kp, Kf
are positive gains, JG is the Jacobian matrix, Gx, Gf are the position and force
control laws and I is the identity matrix. S is the selection matrix which is diagonal,
its entries take the values of 1 and 0. It selects the position-controlled and the force-
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Figure 1.8: Hybrid position/force control scheme (Uchiyama and Dauchez (1988)).
Uchiyama et al. (1987) proposed a non-master/slave hybrid position/force con-
trol scheme in which the workspace position is given as the combination of the ab-
solute and relative pose between the hands (Uchiyama and Dauchez (1988)). Later
Uchiyama and Dauchez (1988) formalized this results and proposed the symmetric
1ALVAR: A library for virtual and augmented reality [Online], http://alvar.erve.vtt.fi/
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formulation (to control dual-arm manipulators) in a hybrid position/force coordi-
nated control scheme. This scheme was implemented using two PUMA’s 560 robotic
manipulators by Dauchez et al. (1990) and Dauchez et al. (1991).
Recently, Faria (2016) proposed a method of hybrid position-force control that
uses the image-based identification method proposed by Faria et al. (2015) to es-
timate the pose of an object for its manipulation. There the force applied by the
manipulators on the object was indirectly estimated using joint torque sensor mea-
surements.
1.4.3 Impedance control
It uses the impedance concept proposed by Hogan (1985). The impedance control
method simultaneously controls the motion along every direction in order to achieve
a desired dynamic interaction between the manipulator and the environment. Con-
trol schemes for cooperative manipulators have been proposed for the control of
object-environment interaction forces (Schneider and R. H. Cannon (1992)) or con-
trol of internal forces (Bonitz and Hsia (1996)).
Caccavale and Villani (1999) combine the external and internal impedance con-
trol strategies, the first in the object level the later in the end-effector level to reduce
the internal forces applied to the object. Caccavale et al. (2008) present an scheme
that allows individual activation/deactivation of external and internal impedance,
such that the operator can choose to keep one or both of the impedance controllers.
In the work of Heck et al. (2013) the architecture for internal force-based
impedance control of cooperative manipulators of Bonitz and Hsia (1996) was com-
bined with the architecture of Caccavale et al. (2008) and an extension of the
impedance controller of Schneider and R. H. Cannon (1992) to control motion and
internal and external contact forces for the cooperative manipulation of a common
object.
Impedance-based control scheme for cooperative control of dual-arms was pro-
posed in Erhart et al. (2013) where uncertainties in the object and manipulator were
modeled and evaluated by means of an internal force analysis.
1.4.4 Adaptive Control
The adaptive control scheme proposed by Jean and Fu (1993), where the manip-
ulators end-effectors were rigidly attached to the manipulated object, was extended
for teleoperated systems by Aldana et al. (2012) using the dynamic adaptive tele-
operated controller proposed by Nuno et al. (2010b).
Kinematic and dynamic adaptive control laws were proposed by Liu and Khong
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(2015) for a teleoperated SM/SS scheme position synchronization scheme that re-
quires measurement of joint velocities.
An extension of the passivity analysis of Wang and Xie (2009) and the kinematic
adaptive control of Cheah et al. (2006a,b) was presented by Wang (2013), where an
adaptive task-space controlled synchronization scheme for networked robotic agents
with kinematic and dynamic uncertainties was proposed.
In Erhart and Hirche (2013) an adaptive force/velocity control scheme for planar
cooperative manipulation tasks of translation and rotation is proposed, it considers
the direct kinematics of the manipulators uncertain (while the differential kinematic
is known).
The adaptive teleoperated cooperative control scheme presented by Mohajerpoor
et al. (2013) considers velocity synchronization with damping injection, and robot
dynamic and object kinematic uncertainty for constant time delays.
1.4.5 Formation control
Formation control is intrinsically related to the coordination control of multi-
agents systems and the key idea is to steer the overall system to track a predefined
path while keep some particular geometric patterns through the information ex-
changed between two or more agents (Sieber et al. (2013)).
A formation control strategy of multiple agents without explicit communication is
proposed by Bai et al. (2011); Bai and Wen (2010) to manipulate a flexible object,
where the contact forces between the agents and the object are modeled as the
gradient of nonlinear potentials and the deformations are assumed to be so small
that the object can be considered a rigid body. It was later use in a teleoperation
scheme by Ribeiro (2013); Ribeiro et al. (2014).
1.4.6 Acceleration and Jerk Measurement
Many interaction and motion control schemes designed for single arm or multi-
ple arms found in the control literature require accurate measurement of the time-
derivative of a given variable, such as image velocity, Cartesian velocity, force, or
acceleration (Kruse et al. (2015); Mendoza et al. (2016); Wang and Xie (2009)).
However, this assumption can be a very restrictive condition from the practical
point of view since those variables may be contaminated by sensor noise and time
delays. In this context, adaptive control strategies can be proposed to avoid the need
of measuring the time-derivative of the image velocity for visual servoing systems
using filtered versions of the desired joint velocity and the output tracking errors
(Leite and Lizarralde (2016); Lizarralde et al. (2013)).
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1.5 Contribution
This work is an extension of the formation-based control presented by Bai and
Wen (2010), which proposes a decentralized force control of cooperative manipula-
tors. This in turn was extended by Ribeiro et al. (2014) where the formation-based
control approach was applied as a Velocity/Force-Force (V/F-F) telemanipulation
scheme using energy tanks strategy to passify the communication channel and guar-
antee passivity of the overall system.
Here, it is considered that the robotic manipulators at the slave side have kine-
matical and dynamical uncertainties. Then, the contributions can be summarized
as follows:
• The proposal of a cooperative kinematic control law which uses a composite
adaptive control law to estimate the kinematic parameters in a load trans-
portation task.
• By means of a cascade interconnection, the proposal of a composite coopera-
tive adaptive dynamic control law that estimates the kinematic and dynamic
uncertain parameters of the manipulators in a load transportation task.
• The application of the proposed V/F-F scheme to teleoperate dual-arm ma-
nipulators in a load transportation task.
The comparison between our work and similar ones proposed in the literature is
presented:
• In Table 1.1 comparing it with the works of Stramigioli et al. with focus on
their work on passivity using Energy Tanks and Hirche et al. with focus on
their work on cooperative control with load distribution.
• In Table 1.2 comparing it with the works of Wen et al. with focus on their
work on cooperative control based in formation control and visual servoing
and Basanez et al. with focus on their work on bilateral teleoperation using
synchronization schemes.
• In Table 1.3 comparing it with the works of various authors that consider many
teleoperation approaches teleoperation and adaptation of uncertain parame-
ters.
The codes of all the references of the tables is presented in Table 1.4 except for
reference c2 which corresponds to the article called Passivity-Based Adaptive Bilat-
eral Teleoperation Control for Uncertain Manipulators without Jerk Measurements
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by Yanque et al. (see Yanque et al. (2016)), submitted to the International Journal
OF Adaptive Control and Signal Processing, currently in revision.
In this context the work of Yanque et al. is the only one that considers coopera-
tive control based on formation control with adaptation of kinematic and dynamic
uncertainties in the context of teleoperation.
Table 1.1: Comparison with recent works of Stramigioli et al. and Hirche et al.
Authors Stramigioli et al. Hirche et al. Yanque et al.
References c3 c4 c5 c6 c7 c8 c9 c10 c1 c2
Cooperative ◦ ◦ ◦ ◦ ◦ ◦
Teleoperation ◦ ◦ ◦ ◦
Energy Tanks ◦ ◦ ◦ ◦ ◦ ◦
Load Distribution ◦ ◦ ◦ ◦ ◦
Control
Impedance-based ◦ ◦ ◦ ◦
Adaptive Kinematics ◦ ◦ ◦
Formation Control ◦ ◦ ◦ ◦




Variable Time Delays ◦ ◦ ◦
Validation
Numerical Simulation ◦ ◦
Experimental Tests ◦ ◦ ◦ ◦ ◦ ◦ ◦
Table 1.2: Comparison with recent works of Wen et al. and Basanez et al.
Authors Wen et al. Basanez et al. Yanque et al.
References c11 c12 c13 c14 c15 c16 c17 c1 c2
Cooperative ◦ ◦ ◦ ◦
Teleoperated
Single Master / Single Slave ◦ ◦ ◦
Single Master / Multi Slave ◦ ◦ ◦
Multi Master / Single Slave ◦
Control
Synchronizing Controller ◦ ◦
Adaptive Dynamics ◦ ◦ ◦ ◦
Formation Control ◦ ◦ ◦
Others ◦
Time Delays
Constant Time Delays ◦
Variable Time Delays ◦ ◦ ◦
Validation
Numerical Simulation ◦ ◦ ◦ ◦
Experimental Tests ◦ ◦ ◦ ◦ ◦
1.6 Outline of the Thesis
This work is organized as follows:
• Chapter 2: The general structure of the bilaterally teleoperated adaptive co-
operative control scheme is presented. The Transparency Layer (TL) and
Passivity Layer (PL) are defined. The scheme to enforce passivity of the tele-
operated system using Energy Tanks is presented. A simulation of a simple
teleoperated system that shows the effects of time delays and the action of the
energy tanks is included.
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Table 1.3: Comparison with recent works of various authors
Authors Various Authors
References c18 c19 c20 c21 c22 c23 c24 c1 c2
Cooperative ◦ ◦ ◦
Teleoperated
Single Master / Single Slave ◦ ◦ ◦
Single Master / Multi Slave ◦ ◦ ◦ ◦
Multi Master / Single Slave ◦
Control
Impedance Based ◦ ◦
Synchronizing Controller ◦
Adaptive Kinematics ◦ ◦ ◦ ◦ ◦
Adaptive Dynamics ◦ ◦ ◦ ◦ ◦
Time Delays
Constant Time Delays ◦ ◦
Variable Time Delays ◦ ◦ ◦ ◦
Validation
Numerical Simulation ◦ ◦ ◦ ◦
Experimental Tests ◦ ◦ ◦ ◦ ◦
Table 1.4: References of Table 1.1, Table 1.2 and Table 1.3.
Code Reference Code Reference
c1 Yanque et al. (2016) c3 Franken et al. (2011)
c4 Ferraguti et al. (2015) c5 Schindlbeck and Haddadin (2015)
c6 Dietrich et al. (2016) c7 Erhart and Hirche (2013)
c8 Sieber et al. (2015) c9 Bais et al. (2015)
c10 Erhart and Hirche (2016) c11 Bai and Wen (2010)
c12 Kruse et al. (2015) c13 Nuno et al. (2010b)
c14 Nuno et al. (2011b) c15 Aldana et al. (2012)
c16 Nuno et al. (2012a) c17 Nuno et al. (2013a)
c11 Mohajerpoor et al. (2013) c12 Aghili (2013)
c13 Heck et al. (2013) c14 Hua et al. (2015)
c15 Shahbazi et al. (2015) c16 Liu and Khong (2015)
c17 Li and Kawashima (2016)
• Chapter 3: A control strategy for cooperative manipulators based on the for-
mation control approach is presented. Operational space and dynamic adap-
tive control laws are proposed for cooperative manipulators with uncertainties
in their kinematic and dynamic parameters.
• Chapter 4: Simulations and experiments of cooperative control are presented.
• Chapter 5: Presents the principal conclusions about the topics addressed in




Here we present a control architecture for telemanipulation of an object using
two or more robotics slave arms. It consists of a V/F-F teleoperation strategy (the
master sends velocity (V) and force (F) commands to the slaves and the slaves send
back force (F) information to the master) with a two-layer approach that guaran-
tees stable bilateral telemanipulation in the presence of time-varying destabilizing
factors such as communication delays. The architecture is composed of a top layer
that enforces transparency and a lower layer that enforces passivity. From this ap-
proach the strategies to ensure transparency and passivity can be designed in an
independent manner. The objective is to control the velocity and grasp force of an
object performing translation motion, while it is grasped by slave robots located in
a remote environment using master robots in the local environment.
2.1 Passivity
As the teleoperation architecture presented in this work is closely related to
passivity, here a brief revision of passivity concepts taken from (Khalil (2002), Cap.
6) is addressed.
Passivity is an input-output property of dynamical systems that has its origins
in network theory and relates to the exchange of energy between interconnected
systems (Hokayem and Spong (2006)). A system is passive if the energy absorbed
by the network over any period of time is greater and or equal to the increase of the
energy stored in the network over the same period.
2.1.1 State Models and L2 and Lyapunov Stability
Consider a dynamical system represented by the state model
ẋ = f(x, u), y = h(x, u), (2.1)
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where f : Rn×Rp → Rn is locally Lipschitz, h : Rn×Rp → Rp is continuous, f(0, 0) =
0 and h(0, 0) = 0. The system (2.1) is said to be passive if there exists a continuously
differentiable positive semidefinite function V (x) called storage function such that
uTy ≤ V̇ = ∂V
∂x
f(x, u), ∀(x, u) ∈ Rn × Rp, (2.2)
also, is said to be output strictly passive if uTy ≥ V̇ + yTρ(y) > 0, ∀y 6= 0.
Lemma 1 (Lemma 6.6 of (Khalil (2002))) If the system (2.1) is passive with a
positive definite storage function V (x), then the origin of ẋ = f(x, 0) is stable. 
Proof: See Khalil (2002) p. 242.
Lemma 2 (Lemma 6.7 of (Khalil (2002))) Consider the system (2.1). The origin
of ẋ = f(x, 0) is asymptotically stable if the system is strictly passive or output
strictly passive and zero-state observable. 
Proof: See Khalil (2002) p. 243.
2.1.2 Feedback Systems
Consider the feedback connection of Fig. 2.1 where H1 and H2 are time-invariant
dynamical systems given by
ẋi = fi(xi, ei), (2.3a)
yi = hi(xi, ei), (2.3b)
and the closed-loop state model takes the form
ẋ = f(x, u), (2.4a)









Figure 2.1: Feedback connection.
Theorem 1 (Theorem 6.3 of (Khalil (2002))) Consider the feedback connection of
two time-invariant dynamical systems of the form (2.3). The origin of the closed-
loop system (2.4b) (when u = 0) is asymptotically stable if
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• both feedback components are strictly passive,
• both feedback components are output strictly passive and zero-state observable,
or
• one component is strictly passive and the other one is output stricktly passive
and zero-state observable.
Furthermore, if the storage function for each component is radially unbounded, the
origin is globally asymptotically stable. 
Proof: See Khalil (2002) p. 250.
2.2 Transparency Layer (TL)
Transparency is a performance measure of how well the system is able to convey
to the human operator the perception of direct interaction with the environment
(Franken et al. (2011)). It is considered a human operator in a local environment
manipulating a virtual object with a master robot, which is a haptic device capable
of measuring motions and reflecting forces to the operator (Niemeyer et al. (2016)).
This provides the desired velocity and force closure constraints to the slave robots
in a remote environment which are grasping an actual object. The interaction forces
between the slaves and the object are transmitted back to the operator through the
master by imposing the reflected force upon him.
2.2.1 Local environment
The operator operates a master device that sends velocity and force signals to
the slaves which reflects the environment measured force signal to the operator. In
this work a master haptic device is considered, such that the motion of the master is
imposed directly by the operator and the desired grasping force (that the operator
sends to the slaves) is set to be a function of the master position.
Consider that the master dynamical system is given by
Mm(qm)q̈m + Cm(qm, q̇m)q̇m + gm(qm) = τm + τh, (2.5)
where qm ∈ Rnm is the vector of joint configurations, nm is the number of joints,
Mm ∈ Rnm×nm is the inertia matrix, Cm ∈ Rnm×nm is the Coriolis matrix and
gm ∈ Rnm is the gravity matrix. τm, τh ∈ Rnm are the master and operator torque.
During the teleoperation, the master sends a velocity signal ṗm and a force signal
fh to the slaves, and the master controller computes τm using the force signal f
d
m
received from the slave.
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Consider that the operator makes the master end-effector follow a trajectory
along a virtual plane while applying force perpendicularly to this plane as in Fig. 2.2.






Figure 2.2: Manipulation of a deformable virtual object.
tion of the master end-effector in the virtual plane (e.g. a spring). The reflected
reaction force fe (from the slave) is applied perpendicularly to the virtual plane by




m(qm)fe ~vm + gm(qm), (2.6)
where Jm(qm) ∈ R3×nm is the position part of the manipulator Jacobian, fe is
the environment force received from the slaves and ~vm ∈ R3 is the unit vector
perpendicular to the virtual plane.
2.2.2 Remote environment
An object is being grasped by the slave end-effectors in the remote environment,
as shown in Fig 2.3, where mog is the force due to the objects weight (mo is the
object mass and g is the standard gravity), fd1z, f
d
2z are the forces applied by the
manipulators that cancel the objects weight, fd1x, f
d
2x are the squeezing forces applied
and n1, n2 are the normal forces.
It is considered that the coefficient of friction of the objects surface is high enough
and the normal forces are high enough that the object does not slip the grasp.
The slave sensors send the measured contact force fe to the master and the slave
controllers receive the velocity ṗdo and force f
d signals to compute the slave control










Figure 2.3: Two arms holding a deformable object
2.3 Passivity Layer (PL)
Passivity of a system is a sufficient condition to guarantee its stability. A system
is considered to be passive if the energy that can be extracted from it is bounded by
the sum of the injected and initial stored energy. Any proper combination of passive
systems will be passive (Franken et al. (2011))
The total energy of the system ET (t) at instant t is given by
ET (t) = Em(t) + Ec(t) + Es(t) (2.7)
where Em(t), Es(t), and Ec(t) represents the energy present at the master side, at
the slave side, and in the communication channel, respectively.
The passivity condition for the system can be expressed as
ET (t) ≥ 0 , (2.8)
assuming that initial stored energy is zero.
Physical energy exchange takes place between operator and master, and between
environment and the slave. The requirement necessary to ensure a passive intercon-
nection of the entire system with the physical world is
ĖT (t) ≤ Pm(t) + Ps(t) , (2.9)
where Pm(t) and Ps(t) are, respectively, the power flowing from the master and slave
robot into the master and slave controller, and ĖT (t) is the rate of change of the
energy balance of the system. Equations (2.8) and (2.9) ensures passivity of the
system and a passive connection of the system with the physical world, respectively.
In Section 2.4, a strategy that saturates the control signals provided by the TL
to enforce passivity of the teleoperated system using energy tanks will be addressed.






































Figure 2.4: Telemanipulation architecture
2.4 Passivity enforcement using Energy Tanks
Here, the approach presented by Franken et al. (2011) using energy tanks which
monitors the energy flow in the system is implemented to guarantee that no virtual
energy is created and, thus guaranteeing stability. It is designed to enforce passivity
by saturating the commands generated by the Transparency layer (TL) when nec-
essary. With this approach, any controller can be implemented in a passive manner
given arbitrary time delays. Hereafter the subscript j ∈ {m, s} refer to either master






[pj(k)− pj(k − 1)] , (2.10)
where fj(k) is the force exerted during the sample period (considered constant), pj
is the end-effector position, k is the sample instant and k is the interval between
k − 1 and k.





[qj(k)− qj(k − 1)] , (2.11)
where τj(k) is the torque exerted during the sample period (considered constant)
and qj is the manipulator joint position vector.
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Then the energy level in the tank Ej(k) is given by
Ej(k) = Ej(k) + E
+
j (k)−∆Ej (2.12)
where Ej(k) is the energy before operations and E
+
j (k) the received energy. Finally,
the energy left on the tank and available during the next sample period Ej(k + 1)
is given by
Ej(k + 1) = Ej(k)− E−j (k), (2.13)
where E−j (k) = βEj(k) is the energy send and β ∈ [0, 1].
Remark 1 In this case, to compute the energy that one tank sends to the other (E−j )
it was considered the Simple Energy Transfer Protocol (SETP) proposed in Franken
et al. (2011), given by β ∈ [0, 1] which guarantees that in free motion (fh = fe = 0)
the energy level in both tanks tend to be equal as t→∞.
Remark 2 In the slave side it is considered one energy tank for all the slaves be-
cause they are all grasping the same object exerting almost the same force during
movement. If not, individual slave tanks and an energy transfer protocol between
them should be considered.
2.4.1 Master Tank Level Controller
A tank level controller (LC) is considered at the master side to monitor the level
of the energy tank Em(k) with respect to a desired level Ed. When the energy level
is below the desired level the LC extracts energy from the user to refill the tank.
This is done in the master side by applying an additional force fLC in the opposite
direction of the master movement given by
fLC =
{
0 if Em(k) > Ed,
−α [Ed − Em(k)] ṗm otherwise.
(2.14)
where the constant α > 0 tunes the rate at which energy is extracted and Ed is the
desired energy level.
Remark 3 The value of α can be selected considering the maximum force that the
master manipulator can exert to oppose the operator movement. Also, if the desired
level Ed is too high it might take too much time to fill the tank at the beginning of
the movement.
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2.4.2 Saturation of controlled torque
In order to maintain passivity, the controlled torque τj(k) computed by the TL
is limited by the PL by means of saturation functions. The fundamental function
considered is given by
τj1(k) =
{







if E(k + 1) ∈ [0, Ed],
1 otherwise.
(2.15b)
where ks allows a gradual reduction of the controlled torque to prevent chattering.
This function considers the critical case, where the control signal is turn to zero due
to loss of passivity.
Remark 4 Note that (2.15a) is the critical case when passivity is lost and the con-
trolled torque turns to zero. This means that the applied controlled torque is actually
the gravity compensation, such that the end-effectors do not apply force to the object
but try to stay in their last positions.
A limit to the torque exerted by the manipulator τj,lim can be considered, then
a second saturation function can be given by τj2(k) = τj,lim. Other functions can be
considered as well.
The maximum allowable torque is given by
τ̂j(k) = min[τj1(k), τj2(k)], (2.16)
then the torque computed by the PL is given by
τ̂ ∗j (k) = sgn(τj(k))min (|τj(k)|, τ̂j(k)) . (2.17)
where τm is given in (2.6) and τs in (3.40). The saturated torques τ
∗
j are given by
τ ∗m(k + 1) = τ̂
∗
m(k) + τLC(k), τ
∗
s (k + 1) = τ̂
∗
s (k). (2.18)
where τLC = J
T
i fLC .
2.5 Behavior of the Energy Tanks
To clarify the behavior of the energy tanks three typical cases of teleoperation
can be analyzed. In all cases both tanks are constantly losing energy in the form of
∆Em and ∆Es, when energy is available.
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(c) Third Case, tank losing passivity.
Figure 2.5: Typical Cases of Teleoperation.
First case, the beginning of the teleoperation (Fig. 2.5(a)). The tank level
controller (LC) injects damping to the master in order to extract energy from the
operator ELC to replenish the master energy tank. This allows it to send energy
E−m to the slave energy tank. The energy available in the slave energy tank allows
movement of the slave end-effector and also allows the slave tank to send energy to
the master tank E−s .
Second case, tanks are close to the desired energy level Ed (Fig. 2.5(b)). This
is when the energy levels of the tanks have synchronized, the tank level controller
(LC) is still injecting damping but at a lower rate, to maintain the same energy level
in both tanks.
Third case, represents an energy tank (slave tank in this case) losing passivity
(Fig. 2.5(c)). Here it is considered that the slave uses more energy than available
(higher rate of ∆Es) and is losing passivity. This leads to an increment of the damp-
ing from the tank level controller (LC) to extract more energy from the operator
ELC . Eventually, if the tank gets depleted (Es < 0), the fundamental saturation
function acts (2.15) keeping the system passive.
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2.6 Conclusions
The architecture of the proposed Single Master Multi Slave (SM-MS) teleoper-
ated system was presented, the set up at the master side as well as details of how
the force signals received from the slaves are reflected to the master are explained.
Also, the teleoperated system was shown in Fig. 2.4 where the context of the action
of the energy tank approach is hopefully clarified.
A bilateral telemanipulation framework that enforces passivity based on a varia-
tion of the Time Domain Passivity Control (TDPC) approach that uses the concept
of Energy Tanks to storage energy in order to ration out damping to keep the overall
system passivity was revised.
This scheme considers the gradual injection of damping as a function of the en-
ergy of the system in order keep passivity while maintaining transparency, this is
important because prevents the excessive injection of damping that leads to slug-
gishness in the system.
It was clarified that in the critical case when passivity is lost the saturated control
signal should turn to the gravity vector instead of zero torque, such that the robotic
manipulators do not apply forces but try to keep their positions.
A simple example consisting of a one-dimensional bilateral teleoperated system
implemented with energy tanks was analyzed. Four cases were tested with and




Here, the cooperative control strategy for the slaves manipulators is based on
the formation control formalism proposed in Bai and Wen (2010) for groups of
agents undergoing pure translational motion. The proposed control strategy can be
considered as a decentralized control scheme, which considers elastic deformations on
the object such that only forces − instead of forces and moments − are transmitted.
Then, the tracking problem for a given desired velocity is assumed to be subject to
the constraints imposed by the force closure.
Consider the grasping and manipulation problem of a deformable object per-
formed by n robot manipulators. Let pci ∈R3 be the position of the contact point
ci, for the i-th robot end-effector, without object deformation. Let po ∈R3 be the
position of a fixed point O of the object (e.g., the center of mass of the object) with
the coordinated frame Eo attached to the object with origin in O and pi∈R3 be the
position of the i-th robot end-effector, considering object deformation. Notice that











Figure 3.1: End-effectors manipulating a deformable object.
Considering that the object orientation is denoted by the rotation matrix Ro ∈
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SO(3), the position vector pci and its time-derivative ṗci are given respectively by
pci = po +Ro ri , ṗci = ṗo + Ṙo ri , (3.1)
where the constant vector ri∈R3 is given by ri = pci−po. Assuming that the object
orientation is constant, implies that Ṙo=0 and, consequently,
ṗci = ṗo . (3.2)
In this context, the object deformation vector δi∈R3 can be expressed by
δi = pi − pci , (3.3)
which generates a reaction force vector fi ∈ R3 along the end-effector orientation
given by the unit vector ~di∈R3.
The reaction force fi could be modeled as the gradient of a positive-definite
potential function of deformation given by
fi = ∇P (δi) . (3.4)
In this case, when δi = 0 the i-th robot end-effector is not deforming the object and,
thus, no reaction force is generated satisfying the condition
P (δi) = 0 , ∇P (δi) = 0 ⇔ δi = 0 . (3.5)
It is assumed that
∇2P (δdi ) > 0 , (3.6)
where δdi is the desired deformation. This is satisfied by linear spring-force models.
This assumption is used to propose the positive definite storage function in the next
section. The object motion dynamics, which is restricted to purely translational





where mo is the mass of the object and fi is the contact force between the i-th robot
end-effector and the manipulated object.
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3.1 Robot Kinematics
Here, we consider the kinematic model of the robot manipulator. Consider that
the position vector of the i-th robot end-effector pi ∈R3 can be obtained from the
forward kinematics map as
pi = ki(qi) = Zi(qi) bi , (3.8)
where qi ∈Rni is the vector of joints angles, ni is the number of joints of the i-th
robot manipulator, and ki(·) is in general a nonlinear function. Notice that, the right-
hand side of (3.8) can be linearly parameterized by Zi(qi) bi, where Zi(qi) ∈ R3×`i
is the forward kinematics regressor matrix, bi∈R`i denotes the constant kinematic
parameters vector and `i is the number of kinematic parameters (Leite et al. (2011)).
The end-effector velocity vector ṗi∈R3 can be related to the joint velocity vector
q̇i∈Rni by the following differential kinematics equation:
ṗi = Ji(qi) q̇i = Wi(qi, q̇i) bi , (3.9)
where Ji(qi)∈R3×ni is the position part of the manipulator Jacobian. Notice that,
the right-hand side of (3.9) can also be linearly parameterized by Wi(qi, q̇i) bi, where
Wi ∈ R3×`i is the differential kinematics regressor matrix. It is worth mentioning
that the kinematic model (3.9) also has the following property, which will be useful
for the purpose of control design and stability analysis for robot manipulators with
revolute joints.
(P1) The Jacobian matrix Ji(qi) is bounded for all possible values of qi, that is:
||Ji(qi)||∞ ≤ c0 , ∀qi ∈ [0, 2π] ,
where c0∈R is a known positive constant, because Ji(·) depends on qi(t) as the
argument of bounded trigonometric functions (Kelly et al. (2005)).
The control design is based on the kinematic control approach at the velocity level
due to its simplicity of implementation and satisfactory performance when the given
task is carried out with low velocities and slow accelerations. In this context, if the
robot manipulator has limited performance in terms of required velocity/acceleration
and high-gear reduction ratios, we assume that ui , q̇i, where ui∈Rni is the velocity
control signal applied to the motor drive of the joints of the i-th robot manipulator
(Caccavale and Uchiyama (2016)). Then, considering the kinematic control approach
we obtain the following decentralized open loop control system:
ṗi = J(qi)ui . (3.10)
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3.1.1 Uncertain Kinematics
Here, we consider that the forward kinematics and the differential kinematics
models are both uncertain. The uncertainties in robot kinematics may arise, for ex-
ample, (i) when its end-effector is handling different objects with uncertain dimen-
sions to use as a tool or (ii) when the end-effector is replaced by tools with different
dimensions which are more suitable to carry out a particular task (Siciliano et al.
(2009)). Therefore, it is clear that the existence of uncertainties in the kinematic
model is a relevant problem in robotics and can be considered separately from the
problem of uncertainties in the dynamic model (Leite and Lizarralde (2016)).
In this work, it is considered that the only source of parametric uncertainty is
due to the geometric parameters of the robotic manipulator, given by the Denavit-
Hartenberg parameters ai e di for i = 1, 2, ..., n (Siciliano et al. (2009)). This means
that the uncertainties related to the measurement error of the joint transducer (i.e.
joint offsets) are not considered. Then, be analyzing the structure of the direct
kinematic equation of the manipulator, it can be verified that only the position
coordinates depend on the manipulator geometric parameters, therefore, they can
be affected by the kinematic uncertainties. As a consequence, only the manipula-
tor position Jacobian is affected by the presence of kinematic uncertainties (Leite
(2011)).
Then, considering the presence of parametric uncertainty in the robot kinematic
model (3.8), the estimated or predicted position vector p̂i∈R3 can be expressed as
p̂i = k̂i(qi) = Zi(qi) b̂i , (3.11)
where k̂i is the approximate forward kinematics map and b̂i ∈R`i denotes a set of
estimated kinematic parameters. It is well-known from Slotine and Li (1991) that
the linear parameterization models (3.8) and (3.11) can be used for online parameter
estimation, provided that pi and Zi can be measured from the system signals.
Now, considering the presence of parametric uncertainty in the robot kinematic
model (3.9), the estimated or predicted velocity vector of the i-th robot end-effector
˙̂pi∈R3 can be expressed as
˙̂pi = Ĵi(qi) q̇i = Wi(qi, q̇i) b̂i , (3.12)
where Ĵi∈R3×ni is the position part of the approximate manipulator Jacobian.
3.1.2 Parameter Adaptation
Uncertainty in the kinematic parameters may cause inaccuracy or instability dur-
ing control operation. This uncertainty can be gradually reduced by an adaptation
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law (Slotine and Li (1991), p.312). For updating the estimated kinematic parameter




WTi (qi, q̇i) f̃i
)
, Γk = Γ
T
k > 0 , (3.13)
where Γk is the kinematic adaptive gain matrix and f̃i ∈ R3 is the force error given
by f̃i = fi − fdi .
Notice that the design of the adaptive kinematic scheme would require the mea-
surement of the contact force vector fi, the joint position vector qi and joint velocity
vector q̇i, of the i-th robot manipulator.
From a practical point of view, these assumptions imposed on the adaptive
kinematic scheme are reasonable and acceptable, since we are designing a hybrid
position-force control for cooperative robotic systems.
3.1.3 Composite Adaptation
A composite adaptation law considers the prediction error as an additional source
of information for the parameter adaptation. This can improve the performance of
the adaptive controller (Slotine and Li (1991), p.382).
Let εi ∈ R3 be the prediction error defined by εi := pi − p̂i. From the linear
parameterization models (3.8) and (3.11), the prediction error εi can be expressed
as
εi = pi − Zi(qi) b̂ = Zi(qi) b̃i . (3.14)
where b̃i = bi − b̂i is the parameter estimation error.
Then, for updating the estimated kinematic parameter b̂i we consider the follow-








, Γk = Γ
T
k > 0 . (3.15)
Compared with the adaptive kinematic scheme, the design of the composite
adaptive kinematic scheme would also require the measurement of the end-effector
position vector pi of the i-th robot manipulator.
It is worth noting that, the proposed adaptive scheme consists of using a com-
posite gradient-type adaptation law based on the prediction error obtained directly
from the end-effector position vector. Instead, the adaptive scheme presented by
Leite and Lizarralde (2016); Lizarralde et al. (2013); Yanque et al. (2016) employ a
standard gradient-type adaptation based on the prediction error obtained from the
filtered end-effector position.
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Remark 5 The composite adaptation law based on the prediction error εi(t) and
force error f̃i(t) not only ensures the global stability of the adaptive kinematic control
system, but also leads to fast and smooth parameter convergence and, consequently,
smaller tracking errors (Slotine and Li (1991)).
Remark 6 It is worth noting that the practical implementation of the proposed com-
posite adaptive cooperative kinematic control scheme depends on the measurement
of the position vector pi. In this context, we assume that the position of the robot
end-effector can be measured from a position sensing device such as laser trackers
or cameras.
3.2 Kinematic control approach
Now, to achieve the goal of moving an object while a firm grasp is maintained in
the presence of kinematic uncertainties, we propose an adaptive cooperative control
scheme at the kinematic level for uncertain robot manipulators. The decentralized
cooperative control signal is given by
ui = Ĵ
†
i (qi) (vi + w1) , (3.16)





−1 is the pseudo-inverse Jacobian matrix and vi is the Cartesian
control signal to be designed and w1 ∈ R3 is a vanishing input signal. It is worth
noting that, the control signal (3.16) locally minimizes the norm of the joint veloci-
ties, provided that vi(t) does not lead the i-th robot arm to singular configurations,
where the Jacobian matrix Ji(qi) has deficient rank. The failure of this last condition
is a fairly open-problem in robotics and other correlated areas, and has been widely
discussed in the control literature.
Then, substituting (3.16) into (3.10) we obtain the following open-loop dynamics
in the Cartesian space (see A.1):
ṗi = vi + w1 + εi , (3.17)
where εi∈R3 is a vanishing perturbation term due to the uncertain kinematics given
by :
εi = Wi(qi, βi) b̃i . βi = Ĵ
†
i (qi)(vi + ω1), (3.18)
where βi is obtained in Appendix A.1.
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3.3 Operational Space Control System
The control goal of the cooperative robotic system is to allow the object grasped
by the i-th robot end-effector tracks a desired velocity ṗdo(t), while the current contact
force fi is regulated to a desired value f
d
i . To achieve this aim, an operational space
control signal vi∈R3 is proposed as follows
vi = ṗ
d
o −Kv f̃if , (3.19)
where Kv = K
T
v > 0 is the control gain matrix, f̃i ∈ R3 is the force error vector
defined as f̃i = fi − fdi and the filtered force error dynamics f̃if ∈R3 is governed by
˙̃f if = −λk f̃if + λk f̃i , (3.20)
where λk > 0 is the cutoff frequency in radians per second.
Since the grasped object will eventually move with a desired time-varying ve-








where fdi should be chosen so that the contact forces fi for i = 1, 2, . . . , n satisfy the
desired properties, such as force closure grasp. This requires the previous knowledge
of the object geometry and the suitable grasping points for handling the object.
Notice that, from (3.4) the reaction force fi depends on the object deformation δi.
Therefore, if δi can be regulated to some desired value δ
d
i , fi would also be maintained
accordingly. To this end, we assume that the reaction force fdi is modeled by a linear
spring-force model. Thus, achieving a desired contact force fdi is equivalent to driving
the deformation from a current value δi to a desired value δ
d
i . Then, the deformation
error δ̃i can be simply defined as
δ̃i = δi − δdi . (3.22)
This is similar to the formation control problem, where the relative positions
between agents are driven to some desired values (Bai and Wen (2010)). Defining
the object velocity error vector ˙̃po as:
˙̃po = ṗo − ṗdo , (3.23)
and considering the object dynamics (3.7) as well as the dynamic constraint (3.21),
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Considering (3.2), taking the time-derivative of (3.3), and using (3.17) and (3.23),
we see that the object deformation error dynamics can be given by:
˙̃δi = − ˙̃po − ṗdo + vi + w1 +W (qi, βi) b̃i . (3.25)
Finally, considering (3.19), the closed-loop error system yields:
˙̃δi = − ˙̃po −Kv f̃if + w1 +W (qi, βi) b̃i . (3.26)
Therefore, controlling the contact forces fi (i.e, the object deformations δi) between
the robot end-effectors and the object as well as the object velocity simultaneously,
makes it possible to maintain a firm grasp of the object during the manipulation
task.
The algorithm of the cooperative kinematic control is presented in Table 3.1.
Table 3.1: Algorithm of the Cooperative Kinematic Control
Cooperative System fi = ∇P (δi) ṗi = J(qi)ui
Object Restriction mo p̈o =
∑n
i=1 fi
Velocity Control Signal ui = Ĵ
†
i (qi) (vi + w1)
Operational Space Control Law vi = ṗ
d
o −Kv f̃if
Filtered Force ˙̃f if = −λk f̃if + λk f̃i
Linear Parameterization ˙̂pi = Ĵi(qi) q̇i = Wi(qi, q̇i) b̂i









Adaptation Law Γk = Γ
T
k > 0
The block diagram of the proposed adaptive kinematic control is presented in
Fig. 3.2.
Now, we can state the following theorem:
Theorem 2 Consider a cooperative robotic system modeled by (3.4) and (3.10) ma-
nipulating a deformable object satisfying (3.7), with velocity control signal (3.16) and
the operational space control law (3.19) based on the filtered force (3.20). Consider
the kinematic adaptive scheme based on the linear parameterization models (3.11)
and (3.12), the prediction error (3.14) and the composite adaptation law (3.15).












v J†(q, b̂) u J(q) ṗ
Kinematic Adaptation




Figure 3.2: Adaptive kinematic control block diagram
force fdi is uniformly bounded and satisfies (3.21). In addition, assume that the
end-effector position pi and the regressor matrices Zi and Wi are measured from
the system signals. Then, the map w1 7→ f̃i is output strictly passive with positive
definite storage function:







2∆i + λl f̃
T







with ∆i=P (δi)−P (δdi )− fdi
T
δ̃i. Moreover, for w1 =0, the following properties hold:
(i) all system signals are uniformly bounded; (ii) limt→∞f̃if (t) = 0, limt→∞f̃i(t) = 0,
limt→∞δ̃i(t) = 0, limt→∞εi(t) = 0, limt→∞ ˙̃po(t) = 0.
Proof 1 The time-derivative of the potential function (3.4) of the deformation and
the desired deformation is given by
Ṗ (δi) = ∇P (δi)δ̇i = fTi δ̇i, Ṗ (δdi ) = ∇P (δdi )δ̇di = fdTi δ̇di , (3.28)




i δ̇i − fdTi δ̇di − fdTi
˙̃δi
= fTi δ̇i − fdTi δ̇di − fdTi δ̇i + fdTi δ̇di
= fTi δ̇i − fdTi δ̇i,
= f̃Ti δ̇i,
The time-derivative of the storage function Vk in (3.27) is given by:





˙̃δi + λl f̃
T
if











and, then, using the object velocity error dynamics (3.7) and the object deformation
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error dynamics (3.26) we obtain:


















Finally, taking Kv = λl λk I and using the composite gradient-type adaptation law
(3.14) with (3.15) yields:




−f̃TifKvf̃if − b̃Ti Zi(qi)TZi(qi) b̃i + f̃Ti w1
]
, (3.30)
which defines an output strictly passive map w1 7→ f̃i. Thus, for w1 = 0, we have that
V̇k≤0. Because Vk is a positive definite function with non-positive time-derivative,
we have that Vk∈L∞ which implies that f̃if , δ̃i, ˙̃po, b̃i∈L∞ and, thus, the equilibrium
state is uniformly stable. Because Vk ≥ 0 and V̇k ≤ 0, limt→∞Vk(t) exists. For the




′)dt′ = V0 − V∞ where V0 = Vk(0),
which implies that f̃if , εi ∈ L2. Since the signals ṗdo, fdi and δdi are assumed to be
uniformly bounded, from (3.22) and (3.23) we have ṗo, δi∈L∞ and consequently from
(3.4) implies that fi ∈ L∞. From (3.20), since f̃fi ∈ L∞ we conclude that f̃i ∈ L∞
and, thus, ˙̃f if ∈L∞. Considering qi, q̇i ∈L∞ then it follows that Zi,Wi ∈L∞ and,
thus, from (3.14) implies that εi, ε̇i ∈L∞. Consequently, from (3.15), we conclude
that
˙̂
bi ∈ L∞ ∩ L2. Therefore, using Barbalat’s lemma Khalil (2002) and because
εi, f̃if ∈ L2 and ε̇i, ˙̃f if ∈ L∞ implies that limt→∞εi(t) = 0 and limt→∞f̃if (t) = 0.
From (3.20) implies that limt→∞f̃i(t) = 0 and, thus limt→∞δ̃i(t) = 0. Consequently,
from (3.26) we have limt→∞ ˙̃po(t) = 0, which demonstrates the stability and the
convergence properties of the adaptive kinematic control.

Remark 7 An alternative and simpler solution consist of using only the force track-
ing error f̃i in the gradient-type adaptation law given by (3.13) in Theorem 2 (instead
of the composite adaptation law given by (3.15)), without resorting to the prediction
error εi. In that case, the proof has a similar development with the same storage
function where its time-derivative is given by









Here, we consider the cooperative control problem for robot manipulators with
nonnegligible dynamics. A natural extension of the proposed kinematics-based con-
troller considering the robot dynamics is presented. The dynamic model of a rigid
robot manipulator is given by:
Mi(qi) q̈i + Ci(qi, q̇i) q̇i + gi(qi) = τi − JTi (qi) fi , (3.32)
where τi∈Rni is the vector of generalized torques, Mi(qi)∈Rni×ni is the manipulator
inertia matrix, Ci(qi, q̇i) ∈Rni×ni is the Coriolis matrix for the manipulator where
the term Ci(qi, q̇i) q̇i ∈ Rni is the torque vector due to the Coriolis and centrifugal
forces, and gi(qi)∈Rni includes gravity terms and other forces acting at the joints
of the i-th robot manipulator. Notice that other actuation torques such as those
due to the viscous and Coulomb friction forces could also be included in the robot
dynamics.
It is well known that the left-hand side of (3.32) can be linearly parameterized by
Yi(qi, q̇i, q̈i) ai, where Yi ∈Rni×mi is the dynamic regressor matrix, ai ∈Rmi denotes
the constant dynamic parameters and mi is the number of dynamic parameters
(Siciliano et al. (2009), p. 338). Then equation (3.32) can be rewritten as
Yi(qi, q̇i, q̈i) ai = τi − JTi (qi) fi , (3.33)
It is worth mentioning that a particular choice for the elements of the Coriolis
matrix can be obtained from Christoffel’s symbols, which provide notable algebraic
properties for the robot dynamic model (3.32), that we will use in the sequel for
the purpose of control design and stability analysis. Thus, we consider the following
properties of matrices Mi(qi) and Ci(qi, q̇i):
(P2) Mi(qi) is symmetric, positive definite and bounded matrix for all qi ∈Rni , i.e.,
there exist a known positive constant c1∈R such that
Mi = M
T
i > 0, ||Mi||∞ ≤ c1 .





ξ = 0 , ∀ξ∈Rni .
It is worth mentioning that, based on the linear parameterization property ap-
plied to (3.9), the product between the transpose Jacobian matrix JTi (qi) and the
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contact force vector fi can also be linearly parameterized as:
τi,ext = J
T
i (qi) fi = Fi(qi, fi) bi , (3.34)
where Fi ∈Rni×`i is the kinetic regressor matrix. In what follows, we will use the
above relationship for designing the dynamic control law for the cooperative robotic
system.
Here, the key idea is to employ the cascade control strategy (Guenther and Hsu
(1993)) to tackle the hybrid velocity and force control problem for cooperative robot
manipulators in the presence of parametric uncertainties in the robot kinematics
and dynamics. The application of the cascade framework to the case of cooperative
robots is a contribution of this work and is analogous to the case of visual servo-
ing considered by (Hsu et al. (2007); Leite and Lizarralde (2016); Lizarralde et al.
(2013)). The cascade control strategy can be designed by cascading the kinematic
control scheme with the dynamic control scheme according to the following steps.
First, we assume that there exists a dynamic control law






i ) + Ji
T(qi) fi , (3.35)
which guarantees the control goal is attended, i.e.,
qi → qdi (t) , q̃i := qi − qdi → 0 , (3.36)
where qdi ∈Rni denotes the desired trajectory assigned in joint space and assumed
to be uniformly bounded, and q̃i the joint position error vector.
Now, let us suppose that it is possible to define the desired trajectory qdi and
its time-derivatives q̇di , q̈
d
i in terms of a control signal vi such that we have ṗi = vi
except for a vanishing term in the right-hand side, that is,
ṗi = vi + Ji(qi)L(s) q̃i , (3.37)
where L(·) denotes a linear operator, possibly noncausal, with s being the differen-
tial operator. Therefore, we can conclude that the Cartesian control signal (3.16),
designed to the kinematic control case, could be applied to (3.37) and the stability
property of the closed-loop control system still remains.
In order to carry out the stability analysis of the proposed cooperative control
scheme, we employ the passivity framework, which establishes simple rules to de-
scribe the feedback connection of time-invariant dynamical systems based on the
Lyapunov formalism (Khalil (2002)). Actually, we can show that the cooperative
control scheme based on the kinematic control approach has passivity properties,
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which allows for ensuring the closed-loop stability when it is connected in cascade
with a dynamic control scheme with similar passivity properties (Hsu et al. (2007);
Leite and Lizarralde (2016); Lizarralde et al. (2013)). For passive interconnected con-
trol systems with external disturbances, the following general result can be stated:
Theorem 3 (Hsu et al. (2007)) Consider the interconnected systems, where Σ1 is
the driven system and Σ2 is the driving system, described by:
Σ1 : ẋ1 = η1(x, t) + ξ(x, t) y2 + ζ(x, t) , y1 = ϕ1(x1) ,
Σ2 : ẋ2 = η2(x, t) + w2 , y2 = ϕ2(x2) ,
as seen in Fig. 3.3, where x = [x1 x2]
T, η1, η2 are piecewise continuous functions








ẋ1 ∫ x1 ϕ1(x1) y1
Σ2 Σ1
Figure 3.3: Interconected system in cascade
that contains the origin x = 0; ϕ1, ϕ2, ξ are continuous functions, ζ is a vanishing
perturbation term and w2 is an external input. Suppose that ‖ζ(x, t)‖ ≤ γ‖x|‖,
∀ t ≥ 0, ∀ x ∈D, where γ is a non-negative constant. Assume that ‖ξ(x, t)‖ ≤ c,
∀x, t and for some c > 0. If system Σ1 is output strictly passive from y2 → y1 with
positive definite storage function V1(x1) such that
V̇1 ≤ −λ1‖y1‖2 + c1 yT2 y1 , λ1 > 0 ,
and system Σ2 is output strictly passive from w2 7→ y2 with positive definite storage
function V2(x2) such that
V̇2 ≤ −λ2‖y2‖2 + c2wT2 y2 , λ2 > 0 .
Then, for w = 0, the following properties hold: (i) x1, x2∈L∞; (ii) limt→∞y1(t)=0,
limt→∞y2(t)=0;
Proof 2 Please see the Appendix B.1.
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3.4.1 Adaptive Robot Control
Now, let us consider the existence of parametric uncertainties in the robot dy-
namic model (3.32). In this context, we will show that the control design for the
cooperative robotic system can be derived by simply cascading the proposed adap-
tive kinematic control scheme with the Slotine-Li adaptive scheme (Slotine and Li
(1988)). First, let us consider the following signals defined in the joint space as:
q̇ri = q̇
d
i − λd q̃i , σi = q̇i − q̇ri = ˙̃qi + λd q̃i , (3.38)
where qri ∈ Rni is the velocity reference signal, σi∈Rni is a measure of the tracking
accuracy, and λd > 0 is a constant parameter.
Here, we assume that the dynamic model (3.32) subject to parametric uncer-








i + Ĉi(qi, q̇i) q̇
r




i ) âi , (3.39)
where âi∈Rmi is a set of estimated dynamic parameters to be adapted online and
M̂i, Ĉi, ĝi denote the corresponding approximated terms of the robot dynamic model.
A dynamic control law for the i-th robot end-effector can be given by




i ) âi −Kd σi − Fi(qi, fi) b̂i + w2 , (3.40)
where Kd ∈ Rni×ni is a positive definite gain matrix and w2 ∈ Rni is a fictitious
external input, which drives the closed-loop system.
Then, from the robot dynamic model (3.32), the velocity signals (3.38) and the
dynamic control law (3.40), the closed-loop error dynamics can be written as




i ) ãi + Fi(qi, fi) b̃i + w2 , (3.41)
where b̃i = b̂i − bi is the i-th kinematic parameter error vector and ãi = âi − ai is
the i-th dynamic parameter error vector.
The vector of estimated kinematic parameters b̂i can be updated by using the
following composite gradient-type adaptive law:
˙̂
bi = −Γk(ZTi εi + FTi σi ) , Γk = ΓTk > 0 , (3.42)
whereas the vector of estimated dynamic parameters âi can be updated by using the
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following standard gradient-type adaptive law:
˙̂ai = −Γd Y Ti σi , Γd = ΓTd > 0 , (3.43)
where Γk is the kinematic adaptation gain matrix and Γd is the dynamic adaptation
gain matrix.
The algorithm of the cooperative kinematic control is presented in Table 3.2.
Table 3.2: Algorithm of the Cooperative Dynamic Control
Robot Dynamic Model Mi(qi) q̈i + Ci(qi, q̇i) q̇i + gi(qi) = τi − JTi (qi) fi




i ) âi −Kd σi − Fi(qi, fi) b̂i + w2
Dynamic Adaptation Law ˙̂ai = −Γd Y Ti σi , Γd = ΓTd > 0
Parameterization p̂i = k̂i(qi) = Zi(qi) b̂i
Model τi,ext = J
T
i (qi) fi = Fi(qi, fi) bi
Prediction Error εi = pi − Zi(qi) b̂ = Zi(qi) b̃i
Composite Adaptation Law
˙̂
bi = −Γk(ZTi εi + FTi σi ) , Γk = ΓTk > 0
The block diagram of the proposed adaptive kinematic and dynamic control is




Y (q, q̇, q̈) q
q̇
Dynamic Adaptation
Y T(q, q̇, q̇r, q̈r) −Γd
˙̂a ∫ â











Figure 3.4: Adaptive kinematic and dynamic control block diagram
loop dynamic system (3.41) can be established in the following theorem:
Theorem 4 Consider the robot dynamic model (3.32), the dynamic control law
(3.40) with the dynamic adaptation law (3.43). Now, consider the linear parameter-
ization models (3.11) and (3.34), with the prediction error (3.14) and the composite
adaptation law (3.42). Assume that the end-effector position pi and the regressor
matrices Yi, Zi and Fi are measured from system signals. Then, the map w2 7→ σi
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is output strictly passive with positive definite storage function













Moreover, for w2 = 0, the following properties hold: (i) All system signals are
uniformly bounded; (ii) limt→∞εi(t) = 0, limt→∞σi(t) = 0, which implies that
limt→∞q̃i(t) = 0, limt→∞ ˙̃qi(t)=0.
Proof 3 The time-derivative of the storage function Vd in (3.44) is given by:




σTi Mi σi +
1
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and, then, using the closed-lopp error dynamics (3.41) we obtain:























Finally, using the gradient-type adaptation laws (3.42) and (3.43) yields:




−σTi Kdσi − b̃Ti Zi(qi)TZi(qi) b̃i + σTi w2
]
, (3.46)
which defines an output strictly passive map from w2 7→ σi. Thus, for w2 = 0,
we have that V̇d ≤ 0. Because Vd is a positive definite function with non-positive
time-derivative, we have that Vd ∈ L∞ which implies that σi, ãi, b̃i ∈ L∞ and, thus,
the equilibrium state is uniformly stable. Because Vd ≥ 0 and V̇d ≤ 0, limt→∞Vd(t)




′)dt′=V0 − V∞ where
V0 = Vd(0), which implies that σi, εi ∈ L2. Considering qi, q̇i ∈ L∞ then it follows
that Zi,Wi ∈ L∞ and, thus, from (3.14) implies that εi, ε̇i ∈ L∞. Since the signals
qdi , q̇
d
i are previously assumed to be uniformly bounded and σi∈L∞, from the velocity
signals (3.38), we conclude that q̃i, ˙̃qi ∈ L∞, which implies that qi, q̇i, q̇ri , q̈ri ∈ L∞
and, consequently, Yi ∈ L∞. Thus, from the kinematic and dynamic adaptation
laws, (3.42) and (3.43), we have that b̃i, ãi ∈ L∞ ∩ L2 and, consequently, from
the closed-loop error dynamics (3.41), implies that σ̇i, ε̇i ∈ L∞. Therefore, using
Barbalat’s lemma Khalil (2002) and because σi, εi ∈ L2 and σ̇i, ε̇i ∈ L∞, implies
that limt→∞εi(t) = 0 and limt→∞σi(t) = 0 and, consequently, limt→∞q̃i(t) = 0 and




Remark 8 It is worth noting that (i) considering the qi, q̇i and fi measurable, all
signals necessary to compute the regressor matrices Zi, Wi, Fi and Yi are available
and (ii) the convergence of the estimated parameters âi and b̂i to the real values
depends on the level of excitation of the regressor matrices Zi, Wi, Fi and Yi, re-
spectively.
3.4.2 Cascade Control
Now, we are able to apply the cascade control strategy previously presented to





















Figure 3.5: Cascade Control Strategy




i (qi) vi , (3.47)
so that the Cartesian motion of the i-th robot end-effector is governed by
ṗi = vi + Ĵi(qi)σi +Wi(qi, βi) b̃i , (3.48)
where σi ∈Rni is a vanishing term from Theorem 4 (it converges asymptotically to
zero), and Wi(qi, q̇i) b̃i is a kinematic perturbation term, which arises because of the
uncertain robot kinematics.
Then, the cascade control strategy can be implemented by simply setting:
q̇di = q̇
r




i + λd ˙̃qi . (3.49)
noting that, q̈di depends on q̈
r
i which in turn from (3.47) depends on the time-
derivative of vi. Since vi, in (3.19), is defined in term of the filtered force error
(3.20), the control law (3.40) does not depends on measuring the time-derivative of
the force ḟi, which requires the time-derivative of the acceleration usually referred
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as jerk. 1 Thus, the proposed control law is performed without jerk measurements.
Now, we consider the passivity properties of the adaptive dynamic control sys-
tem, stated by Theorem 4, and the adaptive kinematic control system, stated by
Theorem 2. Thus, we can apply Theorem 3 to analyze the stability properties of the
overall closed-loop system, where the cascaded subsystems Σ1 and Σ2 are identified


































with a combined kinematic adaptation law (from (3.15) (3.42))
˙̂
bi = −Γk (ZTi εi + FTi σi +WTi f̃i) , Γk = ΓTk > 0 ,
and the storage functions V1(x1) and V2(x2) are defined as






2∆i + λl f̃
T










k b̃i . (3.53)
Then, from Theorem 3, we can conclude that (i) all signals of the interconnected
system are bounded; (ii) limt→∞σi(t) = 0, limt→∞εi = 0, limt→∞f̃i = 0, limt→∞δ̃i = 0
and limt→∞ ˙̃po = 0.
3.5 Conclusions
A cooperative controller which achieves convergence to the desired velocity and
force regulation considering the uncertain kinematics and dynamics was proposed
using a formation-control framework. The force closure is implemented on a kine-
matic level to guarantee a firm grasp of the object.
From a cascade control strategy, the adaptive kinematic controller is combined to
the adaptive dynamic controller, ensuring the overall stability of the interconnected
systems thanks to the inherent passivity properties of the cooperative robotic system.
It is remarkable that the need of measuring the time-derivative of the force error
was avoided by considering the filtered force error in the Cartesian control law.
The proposed composite gradient-type adaptive control laws were summarized
1 The time-derivative of acceleration is called jerk, and generally to mention a change in contact
force fi with respect to time t, it is used the term yank (Jazar (2011)). Under certain assumptions
(e.g. constant body mass), ḟi is proportional to the jerk.
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in Theorem 2 for the Cartesian control approach and in Theorem 4 for the dy-
namic control approach, then the passivity properties and stability of the proposed




In this chapter, several simulations and experiments are presented to illustrate
the teleoperation scheme adopted, the cooperative control schemes mentioned in
Section 1.4.1 and the teleoperated adaptive cooperative control scheme proposed in
chapters 2 and 3.
For the simulations and experiments of bimanual manipulation the robotic ma-
nipulator considered is the Motoman DIA 10, a description and its direct and dif-
ferential kinematics is presented in Appendix D.
4.1 Simulations
In this section several simulations of bimanual manipulation are presented. First
some preliminary results of cooperative control of robotic manipulators considering
the cooperative task space approach (Chiacchio et al. (1996)) to manipulate an object
in planar movement and considering the symmetric formulation (Uchiyama and
Dauchez (1988)) to manipulate a pizza palette.
Then, a simulation of the teleoperation of one degree of freedom robotic manipu-
lators is presented using the two layer approach. And finally, a simulation of object
manipulation using the proposed formation control based adaptive cooperative tele-
operated scheme.
In all simulations it is consider that the inertial frame Es (the origin of the
coordinate system) is located at the base of the Motoman.
4.1.1 Cooperative Control: Object Manipulation - Planar
In this simulation the cooperative control of two planar 3 joint robotic manipu-
lators is presented. The control objective is to manipulate a held object and make
it follow a circular trajectory in the X-Y plane while rotating around the Z axis.
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The Motoman model is used considering several joints in fixed positions in order
have two planar manipulators to only actuate the joints q3, q5, q7 for the right planar
manipulator and the joints q10, q12, q14 for the left planar manipulator, then the
planar joint vector for the two arm system qp is given by
qp = [
Right Planar Arm︷ ︸︸ ︷
q3 q5 q7
Left Planar Arm︷ ︸︸ ︷
q10 q12 q14]
T. (4.1)
Consider a time-varying desired absolute and relative planar positions pda, p
d
r ∈ R2
and orientations φda, φ
d
























r = π (4.2b)
where pda describes a circular trajectory of radius rc = 0.1m, p
d
r describes a variable
orientation where the distance between the end-effectors is kept constant at lc =









The planar absolute and relative desired planar poses xda, x
d












then the poses of the end-effectors in operational space xRp, xLp (as well as their
respective desired values xdRp, x
d












where pRp, pLp ∈ R2 and φRp, φLp ∈ R are the position and orientation of the right
and left planar manipulators, respectively. The pose representation is greatly sim-
plified by the fact that the orientation can be represented by an scalar.










, vR, vL ∈ R3 is the Cartesian control signal given by
vR = ẋ
d
Rp −Kx̃Rp, vL = ẋdLp −Kx̃Lp, (4.7)
where x̃Rp, x̃Lp ∈ R3 are the pose errors and Kp ∈ R3 is the planar control gain.
The simulation results are presented in Fig. 4.1 for the position and orientation
errors and in Fig. 4.2 for the velocities and positions of the joints.
























Right Arm Orientation Error
~?R

























Left Arm Orientation Error
~?L
Figure 4.1: Position and Orientation Errors.
The simulation considered a time of 40s with an integration step of 0.1s and a
planar control gain of 1. The position and orientation errors showed in Fig. 4.1
where less than ±2 × 10−3m and ±5 × 10−3rad, respectively. It should be noted
that the selected initial absolute position of the effectors coincides with the initial
absolute position of the trajectory, such that the initial pose error was zero.
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Figure 4.2: Velocities and Positions of the Joints.
4.1.2 Cooperative Control: Palette Manipulation
This simulation is inspired by one of the tasks studied in the RoDyMan Project
(RObotic DYnamic MANipulation)1 (Fig. 4.3), which consist on a unified network
for robotic dynamic manipulation of deformable objects (Petit et al. (2017); Satici
et al. (2016)).
In this case, the task is the manipulation of a pizza palette by a bimanual robotic
manipulator with the symmetric formulation (Caccavale and Uchiyama (2016))
which considers virtual sticks fixed to the end-effectors such that the kinematic
controller controls the pose of the tips of the virtual sticks (tovs) is addressed.
The task considers both arms grasping a palette with grippers, the left arm has
a firm grasp on the palette while the right arm holds it loosely. In its initial pose
both arms have the same orientation facing to the front of the Motoman, the center
of movement is located between the end-effectors at their initial position.
For this task it is considered that the virtual sticks have not the same orientation
of their end-effectors, instead they are rotated π/2 rad, such that they face each
other. Figure 4.4(a) shows the initial configuration of the robotic manipulator,
where the left and right end-effector and virtual stick have green and red colors,
1http://www.rodyman.eu/
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Figure 4.3: RoDyMan (RObotic DYnamic MANipulation) Project
respectively.
The task can be divided in three sub-tasks that considers the control of:
• The absolute position of the end-effectors (Fig. 4.4(b)); by making the absolute









• The relative position between end-effectors (Fig. 4.4(c)); by considering a time






then, the virtual sticks vectors of both arms rL, rR are given by
rL = 0.4 RvL ~z, rR = lR RvR ~z. (4.10)
where RvL, RvR are the rotation matrices that correspond to the quaternions
QvL, QvR, given by












• Rotation of the palette around its axis (Fig. 4.4(d)); by considering that
the desired orientation of the left end-effector is given by the desired absolute
orientation, and the desired orientation of the right end-effector by the product
61




















































































































(d) Rotation around the palette axis.
Figure 4.4: Movements performed to manipulate the palette.
The position error of the tovs p̃sL, p̃sR ∈ R3 are given by
p̃sL = psL − pdsL, p̃sR = psR − pdsR, (4.13)
with
psL = pL + rL,














where I ∈ R3×3 is the identity matrix and psL, psR ∈ R3 is the position of the tovs
and pda, p
d
r are the absolute and relative desired positions of the tovs. Notice that
in the symmetric formulation the control objective considers that the tovs of both












The orientation error Q̃v,L, Q̃v,R ∈ R3 is given by the vector part of Q̃L, Q̃R,
which are given by




































where Kp, Ko ∈ R3 are the position and orientation gain matrices.
The position and orientation errors are presented in Fig. 4.5 and the control
signals, joints angles and manipulability of each arm in Fig. 4.6.
























































Figure 4.5: Position and Orientation Errors and Manipulability.
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Figure 4.6: Velocities and Positions of the Joints.
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4.1.3 Teleoperation of two one-degree-of-freedom manipu-
lators using Energy Tanks
To illustrate the teleoperation strategy of passivation via energy tanks, a simple
example (based on Franken et al. (2009)) is presented. This simulation shows how
the passivation via energy tanks contributes to stabilize the teleoperated system and
reduces significantly the oscillations due to the switching between non-contact and
contact with the environment.
The teleoperation system consist on two identical one-degree-of-freedom (1-DOF)
manipulators, one master and one slave. The control objective consist on making
the slave touch a wall (in the remote site) in such a way that the operator exerts
a constant force to the master, which is in contact with a virtual wall. This force
exerted by the operator is cancelled by the force reflected by the master, which has
the same magnitude as the contact force measured by the force sensor. This allows
the operator to feel as if he were in contact to the actual wall through the master.
Model of the Teleoperated System
It consist on a Master and Slave one-dimensional systems, given by
mtp̈m + btṗm = fh + fm, (4.18a)
mtp̈s + btṗs = fs + fe, (4.18b)
where pm, ps are the positions (in m), mt is the mass (in kg), bt is the damping
coefficient (in kg/s), fm, fs are the manipulator forces, fh is the operator force and
fe is the environment force (in N). No scaling in the signals is considered.









where fTse is the environment force measured by the slave force sensors with a time
delay of Ts (from the slave to the master), p
Tm
m is the master position with a time
delay of Tm (from master to slave) and kp, ks are positive constants. Here a P-F
architecture was selected, which is a simpler force reflecting scheme than the V/F-F
developed in the previous chapter.
The operator behavior is modeled be means of a controller set to move the master








where kh, bh are the proportional and derivative gains.
The environment force appears when a wall located at a distance psw (at the
slave side) is pushed by the slave, is given by
fe = −kepu − be|pu|ṗu, pu =
{
0, if ps < psw
ps − psw, otherwise.
(4.21)
Notice that it is considered that the actual wall presents elastic deformation,
meaning that the slave end-effector can cause an elastic deformation by pushing the
wall.
Schematic of the Simulation
A schematic of the simulation is presented in Fig. 4.7. There the master and
slave end-effectors are represented by a circle with letters M and S, respectively.






































































































(d) Control objective achieved.
Figure 4.7: Schematic of the simulation.
Figure 4.7(a) illustrates the beginning of the simulation when the master gets
in contact with the virtual wall. Initially the master and slave are separated the
same distance from their respective walls. Due to the time-delay the slave controller,
which always tries to match the master position, receives the signal to dislocate with
a delay.
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Figure 4.7(b) shows when the master receives the reflected force from the slave
and recoils from the virtual wall. At that moment the slave is still exerting force
on the actual wall because it has not receive the dislocation command due to the
time-delay. Instants later (Fig. 4.7(c)), the slave controller receives the signal of the
recoiled master and also recoils from the actual wall, losing contact with it.
Figure 4.7(d) shows the system when the control objective is achieved, this hap-
pens when the operator exerts a constant force on the master, which reflects to the
operator the force measured by the slave, which is exerting a constant force on the
wall.
Simulation Results
For the simulations it is considered that the operator objective is to penetrate
the virtual wall (located at pws). The parameters of the teleoperated system are
given in Table 4.1.
Table 4.1: Parameters of the teleoperated system
Manipulators Controllers
mt = 1 bt = 1 kp = 1 kv = 10
Operator Environment
kh = 5 bh = 1 ke = 25 be = 10
pdm = 0.20 pws = 0.15
Energy Tanks
βm = 0.01 βs = 0.02 flm = 5 fls = 5
α = 50 Hd = 0.1
Notice that the desired position of the master pdm is located 0.05m inside the
virtual wall (located at pws). This is to make the operator exert a constant force
towards the actual wall.
For this simulations have been considered 4 cases, in all cases the operator is set
to try to take the master to the position pdm, given that the actual wall at the slave
side is located at pws the master will feel the reaction force from the environment,
transmitted through the communication channel and reflected to the operator by
the master. The simulation time of all cases is 20s with variable time step.
Case 1: Showed in Fig. 4.8, where the teleoperator presents no time delays
and the passivation provided by the energy tanks is active. It can be seen that the
operator gets constantly repealed without achieving a force equilibrium during the
simulation time.
Case 2: Showed in Fig. 4.9, where the teleoperator presents no time delays and
the passivation provided by the energy tanks is active. The saturated controlled
forces are represented by f ∗m, f
∗
s in the master and slave side, respectively. It can
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be see that the saturated force in the master side acts at the very beginning of the
simulation to replenish the master energy tank by injecting damping to he system
It can be seen that the damping action of the passivation stabilizes the system.
Note that neither the operator reach its desired position (pdm = 0.20), nor the
wall repeals totally the slave, both reach a force equilibrium of |fh| = |fs|, the master
at pm = 0.166m and the slave at ps = 0.157m. Albeit a higher proportional gain
could result in a higher penetration from the master.
Case 3: Showed in Fig. 4.10, where the teleoperator presents no time delays
and the passivation provided by the energy tanks is active.
It can be seen that the presence of time delays lead to higher oscilations in the
system, as expected.
Case 4: Showed in Fig. 4.11, where the teleoperator presents no time delays
and the passivation provided by the energy tanks is active.
Again, the passivation attenuates the oscillation even in the presence of time
delays and stabilizes the system.
























Slave and Environment Forces
fs
fe
Figure 4.8: Case 1, no time delays and inactive passivation, position and force errors.
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Figure 4.9: Case 2, no time delays and active passivation.
























Slave and Environment Forces
fs
fe
Figure 4.10: Case 3, time delays of 0.2s and inactive passivation.
69






Master and Slave Tank Energy
Em
Es





























Figure 4.11: Case 4, time delays of 0.2s and active passivation.
4.1.4 Teleoperated Control of Cooperative Manipulator
In this section, the stability and performance of the proposed controller are il-
lustrated by means of a numerical simulation. The control architecture is simulated
considering a master a two slave three joints robots implemented in Simulink mod-
eled according to Aldana et al. (2012).









while exerting a variable force (which is a function of
the penetration in the virtual plane), here the operator actions is modeled with a
PI controller.
In the slave side, the two slaves grasp an object with an stiffness of 500N/m.
Some noise is considered in the force measurement to better reflect actual values
given by a force sensor. It is considered that he communication channel introduce
time-delay of 50ms from master to slave and from slave to master. Table 4.2 shows
the values of the constants used in the simulation.
The velocity,position and force errors are presented in Fig. 4.12, where it can
be seen that the velocity error ṗo and the force error f̃ tend to zero while the
position error p̃o maintains its offset as expected because the velocities and forces
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Table 4.2: Parameter values for the Simulation
Parameters Symbol Value
Kinematic control gain matrix Kv 0.01
Cut-off frequency λk 1
Dynamic control gain matrix Kd 20
Dynamic adaptation gain Λd 100
Kinematic adaptation gain Λk 100
Transfer protocol constant β 0.01
Level controller rate constant α 20
Desired tank level Hd 2
are controlled and not the position.



































Figure 4.12: Position, velocity and force errors.
The tracking and adaptation errors are presented in Fig. 4.13. It is considered
that the initial values of the kinematic and dynamic parameters are 10% higher than
the actual values. Also, in the beginning of the simulation is considered that the
master energy tank has 5J , this is to avoid having to move the master to replenish
its energy tank.
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Figure 4.13: Tracking and adaptation errors.
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4.2 Experiments
4.2.1 Cooperative Control: Object Manipulation - 3D
This experiment has the objective of manipulate an object held by a bimanual
robotic manipulator considering the cooperative task space (Chiacchio et al. (1996))
formulation, which allows to describe the coordination task in terms of absolute and
relative components.
It is considered that the control objective of the system is to follow the cooper-
ative task space trajectory given by
pda = p
o




























is the initial position, Roa ∈ R3×3 is the initial orientation,
R1 ∈ R3×3 is the rotation matrix that represents the orientation of the first end-
effector, d = 0.1m is the half of the length of the desired linear trajectory of the
absolute position and Lc = 0.3m is the desired distance between end-effectors. ~m
and ~r are vector that define the direction of linear movement and orientation of the
desired rotation.

































In order to have a soft control at the beginning of the experiment (have a desired
velocity of zero), the initial position of the trajectories correspond to one of the
extreme points of the line that the object has to swing around, where the desired
velocities are zero. This is accomplished by setting the frequency of the trajectory
equal to the frequency of the rotation, for all cases to the same value. Here that
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frequency is set to π
8
such that the trajectories begin at t = 4s. This frequency
allows to perform the experiment maintaining low joint velocities lower that 0.2 rad
s
.
The reference individual trajectories and velocities of the end-effectors can be
computed using (1.15a). For the control of the manipulators a gradient control law






















where Kp, Ko are the position and orientation gains, p̃1, p̃2 are the position errors,












where JM is the Jacobian of the two arm robotic manipulator with a torso, given in
(D.3b).
A way to simplify the desired orientations is to multiply the values of the desired
end-effectors orientations such that the resultant orientations are equal. By doing
this the absolute orientation is given by the initial premultiplied orientation and the
relative orientation is given by the identity matrix.
By example, consider the end-effectors described in Fig. 4.14, there the rota-













) respectively such that the absolute


























Figure 4.14: End-effectors facing each other.
In this experiment it was consider three cases, first, movement in the Y-Z axis
and rotation in the Z-axis, second, movement in the X-Y axis and rotation in the
X-axis, and finally, movement in the X-Y axis and rotation in the Y-axis. In all
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cases the trajectories are follow for 40s with control gains given by Kp = 10 and
Ko = 10.
The results are presented in Fig. 4.15 and Fig. 4.16 for the first case, in Fig.
4.17 and Fig. 4.18 for the second case and in Fig. 4.19 and Fig. 4.20 for the third
case.








































































Figure 4.15: Case 1, Position and Orientation Errors and Manipulability.
In the three cases the object is made to follow a linear trajectory while rotating
around an axis. The object is essentially swinging positions from one point to the
other of a line of 0.2m of length.
The position and orientation tracking results (Fig. 4.15, 4.17, 4.19) show ac-
ceptable errors. This is considering that the position errors are small enough to
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Figure 4.16: Case 1, Velocities and Positions of the Joints.
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Figure 4.17: Case 2, Position and Orientation Errors and Manipulability.
avoid losing contact with the object. Also, the manipulability was maintained in
values between 0.1-0.2, showing that the trajectories keep the end-effectors away
from singular positions.
The joint velocities and positions (Fig. 4.16, 4.18, 4.20) results show that in all
cases the joint velocities are kept at values lower than 0.2 rad
s
.
Despite the fact that the initial velocities of the joints are set to be zero, there
is a very small overshoot at the beginning of the experiments.
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Figure 4.18: Case 2, Velocities and Positions of the Joints.
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Figure 4.19: Case 3, Position and Orientation Errors and Manipulability.
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Figure 4.20: Case 3, Velocities and Positions of the Joints.
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4.2.2 Cooperative Force Control
In this experiment the formation based control scheme developed is implemented
in a two planar arm robotic manipulator. It is considered that the robotic manipu-
lator is receiving velocity and force signals. Force control is applied in the X-axis,
while the desired position in the Y-axis is integrated from the desired velocity signals.
The orientations are kept at constant values.
The control objective is to track a circular trajectory of 0.1m of radius around
the point po = 0 0.5.
The force was obtained as a function of the end-effector positions in order to
represent the effect of force sensors. Consider that the end-effectors are holding an
object of length L and that the end-effectors are located in the positions pR, pL ∈ R2
for the right and left arm, respectively. Then, the deformation δ suffered by the
object by the end-effector forces in the X-axis can be represented by







The orientation of the end-effectors was kept constant at φR = 0 and φL = pi,
in order to maintain the end-effectors facing each other.
























where qR, qL ∈ R3 represent the joint of the right and left robotic manipulators.
The position of the end-effectors is given by
pi =
[
b1c1 + b2c12 + b3c123
b1s1 + b2s12 + b3s123
]
+Bi (4.32)
where Bi ∈ R2 is the base of the planar manipulator, and the position Jacobian of
the robotic planar manipulators is given by
Jp =
[
−b1s1 − b2s12 − b3s123 −b2s12 − b3s123 −b3s123
b1c1 + b2c12 + b3c123 b2c12 + b3c123 b3c123
]
, (4.33)
where sn = sin(qn), cn = cos(qn), s12 = sin(q1 + q2), c12 = cos(q1 + q2), s123 =
sin(q1 + q2 + q3), c12 = cos(q1 + q2 + q3), and b1 = 0.39m, b2 = 0.33m, b3 = 0.21m
represent the length of the link of the robotic arms.
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Considering uncertain kinematic parameters, equation (3.8) can be used to obtain


















where q̇1+2 = q̇1 + q̇2 and q̇1+2+3 = q̇1 + q̇2 + q̇3.
The selected time duration of the experiment is 50s and the results of the exper-
iment are presented in Fig. 4.21, Fig. 4.22 and Fig. 4.23.
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Left Arm Orientation Error
~?L
Figure 4.21: Position and Orientation Errors.
Figure 4.21 shows the position and orientation errors of the right and left end-
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effectors. For the right arm both errors oscillate around ±0.02m, the error in the
Y-axis present a periodic oscillation, while the error in X-axis shows a descending
trajectory due to the fact that the desired force is exerting an elastic deformation
in the object. Similar behavior is presented in the left arm but with higher position
error and lower orientation error.





































Figure 4.22: Velocities and Positions of the Joints.
Figure 4.22 shows joint velocities and positions. It can be seen that the joints
describe periodical trajectories of less than 0.2 rad
s
of velocity, that correspond to the
circular trajectory followed by the end-effectors.
Figure 4.23 shows the force errors, initially the error is high because in the initial
position the end-effectors are grasping the object with a lesser force than the force
desired. Then the system achieves the desired force in a time of 5s with errors of
around 1N during the movement. Also, the manipulability of the end-effectors is
kept around ±0.12, which shows that the end-effectors are away from singularities.
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Figure 4.23: Force Error and Manipulability.
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Chapter 5
Conclusions and Future Works
This work presents a Force/Velocity-Force (V/F-F) bilateral telemanipulation
scheme for multiple robots grasping a deformable object.
A bilateral telemanipulation framework that enforces passivity based on a vari-
ation of the Time Domain Passivity Control (TDPC) approach is revised. This
strategy use the concept of Energy Tanks to store energy in order to ration out
damping to keep the overall system passivity. It consists of a two layer framework,
where the top layer, called Transparency Layer (TL), enforces transparency of the
teleoperation while the lower layer, called Passivity Layer (PL), enforces passivity
of the system.
The Passivity Layer monitors the energy in the whole teleoperated system and
in case of loss of passivity saturates the commands from the Transparency Layer to
maintain passivity in the interaction with the system.
Two saturation functions are presented, one that gradually reduces the control
signal received from the Transparency Layer when the system is losing passivity
until, in the worst case scenario, the control signal is totally cancelled. The second
saturation function considers a torque limit selected by the operator, which could
be tuned to avoid excessive forces or velocities exerted by the slaves.
The proposed scheme considers the gradual injection of damping as a function
of the energy of the system in order keep passivity while maintaining transparency.
This is important because it prevents the excessive injection of damping that leads
to sluggishness in the system. In the critical case when passivity is lost the saturated
control signal turns to the gravity vector instead of zero torque, such that the robotic
manipulators do not apply forces but try to keep their configurations.
Since the proposed scheme controls velocity with a grasping force error instead of
position error could be considered as an advantage for the load transportation task
in the case of packet loss in the communication channel. For position regulation, the
loss of packets could lead to high position errors and in turn to high torque control
signals. This could make the end-effectors lose contact with the object or to exert
85
excessive force damaging it.
With force regulation, a possible scenario could be a sudden change of direction
of the object movement. In turn total loss of communication could lead to a sudden
halt of movement and a gentle release of the object due to the fact that the default
zero signal (the saturated signal provided by the passivity layer at the slave side)
into the cooperative controller is the gravity compensation, which tries to keep the
end-effectors positions but do not exert forces into the object.
The proposed cooperative control scheme for load transportation achieves con-
vergence to the desired velocity and allows the operator to regulate the exerted
desired grasping force in the held object and feel a haptic response in the form of
the reaction force sensed by the slaves sensors and fed back to him through the
communication channel.
First an operational space controller is proposed considering the formation-based
control approach, where the force closure is implemented on a kinematic level on
the slave side to guarantee a firm grasp of the object.
Then, by means of a cascade control strategy, the operational space controller is
combined with an adaptive dynamical controller, ensuring the overall stability of the
interconnected systems thanks to the inherent passivity properties of the cooperative
robotic system. The fact that the operational space controller uses a filtered force
signal leads to lack of need of the measurement of the time-derivative of the force
to achieve the cascade control.
Two decentralized controllers were proposed. For the operational space con-
troller it is considered that the kinematic parameters are uncertain, then an adap-
tive gradient-type composite law is proposed to estimate the kinematic parameters.
Likewise, for the dynamic controller it is considered an adaptive gradient-type com-
posite law for the kinematic parameters and an adaptive dynamic law for the dy-
namic parameters. The passivity properties and stability of the proposed theorems
were proved using positive definite storage functions.
5.1 Future Works
In what follows we present a discussion of possible future work derived from this
Thesis:
1. The Passivity-layer has several parameters that influence the performance of
the two-layer framework. Each parameter is related to a specific function and
as such independent of other parameters. Although this simplifies tuning it is
recommended to derive a systematic tuning scheme for the parameters of the
TLC and the energy transfer protocol, and the desired level of the energy tank
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(Franken (2015)).
2. Two saturation functions are presented in Chapter 2. No general design cri-
teria have been provided. Specific saturation functions to handle problematic
situations in realistic applications should be designed, implemented, and eval-
uated to investigate the added benefit of such saturation functions.
3. Extension of the proposed cooperative adaptive control scheme to consider
time-varying desired forces. For this class of desired force, only ultimately
bounded results can be guaranteed.
4. Extension of the proposed cooperative adaptive control to consider the object
orientation control problem in the cooperative control scheme.
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Appendix A
A.1 Uncertain kinematic Prediction Error
Replacing (3.16) in (3.10) gives
ṗi = Ji(qi)Ĵ
†
i (qi)(vi + ω1),
= Ji(qi)
(













(vi + ω1)︸ ︷︷ ︸
εi
,














Ĵ†i (qi)(vi + ω1)︸ ︷︷ ︸
βi
,
= Ji(qi)βi − Ĵi(qi)βi,
then εi can be parameterized as in (3.9), which gives
εi = Wi(qi, βi)bi −Wi(qi, βi)b̂i,
= Wi(qi, βi)b̃i.
where b̃i is the parameter estimation error and βi in (3.18) is given by
βi = Ĵ
†
i (qi)(vi + ω1). (A.1)
A.2 Positive Definite Storage Function
To prove the presented theorems an energy motivated storage function based on
the one proposed by Bai and Wen (2010) is used. The Taylor series of the Potential
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function of the deformation P (δi), considering the assumption (3.6), is given by
P (δi) = P (δ
d
i ) +∇P (δdi )δ̃ +
1
2
∇2P (δ̂i)δ̃2i , δ̂i ∈ [δi, δdi ]









B.1 Proof of Theorem 3
First, let V1(x1) and V2(x2) be the storage functions for the interconnected sub-
systems Σ1 and Σ2. Now, we consider
V (x) = V2(x2) + αV1(x1), (B.1)
as the storage function for the feedback connection.
The time-derivative of V (x) along the trajectories of the subsystems Σ1 and Σ2,
considering ω2 = 0, is given by

















< 0⇐⇒ S3 < 0, S1 − ST2 S−13 S2 < 0, (B.4)
then from (B.3), V̇ < 0 if







then for some value of α > 0, sufficiently small, implies that V̇ (x) is negative definite
with respect to outputs y1 and y2. As a consequence, we have x1, x2 ∈ L∞ and
ẋ1, ẋ2 ∈ L∞. The inequality equation for V̇ (x) implies that y1, y2 ∈ L2 ∩ L∞. From
Barbalat’s lemma (Slotine and Li (1991), p.122), it results that limt→∞y1(t) = 0
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The orientation of a robotic manipulator can be obtained by resorting to four
parameters expressing a rotation of a given angle ϑ ∈ R about an axis r ∈ R3 in
space (Siciliano et al. (2009)). Let r = [rx ry rz]
T be the unit vector of a rotation










Figure C.1: Rotation around an arbitrary axis
C.1 Rotation Matrix




xmϑ + cϑ rxrymϑ − rzsϑ rxrzmϑ + rysϑ
rxrymϑ + rzsϑ r
2
ymϑ + cϑ ryrzmϑ − rxsϑ
rxrzmϑ − rysϑ ryrzmϑ + rxsϑ r2zmϑ + cϑ
 (C.1)
where sϑ = sinϑ, cϑ = cosϑ and mϑ = 1− cosϑ.
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Likewise, consider the rotation matrix R given by
R =
r11 r12 r13r21 r22 r23
r31 r32 r33
 , (C.2)
the respective angle ϑ and axis r can be computed by
ϑ = cos−1
(






r32 − r23r13 − r31
r21 − r12
 , (C.3)
for sϑ 6= 0. If sϑ = 0, the expressions (C.3) become meaningless. Notice that when
ϑ = 0 the unit vector r is arbitrary.
C.2 Unit Quaternion
Another representation of the orientation that overcomes the drawbacks an-
gle/axis is given by the unit quaternion Q(ϑ, r). It is a four element vector that
describes the orientation difference between two systems separated by a rotation of
an angle ϑ (in rad) around a unit vector r. It is given by a scalar Qs ∈ R and a
vector Qv ∈ R3, defined as follows
Q (ϑ, r) = {Qs , Qv} , Qs = cos
ϑ
2




where Qv = [Qvx Qvy Qvz]
T. It is subject to the following restriction
Q2s +Q
T
vQv = 1. (C.5)
A rotation by −ϑ about −r gives the same quaternion as that associated with a
rotation by ϑ about r.
Consider two quaternions Q1 = {Qs1 , Qv1} and Q2 = {Qs2 , Qv2} that corre-
spond to the rotations R1 and R2 respectively. The quaternion corresponding to the
product R1R2 is given by
Q1 ∗Q2 =
{
Qs1Qs2 −QTv1Qv2 , Qs1Qv2 +Qs2Qv1 +Qv1 ×Qv2
}
, (C.6)
where × denotes the cross product.
Also, the quaternion related to R(ϑ, r)−1 = R(ϑ, r)T is denoted as Q−1 and is
given by Q−1 = {Qs , −Qv}.
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C.3 Relation between the unit quaternion and
the rotation matrix
A rotation matrix can be related with its corresponding quaternion by
R(Qs, Qv) = (2Q
2
s −QTvQv)I + 2(QvQTv −QsS(Qv)) (C.7)












vy)− 1 2(QvyQvz −QsQvx)
2(QvxQvz −QsQvy) 2(QvyQvz +QsQvx) 2(Q2s +Q2vz)− 1

(C.8)
Likewise, the quaternion q that correspond to the rotation R given by
R =
r11 r12 r13r21 r22 r23
r31 r32 r33
 (C.9)










r11 − r22 − r33 + 1
sgn(r13 − r31)
√
r22 − r33 − r11 + 1
sgn(r21 − r12)
√
r33 − r11 − r22 + 1
 , (C.10)
where conventionally sgn(x) = 1 for x ≥ 0 and sgn(x) = −1 for x < 0 and tr(.)
is the trace function. Notice that in (C.10) it has been implicitly assumed Qs ≥ 0,




D.1 Description of the Motoman DIA10
For the simulations and experiments presented in this work the model of the
Motoman DIA10 (Fig. D.1) was adopted. It is a robotic manipulator that consist
in two anthropomorphic robotic arms (with 7 revolution joints each) and a common
rotating base, which results in a 15 revolution joint robotic system where all joints
can be controlled independently (Ribeiro (2013)). Each arm can withstand a payload
of 10kg at the end-effector.
Figure D.1: Photo and schematics of the Motoman DIA10 with dimmentions in mm.
D.2 Control Architecture of Motoman
The devices and software used to control the Motoman are briefly commented in
this section.
NX100
The Motoman is controlled though the industrial controller NX100, where the
drivers of the servo motors are located. The NX100 is connected though three power
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cables and two signal cables to read the encoders. A industrial three-phase power
outlet of 248 V, 435 KVA energy source is used.
Teach Pendant
The Teach Pendant is used to configure the NX100 and control the Motoman
DIA10. It is a handheld device wired to the NX100 that serves as a control box for
programming the motions of the robot, it can be set to the modes remote, learn or
play. When the play mode is enabled the controller is set in automatic mode and
can receive external control signals from a computer though the HSC.
High Speed Controller (HSC)
The High Speed Controller (HSC) is used to control the Motoman DIA10 thought
a computer with the industrial network Star Fabric. It reconciles the real time
control of the industrial controller with the control implemented in a computer. A
common two-way Ethernet wiring is used, one for the transmission and the other
for the reception of data, requiring a special network interface controller.
The HSC sets a system similar to a share memory allowing that the NX100 and
the computer to have access the same data, even at different times. The NX100
considers the actual and desired positions of the joints in encoder’s pulses. The
conversion from pulses to degrees is obtain thought a parameter that corresponds
to each joint, that conversion is done directly to radians using a communication
library written according the recommendations for the Motoman. This library can
be accessed by any computer in the network using a program in RR.
Robot Raconteur (RR)
The Robot Raconteur (RR) is a communication library for applications in robotic
and automation, it is used to make avaliable the access to the Motoman by any
computer in the same network. Every program is a node in a network formed in
a single computer or distributed in different devices. Each node can have different
objects, properties and methods that can be accessed and called by the other nodes.
The RR supports different programming languages, among them Matlab and C++.
To connect a node is necessary to know its the address (IP and gate). During
the connection the client node receives a description of the characteristics of the
server though a text message. The node has an object with two properties, one for
the access to the current positions of the joints (ActualRobotJointAngles) and the
other to define the desired angles (DesiredRobotJointAngles). This reference goes
to a position control loop designed in Simulink, compiled and executed by the node
in a frequency of 500 Hz.
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The overall architecture of the Motoman DIA10 is presented in Figure D.2 and
a detailed explanation of the architecture control and the steps for its operation can







Figure D.2: Architecture of the Motoman DIA10.
D.3 Denavit-Hartenberg parameters of Motoman
Considering a initial position where the arms are wide open, the Denavit-
Hartenberg (DH) representation of each arm was considered to obtain a represen-
tation of the direct kinematics of the Motoman. The adopted convention is the DH
Standard. The DH parameters in Table D.1 and the schematics of the axis and
frames considered is presented in Figure D.3. Notice that each arm is represented
separately albeit both arms share the same torso, i.e. the rotation of the first joint
is always the same for both arms.
Table D.1: Standard Denavit-Hartenberg Parameters of Motoman.
DH Right Arm
i qi di ai αi
1 q1 1.337 0 −π/2
2 q2 0.380 0 −π/2
3 q3 0 0 −π/2
4 q4 −0.390 0 −π/2
5 q5 0 0 −π/2
6 q6 0.330 0 π/2
7 q7 0 0 −π/2
8 q8 0.210 0 0
DH Left Arm
i qi di ai αi
1 q1 1.337 0 −π/2
2 q9 −0.380 0 π/2
3 q10 0 0 −π/2
4 q11 −0.390 0 −π/2
5 q12 0 0 −π/2
6 q13 0.330 0 π/2
7 q14 0 0 −π/2




















































Figure D.3: Denavit-Hartenberg Diagram of Motoman.
D.4 Differential Kinematics of the Motoman
Let pR ∈ R3 and pL ∈ R3 denote the position and QR ∈ R4 and QL ∈ R4
denote the orientation (represented with unit quaternions) of the end-effectors of the
Motoman, where R and L stands for left and right, respectively. The orientation
can also be represented using rotation matrices for the left RR ∈ R3×3 and right
RL ∈ R3×3 arms
Then, the pose of the arms can be expressed in terms of operational space vectors
xR and xL given by











where kR, kL are the direct kinematic functions and qR = [q1 q2 . . . q8] and qL =
[q1 q9 . . . q15] denote the joint position vectors of the left and right arms (as in
Fig.D.3). Notice that qR and qL share the joint q1 which corresponds to the rotating
torso of the Motoman.
Consider that linear velocity ṗR, ṗL ∈ R3 and angular velocity ωR, ωL ∈ R3 can
be collected in the generalized velocity vector ∨R,∨L ∈ R6, as in (Caccavale and
Uchiyama (2016)).












where JR, JL ∈ R6×8 denote the geometric Jacobians of the right and left arm,
respectively.
Let JM ∈ R12×15 be the Jacobian matrix that maps the 15 joint velocities to the
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= JM(qM) q̇M , qM = [
Torso︷︸︸︷
q1
Right Arm︷ ︸︸ ︷
q2 . . . q8
Left Arm︷ ︸︸ ︷




JR1 JR2 . . . JR8 0
JL1 0 JL2 . . . JL8
]
, (D.3b)
where JRi, JLi with i = 1, . . . , 8, denote the ith column of the Jacobian matrices
JR, JL, respectively.
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