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ОДНЕ УТОЧНЕННЯ ЗАКОНУ ПОВТОРНОГО ЛОГАРИФМА
ДЛЯ СХЕМИ МАКСИМУМУ
A lower bound is found in the law of the iterated logarithm for the maximum scheme.
Найдена точная нижняя грань в законе повторного логарифма для схемы максимума.
Закон повторного логарифма (ЗПЛ) для сум незалежних випадкових величин (н. в. в.) Бернуллi
вперше становив Хiнчин [1]. У подальшому ЗПЛ для сум довiльних н. в. в. iнтенсивно дослiд-
жувався (див., наприклад, [2]).
Для схеми максимуму ЗПЛ вивчався у роботах [3 – 6]. Наведемо один iз основних резуль-
татiв по цiй тематицi.
Нехай ξ, ξ1, ξ2 . . . — послiдовнiсть н. в. в. з функцiєю розподiлу (ф. р.) F (x) i F має додатну
похiдну F ′(x) для всiх достатньо великих x.
Покладемо zn = max1≤i≤n ξi. Вiдомо [3, 5], що асимптотична поведiнка {zn} тiсно пов’я-
зана з поведiнкою при x→∞ функцiй f(x) та g(x), визначених рiвностями
f(x) =
1− F (x)
F ′(x)
,
g(x) = f(x) ln ln
{
1
1− F (x)
}
.
(1)
Так, у роботi [5] при умовi
lim
t→∞ g
′(t) = 0 (2)
було отримано наступний ЗПЛ для схеми максимуму:
lim sup
n→∞
zn − an
f(an) ln lnn
= 1 м. н., (3)
lim inf
n→∞
zn − an
f(an) ln lnn
= 0 м. н., (4)
де
an = F
−1
(
1− 1
n
)
, F−1(y) = inf {x : F (x) ≥ y} обернена до F (x).
Покладемо
R(x) = − ln(1− F (x)) або F (x) = 1− exp (−R(x)).
Звичайно, R(x), як i F (x), — диференцiйовна функцiя i
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R′(x) =
F ′(x)
1− F (x) =
1
f(x)
∀x > x0. (5)
Далi будемо використовувати поняття правильно змiнної функцiї (означення див. у [7,
с. 317]).
Порiвняння ЗПЛ (3), (4) iз класичним ЗПЛ дозволяє висунути припущення, що рiвнiсть (4)
можна уточнити. Виявляється, що це дiйсно так. А саме, має мiсце така теорема.
Теорема 1. Нехай функцiя f(x) визначена рiвнiстю (1). Якщо виконується одна з умов:
(i) f(x) правильно змiнюється при x→∞ i для будь-якого t ∈ (0, 1)
∞∫
1
dF (x)
1− F (tx) <∞, (6)
(ii) h(x) = f(R−1(x)) правильно змiнюється при x→∞,
то
lim sup
n→∞
zn − an
f(an) ln lnn
= 1, (7)
lim inf
n→∞
zn − an
f(an) ln ln lnn
= −1. (8)
Зауваження. 1. Умова (6) є вiдомою (див. [8, с. 206], умови (54), (55)). Вона достатня для
вiдносної стiйкостi м. н. zn, тобто при виконаннi (6)
P
(
lim
n→∞
zn
an
= 1
)
= 1. (9)
2. Мабуть, умова (2) в деякому сенсi бiльш широка, нiж умови (i), (ii) теореми 1. Але
приклади, наведенi в кiнцi роботи, показують, що цi умови виконуються для досить широкого
класу функцiй розподiлу. Неважко навести приклад функцiї розподiлу, для якої умова (2) не
виконується, а умова (i) виконується.
В доведеннi теореми 1 будуть використанi кiлька допомiжних лем.
Лема 1. Нехай (ξi) — послiдовнiсть незалежних однаково розподiлених випадкових ве-
личин (н. о. р. в. в.) з ф. р. F (x). Нехай (un) — така неспадна послiдовнiсть дiйсних чисел, що
послiдовнiсть n [1− F (un)] також є неспадною. Крiм того, припустимо, що функцiя F (x)
неперервна. Тодi при un < ω(F ), де ω(F ) = sup (x : F (x) < 1) , ймовiрнiсть
P (zn ≤ un н.ч.р.) ,
де н. ч. р. — нескiнченне число разiв, дорiвнює нулю або одиницi у вiдповiдностi з тим, збiгається
чи розбiгається ряд
∞∑
j=1
[
1− F (uj)
]
exp
{
−j [1− F (uj)]
}
. (10)
Доведення леми 1 див. у [8].
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Лема 2. Нехай (ξi) — послiдовнiсть н. в. в. з ф. р. F (x) = 1− exp(−x). Тодi м. н.
lim sup
n→∞
zn− lnn
ln lnn
= 1, (11)
lim inf
n→∞
zn− lnn
ln ln lnn
= −1. (12)
Доведення. Оскiльки an = lnn, f(an) = 1, то (11) випливає з (3). Тому залишається
встановити лише (12). Нехай 1 > ε > 0. Розглянемо два випадки:
1) un = lnn+ (−1− ε) ln ln lnn,
2) un = lnn+ (−1 + ε) ln ln lnn
при n ≥ 3.
Оцiнимо суму ряду (10) у випадку 1:
∞∑
n=3
exp
{
− lnn− (−1− ε) ln ln lnn
}
exp
{
−n exp {− lnn− (−1− ε) ln ln lnn}
}
=
=
∞∑
n=3
(ln lnn)ε+1
n
exp
{
−(ln lnn)ε+1
}
.
Для довiльного ε > 0 iснує nε таке, що при n > nε
(ln lnn)ε+1 ≥ 2 ln lnn ⇒ exp{−(ln lnn)ε+1} ≤ (lnn)−2.
Тодi
∞∑
n≥nε
(ln lnn)ε+1
n
exp
{
− (ln lnn)ε+1
}
≤
∞∑
n≥nε
(ln lnn)ε+1
n(lnn)2
<∞. (13)
Оскiльки ряд (13) збiгається, то збiгається i ряд (10). Елементарно перевiряється, що n
(
1 −
− F (un)
)
— неспадна послiдовнiсть. Таким чином, згiдно з лемою 1,
P
(
zn− lnn
ln ln lnn
< −1− ε н. ч. р.
)
= 0.
Звiдси
P
(
lim inf
n→∞
zn− lnn
ln ln lnn
≥ −1− ε
)
= 1.
Оскiльки ε довiльне, то
P
(
lim inf
n→∞
zn − lnn
ln ln lnn
≥ −1
)
= 1. (14)
Розглянемо ряд (10) у випадку 2:
∞∑
n=3
exp {− lnn− (ε− 1) ln ln lnn} exp {−n exp {− lnn− (ε− 1) ln ln lnn}} =
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=
∞∑
n=3
(ln lnn)1−ε
n
exp
{−(ln lnn)1−ε} ≥ ∞∑
n=3
(ln lnn)1−ε
n
exp {−(ln lnn)} =
=
∞∑
n=3
(ln lnn)1−ε
n lnn
=∞. (15)
Оскiльки ряд (10) розбiгається, то
P
(
zn− lnn
ln ln lnn
< −1 + ε н.ч.р.
)
= 1.
Звiдси
P
(
lim inf
n→∞
zn− lnn
ln ln lnn
≤ −1 + ε
)
= 1,
а отже,
P
(
lim inf
n→∞
zn − lnn
ln ln lnn
≤ −1
)
= 1. (16)
Iз (14) i (16) випливає (12).
Лему 2 доведено.
Лема 3 [9]. Нехай H(x) правильно змiнюється при x→∞, cn →∞, dn →∞, cn/dn → 1
при n→∞.
Тодi
H(cn)
H(dn)
→ 1.
Зауважимо, що в [9] встановлено бiльш загальний результат, нiж наведений вище.
Доведення теореми 1. (i) Нехай τ — стандартна експоненцiально розподiлена в. в., P(τ <
< x) = 1− exp(−x), x > 0, (τi) — незалежнi копiї τ, zen = max1≤i≤n τi.
Нехай ξ — в. в. з ф. р. F (x) = 1− exp(−R(x)), що задовольняє умову (i) теореми 1, (ξi) —
незалежнi копiї ξ, zn = max1≤i≤n ξi.
Вiдомо (див., наприклад, [5]), що
τ
d
= R(ξ), а отже, zen
d
= R(zn).
Позначення ξ1
d
= ξ2 означає однакову розподiленiсть в. в. ξ1 та ξ2. Зрозумiло, що
an = R
−1(lnn).
Тодi, враховуючи (5), маємо
zen− lnn d= R(zn)−R(R−1(lnn)) = R(zn)−R(an) =
=
zn − an
f(θnan + (1− θn)zn) , 0 ≤ θn ≤ 1.
Звiдси
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zen− lnn
ln ln lnn
d
=
f(an)
f(θnan + (1− θn)zn)
(
zn − an
f(an) ln ln lnn
)
, n ≥ 3. (17)
За рiвнiстю (9) при n→∞
θnan + (1− θn)zn
an
→ 1 м. н.
Оскiльки f(x) правильно змiнюється, то за лемою 3
f(an)
f(θnan + (1− θn)zn) → 1 м. н. (18)
У вiдповiдностi з лемою 2 для послiдовностi (zen) виконуються рiвностi (11), (12).
Об’єднуючи (17), (18) та (12), вiдразу одержуємо рiвнiсть (8).
(ii) Мiркування в цьому випадку подiбнi наведеним вище. Маємо ξ
d
= R−1(τ) i, таким
чином, zn
d
= R−1(zen).
Далi запишемо
zn − an d= R−1(zen)−R−1(lnn) = (zen− lnn)f(R−1(θn lnn+ (1− θn)zen)).
Отже,
zn − an
f(an) ln ln lnn
d
=
zen− lnn
ln ln lnn
(
h(θn lnn+ (1− θn)zen)
h(lnn)
)
, n ≥ 3. (19)
Вiдомо [8, с. 200], що при n→∞
zen
lnn
→ 1 м. н.,
h(x) правильно змiнюється при x→∞ i, таким чином, за лемою 3
h(θn lnn+ (1− θn)zen)
h(lnn)
→ 1 м. н. (20)
Iз спiввiдношень (19), (20) та (12) отримуємо рiвнiсть (8).
Рiвнiсть (7) у обох випадках одержуємо аналогiчно.
Приклади. 1. Неважко перевiрити, що умову (i) теореми 1 задовольняють функцiї
R(x) =
x
α, x > 0,
0, x ≤ 0,
α > 0, та R(x) =
(lnx)
α, x > 1,
0, x ≤ 1,
α > 1,
а умову (ii) — функцiї
R(x) =
exp(x
α), x > 1, α > 0,
лiнiйна i неперервна на [0, 1], R(0) = 0,
та
R(x) =
exp(exp(x
α)), x > 1, α > 0,
лiнiйна i неперервна на [0, 1], R(0) = 0,
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2. Якщо ξ — стандартна нормальна в. в. з ф. р. Φ(x),
Φ(x) =
x∫
−∞
ϕ(s)ds, ϕ(s) =
1√
2pi
exp
(
−s
2
2
)
,
то при n→∞
an = Φ
−1
(
1− 1
n
)
= (2 lnn)1/2 − ln lnn+ ln(4pi) + o(1)
2(2 lnn)1/2
,
1
f(x)
= R′(x) =
ϕ(x)
1− Φ(x) = c(x)x,
де c(x) → 1 при x → ∞ (близькi обчислення можна знайти в [10, с. 25, 26]). Тодi рiвностi (7)
та (8) запишуться так:
lim sup
n→∞
(2 lnn)1/2
(
zn − (2 lnn)1/2
)
ln lnn
=
1
2
,
lim inf
n→∞
(2 lnn)1/2
(
zn − (2 lnn)1/2 + ln lnn2(2 lnn)1/2
)
ln ln lnn
= −1.
Остання рiвнiсть дещо уточнює вiдомий результат iз [3, 4].
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