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Abstract
Acquiring new knowledge often requires an agent or a system to explore, search and
discover. Yet us humans build upon the knowledge of our forefathers, as did they,
using previous knowledge; there does exist a mechanism which allows transference
of knowledge without searching, exploration or discovery. That mechanism is known
as imitation and it exists everywhere in nature; in animals, insects, primates, and
humans. Enabling artificial, cognitive and software agents to learn by imitation
could potentially be crucial to the emergence of the field of autonomous systems,
robotics, cyber-physical and software agents. Imitation in AI implies that agents
can learn from their human users, other AI agents, through observation or using
physical interaction in robotics, and therefore learn a lot faster and easier.
Describing an imitation learning framework in AI which uses the Internet as
the source of knowledge requires a rather unconventional approach: the procedure
is a temporal-sequential process which uses reinforcement based on behaviouristic
Psychology, deep learning and a plethora of other Algorithms. Ergo an agent using a
hybrid simulating-emulating strategy is formulated, implemented and experimented
with. That agent learns from RSS feeds using examples provided by the user; it
adheres to previous research work and theoretical foundations and demonstrates
that not only is imitation learning in AI possible, but it compares and in some cases
outperforms traditional approaches.
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Chapter 1
Introduction
In the never-ending quest for Artificial Intelligence (AI), we take example from our-
selves and our own intellect, since we are what we believe to be the most intelligent
species on the planet. Intelligence however, did not spontaneously come into ex-
istence, but was the result of a painstaking process of evolution [Bjorklund, 2006;
Wynn, 1985; Sternberg, 1982]; even more interestingly, scientists argue that there
exist multiple intelligences and not just one [Gardner, 2011]. How those intelligences
arose is a topic biologists, geneticists and psychologists researching human intelli-
gence have been working on for more than a century; yet their beliefs and theories
directly affect computer scientists working on AI. Our focus are machines: robots,
software and hardware, artificial artifacts, upon which humanity is trying to instill
intelligence and make them as smart as humans. Yet we cannot dismiss how hu-
man intelligence arose as outside the scope of AI, not only because it may be very
relevant to the actual processes we’re trying to recreate, in that there may be cru-
cial information in the emerge of intelligence in Homininae, information that could
make Artificial General Intelligence (AGI) a reality (AGI as in, an irrefutably in-
telligent, sentient and self-aware technological singularity [Goertzel and Pennachin,
2007; Kurzweil, 2005]).
1.1 Human Intelligence
Nowadays we know that one of the pieces of the puzzle that aided the emergence of
intelligence is imitation [Dautenhahn and Nehaniv, 2002b]. Not only did imitation
aid human intelligence, but there is overwhelming evidence in nature which suggests
that imitation is one of the core mechanisms behind intelligence in animals, insects
and Homininae [Fritz and Kotrschal, 2002; Herman, 2002; Visalberghi and Fragaszy,
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2002; Galef Jr, 1988]. It is human intelligence that interests us the most, and there
have been speculations that the ”great leap forward”, a period 200,000 years ago
when our intellect exploded and we started creating tools, is mostly attributed
to our ability to imitate [Ramachandran, 2000] in combination with our tendency
to congregate and socialise. Thus it appears that the two driving factors of the
leap forward were the development of communities and the ability to learn from
others. By doing so, the knowledge of previous generations was passed down to the
next generations, and thus individual knowledge, and by extension the collective
knowledge began accumulating [Jones, 2009]. Through imitation, human societies
taught their offspring how to create tools, how to farm, and most importantly how
to survive. It thus becomes apparent that learning and imitation are closely knit
together [Heyes, 2002]; we can’t have imitation without the ability to learn, and,
vice-versa, being able to learn is of questionable use when there exists no mechanism
through which to acquire learning material.
1.2 Imitation in Humans
Imitation is a very broad term but appears to be a low-level to mid-level ability
of identifying examples, and learning from peers either via direct demonstration
or from observation [Dautenhahn and Nehaniv, 2002a]. Contemporary researchers
argue that imitation is a unitary competency, a behavioural process that could have
evolved as a unit and can be inherited as well as shared across a species [Myowa-
Yamakoshi et al., 2004; Ferrari et al., 2006]. The implication of this argument is
that in AI an imitation process is something that can be learnt ; an algorithm, a
heuristic or a cybernetic system.
Other researchers add that a neurological mechanism enables imitation in
humans [Iacoboni and Dapretto, 2006; Iacoboni, 2005; Gre`zes et al., 2003; Decety
et al., 2002; Iacoboni et al., 1999] known as the ”mirror system”. Whilst the neuron-
based imitation in humans is not fully understood, such a hypothesis could imply
that an artificial neural-based imitation system could in theory be implemented.
However, it is not currently known if the mirror system enables higher cognitive
functions, or only sensor-motor functions [Bonini and Ferrari, 2011], although there
exists evidence to suggest that social and higher level functions are indeed partially
attributed to the mirror-system.
There exist many types of imitation: high-level, physical, hierarchical, struc-
tured and more [Dautenhahn and Nehaniv, 2002a]. Imitation may be supervised
when a tutor or teacher provides paradigms and rewards, or it can be unsupervised
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when observation is the only means of acquiring learning material.
1.3 Imitation in Artificial Intelligence
Artificial imitation research has mostly focused on Robotics, in order to achieve a
similar process to how infants learn movement and sensormotor abilities [Suleiman
et al., 2008; Nakaoka et al., 2007; Breazeal et al., 2005; Breazeal and Scassellati,
2002]. Artificial imitation in applications not related to robotics deals mostly with
programming by example (PBE) also known as programming by demonstration
(PBD), the only imitation-related topic in non-robotic AI [Lieberman, 2001, 2000;
Halbert, 1984]. Research in PBE/PBD is more than 15 years old, and was mostly
concerned with programming and focused on user interfaces (UI). Regardless of the
advent and subsequent sunset of PBE, imitation as a learning mechanism for AI,
and more specifically for software agents, has been ignored and is to this very day
an esoteric and perplexing topic.
The transition from PBE to AI agents is not an easy one; whereas PBE was
concerned only with programming, AI agents are focusing on autonomy, learning,
self-organisation, knowledge representation, logic and reasoning. An imitating AI
agent is an even more peculiar entity: it does utilise the aforementioned topics, but
it revolves around the combination of learning via imitation.
The notion that imitation is not learning is often perplexing, the reason
being that learning is the main focal point of an agent without describing how the
training material or samples have been acquired and used. Imitation thus focuses
on acquiring learning material, training samples, data or information which is of use
to the agent, and serves the purpose of acquiring new behaviours, performing new
tasks or procedures [Dautenhahn and Nehaniv, 2002a]
Whilst learning and imitation are sometimes used interchangeably in AI and
machine learning (ML), fundamentally they are different. The way in which the
model, agent or algorithm acquires information and translates it into knowledge, is
what differentiates learning from imitation [Dautenhahn and Nehaniv, 2002a].
A neural network being trained and evaluated by a user displays no form of
imitation; yet an autonomous, self-trained and self-evaluating agent requires that it
is able to identify paradigms from which it can extract samples, pre-process them,
and then use them appropriately so that learning may occur. Before acquiring
learning material an imitating agent must be able to extract or decode some kind of
a paradigm which relates to what is being learnt. Post learning the agent should be
able to reuse newly acquired knowledge, re-organise it, and transmit that knowledge
3
to other agents [Lawniczak and Di Stefano, 2010].
1.4 Cognitive Artificial Intelligence
Due to the cognitive nature of such agents this research further explores cognitive AI
and AI architectures. The term cognitive agent (CA) interchangeably used with the
term ”cognitive AI”, requires that the agent must meet certain criteria [Lawniczak
and Di Stefano, 2010].
- perceive information in the environment provided by other agents
- reason about this information using existing knowledge
- judge the obtained information using existing knowledge
- respond to other agents
- learn and augment current knowledge if newly acquired information allows it.
The above basic criteria set the bar for a cognitive agent, but an imitating agent
has additional requirements, which are discussed in detail in Chapter 2.
This thesis sets the imitation requirements by taking into consideration the
cognitive nature of such systems; the core premise of the imitative ability being
the acquisition of knowledge by the agent and by drawing parallelisms from the
observable, ostensible and discernible processes of the human cognitive system,
thereby recreating the outcome of that process. Whilst the goal is not to produce
a biologically-plausible system, the agent is driven by biomimicry since it demon-
strates how AI might mimic human intelligence.
From the background research and work carried out in the last two decades,
it can be asserted that imitation is not a unitary model, a finite-state machine
(FSM) or an algorithm, nor is it a theoretical abstract; it is in fact a group of
models, algorithms, a fusion or cascade of existing and new models into a software
middle-ware, an agent. However imitation in AI and in robotics has not delivered its
promises; PBE has eclipsed as a field, and robotics to this very day still depend on
heuristic controllers. High level cognitive functions are usually programmed rather
than learnt and few state-of-the-art experimental research have so far focused on
learning by imitation. The main research question is therefore:
How can cognitive agents learn by imitation?
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Due to recent developments in deep learning and cognitive AI and because of
the complexity of such agents, this thesis implements an agent using an AI existing
architecture: the Icarus cognitive model developed by Stanford University [Lang-
ley et al., 2003]. Icarus is a hybrid cognitive AI architecture, funded by Defence
Advanced Research Projects Agency (DARPA) Information Processing Techniques
Office, United States Office of Naval Research, and the Unites States National Sci-
ence Foundation. It incorporates various models from across computer science, and
it mainly focuses on action and perception over cognition.
Furthermore, Icarus separates categories from skills, uses a hierarchical struc-
ture for long-term memory [Langley et al., 2004] and uses correspondence between
short-term and long-term memory [Langley et al., 2009]. Those four fundamental
notions of Icarus are the basis upon which we draw comparison with the biological
counterpart and the human imitation mechanisms and implement the set of those
mechanisms in software. The advantages of implementing Icarus as a software cog-
nitive agent are that it allows to examine the abilities, algorithms, processes and
qualities that an artificially imitating learning agent should or may poses, formulate
a theoretical model, examine the hypotheses via experimentation, and consolidate
our conclusions through evaluation.
1.5 Icarus Engine
The Icarus implementation (called hereinafter Icarus engine) is greatly inspired by
PBE which has its roots in Henry Lieberman’s work [Lieberman, 2001]. However
in stark comparison to Lieberman’s PBE (described in Chapter 2.6), in this thesis
Icarus is deployed as a stand-alone autonomous agent with the sole purpose of
acquiring knowledge from the Internet.
The reason for aiming at acquiring knowledge from the Internet is its ubiq-
uitous nature. According to the United Nations Telecommunications development
Sector (ITU-D) around 40% of the global population has Internet access [Pen˜a-
Lo´pez et al., 2009], and most of those users generate content, information, news,
knowledge and data. Most of the human knowledge is being accumulated on the
Internet, either in open and public sites such as Wikipedia or in specialist platforms,
such Quora or StackExchange. Other knowledge engines (such as Wolfram Alpha or
DBpedia) offer tailored meta-data, and last but not least, the blogs, new-sites, RSS
feeds and social networks all provide free information and knowledge. Hence, the
core research question is rephrased as:
How can an AI agent acquire knowledge from the Internet via imitation?
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Using the largest knowledge pool in the history of the human civilisation is
a promising source from which future AI agents can mature and reach higher-levels
of intelligence. Thus the Icarus engine aims to acquire knowledge extracted from
widely and freely available information found on the Internet. The Icarus engine is
the first step towards an agent which learns by being taught ”how to read and under-
stand” the Internet data thereby transforming information into knowledge. Albeit
the domain is natural language, it is not constrained by algorithms or models tai-
lored for natural language processing (NLP) and should be able to parse and acquire
knowledge from other domains. Its main purpose is to project textual information
found on the Internet onto a knowledge representation (KR) structure. It does that
by satisfying all the cognitive agent (CA) criteria set by [Lawniczak and Di Ste-
fano, 2010], but it is not limited by finite-states or heuristics. Furthermore, the
way the memory is organised adheres to the Icarus specifications of a hierarchical
and structured knowledge index, with corresponding short and long term memory.
The Icarus engine is in a sense a parser, which instead of being programmed how
to parse, learns how to parse by example. By doing so, this thesis researches and
experiments into the specifics of imitation learning and extracts conclusions about
the suitability of such agents and systems for cognitive AI functionality.
1.6 Research Scope & Biological Plausibility
Choosing to implement such a CA as a parsing agent is due to the fact that such
an ability is considered to be one of the high-level developmental steps in humans:
learning to read and understand information [Stuart and Coltheart, 1988]. The
approach taken is that of simulation: the process of mimicking the outwardly ob-
servable behaviour of children who learn how to read by being shown repeatedly
text inputs of various (usually increasing) sizes. This thesis focuses on the third
and fourth state of reading development [Seymour, 1999] due to the fact that those
are the stages where decoding and hierarchical structuring develops. However, the
work reported in this thesis draws no parallelism to the human brain, nor does it
claim to simulate the same processes. Yet the choices of machine learning (ML) are
all biologically-inspired, some based on behaviourist psychology, others use artifi-
cial neural networks, and only a handful are mathematical or heuristic components.
This approach is thus indirectly based on the human information processing models
[Berger et al., 2013], but does not implement them or as a whole; it only appears
to be functioning in a similar way, in order to achieve similar goals, however as a
cognitive hybrid model.
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The advantage of taking this approach outweighs the effort of designing and
implementing what can seem to be a complex agent: first and foremost the work is
focused on an artificial agent which does not rely on pre-programmed logic but on
learnt logic. This agent’s learning is not constrained by the logic embedded in the
program, but is adaptive and flexible. The implementation and experimentation of
the Icarus engine theory is based upon the following rationale: not programming
an agent, only teaching it. Whereas the actual implementation does indeed require
to be programmed, it is done via a neuro-dynamic agent [Bertsekas and Tsitsiklis,
1995] using a behaviourist approach, similar to how humans learn from reinforcement
Thorndike [1901]; Galef Jr [1988].
The advantages of imitation in AI are the same as the premise of imitation
in nature; allowing agents to acquire knowledge and information from their peers,
their social structure and our society, as well as surviving and evolving into capable
entities. The implied novelty of imitating agents (cognitive or not) is promising: AI
software which can seamlessly and effortlessly acquire and manipulate knowledge
and information from humans directly or indirectly (through the internet), robots
which can learn how to reason and use logic by example and through observing
human interactions, and much more. A comparison between traditional software
systems and imitating agents can thus provide the incentive to further explore imi-
tation and support the usage of such agents in real-life applications. The advantages
of enabling autonomous agents and systems to acquire and evolve their knowledge
base only recently have been explored as corporations are gearing towards AI as-
sistants, such as Microsoft’s Cortana, Apple’s Sirii, and Amazon’s Alexa. It is a
fact that such AI agents require imitation because it is the only known mechanism
through which passive observation and proactive teaching enables information and
knowledge to be acquired and manipulated. Therefore less central but still impor-
tant research questions are:
- What are the differences between learning by imitation and programming by
example [Lieberman, 2001]?
- What are the advantages of agents which learn by imitation? [Dautenhahn
and Nehaniv, 2002a]
- How do artificially imitating agents compare to traditional software systems?
Other questions related to the imitation learning literature [Dautenhahn and
Nehaniv, 2002a], such as ”what makes a good teacher?” are still inherently relevant,
but not as central to the work presented in this thesis. The field of imitation learning
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in AI has numerous applications and can be applied in a variety of ways with the
potential to change high-level cognitive functions, such as learning, reasoning, logic,
decision-making, etc. Although all those areas are relevant and applicable to the
work described hereinafter, it would be impossible to include them all, experiment
with a broad array of applications, or address all the entailing issues from each of
those fields. Therefore, our only scope is learning and not logic, reasoning or other
cognitive abilities. However, the Icarus engine sets a basis upon which logic and
reasoning can take place in addition to learning using our theoretical model and
software engine.
1.7 Contributions
- The main and foremost contribution to the field of AI is the formulation and
combination of a Markov decision process (MDP) in a temporal-spatial fashion
through which learning of symbolic KR structures (conceptual graphs) takes
place [Gkiokas and Cristea, 2014a].
- This novel approach enables reinforcement learning [Sutton and Barto, 1998]
to manipulate as an episodic process the creation and representation of a KR
structure learnt by example.
- The importance of this contribution is explained in detail in Chapter 3 and
challenges the way in which symbolic and connectionistic AI deal with data
and knowledge, due to it demonstrating how those two foundational approaches
in AI can be bridged.
- Furthermore, I address ”learning by imitation” at the highest possible level in
AI, that of symbolism, but learn it via reinforcement and deep learning.
- The imitation paradigm is given by a human user and is decomposed based
on observations, similar to visual decomposition in the brain [Biederman and
Gerhardstein, 1993], and inspired by the decoding process of the 3rd and 4th
reading developmental stages in infants [Seymour, 1999].
Furthermore I created new algorithms and used them in experiments; de-
composition heuristics, relational and attribute semantics and statistical inference.
Those algorithms were implemented as parts of the Icarus CA, and used in order to
examine both accuracy and suitability of such agents in AI [Gkiokas and Cristea,
2016a] and simulate the imitation process in humans, thereby formulating, evaluat-
ing and providing results and conclusions to the research questions aforementioned
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earlier. The cascade of various learning models used within the Icarus CA included
artificial neural networks (ANN) and restricted Boltzmann machines (RBM) in com-
bination with the reinforcement learning algorithm, as an action-selection mecha-
nism for KR construction [Gkiokas and Cristea, 2014b], thus addressing observa-
tional qualities of the agent and off-policy exploration as well as inference. I also
employed sparse and dense encoding with deep learning in Icarus in order to examine
how it compares to more traditional shallow networks, drawing conclusions on the
advantages and the complexity involved when using sparse non-processed encoding,
whilst formulating alternatives to dealing with unknown input [Gkiokas and Cristea,
2016b]. In addition to experimenting with natural language understanding (NLU)
in the Icarus CA, this work expanded into the field of meta-learning by formulating
a new model based upon the same principle of MDP knowledge graph construction.
We used abstraction of existing KR graphs and theorised it is possible to compress
and generalise knowledge into beliefs; autonomously generated meta-KR constructs
which represent a group or cluster of highly related KR instances [Gkiokas et al.,
2014].
The contributions therefore are numerous and address imitation as a mecha-
nism in AI and cognitive agents, all the processes involved, such as decomposition or
decoding of paradigms, the main learning mechanism and models used to both learn
and associate paradigms with understanding of the input (both semantically and
syntactically) as well as a variety of learning models, algorithms and sub-processes
required by the ad-hoc Icarus engine. I have expanded all research questions and
mapped the characteristics and attributes that govern them and describe possible
solutions to previous questions raised in the imitation learning literature [Dauten-
hahn and Nehaniv, 2002a].
1.8 Thesis Overview
This thesis is organised in the following manner: in Chapter 2 is described what has
been researched in the past, all related fields, models and systems. The theoretical
agent model is formulated and analysed in Chapter 3, and correlated to both the
biological mechanisms and the Icarus CA design. Following the theoretical descrip-
tion, the data-set created to evaluate the Icarus engine is presented and analysed
in Chapter 4. Chapter 5 analyses experiments carried out using the Icarus engine,
describes in detail the components and algorithms, and reports on results and find-
ings. The last Chapter 6 discuss in detail various findings, conclusions and future
work.
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Chapter 2
Background and Literature
Review
In this chapter the background literature is detailed and an analysis and presentation
on the work on which this thesis is based is examined. This aids in justifying the
arguably unconventional - but highly utilitarian - approach taken.
2.1 Alan Turing and the intelligent machines
One of the forefathers of Artificial Intelligence was Alan Turing, amongst others such
as Allen Newell, J.C. Shaw, Herbert Simon, John McCarthy and Marvin Minsky.
Turing envisioned AI not just as an an intelligent machine, but as an artificial
child, a synthetic entity which has to go through a developmental process to achieve
intelligence [Turing, 1950]. How Turing had imagined that specific progression and
development of AI is matter of speculation or scientific debate [Muggleton, 2014],
but we can deduce from his paper that he believed AI would have to follow a
developmental phase similar to that of infants. And as aforementioned, two of the
most important developmental phases in infants revolve around imitation learning,
symbol decoding and hierarchical representation [Seymour, 1999].
The brief history of computer science showcases that modern AI has not
indulged Turing’s original thoughts and ideas. Two different schools of thought
have existed since the birth of AI: Symbolic AI, also know as good old fashioned AI
(GOFAI), and Connectionism or Connectionistic AI1. Whereas Symbolism takes a
modelling or a programmatic approach, Connectionism takes a pseudo-biological or
1Also known as sub-symbolic AI, albeit that term may have been coined by the symbolic school
on purpose.
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network -centric approach [Smolensky, 1987]. It is not clear if Turing had intended
to take any of the two approaches or combine them; in fact although it was in
the that the first artificial neural networks were theorised, actual implementations
and models were published later, in the late 1950s, after his death. Therefore,
Turing’s approach was mostly theoretical and albeit based on biomimicry, it did
not explicitly specify how those intelligent machines would be created, since when
he wrote Computing Machinery and Intelligence [Turing, 1950], Connectionism was
still in its infancy.
Around the same time, the field of Cybernetics [Wiener, 1948] was described
as a interdisciplinary field for examining systems, their structures and organisation.
Whereas Norbert Wiener differentiated Cybernetics from AI, there was a clear ten-
dency of describing AI systems and agents in a cybernetic fashion: as well defined
and modelled systems. The late 1940s and 1950s therefore saw the genesis of modern
AI, which was for the largest part based on symbolic approaches: models, theorems,
well defined processes and programs.
2.2 Imitation in Nature
2.2.1 What is imitation?
The exact nature of imitation has been studied only in modern sciences; it wasn’t
until the early 20th century that Edward Thorndike begun studying imitation in
animals [Galef Jr, 1988; Thorndike, 1901]. The study of imitation in humans was be-
lated; only after the modern field of Psychology started advancing (e.g., Jean Piaget
and developmental theory, Raymond Cattell and crystallised intelligence, Burrhus
Skinner’s behaviourism and reinforcement, Erik Erikson and developmental psy-
chology, and Albert Bandura and social cognitive theory) was imitation given some
attention. The field of developmental psychology and in specific the development
of children is what mostly interests us. As discussed in Chapter 1, Sections 1.1 and
1.2, one of the core mechanisms which enable human intelligence to develop and
progress into what Cattell refers to as crystallised intelligence [Cattell, 1963], is the
ability to learn from others, our environment, our parents and peers.
That development enables us to acquire knowledge through subjective ex-
perience, what Haikonen refers to as qualia [Haikonen, 2009]. However, that ex-
perience is in effect a knowledge transference, either sensorimotor, or more general
and abstract. Verbalisation and learning by description plays a role (such as a
teacher explaining things), but even higher level learning (such as learning how to
write and read) are in fact imitation. The imitative counterparts are both phys-
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ical and non-physical: the hand learns how to draw and write, yet the brain is
conditioned into learning representations of letters, and then words. Psychologists
suggest that imitative learning is a mechanism inherited and shared across humans
[Myowa-Yamakoshi et al., 2004; Ferrari et al., 2006] and one which is the product of
evolution; a hypothesis supported by the fact that not only humans are capable of
imitation, but so are homininae, primates, animals and insects [Fritz and Kotrschal,
2002; Herman, 2002; Visalberghi and Fragaszy, 2002; Galef Jr, 1988], thus making
imitation a cognitive function shared across multiple species (but not necessarily of
the same competence level). Imitation therefore is the ability to acquire knowledge
from peers or others either via active demonstration, or passive observation.
2.2.2 How does imitation work?
Not taking into account the neurological and morphological properties of the brain,
and how those have evolved or how they enable imitation, Albert Bandura explicitly
states (direct quotation):
”Attentional processes regulate exploration and perception of modelled
activities; through retentional processes, transitory experiences are con-
verted into symbolic conceptions that serve as internal models for re-
sponse production and standard for response correction; production pro-
cesses govern the organisation of constituent sub-skills into new response
patterns; and motivational processes determine whether or not observa-
tionally acquired competencies will be put to use.” [Bandura, 1986]
Analysing the above quote we can deduce a few key components and prop-
erties of imitation and its overall structure:
- Perception produces a model (or a modelled activity)
- A process retains a symbolic conception (through experience)
- The internal models serve the purpose of providing responses (or correcting
responses)
- Motivation determines if a competency (skill) will be re-used.
Thus, and similar to how Thorndike [Galef Jr, 1988] and others have demon-
strated, imitation uses rewarding (either via motivation or reinforcement) in order
to learn a competency. The subjective experience (qualia) must perceive a temporal
sequence (physical or non-physical) and then model it. That model is stored and
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uses some form of symbolism or conceptualisation and serves the purpose of being
reused, either so that the agent can provide responses, or correct its responses. The
key components are a model or structure which uses symbolism to represent an
action, a sequence or behaviour, an episode or sequence, the related reinforcement,
and the re-usability of the model.
The perceptive and cognitive abilities which relate to imitation have been
studied in human infants [Seymour, 1999] and involve a decomposition (or decod-
ing) of structures, objects or symbols and the internal hierarchical modelling (or
representation) of those within the short-term, and if rewarded or reinforced, into
the long-term memory. Visual understanding also uses decomposition [Biederman
and Gerhardstein, 1993], thus it appears that the process of breaking down stimuli
or information into primitives or archetypes, prior to internally representing them
or modelling them, is a commonly occurring phenomenon.
2.3 Symbolic Artificial Intelligence
The symbolic school of thought has its roots in philosophical and centuries old beliefs
about what intelligence and cognition is, and many of those beliefs stem from Julien
Offray de La Mettrie and the L’homme machine (Man - Machine) [de La Mettrie,
1912]. The philosophical beliefs that followed suit of de La Mettrie’s medical ex-
periments, although revolutionary for his time2 set the path for future research and
development in Medicine, Psychology and eventually Artificial Intelligence. Those
beliefs described the human mind as a complicated machine, a notion which sup-
ports Artificial Intelligence; it did however indoctrinate later research in Psychology,
Cognitive sciences and AI to the effect where mental and cognitive abilities were be-
lieved to be definable as a process or a model, such as in the case of Allen Newell and
the Logic Theorist [Newell and Simon, 1956] or the General Problem Solver [Newell
and Shaw, 1959].
This belief still echoes in modern AI: many designs for cognitive systems
take a purely programmatic approach, identical to a finite state machine (FSM)
[Gill et al., 1962; Minsky, 1967] and thereby limited by its very finite nature and
the logic enabling it. Admittedly, Symbolism and FSM are a necessity and part of
what is today the modern field of AI and Von Neumann computers operate on a
symbolic level. There are realistically many advantages to modern computing and
Symbolism which are not easily dismissed and a plethora of algorithms and models
2He was forced to quit his position with the French Guards, due to his materialistic and quasi-
atheistic conclusion that man is in fact a machine [Wellman, 1992].
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with decades of research and a proven track record.
2.3.1 Knowledge Representation
One of the topics most important and relevant to imitation learning of Symbolic
AI is Knowledge Representation or KR [Sowa, 1999]. Representing knowledge is
a major field under AI, with close ties to Philosophy and Psychology. Whilst the
philosophical aspects of KR are outside the scope of artificial imitation (e.g., ”what
is knowledge”) the psychological attributes aren’t; since the research in this thesis is
using the developmental cycle of human intelligence as a reference point, employing
KR requires that this work is at least partially based on models which are perceived
to be plausible mental representation models.
It is not by chance that the issue of KR first arose during the development
of the General Problem Solver [Newell and Shaw, 1959], that was also the moment
when the symbolic school of AI underpinned the basis of KR. In the past three
decades, multiple KR models and schemes have been devised, ranging from the
family of KL-ONE [Woods and Schmolze, 1992], to Sowa’s conceptual graphs (CG)
[Chein and Mugnier, 2008; Sowa, 1999, 1984], and to more modern schemes such
as the resource description framework or RDF [Klyne and Carroll, 2005] and the
web ontology language or OWL [Bechhofer, 2009]. Most KR schemes feature similar
designs: an ontology and the relations required to describe the hierarchy; it is
intended to be used by computers (although it can be readable) and serves the
purpose of representation but may also enable reasoning [Sowa, 1999; Levesque
and Brachman, 1984]. KR can be used by first order logic or FOL [Fitting, 1990]
which operates on the actual KR structure, and may be combined with or represent
semantics [Fellbaum, 1998]. KR uses primitives (e.g., domain archetypes) which,
depending on the application domain, may change. Meta-representation (or meta-
data) is also used in most modern KR schemes such as RDF and OWL, which are
applied on top of or as extensions to the primitives.
The most important aspects or topics related to KR are:
- incompleteness or completeness (e.g., semantic, functional, refutation or syn-
tactic completeness associated with statement in the structure) [Lipschutz and
Judith, 1916; Duffy, 1991]. Fuzzy logic is one of the sub-fields of AI which deals
with a certain degree with incompleteness [Nova´k et al., 2012; Zadeh, 1996].
- definitions, universals, facts and defaults are general rules and patterns which
relate to specificity and offer quantification and generality employed by logic
operators [Leivant, 1994; Van Benthem and Doets, 1983].
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- non-monotonic reasoning or hypothetical reasoning, asserts new hypotheses
based on rules or facts [Dung, 1995].
- expressiveness or functional completeness relates to the ability of adequately
expressing all truth tables when using first order logic (FOL) [Fitting, 1990]
expressions such as AND, OR as well as NAND, NOR.
- reasoning in general terms relates to the ability of the agent or system to
be updated, develop new inferences, and operate within reasonable time con-
straints.
From the above list it is possible to identify related material which overlaps
KR, logic, learning and imitation. Whereas KR serves the purpose of representation
and description, it is used by logic. For the intents and purposes of this thesis, I am
mostly concerned with KR and how it is to be used and manipulated by imitating
agents, rather than the logic enabled or applicable, which albeit relevant is outside
the scope of the work described hereinafter. There is a clear connection between
KR and logic, how KR enables or allows inference, hypotheses and propositions,
and more important how the agent may learn to form such hypotheses, assertions
and propositions. Yet my scope is focusing on creating KR and not logically ma-
nipulating it.
Another form of KR is the meaning representation (MR) or the most com-
monly used term meaning representation language (MRL). Those structures have
been widely used in parsing (see Section 2.7.5) and are mostly related to natural
language processing (NLP). The phrase ”quick brown fox jumps over lazy dog” is
shown as a simple MRL in Figure 2.1, whereas the same phrase with directed edges
is shown in Figure 2.2.
quick brown fox
jumps
over
lazy
dog
Figure 2.1: Simple MRL structure.
Whereas the first Figure 2.1 is overly simplistic, the addition of directed edges
in Figure 2.2 demonstrates the importance of directionality in relations within a KR.
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quick brown fox
jumps
over
lazy
dog
Figure 2.2: MRL with Edges.
In certain KR such as a Penn treebank tree[Marcus et al., 1993], direction is often
implied originating from the root label/node of the tree graph. Such structures can
often become esoteric or obscure, since they may include syntactic attributes mixed
with words and labels, making them hard to understand. A modern MRL form of
the same phrase which includes propositional and syntactic meta-data is shown in
Figure 2.3; in this example, the blue labels in capitals are syntactic attributes (part
of speech tags, see Section 2.7.4) with extra information including a rudimentary
propositional logic (edge labels in pink).
JJ
quick
JJ
brown
NN
fox
NNS
jumps
IN
over
JJ
lazy
NN
dog
amod
amod
nn
prep
pobj
amod
Figure 2.3: Annotated MRL with Edges and Meta-data.
The equivalent of that same phrase as a conceptual graph (CG) is shown
in Figure 2.4. In this instance and according to Sowa’s publications [Sowa, 1999,
1984], rectangles depict concepts and circles depict relations. Sowa’s CG contain
implied relations and not just relations extracted from the text such as relations
between concepts. That approach might be confusing; whereas the edges describe
the relations between the nodes within the graph, the graph is bipartite: concepts
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and relations are of different types. The edge label (number) indicates the order
of the edges and some of the labels in the concepts are implied and not contained
within the phrase, such as the relations attr (attribute), act (actions), loc (location)
and rcpt (recipient).
quick brown
ANIMAL: 
Fox
jumps
over
lazy PET: dog
Attr Act
1
2
1
Loc
2
Rcpt
Attr
1
1
1
1
1
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Figure 2.4: Conceptual Graph example.
Furthermore, Sowa in his original publications provided contradicting exam-
ples such as the one shown in Figure 2.5. Those examples are called a display form,
which is a visualised conceptual graph. Figure 2.5 demonstrates the phrase ”a cat
on a mat”; the relation on is contained within the phrase, and is used to link the
concepts.
cat maton
Figure 2.5: Conceptual Graph Directed Edges.
Part of the reason why Sowa treats CG (in their display form) in such a
way may possibly be because he derives them from a logic form. The logic formula
of Figure 2.4 may be as shown in (2.1) when ignoring the attributes. The root is
the action jump which in the Figure is shown as a concept and based on a Pierce
formula from which Sowa derived the CG in the display form.
(∃x∃y)
(
Jump(x, y) ∧Animal(fox) ∧ Pet(dog)
)
. (2.1)
The linear form of (2.1) would be as shown in (2.2).
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[Fox]− > (Jump)− > [Dog]. (2.2)
Similarly, Sowa describes Figure 2.5 as having a linear form, as shown in
(2.3).
[Cat]− > (On)− > [Mat]. (2.3)
The conceptual graphs interchange format (CGIF), which was developed sim-
ilar to the ISO Common Logic Project, would represent the linear form of (2.2) as
(Jumps[Fox][Dog]) and the linear form of (2.3) as (On[Cat][Mat]). Therefore, Sowa
did not attribute importance to either the order of appearance, nor to the direc-
tion of edges. He hypothesised that, albeit those forms may appear different, their
semantic foundations translate to the same predicate calculus. Later, researchers
in CG have used a better defined approach [Obitko, 2007; Amati and Ounis, 2000],
in which the order of the graph is drawn from the first appearing node (concept
or entity), and the direction of the edges is important, as it demonstrates the logic
continuation of the phrase being represented.
Furthermore, whereas Sowa used relations in an implicit manner (e.g., ex-
tracting roles of concepts), there is no rule or limitation as to why relations (the
nodes within the graph) must be implied entities; Sowa in his examples also used
relations explicitly obtained from the original phrase.
2.3.2 Criticism and Limitations of Symbolic Artificial Intelligence
When researching imitating agents, we expect a form of KR structure to be produced
which is identical or highly similar to the one the teacher, paradigm or demonstrator
provided to the agent. That process, when described using symbolic AI, is a well-
defined model, an algorithm, a program or a heuristic process, as that is the nature of
Symbolism. Therefore, that process is in fact a finite state machine or a combination
of FSM, described by a program or agent operating on the information on a symbolic
level. In the history of AI the two cornerstones supporting the suitability of symbolic
AI for our intents and purposes are the Church-Turing thesis [Searle, 2001] and the
Myhill-Nerode theorem [Ignjatovic´ et al., 2010]. The Church-Turing thesis states
that a function is computable by a human following an algorithm, if it is computable
by a Turing machine. Church-Turing thesis implies what can physically be computed
by a computer [Piccinini, 2011] or what could realistically be computed, however
multiple researchers in the past have argued for or against it [Goldin and Wegner,
2005; Cleland, 1993; Kalma´r, 1957].
18
The Myhill-Nerode theorem offers insight into what can and cannot be done
when using FSM: it suggests that any language can be recognised by a model, by
mapping strings in the language to unique accepting states, and strings not in the
language to unique non-accepting states. However, not all languages are regular,
that is they do not correspond to the language accepted by any FSM, and equiva-
lently, there may be no regular expression to represent that language. Furthermore,
natural languages contain ambiguity and contradictions [Gorrell, 2006], which cre-
ate exceptions to rules and the logic enabled by the FSM. Finally, the FSM may
suffer from the halting problem [Stannett, 1990], and therefore the use of FSM, al-
beit advantageous, due to decades of research and the existence of multiple models,
theories and algorithms, does have the aforementioned drawbacks.
2.4 Connectionistic Artificial Intelligence
Connectionism takes a black-box approach and is based on Neuroscience and the
observation that our own intelligence emerges from neural networks in the human
brain. Neuroscience and modern medical imaging have allowed us to observe and
analyse the neuronal network mechanisms which enable cognitive functions and in-
telligent behaviour. It is from Neuroscience that artificial neural networks (ANN)
were inspired, and in 1943 McCulloch described the first artificial neuronal model
[McCulloch and Pitts, 1943]. In the 1949 Donald Hebb first describes Hebbian net-
works [Hebb, 1949], but it isn’t until 1958 that the Perceptron is published [Rosen-
blatt, 1958], the precursor of modern ANN. In 1969 Minsky criticises Connectionism
and neural networks [Minski and Papert, 1969] due to their computational limita-
tions in training and deploying them, but most important due the fact that they
couldn’t learn to perform an exclusive (XOR) on the input. Those issues were ad-
dressed in the 1980ies and 1990ies with the advent of the personal computer, and
multi-layered networks in combination with back-propagation [Werbos, 1974] show-
cased that they could process complex input. At the same time GOFAI lost interest
from the research community, yet connectionism and the related ANN did not make
any considerable breakthroughs until the late first decade of the third millennium
with deep learning.
2.4.1 Artificial Neural Networks
An artificial neural network is a non-biologically plausible, yet bio-inspired network.
It works upon the premise of associative memory and learns to associate input
with output, or classify it, approximate it, perform regression, predictions, etc.
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Figure 2.6: Example of a Neural Network.
[Picton, 1994; Hertz et al., 1991; Hopfield, 1988]. There are multiple types of neural
networks, but we’ll only examine and present the most typically used, the fully
connected feed-forward neural network, also known as the single-layer or multi-layer
perceptron. From the Figure 2.6 we observe what a neural network is: layers of
nodes (or neurons) which are connected by synapses, or weights. In that figure
above, there are three layers: the input layer with nodes n1 and n2, one hidden
layer with nodes n3, n4 and n5 and an output layer with a single node n6. The
premise upon which the feed-forward perceptron relies is forward propagation: an
input vector of two values is fed into the input nodes, and is the activated, using
an activation function, most often a logistic function, with the most popular shown
below.
f(x) =
1
1 + e−x
. (2.4)
f(x) =
ex − e−x
ex + e−x
. (2.5)
The above functions are the sigmoid shown in (2.4) and hyperbolic tangent
shown in (2.5); others less popular are the sigmoid bipolar in (2.6), the scaled hy-
perbolic tangent [LeCun et al., 2012] in (2.7), and the soft-sign in (2.8).
f(x) =
−1 + 2
1 + e−x
. (2.6)
f(x) = 1.7159 ∗ tanh(2
3
x). (2.7)
20
f(x) =
x
1 + |x| . (2.8)
A characteristic of the logistic functions is that they produce a S shaped
output. Non-logistic functions such as the Gaussian have been used but are not as
popular. Common criticism for such networks, is that logistic activation functions
cannot be used in deep networks; often there is no need for such networks, and
one hidden layer may suffice to learn the task at hand. However, logistic activation
functions often lead to saturation [Heaton, 2015], an issue which has been addressed
by using linear activation functions.
The forward propagation in neural networks is a task of accumulating the
input Ij multiplied by the weights Wi for each node and activating it via f(Ii). The
most commonly used approach is to do vector and matrix arithmetic: we obtain
previous layer node output denoted as Oj where subscript j is the previous layer.
For input layers, Oj is the input value Ij whereas for hidden layers we substitute
Oj with Ii, e.g., the output of the activation function f(x) from the previous layer
j. Multiplying each node output Oj ·Wi with every corresponding weight Wi is
a vector-matrix product, we then sum each input vector for the nodes in layer i:∑
(Oj ·Wi), e.g. reducing each produced matrix into a row vector of values, each
row corresponding to node input Ii in layer i. Finally, each value in that vector
is activated using one of the functions f(Ii) as shown earlier in (2.4,2.5,2.6 or 2.7).
The above step is repeated for all layers; that is in essence forward propagation.
Training neural networks is considerably more complex; one of the early
critiques on neural networks was the computational requirements, and the biggest
issue was that training was inefficient [Minski and Papert, 1969]. Nowadays, there
are many training algorithms, the most notable of which are the back propagation
(or BPROP); other methods also have been used, such as reinforcement learning,
the Levenberg-Marquardt [More´, 1978], and the Broyden-Fletcher-Goldfarb-Shanno
algorithm [Shanno, 1985] abbreviated as (BFGS), amongst the most famous. The
most commonly used training approach for ANN and shallow networks throughout
the last two decades, has been the BPROP as described by Seppo Linnainmaa
[Linnainmaa, 1970], and was later demonstrated by application [Werbos, 1982]. The
basic mechanism behind BPROP, is that the observable error at the output layer,
is back-propagated to account for each weight adjustment, until the desirable, or
highly similar to the desirable output is produced by the network. We define the
error as E shown in (2.9), e.g., the squared difference for each output node, where
yi is the ideal node output and yˆi is the actual node output.
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E = (yi − yˆi)2. (2.9)
We then proceed to reversely iterate all the layers, first we calculate the
output delta error, shown in (2.10).
δi = −E · f ′
(∑
(Oi)
)
. (2.10)
In (2.10) f ′ is the prime or derivative of the activation function and Oi is
the node input. The sigmoid and tanh derivatives are shown in (2.11) and (2.12).
f ′(x) = f(x) · (1− f(x)). (2.11)
f ′(x) = 1− tanh2(x). (2.12)
For hidden layers we calculate the value of the derivative on the node input
f ′(
∑
(Oj ·Wji)), e.g., the vector-matrix multiplication. Then those values are mul-
tiplied by the next weights Wik and the next layer’s delta error
3 δk, which are called
node deltas, shown in (2.13).
δi = f
′
(∑
(Oj ·Wji) ·
∑
(Wik · δk)
)
. (2.13)
Finally, we calculate the weight gradient for layer i to k, as shown in (2.14),
with each gradient multiplying the next layer’s node delta and the observed node
output Oi.
∂E
∂Wik
= δk ·Oi. (2.14)
That gradient is then used in the update of the weight values. There are
different ways of updating weights; in batch training, the gradients are summed∑( ∂E
∂Wik
)
and then used to adjust the individual weights at the end of an epoch
(a training sample iteration), whereas in on-line training, the weights are updated
after propagating a single training sample. The update rule in BPROP for batch
training is shown in (2.15), the time-step t defines the index in time, and hence t−1
is the previous update, the learning rate α defines how large adjustments are made
and the momentum µ affects current adjustment using previous adjustments.
3Please note we swap δk with δi from formula (2.10). At every backwards iteration, we replace
δk in (2.13) with the next layer δi. Because this is a reverse iteration, we start at the output layer,
and proceed towards the first hidden layer.
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∆W
(t)
ik = α ·
(
∂E
∂Wik
)
+ µ ∗ (∆W (t−1)ik ). (2.15)
Other training algorithms have been based on BPROP, most notably resilient
back-propagation (RPROP) [Riedmiller and Braun, 1993], as well as many of its
derivatives. The RPROP uses incremental small weight adjustments, and is assumed
to be faster than BRPOP, as shown in (2.16).
∆W
(t)
ik =

−∆W (t)ik , if ∂E∂Wik
(t)
> 0
+∆W
(t)
ik , if
∂E
∂Wik
(t)
< 0
0, otherwise
. (2.16)
The increments and decrements taking place are constant (or range bound)
and ∆W
(t)
ik increases or decreases by η, where 0 < η
− < 1 < η+. Redmiller and
Braun published a kernel of the algorithm, and reported significantly better results
than BPROP [Riedmiller and Braun, 1993], since then newer versions have been
published.
Neural networks have various ways of calculating the error ; the most notable
being the mean square error (MSE): 1n
∑n
i=1 (yˆi − yi)2 for n samples. Nowadays for
classification the cross entropy/log loss (CE) [Heaton, 2015, 104,120] is also used as
shown in (2.17) where yi is the ideal node output and yˆi is the actual node output
4.
CE = − 1
N
N∑
i=1
(
yilog(yˆi) + (1− yi)log(1− yˆi)
)
. (2.17)
All the above networks are trained in a supervised manner where training
samples are obtained and associate input to specific output. Non-supervised learning
before the advent of deep learning was a peculiar topic; the few models able to learn
unsupervised were the self-organising maps (SOM) [Kohonen, 1990], the Hebbian-
inspired gas networks [Fritzke et al., 1995] and the K-means family of clustering
kernels [MacQueen et al., 1967].
Evidently, the field of neural networks had its ups and downs; in its infancy it
was heavily criticised, it appeared to not live up to the expectations of revolutionising
AI, and even after the 1980 developments they hadn’t been widely adopted.
4Some papers or authors sometimes replace the ideal with y or t and the actual with a.
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2.4.2 General Purpose Computing on Graphic Processing Units
Part of the reason of the advent of deep learning has to do with advances and recent
changes from the traditional ANN to deep networks and activation functions, but it
is also attributed to the new GPU hardware. Most of the graphics processing units
(GPUs) on modern computers have hundreds of simple cores and even consumer-
grade GPUs nowadays have thousands of cores. At the early third millennium
researchers started using GPUs for general purpose computing [Thompson et al.,
2002; Pharr and Fernando, 2005], coined general-purpose computing on graphics
processing units (GP2U), once it was realised that GPUs favoured parallel algorithms
[Nickolls et al., 2008; Che et al., 2008; Owens et al., 2007] such as the training
algorithms which are used for neural networks.
The nature of the matrix form operations on the input Ij and weights Wi,
the vector-matrix multiplications during forward propagation or the back propaga-
tion such as (2.13, 2.14) as well as the training update rules such as (2.15, 2.16)
can execute a lot faster when using GP2U. Because GP2U kernels are able to run
asynchronous parallel operations on multiple training samples, weights and input
vectors, a resurgence in the research of ANN took place before and during the rebirth
of the field, now called deep learning.
2.4.3 Deep Learning
The pragmatic approach of using GP2U from the research community enabled deep
learning to advance into realistic applications dealing with computer vision, speech
recognition, pattern recognition, classification, prediction, regression, approximation
and auto-encoding.
Whereas the early ANN were mostly used for toy problems and trained using
small data-sets, deep learning is able to crunch big data and has proven usable in
real-life sceanrios and most important on par with human performance [He et al.,
2015; Taigman et al., 2014] thus having a profound effect to the adaptation of deep
learning in multiple fields and domains. Perhaps the most important breakthrough
was recently in 2016 by Google [Silver et al., 2016] when DeepMind beat the world
champion in the game Go by 5 - 0, thereby proving that deep learning and Connec-
tionism are capable of super-human performance. Modern ANN (hereinafter deep
networks or deep learning) differ from the traditional ANN in five distinct ways:
- Traditional ANN use logistic activation functions [Zadeh et al., 2010], e.g.,
sigmoid, tanh, arctan. Deep learning most often use linear functions such as
the rectified linear unit (ReLU) [Nair and Hinton, 2010] or soft-sign [Glorot
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and Bengio, 2010].
- ANN normally use no hidden layers, or one to two hidden layers. In comparison
deep neural networks use multiple hidden layers, hence the term deep. In some
cases it is possible to stack different types of networks (e.g., as in the case of
auto-encoders).
- Although not limited to deep networks, node dropout, L1 and L2 regularisation
are new optimisation techniques which evolved as optimisation techniques for
deep learning [Dahl et al., 2013; Ngiam et al., 2011b,a; Bengio, 2009].
- Other types of deep networks such as convolutional neural networks (CNN)
are profoundly different from traditional ANN. They use max pooling and
convolution layers (often in alternating multi-layered fashion) and perform
classification at the final fully connected layer [Krizhevsky et al., 2012; Ciresan
et al., 2011].
- Development of deep learning saw the use of soft-max as the output layer
activation, instead of using traditional logistic functions. Whilst soft-max is
applicable in shallow networks, its use in deep learning proved very successful
[Glorot and Bengio, 2010].
The Figure 2.7 below showcases the difference between traditional and deep
networks. More often than not deep networks are harder to train [Glorot and Ben-
gio, 2010], they have more hyper-parameters which do not always warrant better
accuracy or performance, such as in the case of increasing hidden layers and amount
of nodes and quite often require more training iterations or epochs.
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Figure 2.7: Example of a deep fully connected neural network.
Other types of networks used for deep learning are the deep Boltzmann ma-
chines (DBM) [Salakhutdinov and Hinton, 2009] which are stacked restricted Boltz-
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mann machines (RBM), deep recurrent neural networks (deep-RNN) and different
variations or combinations of the aforementioned networks.
The advent of deep learning was not restricted to supervised training but also
included unsupervised training [LeCun et al., 2015; Le, 2013; Lee et al., 2009], which
allowed discovery of structures from the network itself; coupled with the unlabelled
big data found on the Internet and the progress of GP 2U it was easy to accept the
use of deep learning as the cutting edge tool of Connectionism.
Using a linear activation function such as ReLU shown in (2.18) is very
common in deep learning. This is usually paired with a soft-max activation at the
output layer, shown in (2.19). Soft-max squashes the output within 0 ≥ f(x) ≥ 1,
and the sum of all outputs is 1, e.g., a probabilistic likelihood of output node Ox
belonging to a specific class or group of the K groups or classes.
f(x) =
0, if(x < 0)x, if(x ≥ 0) . (2.18)
f(x) =
eOx∑K
k=1 e
Ok
. (2.19)
The reason why that combination and usage is quite common, is because it
has been shown to be very effective and fast at learning [Tomczak, 2015; Dahl et al.,
2013; Nair and Hinton, 2010] and avoids saturation during training. This may be
explained by the fact that ReLU has a simple derivative shown in (2.20) with range
[0,∞].
f ′(x) =
0, if(x < 0)1, if(x ≥ 0) . (2.20)
Calculating the output delta error and gradient is shown in (2.21), with the
derivative of soft-max f on output layer i being fi(1 − fi), however the Jaccobian
takes the form yi − yˆi, e.g., the difference of ideal and actual output.
∂E
∂Wik
= f(1− f) = yi − yˆi. (2.21)
Another interesting update in deep learning is regularisation and its two
forms: L1 and L2. Regularisation deals mostly with over-fitting which becomes a
problem with modern large networks which are considerably larger than traditional
ANN. In theory it is accepted that over-fitting may be solved by increasing the
number of training data [Cawley and Talbot, 2007] but that may not always be
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possible. Another way of dealing with over-fitting is reducing the size of the network,
which is done empirically, is time consuming and not always a good solution since
a large network may normally perform better than a smaller network.
The L1 and L2 regularisation (also known as l1 and l2) prevent the coefficients
from fitting perfectly to the training samples [Ng, 2004]. The L1 is shown in (2.22)
and is based on the least squares using the sum of weights. The parameter λ is the
regularisation parameter and N is the number of training samples, with 0 > λ ≥ 1.
λ
∑
i=1
|Wi|. (2.22)
L2 regularisation is slightly different and uses the sum of the square of
weights, shown in (2.23).
λ
∑
i=1
W 2i . (2.23)
Some authors and researchers prefer to scale the λ parameter via the use of
the number of training samples, as shown in (2.24).
λ
2N
∑
i=1
W 2i . (2.24)
The manner in which L1 and L2 are used is in combination with the cross-
entropy function (see formula 2.17), for example the use of L2 and CE is shown in
(2.25).
CE = − 1
N
N∑
i=1
(
yilog(yˆi) + (1− yi)log(1− yˆi)
)
+
λ
2N
∑
i=1
W 2i . (2.25)
The benefits of using L2 are finding small weights and minimising the cost
function; L2 tends to be computationally efficient due to having analytical solutions,
yet it does not perform feature selection(which may or may not be an advantage)
[Ng, 2004]. In comparison the L1 is not efficient on non-sparse use cases but does
tend to perform feature selection. Both L1 and L2 may be used in tandem, albeit
anecdotal evidence suggests that L1 is more robust, but usage depends on the type
of network and training data.
In addition to L1 and L2, node dropout as described by Heaton et al [Srivas-
tava et al., 2014; Dahl et al., 2013], removes nodes from a network and its associated
weights, thus making the network smaller. Dropout randomly chooses a node to
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dropout using a probability, and thus changes the network architecture and design.
Newer training algorithms, such as the Adaptive Boosting [Schapire and
Singer, 1999; Freund et al., 1999] (ADABOOST) which won Yoav Freund and Robert
Schapire the Go¨del prize in 2003, or the mini-batch stochastic gradient descent
(MBSGD) [Li et al., 2014] promise faster training.
2.4.4 Reinforcement Learning
A rare exception to the otherwise homogeneous field of neural networks is reinforce-
ment learning (RL) [Bertsekas and Tsitsiklis, 1995; Sutton and Barto, 1998]. In gen-
eral it is considered dynamic programming [Bellman, 1957; Weiss, 1960; Sniedovich,
2010] but it its not limited by it: it uses neuronal principles inspired from be-
haviouristic Psychology, simulating how agents learn by associating a cumulative
reward with their actions [Watkins, 1989; Sutton, 1984; Galef Jr, 1988]. The learning
uses temporal differences and is described by a Markovian decision process (MDP)
[Howard, 1970; Bellman, 1957] such as the one shown in Figure 2.8.
statestatestateroot state
action action action action
t=1 t=2 t=3 t=4 t=5
Figure 2.8: Reinforcement Learning Episode.
The basic foundation of an MDP as used in reinforcement learning, is the
episode5. In the episode e = (st=1, st=2, . . . , st=n) we describe a temporal instance
using time step t. The state s or when indexed by the time-step denoted as st is
the core structure of reinforcement learning.
The true potential of RL can be achieved when we shift our preconception
of what a Markov state is; the common perception is that a state uses arithmetic
information but it can also be fuzzy, symbolic and use abstraction. The state is tra-
ditionally considered a descriptor ; it may be fully or partially observable or hidden
and can represent internal or external state of the agent, or a combination of both.
States are connected (or chained) by actions, actions performed by the agent,
and which lead to the next state the agent experiences (often denoted st+1). The
tuple st, at is the notation used which indicates that the agent has taken action at
5Episodes are used in episodic learning; there exists continuous learning which is a different
topic outside our scope.
28
when in state st. In some literature a transition matrix P =
(
p
(
s|s, a)) is often
used; that transition defines the probability of transition from st to st+1 in non-
deterministic systems.
agent
environment
actionstate reward
Figure 2.9: Reinforcement Learning Agent Interaction with Environment.
An example of the interactive cycle with the environment is shown in Figure
2.9; however there is another component which is used: the reward. Rewards are
not obtained for all states but only for the terminal (or final) state which we denote
with r, so that rt ∈ R and rt = r(st, at). How the reward is obtained is subject
to each specific use case: it may be internally calculated (e.g., self-rewarding), it
may be observable in the environment, provided from another agent or entity, or
the product of a fitness function.
state state
action
(reward - discount)
ﬁtness
reward
Figure 2.10: Rewarding the Terminal State
The reward is discounted using constant γ so that γ · rt (or γ · r(st, at)) back-
propagates a smaller value to previous states6. The reward is used to implicitly
calculate the value of a policy V pi or in deterministic scenarios Q(st, at). Figure 2.11
demonstrates that a policy pi is the decision to perform action at from state st.
6Please note, this is not neural network back-propagation.
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state state
action
policy
Figure 2.11: Example of a Policy.
There are two general types of learning in RL: indirect which is based on
estimates (and probabilities) and direct where the optimal episode is learnt without
first obtaining an explicit model. In direct learning the agent first has to experience
and observe the episode, and then learn it via rewarding. We focus on the direct
learning approach which is what is used in Temporal Dynamic learning or TD(λ);
it offers the advantage of allowing full observability of states and the episode, and
thus allows meta-information extraction. When the agent explores new policies, new
episodes are experienced. In the case of starting from the same epicentre (the same
root state) a tree graph is created and every time the transition matrix is populated
with new or different states and actions, shown in Figure 2.12.
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Figure 2.12: Epicentre of Multiple Episodes.
When an episode is experienced the agent uses the best or max valued policy
V ∗(s) = max
pi
V pi(s) by looking forward to the next state’s policies V pit+1. In the case
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of TD(λ) and deterministic systems we substitute V ∗(s) = max
a
Q(st, a).
There are a variety of algorithms in TD(λ), one of the most widely used
being the Q-Learning algorithm [Sutton and Barto, 1998]. The update rule for Q-
Learning is shown in (2.26) and defines how values are calculated after having been
rewarded at the terminal state, with 0 ≥ r ≥ 1.
Q(st, at)← Q(st, at) + α ·
(
rt+1 + γ ·max
a
Q(st+1, a)−Q(st, at)
)
. (2.26)
In the above formula shown in (2.26), there are the following components:
the previous value Q(st, at) which is also updated, the learning rate α, the best
policy calculated using max
a
Q(st, a), the reward rt+1 and its discount γ. Another
algorithm in RL takes a similar approach: S.A.R.S.A the online TD [Sutton and
Barto, 1998, 145], and with Q-Learning the oﬄine TD [Sutton and Barto, 1998, 148]
those two are the most famous and arguably the best to use.
2.4.5 Deep Reinforcement Learning
The emerging field of deep reinforcement learning [Mnih et al., 2015, 2013] from
Google has showcased better-than-human performance when playing old video-games
(Atari 2600). The idea behind deep-RL as described by Mnih et al is a fusion of
traditional RL and CNN; the CNN act as pre-processors of the raw pixels crafting
states and the RL learns the temporal sequence and the related policies; by doing
so, complex information, objects and information is learnt by the deep agent. The
overall idea is demonstrated in Figure (2.13) below [Mnih et al., 2015, 530].
agent
environment
action
raw data
rewardCNN
state
Figure 2.13: Deep Reinforcement Learning Agent & Environment.
This approach strongly demonstrates the multitude of uses of RL in com-
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bination with other models, algorithms or networks; furthermore it supports the
notion that RL can act as the bridge between connectionism and symbolic AI. In
the case of Minh et al, the Q-learning based policy formula is shown in (2.27).
Q∗(s, a) = max
pi
E
[
rt + γrt+1γ
2rt+2 + . . . | st = s, at = a, pi
]
. (2.27)
Minh et al empasise the use of ANN for action and policy approximation
in RL, and albeit they support their choice based on the instability or divergence
of RL when using non-linear approximators [Mnih et al., 2015, 529], they set the
basis and notion of mini-batch random stochastic training of neural networks by
sampling action-policies. They describe their deep learning algorithm as using Q-
value updating periodically and from random mini-batches, thus smoothing over the
changes in data distribution.
It should be noted that the deep Q-Network (DQN) did perform better than
humans at specific games; in other old video-games it performed as good as humans
and at a few it did worse than humans [Mnih et al., 2015, 531]. Some of the linear
learners also performed better than DQN.
Regardless of the criticism of DQN and deep reinforcement learning, Google
showcased and supported a notion we mentioned earlier and which as shown later
throughout this thesis serves as the cornerstone of the Icarus engine. That notion
is that RL can serve as the back-bone, the template to which other AI algorithms,
symbolic or non-symbolic, are anchored. This allows for the fusion of machine
learning, neural networks and other approaches, with symbolic Algorithms.
2.4.6 Connectionism Criticism and Limitations
One of the known limitations and criticism for connectionism and neural networks
is their inability to operate on a symbolic level. Neural networks usually operate on
real valued input, most often scaled and normalised. Other networks such as RBM
are unable to operate on real values and use only binary values unless enabled by a
Gaussian-Bernoulli visible node layer [Krizhevsky and Hinton, 2009]. Whilst a lot
of uses of ANN are not confined by this limitation when exploring uses in NLP, NLU
or other domains where the information is encoded in text, symbols or tokens, the
inherent ability of ANN to work on numbers (prime or real) is a limitation. Another
of those limitations is that Semantics are lost once text is used as input, unless the
network is trained specifically to learn semantics on word observations [Dahl et al.,
2012] or semantic similarity between words [Mikolov et al., 2013a,b,c]. However,
doing so implies that multiple neural-networks must be used, each one tailored
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for a specific task; whereas that may not be an issue it gives rise to a plethora
of disadvantages such as training and optimising multiple ANN, combining them in
order to effectively achieve the final goal, pre-processing the input, etc. Furthermore,
the researcher or developer faces various options: different models and architectures,
hyper-parameter optimisation, architectural design and parameters, a variety or pre-
processing choices when manipulating the information or data, each one affecting the
final outcome, often in an unpredictable way. Whereas the aforementioned options
are arguably not necessarily a disadvantage, they complicate agents and system
design when compared to the clear-cut and well defined nature of symbolic AI.
2.5 Cognitive or Synthetic Artificial Intelligence
Quite recent sub-fields of AI are the cognitive and synthetic AI fields, which focus on
the same topic: autonomous intelligent agents, systems or applications. A metaphor
which may be used for cognitive and synthetic AI is that of the building blocks
and the overall system; if symbolic AI and connectionism contain various types
of building blocks (Algorithms, models, neural networks, etc.) then the fields of
cognitive and synthetic AI describe the blueprint of how we may use those blocks
to build complex agents, systems or software.
The difference between synthetic and cognitive AI is the following: the field
of synthetic AI appears to cover a broad range of abilities [Bach, 2009] such as cogni-
tion, thought, perception, emotion, experience (just to name a few). In comparison,
cognitive AI seems to focus a smaller range of abilities [Kinsner, 2006], although
that is a supposition since current literature appears to cover similar abilities as
those described in synthetic AI. Albeit the terms cognitive and synthetic are used
interchangeably, in this thesis the preference is to use the word cognitive rather than
synthetic.
2.5.1 Bach and Synthetic Intelligence
A large amount of research setting the modern foundations of cognitive AI was done
by Joscha Bach who not only sets the basis for the transition from Psychology to
Computational modelling [Bach, 2009], but also avoids picking sides in the Symbolic
vs Connectionism debate. Bach appears to be mostly interested in Artificial Gen-
eral Intelligence (AGI) but sets a philosophical precedent when designing cognitive
systems: to avoid specifics and focus on the greater picture. One could say that
Bach indulges the readers to use a top-down (or stepwise design) approach which
should result in the exhibition of intelligent behaviour. In general, Bach’s advocacy
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and the seven principles [Bach, 2008] are:
1. Create holistic architectures which are functional rather than focusing on par-
ticular aspects.
2. Avoid methodologism, e.g.: not to assert that intelligence must be thoroughly
explained by every single individual component.
3. Aim for the larger picture and avoid focusing on particular components or
experiments. This statement holds true for many modern systems and is
often a pitfall which prohibits the overall display of intelligence in favour of
heavy optimisation or description of sub-components.
4. Build systems which are not too narrow or which do not focus only specific
domains, also know as the symbol grounding problem [Harnad, 1990].
5. Robotic embodiment is not panacea. This statement is debatable and is likely
to not be found agreeable or acceptable by all readers, however the proposition
here is that cognitive AI should not be restricted only to physical systems, but
could be explored and developed for non-physical systems.
6. Focus on autonomous systems, e.g.: systems which may not be the best at
achieving their goal, but achieve that goal autonomously nonetheless when
compared to expert systems or software which are designed for a sole purpose
and highly optimised.
7. Emergence of intelligent agents won’t take place on its own. This is an opinion-
ated statement, yet it holds a certain gravity: AGI, AI or cognitive/synthetic
AI is currently an unknown and we don’t know how or when it will happen,
and furthermore it probably won’t happen in a day, but will be a long and
tedious process, similar to how Alan Turing envisaged it decades ago.
From the aforementioned seven principles it is clear that Bach sets the guide-
lines for the design of intelligent systems and agents. Whilst that list is opinionated
and perhaps slightly biased, it is useful because it serves as a starting point when
deciding on how to create cognitive agents.
2.5.2 Haikonen and Cognitive Intelligence
Bach is not the only researcher to have carried out work in the field, Pentti Haikonen
has done a tremendous amount of work on consciousness, robot brains and the
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components that could (or should) enable AGI. Haikonen’s focal point appears to
be consciousness and describes the components which he surmises to be crucial
[Haikonen, 2007]:
1. Meaning and representation and their relation to information
2. Perception and recognition (visual, auditory, haptic, motor, objects, etc)
3. Association (and associative memory)
4. Motor actions (related to robotics and embodiment)
5. Cognition, understanding, memory (short-term and long-term) and models
6. Imagination and planning, deduction and reasoning
Moreover, Haikonen also analyses more challenging topics [Haikonen, 2012],
such as:
1. Property dualism
2. The identity theory
3. Subjective experience
4. Externalisation
5. Attention and its relation to consciousness
6. Feelings and emotions
The most important topic which Haikonen has researched and is directly re-
lated to imitation learning, is qualia [Haikonen, 2009] the subjective experience and
how it relates to objects (and therefore observation). Whereas the aforementioned
topics are related to cognitive AI, not all of them are within our scope; for the
Icarus engine the topics of most interest are the subjective experience, emotions and
rewards, meaning and representation, perception, recognition, decision making and
associative memory. Those topics directly relate to Imitation and are key compo-
nents as identified by Psychologists (see Section 2.2.1).
The insight and arguments Haikonen provides in his book ”The cognitive
approach to Conscious Machines” [Haikonen, 2003], albeit sometimes a bit general
and abstract, serve as one of the foundations upon which the presented research
has been based. Haikonen describes the same process, e.g., an emulation (rather
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than a simulation) where the same process and the same output is expected. It
is debatable as to why one approach or another may be better suited for artificial
imitation. Furthermore, Haikonen summarises Go¨del’s theorem [Haikonen, 2003,
24–25], and the proposition that some arithmetic truths are not provable using the
arithmetic system, as an argument against AI. He proceeds by asserting that the
human mind (e.g., a mathematician) is capable of understanding that statement and
theorem, and therefore Go¨del’s theorem does not disprove AI. Another argument
against AI is that of determinism [Haikonen, 2003, 25–26]: since thinking is non-
deterministic, GOFAI and similar symbolic systems could potentially suffer. Non-
feasibility [Haikonen, 2003, 27–28], yet another argument against AI relates to the
inability of programming to deal with every single possible scenario, whereupon
Haikonen concludes that if programming is not a solution, then a solution would be
to employ machines which learn.
All the arguments against AI aforementioned indirectly imply that non-
symbolic approaches may in fact render that criticism mute: Connectionist designs
are non-deterministic, non-symbolic, and learn instead of being programmed. That
advocacy is found within all of Haikonen’s books, he implies that consciousness and
intelligence cannot be the byproduct of symbolic systems. Haikonen’s analysis and
persistence with associative learning and conditioning, as well as correlative learning
make a strong argument for the use of neural models in cognitive systems. He also
mentions imitation learning albeit briefly [Haikonen, 2003, 79–81], in support of its
use for learning and knowledge acquisition. Although he doesn’t expand he argues
that other types of learning, such as trial and error, or by verbal description, are not
as profitable to the system (or agent) as is imitation. Last but not least, Haikonen
analyses emotion and its significance; in fact much of his analysis [Haikonen, 2003,
116-118] supports the use of learning systems based on emotion or rewards.
2.5.3 Five Cognitive Agent Criteria
Another recent research is that of Anna Lawniczaka and Bruno Di Stefano, who
discuss in great detail about the specifics of designing cognitive agents (CA) and
the need for standardisation [Lawniczak and Di Stefano, 2010]. Lawniczaka and Di
Stefano mention the five CA criteria (mentioned in Section 1.4) which are deemed
necessary for the deployment of CA. Furthermore, Lawniczaka and Di Stefano sup-
port the notion that CA should use hybrid models (symbolic and connectionistic),
but propose to model CA similar to the OSI model [Stallings, 1987]. An argument
against their approach is that existing meta operating systems, such as the robot
operating system (ROS) [Quigley et al., 2009] take a computational graph approach
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which appears to be better suited and has been extensively tested, in comparison
to their approach which is theoretical.
2.5.4 AI Architectures
A plethora of AI architectures exist yet some of them are outdated or were never
implemented but remained a theoretical framework. Following is a brief analysis of
the most significant and widely known AI systems.
4CAPS
This is a cognitive architecture by Just and Varma [Just and Varma, 2002] and it is
the successor of CAPS and 3CAPS. It aims to be a biologically plausible cognitive
AI and it relies mostly on Symbolic and less on Connectionism models. It has been
implemented in software.
SOAR
The forefather of modern AI architectures it was created and described by Newell
and Laird and aimed to model human behaviour and be a generic problem solver
[Laird et al., 1987]. It uses Symbolism, representations, procedural, episodic and is
declarative. It also uses reinforcement learning, imagery and emotional modelling.
It uses explicit production rules to govern its behaviour (if-then-else). It has been
used widelly and is still experimented with.
ACT-R
It was designed by John Robert Anderson and has evolved since then [Anderson,
1996]. Aims to reproduce the cognitive system and irreducible perceptual operations
that enable the human mind. It uses individual processing modules that produce
cognition inspired by Allen Newell and has perceptual-motor modules as well as
memory modules (declarative, procedural). All modules can be accessed by their
buffers; the contents of the buffers represent the state of the agent. Procedural
knowledge is represented in the form of productions (the informational flow from
the buffers to the cortex).
CLARION
This acronym stands for Connectionist Learning with Adaptive Rule Induction -
Online and is a recent addition to the family of AI architectures [Sun and Zhang,
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2006]. It makes a distinction between implicit and explicit processes and focuses on
the interaction of the two. It has distinct subsystems each with implicit and explicit
representations such as (a) Action-centred subsystem, (b) Non-action subsystem for
general knowledge, (c) Motivational subsystem and (d) Meta-cognitive subsystem
(monitor, direct, modify all other subsystems). It uses learning, inference, categoris-
ing, processing, reaction and creativity.
CHREST
This is a Symbolic architecture based on limited attention, limited short memories
and chunking [Gobet et al., 2001]. It uses learning which is essential to the archi-
tecture, it is modelled as a network of chunks/nodes which are connected in various
ways. Critics say that it has more similarities with Connectionist models than with
Symbolic traditional models. It parametrises time which is an important key factor
in its operation.
DUAL
This is a general cognitive architecture trying to implement both the Symbolic
and the Connectionist approach at the micro level [Kokinov, 1994]. It is based on
decentralised representation and emergent computation. Computations emerge from
many micro-agents which are a hybrid Symbolic-Connectionist device. The agents
exchange messages and information and activation via links that can be learnt and
modified, thus forming coalitions which collectively represent concepts, episodes and
facts.
R-CAST
This is a group decision support system [Fan et al., 2005] which uses multiagenct
technology and a common shared knowledge space. It relies on the shared men-
tal model about context of decision making, and is sased on naturalistic decision
making.
LIDA
The acronym stands for Learning Intelligent Distribution Agent and is a model
proven to work using experiments and empirically grounded [Franklin and Patter-
son Jr, 2006]. It is neither symbolic or connectivist but a hybrid model which
attempts to cover a broad spectrum from low level to high level perception and
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reasoning. It uses cognition functions by iterating interactions (cognitive cycles);
these cognitive cycles function as atoms for higher level cognition processes.
FORR
The acronym stands for FOr the Right Reasons [Langley et al., 2009; Epstein, 1992]
and was inspired by Nobel laureate Herbert A. Simon’s ideas on bounded rationality
and satisficing [Bearden and Connolly, 2008], a decision-making system based on
cognitive Heuristics. FORR Focuses on learning and problem solving, it is general
enough for problem solving and has been tested thoroughly in robotics and software
agents. It learns from experience how to solve problems and has 3 components: (a)
Descriptives: they describe the state/problem, (b) Advisers: advise for the problem
(rationales), and (c) Behavioural script: queries advisers and performs actions.
Icarus Architecture
The Icarus architecture [Langley et al., 2009; Langley and Choi, 2006; Langley et al.,
2004, 2003] which serves as my starting point and CA implementation takes a com-
partmentalised approach rather than a layered approach. Although it is intended
for physical agents, it uses an elegant and minimalistic design which simplifies the
amount of components and processes. I make no claim that the Icarus engine is on
par with the original intentions of the creators of Icarus; instead it is implemented by
focusing on imitation only and is intended to be a node of a computational graph
(ROS) offering NLU to the overall system or agent. The original goals of Icarus
architecture [Langley et al., 2003] are:
- The integration of perception, cognition and actions
- To combine Symbolic structures and affective values, e.g., social affective learn-
ing and knowledge representation
- To behave re-actively in tandem with problem solving
- To learn from experience whilst also using domain knowledge
Icarus uses a long-term and short-term memory which is further compart-
mentalised into long-term conceptual and long-term skill memory and the respective
short-term memories. It relies on rewarding, either past or expected rewards upon
which it bases its decisions. The original design of Icarus used primitive concepts
in the long-term conceptual memory: Boolean and quantitative values, yet it asso-
ciates objectives to skills and concepts. I analyse the implementation of the Icarus
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engine in detail in Chapter 3, and explain how it differs from the original blueprint
and how it adheres to the aforementioned goals.
Other Architectures
Others AI architectures have been designed and used in the recent past: PreAct
engine7 which now appears to be defunct, OpenCyc8 a Semantic reasoning engine,
OpenCog9 an Artificial General Intelligence (AGI) framework [Hart and Goertzel,
2008], MicroPsi Project10 based on PsiTheory [Bach, 2012], and PRS (procedural
reasoning system) [Ingrand et al., 1992].
Choosing which AI architecture to use was a tedious task but ultimately I
opted for the simplest, most minimalistic and easy to use. Whereas many of the
aforementioned frameworks, engines and architectures offer a tremendous wealth of
functions, my focus has been on learning, representation and imitation; as such the
Icarus architecture is the best fit satisfying the criteria whilst remaining simple.
2.6 Programming by Example
The field most closely related to the research described in this thesis is program-
ming by example (PBE), also known as programming by demonstration (PBD); the
pioneers of the field being Henry Liebermann [Lieberman, 2000], Daniel Halbert
Halbert [1984], Mathias Bauer [Bauer et al., 2001], Brad Myers [Myers et al., 1995],
Francesmary Modugno [Modugno, 1996] and Richard McDaniel [McDaniel, 2001].
2.6.1 PBE: Theory and Models
In PBE programming is not done by the agent but by the user and the process
is in fact a form of inductive heuristic where the user’s paradigm contains hidden
states [McDaniel, 2001]. The user replicates an internal mental process which is then
transcribed and examples are extracted. Part of that process is hidden, implying a
partially observable Markov process [Smallwood and Sondik, 1973] from which the
agent is programmed. Smith et al describe it as the creator approach [Smith et al.,
2001] where rules are inferred by observing changes from before to after. They
describe the process, and assert that:
7http://artificial-intelligence.silk.co/page/PreAct
8http://sw.opencyc.org
9http://opencog.org/
10http://cognitive-ai.com/page2/page2.html
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”Each inferred rule represents an arbitrary number of primitive opera-
tions, or statements in other languages.” [Smith et al., 2001, 10]
Smith et al declare the need and use of a representation, the process of
observing changes in the user examples from which they infer rules. They expand on
the need for a symbolic representation basing much of their work on the psychologist
Jerome Bruner who focused on the cognitive development of children and its relation
to education. According to Bruner there are three stages of development: enactive,
iconic and symbolic [Bruner, 2009]. Inspired from Bruner Smith et al propose that
the use of Symbolism governed by rules or laws, is a Fregean representation; they
named it the Runer’s approach, a Symbolic-enactive representation based on UI
interactions and visual, iconic and symbolic representations.
McDaniel describes passive observation as the passive watcher in an argument
against observation; he asserts that the passive watcher cannot request from the
demonstrator the hidden states and that the object (e.g., paradigm or teaching
material) may not be useful to the agent [McDaniel, 2001], without however proving
it.
An action-focused approach is the one taken by Bauyer et al, who viewed
the task of replicating the learnt process as a sequence of actions [Bauer et al., 2001,
100–102]. Although he did not expand much on the idea he named the processes
”recipes” indexed by a task library in the agent’s memory. Each recipe uses action
estimation based on a monotonic probabilistic training approach [Bauer et al., 2001,
101], shown in (2.28).
EU(a, u, n) = [ass(wa)− ass(wcurr)] · Pu(a)− annoy(u, n). (2.28)
The formula describes the expected use of an action a, for user u with an
already executed number of actions n. The descriptors ass(wa) and ass(wcurr) are
the assessments of the best policy, before and after executing the action a. The prob-
ability Pu(a) denotes user u carrying out action a and function annoy approximates
the user’s characteristics growing monotonically as the training increases. This is an
interactive approach using a UI and it penalises the agent when requesting actions
from the user.
Bauer et al further describe the issue of sharing knowledge between the
user and the agent. This is a fundamental approach which relates to how agents
are trained, the partial observability or hidden states, and how all aspects overlap
(shown in Figure 2.14).
The depiction in Figure 2.14 demonstrates the issues arising from sharing
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Figure 2.14: Knowledge sharing by agent and user
knowledge with the trainee (e.g., the agent). This dramatisation is quite accurate;
since the agent subjectively experiences (e.g., qualia) the components shown above,
those are often hidden, undeclared, invisible, implied or even unknown.
- Structural knowledge relates to the internal properties of the domain.
- Procedural knowledge relates to understanding part or the entirety of the
processes involved.
- Visual and semantic knowledge relates to knowing and understanding relations
and ontologies.
- Domain knowledge, is specific knowledge (e.g., in the case of NLP, syntax and
grammar).
As evident from Figure 2.14, those categories often overlap; in some cases
they can be acquired by other means (e.g., a lexicon or an external process), and in
other cases they may be inferred.
Most of the PBE research uses simple inference, heuristics, rules and in-
ductive logic [Lieberman, 2000; Myers and McDaniel, 2001; Modugno, 1996; Myers
et al., 1995; Myers and Zanden, 1992; Zanden and Myers, 1990]. Machine learning
was absent from PBE research, with the only exceptions being [King et al., 1992]
and [Liebermann et al., 2001] albeit using rudimentary models. It wasn’t until 2013
that researchers from UCLA, the Weizmann Institute and Microsoft publicised work
[Menon et al., 2013] that combines the two fields; in this case, rules, probabilities
and associations are learnt so that predictions could later be made by the system.
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2.6.2 PBE: Application Domains and Criticism
The majority of PBE focused on user interfaces (UI); most of the PBE research
used rule-based approaches in order to interact with the user and extract some form
of a program [Lieberman, 2000; Myers and McDaniel, 2001; Modugno, 1996; Myers
et al., 1995; Myers and Zanden, 1992; Zanden and Myers, 1990]. A few others were
interested in automating information acquisition tasks [Bauer et al., 2001], mostly
by transcribing interactions to queries. Bauer criticises PBE as having been overly
simplistic and admits it was not designed with AI in mind (or by AI researchers) in
what he calls level of intelligence [Bauer et al., 2001, 49]. Extracting rule definitions
from multiple examples was considered a novelty [Liebermann et al., 2001] and it
was applied in tasks such as text categorisation.
In hindsight, PBE took a minimalistic approach to enabling user-agent in-
teraction, mapping of knowledge, action prediction (or suggestion); it was in fact
focusing on programming and not learning. The early stage of UI and the graphical
UI of the OSes at the time (Microsoft Windows 95, 98, 2000, NT) in combination
with the fact that not as many people used computers back then as nowadays, may
have contributed to the sunset of PBE. The web was just starting to appear, and
personal computers were not as widespread as they are today.
PBE at that stage took a toy-problem approach and simplified the underlying
mechanisms. Whereas complexity of an agent is a different topic, in the case of PBE
it may have been detrimental to the abilities of the agents. No machine learning
was used11, few (if any) AI-related models or algorithms were employed; let us not
forget that its focal point was extracting a sequence from the UI being replicated
for the UI or operating system.
However, PBE set the foundations for much of what is imitation learning in
AI today: it described the example extraction process as a MDP, it emphasised on
the need for multiple examples, it showcased how visual generalisation (and visual
UI interactions with agents) can be flexible and easy to use [Amant et al., 2001] and
that PBE can be used for domain-independent tasks or use spatial representation for
languages [Paynter and Witten, 2001]. Furthermore and perhaps most important
it reinforced the notion of using Symbolic representation and requiring a temporal
structure for procedures, and including the use of Semantics, and domain attributes.
11With the aforementioned exceptions of King [King et al., 1992] and Liebermann [Liebermann
et al., 2001]
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2.6.3 PBE: Differences from Imitation Learning
Evidently PBE was a subset of learning by example as it only focused on interfaces,
automation and programming. There are many similarities with the work presented
in this thesis, in fact we drew inspiration from Lieberman, McDaniel and Amant,
however imitation in AI is more than merely programming. PBE sets the basis on
using a visual interaction for creating examples, the need to use multiple examples,
the use of inference in transcribing user paradigms to an MDP, and raises the issue
of partial observability in the MDP/example.
Terminology issues aside (programming by example versus learning by ex-
ample) the major difference is that in Icarus engine (a cognitive agent) I focus on
learning which is enabled by deep reinforcement learning in combination with other
techniques; there is no focus on the UI, and the user-UI interaction is of little interest
to the field of AI.
2.7 Parsing and Understanding
The connection of NLP and NLU to CA and imitation is as follows. The exact task
which the CA is performing (the Icarus engine) is in fact parsing an input sentence
and projecting it to a KR, thereby creating a structured interpretation. The way
semantic and syntactic parsing works in Icarus is complex and will be analysed in
detail in subsequent Chapters. Notable research carried out in the fields of NLP and
NLU is described, in order to be able to compare and explain performance, accuracy
and design decisions.
2.7.1 Semantics
The word Semantics (from the Greek word ”seˇmantiko´s”) is the field which studies
meaning of words, symbols, tokens, signs and phrases [Ullmann, 1959]. Semantics
are a closely related to the study of Semiotics, a meaning-making process [Carnap,
1948]. In general the topics related to semantics are:
- Semantics: the relation of symbols, words or tokens and their meaning.
- Syntactics: categorical or taxonomic relation between sets of symbols, words
or tokens.
- Pragmatics: relation between symbols, tokens or words and agents using them
or interpreting them.
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From the above list it is evident that a cognitive agent deals with all three
items as well as Semiotics. However in order to avoid being epigrammatic I herein
refer to Pragmatics, Semiotics and Semantics as Semantics only. A distinction is
made from Syntactics since syntax is been treated differently in NLP and NLU12.
2.7.2 Distributional Semantics
The approach taken in distributional Semantics (also known as bag-of-words) offers a
point of view regarding phrases; this field has been governed by what is known today
as vector space models (VSM) and feature vectors [Turney et al., 2010]. The notion
behind feature vectors and VSM is based on attributes; the presence or absence of
words, tokens, symbols or pairs of those within a phrase or sentence. I denote a
sentence or phrase as a pattern p from herein, whereas use the word term t to define
tokens, words, symbols or signs. A VSM builds upon feature vectors; a feature vector
is a vector encoding the presence or absence of a term t from an index. The index
is a set of all known terms, words and symbols: S = {. . .},S 6= ∅. The cardinality
of that set |S| defines the lexicon or index size m; feature vectors use that size to
calculate the index or position of a term within the vector. The hypothetical index
vector shown in (2.29) indexes some names and the binary feature vector shown in
(2.30) denotes the presence or absence (in Boolean terms) of the respective name.
Sm =
[
Alex,Bob, Chris, John, . . . ,Xavier
]
. (2.29)
Vm =
[
0, 0, 1, 1, . . . , 0
]
. (2.30)
In the above example only the names Chris and John were present as encoded
by the vector Vm. Therefore feature vectors represent presence or absence and not
relation between terms such as words or symbols. The VSM builds on top of the
notion of feature vectors by creating a matrix, a vector of vectors. The matrix Am,n
where m is the lexicon size and n is the number of patterns p (phrases, sentences,
etc.) represents which terms t are present and which are absent, as shown in (2.31).
Am,n =

p1t1 p1t2 p1t3 . . . p1tm
p2t1 p2t2 p2t3 . . . p2tm
p3t1 p3t2 p3t3 . . . p3tm
...
...
...
. . .
...
pnt1 pnt2 pnt3 . . . pntm

. (2.31)
12For example, Semantic and Syntactic parsing are not the same process.
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In the above matrix Am,n columns are terms and rows are patterns; we can
therefore retrieve attribute similarity between patterns, using the formula shown in
(2.32) as described in the VSM literature [Turney et al., 2010].
Sim(Vi|Am,n) = Am,n · Vi‖Am,n‖ · ‖Vi‖ . (2.32)
The equation shown in (2.32) results in a vector of cosines: degrees Θ of
similarity of the queried vector Vi respective to all other vectors (rows/patterns p)
in matrix Am,n as shown in (2.33).
Sim(Vi|Am,n) =
[
cos(Θp1), cos(Θp2), cos(Θp3), . . . , cos(Θpn)
]
. (2.33)
From equation (2.32) and the produced vector of similarities shown in (2.33)
it is evident that a VSM relies on the presence of terms, tokens, words, symbols in
order to calculate similarity. Fine tuning of VSM often uses term-frequency-inverse-
document-frequency (tf-idf) [Turney et al., 2010] by penalising frequently appearing
tokens and biasing towards infrequent ones. Other optimisation techniques include
lemmatising and stemming [Jivani et al., 2011], techniques which shift the morphol-
ogy of terms t by grouping them or reducing them to their inflicted forms [Jurafsky
and Martin, 2000].
2.7.3 Relational Semantics
Contrary to Semantics based on attributes (as discussed in 2.7.2), relational Seman-
tics take a taxonomic, categorical or structured approach, and examine relations be-
tween terms, words, tokens or symbols. The pronounced tool used for such research
is Word-Net [Fellbaum, 1998]; it is a lexical database which organises words into
tree graphs. Hypernyms are trees which are produced when querying specific words
and produce a tree going towards the most abstract or general term, the root of
the graph, e.g., super-ordinates or super-classes. Hyponyms are tree branches, and
are produced when querying words which are more specific, e.g., sub-ordinates or
sub-classes. Synonyms as the term implies, are other words which are synonymous
to the query.
In Figure 2.15 the query is shown in the centre of the graph. The graphs
acquired by WordNet are Hasse graphs: mono-directional and ordered. Each hy-
pernym, hyponym or synonym appear as blocks; in actuality WordNet groups those
words as layers, however multiple layers may exist at the same level, creating forks
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Figure 2.15: WordNet Semantic Tree Graph.
or branches semantically diverging from the same-level groups. The most abstract
and general root layer is also shown; those are the taxonomies decided by the lexi-
cographers who created WordNet [Fellbaum, 1998].
One of the limitations of this approach is that a lexicographer is needed;
a human user who will organise, categorise and place the words in their correct
taxonomies, in their respective positions. The implication which arises from the fact
that although a cognitive agent may use semantic graphs such as the one one shown
in Figure 2.15, is that the use of WordNet may be non-beneficial if it encounters
unknown words, particles which are not indexed in WordNet, or other neoterisms,
abbreviations, slang words or even words often used in Twitter or other online social
media.
Google recently offered word-2-vec [Mikolov et al., 2013a,b] a solution to the
aforementioned limitations, which uses CBOW [Mikolov et al., 2013c] (continuous
bag of words) and/or Skip-gram [Guthrie et al., 2006]. Furthermore, word-2-vec
assumes the role of the taxonomist; it observes and parses big data (extremely large
datasets of text) and infers Semantic similarity between words as a vector. Google
was not the first to offer this approach, earlier work [Dahl et al., 2012] has seen the
use of RBM with n-grams.
A distinction which must be made is that word-2-vec is not a lexicographer;
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albeit a lot more flexible than WordNet, it also is fallible to the limitations of the
dataset used to train it, e.g., dealing with unknown words. The implied advantage
is that word-2-vec may be trained on data, and thus this could potentially be an
automated procedure which would not require a human user (the lexicographer)
since it relies on observing samples.
A hypothetical scenario in this case would be to combine WordNet and word-
2-vec in order to complement each-other, or even use multiple instances of word-2-
vec which are trained on multiple data-sets in order to obtain a better mapping of
Semantic relations in a domain.
The stark difference between them is that WordNet produces a graph which
we can traverse and iterate in order co calculate the semantic similarity [Agirre
et al., 2009; Jiang and Conrath, 1997; Rada et al., 1989] as we see fit; word-2-
vec insted creates vectors. The fact that a graph encodes that information for us
to explore allows the use of multiple approaches to quantifying the information of
similarity [Lin, 1998]. On the contrary, word-2-vec provides a vector of values for
the agent to consume; those vectors are classified by neural networks, obtained by
models using the distributional semantics hypothesis (see 2.7.2). The issue with this
approach is that a word-2-vec vector may encode or represent values in a different
scale or manner than the one we intend to use with WordNet.
2.7.4 Part of Speech Tagging
Syntactic processing in NLP often uses part-of-speech tagging (POS or POS-tagging)
which is a family of different algorithms and models with the aim of grouping words
into Tree-Bank grammars [Charniak, 1996]. That is a set of 36 POS tags identifying
specific categories of words and digits; it is a taxonomy based upon grammatical
properties. The complete list of POS tags is shown in the Appendix (A).
Throughout this thesis, I use laPOS [Tsuruoka et al., 2011] (look-ahead POS
tagger) which uses training models in order to predict correct POS tags. It is highly
accurate (97.22% on the WSJ corpus) and the only one written in C++ and open-
sourced.
2.7.5 Semantic and Syntactic Parsing
Parsing in NLP and NLU is a process; it usually processes text and produces some
kind of output [Socher et al., 2013a]. More often than not the output has been a
Penn Treebank tree [Charniak, 1996], and in most cases it is a KR structure such
as an MRL. It is often partitioned into two distinct categories: Semantic parsing
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and Syntactic parsing. Often those two approaches are combined [Kambhatla, 2004]
mostly due to the well known problem of ambiguity [Gorrell, 2006] an issue en-
countered by us human beings [MacDonald et al., 1994] as well as AI algorithms
[Trueswell et al., 1994]. Parsing is often a task of relation extraction from the data
[Mintz et al., 2009; Culotta and Sorensen, 2004]; it may also be a task of concept
extraction [Villalon and Calvo, 2009] and in specific scenarios it can include both
[Abebe and Tonella, 2010].
From concept and relation extraction, the task of concept mining [Looks
et al., 2007; Bichindaritz and Akkineni, 2006] is closely related, whereupon algo-
rithms or models attempt to extract or discover concepts, concept maps, or knowl-
edge by using ontology [ Lawrynowicz and Potoniec, 2011]. One of the most frequent
application scenarios of parsing is data-mining [Cabena et al., 1998], which when
targeting specific types of data becomes knowledge extraction. Parsing onto a KR,
MRL or other type of representation is often called dependency parsing, sentence
modelling, or machine reading but for our intents and purposes we use the umbrella
term NLU.
Other application scenarios vary: parsing may be used for sentiment analysis
[Liu, 2012; Wilson et al., 2005; Nasukawa and Yi, 2003], text classification [Bloe-
hdorn and Moschitti, 2007; Zhang and Lee, 2003; Cavnar et al., 1994], dialogue
systems [Vlachos and Clark, 2014], machine translation [Andreas et al., 2013; Wong
and Mooney, 2006] and many more. Furthermore, there exists shallow parsing and
deep parsing and the manner each one is implemented ranges by employing meth-
ods across the broad spectrum of modern AI. Regardless of the application domain,
there appear to be four core elements to parsing:
- Parsing based on Syntax.
- Parsing based on Semantics.
- Parsing for information retrieval or knowledge extraction.
- Parsing for classification or prediction.
The first two items are self-explanatory; various researchers argue about
their choices and often use one or the other, or even combine both approaches.
The latter two items are somewhat hard to distinguish; research often focuses on
extracting information or knowledge which later is re-used (such as when indexing
books [Zhong et al., 2011], data-mining health-related data [Croitoru et al., 2007],
parsing clinical data [Campbell and Musen, 1992], or simply text-mining [Montes-y
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Go´mez et al., 2002]). However, classification or prediction appears to aim towards
associating a parsed input to an output, as for example in the case of sentiment
analysis or dialogue systems, in which case the parsing mechanism serves the purpose
of enabling classification or prediction. Those application domains have to use
similar mechanisms and although the implementation model may vary, it is the
process we’re interested in, and not the domain itself.
2.7.6 Implementing Parsing and NLU
Current state-of-the-art only recently made significant breakthrough, some of it
attributed to deep learning. The most recent breakthrough is from Google [Andor
et al., 2016; Weiss et al., 2015; Zhang and McDonald, 2012] and the use of its
TensorFlow13 library as used by SyntaxNet14. Google relied mostly on POS tagging
(the Parsey McParseface POS tagger) rather than Semantics, yet achieved the best
F1 scores to date (F1 results range from 94.44% on news data, 95.40% on question-
answers and 90.17% on web data).
Other state-of-the-art is the research and platform by the spaCy [Honnibal
and Johnson, 2015] start-up in Germany. Current software, tools and platforms
considered state-of-the-art are shown in Table 2.1; for a full list and analysis Choi
et al [Choi et al., 2015] have gauged performance, accuracy, speed, etc., yet some
platforms have been renamed, and some appear to be unmaintained or deprecated
since then.
Name URL
Deep-Syntactic Parser https://github.com/talnsoftware/deepsyntacticparsing
MaltEval http://www.maltparser.org/malteval.html
NLP4J https://github.com/emorynlp/nlp4j
RedShift https://github.com/syllog1sm/Redshift
RBGParser https://github.com/taolei87/RBGParser
SNN http://nlp.stanford.edu/software/nndep.shtml
SpaCy https://spacy.io
SyntaxNet https://github.com/tensorflow/models
TedEval http://www.tsarfaty.com/unipar
TurboParser http://www.cs.cmu.edu/~ark/TurboParser
Table 2.1: State of the Art NLU Software Tools.
Dependency parsing (hereinafter NLU) has seen some very innovative re-
search using mechanisms which were tailored for computer vision such as CNN
13https://www.tensorflow.org
14https://github.com/tensorflow/models/tree/master/syntaxnet
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[Kalchbrenner et al., 2014] or DNN [Grefenstette et al., 2014]. TensorFlow in Syn-
taxNet allows the use of both deep and shallow neural networks; Google’s work used
deep networks with sparse input [Weiss et al., 2015] in combination with Graph-
based parsing. They also compared shallow networks [Andor et al., 2016] with one
to two hidden layers to Long-Short-Term-Memory (LSTM) networks [Zhou and Xu,
2015], a special type of RNN often used in NLP. From Table 2.1 we’ve investigated
much of the research work and implementation methods: most researchers also focus
on Syntactic parsing rather than Semantic, a considerable amount of work relies on
tensors [Clarke, 2015; Lei et al., 2014], machine learning [Ballesteros et al., 2014;
Chen and Manning, 2014], whereas others use some form of inference [Zhang et al.,
2014b,a; Martins et al., 2010] often probabilistic, Heuristics [Martins and Almeida,
2014; Martins et al., 2013; Tsarfaty et al., 2011; Bohnet, 2010], Statistics [Tsarfaty
et al., 2012a], or a combination of the above [Rasooli and Tetreault, 2015]. Notable
research has been carried out by Standford University [Berant and Liang, 2014] using
paraphrasing and VSM on question-answer scenarios and recurrent neural networks
(RNN) on Treebanks [Socher et al., 2013b], albeit not as well performing as the
aforementioned work and tools.
More traditional approaches have used probabilistic or statistic approaches
such as statistical machine translation (SMT) [Andreas et al., 2013; Wong and
Mooney, 2006] often with some kind of Heuristic algorithm or kernel [David L. Chen,
2010; Chen and Mooney, 2008] or inductive logic [Tang and Mooney, 2001]. A large
amount of research has focused on ML-models [Pradhan et al., 2004] such as support
vector machines (SVM), RNN [Socher et al., 2011], neural-based conditional ran-
dom fields (CRF) [Durrett and Klein, 2015] a hybrid approach of statistics and ML,
whilst other hybrid approaches use neural networks, SVM and Semantics [Liang and
Potts, 2015] or tensors [Clarke, 2015] (e.g., feature vectors from detected patterns).
Older research in parsing was mostly based on programming: Algorithms,
Heuristics and logic [Shi and Mihalcea, 2005; Culotta and Sorensen, 2004], then mid
early 20th century a shift towards Statistics took place as evident by the develop-
ment of WASP [Wong and Mooney, 2006] and its later variants [David L. Chen,
2010] which combined statistical alignment with Heuristics, or other similar work
based on Statistic-Heuristics [Och and Ney, 2003], such as DAGGER [Davies and
Edwards, 2000], TextRunner [Yates et al., 2007; Etzioni et al., 2006], and DIRT [Lin
and Pantel, 2001a,b]. Older systems and Algorithms relied on alignment, inference
and rule extraction [Dinu and Wang, 2009; Szpektor and Dagan, 2008], and even
the latter systems which combined Statistics and Heuristics (such as WASP) were
prevalent until the end of the previous decade.
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At the same time that research in NLU started focusing on ML and its mod-
els (late first decade of the second millennium) a plethora of new approaches started
appearing such as the use of reinforcement learning based on DAGGER [Vlachos and
Clark, 2014] on action-selection (predicting arguments, dialogues, etc), the use of
imitation learning for prediction and classification of entities and relations [Vlachos,
2012], and unsupervised learning [Vlachos, 2011] which were not as accurate as cur-
rent state of the art, but entirely outside the norm, thereby offering new approaches
even as proof of concept.
2.7.7 Models and Algorithms in NLU
Apart from all the aforementioned approaches (ML, Heuristics, inference, Statistics
and probabilities) there are four core items which are highly relevant to imitation
learning and NLU:
- Decomposition into parts [Martins et al., 2011; Koller, 2014].
- Higher-order graph parsing [Zhang and Zhao, 2015].
- Structured inference and graph factoring [Martins et al., 2010].
- Distance-based metrics [Tsarfaty et al., 2012b] dealing with segmentation
based on distance.
Decomposition in NLU usually refers to decomposing a MRL/KR into parts
from which the model can be trained, or from which learning can occur. There
have been proposed various techniques and approaches, such as dual decomposition
[Martins et al., 2011] which transforms combinatorial problems into convex hulls
[Martins et al., 2013].
Graph parsing is one of the two major approaches in NLU/dependency pars-
ing, the other being transition-based parsing. In transition-based sentences are
parsed using shift-reduce sequences [Sagae, 2009; Sagae and Lavie, 2006]; in graph-
based parsing, tree graphs are decomposed into factors [Zhang and Zhao, 2015;
Nivre, 2003; Yamada and Matsumoto, 2003], and recreated as tree graphs (MRL or
KR). Dynamic programming has been used in combination with graph-based pars-
ing [McDonald and Pereira, 2006; McDonald et al., 2005a] where the criticism was
that inference in those approaches suffered from sparsity [Zhang and Zhao, 2015],
in which case approximation via neural networks was considered preferable. Dis-
tributed representation (or encoding) of the information via feature vectors or word
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embeddings, has been widely used to process sentences via neural networks [Morin
and Bengio, 2005] and deep learning [Collobert, 2011].
Graph factoring and structured inference is the process by which a hidden
structure of a graph is inferred [Martins et al., 2010], with multiple choices and ap-
proaches possible, such as the variational representations, approximating inferences,
and others. Distance metric as proposed and described [Tsarfaty et al., 2012b] deals
with the distance in tree graphs, and how it may be used for more accurate parsing.
Sub-problem solving [Martins et al., 2013] is the task of solving smaller problems,
rather than treating a sentence as a big problem.
A major component in parsing is shift-reduce [Sagae, 2009; Shieber, 1983]
which is deterministic, less accurate but usually a lot faster than statistic-based
approaches. A probabilistic-based shift-reduce [Sagae and Lavie, 2006] has also
been implemented, attempting to address accuracy. The shift reduce algorithm is
an operation which moves forward onto the text or graph, without reversing; at any
moment in time it creates trees or sub-trees of the graph. It may be using rules,
probabilities, precedence or other control methods and may be used in combination
with look-ahead, e.g., examination of future items, before making a decision at the
current item.
In comparison to shift-reduce, a beam search [Zhang and Clark, 2008; Lafferty
et al., 2001] is the exploration of a graph by expanding the most probable nodes and
edges; it may be based on best-first search [Korf, 1993] and it can be Heuristic.
Normally the parser stores a fixed amount β of best states as it explores the graph,
and it may be used in combination with shift-reduce [Zhu et al., 2013].
2.7.8 NLU Performance and Issues
One of the most severe issues in parsing and NLU is ambiguity [Gorrell, 2006;
Trueswell et al., 1994]. Ambiguity appears to be mostly encountered in syntac-
tic parsing, due to the fact that categories or taxonomies may contain words which
contradict other samples from the training data, and is not a phenomenon observed
only in NLU; human development also learns to deal with ambiguity [MacDonald
et al., 1994].
Other issues relate to the higher order of the sparse information encoded in
a graph; e.g., the structure, the representational complexity which when reduced
for parsing becomes more problematic at learning and mapping [Zhang and Zhao,
2015].
The performance of NLU is often measured using the F1 score [Brodersen
et al., 2010], although different variations of the formula shown in (2.34) do exist.
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F1 = 2 · precision · recall
precision+ recall
. (2.34)
Actual F1 scores reported have steadily increased the past 5 years; whereas at
the end of the previous decade the state-of-the-art ranged within 80% to 90%, nowa-
days the scores range above 90% with SyntaxNet having achieved some of the highest
scores [Andor et al., 2016], 94.44% on news data, 95.40% on question-answers, and
90.17% on web data as mentioned earlier in Section 2.7.6. NLU accuracy is ap-
proaching POS tagging accuracy: Google’s Parsey McParseface achieved 97.77%
on news data [Andor et al., 2016], whereas the laPOS tagger [Tsuruoka et al., 2011]
was at 97.22%. There exists a correlation between NLU and POS tagging accuracy;
since NLU uses the syntactic attributes (syntactic parsing) it is plausible that a
propagation of errors from POS results in lower NLU scores. We’re also observing a
saturation of scores: more and more research work is pushing the scores upwards but
the increments are becoming smaller, it is thus possible that the field has reached
a plateau or a saturation point and there will be very little increase in accuracy in
the near future.
Other metrics are also relevant, such as parsing speed and training time,
Choi et al [Choi et al., 2015] offer a highly analytical review of the current tools and
provide plethora of information. Perhaps the most undervalued and simultaneously
most avoided topic in NLU is sentence length. It is reasonable that sentence length
would affect both performance and accuracy, but Choi et al demonstrate that all
parsers perform well with sentences under 10 words long, but accuracy declines
for all parsers when given sentences with large word count. Whilst the group of
examined parsers achieved F1 ranging from 93.43% to 95.50% for less than 10 word
sentences, for sentences with 20 words that range is 90% to 93%, for sentences with
30 words it is 87% to 92%, and for 50 words it is 81.66% to 86.61% [Choi et al.,
2015, 392].
2.8 Background Conclusion
In this Chapter I have described the history and related research to my work. Fur-
thermore, a logic continuation has been established with related sub-fields of AI:
Neural Networks, Deep Learning, Reinforcement Learning, Semantic, Syntactic and
Dependency parsing, Semantics and Cognitive AI.
The work presented hereinafter is both inter and intra-disciplinary. I have
used research contributions from the human child development, from imitation in
nature, as well as from across various AI fields and topics. Although such an ap-
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proach comes with a certain risk, it was a necessity in order to address and recreate
certain attributes occurring in nature and humans and then use various AI models
forming pieces of a puzzle which simulates an imitating mechanism.
Other fields of AI which have not been described, such as Robotics or Ar-
tificial Life, are remotely related yet outside the scope of this thesis; whilst they
may be related to imitation they deal with either physical agents (robots) which are
focusing on sensorimotor imitation (learning of physical sequences) and Artificial
Life focuses usually on the evolutionary processes which could enable imitation. As
such, not much background research has been carried out in those fields.
The larger picture described in this Chapter follows a specific route, from
human Psychological development and epigenetic traits, to programming by exam-
ple, which is implemented using a cognitive agent through artificial neural networks
and reinforcement learning. The outcome is a cognitive agent which performs NLU:
Semantic, Syntactic and Dependency parsing. It should be noted that the field of
NLU experienced tremendous progress whilst this PhD was underway; from 2012 to
2016, dependency parsing explored the use of deep learning by corporations such as
Google, Yahoo, IBM and Microsoft, whereas performance of those systems steadily
increased.
However, the reader should not confuse the work described here as research
on NLU; it is research focusing on artificial mechanisms which enable imitation;
it was a conscious choice to implement and compare an agent doing NLU parsing,
because at the time it was a field considered extremely difficult and had the potential
to showcase the real applications of imitating cognitive agents.
In the following Chapter the theoretical basis and the actual design of the
Icarus agent and how each of the models, algorithms and technologies mentioned in
this Chapter are being used, are described in detail.
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Chapter 3
Theory and Agent Design
In this Chapter, I present the theoretical foundations upon which the Icarus engine
was designed, and how each decision relates to either PBE, NLU, CA or human
developmental psychology and imitation. Furthermore, I describe in detail every
mechanism at its formulaic level and then refer to previous literature. Finally, I
show how each piece of the puzzle fits together, and what algorithms enable those
pieces to function in tandem. The Figure 3.1 shows the overall agent design in a
process-flow, its components and processes, and how they are pieced together to
enable the cognitive functionality.
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Figure 3.1: Icarus Engine Blueprint.
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The left side of the figure demonstrates the long-term modules and processes
whereas the right side of the figure contains the short-term modules and processes.
Most of the modules, memory and processes deal with long term functionality, and
only the entities operating on the input and output are residing in the short term
partition of the agent. The short-term entities deal with episodic memory and
the algorithms associated with it: the decomposition (”Dec”), inference (”Infer”),
rewarding (”R”) and decision processes (”D.P”).
The learning process is shown as (”Learn”) in Figure 3.1 and relies on episodic
memory from which graphs are obtained; it uses the Q-learning update rule (see
equation 2.26) and data mines them (”Miner”) in order to extract samples. The
mining process also encodes samples for the deep and shallow networks which are
then used to classify actions. From the samples extracted the Statistics memory is
updated, which in turn uses probabilities (”Prob”) which are then given as input to
neural networks. The mining process also populates the VSM with input patterns in
order to enable approximation via attribute frequency. The agent also uses WordNet
from which it heuristically (”Heur”) extracts semantic graphs, those graphs are
encoded (”Enc”) for the neural networks, or used directly by the decision process
(”D.P”). Last but not least, the neural networks are used to classify or predict
actions for the (”D.P”).
The core of the Icarus engine uses reinforcement learning which relies on
MDP and other sub-processes; each one analysed in the Sections hereafter. The
overall trend is to move knowledge acquired from information using qualia, e.g., from
short-term to long-term memory, and then re-use that knowledge as information,
in order to enable the short-term processes perform better and more accurately.
3.1 MDP as a Template for Learning
As already mentioned in Chapter 2, an MDP (a Markov decision process) is a
chain of states linked together by actions. I use this fundamental structure as the
backbone of the Icarus engine; the qualia (subjective experience) of the agent are
stored using MDP. The temporal-sequential process used by Icarus serves as the
short-term memory experiencing a decoded paradigm. It is implemented as an
episode using Q-learning [Sutton and Barto, 1998, 148]. Decoding, learning and
experience indexing are implemented using a MDP; the reasons being numerous:
- Development in human children is partially based on behaviourism and rein-
forcement [Skinner, 2014], adding the bonus of artificial biomimicking.
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- An MDP episode allows both internal as well as external rewarding; in turn
this enables the agent to both self-control reinforcement via observation or
accept 3rd party rewarding.
- Qualia [Haikonen, 2009] the subjective experience, maps observations, mean-
ing, knowledge via a Markovian state. It functions exactly as Haikonen de-
scribed it by encapsulating perception through the agent’s point of view.
- Meaning, representation, relation to information are also mapped to a state
[Haikonen, 2007], thus enabling perception and recognition in a temporal-
dynamic manner.
- Every criteria as described by Bandura [Bandura, 1986] is satisfied (discussed
in Section 2.2.2). The agent through perception and imitation produces a
model via the MDP, the process retains the symbolic concept, the internal
models may provide responses, and reinforcement serves as the motivation to
re-use models.
- PBE has already established the use of MDP even partially observable as a
process which can learn from the demonstrator [McDaniel, 2001]. We expand
on that notion and showcase that partial observability and hidden states can
be infered accurately.
- Enactive representation becomes possible [Bruner, 2009] via both passive ob-
servation and external feedback.
- Google has demonstrated [Mnih et al., 2015] through deep RL/DQN that
human-level performance is possible when combining RL with Deep Learning.
Albeit this was not my original motivation, it supports the adoption of RL as
the template mechanism.
3.2 Paradigm Decomposition and Training
The basic functionality of the high-level imitation mechanism is shown in Figures
3.2 and 3.3. In the first one the agent is acquiring or observing the example, and
in the second the agent is recreating the example. This process forms the qualia
as it is a subjective experience, constraint by the agent’s long-term knowledge and
perceptive abilities.
The observation-recreation via paradigm forms the training phase; a form of
learning using inferred episodes from the observed example. This must be noted:
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cat matonobserves
Figure 3.2: Agent Observes Example
recreates
Figure 3.3: Agent Recreates Example
the actual example provided by the demonstrator may differ from the one the agent
internally perceives, that is the key factor making the experience subjective.
As per the PEB and NLU literature, the example must be analysed, de-
composed and factored into the constituent primitives of the domain (in this case,
words or terms and their relations). The process of decomposition via inference has
been explored in both PBE and NLU and is a logic-heuristic sub-process; it may be
taught or it may be genetically enabled such as primitive decomposition in humans
[Pirri, 2005; Biederman and Gerhardstein, 1993]. For my intents and purposes I
did not invest in evolutionary computation to evolve a program that performs de-
composition, so that it would have been evolved similar to the imitation mechanism
in nature. Because decomposition may not rely solely on behavioural development
we opted to heuristically program it; arguably a more elaborate approach would
have been to learn to tokenize and decompose in an unsupervised manner [Wrenn
et al., 2007], however such an approach would induce and propagate additional er-
rors from tokenization to part-of-speech tagging and parsing. In Icarus engine, the
decomposition process is shown in Figure 3.4 for the example phrase ”cat on mat”.
The current decomposition in Icarus is a white-space tokenization of the
sentence [Jurafsky and Martin, 2000] and a decomposition of the observed graph G
into its primitive constituents: nodes and edges. The observed graph is analysed
into three sets: concepts C, relations R and edges E.
Gt =

Ct =
{
Cat,Mat
}
Rt =
{
On
}
Et =
{
[Cat,On], [On,Mat]
} . (3.1)
We use the subscript/index t which is a time-step; because a state st is
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cat maton
Figure 3.4: Agent Decomposes Example
described by a graph G, each graph instance within the episode is also indexed by t.
The graph Gt is a bipartite directed graph [Sowa, 1999] G = (N,E) where N are the
nodes and E are the edges. I denote the graph as Gt = (Ct, Rt, Et) and therefore
by extension the state st = (Ct, Rt, Et).
The order of the node pairs forming an edge e defines the direction, e.g.,
e = [Cat,On] is different from edge e = [On,Cat]. The order of the edges in
the Edge set is equally important; in this example the edge set order must be
E =
{
[Cat,On], [On,Mat]
}
and not E =
{
[On,Mat], [Cat,On]
}
. In comparison,
the node sets are unordered sets and I do not attribute importance to their order of
appearance, e.g., C =
{
Cat,Mat
}
and C =
{
Mat,Cat
}
are the same.
There are other benefits in using a Markovian state and the MDP as the
foundations of a cognitive agent. The most important aspect is the fact that I may
combine Symbolism such as the KR with ML seamlessly in a temporal manner. The
manner in which we combine a symbolic concept, in this case a KR and in specific
a conceptual graph (CG) is best demonstrated in Figure 3.5 where the phrase ”cat
on mat” is being parsed.
The process of populating each subsequent Markovian state st is done via
shift-reduce [Zhu et al., 2013]. A list of tokenised words from the input sentence is
reduced by the agent who is deciding if each word (hereinafter referred to as a term)
is a concept or relation as per the conceptual graph literature [Sowa, 1999], thereby
populating a graph with nodes.
Similarly, the process of creating edges (or arcs) between the graph nodes is
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Figure 3.5: Shift-Reduce Graph Polulation
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Figure 3.6: Shift-Reduce Edge Creation
a graph manipulation, whereby the agent decides which nodes in the graph should
connect with each-other, shown in Figure 3.6. Both Figures 3.5 and 3.6 form an
episode, and the terminal (last) state of that episode contains the product of that
process. All previous graphs in various time-steps t are ignored as short-term mem-
ory manipulations and although stored they only serve the purpose of subjective
experience. Long-term memory uses the terminal state’s graph, the final graph
which is stored in the knowledge base.
Therefore the MDP encapsulates a complex shift-reduce episode where the
actions at manipulate the state’s st graph Gt. In the event where the agent is
being trained, the actions at are inferred by having reduced the graph into its prim-
itive components; each component constitutes an action. Only during testing does
the agent evaluate and re-use its experience and knowledge where actions must be
decided by approximation and classification rather than inference. The following
differences are what make this agent an imitating entity:
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- The agent learns by observing examples provided by human users. Thereby,
the agent requires decomposition of the paradigms, into a qualia MDP episode.
- The agent may explore graph creation trees similar to a beam search. In this
scenario, the agent can explore diverging states and actions and end-up at a
variable amount of terminal states.
- The agent rewards itself after training by observing if the re-created graph of
an episode is the same as the example given. Thus the imitation is in fact
observation and the agent must infer hidden or partially observable states.
- The agent, after being rewarded can follow existing policies, or approximate
them. Reuse of experience and knowledge enables the agent to satisfy the
cognitive agent criteria.
3.3 Rewarding and Evaluation
After the agent has re-created an MDP episode by decomposing an example, it
examines if the output graph is identical or isomorphic to the one that was provided
as the example. If those two graphs are indeed identical or isomorphic then the
agent proceeds to self-reward itself positively: it updates the generated episode
by reinforcing it with a reward rt = r(st, at) = 1. It then proceeds to update
the episode’s policies using the Q-Learning update equation (2.26). Should the
reproduced output graph not match the input example graph, then the implication
would be that the decomposition process failed.
Contrary to the training procedure, evaluation tests the agent by providing a
sentence input only and expecting a graph output which is isomorphic to the correct
graph1. The methodological approach assigns a correct graph to each sentence,
yet during evaluation the graph is not provided to the agent, until the agent has
produced an output graph.
This evaluation process is a non-binary classification task: the agent is given
an input pattern (sentence) pi and produces an output graph G
yˆ
i representing input
pi, with i indexing the pattern and respective graph. The assigned and assumed
correct graph Gyi is compared to the produced G
yˆ
i and thus it is possible to quantify
similarity between conceptual graphs.
The difference of the two graphs ∆Gi = G
y
i −Gyˆi is used as a precision score;
the agent however infers its own performance in Boolean terms and rewards itself
1Correct as ascertained and described by the trainer or demonstrator.
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with a 1 or −1 depending on the outcome, as shown in the pseudo-code in Algorithm
1.
Algorithm 1: Self-Rewarding Behaviour.
Input: Gyˆi , G
y
i
Output: Boolean
1 ∆Gi ← Gyi −Gyˆi ;
2 if ∆Gi = 0 then
3 return True ;
4 else if ∆Gi 6= 0 then
5 return False ;
3.4 Episode Iteration and Inference
Creating an episode and then iterating it requires the use of deterministically infering
the next state st+1 when taking an action at for state st. Furthermore in this scenario
the agent is being evaluated ; should it have experienced this episode before it would
already have been taught which policies to follow. Because the episode is new the
agent has to find similar state(s) and action(s) and approximate which is the best;
we refer to this function as the decision-making process. If the agent decides that
no further actions are possible or should not be carried out, then no new states can
be created, and thus the episode has ended.
Algorithm 2: Agent Episode Iteration.
Input: pi
Output: Gyˆt (pi)
1 st=0 ← Root(pi) ;
2 while ∃(at)← Decide
(
max
a
Q(st, a)
)
do
3 st+1 ← Infer(st, at) ;
4 st ← st+1 ;
5 t← t+ 1 ;
6 return Gt ;
The episode iteration and graph generation process is shown in pseudo-code
in Algorithm 2. In this case the agent keeps generating states after deciding on an
action at for the current state st. It does not diverge into a beam search[Zhang and
Clark, 2008] or following multiple graph exploration, but instead tries to maximise
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the best possible policy max
a
Q(st, a). Whereas the result of the agent’s action at
leading to st+1 is deterministic, the decision to take an action may not be; that is one
of the advantages of combining RL with other models: the manner in which decisions
are made may be heuristic, semantic, statistics-based, machine learning-based, etc.
3.5 Decision Making and Policy Approximation
The part of the agent that performs action-selection is a process of the agent which
can be implemented using different algorithms. Its sole purpose is to estimate or
approximate the best policy max
a
Q(st, a) when the episode is new and has not been
experienced before.
In cognitive agents and autonomous systems alike there is a need to re-use
experience and background knowledge, whether it is qualia or information acquired
through trial-and-error. Basing future action-selection on previous experience is
crucial to autonomous agents [Lawniczak and Di Stefano, 2010; Haikonen, 2009,
2007].
For our intents and purposes we assert that approximation is used during
exploration; during that phase the agent is processing unknown or partially unknown
input and re-use of previous knowledge and experience is highly desirable. Exploring
the entire state and action space is avoidable; previous Q-policies of similar episodes
can indicate future actions, ergo the agent may infer those actions using a variety
of models and algorithms.
Similar to Google’s DQN and their combination of RL and CNN, the Icarus
engine uses a sub-routine approach in addition to reinforcement learning. The core
notion behind the decision-making sub-routine is as follows:
- A new episode is generated (if not previously experienced).
- States are created (as described in Section 3.1 using shift-reduce).
- Actions are approximated (if no known policies exist).
Therefore the action creation process is differentiated from the state creation
MDP. Whereas the states st are manipulated on a symbolic level, actions are ma-
nipulated using Heuristics, probabilities, Statistics and ML. This scheme is depicted
in Figure 3.7.
The relationships described in Figure 3.7 are:
- State st is given as input to the decision making mechanism.
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Figure 3.7: Agent as a Decision Maker.
- Decision making relies/uses part of the long-term memory.
- Actions are the output.
- Actions are indexed and associated with the respective state st in the episode.
The long term memory (also shown in Figure 3.7) consists of statistical in-
formation and probabilities obtained and inferred from observations based on the
training samples. It also uses Semantic graphs to establish relations between terms
and nodes, as well as a VSM to find similarity between episode sentences. Last but
not least, the long term memory is made up of multiple deep networks used to control
the decision-making process. The agent is able to analyse the actions taken during
training and associate or index frequency of node conversions and edge creations.
Differentiating between short-term and long-term memory is described in
both the Icarus architecture [Langley et al., 2009] as well by Haikonen [Haikonen,
2003]. Arguably modern computers are not constrained by memory as it has become
cheap and abundant, therefore that differentiation is mostly done for optimisation
reasons (e.g., faster lookup and indexing). For our intents and purposes, short-
term is considered the MDP and the related episodes learnt or created, whereas
Statistics, probabilities, Semantics, neural networks and such are all part of the
long-term memory, as shown in Figure 3.8.
In the Icarus blueprint (Figure 3.1) a greater amount of detail was shown,
whereas in Figure 3.8 the components related to the decision making mechanism
are the only ones shown. The components involved within the decision making pro-
cesses, are the Semantic, Statistics, Vector Space and Neural (associative) memory.
Each one serves a distinct purpose, and is accompanied by a group of algorithms
responsible for populating, updating, training, manipulating and propagating in-
formation and meta-data from the long-term towards the short-term entities and
processes.
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Figure 3.8: Decision Making Process.
Choosing to approximate the best candidate state at each moment in time t,
transforms the decision making process into a predictor, a classifier or an approx-
imator. Actions are generated by the agent without any external input; the agent
controls what it learns, we only parametrise the learning mechanisms, this has as a
result a faster parsing time and an autonomous agent.
Algorithm 3: Non-Greedy Behaviour.
Input: st
Output: at
1 Q(st, at)← Find
(
max
a
Q(st, a)
)
;
2 if @
(
Q(st, at)
)
then
3 Q(st, at) ∼ f
(
max
a
Q(st, a)
)
;
4 return at ;
5 else if ∃
(
Q(st, at)
)
then
6 if Q(st, at) > 0 then
7 return at ;
8 else if Q(st, at) ≤ 0 then
9 Q(st, at) ∼ f
(
max
a
Q(st, a)
)
;
10 return at ;
The pseudo-code in Algorithm 3 demonstrates how the agent iterates and
performs approximation; the term non-greedy implies that the agent will not greedily
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decide to ignore policies, but as shown in Algorithm 3 (line #2 to line #4) if there
doesn’t exist a policy it will opt to use an approximation function f . That function
addresses the issue of predicting or approximating the most suitable action at based
on the agent’s previous experience; the state st or policies Q are unknown. Whilst
the exact nature of the approximation function f is discussed in later Sections, it is
important to note that the agent may also use the same approach if it knows that
the policy values are negative (shown in Algorithm 3, lines #8 and #9).
3.6 Statistical and Probabilistic Approximation
A large portion of the agent’s memory indexes observations made on meta-data
mined from its knowledge base. Those observations are based on both the term
label as well as the term’s POS tag (e.g., Semantic and Syntactic observations).
The probabilities are acquired by observing how frequently an action is taken and if
an action is possible or not. We define two probabilities: p(e) for edges and p(n) for
nodes. In both cases the same notion is implied, for p(n) the probability of a term
being a concept or relation node, and for p(e) the probability of two nodes (concept
to relation, or vice versa) being connected by an edge. The p(n) is binomial; either a
term is a concept or a relation. However the probability p(e) relies on observations of
frequency and presence: (a) the query of whether two nodes have ever been observed
to be connected by an edge, and (b) how frequently is a specific edge observed. The
realisation of p(e) is shown in (3.2).
p(e) =
E(nink)∑
nink
. (3.2)
In formula (3.2) nink defines an edge from node i to node k whilst taking
into account the node types (concept/relation). Therefore
∑
nink is the sum of all
the observations when such an edge could have been created, e.g., the conditions to
create the edge were met: both nodes ni and nk were present in the graph. On the
contrary E(nink) is the frequency of observations when this edge was indeed created
when the conditions were met. The implication of the aforementioned notion is that
nodes may exist but edges do not always connect them.
Those probabilities further observe peculiar aspects of the nodes: (a) their
POS tag, (b) the term, label or word, and (c) the distance between the nodes inside
the sentence. The probability of a pair of nodes having an edge based on the term
is a Semantic approach; it implies that the probability is calculated based on the
meaning of the actual nodes, hence we define it as p(eterm) = E(titk), where term
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is a word, label, symbol or sign. Similarly, when the probability is based on a POS
tag it is in fact a Syntactic approach; ergo the probability is based on syntax alone
hence p(etag) = E(titk).
The last type of probability used depends on distance: we obtain the metric
distance between two terms inside the input sentence (pi) and using their respective
position the ∆ measures how far apart they are. Calculating the probability of an
edge based on the distance of the terms ti and tk respectively labelling the nodes ni
and nk, has a realisation similar to equation (3.2) as shown in equation (3.3) with
∆titk = tk − ti defining the distance between the terms.
p(e) =
E
(
∆titk
)
∑
∆titk
. (3.3)
Therefore the decision making on action creation can use a probabilistic ap-
proach; a large look-up table is computed after the agent is trained. That probability
look-up table enables a frequency/Statistic approximation based on prior observa-
tions; the observations being Semantic, Syntactic and distance metrics.
3.7 Semantic and Heuristic Approximation
As discussed in Chapter 2 and in Sections 2.7.2 - 2.7.3, Semantics have been used for
approximation: (a) finding similar episodes based on a VSM, and (b) finding similar
terms using WordNet [Fellbaum, 1998]. Indexing similar episodes uses the VSM as
described by the matrix in formula (2.31) and formulae (2.32) and (2.33). The
purpose of that VSM is to find highly similar episodes which should be considered
for examination, thereby cutting down search time.
The consideration process relies on Semantic relations (discussed in Section
2.7.3) and iterates in a breadth-first search [Lee, 1961] each Semantic tree-graph
layer accumulating the distance between graph layers. The iteration process aims
to discover that distance within the Semantic graph or graphs if intersecting them,
thus allowing the agent to quantify Semantic similarity between two terms ti and
tk.
The likelihood that a WordNet query will contain both terms is anecdotal and
empirically small, hence a solution is to use the union of two WordNet graphs, each
one produced by querying the respective terms/words. In Figure 3.9 two graphs are
queried, one for ti and one for tk.
Both terms have a common super-class node tr and thus their union creates a
new Semantic graph demonstrating how those two tree graphs are related. Iterating
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Figure 3.9: Semantic Graph Union.
upwards from graph G1 and then downwards towards graph G2 in what is shown as
the dotted arrows, is the Semantic distance metric vtitk shown in (3.4).
vtitk = v〈L1, L2, · · · , Lk〉 =
∑
~LiLk. (3.4)
From equation (3.4) the vector/path vtitk = v〈 ~ti, tk〉 originating from term
ti which is inside layer Li and is directed towards Lk which contains destination
term tk; therefore the size of vector/path vtitk defines how far apart those two
terms are inside the graph union. The iteration search accumulates layers traversed
(denoted with L) with O(|N |+ |E|) complexity [Lee, 1961]. The terms are searched
inside one of the hypernym layers since that is the way in which WordNet organises
the Semantic graphs; the principle upon which this Heuristic search is based is
information relation and Semantic relation [Agirre et al., 2009; Lin, 1998; Jiang
and Conrath, 1997; Rada et al., 1989].
Because WordNet returns senses ordered from most frequent to least frequent
Semantic graphs, the use of the sense index allocates a probabilistic importance as
to which Semantic relation path is most likely to be valid, as shown in (3.5). The
actual sense is a Semantic graph out of an ordered set of Semantic graphs, therefore
si(vtitk) is the sense graph indexed by the set subscript i.
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vˆtitk =
si(vtitk)−min
max(si(vtitk))−min
· vtitk . (3.5)
The scaling uses the index of the first Semantic graph as a bias or weight
thereby resulting in a normalised and scaled measure which takes into account both
sense order and graph union vector/path distance. The minimum values are indexed
by setting max the size of the sense set, and min as the last sense graph, thereby
biasing towards the first graphs which appear more frequently as Semantic graphs
[Fellbaum, 1998].
The above approach enables the use of Semantic relations in a taxonomic
method via Heuristics, so that terms in input sentence/patterns may be swapped.
The proposition as in most Semantic/Heuristic algorithms was that by discovering
similar episodes using a VSM and Semantic relations, the agent would be able to
infer similar Q(st, at) policies, based on substitution of highly similar terms. These
algorithms are described in detail in Chapter 5, as is their accuracy and performance.
3.8 Neural Approximation and Distributed Encoding
Using raw values from probabilities or Semantic similarity requires some kind of
filtering; simply put the agent does not a-priori know which values approximate an
action. In this scenario the probability values p(e) for edges (see 3.2) and distance
(see 3.3) are given as input to a shallow neural network, a network with one hidden
layer (Figure 2.6) two or three input nodes and two output nodes. The input nodes
use p(eterm) based on term probability, p(epos) based on POS tag and the normalised
and scaled distance (3.6). The actual distance is normalised using min-max normali-
sation, as shown in (3.6). The max(∆) is the maximum possible distance dictated by
the size of the sentence/pattern pi, whereas min is the minimum distance between
two terms (always set to 1 since term self-distance is zero).
∆ˆtitk =
(
k − i)−min
max(∆)−min. (3.6)
The miner process iterates the knowledge base e.g., the correct conceptual
graphs, and examines valid edges based on the aforementioned observations; thus it
generates samples which associate a probability to an edge action p(e) ↔ at to an
network output yi. The network input is thus a vector I of those values for sample
i, as shown in (3.7).
Ii =
[
p(eterm), p(etag), ∆ˆtitk
]
. (3.7)
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Using a shallow network has certain advantages: it is a simpler, smaller
network, fast to train. For the agent’s intents and purposes it is trained once and
evaluated multiple times; yet in realistic scenarios the user decides on which network
to use. An automated procedure can train and cross-validate the shallow network
multiple times, before selecting on which one to use. The shallow networks used are
two: (a) one which uses only p(etag) and ∆ˆtitk because the terms or one of the edge
terms are unknown e.g., never encountered before, and (b) one which uses all three
values as shown in (3.7). This form of encoding is distributed and non-categorical
[Picton, 1994]; the input values do not represent the presence or absence of a feature,
but distribute the probability value of an edge based on posterior observations.
The agent internally trains and uses those networks for the decision making
process. During evaluation all candidate edges for a state st are examined and the
networks filter each possible one at a time, resulting in a list of possible actions.
Algorithm 4: Neural-based Action Selection.
Input: st
Output: at
Data: candidates = []
1 for ni ∈ concepts(st) do
2 for nk ∈ relations(st) do
3 candidates[] = E(nink);
4 for ni ∈ relations(st) do
5 for nk ∈ concepts(st) do
6 candidates[] = E(nink);
7 for Ei(nink) ∈ candidates do
8 Ei = nink;
9 p(etermi ) = P (nink);
10 p(etagi ) = P (nink);
11 ∆ˆtitk = normalise(i− k);
12 Ii =
[
p(eterm), p(etag), ∆ˆtitk
]
;
13 yˆi = propagate(Ii);
14 if yˆi[0] ≥ yˆi[1] then
15 return at ↔ Ei(nink);
What the pseudo-code in Algorithm 4 showcases is how the edge selection
process (part of the D.P.) takes place; first all possible edge combinations are created
(called candidates) and then the neural networks act as classifiers deciding on which
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actions to filter and which not. The result is a MDP using neural networks for
the action selection; networks which are trained by the agent after it has acquired
the examples from the user. The only actual external involvement is the hyper-
paramaterisation of the networks. Therefore the neural network maps meta-data
acquired after learning and from that mapping it learns to classify actions.
The reason why the shallow neural networks are used as filters is their abil-
ity to approximate and classify the given input probabilities as suitable and non-
suitable. This approach is related to the meta-data obtained by the miner: it is
non-linearly separable [Elizondo, 2006], and thus a multilayer neural network is an
optimal model for indirectly detecting which input values to disregard and which
ones to use.
3.9 Deep Neural Approximation and Sparse Encoding
Contrary to the shallow networks described in Section 2.4.1 and Section 3.8, the
agent was also implemented using state of the art deep feed-forward neural networks.
The background and characteristics of deep learning were discussed in Section 2.4.3,
and hereinafter their use within the Icarus agent is analysed. Deep networks have
been researched extensively in the past 6 years, and an overwhelming amount of
publications suggest that they can be used for NLP, NLU and similar processes (see
Section 2.4.3 for a thorough analysis and citations).
The deep networks in Icarus form a cascade, meaning that networks propa-
gate their output to other networks. Whilst the outer networks perform an encoding
and classification function, the succeeding inner networks learn to classify likely-hood
output from previous networks.
The deep networks are capable of processing probabilities in a distributed-
encoding scheme similar to how the shallow networks function (see Section 3.8)
but have also been implemented by using a sparse encoding scheme, where a feature
vector is extracted by each conceptual graph. That approach has become a standard
in NLP and NLU, and as showcased by Google word2vec [Mikolov et al., 2013a] as
well as the research in the human neurobiology [Olshausen and Field, 1997], human
sensory processing [Olshausen and Field, 2004] and the human brain in general [Rolls
and Treves, 1990], it is generally admitted that sparsity offers advantages, such as
better pattern recognition and larger storage capacity. The field of deep learning was
inspired from the visual cortex [Cadieu et al., 2014; Lee et al., 2008] where hidden
layers are often more than 10 and some times up to 20, with millions of nodes and
billions of weights. Linearly and sparsely encoded scheme has demonstrated that
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even shallow networks can perform a lot better [Montalto et al., 2015] instead of
using distributed encoding.
The agent uses sparse binary feature vectors which are obtained by indexing
all nodes (concepts and relations) into separate lexicons; those networks deal with
classification of those node combinations and thus a network is used to classify
concept to relation edges, and another to classify relation to concept edges, and yet
another to classify POS tags to POS tags. The feature vector V is therefore as big
as the lexicon is: Vt indexes the Boolean representation of a term t and is σ long
where σ defines the magnitude/size of the vector. In order to encode both concepts
and relations, σ = ‖C‖ + ‖R‖ where ‖C‖ is the cardinality of the set of concept
nodes and respectively ‖R‖ is the cardinality of the set of relation nodes. Because
order of the terms defines the edge (see formula 3.1 and Section 3.2), inherently
the order of the sets also defines the edge classifier; when Vt encodes using the sets
‖C‖ + ‖R‖ this is a concept to relation edge, and vice versa when using the sets
‖R‖+‖C‖ it is a relation to concept edge. A POS tag to POS tag classifier does not
account for the Semantic meaning of the term t but only uses the tag set, therefore
only one deep network is used and the size of the set of the PENN tags is multiplied
by two. The cascade of deep networks is shown in Figure 3.10.
Deep Net
Concept/Relation
Deep Net
Relation/Concept
Deep Net
Tag/Tag
Deep Net
Edge Classiﬁer
Deep Net
Edge Classiﬁer
Δtitk
at
st
Figure 3.10: Deep Learning Cascade.
The advantages of using a cascade rather than a single network are the
following:
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- Any of the classifiers can be re-trained when the lexicon increases, without
requiring to re-train the rest of the networks
- Each classifier can be further optimised or replaced, without significantly af-
fecting the rest of them
- Outer classifiers learn to associate sparse encoded feature vectors with the
likely-hood of an action, respective to a specific edge order (concept to relation,
or relation to concept) ignoring distance and POS tags
- Inner classifiers are unaware of edge order or lexicon changes; instead they
learn to classify network output as appropriate actions
- Inner classifiers process the normalised distance of nodes/terms irrespective of
the lexicon size or edge order
Detailed analysis of how deep networks were implemented and how they
performed, are discussed in Chapter 5.
3.10 Semantic Approximation and Sparse Encoding
One of the large problems in neural networks dealing with NLP is the fact that
they need to be re-trained whenever the lexicon increases or changes. Accounting
for unknown terms (words, tokens, symbols, signs, etc) is not a straightforward
practice: either the network will not process unknown or new input, or it has to
be re-trained in order to expand the input vector in order to accomondate for the
newly indexed term or terms. A solution to this issue has been created; similar to
how Heuristic algorithms work using WordNet and the theoretical basis described
in Section 3.7, a Semantic distance metric kernel was developed in order to replace
sparsely encoded terms within a feature vector.
Ordinarily and as described in Sections 2.7.2, 3.9 and shown in formulae
(2.29) and (2.30), a feature vector is a vector of binary values. Reusing the notion
of similarity and information [Agirre et al., 2009; Lin, 1998; Jiang and Conrath,
1997; Rada et al., 1989] via the formula (3.5) a similarity metric is obtained for an
unknown to the network lexicon term ti, and a known to WordNet term tk. In order
to squash the value of vˆtitk the largest paths from both Semantic graphs Gi and
Gk are required. Using the maximum values max(Gi) and max(Gk) enables the
squashing of the normalised and scaled value to be obtained, as shown in (3.8).
v˜titk =
vˆtitk −min
(max(Gi) +max(Gk))−min. (3.8)
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Whilst the scaled and normalised similarity metric vˆtitk accounts for sense
bias, we transform the feature vector from a binary vector to a real-valued vector,
with a value of 1 indicating absolute similarity between terms, and a zero value
indicating no similarity at all, therefore the similarity value is min-max normalised
and scaled in a range of zero to one so that 0 ≥ vtitk ≥ 1 and vtitk ∈ R. In order to
convert the range of value so that it matches the directionality of non-similarity at
0, and full similarity at 1, we invert the squashed value from formula (3.8) as shown
in (3.9).
vtitk = 1− v˜titk
= {vtitk ∈ R‖0 ≥ vtitk ≥ 1}.
(3.9)
Thus the term swapping can be performed online after having trained a
network; instead of providing as input to the network the binary feature vector,
a Heuristic algorithm finds the most similar term tk to the unknown term ti and
categorically represents it using the vtitk in the deep network classifiers previously
shown in Figure 3.10. Therefore this approach uses WordNet to alleviate the problem
of dealing with unknown words without requiring the agent to train the deep network
again.
3.11 Conceptual Graph Output
Throughout this thesis CG are used as the medium of KR because they are the most
visually appealing; those graphs when demonstrated as a paradigm to the agent, are
generated on a web-UI from a human user (a knowledge engineer) and as such one
of the critical requirements was the use of a structure which was simple and easy to
manipulate. Furthermore, CG are simplistic and minimal models without an excess
of meta-data, such as RDF or OWL. Other advantages are the simple nature of
representing relations through nodes rather than edges, their expressiveness which
is similar to natural language and their accuracy and highly structural information
[Rasli et al., 2014; Zhong et al., 2011]. Researchers state that conceptual graphs
are intuitive and semantically sound means of knowledge representation [Croitoru
et al., 2007]. Last but not least, conceptual graphs have been demonstrated to offer a
computationally tractable and sound way of representing text and natural language
[Montes-y Go´mez et al., 2002].
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3.12 Metalearning and Knowledge Compression
The Icarus agent was designed to do more than parsing and understanding of lan-
guage onto KR. During the development my cooperation with Matthew Thorpe from
the Warwick Mathematics Institute saw the development of a theoretical extension
to Icarus which would allow it to abstract conceptual graphs, compress knowledge,
offer summary of text and further enhance its performance. Unfortunately due to
time constraints this module was never implemented and experimented with, al-
though the blueprints were published [Gkiokas et al., 2014].
3.12.1 Metalearning on Learnt Knowledge
The hypothesis of metalearning in Icarus is that an agent after having acquired
knowledge, can further manipulate that knowledge, alter it by compression, gener-
alisation or abstraction (thus generating rules or extracting patterns) which may be
more useful than the specialisations, e.g., the specific knowledge represented by a
graph. This notion implies that an agent doesn’t need to store all knowledge spe-
cialisations and instances, instead it can opt to group them by similarity, thereby
saving space, decreasing time complexity (access, search and insertion) when ac-
cessing knowledge, but most important to optimise its own knowledge acquisition
behaviour.
3.12.2 Grouping by Similarity
The metalearning process functions using VSM (Section 2.7.2) and by clustering
the VSM matrix (shown in formula 2.31). It iterates every row (a pattern pi) and
comparing it to all the other matrix patterns using formula (2.32), thereby producing
a new symmetric matrix Bm,n which defines how similar is each pattern to all other
patterns. All values in matrix B are min-max normalised in order to ensure the
same scaled range of similarity between zero and one. The matrix Bm,n is square,
e.g. m = n and is shown in (3.10), and the diagonal is set to one since each pattern
is identical to itself.
Bm,n =

(p1 ∼ p1) (p1 ∼ p2) (p1 ∼ p3) . . . (p1 ∼ pm)
(p2 ∼ p1) (p2 ∼ p2) (p2 ∼ p3) . . . (p2 ∼ pm)
(p3 ∼ p1) (p3 ∼ p2) (p3 ∼ p3) . . . (p3 ∼ pm)
...
...
...
. . .
...
(pn ∼ p1) (pn ∼ p2) (pn ∼ p3) . . . (pn ∼ pm)

. (3.10)
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We process matrix Bm,n using K-Means clustering [Hartigan and Wong,
1979], so that we minimise the distance to the cluster centres µi as shown in (3.11)
on derived dataset {xj}nj=1 where xi are the similarity values of pattern pn to all
other patterns.
n∑
j=1
min
i=1,...,K
‖xj − µi‖2 . (3.11)
The similarity group of patterns is therefore defined by associating each xj
with the centroid closest to it, i.e., ki = {xj : ‖xj − µi‖ ≤ ‖xj − µm‖ for all m =
1, 2, . . . ,K}. Estimating the number of clusters uses the number of dominant eigen-
values of the matrix B where B(i, j) = ‖xi−xj‖2. The result is a number of clusters
of patterns pi which group by attribute similarity and frequency, due to the fact that
the original matrix Am,n was a VSM.
3.12.3 Generalising Cluster Graphs
From the aforementioned procedure the input patterns can be categorised into
groups which are then generalised. Generalisation uses Semantic relational simi-
larity, as explained in Section 2.7.3, and using a variation of the formula (3.4). In
this instance the query is not from one specialisation to another (e.g., from one term
ti to tk) but from two different terms ti and tk to their common super-classes. The
algorithm generates new graphs which are based on two factors:
1. graphs must be isomorphic (e.g., have the same directed edges)
2. graphs must contain similar nodes
The premise is that by replacing the specialisation terms ti and tk labelling
nodes ni and nk in two structurally identical (same edges) graphs, then the newly
produced graph represents a belief, e.g., an inferred knowledge graph which has been
produced by abstracting node labels of very similar graphs.
The algorithm may produce multiple belief graphs but their population
should be smaller than the original number of graphs contained within the clus-
ter. Adjusting the distance metric or the number of clusters can result into smaller
groups within clusters which can be more similar, thus resulting in more homoge-
neous structural similarity (isomorphism) with more abstract beliefs.
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3.12.4 Optimisation by Belief Evaluation
The purpose of the clustering and generalising procedure described in Sections 3.12.2
and 3.12.3 was that the Icarus engine would end up with graphs which would be
supported by multiple knowledge instances acquired either by training or during
evaluation. The amount of graph specialisations which supported a new graph belief,
would strengthen the notion that this belief, an inferred graph pattern extracted via
generalisation, would allow Icarus to acquire new knowledge more accurately. This
assertion is based upon the hypothesis that if multiple graph specialisations can be
isomorphically projected to a single graph belief, then that recurring pattern should
be preferable over individual graphs which have a structure that is not encountered
often. Due to time constraints and because the scope of the research work could
widen a lot whilst introducing additional risk, this algorithm was not implemented.
3.13 Conclusion
Icarus architecture was chosen as it is one of the most well-defined yet generic cog-
nitive architectures. Other CA architectures do exist, however some are theoretical
constructs and the rest are simply too complex for my scope. As with cognitive or
synthetic AI, the publications, research and work carried out is mostly theoretical
and serves as the foundation upon which agents are to be implemented. Taking
into consideration all the above, Icarus is an architecture which offers the long-
term/short-term differentiation, and allows for the juxtaposition of neural-temporal
short term entities and processes and long-term non-temporal entities and processes.
Furthermore, it has been tried and tested in physical agents [Langley et al., 2009;
Langley and Choi, 2006; Langley et al., 2004, 2003] in an event-driven approach,
with a clear segmentation of the memories and modules.
In practice, Icarus serves as a theoretical approach, just as Haikonen’s re-
search (Section 2.5.2) and Bach’s propositions (Section 2.5.1) serve as a theoretical
guideline. What is most important is how it is implemented, the functions it per-
forms, and the purpose the implementation may serve. Icarus engine is a standalone
agent developed in C++ and running as a single process under a Linux environ-
ment. It accepts incoming paradigms (examples) provided by a knowledge engineer,
pre-processes them, parses them, learns from them, and internally organises its
memory, look-up tables, knowledge base and episodic memory. It further supports
query from external agents and processes unknown input producing output graphs.
Thus, it serves the basic functional requirements of imitation (as discussed in Section
2.2.1). Furthermore, and most important, the current Icarus design as described in
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this Chapter addresses the key components described by Bandura, Haikonen, Bach,
Lawniczaka and Di Stefano, and Langley (Icarus). How each theoretical approach
is addressed is described in the following Sections.
3.13.1 Bandura and Imitation in Humans
Bandura describes four key components [Bandura, 1986] (see Section 2.2.1) listed
below:
- A perceptive process that produces a model
- A Process which retains symbolic conception through experience
- Internal model serving the purpose of providing responses
- Motivation determining if a skill is reused
The Icarus design uses an MDP as a perceptive process (Section 3.1), which
produces a model of the input, a conceptual graph (Section 3.11) [Sowa, 1999].
That MDP process retains the symbolic conception (the conceptual graph) through a
rewarded/reinforced experience (the MDP via Q-Learning [Sutton and Barto, 1998]).
Its internal model serves many purposes, one of which is to provide responses to
input queries such as during evaluation (Section 3.3). Finally, the actual motivation
behind reusing an experience (which has since become a skill) is reinforcement and
rewarding, based on reinforcement learning, which as stated before, is inspired by
the human psychological rewarding processes [Watkins, 1989; Sutton, 1984; Galef Jr,
1988] discussed in this Chapter’s first three Sections.
3.13.2 Haikonen and Cognitive AI
Haikonen has provided multiple criteria for a Cognitive AI (Section 2.5.2) of which
the following are full-filled and addressed by the current design.
- A process which creates qualia (subjective experience)
- Meaning and representation and their relation to information
- Perception and recognition
- Association and associative memory
- Cognition, understanding, memory (short-term and long-term) and models
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The first and foremost criteria is addressed by both the paradigm decomposi-
tion process (Section 3.2) but also from the MDP approach, evaluation and decision
making processes (Sections 3.1, 3.3 and 3.5). Meaning and representation and their
relativity to information are addressed by the Semantics, Statistics and probabilistic
approaches, whereas the ultimate goal of the agent is to acquire new knowledge and
re-use it. It does so through a (limited but highly accurate) perceptive recognition
cascade of algorithms, which rely on associative memory (Sections 3.8 and 3.9) with
the ultimate goal of cognition and understanding. Memory models are partitioned in
short and long-term as Icarus dictates, and the only criteria set by Haikonen which
is only partially addressed is ”Imagination and planning”. Whereas a rudimentary
form of reasoning is used for decision making and simple inference for paradigm
decomposition, Icarus does not deal with imagination or planning.
3.13.3 Bach and Synthetic Intelligence
Bach and his guidelines (Section 2.5.1) have been the basis upon which the Icarus
implementation was developed. Those guidelines are:
- Create holistic architectures which are functional
- Avoid methodologism
- Aim for the larger picture
- Build systems which are not too narrow or which do not focus only specific
domains (Symbol grounding problem)
- Robotic embodiment is not panacea
- Focus on autonomous systems
- Emergence of intelligent agents won’t take place on its own
The decision to make Icarus an agent (rather than a system or a tool) ad-
dresses the holistic aspect; albeit it may not be a holistic agent design it is functional
and takes into consideration many processes and memory requirements. It avoids
methodologism and aims for the bigger picture since it is an agent which in principle
is built to learn by imitation and is not constrained to a specific domain (in fact orig-
inally it was designed for learning how to understand computer programs). Whereas
it is somewhat bound to the Syntactic nature of NLP (due to the POS tagger) it is
not limited by it; it could in fact be used in other domains such as Mathematics,
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Physics, Chemistry or any kind of domain which uses written language. It doesn’t
aim for robotic embodiment although it could be used within Robotics, focuses on
autonomy and relies on user-agent interaction as means to augmenting its knowledge
and experience.
3.13.4 Five Cognitive Agent Criteria
The five criteria for cognitive agents as described by Lawniczaka and Di Stefano
[Lawniczak and Di Stefano, 2010] are:
- Perceive information in the environment provided by other agents
- Reason about this information using existing knowledge
- Judge the obtained information using existing knowledge
- Respond to other agents
- Learn and augment current knowledge if newly acquired information allows it.
The Icarus agent perceives information in its (virtual) environment, information
related to the NLP (Statistics, Syntax, Semantics) which is extracted from the imi-
tative process (observation and decomposition). That information is reasoned with
and reused, it is also judging it (using the decision making process) and furthermore,
it is associated and stored. It is able to respond to other agents (via queries) and
most important it focuses on learning and augmenting its current knowledge from
others.
3.13.5 Icarus and Cognitive AI
The Icarus design principles [Langley et al., 2009; Langley and Choi, 2006; Langley
et al., 2004, 2003] are listed below:
- Integration of perception, cognition and action
- Combination of symbolic structures, knowledge representation and affective
values
- Behave re-actively in combination with problem-solving
- Learn from experience whilst using background knowledge
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The implementation and theory described in this Chapter address the integration
of perception and cognition, and how action management (decison making) relate
to reinforcement learning and information acquired from the agent. Furthermore,
the MDP template enables the combination of KR and affective values in a novel
and unique manner; it combines Symbolism and Connectionism with Heuristics in
order to simulate the imitative process. The agent behaves re-actively, but problem-
solving is not programmed or embedded in the agent; instead the agent learns how
to solve specific problems or tasks, through imitation. Thus another novelty is
the way in which problem-solving capacities are acquired: through imitation. It
expands on the learnt behaviours using approximation and classification through
neural associative memory, and reuses its background knowledge (conceptual graphs,
Semantics, Syntax and Statistics) in order to further augment its experience and
knowledge.
3.13.6 Discussion on Icarus Implementation
The aforementioned functionality is enabled in order to gauge and establish if the
theory and design described in this Chapter, can empirically and methodologically
validate the hypothesis that cognitive agents and artificial imitation can use the
simulated processes to acquire knowledge indefinitely. The exact process that is be-
ing learnt by imitation is dependency, Semantic and Syntactic parsing, as a unitary
temporal sequence. In the next Chapter the dataset and its related complexity is
discussed in order to describe what the agent learns and is evaluated on.
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Chapter 4
Conceptual Graph Dataset
Figure 4.1: A CG example
The Icarus agent is evaluated using a dataset which is randomly partitioned
into a training set and an evaluation set. The training set contains pairs of an
input pattern (sentence) pi and the associated conceptual graph Gi. Therefore the
projection of text onto a KR (the conceptual graph) is the task or problem which
the agent is required to resolve. The evaluation and experimentation process which
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is described in the next Chapter 5 uses the dataset described in this Chapter.
The dataset described in this Chapter is from RSS feed data, which is rep-
resented using Conceptual Graphs, presumed sound and complete, and using the
approach of [Obitko, 2007; Amati and Ounis, 2000] as discussed in Section (2.3.1).
Hereinafter I briefly examine the existing datasets commonly used, following by how
this dataset was created and why as well as the option of translating other datasets
into a CG-set, and then provide an overview of its characteristics via statistical anal-
ysis. Last but not least, an analysis of the complexity contained with the dataset
is given and CG Figures (in Appendix B) are provided in order to demonstrate
possible issues and key factors affecting the Icarus engine.
4.1 Datasets for NLU and NLP
Name Train Size Test Size Average Sample Size
ATIS3 7,300 1,000 20.5
Penn-Treebank-3 2,499 unknown 25.6
BioNLP11ST 800 260 unknown
GeoQuery 600 280 6.87
RoboCup Data-set 300 unknown 22.52
Table 4.1: Common
NLP Datasets
A variety of data-sets for NLU and NLP exist, some are new, created as part
of a publication, whereas others are well established and have been used widely.
Because a complete list would be too large, the most widely used data-sets are
shown in Table 4.1. The ATIS3 dataset [Hemphill et al., 1990] has been used in
numerous studies and research work, and as such has been continuously updated
for decades. Similar to the ATIS3 the Penn-Treebank/Wall-Street Journal dataset
[Marcus et al., 1993] has also been developed and used for decades and is partitioned
in smaller sets 1. Another dataset is BioNLP11ST, which has been created for the
BioNLP shared task [Kim et al., 2011]. Similar datasets have been created from
RoboCup [Kitano et al., 1997] and used in parsing for robotics [David L. Chen,
2010; Chen and Mooney, 2008]. New datasets have been introduced in the past
years, some of which are not free, such as the English Web Treebank [Bies et al.,
2012], or the OntoNotes [Hovy et al., 2006], and others which are open-source and
free, such as the GUM corpus [Zeldes, 2016], or the data-sets hosted on Universal
1https://catalog.ldc.upenn.edu/ldc99t42
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Dependencies2. To the best of my knowledge no conceptual graph dataset exists,
albeit one has been proposed [Campbell and Musen, 1992] in the past.
4.1.1 Creating a New Dataset
Due to the fact that conceptual graphs were used throughout this thesis and the re-
search carried out, I took the decision to create a CG dataset. The options presented
were to either create a tool which would translate a dataset from the existing ones
(see Table 4.1) into a CG dataset, or create a new one3. Translating existing ones
required some form of heuristic and probability based inference, so that concepts
and relations would be accurately extracted (similar to how the agent functions).
The risk seemed to be too high when considering how accurate such a translation
tool would have been, therefore the final decision was to create one manually.
The data used was from RSS feeds, since the secondary research question
relates to artificial imitation acquiring data from the Internet (see Section 1.5).
RSS articles are usually well formatted since they are written from news editors,
and are as such of better quality when compared to Web data. That observation is
reflected by the fact that all parsers perform better on news articles than they do
on Web data or utterances.
I chose RSS sites (BBC, Sky News, USA Today, Science Daily and Knox
News) in order to account for various topics, but mostly focused on health-related
news, celebrity news, scientific discoveries and lifestyle articles. From empirical
observation I deduced that those articles tend to be mostly factual rather than
opinionated or subjective, and range from simple and easy sentences (lifestyle and
celebrity news) to very complex ones (health articles and scientific discoveries).
The actual process of creating the dataset was implemented through a web-
portal using JavaScript; an input sentence was given, which then had to be converted
to a CG. This is the same process the agent has to learn and re-create, thus the
interaction with the web-portal is the actual MDP that the knowledge engineer is
providing as an example to the agent.
The MDP of creating the actual graphs is not recorded as a temporal-
sequence; doing so would imply that the agent is not decoding or decomposing
the example, but simply learning an existing MDP. Ergo, no hidden property of the
MDP would need be inferred, no decomposition would be required, and the actual
process would not be a qualia.
Instead, the only byproduct is the input pattern (sentence) and a graph
2http://universaldependencies.org
3For a summary on CG, please refer to Section 2.3.1
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serialised in a JSON format. Each example is saved within a SQL database, which
can then be queried by the agent. The dataset contains a total of 1,199 conceptual
graphs and sentences and was created over a period of 9 months. The actual data-
set is available on-line 4 saved in a JSON file, and a C++ library I created called
cgpp5 can parse them into memory. The patterns range from very small (4 to 5
words) up to 34 words, however the average pattern length is smaller than in other
datasets, with 10.92 words average pattern length. Creating a larger dataset with
bigger pattern lengths would have required a considerable amount of work with
additional time spent on creating it.
4.1.2 Partitioning the Dataset
The new CG dataset created for the Icarus engine was randomly partitioned into
smaller ones; the reason was that in order to gauge accuracy and the correspond-
ing effect of pattern size, as well as to enable sub-sampling techniques (stochastic
random sub-sampling) and faster training times. The pseudo-random generator, a
Mersenne twister implementation [Matsumoto and Nishimura, 1998] first prompts
the user to decide on the cut-off length of input (maximum sentence size) and then
filters graphs and corresponding sentences. Then, it proceeds to randomly partition
the dataset into 4/5 training set and 1/5 testing set as is usually the case with most
datasets. Repeating this process a few times creates different similar-sized random
datasets of a specific pattern size, thus the accuracy and performance reported in
the next Chapter is uniform, average and consistent.
As shown in Figure 4.2 multiple random subsets were used obtained from
the dataset. Those were used to train and evaluate the agent; the actual input size
varies in each one; some are smaller, others are larger. The top left plot shows
how minimum input size, maximum input size and average input size vary. The X
Axis denotes the actual subset index ID, and the data plotted are the stats of the
testing set (and not the training set). On average the input size for patterns pi has
a mean x¯ = 7.9733 terms and a standard deviation of σ = 2.459 term size, thus all
testing subsets are consistent and biased towards smaller to medium-sized sentences,
as shown in the top right plot. The minimum input size is very consistent with a
mean x¯ = 3.6667 terms and a standard deviation of σ = 0.4879 terms, shown in the
bottom left plot. Only the maximum input size varies, as shown in the bottom right
plot, with a mean x¯ = 15.20 terms and a standard deviation of σ = 10.571 terms.
4https://github.com/alexge233/conceptual_graph_set
5https://github.com/alexge233/cgpp
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Figure 4.2: Dataset Info and Distribution.
4.1.3 Translating and Converting Datasets
Translating an existing dataset to a CG dataset would have required the partitioning
of the existing dataset into the bipartite nature of CG: concepts and relations. Doing
so manually would imply the transcribing of a non-CG dataset (e.g., MRL) to a
CG one, therefore taking a considerable amount of time for transcription, and a
questionable accuracy.
On the contrary, having created a CG dataset which in effect trained the
agent, it is now possible to transcribe other datasets because the mechanisms which
decide on concept or relation nodes have been implemented and trained. Further-
more, differences between datasets do exist regarding the edges and how those are
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implemented. For example, a fully trained Icarus engine could in theory partition
ATIS3 or Penn Treebank WSJ into concepts and relations, and then learn the edges
by observing the edges contained in the transcribed datasets.
This process would function exactly the same way as the heuristic decompo-
sition works (see Section 3.2), with the only difference being that it would be done in
a two-pass procedure: once to convert the dataset into a CG, and then once to parse
each dataset sample into an MDP-qualia from which to learn. Implementing the
aforementioned process would require pre-training of the Icarus engine, therefore it
would add an additional overhead: pre-train the agent in order for it to be able to
transcribe a dataset before being able to be trained. Therefore the decision to opt
for a new CG dataset was justified during the research carried out and described in
this thesis. However, as future work it is possible to use Icarus to transcribe existing
MRL datasets into CG datasets.
4.2 Conceptual Graph Complexity
An issue often not addressed is the complexity of the underlying MRL, CG or knowl-
edge in general. Generally it is assumed that larger input will produce more complex
KR, the reason why all parsers’ accuracy deteriorates with increased input size [Choi
et al., 2015]. In the case of CG, complexity is measurable because it refers to graph
complexity and we can therefore use existing approaches to quantify it and map it,
and then deduce how input complexity relates to agent accuracy and performance.
Hereinafter the use of node to edge ratio |V |/|E| (also known as graph sparse-
ness) and average path length lG of a graph are used as indicators of the structural
complexity of a graph; other more complex measures such as betweenness, radius,
closeness, clusterization [Barooah and Hespanha, 2007; Wright, 1977] were not used
due to requiring more elaborate work on the CG without necessarily providing data
that could aid the study of knowledge complexity.
In addition to the above, the edge search space was used (e.g., how many
possible edge combinations exist in a graph) as a metric of defining the entire set of
possible edges. What was discovered (and discussed in detail in the next Chapter) is
that similar to other research in NLU, accuracy and performance deteriorates with
increased complexity.
Other metrics such as clustering coefficient or degree distribution could have
been implemented; however the focus of this Chapter is the dataset and not its
complexity metrics and analysis, which was an empirical byproduct. Furthermore,
the clustering coefficient for directed graphs uses triplets [Watts and Strogatz, 1998]
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as shown in (4.1), where Ci is the cluster coefficient, ejk is an edge from vj to vk,
and ki is the number of neighbours to a node.
Ci =
|{ejk : vj , vk ∈ Ni, ejk ∈ E}|
ki(ki − 1) . (4.1)
However, the notion of a triplet in a CG is ill-defined; instead it should be a
quadruple since the use of a triplet is violated by the fact that concepts via relations
would connect to another concept thereby forming a rhombus/quadruplet instead of
a triplet. This difference is demonstrated in Figure 4.3, where the left-side rhombus
is a CG cluster, whereas the right-side triangle is the traditional approach described
by equation (4.1).
Figure 4.3: Clustering Coefficient: CG rhombus versus KR triplet
Through the creation process (Section 4.1.1) certain empirical observations
were made, based on visual analysis of the data; recurring patterns and common
rules were identified which have been recorded and are herein presented. In all
graphs presented in Section 4.2.1 the root node is always at the left side.
4.2.1 Graph Columns and Linearity
Certain patterns are associated with a column-like appearance, related to the linear
structure of the phrase. Such an example is shown in Appendix B.1. Those graphs
are assumed to be easier to re-create and learn since their structure is linear; fur-
thermore they produce simpler training material due to fewer contradicting nodes
and edges. A column like graph will have a single average path length, and the
specific graph in Appendix B.1 has |V |/|E| = 0.54 and lG = 8. Another column-like
graph is shown in Appendix B.2, with a |V |/|E| = 1.14 and lG = 4.
Some of the linear graphs are less column-like, and resemble more of a but-
terfly or tree branch, with large concept clusters, such as the one shown in B.3. In
this graph, the ratio is |V |/|E| = 0.62 and lG = 2.
A more complex graph is shown in Appendix B.4; this one has a large mid
centre cluster of concepts, which are connected by two relations before and after. In
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this graph, the ratio is |V |/|E| = 0.78 and lG = 4. Other forms of column graphs
are identified by clustering of concept nodes, which are all connected to the same
group of relations. Relation grouping is also possible, but more rare than concept
grouping.
4.2.2 Graph Branching and Grouping
Branches of graphs increase complexity, especially when a graph contains multiple
branches. Appendix B.5 shows what a shallow graph with a high ratio of concepts
to relations, and a high ratio of nodes to edges looks like, especially when combined
with a very small path length. The actual ratio is |V |/|E| = 0.91 and lG = 2.
However, in this instance the graph has two groups, the first connecting the left-
most concepts through relation ”is”, and the second relation ”affecting” connecting
to the second group on the right.
This type of causality is represented by branching, which adds a level of
complexity. A measure which could potentially aid would be the clustering coeffi-
cient for directed graphs. Yet that would not suffice since the distinction between
groups based on edges is more difficult to calculate and would thus need to be com-
bined with degree distribution. The graph shown in Appendix B.6 which has a ratio
|V |/|E| = 0.51 and lG = 4.
Branching may include groups of column-like (linear) graphs, such as the one
shown in Appendix B.7. This type of graph is a peculiar entity: there appear to
exist two distinct column-like graphs, joined together by the relation ”for”, it has
a |V |/|E| = 0.63 and lG = 8. Those graphs are often hard to get right because
they are specialisations; they define a new rule (or often an exception to a recurring
pattern) which is an outlier.
Another column-like graph in Appendix B.8 shows how even small branches
may affect accuracy; it has a |V |/|E| = 0.93 and lG = 6.2. Similar to Appendix B.7
is Appendix B.9, only this one is more symmetric, has a smaller lG = 4 and a ratio
|V |/|E| = 0.84. Last but not least, there is Appendix B.10 which albeit having an
lG = 5.3 is characterised by a ratio |V |/|E| = 0.92, thus making it more sparse than
dense.
4.2.3 Graphs and Operators
Analysing graph patterns during their creation (empirically) provided some inter-
esting observations, most of which revolve around logic embedded in the KR and
relations/operators, such as ”for”, ”and”, ”or”, ”if-else”. Some hint towards cause
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and effect, others hint state changes, and whilst there are exceptions they are very
rare. A clear connection between relations (in CG-terms) and operators exists; op-
erators are always relations and relations are always the node in a graph which
diverges into branches and leafs. For example, in Appendix B.7 it is a ”for” that
creates the downside branch, and in Appendix B.9 it is an ”or” and an ”in” that
act as the connecting branch nodes.
This form of reappearing patterns is what inspired the theoretical algorithm
in Section 3.12. Much of the premise of Semantic parsing in the agent relies on
the meaning of those terms which act as operators in the graph; therefore the
hypothesis is that Semantic-based parsing is preferable to Syntactic parsing, since it
can inherently provide greater accuracy; this hypothesis is examined later in Chapter
5.
4.3 Dataset Conclusion
In this Chapter the dataset being used and created was presented, as well as a
description of the most commonly used datasets in NLP and NLU was given. Fur-
thermore, certain attributes and characteristics of conceptual graphs have been em-
pirically analysed and presented, relating those attributes to complexity in the un-
derlying knowledge represented. The dataset described in this Chapter was created
out of the necessity to use a CG-set for training and testing the Icarus engine. Albeit
it is smaller than compared datasets often used (see Section 4.1.2) it sufficient to
evaluate the agent and serve as a measure similar to other datasets and research.
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Chapter 5
Experiments, Methodology and
Results
In this Chapter I describe the experimental methodology and how in particular,
the Icarus agent was used and validated. The task Icarus was evaluated on is
processing unknown sentences and correctly projecting them on CG. Each Section
in this Chapter contains the implementation of an algorithm (or group of models),
and the corresponding results and is compared with other similar algorithms. As
described in earlier chapters, the development of Icarus started by following simple
implementations, and progressed towards more complex models (see Chapter 3).
Therefore, the experiments described hereinafter analyse the performance of each
model and algorithm implemented and tested, and not the best one or the overall
accuracy. Icarus was tested using the dataset created by projecting sentences on
CG (see Chapter 4), hence the input is a sentence and the output is a conceptual
graph. The primary measure of accuracy used is the Dice-Sørensen coefficient, for
reasons described in Section 5.1.3.
5.1 Methodology and Experiment Design
Careful consideration was put into the methodology; there is a clear need to provide
consistent, reproducible and quantifiable results [Winsberg, 2003] and experimental
data in order to assure the validity of the claims and conclusions made in this thesis.
It is important to note that the experiments were carried out on different versions
of Icarus using different algorithms, starting from the most simplistic and naive
ones, and then through constant evaluation and optimisation, progressed towards
more complex versions of Icarus.
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5.1.1 Randomised Block Design
Because of the aforementioned criteria, I opted for a stochastic methodology, which
uses random blocks of experiments which are repeated multiple times [Cavazzuti,
2012] as a means to ensure constant accuracy, by averaging the performance of
randomised data samples. This approach is known as randomised block design (or
RBD) [Winer et al., 1971, p. 240] and uses multiple iterations and repetitions of
experiment blocks [Higgins, 2003]. Furthermore, because datasets are partitioned
randomly (see Section 4.1.2) this approach makes the methodology described herein
a stochastic mini-batch design, inspired from the mini-batch stochastic gradient
descent [Li et al., 2014].
In RBD, experiments are organised in blocks: for my intents and purposes,
every first block of experiments is organised using the preordained randomised
datasets from Chapter 4, which is called L1 (or level 1). The second level of RBD
refers to the Algorithm (or group of models) being used, in order to determine which
one functions more accurately; that is the L2 (level 2). The last level (or L3) is the
experiment itself: each experiment was repeated at least ten times, and then the
agent accuracy was averaged, instead of using the best one. This approach ensures
that results reported in this Chapter are reproducible, constant and robust, and not
an outlier of good performance, or based on random/PRNG performance. Because
many experiments were performed multiple times often the L3 is an average value of
more than 10 experiments. Each individual experiment has multiple episodes (asso-
ciated MDP with input and output graph), I denote this as L4. However, because
L4 is the most granular level and always averaged, the L4 episode scores are simply
ignored and averaged as L3.
5.1.2 Experiment Logs
Every experiment produces two log-files; one for the episodic memory data and one
for the action data. The log-file for the MDP episode data is described in the list
below.
1. Graph ID: a unique ID (UUID version 4)
2. Episode reward: a Boolean value obtained by examining if the output graph
is identical or isomorphic to ideal graph. Averaged for all graphs in the L3/L4
block.
3. Jaccard coefficient [Real and Vargas, 1996]: the difference of ideal and
actual graph output JGiGk ∈ R, 0 ≥ JGiGk ≤ 1. Averaged for all graphs in the
93
L3/L4 block.
4. Sørensen-Dice coefficient [Rijsbergen, 1979]: the difference of ideal and
actual graph output SGiGk ∈ R, 0 ≥ SGiGk ≤ 1. Averaged for all graphs in the
L3/L4 block.
5. Node similarity: min-max normalised percentage of the same nodes Svivk ∈
R, 0 ≥ Svivk ≤ 1. Averaged for all nodes of all graphs in the L3/L4 block.
6. Edge similarity: min-max normalised percentage of same edges (Seiek ∈
R, 0 ≥ Seiek ≤ 1. Averaged for all edges of all graphs in the L3/L4 block.
7. Pattern Size: how large is the input pattern/sentence pi ∈ N+>0. Averaged
for all input samples in L3/L4 block.
8. Graph Sparseness: the ratio of nodes/vertices to edges/arcs |V |/|E| ∈ R.
Averaged for all graphs in the L3/L4 block.
9. Average path length: an average size of the continuous paths in a graph
lG ∈ R>0. Averaged for all graphs in the L3 block.
10. Edge Space: the cardinality of the possible edges for a graph, given its nodes
‖EG‖ ∈ N+>0. Averaged for all graphs in the L3 block.
11. VSM Similarity: an array/list of similarities Spipk ∈ R, 0 ≥ Spipk ≤ 1 with
respect to other patterns.
Similarly, the action output log-files record information and meta-data rela-
tion to actions at taken by the agent, as shown in the list below.
1. Term value: ti on which action at operated e.g., ”cat”, ”on” or ”mat”.
2. POS Tag: the actual POS tag of the term ti when converting it to a concept
or a relation.
3. Type of action: what did the action at do, e.g., convert a term to a node,
or create an edge between nodes.
4. Description: a simple word describing if the action was random, heuristic,
semantic, neural-based, etc.
5. Value: the value that made the agent take the action (e.g., if it was based
on semantics, what was the value, if based on probabilities, what was the
probability, etc).
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For every single experiment (L3), an episode file and an action file are created.
The L3 block is run using scripts in batches, and the L1 block (datasets) is also run
using batches. What changes therefore is the L2 block; which Algorithms execute
during a series of experiment batches. For every group of L1, L2 and L3 experiments,
another script averages all the values, thus extracting the average of each value
described above. Furthermore, every data in the agent’s memory is serialised in a
binary file (policies, graphs, probabilities, semantics, etc) for reuse.
Neural networks are trained once (albeit optimising them is a long and te-
dious process). In this way, the agent does not start in a tabula rasa state every
time, but contains some prior (long-term) knowledge, by having already pre-trained
the networks. On the contrary, probabilities and semantics are not loaded from
disk; they are populated during training. Whilst this may appear as non-beneficial,
it ensures that some of the experiments do not begin with background knowledge
which would skew or bias towards later experiments performing better.
From the produced log-files, other meta-data files can be created (complexity
data, state-action ratios, etc) which are then used to extrapolate dataset complexity,
identify potential issues and visualise the agent’s performance.
5.1.3 Accuracy Measures
The most commonly used measure for accuracy is the F1 score [Powers, 2011; Metz,
1978], as shown in (2.34) in Section 2.7.7. However, the notion of precision and recall
does not apply in the Icarus scenario: the precision only relates to how similar (or
dissimilar) the output graphs are, e.g., ∆G = G
y − Gyˆ. Furthermore, there exists
no recall, because the agent is not performing classification. Since the notion of
similarity of graphs is based on their sets of concepts, relations and edges, I chose to
examine the two most famous set similarity measures, the Jaccard coefficient [Real
and Vargas, 1996] shown in (5.1) and the Dice-Sørensen coefficient [Rijsbergen, 1979]
shown in (5.2).
S(A,B) =
2 | A ∩B |
| A | + | B | . (5.1)
J(A,B) =
| A ∩B |
| A | + | B | − | A ∩B | . (5.2)
In both equations (5.1) and (5.2) A and B are sets. The above equations
are used for measuring the similarity coefficients between concepts, relations and
edges, because a graph contains those sets (3.1). When measuring the similarity of
an output Gyˆ to the ideal graph Gy, the actual comparison is taking into account
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the coefficient of concepts and relations as a unitary set (since they both are nodes),
and then treating both node sets V and edge sets E with the same weight, as shown
in (5.3). Each of the functions in the following formulae is replaced by the actual
coefficient in (5.1) or (5.2), where appropriate.
S(V y, V yˆ) =
S(C yˆ, Cy) + S(Ryˆ, Ry)
2
. (5.3)
Replacing S(V y, V yˆ) from (5.3) in (5.4), there is no bias towards nodes, since
both node and edge sets are treated as equally important.
S(Gy, Gyˆ) =
S(V y, V yˆ) + S(E yˆ, Ey)
2
. (5.4)
In the case of Jaccard, the result penalises differences in sets not only for
missing items of Gyˆ in graph Gy, but also for additional items, which do not exist
in the target/ideal graph. Similar to the Dice-Sørensen coefficient, the coefficient
is calculated for each pair of sets (concepts, relations, edges), so that J(Cy, C yˆ),
J(Ry, Ryˆ) can be averaged, and then J(Ey, Eyˆ) is calculated and averaged. Then
the node coefficient is calculated by averaging as shown in (5.5) and finally the node
and edge coefficients are averaged, as shown in (5.6).
J(V y, V yˆ) =
J(Cy, C yˆ) + J(Ry, Ryˆ)
2
. (5.5)
J(Gy, Gyˆ) =
J(V y, V yˆ) + J(Ey, Eyˆ)
2
. (5.6)
The Jaccard coefficient is a more strict measure which ideally would be used,
however the Dice-Sørensen coefficient has the same form as the F1 score [Intan
et al., 2015, p. 158] and therefore functions as the primary accuracy quantifier. It
is also important to note that similarity is respective to the first graph in Dice-
Sørensen: the formula quantifies only how similar Gyˆi is to G
y
i and its parameters
are non-anadrome.
In NLU and dependency parsing, some metrics often used are [Choi et al.,
2015; Zhang and Nivre, 2011; Liu et al., 2006; Nivre and Scholz, 2004]:
- Labelled attachment score (LAS): percent of correct labels and edges
- Unlabelled attachment score (UAS): percentile of correct edges
- Label accuracy (LS): correct labels
- Exact match (EM): exact tree/graph.
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The LAS appears to refer to labels of edges/arcs, and as such it is non-
applicable (n/a) in this thesis. The agent has no way or mechanism to infer labels,
and CG literature does not use edge labels, but relations for this purpose. Compar-
ing those measures to the aforementioned formulae and metrics, Table 5.1 gives an
equivalence scenario.
NLU, NLP This Thesis
LAS n/a
UAS Jaccard & Dice-Sørensen coefficient
LS n/a
EM Boolean Graph Accuracy
Table 5.1: Accuracy Metrics Equivalence.
Other kinds of meta-data were obtained from a combination of the log-files:
state-action ratio, complexity, and hereinafter when a graph or plot is presented
a multidimensional matrix of data is normally reduced using principal component
analysis (PCA) [Wold et al., 1987]. Then a projection of the most significant Eigen-
vectors to a lower dimension (usually a 1D or 2D) is used. This approach is taken
when a data matrix has more than 3 columns and is consistent throughout the
thesis.
5.2 Semantic-Heuristic Experiments
5.2.1 Implementation
The first type of Algorithm implemented and used in Icarus is a Heuristic based
on VSM, relational Semantics and at action swapping. The core notion behind
the Algorithm is to approximate highly similar episodes and find potential actions
which could be re-used in an episode which hasn’t been experienced before. The
components involved are: VSM indexing similar episodes (Section 2.7.2), the Se-
mantic relation Algorithm (Section 3.7) and the MDP template, as described in the
previous Chapter 3. The Algorithm queries the topmost similar episodes (above
50% similarity) and then orders them starting from the most similar to the least
similar. It then iterates the similar episodes, finding identical actions which it can
reuse, and for the entities which do not exist in the similar episodes it attempts to
establish a semantic similarity. By finding the topmost similar label, it then re-uses
the action in the similar episode for the new episode. The pseudo-code in Algorithm
5 describes the aforementioned heuristic. The Algorithm takes as input the actual
pattern pi and returns a set of candidate actions Ai, each one associated with a score
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which assigns a suitability value. The premise of suitability uses a linear equation
of the VSM similarity coefficient and for each term replaced the actual semantic
similarity value.
Algorithm 5: Semantic-Heuristic Decision Making.
Input: pi
Output: Ai
1 Q(Sk, Ak) = V SM(pi)
2 Q(Sk, Ak) = max{Sk, . . . }
3 for at ∈ Ak do
4 β(at) = Sim(Vpi |Ak);
5 if at(tk) ∈ pi then
6 if N(at) then
7 A+i ; at(pi) = β(at) · 1
8 else if E(at) then
9 eij = at
10 if tj ∈ pi then
11 A+i ; at(pi) = β(at) · 1
12 else if vtltj → tl ∈ pi then
13 A+i ; at(pi) = β(at) · vtltj
14 else if vtitk → ti ∈ at(tk) then
15 if N(at) then
16 A+i ; at(pi) = β(at) · vtitk
17 else if E(at) then
18 ekj = at
19 if tj ∈ pi then
20 A+i ; at(pi) = β(at) · vtitk
21 else if vtltj → tl ∈ pi then
22 A+i ; at(pi) = β(at) · (vtitk · vtltj )
First the similar policies are obtained by finding the similar episodes. The
list of similar policies Q(Sk, Ak) is sorted by most similar to less similar (ignoring
policy values). Then each policy is iterated and a score β(at) is used to calculate
how suitable this action is, so that for term ti in pi we can use at which is a
candidate action in the set AK obtained from another pattern pk. For simple term
to node shift-reduce there exist two scenarios: (a) ti is identical to tk, or (b) ti is
semantically similar to tk (using equation 3.9). In the first scenario, a straight-
forward calculation A+i ; at(pi) = β(at) · 1 is used, suggesting that one should add
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to the candidate action sets Ai the action at, because the terms are identical; in
the later scenario I reduce the value of the candidate by the amount of which ti is
similar to tk, e.g.: at(pi) = β(at) · vtitk .
Edge actions are a bit more complex: since both terms that connect an edge
are used, then both terms must either exist in pi or be approximated by similarity.
Therefore, the criteria are that either both nodes must exist in pi or that either
one or both of the nodes must have some relational similarity to a same-typed
node found in pi. In the event that both exist in pi, then the score is same as
before, e.g., at(pi) = β(at) · 1. If one of the nodes exists, but the other doesn’t,
then the score is biased by the similarity, so that at(pi) = β(at) · vtitk . In the
case where none of the nodes exist, but there are semantic similarities between the
edges, the score is further biased so that at(pi) = β(at) · (vtitk · vtltj ). The actual
value of β(at) = Sim(Vpi |Ak) is the min-max normalised VSM coefficient, so that
0 ≥ β(at) ≤ 1. This group of Algorithms [Gkiokas and Cristea, 2014a] was inspired
from older research in parsing and PBE; they served as the starting point during
my research, from there a transition towards Statistics followed suit. It was used
because older research used somewhat similar Heuristic approaches, as such an easy
starting point was to implement such an Algorithm.
5.2.2 Results and Discussion
This was the first Algorithm implemented and tested; it offers a Heuristic approach
based on inference using Semantics. Such an approach was the norm [Carnap, 1948]
in the previous decades by many Heuristics-based and Algorithmic-based designs.
The testing process used only this Algorithm and a random action generated; the
random actions were used only when the Algorithm was not capable of inferring
actions.
The averaged recorded results were poor: only 52.55% F1 was recorded for
small input sizes, and medium to large input sizes ranged between 32% and 37%,
as shown in Figure 5.1. This is attributed to the amount of random actions as a
result of not approximating semantic actions. The amount of random actions was
very large, ranging from 94.35% to 59.96%, whilst at the same time the amount of
Semantics-based actions ranged from 5.65% up to 40.04%.
The conclusions drawn from observing the accuracy and action ratios are
mostly based on the deduction that Semantic-based actions are not always possible,
and when possible they still do not provide robust and accurate actions. The reasons
for those conclusions are related to the criteria which must be satisfied in order for
semantic actions to be possible.
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Figure 5.1: Semantic-Heuristic Accuracy.
First and foremost, similar episodes must exist and are thus used by the
VSM (see line 1 in pseudo-code 5) a condition which empirically I discovered is
rarely satisfied. Furthermore, when similar episodes do exist, then (a) there is no
guarantee that their graphs are structurally similar, and (b) a different context,
graph size or meaning does not imply that action substitution is a good action at.
Second, as seen in Figure 5.1 there is an unclear correlation between Semantic
actions and F1 score; it is impossible to identify if the random actions inhibit high
accuracy, or if both random and Semantic-based actions are inaccurate. The action
ratios are complementary to each other, and because of the large amount of random
actions, proper measures of Semantic actions are not possible.
Third, the Semantic actions are rarely available, and even if available, they
will be mixed with random actions within an episode. Due to their low availability
and action candidacy, Algorithms based on such principles appear to be flawed or
limited. The factors that limit their availability are:
- Similar episodes may not be exist.
- Identical terms may not exist.
- Similar terms may not exist.
Furthermore, Semantic-Heuristic Algorithms such as the one examined, are
usually fallible to the following issues:
- Low similarity episodes may hinder accuracy.
- Low relational similarity between terms may also hinder accuracy.
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- Not all terms are mapped in WordNet, therefore not all terms can be used to
obtain relational similarity.
- Even if similar terms exist, semantically swapping them does not guarantee
graph cohesion.
From the above results and conclusions, it should be apparent that such
algorithms do not favour cognitive systems, even if they first appear to be tailored for
them. Furthermore, the grounding problem is an issue, since background knowledge
on which those algorithms often rely, is not available. That is not to say they should
not be used, but rather that they may be used as a fallback or back-up plan in order
to avoid random actions.
5.3 Probability-based Experiments
A large amount of research has focused on Statistics, probabilities and the Algo-
rithms that employ them. Therefore, following the Algorithm presented and tested
in Section 5.2, I designed and experimented with a Statistics and probability
based Algorithm, using the theory from Section 3.6. Specifically, the formulae (3.2)
and (3.3) were used to create a look-up table within the Icarus’ long-term memory,
as shown in Figure 3.1. This Section explains how that algorithm performed in
comparison to similar research, using the dataset from Chapter 4 and measuring
the accuracy with Dice-Sørensen (see Section 5.1.3).
5.3.1 Implementation
The core idea behind the action controller for approximation of actions at, given a
state st, is to use the known statistical probabilities, in order to decide on actions.
The actual probabilities are based on observations made during training, and during
testing those observations are used to generalise the problem of creating actions for
unknown states. Any state st given as an input may be known or unknown: known
if the episode has been experienced before, unknown if it is a new episode; in the
case of testing, episodes were always unknown, otherwise the agent would simply
be iterating policies. The probabilistic approach therefore generalises the entire
previous experience of actions at for all episodes, and the output is verbalised as
performing an action that is generally assumed to be correct.
The pseudo-code in Algorithm 6 demonstrates how a term ti is converted into
a concept or relation. Preferential combinatorial probability is used if both term
and POS tag probabilities exist and have been recorded. The agent uses the highest
101
Algorithm 6: Probabilistic-Heuristic Node Action.
Input: st
Output: at
1 if ∃
(
p
(
V (termi)
)) ∧ ∃(p(V (tagi))) then
2 if p
(
C(termi)
) · p(C(tagi)) > p(R(termi)) · p(R(tagi)) then
3 return at(C);
4 else
5 return at(R);
6 else if ∃
(
p(V (termi))
)
∧ @
(
p(V (tagi))
)
then
7 if p
(
C(termi)
)
> p
(
R(termi)
)
then
8 return at(C);
9 else
10 return at(R);
11 else if @
(
p
(
V (termi)
)) ∧ ∃(p(V (tagi))) then
12 if p
(
C(tagi)
)
> p
(
R(tagi)
)
then
13 return at(C);
14 else
15 return at(R);
16 else
17 return random
(
V (termi)
)
;
probability to convert terms to nodes, and in the event that no term probability
exists, it falls back to using only the POS tag probability, whereas in the extremely
rare event where no POS tag probability exists but a term probability does exist, it
will use that instead. Only in the event that neither term nor tag probabilities are
known, will the agent use a random action. Unknown or unrecorded probabilities
are represented by −1, therefore the signed comparison remains valid.
Similar to the previous Algorithm 6, the pseudo-code in Algorithm 7 uses
the probability values from the realisation value of p(e), as shown in (3.2) to decide
if an edge should be created or not. The actual realisation can be based upon the
terms ti and tk acting as labels of the respective nodes (concept or relation), or
their respective POS tag values. Whilst a combinatorial probability is preferred, a
realisation of p(e) may not exist for terms, in which case the agent reverts to using
POS tag-based p(e).
The main difference is that in this scenario, in order to use a probability, it
must be over a threshold θ which is manually adjusted. The constant θ is required
because the agent has to ignore p(e) below a certain value as too small for edge
creation. Furthermore, the probability of an edge based on the normalised distance
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Algorithm 7: Probabilistic-Heuristic Edge Action.
Input: st
Output: at
1 if ∃
(
p
(
Etermik
)) ∧ ∃(p(Etagik)) then
2 if p
(
Etermik
) · p(Etagik) · p(E(∆termitermk))) > θ then
3 return at
(
Etermik
)
;
4 else if ∃
(
p
(
Etermik
)) ∧ @(p(Etagik)) then
5 if p
(
Etermik
) · p(E(∆termitermk))) > θ then
6 return at
(
Etermik
)
;
7 else if @
(
p
(
Etermik
)) ∧ ∃(p(Etagik)) then
8 if p
(
Etagik
) · p(E(∆termitermk))) > θ then
9 return at
(
Etermik
)
;
10 else
11 return random
(
Etermik
)
;
as described by (3.3) is also employed. This type of probability ignores terms, POS
tags, their values and labels; it is only concerned with how far within a sentence
entities are connected by edges. This distance metric was initially not included, but
early empirical testing indicated that when using it, accuracy was increasing. The
distance metric is rarely unknown, in which case a −1 is returned, thereby making
the final p(e) fall below θ.
In the experiments where raw probability values were used, the FSM-styled
conditional statements actively decided if actions were to be performed or not. Be-
cause the above Algorithms are able to operate on a state-action level, they were
used frequently, by being given in a shift-reduce the terms of input pattern pi, and
then the entire set of possible edges based on concept to relation and relation to con-
cept combinations. This approach in essence examines the entire space of possible
edges and tries to filter the good actions using p(e) and θ.
5.3.2 Probability Space Analysis
The first and foremost observation when experimenting with this Algorithm was the
actual mapped probability values and their distribution. Analysing the distribution
and visualising the values aided in taking decisions about further development and
issues encountered.
As shown in Figure 5.2, all three histograms have a Y axis representing
frequency of observations and an X axis representing the actual probability value.
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Figure 5.2: Probability Histograms.
The top histogram of p(e) = E(termik) demonstrates that edge samples based on
term value mostly indicate which edges are not valid edges, e.g., the high frequency
of very low p(e) values. This conclusion implies that the probability map acts as
a filter itself; through the statistical records it is possible to identify viable from
non-viable edges.
The p(e) = E(tagik) histogram (middle one) is the only one which has what
resembles a normal distribution bell curve with a positive skew. The actual distri-
bution of p(e) values based on POS tags is perplexing; the majority of edges appear
to have a mean x = 27.97% and a standard deviation σ = 11.79%. However, the
preliminary conclusion drawn from this histogram is that POS tag inferred edges are
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of low certainty, e.g., that there exists a large amount of contradicting or conflicting
observations when using a POS tag as the identifier.
The last histogram contains the normalised and scaled distance metric prob-
abilities; it appears to be somewhat homogeneous, with the biggest mass around
the close to near close terms. The conclusion drawn is that edges tend to connect
nodes which are very close to somewhat close nodes, rather than the extremes.
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Figure 5.3: Probability Value Map
The Figure 5.3 shows a point cloud : recorded triplets/tuples of p(eterm),
p(etag) and p(e∆), when observing a single action at post-training. Because the
statistical material is obtained not during but after training, the agent is capable
of discovering which action at had the respective triplet values. Of those actions
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at, some are by permutation and generate the ”bad” samples recorded as p(e) = 0,
whilst the ones found within the actual paradigm episodes are the ”good” samples
recorded as p(e) ≥ 0.
All purple to black points used a negative term distance and are thus always
invalid; red to orange points used a positive term distance and therefore may be
valid actions. The sample space of cloud points in Figure 5.3 shows: in the top left
corner, the point cloud; in the top right corner, a point cloud normalised as a Q-
Norm grid surface; in the bottom left corner, the point cloud separated by a convex
hull [Chazelle, 1993]; and in the bottom right corner, the Q-Norm grid surface,
separated by the same convex hull. What the Figure 5.3 really demonstrates is that
the probability triplets recorded post-training are non-linearly separable, as shown
by the convex hull [Toussaint, 1983]. Furthermore, the largest mass (and as shown
in the histograms earlier) is low-probability values associated with ”good” actions
at. This is mostly due to the contradictory nature of POS-tag based edges; isolated
peaks of actions can be seen along the ridges of 0.6 POS-tag probabilities moving
across the entire spectrum of term-based probabilities (mostly shown in the Q-norm
surface grid, the top right plot). Yet another ridge can be identified originating at
X: 0.2 and Y: 0.8 to 1.0, and moving along the X axis (where X axis is the POS-
tag values and Y axis is the term-based values). This is a reasonable observation,
since it implies that high term-based probabilities (Y Axis) persist regardless of the
POS-tag probability value (X axis).
Ultimately, what is shown by the cloud point is that a triplet of probability
values acquired from a single action at may define a suitable action in a new episode;
however each probability value may not be enough as it is a partial descriptor of an
edge under examination. Using only POS-tag based values may be too generalising
and reduces accuracy; similarly term-based probabilities are not always available.
Distance metrics on their own do not show the big picture are are used only as an
aid to further improve the agent. The largest mass of extracted probabilities belong
to the range of 0.2 ≥ p(etag) ≤ 0.6, whereas p(eterm) has a very broad spectrum.
5.3.3 Results
First and foremost it must be noted that experiments with probability-based action
selection were not carried out using only probability-based actions. A transition from
Semantic-based to Probability-based actions was examined; which type of action
should be preferred, what happens when the agent mixes different types of actions,
what is the ratio of Semantics to Probability based actions, how to best fine-tune and
optimise the θ parameters, and what are the results when compared to a random
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walk. Hereinafter I provide a thorough analysis of the results and describe that
transition.
The first and most important factor is that all experiments carried out whilst
optimising and adjusting algorithm preference, probability value filters and other
parameters were carried out using the same sub-set of the dataset, with a limit of 6
input terms. The reason for taking this approach was that of practicality: training
and evaluating using a smaller data set was faster and easier in order to optimise
and draw conclusions.
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Figure 5.4: Probability Accuracy and Action Ratios.
First I used a random walk [Weiss, 2005], e.g., an action-selection mechanism
using only random actions at throughout every episode. The actual performance
when only random actions were taken ranged from 31% to 32%. During initial
experiments, as shown in the left plot in Figure 5.4, there was a lot of variance in
action ratios and accuracy was low, ranging from 31.56% to 72.62% accuracy. There
is a clear trend of accuracy increase when random actions are kept to a minimum,
but the effect of semantic actions in the left plot is inconclusive. It should be
noted that in the early experiments an edge count probability was also included;
the probability that a node would have a specific amount of edges, with more edges
than what was generally acceptable. This was recorded in a similar fashion as was
metric distance between terms.
Removing the edge count probability, using only the tripled values as afore-
mentioned and using probability-based actions before Semantic-based or random
actions increased accuracy and lowered uncertainty regarding action ratios. That is
reflected in the right plot in Figure 5.4 with an increase in accuracy from 50.08%
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to 80.95%, and the reduction of random actions. However there is another trend
shown in the the right plot: as the amount of Semantic actions is reduced, so does
the accuracy increase; therefore it is sound to assert that Semantic-based action
selection is not as good as probability-based actions.
Deciding on the actual θ values for filtering p(e) values is a major task;
albeit it might first appear as a simple optimisation task, it in fact isn’t. The
probability space isn’t linearly separable and using actual p(e) values as described
in this Algorithm creates questions: (a) what should each θ for every p(e) value be?
(b) should it be a constant or an adaptive value, (c) does θ influence accuracy, and
if it does how exactly?
During initial investigation using permutations of θ values indicated that they
do affect accuracy. However, after careful examination I was able to determine that
they only acted as an indicator; this as shown in earlier Figure 5.3 is a non-linear
space, and thus using constant θ values is not a plausible solution.
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Because the p(e) value space appears do be non-linear (as discussed in Section
5.3.2), therefore there does not exist a parametric solution to the problem of finding
appropriate θ values. I did not use sophisticated separability identification methods
[Elizondo, 2006] because some of those involve the use of machine learning (ML)
models; therefore it appeared a better option to implement ML models instead of
using a set of θ parameters.
Furthermore, the values extracted are a triplet, a combination of values;
therefore the problem is not necessarily to filter individual values but their ensemble,
thereby justifying more complex real-valued processing models. For example, a large
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portion of the samples obtained from statistical observation is spread across a range
of p(eterm) values, whilst combined with a more normally distributed range of p(etag
values (see previous Section 5.3.2). The implication thereby is that any system
dealing with such data should be able to identify specific patterns or features in
the input and adapt to it. In comparison to edge creation, node creation was very
accurate; it averaged 96.90% similar nodes, and relies on POS Tag accuracy (laPOS
has a claimed 97.22% on the WSJ corpus) and term-based node frequency.
5.3.4 Discussion & Conclusion
The results, albeit not directly comparable to other research due to differences
in scoring and datasets used, showcase that Icarus accuracy is relative to similar
statistical and probabilistic work, shown in Table 5.2. Older systems and research
is not shown, and albeit the Algorithm’s results ranged from 50.08% to 80.95% it is
important to note the vast differences between datasets.
Author System F1Score
Chen et al [Chen and Mooney, 2008] WASP 72.00%
Chen et al [David L. Chen, 2010] WASP 76.77%
Vlachos et al [Vlachos, 2012] DAGGER 78.90%
Table 5.2: Statistic & Probability Oriented Research.
The presented Algorithm is a generative rather than a discriminative ap-
proach [Jordan, 2002], and as such it generalises. A more pragmatic approach
taking into consideration conditional probabilities based on previous edges would
most likely increase the accuracy, albeit that assertion remains unproven. An is-
sue with the Algorithm presented here is that it does not take into consideration
previous probabilities. Continuous Bag of words (CBOW) [Mikolov et al., 2013c]
and Skip-Gram [Guthrie et al., 2006] do address such issues, but require a vastly
different Algorithm implementation (feature vectoring).
Using cascading action-selection did work as intended to a degree; however as
analysed earlier it is not a very good solution. Whereas Semantic-based actions are
worse than probability-based ones, it is questionable how much better than random
actions they actually are. Last but not least, the assumption that the triplet of
values contains enough information to make good decisions is not proven: whereas
at first I used four values: distance, edge count, p(eterm) and p(etag), eventually
edge count was removed. Other issues arise when p(eterm) is not available, when
nodes have been wrongly converted thus prohibiting creation of correct edges, and
from the contradictory nature of p(etag).
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5.4 Shallow Neural Experiments
Following the probability-based experiments and the conclusions derived from the
results presented (Sections 5.3.3 and 5.3.4), I decided to use artificial neural networks
(ANN) in order to select actions for new episodes. That decision was taken in light
of the θ parametrisation issue discussed earlier; it appeared to be a classification
and approximation process which in line with the general cognitive agent theory
(discussed in Sections 3.5, 3.8 and based on the underpinnings of Bach, Haikonen
and Icarus, as concluded in Sections 3.13.2, 3.13.3 and 3.13.5) was an associative
memory task. To date the best associate memory models are neural networks, and
therefore the use of ANN for classification and approximation is justified.
The Icarus agent, was once again evaluated using the dataset described in
Chapter 4 and accuracy was measured with Dice-Sørensen (see Section 5.1.3). How-
ever, this set of experiments was compared to more recent research, some of which is
considered state-of-the-art. The research cited hereinafter uses different datasets, of-
ten with larger sentences; yet what is important is the underlying mechanisms used
are very similar (e.g., neural networks and parsing based on POS, Shift-Reduce,
etc.).
5.4.1 Implementation
The first implementation of ANN was done using the FANN1 library[Nissen, 2003].
I also developed a CUDA/GPU2 ANN library2 for my intents and purposes, but
abandoned it once I realised that it would require me to spend more than a year for
development. The final ANN implementation I used is OpenANN3 [Fabisch et al.,
2013], which is CPU-based but uses multi-core processing.
The action-selection mechanism when using ANN is non-cascading as the
previous Algorithms, but a standalone process; the agent relies only on the ANN to
select actions and does not fall back to other Algorithms. The actual input scheme
is a distributed encoder: the actual input Ij is a real-valued vector representing:
1 The term-based edge probability value p(eterm) = E(titk) as shown in (3.2).
2 The POS tag-based edge probability value p(etag) = E(titk).
3 The min-max normalised and scaled term distance value of ∆titk as shown in
(5.7).
1http://leenissen.dk/fann/
2https://github.com/alexge233/cuANN
3https://github.com/OpenANN/OpenANN
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The difference in this Algorithm is that the agent does not use a probability
on distance observations, but the actual distance which is scaled and normalised
depending on the input pattern pi size.
δˆtitk =
∆titk −min(pi)
max(pi)−min(pi) . (5.7)
Therefore the ANN input Ij =
[
p(eterm), p(etag), δˆtitk
]
is a distributed input
vector based on observations of a statistical nature. Furthermore, the input values
are all real values x, so that 0 ≥ x ≤ 1, and because the probability values are
within the same range they can be used directly.
In the event that a tuple of terms is unknown (e.g., one or both of the terms
have never been observed before) then a secondary ANN will decide on the action,
using as input Ij =
[
p(etag), δˆtitk
]
. This introduces the issue of training two neural
networks instead of one; the assertion that the same ANN could be used by replacing
p(eterm) = 0 is erroneous because it implies that an unknown probability for a pair
of terms is an action to be avoided (which may or may not be the case).
Algorithm 8: Neural Network Action Selector.
Input: e(titk)
Output: at
1 if
(
∃(p(etag) = e(titk))
)
∧
(
∃(p(eterm) = e(titk))
)
then
2 yˆi = f
(
[p(etag), p(eterm), δˆtitk ]
) ·Wi;
3 if yˆi[0] > yˆi[1] then
4 return A+t ; at = e(titk);
5 else if
(
@(p(eterm) = e(titk))
)
∧
(
∃(p(etag) == e(titk))
)
then
6 yˆi = f
(
[p(etag), δˆtitk ]
) ·Wi;
7 if yˆi[0] > yˆi[1] then
8 return A+t ; at = e(titk);
The pseudo-code in Algorithm 8 shows a summary of the process using a
shallow neural network to classify information as candidate actions at. It creates all
possible edges in a set Et such that it contains all the possible combinations between
ti and tk (as well as tk and ti). It then proceeds to classify each possible edge e(titk)
as a potential action.
Forward propagation is used, denoted as f(Ii) ·Wi) and replacing the output
of previous layers as
∑
(Oj) = f(Ii); this is a two-step process in a shallow network
with one input layer, one hidden layer and one output layer. The input layer is
made up of three input nodes (each one receiving as value one of the items in Ii)
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or in the case of the second smaller network, of two input nodes, a variable amount
of hidden nodes (which has been optimised and discussed later on) and two output
nodes.
Each output node represents the likely-hood of either executing action at or
not executing it. The Algorithm 8 indicates that if the first value in the output vector
is larger than the second, then the agent should execute that action (by adding it in
the set of actions At). This is consistent across all neural network implementations
in Icarus; the first output node represents the action and the second an inaction.
The activation function f (as described earlier in Section 2.4.1) can be either a
sigmoid or a tanh function; the output action is a soft-max since they do best with
classification tasks [Glorot and Bengio, 2010].
Throughout the shallow neural network experiments I tried various network
architectures with a variable number of hidden nodes. An anecdotal formula cir-
culating the web [Stackexchange, 2015] as shown in (5.8) was used; the formula
itself appears to have been devised using findings [Sheela and Deepa, 2013] when
researching methods to find fixed number of hidden neurons. The task of hyper-
parametrisation of the ANN is a complex one and outside the scope of this thesis,
yet it directly affects the outcomes of the Icarus agent.
Nh =
Ns
alpha · (Ni +No) . (5.8)
The above equation (5.8) simply serves as a starting point for finding the
amount of hidden nodes; Nh are the hidden nodes, Ni the input nodes, No the
output nodes and alpha is a constant for adjusting/discounting the hidden ones.
Other parametrisation factors are the activation function: I experimented using
both sigmoid and tanh and eventually ended up with sigmoid for shallow networks.
Training the ANN was done after the agent iterates and processes the set of
conceptual graphs used as paradigms from which to learn (see Section 3.2); first it
must data-mine the statistics as described in Sections 3.6 and 5.3, and only then
can it be trained using the data acquired.
Thus a cyclic process is formed: the agent learns via MDP and Q-learning,
it extracts meta-data and trains the ANN, and finally the ANN is used to explore
unknown policies for new MDPs for which no Q(st, at) exist. This group of processes
is shown in Figure 5.6 and is part of both the Icarus engine, as well as the core that
drives the use of ANN for Icarus: ANN can’t be trained without the MDP and
Statistics memory, and the MDP explores non-random actions by using the ANN
as classifier of actions. The Algorithm that produces the training samples for the
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MDP Extract Statistics
EncodeNeural NetsClassify
Figure 5.6: Cyclic Process: MDP to Statistics to ANN
ANN is shown in the pseudo-code in Algorithm 9, with a similar combinatorial loop
as in Algorithm 8, lines 2 to 7.
That process is run after the statistics memory has been populated; it iterates
possible actions and known ”good” actions, and then creates a training sample which
associates the underpinning input data which produces an action at. Because the
sample space S contains both ”good” and ”bad” actions, it creates random actions
by trying various combinations of nodes ni and nk found within the ideal graph G
y
i
created for input pattern pi.
Algorithm 9: Neural Network Training Kernel.
Input: pi
Output: S = {· · · }
1 Eik = {· · · };
2 for ni ∈ Gyi (pi) do
3 for nk ∈ Gyi (pi) do
4 E+ik; e(titk);
5 · · ·
6 for Q(st, at) ∈MDP (pi) do
7 if ∃(at) ∈ Eik, at = e(nink) then
8 S+i ; {Ii = [p(etag), p(eterm), δˆnink ]→ yi = [1, 0]};
9 else if @(at) ∈ Eik then
10 S+i ; {Ii = [p(etag), p(eterm), δˆnink ]→ yi = [0, 1]};
11 return S;
It then proceeds to filter the known actions which exist in the episode of pi
and which are associated with edges. For each action found and associated with an
edge the sample S adds a new pair of vectors: Ii as the input and yi as the output.
This step is repeated for all episodes in memory, thereby creating a sample set which
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is proportionate to the possible edge combinations for each output graph Gyi .
5.4.2 Results
Experimenting with a shallow ANN resulted in substantially better accuracy than
all previous Algorithms and experiments (Sections 5.2 and 5.3). However, prior to
reporting the actual results, a thorough analysis of why the ANN performed better
is given.
Classification
The ANN used acts as a classifier ; it has been trained on classification of ”good”
actions by receiving information which characterise them. As such, it has the ability
to filter what it has learnt to be appropriate actions, with a certain degree of error.
Generalisation is a useful attribute of ANN, and the most common issues relate
to under-fitting (generalising too much, thus reducing accuracy) and over-fitting
(adapting to the training material too much, thus being unable to generalise). The
amount of training samples directly affects the ANN; in the Figure 5.7 the actual
data space (probabilities and term distances) have been mapped by an ANN to
showcase how it operates.
The green areas of the plots showcase the ”good” (e.g., high value) actions
as defined by Q(st, at), whereas the yellow and orange areas are low value actions,
and red areas are negative value actions. The spikes seen in the plots are distance
increases between terms labelling nodes; they signify how certain large distance
quantities in the action information triplets/tuples (see Section 5.3.2) are valid ac-
tions, e.g., outliers in the otherwise homogeneous low quality action area surrounding
them. The inverse spikes (facing downwards) signify the opposite; that inverse edges
(e.g., from e(nkni) instead of e(nink)) are negative valued actions.
There are four different plots in Figure 5.7 in order to demonstrate how
ANN works in the Icarus scenario; it maps the data space described in Section
5.3.2 by being trained with meta-data samples. As the sample size increases (e.g.,
by using larger data-sets) then more information can be classified, and thus the
agent becomes more accurate. At the last plot (bottom right corner) with 30,933
samples the agent is able to deal with the information obtained during evaluation
using both classification, and the approximating nature of the ANN (e.g., classifying
highly similar values).
Therefore the ANN solved the issue of providing a non-linear solution to the
underlying meta-data of triplets/tuples characterising a decision which results in a
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Figure 5.7: ANN Classifying and Mapping Search Space.
good or bad action at. Whilst they require training and careful hyper-parameter
optimisation, they are indeed a viable solution. The actual ANN implementation
used 3 input nodes, 320 hidden nodes, 2 output nodes, and a Sigmoid activation
function. Variations were examined, such as networks using Tanh activation, a
different number of hidden nodes (see formula 5.8), and the ANN with the best
empirically obtained accuracy was re-used.
Accuracy
Using the metric of Dice-Sørensen coefficient/F1 Score, the recorded the L1, L2 and
L3 RBD results are shown in Figure 5.8 with all data averaged, as well as including
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Jaccard coefficient, and the graph component accuracy: node and edge similarity.
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Figure 5.8: ANN Accuracy.
The deterioration of edge accuracy due to a decrease in node accuracy is
shown, a key factor affecting the overall agent accuracy. Also, in-line with other
research reports, increased input sentence/pattern size pi reduces overall accuracy
[Choi et al., 2015]. The clear difference between Jaccard and Dice/F1 Score can be
seen in the right-side plot; as the difference in ideal and actual graphs increases (not
just missing edges, but edges which shouldn’t exist) the score is penalised. Another
observation is that node similarity slightly increases when processing larger input,
prior to decreasing, resulting in a slight edge increase. As node accuracy remains
stable towards larger size input, edge accuracy begins to suffer; the conclusion is
that whilst node creation actions remain accurate, edge actions become increasingly
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more complicated and hard. The filled area between Dice and Jaccard coefficients
serves the purpose of demonstrating how those two measures differ. Similarly, the
filled area between Node and Dice as well as Edge and Dice coefficient demonstrate
how the overall accuracy decreases due to edge similarity decreasing whilst node
accuracy remains constant.
The accuracy of various tools as reported by Choi et al [Choi et al., 2015, pp
391] uses UAS and LAS. Because the notion of unlabelled accuracy does not exist,
and since LAS encompasses both arcs (edges) and labels (nodes), the comparison
following is with respect to Dice-Sørensen/F1 Score and not to UAS. I compare to
projective trees [McDonald et al., 2005b] since English is the language used in this
thesis and historically projective trees have been used for English. Furthermore all
frameworks appear to result in a better performance for projective trees but also
use non-projective trees, therefore for completeness I provide that information as
well towards the Jaccard coefficient (and not the Dice–Sørensen).
As described by Choi et al [Choi et al., 2015] most parsers report the afore-
mentioned accuracy for sentences more than 10 terms/words long; therefore a com-
parison could be made only respective to the smaller input size (e.g., up to 11 words),
as shown earlier in Section 4.1.2, Figure 4.2. Furthermore, since the aforementioned
research uses other datasets, a direct comparison is not possible.
Choi et al mention that most parsers have a UAS accuracy of 93.49 to 95.5 for
sentences under 10 terms, which declines to 81.66 and 86.61 for sentences larger than
50 terms; in comparison the L1 random datasets used for testing Icarus averages
smaller input size (see Figure 4.2). Comparing large input datasets sees a drop in
accuracy, yet it hasn’t been possible to correlate if that drop in Icarus is consistent
with the drop reported by other frameworks and research.
In terms of exact match accuracy (EM) the Icarus shallow ANN performance
averaged a 61.65 per cent, slightly above the averages reported by Choi et al [Choi
et al., 2015] which are 58.36 EM for UAS, taking into consideration the smaller
input size and difference of datasets. However, the work done by Choi et al does
not include Google’s Syntaxnet [Andor et al., 2016; Weiss et al., 2015] which has
provided the best to date F1 scores of 94.44% on news data and 95.40% on question-
answer data. The approach described by SyntaxNet is very similar with only one
major difference: the use of feature vectors rather than distributed encoders.
Ultimately what can be concluded from the shallow ANN experiments and
the agent implementation, is that it is quite similar to state-of-the-art performance;
Section 2.7.6 and framework Tables 2.1 demonstrate a range of F1 of 90% to 95.40%.
Although using non-directly comparable datasets due to input size differ-
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ences, CG have an increased complexity due to partitioning nodes and then classi-
fying edges. Whilst that does not ameliorate the complexity increase when dealing
with larger input sentences, it is nonetheless a critical factor that should be taken
into consideration.
Interestingly, Google’s research [Andor et al., 2016] indicates that shallow
ANN tend to perform just as good, if not better than more complex deep networks, a
design which I explore in the next Section 5.5. Regardless of the somewhat simplistic
design and scheme, a well tuned ANN is able to accurately create new actions,
without the need to be retrained due to the distributed encoding nature; the meta-
data can be updated via Statistics and therefore the generalising and approximating
nature of ANN allow their continuous use.
5.5 Deep Learning Experiments
The field of deep learning has been a trending topic in the past 8 years; albeit deep
learning is a field of machine learning, it is ANN re-branded for use with GP2U,
nVidia’s CUDA and a family of new activation functions and training algorithms
(see Section 2.4.3 for a thorough list). This notion doesn’t imply that traditional
ANN and deep learning are the same; they do share a common origin and structure,
but as models, algorithms and kernels they differ (as discussed in Sections 2.4.1
and 2.4.3). Because of the encouraging results from shallow ANN (Section 5.4.2) I
decided to implement a deep learning module which would focus on the structured
and hierarchical nature of NLU and CG. Similar to the previous sections, Icarus
was tested using the dataset from Chapter 4 and measured using Dice-Sørensen (see
Section 5.1.3) Following is the description of the implementation and the results.
5.5.1 Implementation
The actual design and implementation of deep learning uses a cascade of deep net-
works, as shown in Figure 3.10 and discussed in Section 3.9. The idea behind that
approach is that the outer deep networks classify sparsely encoded vectors (see for-
mulae 2.29 and 2.30) which represent a term ti as an item with the lexicon vector;
combining two of those sparse vectors produces a pair/tuple of an edge (or arc)
such that Ii = Vm+n where m is the size of the concept lexicon and n is the size
of the relation lexicon. Those are highly sparse vectors: only one value is usually
activated, and two different networks are needed, one for edges from concepts to
relations, and one for edges from relations to concepts.
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Algorithm 10: Deep Network Training Kernel.
Input: pi
Output: S = {· · · }
1 Eik = {· · · };
2 for ni ∈ Gyi (pi) do
3 for nk ∈ Gyi (pi) do
4 E+ik; e(titk);
5 · · ·
6 for Q(st, at) ∈MDP (pi) do
7 if ∃(at) ∈ Eik, at = e(nink) then
8 S+i ; {Ii = [Vm(ti), Vn(tk)]→ yi = [1, 0]};
9 else if @(at) ∈ Eik then
10 S+i ; {Ii = [Vm(ti), Vn(tk)]→ yi = [0, 1]};
11 return S;
First the outer networks are trained on term-based edges and POS tag-
based edges, then the inner networks are trained on classifying the encoder network
output as a viable or non-viable action at. That approach aims to detect and
learn characteristics of the triplets (term-based vectors, POS-based vectors and term
distances) as sparse input, rather than distributed encoded input. The deep learning
training Algorithm is shown in the pseudo-code in 10; the process is similar to the
one described earlier in Algorithm 9.
The shallow ANN created two matrices with respective columns m and rows
n, e.g., Im,n for input and Ym, n for output with Im=3 for input matrix and Ym=2
for output matrix and n being the number of samples. The deep training sampling
Algorithm uses input Im=‖C‖+‖R‖ e.g., the width of the input matrix I which equals
the cardinality of the concepts and relations lexicons (assuming the deep network for
concept to relation edges). The relation to concept network has an input Im=‖R‖+‖C‖
columns, whilst the n remains the number of samples and output matrix Ym=2
is the same. Therefore shallow ANN process triplets acquired from probabilities,
deep networks process features, or most specific, edges based on features as well as
probability triplets.
The output of each network is the likelihood using soft-max, as described by
equation (2.19) and all hidden layers and nodes use the ReLU function (equation
2.18); that combination is widely used and accepted as a good solution for fast learn-
ing [Tomczak, 2015; Dahl et al., 2013; Nair and Hinton, 2010]. Most networks were
optimised manually over a period of a year; various combinations of hidden layers
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and hidden nodes were tried with a simple but effective methodological approach:
small adjustments and re-training until the cross-evaluation accuracy peaked.
During evaluation, if a term ti or tk is unknown, e.g., not indexed in the
relations or concepts lexicons, a fallback mechanism using the semantic distance as
described in Section 3.7, and 3.10. Therefore, during training of the outer networks
the input vector is sparse with a binary activation; this scheme may be replaced
by a real valued sparse input vector if the term being processed is unknown. The
actual value replacing the binary feature is derived from formula (3.8) but inverted
so that the closer to zero it is it will represent no similarity, and the closer to one it
is it will represent high similarity. The updated formula is shown in (5.9).
v˜titk = 1− v˜titk
= {v˜titk ∈ R‖0 ≥ v˜titk ≥ 1}.
(5.9)
This conversion affects sparse vectors, where the edge of nodes labelled by
ti and tk indexes an unseen or unknown term (ti) which has a known semantic
relation to another term tj . Because many similar terms may exist, the Algorithm
will always chose the topmost similar one (if multiple topmost similar ones, then
the first one). As a result, the input vector Iik instead of being a binary vector, is
transformed to a real-valued one as shown in (5.10).
Iik(ti|tj) =
[
0, 0,max(v˜titj ), 1, . . . , 0
]
. (5.10)
The pseudo-code in Algorithm 11 demonstrates the high-level logic behind
this approach; it tries to use semantic-based actions rather than syntactic-based
actions. The Algorithm uses a similar approach to the shallow ANN described in
Section 5.4; the difference is that instead of using the triplet values the input is a
sparse vector.
An edge from concept to a relation is defined as eC|R whereas an edge from
a relation to a concept is defined as eR|C . Thus, two different networks are used as
aforementioned, by concatenating the lexicon/set indexing concepts and relations or
vice versa. In the event that the sum of the vectorised input
∑
yˆterml=1 is greater than
one, then the assertion is that the vector can be used by the network; a vector with
a sum equal to one or less is not usable, and the Algorithm will fallback to using
POS tags only. Any value less than one implies that (a) the vector is not binary,
and (b) it may be a vector with two real valued indexes with less than 0.5 similarity.
The first layer of networks (input layer denoted by subscript l = 1) processes
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only sparse vectors and produces in turn the output yˆl=1 with each network corre-
sponding to a either term or POS tag vectors. The second layer of networks (inner
layer denoted by subscript l = 2) processes the output of the previous networks;
thus two networks are used; one for both term and POS network output as well as
distance metric, and one for only POS network output and distance metric. The
final output yˆl=2 is a classification likelihood: if the first value is larger than the
second, then the network cascade associates that information with an action.
A variety of training algorithms were used, such as MBSGD, LBFGS, Conju-
gate Gradient and LMA; ultimately it was MBSGD which provided the best results
with careful fine-tuning. Most networks have four to six hidden layers, and around
350 hidden nodes, learning rates were kept small (0.01 to 0.1) from empirical testing
and optimisation, and the networks with the best accuracy in cross-evaluation were
re-used.
A methodology of an RBD was used when comparing deep networks, mostly
in order to determine their comparison to sparse and non-sparse vector input; as
such I tried a combination of sparsely encoded vector input and distributed input.
Algorithm 11: Deep Network Evaluation.
Input: e(titk)
Output: at
1 if
(
eC|R(titk)
)
then
2 I
term;C|R
l=1 = [Ci(ti), Rk(tk)];
3 yˆterml=1 = f(I
term;C|R
ik );
4 else if
(
eR|C(titk)
)
then
5 I
term;R|C
l=1 = [Ri(ti), Ck(tk)];
6 yˆterml=1 = f(I
term;R|C
ik );
7 IPOSl=1 = [POS(ti), POS(tk)];
8 yˆPOSl=1 = f(I
POS
ik );
9 if
(∑
yˆterml=1 > 1
)
then
10 Il=2 = [yˆ
term
l=1 , yˆ
term
l=1 , δˆtitk ];
11 yˆl=2 = f(Iik);
12 else if
(∑
yˆterml=1 ≤ 1
)
then
13 Il=2 = [yˆ
POS
l=1 , δˆtitk ];
14 yˆl=2 = f(Iik);
15 if
(
yˆl=2[0] > yˆl=2[1]
)
then
16 Return at = e(titk);
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5.5.2 Results
The first and foremost observation is that training deep networks is considerably
harder than training shallow networks, achieving sufficient accuracy has been very
difficult. Part of the difficulty arises from the sampling kernel as described in Al-
gorithm 10; it allows for duplicate samples which may have contradictory outputs.
This as a result made accurate training very difficult with networks such as the POS
network constantly under-fitting and having a cross evaluation accuracy of 79%. The
term-based networks performed considerably better at 99% accuracy. However, the
error from the POS propagated to the second layer networks, and as such did not
perform well.
This issue was ameliorated (but not entirely removed) by not inserting dupli-
cates in the samples; arguably a better solution would be to filter duplicates based
on their usefulness (if that could be quantified and measured). By doing so, POS
network cross-accuracy increased to 0.8995 still considerably lower than term-based
accuracy.
Another reason why this is a problem is due to the contradictory nature of
POS tags; whereas they form categories of words, terms and symbols, quite often
those categories may generalise too much, therefore creating samples which induce
under-fitting in the network. The contradictions are often enabled by ambiguity
Gorrell [2006] in the underlying pattern/sentence pi which is further generalised by
using POS grouping. A solution to this problem is to prefer term-based actions
since they remove part of the generalisation of POS, and offer a more specific and
specialised point of view.
Sparse POS - Distributed Terms
In this scenario the POS network was a deep neural network (DNN) using sparse
encoding, whilst the term processing networks used DNN processing distributed
encoding as with the previous shallow ANN Section 5.4. The mean accuracy x¯ =
0.9563 and standard deviation σ = 0.0213, are higher than earlier results, whereas
the full dataset accuracy at 10.5 average input is at 94%.
An interesting observation from Figure 5.9 is that accuracy does not deteri-
orate as much as it did earlier, in fact it appears to perform better than before with
larger input. Furthermore it appears to have a ”dip” at ‖pi‖ = 7 which can be at-
tributed to the fact that those datasets had a larger evaluation set than before, thus
bigger room for error (see Figure 4.2). Even more interestingly, the DNN processing
POS had a cross-evaluation (CE) accuracy of 0.8995 to which I can attribute the
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Figure 5.9: Sparse POS and Distributed Term Classifiers
decrease in edge accuracy when concerned with larger input accuracy.
Sparsely encoded DNN can become more accurate than distributed-encoded
schemes, especially with large training samples. In comparison to shallow ANN,
and taking into consideration that CE is at 0.8995 for POS-based edges, a 1.25%
improvement was observed.
Sparse POS - Sparse Terms
The networks used were a deep sparse-encoding network for POS, and two deep
sparse-encoding networks for term-based edges. The Dice/F1 mean accuracy was
xˆ = 0.9384 and standard deviation σ = 0.0263. Accuracy was therefore lower than
shallow ANN, or distributed-encoded terms.
The term-based DNN had 0.9999 CE, therefore I cannot attribute the drop
in accuracy to a non-optimised network. In fact, the only changed parameter is
the shift from a distributed-encoding scheme to a sparsely-encoded scheme. The
only other factor that may cause that decrease in accuracy is the option to use
Semantics-based terms swapping.
Distributed POS - Sparse Terms
The networks used were a deep sparse-encoded network for term-based edges, and
a DNN using distributed-encoded triplet values for POS.
The Dice/F1 mean accuracy was xˆ = 0.9382 and standard deviation σ =
0.0262, shown in Figure 5.11. Accuracy below the shallow ANN benchmark, and the
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Figure 5.10: Sparse-Encoded POS and Term Edge Classifiers
previously DNN obtained results. Since the sparsely-encoded POS cross-evaluation
was also lower at 0.8995 CE is ameliorated by the somewhat better term-based CE at
0.9999, yet the overall performance is below all previous schemes. This also proves
that distributed encoding of POS-based edges is marginally worse than sparsely-
encoded POS vectors. Similarly it further supports the notion that the distributed
encoding of term-based edges is better than the sparsely-encoded term vectors.
Distributed POS - Distributed Terms
This final scenario used DNN which encoded distributed triplet values, similar to the
shallow ANN earlier. Those networks aren’t shallow, don’t use logistic activation
functions but linear (ReLU) and have 3 and 4 hidden layers, and 120 - 180 hidden
nodes. From Figure 5.12 it is apparent that performance of distributed-encoded
DNN is on par with shallow ANN; in fact it is marginally better by 0.51%. Whereas
shallow ANN achieved an average xˆ = 0.9438 the equivalent DNN using the same
data achieved xˆ = 0.9489 with a standard deviation of σ = 0.0240.
Therefore it is clear that when using the more traditional distributed-encoded
scheme, actual performance doesn’t really differ; the small margin could be at-
tributed to larger training samples, L1 or L2 regularisation or random weight ini-
tialisation. The latest trend of deep learning has made considerable improvements
in many fields, and whilst NLU and NLP are one of those fields, as indicated by
Andor et al [Andor et al., 2016] shallow ANN can often perfrom just as good and
achieve similar accuracy easier than DNN.
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Figure 5.11: Sparse-Encoded Term Edge and Distributed-Encoded POS Classifier
Deep Learning Conclusions
Training deep networks is considerably more difficult that training shallow networks,
and the hyper-parameters are a lot harder to optimise, as shown in the previous
Section. It would be unsound to conclude that deep learning in NLU doesn’t perform
well; it appears to offer a better stability especially when using larger input size, yet
fine-tuning it is a tedious task.
Increasing the training samples (which is often considered a good solution)
did not often help, and when comparing shallow ANN to DNN the results were
marginally better. What did make a difference, was using a sparse vector encoding
for POS; it achieved the best accuracy of 94% in combination with a distributed
encoding scheme of triplet values.
Considering that Google’s Syntaxnet [Andor et al., 2016] achieved a 94.44%
F1 score on news data using only POS, whereas this work managed to achieve a 94%
on data from a similar domain, but of smaller input size is encouraging; however
there is still room for improvement when taking into account the somewhat low CE
from the trained DNN.
I also tried using deep learning with POS-only edges; the agent only used
POS tags and no term-based actions at all. Accuracy was considerably lower: the
best attainable mean was xˆ = 0.8895 with σ = 0.0374. Those results support the
notion that term-based edges are not only useful but preferable to POS tags.
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Figure 5.12: Distributed Term Edges and Distributed POS Edges
5.6 Experiment Conclusions
In this Chapter I described the methodology used for experimentation, how accuracy
was quantified and how it relates to similar approaches from other research, the
experiments done throughout my doctoral research, the Algorithm implementations
in the highest level, the actual results and their analyses, as well as how the Icarus
engine compares to state-of-the-art research.
The first and obvious conclusion to which all parsers are fallible is the in-
put size and how that relates to complexity. It was disheartening to observe high
accuracy and performance deteriorate with increased input size, regardless of the
Algorithm used. I investigated as many attributes of complexity as possible and
within my research scope (because complexity is a field on its own accord) and
discovered that (a) all parsers suffer from this phenomenom as Choi et al [Choi
et al., 2015] clearly indicate, and (b) that there appears to be a connection with the
meaning and logic flow of a sentence and not simply the input size, although that
complexity often increases in accordance with the input size.
This is best demonstrated in Figure 5.13; I used Principal Component Anal-
ysis (PCA) on the input pattern pi features (word length and edge search space)
and projected their most significant Eigenvectors on a single dimension on axis X,
then used axis Y to represent the node to edge ratio which appears to be an indica-
tor of graph complexity, and used axis Z to plot the graph average path length (see
Section 4.2). The 4th dimension is the accuracy: a PCA on Boolean (Exact Match),
Dice/F1 Score and Jaccard, represented by the heatmap, e.g., the colour change of
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Figure 5.13: Complexity Mapping to Accuracy PCA
the right-side plot. From a visual analysis of the Figure it is easy to spot the most
crucial factor: node to edge ratio, e.g, graph sparseness, which has been correctly
identified as a complexity factor. Whilst graph path-size does increase (almost lin-
early) the complexity, it is in combination with sparseness that it creates the ”ripple
effect” seen in the Figure 5.13 which coincidentally has lower than average accuracy.
This ripple effect is observable in all previous Figures in DNN, and can be seen as
the ”dip” at various stages, regardless of input size.
Overall the agent accuracy ranged depending on the Algorithm implementa-
tion, however the actual best performing Algorithm (DNN Section 5.5.2) performed
somewhat similar to state of the art platforms taking into consideration the fact that
larger input was not used, and that CG have an added level of complexity due to
their bipartite nature. Coincidentally the actual implementations are also similar;
albeit I’ve published theoretical approaches earlier [Gkiokas and Cristea, 2014b], it
wasn’t until later that results were submitted [Gkiokas and Cristea, 2016a].
The agent approach taken is vastly different from NLU, dependency parsing
and the general field of NLP, it has been designed as a cognitive agent scheme
taking into consideration experience, paradigm decoding, associative learning and
imitation, rather than the idiomatic attributes of news data, the characteristics of
the NLP domain, and the background work of NLU and NLP. This is evident by the
different approaches taken in my doctoral research in comparison to the standards
in NLU and NLP. However, as seen by the results, albeit Icarus engine is highly
unorthodox it provides similar performance and accuracy. The evaluation is, due
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to the dataset and its characteristics, inconclusive on larger input. Whereas there
are large sentences in the dataset, those are not many, in fact the dataset used
favours smaller input (see Chapter 4, and in specific Figure 4.2) therefore a direct
comparison to other research which uses larger input sizes is not possible.
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Chapter 6
Conclusions and Future Work
Closing the thesis in this Chapter, I provide a discussion on what has been done
within the four years of my Doctoral research, the design, implementation and
choices made, and the contributions to the field of AI.
6.1 Conclusions
First and foremost, the approach taken has been unconventional for which there is
a very good justification; during my first two years I tried to mimic and implement
a cognitive agent which would be as similar to the imitating mechanisms found
in humans as possible. Whereas I cannot claim it is biologically plausible or an
emulation, it certainly does meet all criteria as set and described in Sections 2.5
and 3.13 by the theoreticians of Synthetic and Cognitive AI. What has primarily
been achieved is the demonstration that a cognitive agent as an implementation in
C++ does actually learn by example, and it does so by using associative memory
models, reinforcement learning and statistical probabilities. Furthermore, not only
does it work as intended, but in most cases it provided results which are in the same
category as state-of-the-art results, with the potential to achieve even better results
if the DNN used are further optimised or if big data is used to train the agent.
Therefore the importance of the main contribution is that this thesis de-
scribes one of the cases where theoretical work laid beforehand has been empirically
and methodically proven to function, and more so by achieving a significant accu-
racy. The agent relies on a form of Deep Artificial Reinforcement Learning, similar
to how DQN used deep learning with reinforcement learning. That premise is not
unknown and is gaining momentum: standalone models can be enhanced when com-
bined correctly with other Algorithms, such as in the case of DQN as demonstrated
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by DeepMind and Google.
The agent manages to efficiently decompose paradigms given as examples by
the user; admittedly the field of example decomposition in learning by imitation
requires further research as it could entail a variety of benefits to both robotics and
software agents. Whereas in software agents decomposition in effect becomes pars-
ing, in Robotics it is more closely related to computer vision, yet both decomposition
sub-domains require a common framework with its foundations in AI and not NLP
or Robotics. This in effect translates into the need of decomposing domain-specific
material (e.g., images, video, text, audio) into high level KR (e.g., the CG used here
or the MRL used in NLU) so that a unitary imitation mechanism can be developed
which would encompass all information available to AI agents.
All of the original research questions have been answered. Furthermore,
theoretical advice from Haikonen (Section 2.5.2) and Bach (Section 2.5.1) have been
used as the template upon which Icarus was built (analysed in Section 3.13). Icarus
was designed, implemented and tested as an interacting software agent, with the
end-goal of being a node in an intelligent system which can provide KR from text,
and then use it to reason. Whereas it was impossible to develop a complex cognitive
reasoning system within the time-frame of this PhD, it is doable if using as the basis
the Icarus engine, which could potentially also perform other high level cognitive
functions, such as learning to reason by imitation, etc. Following is an analysis of
those research questions, how they have been addressed and the contribution related
to the field.
How can cognitive agents learn by imitation?
Agents, cognitive, robotic and artificial systems can learn as shown in this thesis, by
using reinforcement learning as the MDP template serves the temporal-sequential
role of both the learner and the dynamic program. By doing so, the agent is ex-
tracting qualia from the learning material, and internally re-creating it and learning
it. This approach has two major advantages: (a) it is based upon reinforcement
learning, which is itself based upon behaviouristic Psychology and is therefore an
Algorithm inspired by the biological counterpart, and (b) it does so in a sequential-
temporal manner instead of a one-off process. Doing so enables cascading of different
families of Algorithms as seen in previous Chapter 5 and also enables beam-searching
using the MDP as the indexing mechanism.
130
How can an AI agent acquire knowledge from the Internet via imitation?
The Icarus agent has been successful at acquiring knowledge (stored as CG) from
news sources on the Internet (RSS feeds). Whilst not all Internet knowledge is
stored in news articles, and a considerable amount of user content is very different
from news articles, Icarus is able to answer that question. Using a combination of
RL, ANN and Statistics Icarus achieved a satisfactory accuracy in projecting raw
text onto KR, and it did that by being shown and then learning by imitation.
What are the differences between Learning by Imitation and Program-
ming by Example?
Whereas PBE [Lieberman, 2000] is concerned about programming, AI imitation
learning is mostly focusing on learning. Traditionally the field of imitation learning
has seen research in Robotics and not in AI. On the contrary PBE was a field now
eclipsed, which had most work (if not the entirety) done on graphical user interfaces.
Most of the criticism on PBE (in Section 2.6.2) is what this thesis addressed:
- Hidden States: decoding examples into qualia is done via inference (heuristic
or approximating Algorithms).
- Machine Learning : using ANN, Deep Learning and other ML models has
clearly demonstrated big advantages, especially when compared to more tra-
ditional Heuristic, Statistic or Probabilistic approaches.
- Sophistication and Complex Systems: PBE systems used a naive and some-
what overly simplistic approach; Icarus on the other hand is a full-fledged
cognitive AI agent, which comes with certain complexity but a much higher
degree of flexibility and accuracy.
Whereas PBE made too early of an appearance in Computer Science, modern
AI could potentially advance both user interfaces as well as Cognitive AI systems
by PBE or learning by imitation. The results of this thesis have demonstrated that
the lines between programming and learning can blur when the target is an agent
and not an interface.
What are the advantages of agents which learn by imitation?
This question was asked by Dautenhanh [Dautenhahn and Nehaniv, 2002a] and
remains valid today. Why should researchers or developers put additional effort
into creating or enabling imitation in agents and systems alike? The answer to such
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a question cannot be easily answered and depends on the scenario or the domain.
In general however, the advantages are:
- Agents can learn directly from users, user generated data, raw information
(text or otherwise), thereby reducing the need for processing data, information,
creating training samples or sets, etc.
- A learning agent can be autonomous, self-updated, and require little to no
maintenance when compared to other systems.
- There is no need for searching, trial and error, state mapping, etc. This is
perhaps the biggest advantage and often the one most undermined. With
imitation there exists knowledge transference and thus agents don’t need to
discover; they learn by observation or interaction.
Researchers previously considered such agents as researchware, software with
the sole purpose of being used in research. However that idea is beginning to change;
modern IT giants such as IBM, Google, Microsoft, Yahoo, Apple and Amazon are
investing in personal AI assistants (Siri, Alexa, Watson, Cortana) as well as cloud-
based AI agents and systems. Therefore, a crucial part of those agents already is,
or will soon be, learning by imitation.
How do artificially imitating agents compare to traditional software sys-
tems?
Chapter 3 set the theoretical foundations, based upon previous research but creating
an imitating agent. Chapter 5 reported on the results and findings, evaluating and
demonstrating that imitating agents can outperform traditional approaches, and are
similar to state-of-the art researchware which rely on very similar technologies (e.g.
SyntaxNet). Although Heuristic systems based on simple but robust mechanisms are
still useful and have domain-specific applications, artificial agents are more adaptive
and flexible and can constantly evolve or become better over time.
6.2 Criticism and Limitations
One of the cornerstone issues of parsers is accuracy versus speed. Researchware
often focuses on how accurately it can parse, without taking into account the fact
that applications must also be fast and optimised. Icarus is indeed researchware,
optimisations have been made to increase accuracy and not speed.
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Other limitations arise from the need to re-train when dealing with new
domains, sub-domains or unknown symbols. There doesn’t seem to exist a clear
solution to this: big-data and extremely large training sets appear to be one way of
handling such issues, another solution is the ability to continuously update. Icarus
tackles this issue by being updatable and re-trainanable on-the-fly, as well as using
semantic approximation (Sections 2.7.3, 3.10 and 5.2) in order to alleviate the need
for retraining or domain-dependant training.
Arguable one of the biggest criticisms is the decision to use conceptual graphs
instead of MRL which is the norm. The use of CGs is justified; this is not an
NLP/NLU focused research, but instead relies on users to create training samples
from which the agent learns. As such it was crucial that the KR scheme used
would be visually simple and easy to use, and CG fulfil that criteria. However, they
also induce additional errors: the node accuracy (which in essence is the amount
of correctly selected components of the bipartite CG) propagates as error into the
edge accuracy. Whereas the exact correlation of node to edge error propagation
is unknown, it is certain that it exists (albeit its not the only reason why edge
similarity declines). Using MRL instead of CG would have removed that error, and
could therefore increase Icarus accuracy; furthermore it would allow Icarus to be
trained with very large datasets which have been used in the past.
One of the limitations which I haven’t been able to surpass but do have plans
for the near future, is the ability to take into account context, e.g., previous term tj
and next term tk when examining actions for ti within a pattern pi. Whereas the
temporal nature of the MDP takes into consideration the creation of the KR, it does
not take into consideration the semiotics of the previous and next entities. This could
possibly be achieved with Bayesian inference, or recurrent neural networks (RNN).
Whilst Andor et al [Andor et al., 2016] argue that ANN can perform better than
RNN, it is important to note that processing time series is most always better done
using RNN, echo state network (ESN) or similar models.
6.3 Future Work
A task for the very near future is to remove CG and implement Icarus using MRL
and train it with existing datasets, and then examine how it performs. Furthermore,
training it with multiple datasets (big data) could provide valuable insight into
actual applications in the field of NLU and NLP.
Another task for future work is the development of a contextualising Algo-
rithm when deciding on edge actions, preferably using Bayesian inference on top
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of the Statistical probabilities, and perhaps with the use of a ESN for processing
time-series predictions and classifications.
The last task for the near future is to further develop a reasoning system
based on Icarus, which would attempt to arrive to conclusions based on KR input
given by the user, or based on text input.
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Appendix A
Penn Treebank POS tags
Tag Description
CC Coordinating conjunction
CD Cardinal number
DT Determiner
EX Existential there
FW Foreign Word
IN Proposition/Subordinating conjunction
JJ Adjective
JJR Adjective comparative
JJS Adjective superlative
LS List item marker
MD Modal
NN Noun, singular or mass
NNS Noun, plural
NNP Proper noun, singular
NNPS Proper noun, plural
PDT Predeterminer
POS Possessive ending
PRP Personal pronoun
PRP$ Possessive pronoun
RB Adverb
RBR Adverb, comparative
RBS Adverb, superlative
RP Particle
SYM Symbol
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TO to
UH Interjection
VB Verb, base form
VBD Verb, past tense
VBG Verb, gerund or present participle
VBN Verb, past participle
VBP Verb, non-3rd person singular present
VBZ Verb, 3rd person singular present
WDT Wh-determiner
WP Wh-pronoun
WP$ Possessive wh-pronoun
WRB Wh-adverb
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Appendix B
Conceptual Graph examples
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Figure B.6: Action star has got himself tank and destroys piano and birthday cake
with it.
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