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Ghent University, Krijgslaan 281, B-9000 Ghent, Belgium
Abstract. We study the existence of a natural ‘linearisation’ process for gen-
eralised connections on an affine bundle. It is shown that this leads to an affine
generalised connection over a prolonged bundle, which is the analogue of what is
called a connection of Berwald type in the standard theory of connections. Vari-
ous new insights are being obtained in the fine structure of affine bundles over an
anchored vector bundle and affineness of generalised connections on such bundles.
1 Introduction
The notion of Berwald connection seems to have its origin in Finsler geometry. A Finsler
spray generates a non-linear connection on the tangent bundle τM : TM → M and the
Finslerian Berwald connection represents a linearised version of this non-linear connection.
It is by now well known, however, that this linearisation process can be applied to any non-
linear connection on the tangent bundle, resulting in a connection which is said to be ‘of
Berwald type’. There are different equivalent descriptions in the literature concerning this
process of linearisation, in particular concerning the kind of bundle on which this is taking
place (see e.g. [28, 1, 6]). We adopt the line of thinking of, for example, [18, 6], where the
linear connection associated to a non-linear one on τM , is regarded as a connection on the
pullback bundle τ ∗MTM → TM .
Much earlier already, Vilms showed [29] that Berwald-type connections can be constructed
starting from a non-linear connection on an arbitrary vector bundle, not necessarily a
tangent bundle. In this paper, we wish to extend the notion of Berwald connection
even further by investigating the following kind of generalisations. In the first place,
motivated by the recent interest in so-called ‘generalised connections’, we shall explore
how the linearisation idea works in that context. Generalised connections are connections
on a bundle π : E → M over a vector bundle V → M say, which is anchored in TM
via a bundle morphism ρ : V → TM (think, for example, of a Lie algebroid). Such
connections show up in various fields of application: see for example the work of Fernandes
on Poisson geometry [11], and recent applications discussed by Langerock in the fields of
non-holonomic mechanics [14], sub-Riemannian geometry [15], and control theory [16].
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For a general account on generalised connections, see [4] and references therein. In many
applications, the bundle π will itself be a vector bundle. The second kind of generalisation
we wish to investigate, however, is the situation where π is an affine bundle. In fact, this
paper will almost entirely deal with the case of an affine bundle, because there are lots of
subtle points to be understood in such a case, while it is easy to deduce the corresponding
results for vector bundles from the affine case.
An obvious motivation for paying attention to the case of affine bundles comes from the
geometry of time-dependent mechanical systems. Time-dependent second-order ordinary
differential equations, for example, (Sodes for short) are modelled by a vector field on
the first-jet bundle of a manifold which is fibred over the real numbers: this is an affine
bundle over the base manifold. Sodes provide a canonically defined non-linear connection
on this affine bundle and the associated linear connection has played a role in a variety
of applications. In [24], we have made a quite exhaustive comparative study of different
versions of this linear connection (not always called a Berwald-type connection in the
literature), which were independently described by Byrnes [2], Massa and Pagani [23],
and Crampin et al [7]. As said before, our line of approach was to view this linear
connection as being defined on some pullback bundle. We observed that the differences
come from a kind of ‘gauge freedom’ in fixing the ‘time-component’ of the connection.
In particular, we found that there are two rather natural ways of fixing this freedom.
Our present contribution is in some respect a continuation of this work. As a matter of
fact, within the much more general context of generalised connections and arbitrary affine
bundles, we will be led to a very clear understanding of the origin of these two competing
natural constructions. The present work further links up with our recent studies of affine
Lie algebroids and ‘time-dependent Lagrangian systems’ defined on such affine algebroids
[27, 22]. Last but not least, this paper complements (and in fact was announced in) our
recent analysis of affineness of generalised connections [25].
In Section 2, we recall the basic features of affine bundles and generalised connections,
needed for the rest of the paper. Most of Section 3 is about the special case that the
generalised connection on the affine bundle is itself affine, in the sense of [25]. We study
the relationship between parallel transport along an admissible curve and Lie transport
of vertical vectors along the horizontal lift of such a curve, and further arrive at explicit
defining relations for the covariant derivative operators associated to an affine generalised
connection. This paves the way to the analysis of the next section, where the idea is
to conceive a notion of Berwald-type connection associated to an arbitrary (non-linear)
generalised connection. This Berwald-type connection indeed appears to be an affine
generalised connection over the prolonged bundle of the original affine bundle π : E → M .
In the spirit of [6], the way the idea of Berwald-type connections is being developed, comes
from looking at natural ways of defining (on the pullback bundle π∗E) rules of parallel
transport along horizontal and vertical curves in E. There appear to be two ways of
defining a kind of notion of complete parallellism in the fibres of E; they give rise to two
different Berwald-type connections which relate back to the results for time-dependent
mechanics in [24]. In the fifth section, we further specialise to the case where the affine
bundle is an affine Lie algebroid and the generalised connection is the one canonically
associated to a given pseudo-Sode, as discussed already in [26]. The case of Lagrangian
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systems on affine Lie algebroids then is a further particular situation.
2 Basic setup
Let π : E → M be an affine bundle, modelled on the vector bundle π : E → M . The
set of all affine functions on Em (m ∈ M), E
†
m := Aff(Em, IR) is the typical fibre of a
vector bundle E† =
⋃
m∈M E
†
m over M , called the extended dual of E. In turn, the dual
of π† : E† → M , denoted by π˜ : E˜ := (E†)∗ → M , is a vector bundle into which both
E and E can be mapped via canonical injections. We will further need also the pullback
bundles π∗π : E → E, π∗π : E → E and π∗π˜ : E˜ → E. In the following, we will not
make a notational distinction between a point in E and its injection in E˜ (and likewise
for a vector in E). Similarly, if for example σ denotes a section of the affine bundle, the
same symbol will be used for its injection in Sec(π˜) and even for the section σ ◦ π of π∗π˜
(if one looks at a section of π∗π˜ as a map X˜ : E → E˜ such that π˜ ◦ X˜ = π). We trust
that the meaning will be clear from the context.
The structure of the C∞(E)-module Sec(π∗π˜) deserves some closer inspection. The in-
jection of E into E˜ provides a canonical section of π∗π˜, which will be denoted by I.
Furthermore, there exists a canonical map ϑ : Sec(π∗π˜) → Sec(π∗π˜), which can be dis-
covered as follows (see [22]). First, within a fixed fibre E˜m, every e˜ defines a unique
number, λ(e˜) say, determined by e˜ = λ(e˜)e for some e ∈ Em (λ(e˜) is zero when e˜ belongs
to Em and one when e˜ ∈ Em). Thus, choosing an arbitrary a ∈ Em, we get a map
ϑa : E˜m → E˜m, e˜ 7→ e˜− λ(e˜)a, which actually takes values in Em, and therefore a map
ϑ : π∗E˜ → π∗E ⊂ π∗E˜, (a, e˜) 7→ (a, e˜− λ(e˜)a). (1)
We will use the same notation for the extension of this map to Sec(π∗π˜), i.e. for X˜ ∈
Sec(π∗π˜), ϑ(X˜)(e) = ϑ(X˜(e)). It follows that every X˜ ∈ Sec(π∗π˜) can be written in the
form
X˜ = fX˜ I + ϑ(X˜), with fX˜ ∈ C
∞(E) : fX˜(e) = λ(X˜(e)). (2)
Clearly, if X˜ = ϑ(X˜) in some open neighbourhood in E, it means that λ(X˜(e)) = 0, so
that X˜(e) ∈ E in that neighbourhood, and such a X˜ cannot at the same time be in the
span of I. We conclude that locally:
Sec(π∗π˜) = 〈I〉 ⊕ Sec(π∗π). (3)
As a consequence, if {σα} is a local basis for Sec(π), then {I, σα} is a local basis for
Sec(π∗π˜).
For any affine bundle, there exists a well-defined notion of vertical lift (cf. [22]). The
vertical lift of a vector e ∈ Em to an element of TeE at a point e ∈ Em is the point v(e, e)
determined by the requirement that for all functions f ∈ C∞(E):
v(e, e)f =
d
dt
f(e+ te)|t=0.
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Then, any (e, e˜) ∈ π∗E˜ can be vertically lifted to the point v(e, e˜) in the fibre TeE over e,
determined by
v(e, e˜) = v(e, ϑe(e˜)).
The final step of course is to extend this construction in the obvious way to an operation:
v : Sec(π∗π˜)→ X (E).
It follows in particular that
v(I) = 0. (4)
Given a vertical Q in TE, we will use the notation Qv for the unique element in π
∗E such
that v(Qv) = Q.
In what follows, there will be a role also for a second vector bundle τ : V → M which
is anchored in TM by means of a linear bundle map ̺ : V → TM . Note that ̺ can be
regarded in an obvious way also as a map (with the same symbol) from π∗V into π∗TM ,
by means of ̺(e, v) = (e, ̺(v)) for any (e, v) ∈ π∗V. The generalised connections we will
be concerned with in the rest of this paper are so-called ̺-connections on π. They are
defined (see [4] and references therein) as follows.
Definition 1. A ̺-connection on π is a linear bundle map h : π∗V → TE such that
Tπ ◦ h = ̺ ◦ pV.
Here, pV is the projection π
∗V → V. In [25] we have shown that the terminology ‘con-
nection’ is justified here, since a ̺-connection can be seen, alternatively, as a splitting of
some short exact sequence. For that purpose, one has to invoke the ̺-prolongation of π
(see e.g. [17, 12]). It is the bundle π1 : T ̺E → E whose total space T ̺E is the total
space of the pullback bundle ̺∗TE,
T ̺E = {(v, Qe) ∈ V × TE | ̺(v) = Tπ(Qe)} (5)
whereby the projection π1 is the composition of the projection ̺1 of ̺∗TE onto TE with
the tangent bundle projection τE , π
1 = τE ◦ ̺
1. The vector bundle π1 has a well-defined
subbundle V̺E → E, the vertical bundle, consisting of those elements that lie in the
kernel of the projection T ̺E → V. These elements are of the form (0, Qe), where Qe is
also vertical in TeE. We can now extend the vertical lift v to a map
V : π∗E˜ → T ̺E, by
means of
(e, e˜)V = (0, v(e, e˜)). (6)
The point now is that a ̺-connection on π can equivalently be seen as a splitting of the
short exact sequence
0→ V̺E → T ̺E
j
→ π∗V → 0, (7)
with j : T ̺E → π∗V : (v, Q) 7→ (τE(Q), v), i.e. as a map
H : π∗V → T ̺E such that
j ◦ H = idπ∗V. The relation between the maps h and
H is: ̺1 ◦ H = h. As always, we
will use the same symbol for the extension of the maps h, v, H and V to sections of the
corresponding bundles. As a consequence of the existence of a splitting, for any section
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Z ∈ Sec(π1), there exist uniquely determined sections X ∈ Sec(π∗τ) and Y ∈ Sec(π∗π)
such that
Z = XH + Y
V
. (8)
In fact, if {sa} is a local basis for Sec(τ) and {σα} a basis for Sec(π), and these are
interpreted as sections of π∗V → E and π∗E → E, respectively, then {sHa , σ
V
α} provides a
local basis for Sec(π1).
A summary of most spaces and maps involved in the above construction is presented in
the following diagram.
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For later use we list here some coordinate expressions. Let xi denote coordinates on M
and yα fibre coordinates on E with respect to some local frame (e0; {eα}) for Sec(π). For
each σ ∈ Sec(π) with local representation σ(x) = e0(x) + σ
α(x)eα(x), the maps
e0(σ)(x) = 1, ∀x, eα(σ)(x) = σα(x). (9)
define an induced basis for Sec(π†). Remark that e0 coincides, in each fibre, with the
constant function 1 and thus has a global character. We will denote by (e0, eα) the basis
of Sec(π˜) dual to the basis (9). Since sections of π˜ can be regarded also as (basic)
sections of π∗π˜, (e0, eα) can serve at the same time as local basis for Sec(π
∗π˜). Hence,
every X˜ ∈ Sec(π∗π˜) can be represented in the form X˜ = X˜0(x, y)e0 + X˜
α(x, y)eα. But
more interestingly, with the use of the canonical section I, we have
I = e0 + y
αeα, X˜ = X˜
0I + (X˜α − X˜0yα)eα. (10)
If we use va for the fibre coordinates of τ and {ea} for the corresponding local basis, then
a given anchor map ̺ has coordinate representation ̺ : (xi, va) 7→ ̺ia(x)v
a ∂
∂xi
. In [25]
we have shown that a natural choice for a local basis of sections of the prolonged bundle
π1 : T ̺E → E is given by the following: for each e ∈ E, if x are the coordinates of
π(e) ∈M ,
Xa(e) =
(
ea(x), ̺
i
a(x)
∂
∂xi
∣∣∣∣
e
)
, Vα(e) =
(
0,
∂
∂yα
∣∣∣∣
e
)
. (11)
The dual basis for Sec(π1∗) is denoted by {X a,Vα}. A general section of the prolonged
bundle can be represented locally in the form:
Z = za(x, y)Xa + Z
α(x, y)Vα. (12)
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Suppose that, in addition, we have a ̺-connection on π at our disposal. As in [25], the
local expressions of h and H then are:
h(xi, yα, va) = (xi, yα, ρia(x)v
a,−Γαa (x, y)v
a),
and
(xi, yα, va)
H
=
(
(xi, va), va
(
ρia
∂
∂xi
− Γαa
∂
∂yα
))
.
We can now easily give a local basis for the horizontal sections of π1, which is given by
Ha = ea
H = Xa − Γ
α
a (x, y)Vα. (13)
An adapted representation of the section (12) then becomes:
Z = zaHa + (Z
α + zaΓαa )Vα. (14)
We end this section with the following remark about a generalised notion of tangent map
between ̺-prolongations. Suppose that two vector bundles V1 → M1 and V2 → M2
with anchors ̺1 and ̺2 (respectively) are given, together with two arbitrary fibre bundles
P1 → M1 and P2 → M2. Suppose further that F : P1 → P2 is a bundle map over some
f : M1 → M2 and that f : V1 → V2 is a vector bundle morphism over the same f ,
satisfying Tf ◦ ̺1 = ̺2 ◦ f. Then, we can define a map
T ̺1,̺2F : T ̺1P1 → T
̺2P2, (v1, X1) 7→ (f(v1), TF (X1)). (15)
3 Parallel transport and Lie transport for affine gen-
eralised connections
Let h : π∗V → TE be a ̺-connection on an affine bundle π : E → M . The affine structure
of E can be represented by the map Σ : E ×M E → E, Σ(e, e) = e+ e (e ∈ Em, e ∈ Em).
The ̺-connection h on π is said to be affine, if there exists a linear ̺-connection h on π
such that ∀e ∈ Em, e ∈ Em and v ∈ Vm
h(e+ e, v) = TΣ(e,e)
(
h(e, v), h(e, v)
)
. (16)
The connection coefficients of an affine connection are of the form Γαa (x, y) = Γ
α
a0(x) +
Γαaβ(x)y
β. We have shown in [25] that an affine ̺-connection on π can equivalently be
seen as a pair (∇,∇) where ∇ is the covariant derivative operator corresponding to the
linear h and ∇ : Sec(τ) × Sec(π) → Sec(π) is an operator which is IR-linear in its first
argument and has the properties
∇fsσ = f∇sσ, ∇s(σ + fσ) = ∇sσ + f∇sσ + ̺(s)(f)σ (17)
for all s ∈ Sec(τ), σ ∈ Sec(π), σ ∈ Sec(π) and f ∈ C∞(M). ∇ is defined via the so-
called connection map K : T ̺E → E, which maps (v, Qe) to the vertical tangent vector
(̺1 − h ◦ j)(v,Qe) thought of as an element of E,
∇sσ(m) = K
(
s(m), Tσ(̺(s(m)))
)
.
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Technically, K = pE ◦ v ◦ (̺
1 − h ◦ j).
Let us briefly summarise the discussion of parallel transport for affine ̺-connections, as
developed in [25]. A curve in π∗V is a couple (ψ, c), where ψ is a curve in E and c a
curve in V with the properties that the projected curves on M coincide: ψM = cM (in
taking a curve in π∗V we will suppose that I = [a, b] ⊂ Dom((ψ, c)) is an interval in
Dom(ψ) ∩ Dom(c)). The horizontal lift of the curve (ψ, c) is a curve (ψ, c)H in T ̺E,
determined by
(ψ, c)H : u 7→ (c(u), h(ψ(u), c(u))) for all u ∈ I. (18)
We also say that ψ in E is a horizontal lift of c, and write ψ = ch, if (ψ, c)H is a ̺1-
admissible curve. Since by construction π1 ◦ (ψ, c)H = ψ, this means that
ψ˙(u) = ̺1 ◦ (ψ, c)H(u) = h(ψ(u), c(u)), (19)
and automatically implies that c must be ̺-admissible, since c˙M = ψ˙M = Tπ ◦ ψ˙ =
Tπ ◦h(ψ, c) = ̺◦ c. Given c, with cM(a) = m say, we will write c
h
e for the unique solution
of (19) passing through the point e ∈ Em at u = a (i.e. c
h
e (a) = e) and denote the
lift (che , c)
H by c˙He , where, of course, the ‘dot’ merely refers to the fact that ̺
1(c˙He ) = c˙
h
e .
Curves of the form c˙He are ̺
1-admissible by construction.
Let s be a section of V → M , which we regard as section of π∗V → E via the composition
with π. In that sense, we can talk about the vector field h(s) ∈ X (E), which has the
following interesting characteristics.
Lemma 1. For any s ∈ Sec(τ), the vector field h(s) on E has the property that all its
integral curves are horizontal lifts of ̺-admissible curves in V.
Proof. Let γe denote an integral curve of h(s) through the point e. Since h(s) is π-
related to ̺(s) ∈ X (M), π ◦ γe then is an integral curve of ̺(s) through m = π(e), which
we shall call cm. Obviously, c = s(cm) now is a ̺-admissible curve in V and we have for
all u in its domain,
h(s)(che (u)) = h
(
che (u), s
(
π(che (u))
))
= h
(
che(u), c(u)
)
= c˙he (u), (20)
which shows that γe = c
h
e .
So far, the above characterisation of a horizontal lift applies to any ̺-connection on π. If,
in particular, the connection is affine, then we can express the definition of a horizontal
lift also in terms of the operator ∇. Indeed, for any ̺-admissible curve c in V and any
curve ψ with cM = ψM , we can define a new curve ∇cψ by means of
∇cψ(u) := K((c(u), ψ˙(u))) =
(
ψ˙(u)− h
(
(ψ(u), c(u))
))
v
.
Obviously, ψ = che iff ψ(a) = e and ∇cψ = 0 for all u ∈ I.
Putting cM(b) = mb, the point c
h
e (b) ∈ Emb is called the parallel translate of e along c. It
is instructive to see in detail how one can get an affine action between the affine fibres of
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E. Take e1, e2 ∈ Em and consider the horizontal lifts c
h
e1
and che2. Denote the difference
e1 − e2 by e ∈ Em and put ηe := c
h
e1
− che2 . As the subscript indicates, ηe is a curve in E
starting at e. From the action of ∇ on curves (see e.g. [4, 25]), it easily follows that
∇cc
h
e1
(u)−∇cc
h
e2
(u) = ∇cηe(u), for all u ∈ I.
Since both che1 and c
h
e2
are solutions of the equation ∇cψ = 0, ηe must be the unique
solution of the initial value problem ∇cη = 0, η(a) = e, i.e. the unique h-horizontal lift
through e. Therefore, the difference between the ∇-parallel translates of e1 and e2 along
c is the ∇-parallel translated of e1 − e2 along c. In fact, this property is necessary and
sufficient for the connection to be affine. From now on we will use the notation che for
che1 − c
h
e2
.
Proposition 1. A ̺-connection h on π is affine if and only if there exists a linear ̺-
connection h on π, such that for all admissible curves c and for any two points e1, e2 ∈ Em
(m = cM(a)) the difference c
h
e1
(u)− che2(u) is the ∇-parallel translate of e1 − e2 along c.
Proof. The proof in one direction has already been given. For the converse, suppose
that a linear connection h exists, having the above properties. It suffices to show that h is
related to h by means of (16). Choosing a v ∈ Vm arbitrarily, we take a ̺-admissible curve
c, that passes through it (for u = a) and consider its h-horizontal lift che through e and
its h-horizontal lift through e. By assumption we know that che+e − c
h
e is the h-horizontal
lift of c through e, i.e.
Σ(che (u), c
h
e(u)) = c
h
e+e(u) for all u ∈ I.
Taking the derivative of this expression at u = a, we get
TΣ(e,e)
(
c˙he (a), c˙
h
e(a)
)
= c˙he+e(a). (21)
In view of (19) and its analogue for h, this is indeed what we wanted to show.
Let us introduce corresponding ‘flow-type’ maps. For that purpose, it is convenient to use
(temporarily) the more accurate notation cha,e for the horizontal lift which passes through
e at u = a. Putting
φhu,a(e) = c
h
a,e(u), u ∈ [a, b],
the result of the preceding proposition can equivalently be expressed as,
φhu2,u1(e+ e) = φ
h
u2,u1
(e) + φhu2,u1(e),
i.e. φhu2,u1 : EcM (u1) → EcM (u2) is an affine map with linear part φ
h
u2,u1
. Its tangent
map, therefore, can be identified with its linear part. As a result, when we consider Lie
transport of vertical vectors in TE along the curve cha,e, in the case of an affine connection,
the image vectors will come from the parallel translate associated to the linear connection
h. Indeed, putting Ya = v(e, e) and defining its Lie translate from a to b as Yb = Tφ
h
b,a(Ya),
we have for each g ∈ C∞(E),
Yb(g) = Ya(g ◦ φ
h
b,a) =
d
dt
(
g ◦ φhb,a(e+ te)
)
t=0
=
d
dt
(
g(φhb,a(e) + tφ
h
b,a(e))
)
t=0
= v
(
cha,e(b), c
h
a,e(b)
)
g,
8
where the transition to the last line requires affineness of the connection. It follows that
in the affine case, the Lie translate of Ya = v(e, e) to b is given by
Yb = v
(
cha,e(b), c
h
a,e(b)
)
. (22)
At this point, it is appropriate to make a few more comments about the general idea of
Lie transport. If (on an arbitrary manifold) Y is a vector field along an integral curve of
some other vector field X, and we therefore have a genuine (local) flow φs at our disposal,
then the Lie derivative of Y with respect to X is defined to be
LXY (u) =
d
ds
(
Tφ−s(Y (s+ u))
)
s=0
.
As shown for example in [8] (p. 68), the requirement LXY = 0, subject to some initial
condition, Y (0) = Y0 say, then uniquely determines a vector field Y along an integral
curve of X in such a way that Y (u) is obtained by Lie transport of Y0. The description of
Lie transport, therefore, is more direct when we are in the situation of an integral curve
of a vector field.
Lemma 1, unfortunately, does not create such a situation for us because, when an admis-
sible curve c is given, together with one of its horizontal lifts che , it does not provide us
with a way of constructing a vector field which has che as one of its integral curves. The
complication for constructing such a vector field primarily comes from the fact that the
differential equations (19) which define che are non-autonomous. The usual way to get
around this problem is to make the system autonomous by adding on extra dimension.
A geometrical way of achieving this here, which takes into account that che in the first
place has to be a curve projecting onto cM , is obtained by passing to the pullback bundle
c∗
M
E → I ⊂ IR. We introduce the notation c1
M
: c∗
M
E → E, (u, e) 7→ (cM(u), e), and
likewise c1
M
: c∗
M
E → E, (u, e) 7→ (cM(u), e). With the help of these maps, we can single
out vector fields Λc ∈ X (c
∗
M
E) and Λc ∈ X (c
∗
M
E) as follows.
Proposition 2. For any ̺-connection h on π and given ̺-admissible curve c in V, there
exists a unique vector field Λc on c
∗
M
E that projects on the coordinate vector field on IR
and is such that
Tc1
M
(Λc(u, e)) = h
(
c1
M
(u, e), c(u)
)
, (23)
for all (u, e) ∈ c∗
M
E. Likewise, if the connection is affine with linear part h, there exists
a unique vector field Λc on c
∗
M
E that projects on the coordinate vector field on IR and is
such that
Tc1
M
(Λc(u, e)) = h
(
c1
M
(u, e), c(u)
)
, (24)
for all (u, e) ∈ c∗
M
E.
Proof. The proof is analogous for both cases; we prove only the first. Let u denote the
coordinate on IR and yα the fibre coordinates of some e ∈ (c∗
M
E)u. Representing the given
curve as c : u 7→ (xi(u), ca(u)) and putting Λc(u, e) = U(u, e)
∂
∂u
|(u,e) + Y
α(u, e) ∂
∂yα
|(u,e),
one finds that
Tc1
M
(Λc(u, e)) = (x
i(u), yα;U(u, e)x˙i(u), Y α(u, e)).
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On the other hand h
(
c1
M
(u, e), c(u)
)
=
(
xi(u), yα; ca(u)̺ia(cM(u)),−c
a(u)Γαa (cM(u), e)
)
.
Identification of the two expressions gives that Y α(u, e) = −ca(u)Γαa (cM(u), e), and that
Ux˙i = ̺iac
a. At points where c does not lie in the kernel of ̺, the latter equality would
by itself determine U to be 1. The extra projectability requirement ensures that this will
hold also when x˙i = ̺iac
a = 0.
An interesting point here is that the complication about ensuring separately that U = 1
in some sense disappears when we look at horizontality on T ̺E rather than on TE, i.e.
horizontality in the sense of (18). To see this, observe first that we can use the bundle
map f : T IR → V, U d
du
|u 7→ Uc(u) over cM : I → M , to obtain, in accordance with (15),
the following extended notion of tangent map:
T ̺c1
M
: T (c∗
M
E)→ T ̺E, λ 7→ (f(TτIRλ), T c
1
M
(λ)).
Here τIR is the bundle projection of c
∗
M
E → IR. T ̺c1
M
is well defined, since TτIRλ is of
the form U d
du
|u and Tπ ◦ Tc
1
M
(λ) = T (π ◦ c1
M
)(λ) = T (cM ◦ τIR)(λ) = TcM ◦ TτIR(λ) =
TcM(U
d
du
|u) = Uc˙M(u) = U̺(c(u)) = ̺(f(U
d
du
|u)) = ̺(f(TτIRλ)). Notice that this remains
true also at points where c lies in the kernel of ̺. Now, Λc can be defined as the unique
vector field on c∗
M
E for which
T ̺c1
M
(Λc(u, e)) =
(
c1
M
(u, e), c(u)
)H
for all (u, e) ∈ c∗
M
E.
Indeed, the second component of this equality is just the condition (23) again, whereas
the first component says that Uc(u) = c(u) and thus implies U = 1.
We will look now at the integral curves of Λc and Λc. Since Λc projects on the coordinate
field on IR, the integral curves are essentially sections of c∗
M
E → IR. Let γe denote the
integral curve going through (a, e) at time u = a, so that
γ˙e(u) = Λc(γe(u)) ∀u ∈ I
′, (25)
where I ′ is some interval, possibly smaller than the domain I of c. In a similar way, we
will write γe for the integral curve of Λc through (a, e).
Proposition 3. For any ̺-connection on π, the curve c1
M
◦ γe is the h-horizontal lift of c
through e. Likewise, if the connection is affine with linear part h, the curve c1
M
◦ γe is the
h-horizontal lift of c through e.
Proof. Again, we will prove only the first statement. c1
M
◦ γe is a curve in E projecting
on the curve cM in M . Using (25) and (23) we find:
d
du
(c1
M
◦ γe)(u) = Tc
1
M
(γ˙e(u)) = Tc
1
M
(Λc(γe(u))) = h(c
1
M
◦ γe(u), c(u)),
which shows that c1
M
◦ γe = c
h
e .
We now proceed to look at Lie transport along integral curves of the vector field Λc
on c∗
M
E. It is clear that c∗
M
E → IR is an affine bundle modelled on the vector bundle
c∗
M
E → IR. As we know from Section 2 then, there is a vertical lift map, which we will
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denote by vc∗
M
E which maps elements of (c
∗
M
E×IR c
∗
M
E) to vertical vectors of T (c∗
M
E). We
will consider Lie transport of such vertical vectors along integral curves of Λc. Starting
from e ∈ EcM (a), E ∈ EcM (a) and putting Υe,e(a) = vc∗ME
(
(a, e), (a, e)
)
, we know that
the condition LΛcΥe,e = 0 uniquely defines a vector field along the integral curve γ(a,e)
of Λc (γ(a,e)(a) = (a, e)) which takes the (vertical) value Υe,e(a) at the point (a, e). As
said before, the value of Υe,e at any later u is the Lie translate of Υe,e(a), that is to
say, we have Υe,e(u) = Tφu,a
(
Υe,e(a)
)
, where φu,a refers to the flow of Λc (φa,a is the
identity). It is interesting to observe here that Υe,e is directly related to the Lie translate
we discussed before, of vertical vectors on E along the horizontal lift cha,e. To be precise,
with Ye,e(a) = Tc
1
M
(
Υe,e(a)
)
= v(e, e) and defining Ye,e(u) to be Tφ
h
u,a
(
Ye,e(a)
)
as before,
we have (at any later time u in the domain of γ(a,e))
Tc1
M
(
Υe,e(u)
)
= Ye,e(u). (26)
Indeed, it follows from Proposition 3 (using here again the somewhat more accurate
notations which take the “initial time” a into account), that c1
M
◦φu,a = φ
h
u,a◦c
1
M
. Therefore,
we have
Tc1
M
(
Υe,e(u)
)
= Tc1
M
(
Tφu,a(Υe,e(a))
)
= Tφhu,a
(
Tc1
M
(Υe,e(a))
)
= Tφhu,a
(
Ye,e(a)
)
= Ye,e(u).
The case of an affine ̺-connection is of special interest. The affine nature of the maps
che (u), for fixed u, implies via Proposition 3 that the flow maps of Λc are also affine, or
expressed differently that:
γe+e(u) = γe(u) + γe(u). (27)
We have shown already that in the affine case: Ye,e(u) = v
(
che (u), c
h
e(u)
)
. The translation
of this result via the relation (26) means that we have
Υe,e(u) = vc∗
M
E
(
γe(u), γe(u)
)
. (28)
Summarising the more interesting aspects of what we have observed above, we can make
the following statement
Proposition 4. For an arbitrary ̺-connection on π, Lie transport of vertical vectors on
E along the horizontal lift che is equivalent to Lie transport of vertical vectors on c
∗
M
E
along integral curves of the vector field Λc. In the particular case that the connection is
affine, the translates in both cases are compatible with the affine nature of the flow maps
between fixed fibres.
The next result concerns an important property of the covariant derivative operators ∇
and ∇ which become available when the ̺-connection is affine. The preceding considera-
tions about vector fields Λc on c
∗
M
E will help to prove it in a purely geometrical way. The
reader may wish to skip this rather technical proof and pass to the remark immediately
following it.
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Proposition 5. Let h be an affine ̺-connection. For all s ∈ Sec(τ), σ ∈ Sec(π) and
σ ∈ Sec(π), the brackets [hs, vσ] and [hs, vσ] of vector fields on E are vertical and we
have
∇sσ = [hs, vσ]v, ∇sσ = [hs, vσ]v. (29)
Proof. We start with the bracket [hs, vσ]v. Since the vector fields under consideration
are π-related to ̺(s) and the zero vector field on M , respectively, their Lie bracket is
π-related to [̺(s), 0] = 0 and is therefore vertical. If we project it down to E, strictly
speaking by taking ([hs, vσ](e))v ∈ E ×M E with e ∈ Em and looking at the second
component, we obtain an element of Em which does not depend on the fibre coordinates
of e (as we can see instantaneously by thinking of coordinate expressions). In other words,
[hs, vσ]v gives rise to a section of π which has the following properties: for all f ∈ C
∞(M)
[h(fs), vσ]v = f [hs, vσ]v, [hs, v(fσ)]v = f [hs, vσ]v + ̺(s)(f)σ.
These are precisely the properties of the covariant derivative operator ∇sσ, from which it
follows that L(s, σ) = ∇sσ − [hs, vσ]v is tensorial in s and σ.
To prove that L is actually zero, we will use a rather subtle argument, which is based on
the following considerations of a quite general nature. If L(s, σ) is tensorial, so that for all
m, L(s, σ)(m) depends on s(m) and σ(m) only, then for each curve cM in M , there exists
a corresponding operator l(r, η), acting on arbitrary sections along the curve cM , which is
completely determined by the property: if s ∈ Sec(τ), σ ∈ Sec(π) and we put r = s|cM ,
η = σ|cM , then l(r, η)(u) = L(s, σ)(cM(u)). In turn, the value of L(s, σ)(m) at an arbitrary
point m can be computed by choosing an arbitrary curve cM through m (cM(0) = 0 say),
selecting sections r and η along cM for which r(0) = s(m) and η(0) = e = σ(m), and then
computing l(r, η)(0).
We apply this general idea in the following way. Starting from an arbitrary e ∈ Em, we
know from Lemma 1 that the integral curve of h(s) through e is the horizontal lift che of
some admissible curve c through s(m) (here the “initial time” a is taken to be zero). Take
r to be this curve c (with projection cM) and choose η to be the curve c
h
e . Then,
l(r, η)(0) = ∇cc
h
e(0)−
(
Lhsv(c
h
e , c
h
e)
)
v
(0).
But ∇cc
h
e is zero by construction. Concerning the second term, we observe that hs is
c1
M
-related to Λc, by definition of Λc. Also v(c
h
e , c
h
e) is c
1
M
-related to the vector field Υe,e(u)
along the integral curve γe of Λc through the point (0, e) ∈ c
∗
M
E (see (26)). But we
know that LΛcΥe,e = 0, so that in particular
(
Lhsv(c
h
e , c
h
e )
)
v
(0) = 0. It follows that
∇sσ = [hs, vσ]v.
For the second part, we should specify in the first place what is meant by v(σ): any
σ ∈ Sec(π) can be thought of as a section of π˜ and then v(σ)(e) = v(e, ϑe(σ(π(e)))).
Making use of the canonical section I of π∗π˜, we can write in fact that v(σ) = v(σ − I),
where σ − I ∈ Sec(π∗π). It is clear that [hs, vσ] is vertical again, and we find the
properties: ∀f ∈ C∞(M),
[h(fs), vσ]v = f [hs, vσ]v,
[hs, v(σ + fσ)]v = [hs, v(σ − I) + fv(σ)]v = [hs, vσ]v + f [hs, vσ]v + ̺(s)(f)σ
= [hs, vσ]v + f∇sσ + ̺(s)(f)σ.
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Again, these are the characterising properties of the covariant derivative ∇sσ. It follows
that the operator L(s, σ) = ∇sσ − [hs, vσ]v is linear in s and affine in σ. This is the
analogue, when there are affine components involved, of an operator L being tensorial.
The rest of the reasoning follows the same pattern as before. This time, starting from an
arbitrary e ∈ Em and an integral curve c
h
e of h(s) through e, we put e = σ(π(e))− e and
choose the curves η = che in E and η = c
h
e + η in E to obtain a section of π along c
h
e which
has σ(π(e)) as initial value.
Remark. A more direct, but perhaps geometrically less appealing proof, consists in
verifying the statements of Proposition 5 by a coordinate calculation. We have, for s =
sa(x)ea and σ = e0 + σ
α(x)eα,
∇sσ = [hs, vσ]v =
(
ρia
∂σα
∂xi
+ Γαa0(x) + Γ
α
aβ(x)σ
β(x)
)
sa(x)eα,
and similarly, for σ = σαeα,
∇sσ = [hs, vσ]v =
(
ρia
∂σα
∂xi
+ Γαaβ(x)σ
β(x)
)
sa(x)eα.
Corollary 1. If (e, v) ∈ π∗V and s ∈ Sec(τ), σ ∈ Sec(π) are sections passing through v
and e respectively, then we have the following relation
h(e, v) = Tσ(̺(v))− [hs, vσ](e). (30)
Proof. It was shown in [25] that a pair of operators having the properties of covariant
derivatives (∇,∇) uniquely define an affine ̺-connection on π. The brackets [hs, vσ]v and
[hs, vσ]v constitute such a pair (as shown above) and according to [25], the right-hand side
of (30) would then define the associated affine ̺-connection. A priori, however, there is no
reason why this would be the h we started from. But the proof of Proposition 5 precisely
guarantees now that it must be the h we started from, and hence we have (30).
There is of course a similar formula for h, which reads,
h(e, v) = Tσ(̺(v))− [hs, vσ](e). (31)
As an immediate benefit of the formulas (29), we can obtain an explicit defining relation
now for the extension of the operators (∇,∇) to a covariant derivative ∇˜ on Sec(π˜). Each
σ˜ ∈ Sec(π˜) is either of the form fσ, with f ∈ C∞(M) and σ ∈ Sec(π), or of the form σ,
for some σ ∈ Sec(π). Then, ∇˜sσ˜ is defined in [25] by one or the other of the following
relations
∇˜sσ˜ = f∇sσ + ̺(s)(f)σ, or ∇˜sσ˜ = ∇sσ.
Corollary 2. A unifying formula for the computation of ∇˜sσ˜ is given by
∇˜sσ˜ = [hs, vσ˜]v + ̺(s)(〈σ˜, e
0〉)I. (32)
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Proof. In the first case we have ∇˜sσ˜ = f [hs, vσ]v + ̺(s)(f)σ. Using the properties that
σ, regarded as section of π∗π˜, can be written as σ = ϑ(σ) + I, and that
(
v(σ)
)
v
= ϑ(σ),
this expression can be rewritten as ∇˜sσ˜ = [hs, v(fσ)]v + ̺(s)(f)I, which is of the form
(32) since 〈σ˜, e0〉 = f in this case. In the second case, we have ∇˜sσ˜ = [hs, vσ]v, which is
immediately of the right form since 〈σ˜, e0〉 = 0 now.
The representation (32) of ∇˜sσ˜ is exactly the decomposition (2) of ∇˜sσ˜, regarded as
section of π∗π˜. One should not forget, of course, that such a decomposition somehow
conceals part of the information in case the section under consideration, as is the case
with ∇˜sσ˜ here, is basic, in the sense that it is actually a section of π˜ : E˜ →M .
4 Generalised connections of Berwald type
Within the framework of the classical theory of connections on a tangent bundle τM :
TM →M (or more generally a vector bundle over M), it is well known that an arbitrary
horizontal distribution or non-linear connection has a kind of linearisation [29]. For the
case of the tangent bundle, for example, this induced linear connection can be interpreted
in different equivalent ways: as a linear connection on T (TM) → TM (see for example
[28]), or as a linear connection on the vertical bundle V (TM) → TM (see e.g. [1]), or
perhaps most efficiently as a connection on the pullback bundle τ ∗MTM → TM . An
interesting geometrical characterisation of this so-called Berwald-type connection, in its
pullback bundle version, was given by Crampin in [6]. Our generalisation to a time-
dependent set-up on jet bundles [24] revealed that there is a certain liberty in fixing the
time-component of the connection, though two particular choices come forward in a rather
natural way via a direct defining relation of the covariant derivative. This kind of gauge
freedom in fixing the connection has everything to do with the affine nature of the first-jet
bundle. We shall now explore to what extent a ̺-connection on an affine bundle, in the
general picture of Section 2, has a kind of induced linearisation, and we intend to unravel
in that process the origin of the two specific choices for fixing the connection, as described
in [24].
The case of our time-dependent model in [24] fits within the present scheme as follows:
V = TM , ̺ is the identity and E is the first-jet bundle of M → IR. The induced linear
connection then is a connection on the pullback bundle π∗π˜, i.e. a covariant derivative
operator ∇ξX, where ξ is a vector field on E and X a section of π
∗π˜. To define ∇ξX,
it suffices to specify separately the action of horizontal and vertical vector fields, where
“horizontality” is defined of course via the non-linear connection one starts from. In the
more general situation of a ̺-connection, however, horizontality of vector fields on E is
not an unambiguous notion, in the sense that Imh may not provide a full complement
of the set of vertical vectors and may even have a non-empty intersection with this set
(see [4]). As said in Section 2, we do have a direct complement for the vertical sections
of π1 : T ̺E → E. So the right way to look here for a linear connection on π∗π˜ is as a
̺1-connection.
The linear ̺1-connection on π∗π˜ will actually be generated by an affine ̺1-connection on
π∗E → E. However, as long as we let V → M be any vector bundle, not related to E → M
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and without the additional structure of a Lie algebroid, there is no bracket of sections of τ
or π1 available. We should, therefore, not expect to discover easily direct defining relations.
Instead, we shall approach the problem of detecting corresponding ̺1-connections on π∗E
via their covariant derivative operators, for which we will use the results of Proposition 5
as one of the sources of inspiration. Following the lead of Crampin’s approach in [6], the
other source of inspiration should come from understanding the details of possible rules
of parallel transport, into which subject we will enter now first.
Recall that the concept of parallel transport in E, i.e. the construction of the horizontal
lift che of a ̺-admissible curve in V, exists for any ̺-connection h. If h is affine, we know
that for horizontal lifts which start at e and e1 = e + e at an initial time a, we have at
any later time b that che+e(b) = c
h
e (b) + c
h
e (b). In addition, v(e, e) identifies the couple
(e, e) ∈ π∗E with a vertical tangent vector to E, and we have seen that the evolution
to the vector v(che , c
h
e) is just Lie transport along c
h
e . If h is not affine, Lie transport
of a vertical vector along che still exists and one could somehow reverse the order of
thinking to use that for defining an affine action on fibres of E. To be specific, writing
Ye,e(a) = v(e, e) for the initial vertical vector and considering its Lie transport, defined as
before by Ye,e(u) = Tφ
h
u,a
(
Ye,e(a)
)
, we get the following related actions on π∗E and π∗E:
(e, e) 7→ (che , pE
(
(Ye,e)v
)
),
(e, e1) 7→ (c
h
e , c
h
e + pE
(
(Ye,e1−e)v
)
).
(33)
We will refer to this as the affine action on π∗E by Lie transport along horizontal curves.
Obviously, when h is not affine, the image of (e, e1) under this affine action will not be
(che , c
h
e1
).
The question which arises now is whether there are natural ways also to define an affine
action on π∗E along vertical curves, i.e. curves in a fixed fibre Em of E. Let c
v
e denote an
arbitrary curve through e in the fibre Em (m = π(e)). It projects onto the constant curve
cm : u 7→ cm(u) = m in M . A curve in V which has the same projection (and actually is
̺-admissible) can be taken to be om : u 7→ om(u) = (m, om). c˙
v
e is a curve in TE which
projects onto cve and has the property Tπ(c˙
v
e) = 0. By analogy with earlier constructions,
we define a new curve c˙Ve in T
̺E, determined by
c˙Ve := (om, c˙
v
e). (34)
Obviously, by construction, we have that π1 ◦ c˙Ve = c
v
e and ̺
1 ◦ c˙Ve = c˙
v
e , so that c˙
V
e is
̺1-admissible.
Let us now address the problem of defining a transport rule in π∗E along curves cve.
Remember that for the horizontal curves, we described such a transport rule by looking
first at the way vertical tangent vectors can be transported. For the transport of vertical
tangent vectors within a fixed fibre, the usual procedure is to take simple translation (this
is sometimes called complete parallelism). Thus, starting from a point (e, e1) ∈ π
∗E, to
which we want to associate first a vertical tangent vector, we think of (e, e1) as belonging
to π∗E˜ and consider v(e, e1) = v(e, ϑe(e1)) = v(e, e1 − e). Its parallel translate along a
curve cve is v(c
v
e, e1−e) which can be identified with (c
v
e , e1−e) ∈ π
∗E. But it makes sense
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to associate with this a new element of π∗E as well, in exactly the same way as we did it
for horizontal curves. We thus arrive at the following action on π∗E and π∗E
(e, e) 7→ (cve , e),
(e, e1) 7→ (c
v
e , c
v
e + e1 − e).
(35)
It could be described as a vertical affine action by translation in π∗E.
There is, however, another way of transporting points in π∗E along a curve of type cve,
which is in fact the most obvious one if one does insist on having a link with a transport
rule of vertical tangent vectors via the vertical lift operator. It is obtained by looking at
the action
(e, e) 7→ (cve , e),
(e, e1) 7→ (c
v
e , e1),
(36)
and could be termed as a vertical affine action by translation in π∗E.
Given an arbitrary ̺-connection h on the affine bundle π : E → M , we now want to
construct an induced ̺1-connection h1 on the affine bundle π∗π : π∗E → E through
the identification of suitable covariant derivative operators D and D. That is to say, we
should give a meaning to things like DZX and DZX, for Z ∈ Sec(π
1), X ∈ Sec(π∗π),
X ∈ Sec(π∗π). As explained in Section 2, every Z has a unique decomposition in the form
Z = XH + Y
V
, with X ∈ Sec(π∗τ), Y ∈ Sec(π∗π). These in turn are finitely generated
(over C∞(E)) by basic sections, i.e. sections of τ and of π, respectively. The same is true
for the sections X or X on which DZ and DZ operate. This means that, for starting the
construction of covariant derivatives, we must think of a defining relation for DsHσ, DηV σ,
DsHσ, DηV σ, with s ∈ Sec(τ), σ ∈ Sec(π), η, σ ∈ Sec(π). The expectation is, since we
look for a D and D, that h1, as a kind of linearisation of h, will be an affine connection
and so, in the particular case that the given h is affine, it should essentially reproduce a
copy of itself. Therefore, the first idea which presents itself is to set
DsHσ = [hs, vσ]v, DsHσ = [hs, vσ]v, DηV σ = DηV σ = 0. (37)
The first point in the proof of Proposition 5 did not rely on the assumption of h being
affine, so we know that these formulas at least are consistent with respect to the module
structure over C∞(M). We then extend the range of the operators D and D in the obvious
way, by the following three rules: for every F ∈ C∞(E), we put
DF sHσ = FDsHσ = F [hs, vσ]v, DF sHσ = FDsHσ = F [hs, vσ]v, (38)
DFηV σ = DFηV σ = 0, (39)
which suffices to know what DZσ and DZσ mean for arbitrary Z ∈ Sec(π
1), and finally
we put
DZ(Fσ) = FDZσ + ̺
1(Z)(F )σ, (40)
DZ(σ + Fσ) = DZσ + FDZσ + ̺
1(Z)(F )σ, (41)
which suffices to give a meaning to all DZX and DZX. Our operators satisfy by con-
struction all the necessary requirements for defining an affine ̺1-connection h1.
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It is worthwhile to observe that for the covariant derivatives of general X ∈ Sec(π∗π) and
X ∈ Sec(π∗π), we still have an explicit formula at our disposal when Z is of the form sH ,
with s basic. This follows from the fact that ̺1(sH) = h(s), so that
DsH (σ + Fσ) = [hs, vσ]v + F [hs, vσ]v + ̺
1(sH)(F )σ,
= [hs, v(σ + Fσ)]v, (42)
and likewise for DsHX.
The next point on our agenda is to understand what parallel transport means for the
affine connection (D,D), or even better, to show that it is uniquely characterised by
certain features of its parallel transport. The general idea of parallel transport is clear, of
course: starting from any ̺1-admissible curve c1 in T ̺E, its horizontal lift is a curve ψ1 in
π∗E having the same projection ψ1
E
= c1
E
in E and satisfying Dc1ψ
1 = 0; image points of
ψ1 then give parallel translation by definition. Now, ψ1 is essentially a pair of curves in E
having the same projection in M , so the determination of ψ1 is a matter of constructing
a second curve in E having the same projection in M as c1
E
. It will be sufficient to focus
on ̺1-admissible curves of the form c˙He and c˙
V
e , for which the corresponding projections
on E are curves of the form che and c
v
e , respectively, and to consider curves ψ
1 which come
from the restriction of sections of π∗π to che or c
v
e . To simplify matters even further, we
can use basic sections s ∈ Sec(τ) to generate horizontal curves, because we know from
Lemma 1 that the integral curves of h(s) ∈ X (E) are horizontal lifts. Vertical curves, of
course, can be generated as integral curves of vertical vector fields.
Proposition 6. Let s ∈ Sec(τ), Y ∈ Sec(π∗π) be arbitrary. Denote the integral curves of
h(s) and vY through a point e by che and c
v
e and consider their lifts to ̺
1-admissible curves
c˙He and c˙
V
e in T
̺E. (D,D) is the unique affine ̺1-connection on π∗π with the properties
(i) Parallel transport along c˙He is the affine action on π
∗E by Lie transport along hori-
zontal curves.
(ii) Parallel transport along c˙Ve is the vertical affine action by translation in π
∗E.
Proof. Recall that sH ∈ Sec(π1) is defined at each e ∈ E by sH(e) =
(
s(π(e)), h(s)(e)
)
,
so that at each point along an integral curve che of h(s), we have
s
H(che (u)) =
(
s ◦ π ◦ che (u), c˙
h
e(u)
)
= c˙He (u).
Let now X be an arbitrary section of π∗π and put ψ1(u) = X(che(u)), which defines a
curve in π∗E projecting onto che in E. We have(
Dc˙He ψ
1
)
(u) = Dc˙He (u)X = DsH(che (u))X =
(
DsHX
)(
che (u)
)
.
If such curve is required to govern parallel transport in π∗E, we must have
(
Dc˙He ψ
1
)
(u) =
0, ∀u. This implies that ∀s ∈ Sec(τ), ∀X ∈ Sec(π∗π), DsHX should be zero along integral
curves of h(s) ∈ X (E). By the remark about the explicit formula (42) for DsHX and with
v(X)(che(u)) = v(ψ
1(u)), which defines a vertical vector field along che , this requirement
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is further equivalent to Lh(s)v(ψ
1) = 0, which is precisely the characterisation of Lie
transport. The same arguments apply to D and show that our (D,D) has the property
(i).
With Y ∈ Sec(π∗π), Y
V
∈ Sec(π1) is such that ̺1(Y
V
) is a vertical vector field on E.
Hence, its integral curves are curves of the form cve in a fixed fibre Eπ(e) and we have from
(34):
Y
V (
cve(u)
)
=
(
oπ(e), c˙
v
e(u)
)
= c˙Ve (u).
Let X again be an arbitrary section of π∗π and put this time ψ1(u) = X(cve(u)), which
defines a curve in E ×M E projecting onto c
v
e for its first component. We wish to show
that if ψ1(u) rules parallel transport along c˙Ve , it is necessarily a curve which is constant
in its second component. We have(
Dc˙Ve ψ
1
)
(u) = Dc˙Ve (u)X = DY V (cve(u))
X =
(
D
Y
VX
)(
cve(u)
)
.
There is no explicit formula available for D
Y
VX. However, X is locally of the form
X = σ + Fiσi, with σ, σi basic sections and Fi ∈ C
∞(E). It then follows that D
Y
VX =
̺1(Y
V
)(Fi)σi and the requirement DY VX(c
v
e(u)) = 0 implies that the Fi must be the first
integrals of ̺1(Y
V
). In turn this means that the value X(cve(u)) is constant. This way we
see that the affine connection (D,D) also has property (ii).
That properties (i) and (ii) uniquely fix the connection is easy to see, because the above
arguments show that they impose in particular that DsHσ = [hs, vσ]v and DηV σ = 0 (and
similarly for D), for basic s, σ and η. And these are exactly the defining relations (37)
from which our couple (D,D) was constructed.
We have seen earlier on that there is a second interesting transport rule along vertical
curves and would like to discover now what modifications to the affine connection must
be made to have this other rule as vertical parallel transport. We are referring here to
the action (35) for which the curve starting at some (e, e1) ∈ Em × Em is of the form
u
ψ1
7→
(
cve(u), e1 + c
v
e(u)− e
)
=
(
cve(u), c
v
e(u) + e1 − e
)
.
Now, it is easy to identify a section of π∗π which along cve coincides with this curve.
Indeed, choosing a basic section σ ∈ Sec(π) which at m = π(e) coincides with e1 − e, we
are simply looking at the restriction to cve of I+σ, where I here denotes the identity map
on E.
Let (Dˆ, Dˆ) denote the affine connection we are looking for now and which clearly will
coincide with (D,D) for its “horizontal action”. If, as before, Y ∈ Sec(π∗π) generates
the vertical vector field vY whose integral curves are the cve , the above ψ
1 will produce
parallel transport, provided we have(
Dˆc˙Ve ψ
1
)
(u) = Dˆ
Y
V (I + σ)(cve(u)) = 0.
Since this must hold for each Y
V
and, for every fixed Y
V
also for all σ, this is equivalent
to requiring that Dˆ
Y
V I = 0 and Dˆ
Y
V σ = 0, ∀Y , σ. In fact, in view of the linearity in Y ,
we actually obtain the conditions
DˆηV I = 0 and DˆηV σ = 0, (43)
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for all basic σ and η. It is interesting to characterise this completely by properties on
basic sections, because the extension to a full affine connection on π∗π then follows au-
tomatically. If σ is an arbitrary basic section of π∗π, it can be decomposed (see(2)) in
the form σ = I + ϑ(σ), whereby ϑ(σ)(e) =
(
e, σ(π(e)) − e
)
. Clearly, σ(π(e)) − e, as an
element of E, has components which are linear functions of the fibre coordinates of e, in
such a way that when acted upon by the vector field ̺1(ηV ), we will obtain −η. It follows
that DˆηV ϑ(σ) = −η and therefore that
DˆηV I = 0 ⇐⇒ DˆηV σ = −η, ∀σ ∈ Sec(π). (44)
This way, we have detected an alternative way for defining an affine ̺1-connection (Dˆ, Dˆ)
on π∗π. Compared to (37), its defining relations are
DˆsHσ = [hs, vσ]v, DˆsHσ = [hs, vσ]v, DˆηV σ = −η, DˆηV σ = 0. (45)
We can further immediately draw the following conclusion about its characterisation
Proposition 7. With the same premises as in Proposition 6, (Dˆ, Dˆ) is the unique affine
̺1-connection on π∗π with the properties
(i) Parallel transport along c˙He is the affine action on π
∗E by Lie transport along hori-
zontal curves.
(ii) Parallel transport along c˙Ve is the vertical affine action by translation in π
∗E.
We will refer to the connections (D,D) and (Dˆ, Dˆ), as well as their extensions D˜ and
˜ˆ
D as Berwald-type connections. For completeness, we list their defining relations here in
coordinates.
DHae0 =
(
Γγa − y
β ∂Γ
γ
a
∂yβ
)
eγ, DVαe0 = 0,
DHaeβ =
∂Γγa
∂yβ
eγ, DVαeβ = 0
and
DˆHae0 =
(
Γγa − y
β ∂Γ
γ
a
∂yβ
)
eγ, DˆVαe0 = −eα,
DˆHaeβ =
∂Γγa
∂yβ
eγ, DˆVαeβ = 0.
5 The case of affine Lie algebroids and the canonical
connection associated to a pseudo-Sode
It is now time to relate the new and quite general results of the preceding sections to
some of our earlier work. Recall that our interest in affine bundles comes in the first place
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from the geometrical study of time-dependent second-order equations and the analysis
of Berwald-type connections in that context [24]. Secondly, once the potential relevance
for applications of Lagrangian systems on Lie algebroids became apparent, we were led
to explore a time-dependent generalisation of such systems and thus arrived at the in-
troduction and study of affine Lie algebroids [27, 22]. Notice that Lagrangian systems
on algebroids are particular cases of pseudo-Sodes, but the concept of a pseudo-Sode in
itself, strictly speaking, does not require the full structure of a Lie algebroid.
So, let us start by looking at pseudo-Sodes on the affine bundle E, which are essentially
vector fields with the property that all the integral curves are ρ-admissible. In saying
that, we are in fact assuming that the anchor map has E in its domain. In this section,
therefore, the starting point is that we have an affine bundle map ρ : E → TM at our
disposal with associated linear map ρ : E → TM . These maps can be extended to a
linear map ρ˜ : E˜ → TM as follows: for every e˜ ∈ E˜m, making a choice of an element
e ∈ Em, we have a representation of the form e˜ = λe + e and define ρ˜(e˜) by
ρ˜(e˜) = λρ(e) + ρ(e).
One easily verifies that this construction does not depend on the choice of e. In coordi-
nates:
ρ : (xi, yα) 7→
(
ρiα(x)y
α + ρi0(x)
) ∂
∂xi
, ρ˜ : (xi, y0, yα) 7→
(
ρiαy
α + ρi0y
0
) ∂
∂xi
.
In what follows ρ˜ plays the role of the anchor map ̺ we had before. This means in
particular that the vector bundle τ : V → M from now on is taken to be the bundle
π˜ : E˜ → M . Now, pseudo-Sodes can be regarded also as sections of the prolonged
bundle π1 : T ρ˜E → E (rather than as vector fields on E). The difference in interpretation
is easy to understand from the basic constructions explained in Section 2. Indeed, we
have seen there that there is a natural vertical lift operator v : Sec(π∗π˜)→ X (E), which
extends to an operator V : Sec(π∗π˜) → Sec(π1) via (6). Combining this vertical lift
with the projection j : T ρ˜E → π∗E˜, gives rise to the map S = V ◦ j, called the vertical
endomorphism on Sec(π1). For Z = ζ0X0 + ζ
αXα + Z
αVα, we have
S(Z) = (ζα − ζ0yα)Vα.
An elegant definition of the concept of pseudo-Sode then goes as follows.
Definition 2. A pseudo-Sode is a section Γ of π1 such that S(Γ) = 0 and 〈Γ,X 0〉 = 1.
In coordinates, Γ is of the form
Γ = X0 + y
αXα + f
αVα. (46)
It is not immediately clear whether a pseudo-Sode comes with a canonically associated
(non-linear) ρ˜-connection in this general setting. However, as mentioned already in [26],
the construction of a connection becomes quite obvious when we have the additional
structure of a Lie algebroid.
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So, assume now we have an affine Lie algebroid structure on π, which can most conve-
niently be seen as a Lie algebroid on π˜ with anchor ρ˜, which is such that the bracket of
two sections of π (regarded as sections of π˜) is a section of π (also considered as a section
of π˜). In coordinates, there exist structure functions Cγαβ and C
γ
0β on M such that
[eα, eβ] = C
γ
αβ(x)eγ and [e0, eβ] = C
γ
0β(x)eγ .
We have shown in [22] that such a Lie algebroid on π˜ can be prolonged to a Lie algebroid
on π˜1 with anchor ρ˜1. In coordinates:
[Xα,Xβ] = C
γ
αβXγ, [X0,Xβ] = C
γ
0βXγ, [Vα,Xβ] = 0,
[X0,Vβ] = 0, [Vα,Vβ] = 0.
(47)
The Lie algebroid structure provides us with an exterior derivative; we use the standard
notation dΓ for the commutator [iΓ, d], which plays the role of Lie derivative and extends,
as a degree zero derivation, to tensor fields of any type.
Now, one way of pinning down a ρ˜-connection on π consists in identifying its horizontal
projector PH (and then PV = I − PH).
Proposition 8. If Γ is a pseudo-Sode on an affine Lie algebroid π, then the operator
PH =
1
2
(
I − dΓS + X
0 ⊗ Γ
)
(48)
defines a horizontal projector on Sec(π1) and hence a ρ˜-connection on π.
Proof. The proof follows the lines of the classical one for time-dependent mechanics
(see [9] or [5]). Since it was largely omitted in [26], we give a brief sketch of one possibility
to proceed here. For σ˜ ∈ Sec(π˜), define the horizontal lift σ˜H ∈ Sec(π1) by
σ˜H =
1
2
(
σ˜C + 〈σ˜, e0〉Γ− [Γ, σ˜V ]
)
, (49)
where σ˜C is the complete lift, as defined in [22]. It is easy to see that this behaves tenso-
rially for multiplication by basic functions and that σ˜H projects onto σ. Hence, extending
the horizontal lift to Sec(π∗π˜) by imposing linearity for multiplication by functions on E,
we obtain a splitting of the short exact sequence (7) for the present situation. This in
fact concludes the proof of the existence of a ρ˜-connection, but it is interesting to verify
further the explicit formula for PH . One can, for example, compute the Lie algebroid
brackets [Γ, σV ] and [Γ, σH] for σ ∈ Sec(π), from which it then easily follows (using also
the properties S(σ˜H) = σV and S(σV ) = 0), that dΓS(σ
V ) = σV , dΓS(σ
H) = −σH and
dΓS(Γ) = 0. The verification that PH is a projection operator and that PH(σ˜
H) = σ˜H then
is immediate.
The connection coefficients of the pseudo-Sode connection are given by
Γα0 = −f
α +
1
2
yβ
(∂fα
∂yβ
+ Cα0β
)
= −fα − yβΓαβ (50)
Γαβ = −
1
2
(∂fα
∂yβ
+ yγCαγβ + C
α
0β
)
. (51)
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Briefly, the particular case of a Lagrangian system on the affine Lie algebroid π is obtained
as follows. Let L be a function on E and consider the 1-form θL = dL ◦ S + LX
0. If
ωL = dθL has maximal rank at every point, i.e. when L is said to be regular, there exists a
unique pseudo-Sode such that iΓωL = 0. In that case, the functions f
α which determine
the connection coefficients are given by
fα = gαβ
(
ρiβ
∂L
∂xi
+ (Cγµβy
µ + Cγ0β)
∂L
∂yγ
− (ρi0 + ρ
i
µy
µ)
∂2L
∂xi∂yβ
)
,
where (gαβ) stands for the inverse matrix of (gαβ) =
(
∂2L
∂yα∂yβ
)
.
Having now seen sufficient reasons to pay particular attention to the case of affine Lie
algebroids, we come back to the construction of Berwald-type connections associated to
arbitrary ρ˜-connections. So assume we have a ρ˜-connection on the affine Lie algebroid π
(not necessarily of pseudo-Sode type). As explained in Section 2, it is then appropriate
to work with the adapted basis {Ha,Vα} for Sec(π
1), rather than the “coordinate basis”
{Xa,Vα} (here the index a stands for either 0 or α). The following bracket relations then
become useful:
[Ha,Vα] =
∂Γδa
∂yα
Vδ,
[Ha,Hb] = C
δ
abHδ + (C
δ
abΓ
γ
δ + ρ˜
1(Hb)(Γ
γ
a)− ρ˜
1(Ha)(Γ
γ
b ))Vγ.
(52)
It will further be appropriate to write now H for the projection T
ρ˜E → π∗E˜ and likewise
define the map V : T
ρ˜E → π∗E ⊂ π∗E˜ by: ZV =
(
ρ˜1(PVZ)
)
v
. The reason is that
this will bring us in line with notations used in [6, 24] to which the next proposition
strongly relates. Combining the horizontal and vertical lift operations with the direct
sum decomposition (3) of Sec(π∗π˜), it is more convenient now to think of the following
threefold decomposition of Sec(π1):
Sec(π1) = 〈IH〉 ⊕ Sec(π∗π)H ⊕ Sec(π∗π)V . (53)
Note that, in the particular case of a pseudo-Sode connection, we have IH = Γ.
We know that any ρ˜-connection generates Berwald-type connections. The strong point of
the next result, however, is that if we assume that π is an affine Lie algebroid, there is a
direct defining formula for the two Berwald-type connections discussed in the preceding
section.
Proposition 9. If the affine bundle π carries an affine Lie algebroid structure, the
Berwald-type connections D˜ and
˜ˆ
D are determined by the following direct formulae:
D˜ZX˜ = [PHZ, X˜
V ]
V
+ [PVZ, X˜
H]
H
+ ρ˜1(PHZ)
(
〈X˜, e0〉
)
I, (54)
˜ˆ
DZX˜ = [PHZ, X˜
V ]
V
+ [PVZ, X
H
]
H
+ ρ˜1Z
(
〈X˜, e0〉
)
I, (55)
with X := X˜ − 〈X˜, e0〉I.
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Proof. Using the properties V ◦PH = 0, H◦PV = 0, h◦H = ρ˜
1◦PH , it is easy to verify that
the above expressions satisfy the appropriate rules when the arguments are multiplied by
a function on E. Hence, both operators define a linear ρ˜1-connection on the vector bundle
π∗π˜. Next, we verify that this connection comes from an affine ρ˜1 connection on π∗π. For
that, according to a result in [25], it is necessary and sufficient that e0 (here regarded as
basic section of π∗π˜) is parallel. We have
(D˜Ze
0)(X˜) = ρ˜1Z(〈X˜, e0〉)− 〈D˜ZX˜, e
0〉, (56)
and similarly for
˜ˆ
D. In the case of D˜, we have
〈D˜ZX˜, e
0〉 = 〈[PVZ, X˜
H ]
H
, e0〉+ ρ˜1(PHZ)
(
〈X˜, e0〉
)
.
Making use of the first of the bracket relations (52), it is straightforward to verify that
the first term on the right is equal to ρ˜1(PVZ)
(
〈X˜, e0〉
)
, so that the sum of both terms
indeed makes the right-hand side of (56) vanish. The computation for
˜ˆ
D is similar.
It remains now to check that the restrictions to Sec(π∗π) and Sec(π∗π) of (54) and (55)
verify, respectively, the defining relations (37) and (45) for (D,D) and (Dˆ, Dˆ). If we take
Z = σ˜H and X˜ = η, for basic σ˜ ∈ Sec(π˜) and η ∈ Sec(π), then we know from Proposition 5
that the bracket [hσ˜, vη] is vertical in TE. As a consequence (0, [hσ˜, vη]) is vertical in
T ρ˜E. But this is precisely [σ˜H , ηV ], because the bracket of the two projectable sections
σ˜H and ηV is by construction (see [22]) the section
(
[σ˜, 0], [ρ˜1σ˜H , ρ˜1ηV ]
)
of π1. Therefore,
Dσ˜Hη = [σ˜
H , ηV ]
V
=
(
ρ˜1(PV [σ˜
H , η˜V ])
)
v
=
(
ρ˜1[σ˜H , η˜V ]
)
v
= [hσ˜, vη˜]v, where the Lie algebra
homomorphism provided by the anchor map ρ˜1 has been used. Similar arguments apply
for the other operators D, Dˆ and Dˆ when Z is horizontal. In remains to look at the case
Z = σV (σ ∈ Sec(π)). Since [σV , ηH ] is vertical, it follows that DσV η = DˆσV η = 0. For
X˜ = η, since then 〈η, e0〉 = 1, we find for the first connection DσV η = 0. For the second
connection, it suffices to check (see (43)) that DˆσV I = 0, and this is trivial.
6 Conclusions
Two main objectives have been attained in this paper: we have unravelled the mechanism
by which a generalised connection over an anchored bundle leads to a linearised connection
over an appropriate prolonged anchored bundle; we have at the same time focussed on
the special features of connections on an affine bundle, in general, and on an affine Lie
algebroid in particular. The latter subject is a completion of the work we started in
[25]. But it also ties up with the first issue, as a generalisation of the study of Berwald-
type connections in [24], where we dealt, so to speak, with the prototype of an affine
Lie algebroid, namely the first-jet extension of a bundle fibred over IR, this being the
geometrical arena for time-dependent mechanics.
What are such Berwald-type connections good for? The covariant derivative operators
associated to (classical) Berwald-type connections are those which are at the heart of the
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theory of derivations of forms along the tangent (or first-jet) bundle projection, initiated in
[19, 20]. These operators have proved to be very useful tools in a number of applications
concerning qualitative features of Sodes. We mention, for example, the characterisa-
tion of linearisability [18, 7] and of separability [21, 3] of Sodes; the inverse problem of
Lagrangian mechanics [10]; the study of Jacobi fields and Raychaudury’s equation [13].
There is little doubt that there are similar applications ahead for the qualitative study of
pseudo-Sodes on Lie algebroids.
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