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 Renewable energy technologies, particularly solar, rely on processes that convert energy 
from and store energy in chemical bonds. Therefore, understanding and optimizing these reactions 
is critical to the efficient transduction of solar energy. Intrinsic to these technological reactions as 
well as those nature is the directed translocation of electrons and protons. These two fundamental 
chemical reagents often transfer concertedly and as such the kinetics of these reactions require 
special attention. In this dissertation, computational and theoretical characterizations of proton-
coupled electron transfer (PCET) reactions in electro- and photochemical energy conversion 
processes are presented.  
A Co complex that performs highly selective, low-overpotential oxygen reduction to 
hydrogen peroxide was analyzed with density functional theory calculations. These calculations 
along with experimental kinetics elucidated a likely mechanism for this efficient transformation 
based on a rate-determining second proton transfer to a Co-hydroperoxo intermediate. In 
heterogeneous catalysis, a density functional theory characterization of the promising NiFe 
oxyhydroxide oxygen-evolving electrocatalyst is presented. Spectroelectrochemistry and 
calculations demonstrated the likely involvement of Fe4+ sites under catalytic current-carrying 
conditions. The evolution of hydrogen on Au electrodes by triethylammonium in acetonitrile 
solvent demonstrates a uniquely potential-dependent kinetic isotope effects. Numerical models for 
the nonadiabatic cathodic rate constant of proton discharge on an electrode were employed to 
understand this phenomenon as differing contributions of vibronic states for a transferring proton 
and deuteron.  
In addition, computational and theoretical models of anthracene-phenol-pyridine 
unimolecular triads complemented transient spectroscopies in an investigation of photoinduced 
PCET. Experiment and nonadiabatic rate theory jointly demonstrated the Marcus inverted region 
for the charge recombination reaction that follows photoexcitation of the triad. A model system 
study further described the physical criteria for observing inverted region kinetics for PCET.  
Computational and numerical models are very valuable to understanding experimental 
phenomena and elucidating molecular and materials design principles for even more efficient and 
selective energy transduction. This dissertation studies many aspects of energy conversion 
reactions including electronic structure, atomistic molecular and interfacial structures, reaction 
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thermodynamics and mechanisms, and nonadiabatic rate theories in various limits. Theoretical 
understandings of each of these components of PCET reactivity, many in conjunction with or 
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CHAPTER 1: Introduction 
 
1.1. Proton-Coupled Electron Transfer (PCET) in Natural and Artificial Energy 
Conversion Processes 
The global demand for energy is expected to triple by the end of the century, while 
the amount of CO2 released into the atmosphere increases every year.
1 Meeting growing 
energy needs yet mitigating the environmental consequences of burning fossil fuels 
requires the development and implementation of renewable energy sources.2 Moreover, 
current technology for clean and distributed energy—namely solar—is not yet 
commercially viable, especially for the non-legacy world, from where much of the new 
demand will come.3 Assuming this energy can be reliably harvested, storage of this energy 
is an equally crucial and daunting task for scientists and engineers. Facilitating the redox 
electrochemistry between small molecules (e.g., H2, H2O, and O2) is a promising and 
potentially carbon-neutral means of reliably storing that solar energy.4 Both sides of this 
renewable energy conversion equation rely on the development of vanguard machineries 
for selectively and stably putting energy into and taking energy from highly energy-dense 
chemical bonds.5 
Converting energy—solar, electrical, or otherwise—to and from chemical bonds 
necessarily requires the synchronized rearrangement of protons and electrons, the lightest 
and most fundamental chemical reagents on Earth. Because of their mutual universality 
and their equal and opposite charges, their respective motions are often intrinsically 
coupled. This coupling is inescapable at a molecular level in biological and artificial 
systems alike. For example, plants crucially perform photosynthetic water splitting in 
photosystem II, ripping from water multiple protons and electrons that are subsequently 
driven towards further transformations, including the reduction of carbon dioxide.6 In cell 
respiration, the fixation and reduction of dioxygen by cytochrome c oxidase is intrinsically 
coupled to the translocation of protons across bacterial and mitochondrial membranes.7-8 
The broad field of catalysis, on which much of this dissertation will focus, is rich with 
PCET chemistry. It nonetheless bears mentioning that PCET reactions are at the center of 
catalysis-based technologies such as fuel cells, including both methanol-based9 or entirely 
carbon-neutral devices.10-11 Concerted proton and electron transfer is an emerging strategy 
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in chemical synthesis as well.12-13 Rather than negotiate unstable or unfavorable 
intermediates associated with the transfer of only the proton or the electron, one may 
exploit coupled transport to avoid them altogether. 
Such coupled proton-electron transfers can be kinetically intricate even for simple 
systems, let alone those in biology or photoelectrocatalytic cells. Moreover, the 
understanding and optimization of PCET reactions commands special attention to quantum 
mechanical aspects. For these reasons, model systems are extremely powerful for 
elucidating the proton and electron transfers through which nature and sophisticated 
technologies may transduce energy.  
In the following two sections, I will introduce and delineate the domains in which 
PCET is examined in this dissertation: electrocatalysis and photochemistry. 
 
1.2. Homogeneous and Heterogeneous Electrocatalysis: Driving Proton and Electron 
Transfer in Selective Molecular Conversions 
 The technologies associated with storing energy densely and in abundant carbon-
neutral fuels require that small, highly stable molecules such as oxygen and water are 
converted between one another and to other products. Overcoming the large kinetic 
obstacles associated with these chemical transformations is the domain of catalysis.  
 The experimental study of PCET over much of the last two plus decades has to a 
large degree been focused on designing or augmenting organometallic coordination 
complexes to control proton and electron transfer.14-16 One such example can be found in 
the emergence of bioinspired hydrogenase enzyme mimics for hydrogen evolution or 
oxidation.17 Thus, the extension of these research directions into the realm of homogeneous 
electrocatalysis is fairly natural.  
Homogeneous or molecular catalysis remains desirable because of the relative ease 
with which one can tune the steric and electronic properties of the reactive (metal) center. 
This often leads to higher product selectivity, especially in complex multi-electron, multi-
proton reactions. In addition, working in homogenous solution makes probing mechanistic 
intermediates—structurally, spectroscopically, and kinetically—much more viable than it 
would be for, e.g., a metal- or oxide-electrolyte interface. However, homogeneous catalysis 
is limited in its industrial or technological outlook given that these systems demonstrate 
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lower turnover frequencies and are typically significantly less water- and/or air-stable than 
heterogeneous catalysts.18 Nonetheless, this remains a powerful means of studying the 
fundamental scaling relationships of a particular conversion and developing design 
principles that may bear fruit in a more technologically viable paradigm. 
In contrast, heterogeneous catalysts are endowed with a great number of active 
sites, including unintentional defects and grain boundaries, and typically feature higher 
turnover frequencies as a result. Yet, the intricacies of solid surfaces and their interfaces 
with liquids and solvated molecules makes it significantly more difficult to characterize 
mechanistic intermediates and make systematic improvements on catalyst performance. 
For example, Fe-doped and even pure Ni oxyhydroxide oxygen-evolving electrocatalysts 
can feature inhomogeneous metal oxidation states under different applied voltages (Figure 
1.1). A great deal of experimental and theoretical work this century has been focused on 
bridging the gap in atomistic understanding of these systems with respect to their 
homogeneous counterparts.18-21 
 
Figure 1.1. Cyclic voltammagrams and atomistic models of pure (black) and Fe-doped 
(red) Ni oxyhydroxides.22 Inset the color-coded circles are the Ni and Fe oxidation states 
associated with various intervals of applied voltage. 
 
The distinction between homogeneous and heterogeneous electrocatalysis is 
similarly great when considering it in the context of PCET. In a homogeneous reaction, an 
electron is exchanged with the electrode in concert with a proton transfer occurring in 
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solution (see Figure 1.2A). The ability of an electron to tunnel across many Angstroms 
avails this type of process, although it is also accessible via an outer-sphere chemical redox 
agent. In either case, the source or sink of electrons is chemically inert. In contrast, a 
heterogeneous PCET event will involve the electrode as a chemical actor: the proton donor 
or acceptor (Figure 1.2B). The consequences of this difference include the solution-phase 
reactant approaching a typically charged electrode at close proximity. Electrode interfaces 
are very different structural and electrostatic environments than bulk solution. This has 
great consequences on the thermochemistry of the PCET reaction. Chapter 5 of this thesis 
discusses these electrostatic and even non-electrostatic consequences in greater detail.  
 
Figure 1.2. Illustrative depictions of homogeneous (A) and heterogeneous (B) PCET 
reactions.  
 
 From a computational perspective, these two paradigms of electrocatalysis 
necessitate very different approaches and methodologies. Homogeneous systems are 
typically well-described by solution quantum chemistry methods, including Gaussian basis 
sets, density functional theory (DFT) with hybrid functionals, and implicit or mixed 
implicit-explicit solvation. Describing reactants and products of outer-sphere electron 
transfer amounts to simply changing the number of electrons in the calculation. These 
methods are described in more detail and employed in Chapter 3. Computational modeling 
of heterogeneous catalysts is most often performed with methods adapted from solid-state 
physics: periodic boundary conditions, planewave basis sets, pseudopotentials, and DFT 
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with modestly accurate exchange-correlation functionals. Methods for including effects of 
solvent23 and applied potential24 are still immature relative to methods for homogeneous 
catalysis but are active areas of development. Chapters 4 and 8 will describe computational 
characterizations of heterogeneous catalytic interfaces. 
 
1.3. Towards Artificial Photosynthesis: Photoinduced PCET in Model Molecular 
Systems  
 While catalysis deals with the chemical transformations that either store energy in 
or generate energy from chemical bonds, harnessing this energy from the most abundant 
and reliable source available on Earth, the Sun,4 is a challenging feat. The mechanisms 
through which this occurs in natural photosynthetic water splitting are immensely complex 
and are still not well understood.25 Even for small molecular systems the transduction of 
solar energy can be difficult to control. For one, the most intense solar photons occur in the 
optical and near infrared regions of the electromagnetic spectrum: relatively large quanta 
of energy that can excite a molecule electronically and bring it far out of equilibrium. The 
excited states of molecules (or even materials) associated with these out-of-equilibrium 
processes are therefore typically very transient. Thus, careful design of molecules for 
capturing light and performing desirable chemical transformations before this energy 
dissipates—as heat or via unwanted reactions—is a critical component of solar energy 
technology. 
 Photoinduced PCET has been observed in model transition metal-ligand complexes 
for harvesting and transducing visible light. Ru, Re, and Ir coordination complexes feature 
d6 electronic structures that undergo electronic excitations upon irradiation with visible 
light.26 Modifying the metal’s ligation environment to optimally position reagents for 
PCET has availed numerous spectroscopic studies of the excited-state reactions that follow 
illumination in real time.27-28 Organic dyes or other conjugated molecular constructs have 
demonstrated rich photo-PCET behavior as well.29-31 These systems typically populate 
excited singlet states following illumination that subsequently dissipate the absorbed 
energy by intersystem crossing and/or charge transfer reactions that involve synchronous 
and/or multi-site proton and electron translocation. 
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 The anthracene-phenol-pyridine unimolecular triads that are studied in Chapter 6 
and that inspired the theoretical modeling in Chapter 7 are examples of such model 
molecules for photoinduced PCET. The anthracene moiety of this synthetic construct 
absorbs visible or near-UV light to form a transient locally-excited state.32 The ultrafast 
dissipation of this large amount of energy was observed to occur in two subsequent 
reactions, charge separation and charge recombination, both of which were observed to be 
concerted proton-electron transfers.32-33 This photo-PCET cycle is enabled by the synthetic 
choice to position the pyridine nitrogen in a hydrogen bond with the phenolic proton (see 
Figure 1.3). As a result, once the excited anthracene, a powerful photooxidant, takes an 
electron from elsewhere in the molecule, the proton moves from oxygen to nitrogen in 
synchronicity. The resulting diradical charge-separated state of the triad is still a highly 
energetic (and therefore transient) state of the molecule. Fortunately, this transient species 
has a long enough lifetime to be detected by time-resolved spectroscopy, corroborating two 
different PCET events induced by light. The electron and proton transfer back to their 
original donors shortly thereafter in a highly exoergic charge recombination reaction. 
Although these triads are comprised of just a few dozen atoms, many orders of magnitude 
simpler and smaller than photosystem II, they are powerful models that allow experiment 
and theory jointly to follow the transduction of energy in photons, electrons, and protons 







Figure 1.3. Cartoon of photoinduced PCET in anthracene-phenol-pyridine triads. 
Following photoexcitation, protons and electrons simultaneously transfer from one moiety 
of the molecule to another. Studies of this model system for photoinduced PCET help 
inform the design of artificial photosynthesis and other solar energy technologies. 
 
1.4. Outline of Thesis 
 In Chapter 2, the nonadiabatic reaction rate theory of PCET will be presented. This 
theory has been derived and developed largely by previous members of this group, so this 
presentation will be relatively brief, but will detail each of the components that ultimately 
comprise the rate constant expressions used throughout this thesis. In addition, 
considerations of electron-proton nonadiabaticity and electrochemical reactions are 
introduced in Chapter 2. One technical contribution, an alternative derivation of the PCET 
rate constant, has been included as the Appendix.  
Chapters 3 and 4 discuss computational characterizations of electrocatalysts for 
fundamental conversions of oxygen and water, respectively. Chapter 3 focuses on a 
homogeneous Co-based catalyst designed for the low-overpotential and highly selective 
reduction of oxygen to hydrogen peroxide, while Chapter 4 focuses on the very promising 
and earth-abundant NiFe oxyhydroxide heterogeneous electrocatalyst for oxygen 
evolution—a critical component of solar energy storage technologies. Each of these studies 
was performed collaboratively with experimentalists. 
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 Chapter 5 is centered on the theoretical modeling of proton discharge on gold 
electrodes in non-aqueous media. This modeling study explores the phenomenology of 
potential-dependent kinetic isotope effects in hydrogen evolution by triethylammonium in 
acetonitrile, as inspired by recent experiments. This work represents the first extension of 
vibronically nonadiabatic PCET theory to an explicitly interfacial electrochemical reaction. 
 In Chapters 6 and 7, this dissertation shifts to discussing inverted region kinetics in 
photoinduced PCET. Specifically, Chapter 6 details a joint experimental-computational 
investigation of concerted proton-electron transfer in synthesized anthracene-phenol-
pyridine unimolecular triads. Transient spectroscopies, quantum chemical calculations, 
and theoretical modeling of anthracene-phenol-pyridine unimolecular triads synergistically 
demonstrated for the first time the Marcus inverted region for PCET. In Chapter 7, model 
systems are constructed to more rigorously explore the criteria for observing the inverted 
region in photoinduced PCET. This model study extends prior work from this group that 
cast doubt on the experimentally accessible observation of the inverted region for PCET 
by applying more physically realistic proton potentials, particularly for hydrogen-bonded 
systems, as informed by the calculations in Chapter 6 and in other cited works.  
 
1.5. Other Contributions Not Included Hereafter 
 At this point I wish to mention some works that are not included in this dissertation. 
In the area of solution chemistry, I contributed to a theoretical modeling study of C-H bond 
cleavage by PCET.34 Motivated by recent experiments demonstrating the very small 
Brønsted α for C-H cleavage in fluorenyl-benzoates,13 we studied this system using PCET 
rate theory along with DFT and other numerical techniques. The reaction of interest 
involved the oxidation of the fluorenyl-benzoate complex by an exogenous oxidant coupled 
with the transfer of a proton from the fluorenyl carbon to a well-positioned oxygen of the 
carboxylic acid moiety. In addition to reproducing the low (< 0.5) Brønsted α for this 
reaction (i.e., the weak dependence of the rate constant on the reaction’s driving force) with 
nonadiabatic PCET theory, we determined that this phenomenon is due to the reaction’s 
exoergicity with the oxidants studied experimentally as well as the contributions from 
excited vibronic states. 
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 Furthermore, I took part in an experimental-computational collaboration involving 
the reduction of O2 by Co coordination complexes related to the one detailed in Chapter 3. 
However, in this study, one Co porphyrin complex was utilized to demonstrate how the 
selectivity of the reaction for the two electron-two proton reduction to H2O2 may be 
abruptly switched to that for the four electron-four proton reduction to water simply by 
traversing the thermodynamic potential for producing H2O2.
35 Because the Co complex’s 
redox potential is fixed, the overpotential was varied simply by changing the identity of 
the acid in the reaction. This work combined experimental determinations of the 
overpotentials for producing H2O2 and water as well as their respective rate laws with a 
computational survey of the free energy landscapes for the mechanistic intermediates 
associated with producing both products under strong and weak acid conditions.   
 On the topic of proton discharge on metal electrodes, I was part of an investigation 
of aqueous hydrogen evolution by gold.36 In contrast to the non-aqueous reaction studied 
in great detail in Chapter 5, it is evident that when water or hydronium cation is the ultimate 
source of protons in this reaction, there would be a much greater degree of adiabaticity. 
Therefore, this work focused on constructing ground state free energy surfaces for the 
aqueous Volmer reaction from model Hamiltonians, expressed in an infinite basis of 
empirical valence bond states as a function of spatial and collective solvent coordinates. 
Subsequently, transition state theory was employed to determine the response of the current 
density to changes in the potential as well as the kinetic isotope effect, both in reasonable 
agreement with experiment. 
Finally, controlled-potential density functional theory calculations were utilized to 
simulate frequency shifts of a nitrile probe chemisorbed on an electrode. The calculated 
response of the nitrile frequency with respect to the solvent and applied voltage were found 
to be in good agreement with experiment under dielectric conditions different from those 
in bulk solution. The electrostatic potentials and fields associated with different applied 
voltages were also elucidated by this periodic density functional theory model. This is a 
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CHAPTER 2: Nonadiabatic Rate Theory of PCET 
 
 This chapter of the dissertation will briefly and conceptually introduce the 
vibronically nonadiabatic rate theory of PCET. Chapters 5-7 will include applications of 
and modeling using the PCET rate constants expressed here and again in those chapters. 
The detailed derivations of this theory are mostly the works of others and are cited here1-5 
and throughout this dissertation. Additional portions of this chapter address limits of 
electron-proton nonadiabaticity and interfacial electrochemical considerations that were 
critical to Chapter 5. 
 
2.1. Vibronic Diabatic States Model 
In the framework of this model the transferring proton and active electrons are 
treated quantum mechanically. Consider two vibronic states such that in the reactant 
(product) diabatic state the transferring electron and proton are localized on their respective 
donors (acceptors). For sequential mechanisms, additional diabatic states corresponding to 
the transfer of only the electron or only the proton may be important, however, for 
concerted reactions this effective two-state model is sufficient. Analogous to Marcus 
theory,6-7 one can express these vibronic diabatic states as free energy parabolas along the 
collective solvent coordinate. 
 Quantization of the transferring proton in each of the diabatic electronic states 
yields not just two crossing parabolas, but a stacked manifold of parabolas that correspond 
to excited proton vibrational states (Figure 2.1). The vertical gaps between the parabolas 
in Figure 2.1 correspond to the differences between the eigenvalues of the Schrödinger 
equation for a proton moving on the potential energy surface of either diabatic electronic 
state. As in Marcus theory, nonadiabatic quantum transitions may occur when reactant and 
product free energy curves intersect. Thus, a rate constant in PCET theory must account 
probabilistically for all pairs of intersecting reactant and product vibronic states. This is 
accomplished by computing the Boltzmann-weighted sum over the rate constants 





Figure 2.1. Free energy curves for reactant (blue) and product (red) diabatic vibronic states 
as a function of the collective solvent coordinate. For each diabatic state the lowest four 
vibronic states are shown, increasing in transparency with increasing energy. Nonadiabatic 
transitions are made at the points of intersection between reactant and product curves, and 
the rate constant accounts for a weighted sum of all such curve crossings. 
 
2.2. Nonadiabatic Rate Constant for PCET 
 The vibronically nonadiabatic PCET rate constant is expressed as a function of the 
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  . (2.1) 
In this expression, the indices μ and ν correspond to the vibrational quantum numbers of 
the reactant and product vibronic states, respectively. Pμ is the Boltzmann population of 
reactant state μ, which weights the contributions in the summation. V  is the vibronic 
coupling between reactant and product states μ and ν and is a function of the proton donor 
acceptor distance. More details about the mathematical forms that this coupling can take 
will be addressed below. λ is the total reorganization energy for the reaction, and 
†G  is 
the free energy barrier for the transition between reactant-product vibronic state pair (μ,ν). 
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in which 
oG  is the reaction free energy for the transition between states μ and ν. 
 To obtain the total rate constant, the PCET rate constant is thermally averaged over 
R.3, 8 This is done by integrating the product of the rate constant at R with the probability 
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If the proton-donor acceptor motion is assumed to be harmonic with an equilibrium proton 
donor-acceptor distance R  and effective force constant keff, then P(R) is a normalized 
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2.3. Limits of Electron-Proton Nonadiabaticity and Corresponding Expressions of the 
Vibronic Coupling 
 In this chapter and all of the work in Chapters 5-7, the PCET reactions of interest 
are assumed to be vibronically nonadiabatic. Mathematically, this assumption is valid when 
the vibronic coupling is small, BV k T . The vibronic coupling can be expressed as the 
Hamiltonian matrix element between diabatic vibronic wavefunctions  : 
    I IIˆ, ,e p e pV H    r r r r   (2.5) 
in which I and II are respectively the reactant and product diabatic electronic states and er  
and pr  are the spatial coordinates of the electrons and transferring proton, respectively. 
The relative timescales of the electrons and the transferring proton determine the 
mathematical form of the vibronic coupling.9-10 This so-called electron-proton 
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nonadiabaticity can be understood through two limiting cases: electronically nonadiabatic 
and electronically adiabatic.  
In the electronically nonadabatic limit, the vibronic wavefunctions in Eq.(2.5) can 
be represented as the products of the electronic and vibrational wavefunctions: 
      ,e p e p  r r r r   (2.6) 
As a consequence, the vibronic coupling in this limit can be expressed as the product of 
the electronic coupling matrix element and the overlap integral of the reactant and product 
vibrational wavefunctions, S , provided that the electronic coupling matrix element (the 
first factor on the left hand side of the following equation) does not depend or depends very 
weakly on the proton coordinate pr : 
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 . (2.7) 
This limit is observed when the electronic coupling is small, which is typical in multi-site 
concerted electron-proton transfers and when the charge distribution or dipole of the 
system changes greatly. This form of the vibronic coupling enters the PCET rate constants 
used in Chapters 6 and 7. 
 In the electronically adiabatic limit, the electrons are assumed to respond 
instantaneously to the transferring proton, and therefore the PCET reaction occurs on the 
electronic ground state. As a consequence, the vibronic coupling is expressed as half of the 
tunneling splitting Δ between the relevant vibrational states on the ground electronic 








  . (2.8) 
This limit is observed when the electronic coupling is larger but the total vibronic coupling 
is still approximately less than kBT. The vibronically nonadiabatic, electronically adiabatic 
limit is typically associated with hydrogen atom transfer reactions in which the electronic 
rearrangement is minimal.  
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The modeling of proton discharge on an electrode surface in Chapter 5 uses a form 
of the vibronic coupling that spans the two aforementioned limits.12-13 This approach is 
described in detail therein and relies on determining the tunneling splittings between 
vibrational eigenstates on the ground electronic potential energy surface. 
 
 
2.4. Electrochemical PCET Rate Constants and Current Density Expressions 
 In electrochemical PCET, the transferring electron is delivered to/from a quasi-
continuous manifold of electronic states in a conducting electrode. Therefore, cathodic and 
anodic PCET rate constants can be expressed to account for this continuum of states as a 
function of the energy ε relative to the Fermi level as well as the applied potential E,4 
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 . (2.9) 
In these formulations, f(ε) is the Fermi distribution function for electronic states in the 
electrode and ρ(ε) is the density of electronic states in the electrode. From these cathodic 
and anodic rate constants, the expressions for cathodic and anodic current densities j(E) 
may be obtained by multiplying the rate constants by Faraday’s constant F  and the 
concentration of the solution-phase reactant. This is accomplished analogously to the 
thermal averaging over proton donor-acceptor distance in homogeneous PCET (Eq. (2.3)) 
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 . (2.10) 
Current densities are the quantites most straightforwardly compared to electrochemical 
experiments, especially for heterogeneous reactions. From these quantites one may obtain 
electrochemical Tafel slopes or transfer coefficients, kinetic isotope effects, and other 
observables.  
 Lastly, charge transfer reactions that occur in close proximity to the electrode 
interface are strongly influenced by a local environment, known as the electrical double 
layer (EDL), which is very different from bulk solution.14 Particularly at potentials far from 
that of zero free charge, the solvent and ionic electrostatic environment is altered 
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considerably by the strong electric field imposed by the polarized electrode (see Figure 
2.2). This field is not entirely screened at distances from the surface closer than the outer 
Helmholtz plane and has electrostatic consequences on the thermodynamis of the reaction. 
For example, in Chapter 5 we examine the discharge of a monocationic acid near a 
negatively polarized cathode. The electrostatic contribution to the reaction free energy is 
positive because this attractive interaction is present in the reactant but not in the product, 
where the neutral conjugate base has no attraction to the cathode. This electrostatic 
potential as a function of distance from the electrode is modeled therein using an extended 
Gouy-Chapman-Stern continuum model.15-22 The non-electrostatic effects associated with 
the EDL, namely partial desolvation of solution-phase species, on the reaction 
thermochemistry are considered therein as well. 
 
Figure 2.2. Cartoon of the EDL near a cathode. The first layer consists entirely of 
dielectrically saturated (black arrows indicate dipole) solvent molecules (blue circles). The 
width of this layer plus the radius of a solvated cation (red) comprises the Helmholtz layer. 
Beyond that, the diffuse layer is characteristic of bulk electrolytic solution, with solvated 
cations and anions (green). 
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CHAPTER 3: Mechanism of Low-Overpotential Oxygen Reduction to Hydrogen 
Peroxide by a N2O2-Ligated Cobalt Complexes*†
 
3.1. Abstract  
A soluble, bis-ketiminate-ligated Co complex [Co(N2O2)] was recently shown to 
catalyze selective reduction of O2 to H2O2 with an overpotential as low as 90 mV. Here we 
report experimental and computational mechanistic studies of the Co(N2O2)-catalyzed O2 
reduction reaction (ORR) with decamethylferrocene (Fc*) as the reductant in the presence 
of AcOH in MeOH. Analysis of the Co/O2 binding stoichiometry, together with kinetic 
studies, supports an O2 reduction pathway involving a mononuclear cobalt species. The 
catalytic rate exhibits a first-order kinetic dependence on [Co(N2O2)] and [AcOH], but no 
dependence on [Fc*] or [O2]. Differential-pulse voltammetry and computational studies 
support CoIII–hydroperoxide as the catalyst resting state and protonation of this species as 
the rate-limiting step of the catalytic reaction. These results contrast previous mechanisms 
proposed for other Co-catalyzed ORR systems, which commonly feature rate-limiting 
protonation of a CoIII-superoxide adduct earlier in the catalytic cycle. Computational 
studies show that protonation is strongly favored at the proximal oxygen of the CoIII(OOH) 
species, accounting for the high selectivity for formation of hydrogen peroxide. Further 
analysis shows that a weak dependence of the ORR rate on the pKa of the protonated 
CoIII(OOH) species across a series of Co(N2O2) catalysts provides a rationale for the 
unusually low overpotential observed for O2 reduction.   
 
3.2. Introduction 
Catalytic O2 reduction reaction (ORR), is crucial to aerobic oxidation catalysis
1 and 
many energy-conversion technologies, ranging from fuel cell2 to metal-air batteries.3 For 
electrochemical applications, the majority of effort has focused on the four-electron/four-
proton reduction of O2 to water (eq 1),
2,3 but there has been growing interest in the closely 
                                                          
* Reproduced with permission from Y.-H. Wang, Z. K. Goldsmith, P. E. Schneider, C. W. 
Anson, J. B. Gerken, S. Ghosh, S. Hammes-Schiffer and S. S. Stahl, J. Am. Chem. Soc., 140, 
10890-10899, (2018). 
† Author contributions: Yu-Heng Wang, Colin Anson, Dr. James Gerken and Prof. Shannon Stahl 
were responsible for all experiments and associated analyses in this chapter. 
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related two-electron/two-proton process for the production of hydrogen peroxide (eq 2).4 
Molecular catalysts have played a valuable role in catalytic reduction of O2, allowing for 
the acquisition of precise mechanistic information about catalyst and/or key reaction steps, 
including structural characterization of the active site, kinetic and spectroscopic studies to 
identify the catalyst resting state, and application of systematic structure activity 
relationships to probe mechanistic pathways.5 Many of the most effective non-precious-
metal heterogeneous catalysts feature nitrogen-doped carbon supports, where the active 
sites are often proposed to consist of Co or Fe ions coordinated by nitrogen ligands that 
closely resemble analogous well-defined molecular catalysts.6 Cobalt complexes, 
particularly Co-macrocycles, represent an important class of molecular ORR catalysts,5,7 
and ongoing studies of these catalysts provide an important foundation for efforts to lower 
the overpotential () and/or improve the turnover frequency (TOF) of ORR catalysts.5  
O2 + 4 H
+ + 4 e  2 H2O E = 1.23 V vs. NHE (3.1) 
O2 + 2 H
+ + 2 e  2 H2O2 E = 0.68 V vs. NHE (3.2) 
Molecular Co ORR catalysts have been the focus of considerable study, with the 
majority of this work focused on Co catalysts composed of macrocyclic N4-ligated 
complexes (CoN4), in which the macrocycle consists of tetraazannulenes (e.g., cyclams), 
porphyrins, phthalocyanines, chlorins and related structures.8-12 Monomeric Co-
macrocycles of the type in Chart 1a typically catalyze reduction of O2 to H2O2, especially 
when they are used as homogeneous catalysts in solution.9 Considerable effort has focused 
on altering the selectivity of the reaction to enable formation of H2O rather than H2O2 as 
the product, and binuclear cofacial Co porphyrin complexes (Chart 3.1b) are among the 
catalysts that show good selectivity for H2O.
8b-e In contrast to the success that has been 
achieved in controlling reaction selectivity, the high overpotentials commonly observed 








We recently investigated a series of molecular cobalt complexes bearing 
tetradentate N2O2-based ligands, such as salen, salophen, and bis-ketiminates (Figure 3.1a), 
as homogeneous catalysts for the reduction of O2 in MeOH using AcOH as a proton source 
and decamethylferrocene (Fc*) as the reductant (eq 3.3).12 N2O2-ligated Co complexes of 
this type have received much less attention as ORR catalyst relative to N4-ligated Co 
complexes in the literature. The reaction proceeds with nearly complete (>95%) 2e/2H+ 
selectivity for H2O2, and we interrogated the reaction further to determine the effective 
overpotential (eff) for O2 reduction to H2O2, following an approach developed by Mayer 
and coworkers for O2 reduction to H2O with Fe(porphyrin) ORR catalysts.
13 This analysis 
involves determination of the thermodynamic potential for the reaction of interest (O2  
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H2O2) under the specified reaction conditions, and the eff (eq 3.4) is defined as the 
difference between this value and the reduction potential that initiates catalysis, in this case 
E1/2(Co
III/II) for the Co complexes in Figure 3.1. This effort revealed that the bis-ketiminate-
Co complex 1 is able to catalyze the reduction of O2 to H2O2 with an overpotential as low 
as 90 mV (Figure 3.1b).12 
 
Figure 3.1. A series of Co(N2O2) ORR catalysts (a) and a correlation of the log(TOF) 




O2 + 2 AcOH + 2 Fc*  →  H2O2 + 2 AcO
– + 2 Fc*+  (3.3) 
eff = EO2/H2O2  E1/2(Co
III/II)     (3.4) 
Preliminary mechanistic studies of O2 reduction catalyzed by Co complex 1 indicated 
that the rate exhibited a first-order dependence on [AcOH], but no dependence on [O2] (eq 
3.5).12 While this rate law is unprecedented for catalytic O2 reduction by molecular 
catalysts, to our knowledge, several Fe- and Co-based molecular ORR catalysts exhibit a 
dependence on both [H+] and [O2].
9n-p,13c-d This difference was rationalized by more 
favorable binding of O2 to the Co
II center in 1, resulting in a CoIII(O2) catalyst resting state 
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that eliminates the kinetic dependence on [O2]. Protonation of the Co
III(O2) intermediate 
was proposed as the rate-limiting step, similar to that proposed in other studies,9n-p,13c-d and 
the catalytic cycle proposed previously is depicted in Scheme 3.1a. Herein, we report a 
more comprehensive study that provides new insights into the catalytic mechanism. 
Experimental and computational data provide evidence for a rate-limiting step that takes 
place later in the catalytic mechanism, involving protonation of a CoIII–hydroperoxide, 
CoIII(OOH), intermediate (Scheme 3.1b). The results presented below provide valuable 
insights into this unique catalyst and its ability to mediate O2 reduction to H2O2 at low 
overpotential. 
d[H2O2]/dt = kcat[1][AcOH]  (3.5) 
 
Scheme 3.1. Catalytic mechanisms for O2 reduction catalyzed by mononuclear 
macrocyclic cobalt complexes, including the originally proposed pathway12 (a) and the one 









3.3. Results and Discussion 
3.3.1. Synthesis and characterization of Co complex 1 
 Complex 1 was synthesized by adapting a protocol reported originally by Jäger (see 
the Supporting Information for further details).14,15 The composition and structure of the 
complex 1 was characterized by elemental analysis, MALDI-MS, and electron 
paramagnetic resonance (EPR) spectroscopy. The X-band EPR spectrum in MeOH glass 
at 110 K under anaerobic conditions shows a signal with gx = 2.455, gy = 2.265, and gz = 
2.050 with 59Co hyperfine coupling constants of Ax = 40 G, Ay = 10 G, and Az = 110 G 
(Figure 3.2). These EPR parameters resemble those of other known five-coordinate low-
spin (S = 1/2) cobalt(II) complexes.16 
 
 
Figure 3.2. EPR characterization of 1. X-band EPR spectra of 1 (1 mM) in N2-saturated 
MeOH at 110 K. Parameters for g values and hyperfine coupling constants: g = 2.455, 
2.265, 2.050; A = 40, 10, 110 G.  
 
3.3.2. Reactivity of Co complex 1 with dioxygen 
 A new rhombic EPR spectrum was observed when an anaerobic solution of 1 in 
MeOH was purged with O2. Significant changes in the g value and hyperfine coupling 
constants are consistent with the formation of a CoIII(O2) species (Figure 3.3a). 
Simulations of the EPR spectra reveal the following parameters for this complex: gx = 
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2.050, gy = 2.015, and gz = 2.095, Ax = 15 G, Ay = 15 G, and Az = 20 G. These EPR 
parameters resemble those of six-coordinate CoIII(O2) species reported previously.
17 
Quantification of the CoII and CoIII(O2) EPR spectra reveals that only approximately 22% 
of the total spin present in the initial anaerobic CoII sample is converted to the CoIII(O2) 
EPR signal. Upon purging the MeOH solution of the CoIII(O2) species with N2, however, 
more than 95% of the total spin for CoII is regained (Figure 3.3b).  
 
Figure 3.3. (a) X-band EPR spectra of 1 (1 mM) in O2-saturated MeOH at 110 K. 
Parameters for g values and hyperfine coupling constants: g = 2.050, 2.015, 2.095; A = 15, 
15, 20 G. The black and red traces show the experimental and simulated spectra, 
respectively. (b) Reversibility of O2 binding to 1 (1 mM) in MeOH at 110 K. Experimental 
parameters: microwave frequency = 9.46 GHz, microwave power = 10.4 mW, modulation 
frequency = 100 kHz, and modulation amplitude = 10 G. 
 
The low CoIII(O2)  signal evident in Figure 3.3 may be rationalized by the parallel 
formation of an EPR-silent, peroxide-bridged CoIII dimer (Co:O2 = 2:1), which has been 
observed with other Co complexes bearing tetradentate ligands.16 Due to the limited 
sensitivity of EPR spectroscopy, the Co:O2 stoichiometry was analyzed by using a Clark 
electrode to quantify the amount of dissolved O2 consumed upon adding 1 to a solution of 
O2-saturated MeOH.
18 The decrease in the Clark-electrode current response upon adding 1 
to the O2-saturated solution is proportional to the amount of O2 depleted from the solution 
and allows for quantitation of the Co:O2 stoichiometry. Representative data for [1] = 1 and 
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0.25 mM are shown in Figures 3.4a and 3.4b (see the Supporting Information for additional 
data), and the Co:O2 reaction stoichiometries determined throughout this concentration 
range vary from approximately 1.1–1.8 (Figure 3.4c). For the EPR experiments, which use 
1 mM [1], the Clark electrode experiments indicate that approximately 20% of the Co will 
be present as a monomeric Co/O2 species, closely aligning with the observations shown in 
Figure 3b. The catalytic O2 reduction experiments described below use 5 – 50 M of 1. At 
these concentrations, the Co/O2 species are expected to be almost exclusively monomeric 
(>95% monomer). These results are supported by density functional theory calculations, 
as elaborated below and in the Supporting Information (see Figure S12). 
 
Figure 3.4. Clark-electrode current-response data arising from O2 depletion upon adding 
(a) 1 mM 1 and (b) 0.25 mM 1 into a solution of O2-saturated MeOH at 298 K. (c) The 
molar ratio of Co:O2 at various concentrations of 1 in O2-saturated MeOH at 298 K, and 
[O2] is 1 × 10
−2 M.19  
 
3.3.3. Kinetic analysis of O2 reduction catalyzed by complex 1  
 The reduction of O2 catalyzed by 1 in MeOH, using decamethylferrocene (Fc*) as 
a chemical reductant and AcOH as a proton source, was examined by UV-visible 
spectroscopy. Control experiments showed that Fc* undergoes slow background oxidation 
by O2 in the absence of catalyst, and this background rate was subtracted from the observed 
rates in the presence of 1 to obtain the catalytic rate.12 Fc* was chosen as a reductant 
because its half-wave potential is somewhat more reducing than the half-wave potential of 
1 (0.31 V vs. Fc*+/0; Figure S9). Representative UV-visible spectra observed during O2 
29 
 
reduction with 1 are shown in Figure 3.5, together with an inset showing the time course 
of the absorbance at 780 nm (corresponding to the formation of Fc*+). Analysis of the final 
solution by iodometric titration to quantify the amount of H2O2 revealed 96% selectivity 
for H2O2 as the product of the reaction (cf. eq 3.3).
12  
 
Figure 3.5. UV-visible spectral changes in the two-electron reduction of O2 (10 mM) by 
Fc* (0.5 mM) with 1 (1.25 × 10−3 mM) in the presence of 25 mM each of AcOH and 
[NBu4][OAc] in O2-saturated MeOH at 298 K. Inset: absorbance changes at 780 nm due to 
formation of Fc*+.12 
 
 The concentration of 1, AcOH, O2, and Fc* were varied to determine the kinetic 
dependence of the reaction on each species (Figure 3.6). These studies were performed by 
following the initial rates of formation of Fc*+ by UV-visible spectroscopy at 780 nm. The 
rate of O2 reduction exhibits a first-order dependence on [AcOH] and [1], but is zero order 
in [Fc*] and [O2]. The catalytic rate constant obtained from these data (kcat) is determined 
to be 4.8  0.3  102 M-1 s-1 (cf. eq 3.5). Consistent with the lack of a kinetic dependence 
on electron transfer, the rate was found to be identical when octamethyl ferrocene 
[(Me4Cp)2Fe] was used as the reductant instead of Fc*, in spite of the 100 mV lower driving 
force with (Me4Cp)2Fe (Figure S9). The acid dependence is further manifested in a 
deuterium kinetic isotope effect (KIE: kH/kD = 2.7) obtained by comparing the rate of the 





Figure 3.6. Kinetic data for the reduction of O2 catalyzed by 1, obtained by monitoring the 
initial rates of Fc*+ formation. (a) Dependence of the initial rate on [1] in the presence of 
AcOH (2.5 × 10-3 M) and Fc* (9.0 × 10-4 M) in O2-saturated MeOH at 298 K. The non-
zero intercept reflects the background oxidation of Fc* by O2. (b) Dependence of the initial 
rate on [AcOH] in the presence of 1 (2.5 × 10-5 M) and Fc* (9.0 × 10-4 M) in O2-saturated 
MeOH at 298 K. (c) Dependence of the initial rate on [Fc*] in the presence of 1 (1.25 × 
10-5 M) and AcOH (1 × 10-2 M) in MeOH. (d) Dependence of the initial rate on [O2] in the 
presence of 1 (1.25 × 10-5 M), AcOH (1 × 10-2 M), and Fc* (9.0 × 10-4 M) in MeOH. 
Reaction temperature: 298 K. 
 
 
Figure 3.7. Kinetic isotope effect (KIE, kH/kD) for the two-electron reduction of O2 (1 × 
10-2 M) by Fc* (5 × 10-4 M) with 1 (5 × 10−6 M) at 298 K. Red boxes: O2-saturated MeOH 
and 5 × 10-3 M AcOH; Blue circles: O2-saturated MeOD and 5 × 10
-3 M AcOD. 
 
Variable temperature kinetic studies (273–323 K) were also performed. An Eyring 
analysis of the data (Figure S11) revealed activation parameters for O2 reduction catalyzed 
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by 1 of H‡ = 4.9 kcal/mol and S‡ = 31 cal/mol·K, corresponding to G‡ = 14.1 kcal/mol 
at room temperature.  
 
3.3.4. Preliminary mechanistic proposal and differential pulse voltammetry studies to 
probe the catalysis resting state 
The rate law and kinetic data for O2 reduction catalyzed by the N2O2-ligated Co 
complex 1, described above, differ from those obtained from studies of catalytic O2 
reduction with various N4 macrocyclic Co complexes, including those with porphyrin, 
chlorin, phthalocyanin, and cyclam ancillary ligands.9 Two different rate laws have been 
observed in these previous studies: one exhibits a rate dependence on catalyst and reductant 
concentrations (eq 3.6),9f,j and the other exhibits a rate dependence on catalyst, acid, and 
O2 concentrations (eq 3.7).
9n-p For reactions following the rate law in eq 6, the rate-limiting 
step was proposed to consist of reduction of CoIII to CoII, followed by a rapid sequence of 
electron and proton transfer steps resulting in the conversion of O2 to H2O2. No direct 
insights could be gained into the specific steps involving O2 or O2-derived intermediates. 
For reactions following the rate law in eq 3.7, the mechanism was proposed to involve rate 
limiting proton-coupled electron transfer to O2, generating a Co-bound or unbound HO2· 
species that undergoes further reduction/protonation to afford H2O2.  
d[H2O2]/dt = kcat[Co][reductant]   (3.6) 
d[H2O2]/dt = kcat[Co][O2][H
+]   (3.7) 
These results may be compared to the present observations, in which the catalytic 
reduction of O2 by 1 is dependent only on [Co] and [AcOH], with no dependence on the 
reductant concentration ([Fc*]) or [O2] (cf. eq 3.5). The lack of an [O2]-dependence may 
be rationalized by O2-coordination to cobalt in the catalyst resting state. This possibility is 
consistent with the favorable binding of O2 to Co
II, evident from the EPR and Clark 
electrode experiments shown in Figures 3.3 and 3.4. The kinetic dependence on [AcOH] 
is rationalized by protonation of this CoIII(O2·) species; however, the data are also 
consistent with rate-limiting protonation of a CoIII(OOH) species later in the mechanism. 
A possible catalytic mechanism that includes both of these steps is shown in Scheme 3.2, 
with the recognition that mechanistic variations are possible, in which the proton- and 
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electron-transfer (PT1/ET1 and PT2/ET2) steps take place in the opposite order (i.e., with 
ET first) or as concerted PCET steps.  
 
Scheme 3.2. Proposed catalytic cycle for O2 reduction by 1. 
 
Differential pulse voltammetry (DPV) studies were performed to probe the nature 
of the Co resting state present under the catalytic reaction conditions. A solution of CoII 
complex 1 in MeOH under N2 exhibits a DPV peak at 0.33 V during an anodic scan (Figure 
S10), which is close to the E1/2 value measured by CV (0.31 V vs. Fc*
+/0). Under 1 atm O2, 
oxygen binding to the Co center results in the appearance of a cathodic DPV peak at 0.28 
V (Figure 3.8a, black trace). This peak shifts to a higher potential (0.36 V) upon addition 
of AcOH, but the potential does not change upon increasing the [AcOH] (10, 30, and 50 
mM; Figure 3.8a, red, green, and blue traces). Analogous data were then acquired under 
the same conditions in the presence of 1 mM Fc* to probe the Co resting state during 
catalysis. With 10 mM AcOH, a cathodic DPV peak was observed at 0.30 V vs. Fc*+/0 
(Figure 3.8b, red trace), and the peak shifts to higher potential upon increasing the [AcOH]: 
0.34 and 0.38 V in the presence of 25 and 50 mM AcOH, respectively (Figure 3.8b, green 




Figure 3.8.  Differential pulse voltammograms of 1 under aerobic conditions (1 atm O2) in 
the absence (a) and presence (b) of 1 mM Fc* (the latter corresponding to catalytic 
conditions). Peak potentials (vs. Fc*+/0): (a) Black trace (0 mM AcOH), 0.28 V; red  trace 
(10 mM AcOH), 0.36 V; green trace (30 mM AcOH), 0.38 V; blue trace (50 mM AcOH), 
0.38 V. (b) Red trace (10 mM AcOH), 0.30 V; green trace (25 mM AcOH), 0.34 V; blue 
trace (50 mM AcOH), 0.38 V. Experimental conditions: [1] = 50 µM; 10 mL MeOH; 
[NBu4ClO4] = 0.1 M. DPV parameters: pulse amplitude of 50 mV, pulse width of 0.05 s, 
pulse period of 0.5 s, increment of 0.5 mV.20 
 
These DPV results have important implications for interpretation of the [AcOH] 
dependence observed in the reduction of O2 catalyzed by 1. Two observations suggest that 
the CoIII(O2·) species is not the resting state under catalytic conditions: (1) the DPV peak 
potential for reduction of the CoIII(O2·) species formed under aerobic conditions is different 
from that observed under catalytic conditions in the presence of Fc* (0.36 and 0.30 V, in 
the presence of 10 mM AcOH, respectively; cf. Figures 8a and 8b), and (2) the DPV peak 
potential for reduction of the CoIII(O2·) species does not change upon changing the [AcOH] 
(cf. Figure 3.8a). On the other hand, an [AcOH]-dependence is observed for reduction of 
the Co/O2 species present under catalytic conditions (cf. Figure 3.8b). We propose that this 
species, which corresponds to the catalyst resting state, is a CoIII(OOH) intermediate. 
Consequently, the catalytic kinetic data in Figure 3.6 and the associated rate law in eq 3.5 
support rate-limiting proton transfer from AcOH to the CoIII(OOH) intermediate.  
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3.3.5. Computational studies of the catalytic O2 reduction: Free energy profiles and the 
overall catalytic mechanism.  
Density functional theory (DFT) computational studies were performed to gain 
additional insights into the reduction of O2 catalyzed by 1 (cf. eq 3.3).
21 The energetics of 
O2 binding to 1 and the subsequent proton and electron transfer steps were calculated using 
the BP86 functional22 with a 6-31G**23 basis set and additional diffuse basis functions on 
select O atoms with Gaussian 09.24  The SMD model25  for implicit solvation was employed 
for geometry optimization of solution-phase species. Redox potentials for most of the 
intermediates were calculated using the experimental E1/2 for 1 as a reference reaction;
26 
however, ligand-centered redox potentials were referenced to EPT1 using DPV data. All 
reduction steps were analyzed relative to the calculated Fc*+/0 potential to facilitate 
correlation with the experimental data. Full details describing the computational 
methodology are provided in the Supporting Information. 
O2 binding to 1 is calculated to be slightly exoergic (2.0 kcal/mol, 1  1a; Figure 
3.9), consistent with the experimental results (cf. Figures 3.3 and 3.4). Sequential proton 
transfer and electron transfer steps involving 1a, generating 1a-H+ and 1a–, are very 
unfavorable, while the net electron-proton transfer to generate the CoIII(OOH) species 1b 
is favorable (11.8 kcal/mol, 1a  1b; Figure 3.9). The CoIII(OOH) species 1b has the 
lowest free energy of all species along the calculated free energy surface, consistent with 
this species serving as the catalytic resting state. Subsequent sequential proton transfer and 
electron transfer steps involving CoIII(OOH) species 1b again feature high energy 
intermediates, 1b– and 1b-H+. In this case, the product of EPT, CoII(HOOH) species 1c, is 
endoergic by 6.5 kcal/mol relative to 1b. Most of this free energy is released upon 
displacement of H2O2 by MeOH to regenerate the Co
II catalyst 1, and the net conversion 




Figure 3.9. Gibbs free energy profiles for the O2 reduction catalyzed by 1. The solid black 
line reflects the pathway supported by the experimental and computational studies 
described herein. 
 
The results in Figure 3.9 provide valuable context for our interpretation of the 
experimental data described above. The catalytic rate law exhibits a first-order dependence 
on [AcOH] and no dependence on [O2] or the reductant ([Fc*]) (eq 3.5 and Figure 3.6). As 
noted in the Introduction, we previously assumed that the [AcOH] dependence arises from 
proton transfer to the CoIII(O2·) intermediate 1a, resembling mechanistic pathways 
proposed in studies of O2 reduction with N4-macrocyclic Fe and Co complexes as catalysts 
(cf. Scheme 3.1a and associated discussion). However, several observations demonstrate 
that the rate-limiting proton transfer step instead corresponds to PT2, protonation of the 
CoIII(OOH) species 1b to [CoIII(HOOH)]+ (1b-H+). The calculated reaction free energy for 
PT2 more closely aligns with the activation free energy determined from the experimental 
kinetics studies (G‡ = 14.1 kcal/mol). Perhaps more importantly, the DPV experiments 
clearly show that the CoIII(O2·) species 1a is different from the Co resting state during 
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catalytic turnover. The former species exhibits a reduction potential different from that 
observed under catalytic conditions, and its potential is unaffected by changes in [AcOH]. 
In contrast, the DPV studies reveal that the reduction potential of the catalyst resting state 
depends on [AcOH] (Figure 3.8b). The latter observation is attributed to a "CE" 
mechanism27 in which protonation of 1b precedes electrochemical reduction of the Co/O2 
species present under these conditions. The calculated reduction potentials of 1b and 1b-
H+, –0.74 V and 0.43 V, respectively, indicate that direct reduction of the CoIII(OOH) 
species 1b would be highly unfavorable at the reduction potentials observed by DPV (0.30–
0.38 V, Figure 3.8b). Collectively, the results obtained from the experiments and DFT 
calculations support a consistent mechanism. The cobalt catalyst 1 reacts with O2 to 
generate CoIII(O2·) species 1a, which then undergoes concerted EPT to generate the 
catalyst resting state, CoIII(OOH) 1b. Rate-limiting proton transfer to the proximal oxygen 
atom of 1b generates [CoIII(HOOH)]+ (1b-H+), which then undergoes reduction to 1c and 
subsequent release of H2O2.  
The catalytic reduction of O2 to H2O2 proceeds with near-complete (96%) 
selectivity. Calculated free energies for the reaction of CoIII(OOH) 1b with AcOH show 
that protonation of the proximal oxygen is significantly less endergonic than protonation 
of the distal oxygen atom: (16.5 vs. 24.5 in kcal/mol, respectively; Figure S16). This 
observation rationalizes the high selectivity for 2e/2H+ reduction of O2 catalyzed by 1. We 
anticipate that similar relative energetics are evident with other ancillary ligands, such as 
porphyrins, phthalocyanines, and chlorins (cf. Chart 3.1a), and account for the high 2e–
/2H+ reduction selectivity observed for these classes of mononuclear catalysts (i.e., in the 
absence of a second metal ion).12  
 
3.3.6. Insights into the low overpotential observed for ORR catalyzed by 1  
Additional studies were undertaken to probe the relative ORR rates observed with 
the different Co(N2O2) complexes 1–5 in Figure 3.1a and the low ORR overpotential 
accessible with 1. The linear log(TOF)/overpotential correlation in Figure 3.1b implies that 
each of the Co(N2O2) complexes 1–5 mediates O2 reduction via the same rate-limiting step. 
We therefore focused our calculations on protonation of the CoIII(OOH) intermediate 
associated with each complex. The proximal pKa values for the [Co
III(HOOH)]+ species of 
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complexes 1–5 were calculated (Table 3.1), and the resulting values exhibit an 
approximately linear correlation with E1/2(Co
III/II) for the different Co complexes (Figure 
3.10a). This correlation indicates that the ancillary ligand of the Co complex modulates 
both of these properties similarly. A Brønsted plot, generated from the previously reported 
ORR rates12 and the calculated pKa values (Figure 3.10b), shows that the rate increases for 
complexes with higher proton affinity, but exhibits a relatively shallow slope (= 0.33).  
 
Table 3.1. Comparison of Experimental and Calculated E1/2(Co
III/II) Values and Calculated 
pKa Values for the Proximal Oxygen Atom of Co
III(HOOH) for Complexes 15 Depicted 
in Figure 3.1. 
 
aE1/2(Co
III/II) values are reported vs. Fc*+/0 in MeOH bThe pKa values are calculated relative 
to the pKa of the proximal oxygen of Co

















Figure 3.10. (a) Correlation of the log(TOF, s-1) with calculated relative proximal pKa 
values for CoIII(HOOH) derived from Co complexes 1–5. (b) Correlation of the relative 
pKa values of the proximal oxygen atom of Co
III(HOOH) with the E1/2(Co
III/II) values for 
Co complexes 1–5.  
 
The Co(N2O2) catalysts appear to be unique among catalysts analyzed thus far in 
their ability to exhibit good O2 reduction activity as they approach the thermodynamic 
potential for O2 reduction to H2O2 (cf. Figure 3.1). The analysis above provides a basis for 
understanding this property. The catalytic rate law in eq 3.5 indicates that the rate of O2 
reduction with Co(N2O2)-based catalysts is ultimately controlled by the rate of protonation 
of the CoIII(OOH) intermediate. The shallow Brønsted slope in Figure 3.10b implies that 
the E1/2(Co
III/II) of the different Co(N2O2) catalysts, and the corresponding ORR 
overpotential (cf. eq 3.4), may be modulated over a relatively large range, while having a 
relatively small effect on the reaction rate. This small effect means that Co(N2O2) catalysts 
retain good ORR activity even when their E1/2(Co
III/II) is very close to the thermodynamic 





3.4. Computational Details 
Density functional theory (DFT) calculations were performed using the BP86 
functional.22 The 6-31G**23 basis set was utilized for all non-metal atoms with diffuse 
basis functions (6-31+G**) added for O atoms not part of the N2O2 ligand scaffold (e.g., 
the atoms composing O2 before and after binding to the Co complex). The LANL2DZ basis 
set was used for Co. All calculations were performed using Gaussian 09.24 Geometry 
optimizations (with the exceptions of O2 and methanol) were performed in the solution 
phase (methanol solvent) using the SMD implicit solvation model.25  
Vibrational frequency calculations were performed to determine the zero-point 
energy and entropic contributions for all reaction free energies at 298.15 K. Each minimum 
reported was confirmed to contain no imaginary frequencies. Rotational contributions to 
entropy were excluded from the free energies of all species (except gaseous dioxygen) as 
is recommended for association/dissociation reactions.28 In order to account for the 
experimental conditions, namely 1 atm partial pressure of O2 and a methanol solvent 
concentration of 25 M, the following standard state corrections were employed: 
1. The free energy of gas-phase O2 was calculated at 1 atm partial pressure. Then, to 
account for the change in concentration from 1 atm to 1 M, a correction based on 
the ideal gas law was applied: RTln(24.5) = 1.89 kcal/mol. 
2. The free energy of methanol was calculated at 1 atm partial pressure, and a 
correction to account for the change in concentration from 1 atm to 25 M in the gas 
phase using the ideal gas law, RTln(24.5  25) = 3.79 kcal/mol, was applied. 
Furthermore, the solvation free energy of methanol in methanol, −4.84 kcal/mol, as 
obtained from the literature,29 was introduced to the standard state corrected molar 
gas-phase free energy to obtain the molar solution-phase free energy. 
3. For all other species considered, molar solution phase free energies were directly 
calculated in Gaussian 09. 
All redox potentials and pKa values were computed relative to a specified reference 
reaction, and the property for the reference reaction was set to the experimentally measured 
value.  Thus, all quantities were shifted by a constant corresponding to the difference 
between the experimental and calculated value for the reference reactions. Most 
mechanistic reductions were referenced to the experimental E1/2 for 1; EPT1 was 
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referenced to the DPV peak potential under catalytic conditions because it is a ligand-
centered rather than Co-centered reduction. 
 
Figure 3.11. Dynamic equilibrium between two mononuclear cobalt complexes (1) and 
a µ-peroxo bridged cobalt dimer can likely be switched over an order of magnitude 
change in [Co]. The dimerization is a nearly isoergic reaction (G = −1.54 kcal/mol). 
The µ-peroxo bridged cobalt dimer is mechanistically accessible but not involved in the 
proposed mechanism of ORR based on the observed rate law and Clark electrode studies. 
















Figure 3.12. A concerted electron-proton transfer (EPT1) mechanism (1ab → 1ac, G = 
8.31 kcal/mol) is proposed to generate the cobalt(III) hydroperoxide species 
(CoIII(OOH), 1d). The concerted mechanism avoids the high free-energy intermediate 
corresponding to proton transfer, and ET1’ cannot be accessed because it is cathodic of 
the half-wave potential of decamethylferrocene (Fc*).  The redox potential associated 
with concerted EPT1 is anodic of the half-wave potential of Fc* and thus is accessible. 
Because kinetic studies show that the reaction rate is zero order in [Fc*], the first 
protonation cannot contribute to the turnover-limiting step if it is intrinsically coupled to 
a reduction by Fc*. Moreover, the concerted mechanism for EPT1 is consistent with the 
DPV experiments showing that the rate-limiting proton transfer must follow formation 
of CoIII(OOH).  The redox potential for EPT1 is set to the experimental value as 






Figure 3.13. Protonation on the proximal oxygen of 1b and the subsequent single-
electron reduction of 5 generates the cobalt(II) hydrogen peroxide adduct species (1c). 
ET2' or EPT2 cannot be accessed under catalytic conditions, because the reduction 
potentials of ET2' and EPT2 are cathodic of the half-wave potential of Fc* by 280 mV 
and 740 mV, respectively.  
 
 
Figure 3.14.  Reduction of the CoIII(OOH) (1b) by Fc* under catalytic conditions is 
unlikely because the reduction potential (ET2’) is cathodic of the half-wave potential of 
Fc*+/0 by 740 mV (1b → 1b), whereas reduction of O2 to H2O by Fc*  via the EPT2' 
pathway is thermodynamically favorable. This finding implies that the kinetic barrier 
must inhibit the EPT2' pathway, which is unsurprising given the complexity of EPT2'. 
Specifically, the EPT2’ process entails a concerted electron-proton transfer coupled to 




Figure 3.15. Protonation of the distal oxygen of CoIII(OOH) (1b) is more 
thermodynamically unfavorable than protonation of the proximal oxygen, which likely 




In this study, we have characterized the mechanism of O2 reduction to H2O2 
catalyzed by the N2O2-ligated cobalt complex 1. Kinetic studies revealed a unique rate law 
that shows a first order dependence on [1] and [AcOH], but no dependence on the reductant 
([Fc*]) or [O2]). Experimental and DFT computational studies showed that O2 binding to 
CoII is favorable, resulting in an O2-bound catalyst resting state that explains the lack of a 
kinetic dependence on [O2]. The studies further demonstrated that the rate-limiting step 
involves proton transfer to the CoIII(OOH) intermediate, contrasting protonation of a 
CoIII(O2) species, which has been identified as the rate-limiting step of other O2 reduction 
reactions catalyzed by macrocyclic metal complexes. Observation of a weak correlation 
between the catalytic rate and the thermodynamics of proton transfer (i.e., the pKa of the 
[CoIII(HOOH)]+ species) provides valuable insights into the low ORR overpotential 
accessible with Co complex 1. These insights are now being used to guide the development 
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CHAPTER 4: Characterization of NiFe Oxyhydroxide Electrocatalysts by Integrated 
Electronic Structure Calculations and Spectroelectrochemistry*† 
 
4.1. Abstract 
 NiFe oxyhydroxide materials are highly active electrocatalysts for the oxygen evolution 
reaction (OER), an important process for carbon-neutral energy storage. Recent spectroscopic and 
computational studies increasingly support iron as the site of catalytic activity but differ with 
respect to the relevant iron redox state. A combination of hybrid periodic density functional theory 
calculations and spectroelectrochemical experiments elucidate the electronic structure and redox 
thermodynamics of Ni-only and mixed NiFe oxyhydroxide thin-film electrocatalysts. The 
ultraviolet/visible light absorbance of the Ni-only catalyst depends on the applied potential as 
metal ions in the film are oxidized prior to the onset of OER activity. In contrast, absorbance 
changes are negligible in a 25% Fe-doped catalyst up to the onset of OER activity. First principles 
calculations of proton-coupled redox potentials and magnetizations reveal that the Ni-only system 
features oxidation of Ni2+ to Ni3+, followed by oxidation to a mixed Ni3+/4+ state at a potential 
coincident with the onset of OER activity. Calculations on the 25% Fe-doped system show the 
catalyst is redox inert prior to the onset of catalysis, which coincides with the formation of Fe4+ 
and mixed Ni oxidation states. The calculations indicate that introduction of Fe dopants changes 
the character of the conduction band minimum from Ni-oxide in the Ni-only to predominantly Fe-
oxide in the NiFe electrocatalyst. These findings provide a unified experimental and theoretical 
description of the electrochemical and optical properties of Ni and NiFe oxyhydroxide 
electrocatalysts and serve as an important benchmark for computational characterization of mixed-
metal oxidation states in heterogeneous catalysts. 
 
4.2. Introduction 
 The photoelectrochemical conversion of water into O2 and H2 is a major focus of energy 
storage and conversion efforts,1-4 with significant attention directed toward development of 
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efficient catalysts for water oxidation and reduction. Such catalysts should operate at low 
overpotential, exhibit high selectivity, and be composed of earth-abundant materials. Commercial 
electrolyzers typically use transition-metal-oxide electrocatalysts for the oxygen evolution 
reaction (OER),5-6 and nickel, nickel-iron, and other mixed-metal oxides are especially effective 
under alkaline conditions.7-8 In spite of the importance and potential future impact of these 
materials, many features of their catalytic mechanism are poorly understood.  
Nickel oxyhydroxide has long been associated with OER electrocatalysis;9-10 however, 
much of the activity in this material has been shown to arise from the presence of Fe impurities.7, 
11 This conclusion complements extensive independent studies demonstrating the effectiveness of 
NiFe-based oxide and oxyhydroxide materials as OER electrocatalysts,12-14 including a survey of 
nearly 3500 mixed-metal-oxide compositions, which drew attention to the high electrocatalytic 
activity of materials containing Ni, Fe, and a third metal (e.g., Ba, Sr, Ca, or Cr).15 Such 
observations account for the extensive interest in understanding the structural and mechanistic 
principles underlying the high activity of Ni/Fe-based electrocatalysts.  
A recent combined experimental and computational study investigated Ni-, Fe-, and 
various NiFe-oxyhydroxide-based electrocatalysts in an effort to probe the redox behavior and 
electrocatalytic mechanism of these catalysts.16 Operando X-ray absorption spectroscopy and 
density functional theory calculations with the Hubbard U correction (DFT+U) implicated the 
presence of Fe3+ sites within NiFe oxyhydroxide as the active site for O–O bond formation.17 The 
formation or catalytic role of Fe4+ or other high-valent Fe species was disfavored based on the 
experimental and computational data. A subsequent operando Mössbauer spectroscopic study, 
however, showed that significant quantities of Fe4+ are generated in NiFe-oxyhydroxide catalysts 
during electrocatalytic water oxidation,18 and the accessibility of Fe4+ was supported by an 
independent computational study of such materials.19 These different, and sometimes conflicting, 
observations highlight the need for an improved understanding of complex materials of this type, 
ideally drawing upon synergistic contributions from experimental and computational approaches.  
Herein, we report a theoretical and spectroelectrochemical study of Ni and 25% Fe-doped 
Ni oxyhydroxide electrocatalysts. Cyclic voltammetry and hybrid DFT calculations were used to 
determine the redox potentials for proton-coupled oxidation of the film and assign relevant metal 
oxidation states at different applied potentials, including those contributing to catalytic water 




experiment and computation provide an atomistic description of the dominant states at the valence 
and conduction band edges. Collectively, the results offer unprecedented insights into the influence 
of iron dopants on the redox properties and electronic structure of Ni oxyhydroxide 
electrocatalysts. 
  
4.3. Results and Discussion 
4.3.1. Electrochemical behavior of NiFe oxyhydroxide in situ 
The present study focuses on a comparison of pure Ni and 25% Fe-doped Ni oxyhydroxide 
electrocatalysts. In order to perform experimental studies, thin films of Ni(OH)2 or Fe-doped 
Ni(OH)2 were prepared via electrodeposition, as elaborated in the Supporting Information. Cyclic 
voltammograms (CVs) of the resulting materials reveal differences in voltammetric responses 
(Fig. 4.1), consistent with previous observations.7, 11-12, 20-21 The pure Ni material exhibits an 
isolated Ni2+/3+ redox feature in the CV, with a midpoint potential of 0.53 V vs. NHE, and a small 
redox feature (peak potential ~0.76 V) at the foot of the large irreversible wave corresponding to 
the catalytic OER, which has an onset potential of ~0.72 V. Introduction of iron into the oxide is 
known to increase the Ni2+/3+ potential and decrease the onset potential for catalysis.7, 11-12, 20-21 
With the 25% Fe-doped material, the two features are fully merged, and only a small shoulder is 










Figure 4.1. Cyclic voltammograms of Ni4O8Hn (black trace) and Ni3Fe1O8Hn (red) films on FTO 
(fluorine-doped tin oxide) electrodes in 1 M KOH at 5 mV/s. Current densities are normalized to 
the peak area of the cathodic peak. Data for intermediate Fe loadings are given in Fig. 4.14. 
 
The NiFe oxyhydroxide unit cell used in the calculations is depicted in Fig. 4.2 and is 
representative of two-dimensional, periodic, single layers of the oxyhydroxide material separated 
by vacuum. The interlayer hydrogen-bonding interactions, which have been explored previously,22 
do not qualitatively change the electronic structure properties of interest herein (cf. Fig. 4.6). 
Solvent molecules and ions, which are known to intercalate between layers of the film, should 
further attenuate layer-layer interactions23 and have only a minor influence on the electronic 
structure of the material. The system with 25% Fe-doping was modeled by replacing one Ni site 
in the unit cell with Fe. Geometries of different redox and protonation states of the layers were 
optimized at the DFT+U level of theory,17, 24 followed by a single point energy calculation with 
the hybrid functional PBE025-26 (see Supporting Information for details). The proton-coupled 
oxidation, or net dehydrogenation, of the oxyhydroxide materials was modeled by systematically 
removing H atoms from the layers. The Ni-only materials studied herein are denoted Ni4O8Hn, 
where n = 0 – 8. Representative examples for n = 8 and 0 correspond to Ni(OH)2 and NiO2, 
respectively. Similarly, the different redox and protonation states of the 25% Fe-doped materials 
are denoted Ni3Fe1O8Hn (n = 0 – 8). At each value of n, the lowest-energy hydrogen configuration 
found was used in our analyses. The experimentally studied materials have a mixture of hydrogen 
configurations and Fe site positions that may lead to heterogeneities in oxidation and spin states 





Figure 4.2. Single-layer NiFe oxyhydroxide, composed of Ni (red), O (red), H (gray), and Fe 
(blue) for (a) the undoped Ni oxyhydroxide, Ni4O8H2 (side view); (b) viewed from above the 
surface; (c) the NiFe oxyhydroxide doped 25% with Fe, Ni3Fe1O8H4, viewed from above the 
surface. Parts (b) and (c) depict the unit cell that is periodically replicated in two dimensions for 
all calculations, with varying numbers of hydrogens. 
 
The computed proton-coupled redox potentials for the various reactions are given in Table 
4.1. All of the reported potentials in Table 4.1 are calculated relative to the experimentally 
determined Ni2+/3+ potential for the Ni-only Ni4O8Hn system (i.e., n = 8 to 4) because only the 
computed relative potentials are expected to be quantitatively reliable. Specifically, the redox 
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This procedure is based on a thermodynamic scheme that eliminates the energy of the H2 molecules 
and ensures cancellation of the majority of the translational, rotational, and vibrational entropic 
contributions. More details about this procedure are provided in the Supporting Information. The 
aqueous solvent environment and displacement of protons by intercalated cations are not 
considered explicitly but are assumed to exert an approximately similar effect on all species. As a 
result, these effects approximately cancel in the referencing scheme, which involves the 
calculation of only relative potentials. Recent data suggest that solvated ions could have a kinetic 
influence,27-28 but kinetic issues are not addressed in these calculations. 
Table 4.1. Proton-coupled redox potentials (V vs. NHE) for pure Ni4O8Hn and 25% Fe- doped 
Ni3Fe1O8Hn calculated with PBE0
a,c. 
Ni4O8Hn Ni3Fe1O8Hn 
Reactant Products E Reactant Products E 
 6H + H2 0.52 8H 7H + 0.5 H2 −0.72 
8H 4H + 2 H2 0.53
b 
7H 
6H + 0.5 H2 0.60 
 2H + 3 H2 0.59 5H + 1 H2 0.52 
6H 4H + H2 0.54 4H + 1.5 H2 0.55 
4H 2H + H2 0.73 3H + 2 H2 0.63 
2H 0H + H2 0.92 2H + 2.5 H2 0.60 
   1H + 3 H2 0.69 
   0H + 3.5 H2 0.73 
aIn the reactant and products, nH denotes the stoichiometry of the film. 
bThis potential is set equal to the experimental value at pH 14, and all other reported potentials 
are calculated relative to this value. The analogous table using the 8H → 2H + 3 H2 reaction as 
the reference is given as Table 4.5, shifting all potentials downward by 0.06 V. 
cPlots of the relative formation free energies versus potential for both the pure Ni and the Fe-
doped systems are given in Fig. 4.7 to facilitate the determination of the most stable 
stoichiometries at pH 14. 
 
Our results indicate the importance of utilizing hybrid functionals for these types of 
systems. The relative redox potentials obtained from PBE+U calculations are systematically lower 




PBE+U method, as implemented with a single value of U for each metal, does not provide reliable 
redox thermodynamic properties for this material, most likely because multiple oxidation states of 
the same metals are present.22, 29-31 Although computationally expensive, the use of the hybrid 
PBE0 functional avoids the parameterization necessary for the quantitatively reliable 
implementation of the PBE+U method for this type of system. The use of PBE0 is further 
motivated by recent calculations suggesting that the mixing fraction of exact exchange in global 
hybrid functionals should be chosen to be the inverse of the dielectric constant.32-34 The high-
frequency dielectric constant was computed to be ~3.5 for bulk Ni(OH)2,
35 suggesting a fraction 
of exact exchange of 0.29, comparable to of the fraction of 0.25 for PBE0.  
The two redox processes observed experimentally in the Ni-only oxyhydroxide material 
(Fig. 4.1, black trace) are consistent with the computed potentials in Table 4.1. The quasi-
reversible feature in the experimental CV centered at 0.53 V vs. NHE is attributed to complete 
oxidation of Ni2+ to Ni3+, corresponding to 4 H+/4 e– oxidation of the Ni4O8H8 unit cell (i.e., one 
electron per nickel), leading to the reference of 8H → 4H + 2 H2 used in Table 4.1. However, 
literature data36-37 also provide evidence that this feature could correspond to 6 H+/6 e– oxidation 
of the Ni4O8H8 unit cell (i.e., 1.5 electrons per nickel), which would suggest a reference of 8H → 
2H + 3 H2. Given this uncertainty, the proton-coupled redox potentials were also calculated with 
the reference reaction corresponding to 8H → 2H + 3 H2, as given in Table 4.5. Because this 
different reference simply shifts all redox potentials downward by 0.06 V, the qualitative trends 
and conclusions do not change with the use of a different reference. It is further noted that these 
calculations provide only thermodynamic information and do not address kinetic complexity, such 
as that evident in the relatively large splitting between the anodic and cathodic peaks in the CV 
(cf. Fig. 4.1). As indicated by Table 4.1, the proton-coupled oxidations of the layer corresponding 
to 8H → 6H + H2 and 6H → 4H + H2 are predicted to occur at nearly the same potential. The next 
redox event observed experimentally is the onset of catalytic current, together with the small redox 
feature at the foot of the wave. The computations suggest these features correlate with further 
oxidation of the film (4H → 2H + H2), computed to occur at 0.73 V (Table 4.1).  
Calculations on the Ni3Fe1O8Hn system predict that Fe will be in the Fe
3+ state at open-
circuit, corresponding to n = 7 (i.e., 7H). Specifically, the Fe2+/3+ redox potential (8H → 7H + 0.5 
H2) was computed to be 0.72 V, which is lower than that accessible experimentally. The first 




(Fig. 4.1, red trace), and the calculations suggest that multiple proton-coupled oxidations are viable 
at the observed potential. Accessible states range from n = 6 to n = 2, with calculated potentials 
spanning 0.52 – 0.63 V (cf. Table 4.1). The metal-ion oxidation states and electronic structure 
features of these catalyst states will be elaborated below. 
 
4.3.2. Ni and Fe oxidation states upon proton-coupled oxidation 
The determination of oxidation states is notoriously challenging, particularly in periodic 
calculations. We utilized the site-specific magnetizations, namely the difference in spin up and 
spin down densities localized on Ni and Fe, as signatures of different oxidation states. 
Magnetizations have also been used recently to analyze the three-dimensional periodic solid -
NiOOH.19 While other quantitative methods for inferring integer metal oxidation states in the solid 
state have been developed,38-39 the use of site-specific magnetizations provides a clear qualitative 
picture for this system. To validate this approach, we carried out additional calculations with 
maximally-localized Wannier functions,38 which  provide results in agreement with those inferred 
from site-specific magnetizations (see Supporting Information). Furthermore, as shown in Table 
4.3, the metal-oxygen bond lengths correlate with the computed formal oxidation states. 
The following discussion presents a systematic analysis of the computed oxidation states 
as a function of the H stoichiometry and thereby connects them to the proton-coupled redox 
potentials described above. For Ni, the 2+, 3+, and 4+ oxidation states correspond to two, one, and 
zero unpaired electrons, respectively, localized on a given Ni atom. Fe oxidation states from 2+ to 
5+ were observed in the studied range of H stoichiometries. The PBE0 calculations suggest that 
the ground state for each Fe species is high spin, in accordance with available experimental data 
for Fe3+.18 The calculations indicate that Fe4+ is also high spin, which has not been resolved 
experimentally, but may arise from constraints and environment imposed by the extended lattice. 
Mn3+, which is isoelectronic to Fe4+, in the analogous NiMn layered double hydroxide has been 
found to be high spin.40 The computed magnetizations and corresponding oxidation states for each 
metal site in the unit cell of the periodic system are depicted in Fig. 3. While NiO2 and Fe
5+-
containing systems were investigated computationally and are represented in Fig. 4.3, neither is 





Figure 4.3. Calculated magnetic moments of each metal center in the unit cell vs. 8 − n for (a) 
pure Ni4O8Hn and (b) Fe-doped Ni3Fe1O8Hn. The radii over which the spin densities were 
integrated were determined by Quantum-ESPRESSO. Oxidation states of each metal center are 
color-coded as follows: Ni2+ (gold), Ni3+ (pink), Ni4+ (blue), Fe2+ (gray), Fe3+ (teal), Fe4+ (dark 
green), Fe5+ (light green). Accompanying electronic structure diagrams are idealized and neglect 
possible quasi-Jahn-Teller distortions. 
 
For the Ni4O8Hn material shown in Fig. 4.3a, sequential proton-coupled oxidations of the 
layer result in oxidations of the Ni sites from entirely Ni2+ in Ni4O8H8 to entirely Ni
4+ in Ni4O8H0. 
In the intermediate case of Ni4O8H4, there are four magnetically equivalent Ni
3+ sites. In the 
systems defined by n = 6 and n = 2 (6H and 2H), a coexistence of different Ni oxidation states is 
observed. In Ni4O8H2, which is expected to be catalytically active, magnetizations characteristic 
of Ni4+ and Ni3+ are observed for two sites each. As expected, the deprotonation of an oxygen is 
accompanied by oxidation of one of the metal centers bonded to that oxygen. 
The same analysis of site-specific magnetizations for the Fe-doped systems is depicted in 
Fig. 3b. As noted above, the open-circuit Ni3Fe1O8H7 state has three Ni
2+ and one Fe3+ sites in the 
unit cell. Upon proton-coupled oxidation, Fe is oxidized to Fe4+ before any of the Ni2+ sites are 
oxidized. Furthermore, Fe4+ is observed in stoichiometries from n = 6 to n = 2 (6H to 2H), the 




redox potentials in Table 4.1. This observation is in accordance with the operando Mössbauer 
spectroscopic identification of Fe4+.18 At the Fe-doped oxyhydroxide stoichiometry, Ni3Fe1O8H4, 
the Fe4+ site exists in conjunction with one Ni2+ site and two Ni3+ sites, in contrast to the uniformly 
3+ oxidation states in the pure Ni oxyhydroxide. This observation indicates charge transfer 
occurring from Fe to Ni in the working catalyst, which is further elucidated in the electronic 
structure analysis below. 
 
4.3.3. Optoelectronic properties of NiFe oxyhydroxide 
Thin films of Ni(OH)2 or Fe-doped Ni(OH)2 were prepared on transparent FTO (fluorine-
doped tin oxide) electrodes in order to analyze the catalyst via spectroelectrochemistry. UV-visible 
spectra were acquired while holding the catalyst-coated electrode at different applied potentials 
(Fig. 4.4, see the Supporting Information for details). A prominent spectroscopic feature 
corresponding to the band edge absorption develops for both the Ni and NiFe catalysts upon 
increasing the potential (Figs. 4.4b and 4.4d). The absorption at 2.5 eV, depicted as a function of 
applied potential in Figs. 4.4a and 4.4c (filled circles; right y-axis), illustrates that the optical 





Figure 4.4. Cyclic voltammograms (left) and UV/vis spectra (right) of the (a) and (b) pure Ni and 
(c) and (d) 25 % Fe films. Data points in the CVs correspond to the absorbance at 2.5 eV with the 
same color coding as in the spectra. The UV/vis spectra were obtained at steady-state during 
constant-potential electrocatalysis. Spectroelectrochemistry for intermediate loadings of Fe is 
shown in Fig. 4.15. 
 
The pure Ni and Fe-doped materials exhibit qualitatively different optoelectronic behavior. 
For the Ni(OH)2 material, the film darkens as NiOOH is formed, starting at ~0.53 V (Fig. 4.4a, b), 
and then further darkens as the potential is raised to the onset of catalysis. Within the catalytic 
wave, the absorption spectrum is largely independent of potential. Although the calculations 
suggest that higher redox states should be accessible in the potential range evaluated, rapid water 
oxidation under these conditions will result in these states not having significant population and/or 
lifetime. In the 25% Fe-doped material, negligible absorbance changes are evident until the onset 
of OER activity, corresponding to the first redox feature evident in the CV (Fig. 4.4c, d). The band 
edge absorption energy is similar to that of the pure Ni film, beginning at 1.5 ± 0.1 eV. Once again, 




because higher oxidation states of the catalyst are not attained, owing to rapid water oxidation from 
such states.41 These observations, in combination with the computed metal-ion redox potentials 
described above, are consistent with the presence of significant quantities of Fe4+ in the steady-
state catalyst.18 
To understand the trends in the measured optical gaps, we compared experimental results 
to the computed fundamental band gaps for each film, as obtained from the differences of the 
eigenvalues of the valence band maximum (VBM) and the conduction band minimum (CBM) 
calculated with PBE0 for the pure Ni and Fe-doped systems (Table 4.8). The band gaps computed 
with PBE+U are almost vanishing for the catalytically relevant states (Figs. 4.7-8), and thus the 
use of the PBE0 functional is essential to reasonably describe these band gaps. Similar 
observations were reported for bulk Ni oxyhydroxide.22, 42 The calculated band gaps of both the 
pure Ni and 25% Fe-doped systems decrease upon proton-coupled oxidation, as observed via 
spectroelectrochemistry. The observation that pure Ni and Fe-doped thin films have similar 
absorption onsets is consistent with the similarity in the computed band gaps for these two systems. 
The calculated fundamental gaps are on the order of ~1 eV higher than the corresponding optical 
gaps measured experimentally; however, this discrepancy is not unexpected as the computed 
values do not include the exciton binding energy, which for NiO is on the order of ~1 eV.43  
 
4.3.4. Electronic structure of NiFe oxyhydroxide and the effects of Fe doping 
To elucidate the effect of Fe in the doped oxyhydroxide system, we analyzed the electronic 
structure of both the Ni and NiFe materials around the Fermi level. The atomic projected density 
of states (PDOS) for two layered materials, Ni4O8H2 and Ni3Fe1O8H4, are shown in Figs. 4.5a and 
4.5e, respectively. Further breakdowns of the PDOS in Fig. 4.5 (b-d, f-h) illustrate the electronic 
structure associated with specific metal atoms and oxidation states and differentiate between 
bridging hydroxide and oxide ligand states (i.e., states associated with protonated and deprotonated 





Figure 4.5. PDOS analysis of catalytically active species for (a)-(d) pure Ni4O8H2 and (e)-(h) 
doped Ni3Fe1O8H4. In these plots, the α electronic density is positive (up), and the β electronic 
density is negative (down). In (c) and (g), O and OH refer to oxide and hydroxide ligand states, 
respectively.  
 
 In Ni4O8H2, the Ni
3+ electronic states at the valence band maximum (VBM) are closer to 
the Fermi level than are the Ni4+ states, and states associated with both Ni3+ and Ni4+ contribute to 
the conduction band minimum (CBM) (Fig. 4.5b). Additionally, oxide ligand states are more 
prevalent than hydroxide states in the CBM composition (Fig. 4.5c). The PDOS plots associated 
with oxides bound to Ni atoms in different oxidation states are similar (Fig. 5d). This similarity is 
not surprising given that in the figure O--Ni3+ refers to states associated with O atoms bound to 
two Ni3+ sites and one Ni4+ site, while O--Ni4+ refers to states associated with O atoms bound to 
two Ni4+ sites and one Ni3+ site. 
The corresponding analysis of the Fe-doped Ni-oxyhydroxide (Ni3Fe1O8H4) reveals 




the VBM, while those associated with the dopant Fe4+ dominate the CBM. This Fe-to-Ni charge 
transfer character is evident in states comprising both the VBM and the CBM. As observed for the 
Ni-only catalyst, oxide ligand states are more prevalent than hydroxide states in the CBM (Fig. 
4.5g). The oxide states in the NiFe material, however, exhibit a distinct metal-coordination 
dependence. In Fig. 4.5h, O-Ni refers to states of O atoms not bound to Fe, while O-Fe4+ refers to 
states of O atoms bound to one Fe site and two Ni sites. States associated with Fe4+-ligated oxides 
are energetically lower than those associated with oxides ligated to only Ni and thus dominate the 
CBM. 
4.4. Materials and Methods 
4.4.1. Computational 
All calculations were carried out using planewave based density functional theory (DFT) 
with Quantum-ESPRESSO.44 Core electrons were described using recently developed optimally 
tuned norm-conserving pseudopotentials.45-46 A planewave cutoff energy of 80 Ry was used in 
describing the wavefunctions in all calculations, and the Brillouin zone was sampled using a 4×4 
k-point Monkhorst-Pack grid for the in-slab dimensions. All geometry optimizations were carried 
out using the PBE functional47 with Hubbard U17, 24 corrections of 6.6 eV and 3.5 eV for Ni and 
Fe, respectively. We adopted Hubbard U values from the literature, where they were computed 
using linear response theory.48 However, there are several means of choosing the optimal value of 
U, and it has been shown that, for example, different oxidation states of the same transition metal 
ion may favor different optimal U values.29-30  
Thus, to ensure the robustness of our results, we also performed single point energy 
calculations with the global hybrid functional PBE0.25-26 A similar strategy was used by Zaffran 
and Toroker recently.42 The use of PBE0 is further motivated by recent calculations suggesting 
that the mixing fraction of exact exchange in global hybrid functionals should be chosen to be the 
inverse of the dielectric constant.32-34 The high-frequency dielectric constant was computed to be 
~3.5 for bulk Ni(OH)2 
35, suggesting a fraction of exact exchange of 0.29, comparable to of the 
fraction of 0.25 for PBE0. More importantly, as shown below, PBE0 is necessary to open a band 
gap for many of the active catalyst redox states. Furthermore, we also find that PBE0 gives redox 
potentials that are in better agreement with experiments than those computed at the PBE+U level 
of theory. To reduce the computational cost of the PBE0 calculations, we optimized the geometries 




relaxing Ni4O8Hn slabs at the PBE0 level of theory indicated that the PBE+U and PBE0 geometries 
differ by only 0.05 Å for metal--O bonds and 0.01 Å for O--H bonds, as shown in Table 4.2. 
 A single layer of NiFe oxyhydroxide was used in each of the computations as electronically 
representative of the real system, as shown in Figure 1. The layer-layer interactions do not 
qualitatively affect the electronic structure (Figure S1), and in situ the layers are intercalated by 
solvent and ions, further attenuating interactions between layers 23. The unit cell for the Ni-only 
systems contained 4 Ni, 8 O, and 08 H. In the doped systems, one of the Ni sites was replaced by 
Fe (25% doping), and an analogous series of H stoichiometries were studied. The nomenclature 
for all systems used hereafter is fully described in the main text. All geometries and lattice 
constants, as well as sample Quantum-ESPRESSO input files, are presented below. The systematic 
net dehydrogenation of the unit cell used in calculations was described by corresponding proton-
coupled redox potentials. The potentials are computed relative to the Ni2+/3+ potential, which was 
measured experimentally. The scheme utilized in this work for computing relative proton-coupled 
redox potentials is presented below. For the 5H state of the NiFe system, several hydrogen 
configurations close in energy were found, thereby complicating straightforward interpretation. 
As discussed in the main text, assigning oxidation states to species in condensed phases is 
a challenging task, and thus we verified the consistency of results obtained with different 
approaches. Here, we briefly describe a method that is based on calculations of maximally 
localized Wannier functions (MLWFs).30, 49 In this scheme, the centers of MLWFs are computed 
for the valence states of the system, and those located in the close proximity of the transition metal 
ions are identified and used to define site-specific magnetizations and oxidation states. In 
particular, the magnetic moment (μ) associated with a certain site is computed by subtracting the 
number of spin down MLWF centers from the number of spin up MLWF centers associated with 
the site: 𝜇 = 𝑁↑ − 𝑁↓.  The oxidation state (OS) is defined as the number of valence electrons of 
the ion of interest minus the total number of MLWF centers associated with that site: 𝑂𝑆 =
𝑁𝑣𝑎𝑙𝑒𝑛𝑐𝑒 − (𝑁↑ + 𝑁↓). This intuitive approach was shown to give results in agreement with other 
methods for iron complexes and cobalt oxides, and it is expected that this method allows for 
assigning atomic oxidation states unambiguously for other strongly ionic systems as well.30, 49  
We computed magnetizations and oxidation states for the n = 4 system with and without 
iron using the Wannier method. The results are compared to the approach used in the main text 




code50-51 with the same pseudopotentials that were used for our calculations with Quantum-
ESPRESSO: the unit cell described in the main paper, the PBE0 hybrid functional, Gamma-point 
only Brillouin zone sampling (verifying that the Gamma-point sampling gives accurate site-
specific magnetizations and oxidation states), and a reduced wave function energy cutoff of 60 Ry. 




Stock solutions of Fe-free KOH in water were prepared by the method of Boettcher and 
co-workers.11 Samples of Ni(OH)2 were prepared by addition of a 0.1 M Ni(NO3)2 solution to an 
excess of Fe-free 1 M KOH. The lime-green precipitate was filtered and rinsed. NiOOH was 
prepared by a similar precipitation, followed by addition of 0.5 equivalents of K2S2O8 in water. 
On addition, the lime-green Ni(OH)2 promptly darkened to black. Filtration yielded a fine solid 
suitable for spectroscopy. Samples of nominal composition Ni0.75Fe0.25(OH)2 were prepared by a 
similar process starting from a solution containing Ni(NO3)2 and FeSO4 in 3:1 ratio. The precipitate 
exhibited a color change, gaining a yellow tint, during its isolation that suggested the formation of 
Fe3+. Further oxidation to Ni0.75Fe0.25OOH was effected with K2S2O8 as above to yield a purplish 
black solid. Ex-situ spectra were obtained by diffuse-reflectance measurements of films of slurries 
of the precipitated materials in Fe-free 1 M KOH between silica plates (Figures 4.11 and 4.12). 
Because of the variable thickness of the different slurries, no attempt was made to calculate molar 
absorptivity values. 
         Spectroelectrochemistry was performed on films of Ni1-xFex(OH1-y)2 deposited on a FTO-
on-glass transparent electrode. The (hydr)oxide films were produced by anodic decomposition of 
deposits of metal acetylacetonate complexes in the desired stoichiometry using the following 
procedure. A solution of 50 mM Ni(acac)2 in 1:1 iPrOH:CH3CN with 5 µl/ml of 
poly(tetrahydrofuran) (Mn ~ 250) added was coated on the electrode, allowed to dry to a film, and 
the excess was wiped off. The electrode was placed in Fe-free 1 M KOH and CV was performed 
until the shape of the peaks was consistent from scan to scan (~ 3 cycles). Any NiOOH formed 
that was not part of an adherent film was wiped off and the process repeated until a sufficiently 
dark film was produced (12 - 20 layers). Ni1-xFex(OH1-y)2 films were produced in a similar process 




solutions. Once formed, the catalyst films were placed in fresh Fe-free 1 M KOH in a cuvette 
constructed from a 50 ml polystyrene culture flask. A Pt wire separated by a polyethylene frit was 
used as the counter electrode and a 1 M KOH Hg/HgO reference electrode was used. Potentials 
are reported vs. NHE (Hg/HgO in 1 M KOH + 140 mV).52 The electrode was held at a given 
potential until the current reached steady-state (2 - 5 minutes) and then a spectrum was obtained 
while holding that potential. Molar absorptivities (on a per-metal basis) were calculated based on 
the area of the cathodic peak in the CV and assume that this peak arises from a 1e− / Ni atom 
process. 
 
4.5. Calculation of Proton-Coupled Redox Potentials using a Reference Reaction 
Scheme 4.1. Reaction of interest, reference reaction, and relative reaction. 
 +       
     +   
 +    +   
The first reaction is the reaction of interest, and the second reaction is the reference 
reaction. All free energies shown here correspond to reduction free energies. When adding the two 
reactions, the H2 on both sides cancel because the first line is multiplied by , leading to: 
  . (4.2) 
The free energies for the reaction of interest and the reference reaction are related to the reduction 
potentials as follows:  
,       (4.3) 
F is the Faraday constant. Here  is the experimental value for the reference reaction reduction 
potential. Plugging these expressions into Eq. (4.2) gives the expression for the reduction potential 
for the reaction of interest: 

'



















MO Hx y n
n
n




























.        (4.4) 
Note that the number of OH bonds is the same on the right and left sides of the relative reaction 
shown on the last line of Scheme 4.1. For solids, the relative electronic energy change obtained 
from DFT at 0 K is a reasonable approximation for the relative free energy change in the last line 
of Scheme 4.1. For this reaction, the number of OH bonds and all other types of bonds is the same 
for reactants and products, resulting in a negligible change in zero point energy and vibrational 
entropy, and translational and rotational entropy effects are negligible because H2 is not part of 
this reaction. Thus,  
,       (4.5) 
where  and   correspond to the change in electronic energies for the processes 
        (4.6) 
Note that the two processes in Eq. (4.6) have different numbers of atoms on the left and right sides, 
but such effects cancel out in this scheme. Substituting Eq. (4.5) into Eq. (4.4), 
.      (4.7) 
The correction factor, , is the difference between the experimental and 
calculated reduction potentials for the reference reaction. All calculations must be performed using 
the same cell and the same computational parameters with the same code to ensure proper 
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4.6. Additional Supporting Data 
 
Figure 4.6. Projected density of states (PDOS) for (a) bulk (42 atom unit cell 3D-periodic), (b) 
double layer (28 atom unit cell 2D-periodic), (c) single layer (14 atom unit cell 2D-periodic), β-
NiOOH0.5, and (d) bulk γ-FeOOH as calculated with PBE0. The bulk calculations are periodic in 
all three dimensions with no vacuum in between layers.  The single layer calculations are the same 
as described in the main paper, and the double layer calculations just replace the single layer with 
a double layer.  The similarities among these different types of calculations indicates that interlayer 
hydrogen-bonding interactions do not qualitatively impact the PDOS.  Part (c) is the same as the 







Table 4.2. Ni-O and Fe-O bond lengths for n = 8 (Ni(OH)2) and n = 2 (NiOOH0.5) calculated with 
PBE+U and PBE0. 
    Bond lengths (Å) 
Structure Functional Ni−O1 Ni−O2 Ni−O3 O−H 
Ni4O8H8 
PBE+U 2.03 2.03 2.03 0.96 
PBE0 2.00 2.00 2.00 0.95 
Ni4O8H2 
PBE+U 2.10 1.91 1.94 0.97 





Table 4.3. Ni-O and Fe-O bond lengths (Å) for selected systems containing Ni2+, Ni3+, Ni4+, Fe3+ 
and Fe4+ from experimenta and calculated with PBE+U b,c. 
Pure Doped 
Structure Expt.a Calc. Structure Calc.d 
 Ni−O Ni−O Ni−O Ni−O  Fe−O Fe−O 
Ni4O8H8 (Ni
2+) 2.06 N/A 2.03 N/A Ni3Fe1O8H7 (Fe
3+) 2.07 N/A 
Ni4O8H4 (Ni
3+) 2.07 1.89 2.05 1.91 Ni3Fe1O8H4 (Fe
4+) 2.09 1.88 
Ni4O8H2 (Ni
4+) N/A N/A 1.90 N/A    
aXAFS data taken from Ref. 53. Ni4O8H4 is compared to the results for β-NiOOH presented in this 
reference.  
bOxidation states determined by the magnetization analysis. 
c -Teller 
effect, resulting in a single bond length reported and N/A given for the other column, or the 
averages -Teller effect, resulting in 
two different bond lengths reported. 
d Å to 1.90 Å upon oxidation 






Table 4.4. Proton-coupled redox potentials for pure Ni4O8Hn
a and 25% Fe- doped Ni3Fe1O8Hn 
calculated with PBE+Ub. 
Ni4O8Hn Ni3Fe1O8Hn 
Reactant Products E (V) Reactant Products E (V) 
 6H + H2 0.55 8H 7H + 0.5 H2 −0.34 
8H 4H + 2 H2 0.53
c 
7H 
6H + 0.5 H2 0.11 
 2H + 3 H2 0.55 5H + 1 H2 0.27 
6H 4H + H2 0.50 4H + 1.5 H2 0.36 
4H 2H + H2 0.61 3H + 2 H2 0.47 
2H 0H + H2 0.75 2H + 2.5 H2 0.46 
   1H + 3 H2 0.49 
   0H + 3.5 H2 0.53 
aIn the reactant and products, nH denotes the stoichiometry of the film. 
bThe PBE0 results given in Table 1 of the main paper and are more consistent with the 
experimental cyclic voltammetry. 
cThis potential is set equal to the experimental value, and all other reported potentials are calculated 


























Table 4.5. Proton-coupled redox potentials for pure Ni4O8Hn
 and 25% Fe- doped Ni3Fe1O8Hn 
calculated with PBE0 using 8H  2H + 3 H2  as the reference reaction
a. 
Ni4O8Hn Ni3Fe1O8Hn 
Reactant Products E (V) Reactant Products E (V) 
 6H + H2 0.46 8H 7H + 0.5 H2 −0.78 
8H 4H + 2 H2 0.47 
7H 
6H + 0.5 H2 0.54 
 2H + 3 H2 0.53
b 5H + 1 H2 0.46 
6H 4H + H2 0.48 4H + 1.5 H2 0.49 
4H 2H + H2 0.67 3H + 2 H2 0.57 
2H 0H + H2 0.86 2H + 2.5 H2 0.54 
   1H + 3 H2 0.63 
   0H + 3.5 H2 0.67 
aIn the reactant and products, nH denotes the stoichiometry of the film. 
bThis potential is set equal to the experimental value at pH 14, and all other reported potentials are 
calculated relative to this value. The analogous table using the 8H → 4H + 2 H2 reaction as the 







Figure 4.7. Plots of the relative formation free energies versus potential for (a) the pure Ni system 




  nH nH
n
G E E  where E is the applied potential, n  is the difference in the number of 
H atoms in the unit cell of the least oxidized species (8H for pure and 7H for doped) relative to 
that of the nH, and nHE  is the calculated proton-coupled redox potential for the reaction associated 
with converting the least oxidized species to the nH species. The least oxidized species corresponds 
to the black horizontal line at 0 nHG , and the other lines intersect this horizontal line at the 
potential associated with converting the least oxidized species to the nH species. At any applied 
potential E, the species associated with the lowest value of  nHG  is the most thermodynamically 
stable species at pH 14. Thus, the information provided herein corresponds to a one-dimensional 






Table 4.6. Magnetizations calculated with PBE+U and PBE0. All the configurations investigated 
here are ferromagnetic, because the antiferromagnetic and ferromagnetic configurations were 
shown to be near identical energetically22 and could interchange/coexist in room temperature 
conditions. 
 PBE+U PBE0 
Ni4O8Hn
a Ni Ni Ni Ni Ni Ni Ni Ni 
8H 1.63 1.63 1.64 1.64 1.67 1.67 1.67 1.67 
6H 1.15 1.16 1.62 1.62 0.92 0.93 1.62 1.62 
4H 1.07 1.08 1.15 1.15 0.87 0.87 0.93 0.93 
2H 0.24 0.24 1.14 1.14 0.01 0.01 0.91 0.91 
0H 0.16 0.16 0.17 0.17 0.00 0.00 0.00 0.00 
 PBE+U PBE0 
Ni3Fe1O8Hn
a Fe Ni Ni Ni Fe Ni Ni Ni 
8H 3.27 1.63 1.63 1.64 3.43 1.67 1.67 1.67 
7H 3.76 1.67 1.67 1.68 3.82 1.66 1.66 1.67 
6H 3.25 1.64 1.64 1.64 3.25 1.66 1.66 1.66 
5H 3.15 1.28 1.65 1.66 3.24 0.92 1.62 1.63 
4H 3.20 1.18 1.18 1.63 3.33 0.89 0.89 1.61 
3H 3.20 1.07 1.18 1.32 3.33 0.86 0.88 0.94 
2H 3.27 0.52 1.10 1.19 3.32 0.01 0.88 0.88 
1H 2.60 0.34 1.08 1.21 2.70 0.01 0.87 0.91 
0H 2.85 0.24 0.25 1.17 2.88 0.01 0.01 0.88 
aThe stoichiometry of the film is represented by nH 
 
 
Table 4.7. Magnetizations and oxidation states calculated with the integrated spin density 
approach, compared with those calculated using the Wannier method. 
 Spin density Wannier 
Ni4O8H4
 Ni Ni Ni Ni Fe Ni Ni Ni 
Magnetization 0.87 0.87 0.93 0.93 1 1 1 1 
Oxidation state 3 3 3 3 3 3 3 3 
 Spin density Wannier 
Ni3Fe1O8H4 Fe Ni Ni Ni Fe Ni Ni Ni 
Magnetization 3.33 0.89 0.89 1.61 4 1 1 2 






Table 4.8. Band gaps (eV) calculated with PBE0. 
nH 
Ni4O8Hn Ni3Fe1O8Hn 
Direct Indirect Direct Indirect 
8H 3.17 3.17 1.67 1.66 
7H   3.40 3.40 
6H 2.92 2.80 2.94 2.55 
5H   2.64 2.49 
4H 2.75 2.65 2.42 2.22 
3H   2.42 2.22 
2H 2.96 2.96 2.81 2.74 
1H   2.83 2.70 
0H 3.37 3.32 2.44 2.40 
 
 
Figure 4.8. PDOS analysis for Ni4O8Hn calculated with PBE0 functional. The Fermi level is 





Figure 4.9. PDOS analysis for Ni3Fe1O8Hn calculated with PBE0 functional. The Fermi level is 







Figure 4.10. PDOS analysis for Ni4O8Hn calculated with PBE+U functional. The Fermi level is 
represented by the dotted line.  Note that the energy gap nearly vanishes for some stoichiometries, 





Figure 4.11. PDOS analysis for Ni3Fe1O8Hn calculated with PBE+U functional. The Fermi level 
is represented by the dotted line.  Note that the energy gap nearly vanishes for some 




4.7. Bulk Spectroscopy 
 
Figure 4.12. Diffuse reflectance spectrum of a bulk sample of Ni(OH)2 (black trace), various 
symmetry-forbidden transitions can be observed at energies lower than the band edge of ca. 4 eV. 
Collectively, these give rise to the pale lime-green color of nickel hydroxide. After precipitation 
of Ni3Fe1O8H8, the solid develops a rufous color due to aerobic oxidation. The resulting mixed 
oxidation-state results in a lower band edge of ca. 2 eV (red trace). At lower energies, some of the 
transitions observed in Ni(OH)2 can still be observed. 
 
Figure 4.13. Diffuse reflectance spectra after oxidation of the bulk samples (Ni4O8H4 black trace, 
nominally Ni3Fe1O8H4 red trace). The oxidized materials have band edges of ca. 1.5 eV, leading 
to their purplish or brownish black colors. The oxidized Fe-containing material reacts with water, 
a process that leads to the catalytic currents observed in the CV experiments. This reaction leads 






4.8. Spectroelectrochemistry of Intermediate Fe Loadings 
 
Figure 4.14. Cyclic voltammagrams of NiFe systems with all levels of Fe doping studied, 
including adventitious amounts of Fe and 12.5% Fe. Experimental details are identical to those in 
Fig. 1 in the main text. Current densities are normalized to the peak area of the cathodic peak.  
 
 
Figure 4.15. Cyclic voltammograms of the (a) adventitious levels of Fe (cf. Ref. 21) and (c) 12.5 
% Fe films with lines indicating the potentials where spectra (b and d, respectively) were obtained 





We have used electronic structure methods and spectroelectrochemistry to characterize the 
pure Ni and Fe-doped oxyhydroxide OER electrocatalysts. In the Ni-only material, the onset of 
the OER catalytic current occurs at potentials that generate Ni4+, whereas in the 25% Fe-doped 
system, a number of redox states, which all contain Fe4+, are thermodynamically accessible at 
catalytic potentials. The observed dependence of the optical properties on the potential directly 
corresponds to these predicted changes in the redox states. The electronic structure of the Ni-only 
and Fe-doped materials reveals that the conduction band minimum is dominated by hybrid Ni-
oxide states in the pure Ni system and by Fe-oxide states in the Fe-doped material.  
These results have clear implications for the catalytic OER mechanism. For example, water 
oxidation is commonly proposed to involve nucleophilic attack of water on a high-valent metal 
oxide species, and the results described herein show that the NiOOH lattice enables facile 
oxidation of Fe3+ to Fe4+. The oxidation to Fe4+ may be facilitated by the superior electronic 
conductivity of the mixed-metal system relative to pure Fe oxyhydroxide.54-55 Catalytically active 
sites are likely to be present at edge, corner, or defect sites. Based on the electronic structure results 
obtained here for the bulk, it is reasonable to extrapolate that Fe-oxide motifs at such sites will 
exhibit electrophilicity suitable to mediate water oxidation. However, the metal oxidation and spin 
states at defect sites could differ from those at regular lattice sites. The present results provide an 
excellent foundation for future efforts to probe this hypothesis.  
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CHAPTER 5: Theoretical Modeling of Proton Discharge on a Gold Electrode from 
Triethylammonium in Acetonitrile* 
 
5.1. Abstract 
The discharge of protons on electrode surfaces, known as the Volmer reaction, is a 
ubiquitous reaction in heterogeneous electrocatalysis and plays an important role in renewable 
energy technologies. Recent experiments with triethylammonium (TEAH+) donating the proton to 
a gold electrode in acetonitrile demonstrate significantly different Tafel slopes for TEAH+ and its 
deuterated counterpart, TEAD+. As a result, the kinetic isotope effect (KIE) for the hydrogen 
evolution reaction changes considerably as a function of applied potential. Herein a vibronically 
nonadiabatic approach for proton-coupled electron transfer (PCET) at an electrode interface is 
extended to heterogeneous electrochemical processes and is applied to this system. This approach 
accounts for the key effects of the electrical double layer and spans the electronically adiabatic and 
nonadiabatic regimes, as found to be necessary for this reaction. The experimental Tafel plots for 
TEAH+ and TEAD+ are reproduced using physically reasonable parameters within this model. The 
potential-dependent KIE or, equivalently, isotope-dependent Tafel slope is found to be a 
consequence of contributions from excited electron-proton vibronic states that depend on both 
isotope and applied potential. Specifically, the contributions from excited reactant vibronic states 
are greater for TEAD+ than for TEAH+. Thus, the two reactions proceed by the same fundamental 
mechanism yet exhibit significantly different Tafel slopes. This theoretical approach may be 
applicable to a wide range of other heterogeneous electrochemical PCET reactions.  
 
5.2. Introduction 
The development of energy storage and utilization devices such as fuel cells and 
electrolyzers relies on optimizing multiple proton and electron transfer reactions near the interface 
of a heterogeneous electrocatalyst.1-5 The Volmer reaction, which is the discharge of a proton in 
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solution to the surface of an electrode, is among the simplest of such reactions. As a result, the 
Volmer reaction serves as an important prototype for developing a theoretical understanding of 
interfacial, electrochemical proton-coupled electron transfer (PCET) processes. In particular, the 
Volmer reaction is often the turnover-determining step for the hydrogen evolution reaction on gold 
electrodes,6-7 providing experimental data for testing theoretical models of this PCET reaction. 
Atomistic simulations of the Volmer reaction are challenging8-11 because the applied 
potential and interfacial environment play direct roles in determining the thermodynamics and 
kinetics of this reaction. Most theoretical work in this field has focused on the aqueous Volmer 
reaction,11-15 in which H2O or H3O
+ is thought to serve as the proton donor given that it is the 
dominant component of the electrode-electrolyte interface. In addition, many existing models 
describe aqueous proton discharge as a fully adiabatic reaction, in which the proton is treated 
classically, and the reaction occurs by surmounting an activation barrier on the ground state free 
energy surface.16-20 However, recent experiments21 probing the Volmer reaction in acetonitrile 
demonstrate significantly different Tafel slopes for triethylammonium (TEAH+) and its deuterated 
counterpart (TEAD+) donating the proton to a gold surface (Figure 5.1). Consequently, the 
observed kinetic isotope effect (KIE) changes considerably as a function of applied potential, 
suggesting that nonadiabatic effects might play an important role. Such nonadiabatic effects are 
expected to be more relevant for the Volmer reaction with TEAH+ in acetonitrile than for the 
aqueous Volmer reaction because the TEAH+ cannot approach the electrode as closely as H2O or 
H3O
+ and cannot participate in a Grötthus-type mechanism for shuttling protons to the metal 
surface through water. 
Herein a vibronically nonadiabatic approach for computing the rate constant and 
corresponding current density of the Volmer reaction is developed. In this approach, the electrons 
and transferring proton are treated quantum mechanically, and the Volmer reaction is described in 
terms of nonadiabatic transitions between mixed electron-proton vibronic states, incorporating the 
effects of hydrogen tunneling and proton donor-acceptor thermal motion. The vibronic coupling 
is expressed in a general form that spans the electronically adiabatic and nonadiabatic regimes, as 
necessary for describing this reaction. This treatment also accounts for the key effects of the 
electrical double layer (EDL) at the solid-liquid interface. The experimentally observed 




reproduced with this model. Moreover, the phenomenon of an isotope-dependent Tafel slope or, 
equivalently, potential-dependent KIE is explained in terms of contributions from excited electron-
proton vibronic states that depend on both isotope and applied potential. 
 
Figure 5.1. Schematic depiction of the PCET reaction between TEAH+ and the Au electrode 
surface; Au atoms are gold, N atoms are blue, C atoms are gray, and H atoms are white. 
 
5.3. Theory  
5.3.1. The Volmer reaction 
 The Volmer reaction entails the transfer of a proton from a molecule in solution to the 
surface of an electrode with the simultaneous transfer of an electron from the bulk electrode to the 
metal surface, forming a bond between a surface gold atom and the hydrogen. This reaction can 
be expressed as follows: 
 +M AH MH Ae    (5.1)  
where M is the metal electrode and AH+ and A are the acid and its conjugate base in solution, 
respectively. As the solvated acid must closely approach the electrode surface to transfer its proton, 
the physical consequences of the EDL must be considered. Near the electrode, the electrolyte 
solution has a different structure compared to that of bulk solution,22 leading to both electrostatic 
and non-electrostatic effects on the Volmer reaction. In particular, the electrostatic effects arise 
because the electrostatic potential varies as a function of distance from the charged electrode and 





5.3.2. Rate constant and current density expressions 
The expression used herein is a cathodic rate constant for vibronically nonadiabatic 
electrochemical PCET derived previously.23-30 The quantization of the transferring proton 
produces reactant and product electron-proton vibronic states, and the rate constant is expressed 
as a Boltzmann weighted sum of the probabilities of quantum transitions between these vibronic 
states. This rate constant is a function of the distance R of the proton donor from the electrode and 
the applied potential E:27 
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where F  is the electrode density of states at the Fermi level, the double summation is over all 
pairs of reactant (  ) and product ( ) vibronic states, P  is the Boltzmann population of the 
reactant vibronic state  , ( )V R  is the vibronic coupling between states   and  ,  f   is the 
Fermi distribution function for the electronic states in the electrode,  , ,G R E   is the reaction 
free energy for the transition between the states   and  , and   is the total reorganization 
energy.  
 The expression for the cathodic current density is obtained from the rate constant by 
thermal averaging over the proton donor-acceptor distance R :30-31  
      +HA ,j E F dR c R k R E  . (5.3) 
In this expression, F  is Faraday’s constant and  +HAc R  is the concentration of the proton donor 
at distance R from the electrode. This concentration is modeled as a Gaussian distribution function 
centered at an equilibrium distance R  for specifically adsorbed species. 
The total reaction free energy,  , ,G R E  , is a function of the distance R from the 
electrode, the applied potential E  relative to a reference potential RefE , and the electronic energy 
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where oG  is the intrinsic free energy bias,   is the difference between the proton vibrational 
energy levels relative to the minima of their respective potentials of the product vibronic state 
and the reactant vibronic state  ,24  ,R E  is the electrostatic potential relative to bulk solution, 
and  W R  is the non-electrostatic work associated with bringing the acid from bulk solution to 
its equilibrium position in the EDL and the conjugate base from R  to bulk solution.  
 In this study,  ,R E  is determined using an extended Gouy-Chapman-Stern (GCS) 
model32-34 for the EDL with a variable dielectric constant in the outer Helmholtz layer.35-39 The 
mathematical details of this model as it pertains to the calculations in this study are provided in 
the Supporting Information (SI). While more sophisticated models for the EDL have been 
developed, the extended GCS model is utilized because it offers the qualitatively correct physics 
in a simple manner. Moreover, the choice of EDL model is found to be inconsequential to the 
phenomenological results of this study (i.e., the response of the KIE to changes in the applied 
potential), mainly because this Volmer reaction occurs within the inner Helmholtz layer. To 
emphasize this point, a parameter set that qualitatively reproduces the experimental data21 without 
the inclusion of any EDL effects is given in the SI. 
 The non-electrostatic work component of the reaction free energy,  W R , is associated 
with changing the solvation environment for the acid and conjugate base from that of bulk solution 
to that of the EDL. Given the complexity of the environments in bulk solution and the EDL, the 
value of this term is unknown for TEAH+/TEAD+. However, this term is expected to be a 
predominantly constant, isotope-independent shift in the applied potential with negligible impact 
on the response of the current density to changes in applied potential. Thus,  W R  is absorbed 
into  oG  in the modeling procedure, and the sum of these two quantities is treated as a parameter. 
The phenomenon of a potential-dependent KIE or, equivalently, an isotope-dependent Tafel slope 
is independent of the specific value of this parameter. Similarly, the total reorganization energy 
for the PCET reaction of TEAH+ with the gold electrode is treated as a parameter that has 




5.3.3. Vibronically nonadiabatic but predominantly electronically adiabatic regime 
As has been elaborated previously,24, 26, 40 the vibronically nonadiabatic rate constant 
expression is valid when the vibronic coupling is much less than the thermal energy (i.e., 
BV k T ) and other known conditions are satisfied. The form of the vibronic coupling depends 
on the degree of electron-proton nonadiabaticity.41-42 In the electronically nonadiabatic limit, the 
vibronic coupling is the product of the electronic coupling and the overlap integral between the 
reactant and product proton vibrational wavefunctions. In the electronically adiabatic regime, the 
vibronic coupling V  is half the tunneling splitting  between the relevant proton vibrational 
states associated with the adiabatic electronic potential energy curve.41-45 The general expression 







  , (5.5) 
where 1   in the electronically adiabatic regime and 1  in the electronically 
nonadiabatic regime.  This prefactor depends on the electronic coupling, which is assumed to be 
the same for all pairs of reactant/product vibronic states and to decrease exponentially with the 
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where 
el ( )V R  is the electronic coupling at the equilibrium proton donor-acceptor distance R  and 
'  is assumed to be ~2 Å-1, as is characteristic for condensed phase electron transfer reactions.46-
47 The value of 
el ( )V R  is treated as a parameter and does not significantly impact the potential- 
dependent nature of the KIE but does impact its magnitude given its direct effect on the tunneling 
splittings. 
The PCET reaction from TEAH+ to the gold electrode was determined to be in the 
vibronically nonadiabatic but predominantly electronically adiabatic limit. The reactant and 
product electronically diabatic proton potentials for the PCET reaction from TEAH+ to the gold 




associated with the Au—H bond of the electrode and the N—H bond of TEAH+, as well as all 
other parameters discussed herein, are provided in the SI. The proton vibrational states were 
computed for each of the diabatic proton potentials, and the semiclassical formalism25 was utilized 
to calculate the vibronic coupling. The vibronic coupling for the relevant vibronic states is much 
less than the thermal energy Bk T  (Table 5.2), consistent with the vibronically nonadiabatic rate 
constant expression based on the golden rule treatment. Moreover, the prefactor κ is ~0.5 for the 
TEAH+ transition between the reactant and product ground vibronic states for the primary set of 
parameters, consistent with an intermediate regime in terms of electron-proton nonadiabaticity 
(i.e., the relative effective timescales of the electron and proton motions).25, 41-42 This finding 
illustrates the necessity of using a general form of the vibronic coupling for this Volmer reaction. 
The details of this semiclassical analysis are provided in the SI. 
The procedure for determining the tunneling splittings from the reactant and product proton 
potential energy curves 1( )pU r  and 2 ( )pU r , respectively, where pr  is the proton coordinate, is 
illustrated in Figure 5.2. The individual steps are as follows: 
1. Align the energies of the reactant and product diabatic vibronic states   and   by shifting 
the diabatic proton potential energy curves 1( )pU r  and 2 ( )pU r  by their respective 
associated proton vibrational energy levels,   and  , which are computed relative to the 
minima of their corresponding potentials. This shift corresponds to a change in the 
collective solvent coordinate that leads to the crossing point between the free energy curves 
associated with this pair of vibronic states (Figure 5.2A). 
2. Obtain the lowest electronically adiabatic proton potential energy curve as a function of 
pr  by diagonalizing the following 2 × 2 matrix with the shifted diabatic reactant and 
























3. Solve the one-dimensional Schrödinger equation for the proton moving in this 
electronically adiabatic proton potential energy curve. 
4. Determine the splitting   between the adiabatic proton vibrational states that exhibit the 
largest overlap integrals with the symmetric and antisymmetric combinations of the aligned 
diabatic vibrational wavefunctions. 
 
 
Figure 5.2. Schematic depiction of the calculation of tunneling splittings in this model. (A) Marcus 
parabolas as a function of the collective solvent coordinate for the lowest two reactant (blue) and 
lowest product (red) vibronic states. Nonadiabatic transitions occur at the collective solvent 
coordinates where the reactant and product parabolas intersect (black points). The blue and red 
circles depict schematic reactant and product proton vibrational wavefunctions in their 
corresponding potentials as a function of the proton coordinate pr . (B) The reactant and product 
diabatic proton potentials aligned such that the ground states are degenerate are depicted on the 
left, and the electronically adiabatic proton potential resulting from diagonalization of Eq. (5.7) 
for the (0,0) pair and the corresponding tunneling splitting, 00 , are depicted on the right. (C) The 
reactant and product diabatic proton potentials aligned such that the first excited reactant state and 
the ground product state are degenerate are depicted on the left, and the electronically adiabatic 
proton potential resulting from diagonalization of Eq. (5.7) for the (1,0) pair and the corresponding 




The vibronically nonadiabatic rate constant expression given in Eq. 2 includes a summation 
over all reactant and product diabatic vibronic states μ and ν, respectively. All contributions from 
reactant/product diabatic vibronic state pairs corresponding to adiabatic proton vibrational states 
under the electronically adiabatic proton transfer barrier are included in the rate constant 
calculation. Within this treatment, the inclusion of proton vibrational states above the barrier along 
the proton coordinate is not straightforward, and such contributions are not expected to be 
significant. The tunneling splitting   is larger for hydrogen than for deuterium for any given 
pair of diabatic vibronic states. Furthermore, the tunneling splitting is larger for higher excited 
proton vibrational states and for shorter proton donor-acceptor distances R. The prefactor   is 
only weakly dependent on the isotope and the reactant/product diabatic vibronic state pair (see 
Table 5.2 in SI). 
 
5.4. Results and Discussion 
 Using the theoretical framework outlined above, the kinetics of the PCET reaction from 
TEAH+ to a gold electrode surface was modeled to elucidate the physical basis for the 
experimentally observed potential-dependent KIE. The current densities for TEAH+ and TEAD+ 
were calculated for a series of applied potentials and fit to a straight line, although they exhibit 
curvature over a wider range of potentials. The reported Tafel slopes are the slopes of the linear fit 
to the data points, as shown in Figure 5.3. As discussed above, the parameter RefE  was varied to 
fit the range of applied potentials studied experimentally.21 The parameterized theoretical 
calculations are in excellent agreement with the previously reported experimental data. Note that 
only the cathodic current density was computed because this Volmer reaction is irreversible under 
these experimental conditions.  
Figure 5.3 demonstrates that the current density increases more quickly with increasingly 
cathodic potential for TEAH+ than for TEAD+. This difference is quantified by the cathodic 
transfer coefficients of 0.68 for TEAH+ and 0.51 for TEAD+ or, alternatively, the Tafel slopes of 
88 mV/dec for TEAH+ and 117 mV/dec for TEAD+. These transfer coefficients and Tafel slopes  




TEAH+, and 0.50 and 120 mV/dec for TEAD+).21 As a consequence of the different Tafel slopes, 
the calculated KIE, which is the ratio of the TEAH+ and TEAD+ current densities, ranges from 
1.9—5.3 over the potentials for which experimental data are available for both isotopes. This 
calculated range compares favorably to the experimentally measured range of 1.5—6.3. The 
parameters utilized to generate the results in Figure 3 are given in Table S1 in the SI. Note that 
this set of modeling parameters is not unique, and alternative sets of parameters that reproduce the 
qualitative result of a potential-dependent KIE are also given in the SI. Furthermore, the 
sensitivities of the results shown in Figure 5.3 to changes in key parameters are analyzed in the SI 
as well. 
 
Figure 5.3. Tafel plots, which reflect the current density versus the applied potential, obtained 
from (A) previously published experimental data21 and (B) theoretical calculations for the PCET 
reaction associated with proton discharge from TEAH+ (red circles) or TEAD+ (black, squares) to 
a gold electrode in acetonitrile. The theoretical data are shifted horizontally to correspond to the 
experimental range of applied potentials. The reported Tafel slopes and electrochemical transfer 
coefficients,22  , are obtained from linear fits to the data points shown. The smallest and largest 





To identify the physical basis for this phenomenon, the contributions of the individual 
reactant/product diabatic vibronic state pairs to the total current density were calculated at the 
equilibrium proton donor-acceptor distance R  over the relevant range of potential (Figure 5.4). 
In the case of TEAH+, the (0,0) and (1,0) vibronic state pairs contribute to the total current density 
over this range of applied potential, with negligible contributions from other vibronic state pairs 
under the barrier. In contrast, for TEAD+, the (0,0), (1,0), and (2,0) vibronic state pairs contribute 
significantly over this range of applied potential. In the most relevant range of potentials, the (1,0) 
pair is the dominant contributor to the TEAH+ current density, and the (2,0) pair is the dominant 
contributor to the TEAD+ current density. 
Figures 5.4C and 5.4D depict the different Tafel slopes associated with each contributing 
state pair for TEAH+ and TEAD+, respectively, at the equilibrium proton donor-acceptor distance. 
For TEAH+, the (0,0) pair has a Tafel slope of 72 mV/dec, and the (1,0) pair has a Tafel slope of 
96 mV/dec. The overall Tafel slope of 88 mV/dec is representative of weighted contributions from 
each pair. For TEAD+, the (0,0), (1,0), and (2,0) pairs demonstrate Tafel slopes of 72 mV/dec, 86 
mV/dec, and 151 mV/dec, respectively. Because the (2,0) pair significantly contributes to the 
overall current density for TEAD+, the overall Tafel slope of 117 mV/dec reflects contributions 





Figure 5.4. The percent contributions of reactant/product vibronic state pairs to the total current 
density as a function of applied potential for (A) TEAH+ and (B) TEAD+ at the equilibrium proton 
donor-acceptor distance, R . The Tafel plots and linear fits for the significantly contributing 
vibronic state pairs for (C) TEAH+ and (D) TEAD+ at R  including the slopes of the linear fits. 
The contributions from excited reactant vibronic states exhibit larger Tafel slopes compared to the 
Tafel slope of the (0,0) pair.  
 
The contributions from each reactant/product vibronic state pair is determined by a balance 
among many factors in the rate constant expression, namely the Boltzmann population, P , of the 
reactant state, the vibronic coupling, V , and the free energy barrier, which depends on the 
vibrational energy level difference  . The Boltzmann population favors the lower reactant 
vibronic states, while the vibronic coupling typically favors the higher vibronic states, which tend 
to be associated with larger tunneling splittings. The vibrational energy level splittings are smaller 
for TEAD+ than for TEAH+, leading to a greater Boltzmann population of the second excited 
vibrational state and thus a significant contribution from the (2,0) vibronic state pair for TEAD+. 




for TEAD+ than for TEAH+ (see Table 5.2), also leading to greater excited state contributions for 
TEAD+. Different reactant/product vibronic state pairs exhibit significantly different characteristic 
Tafel slopes because less endergonic or more exergonic transitions have smaller transfer 
coefficients. This trend can be understood in terms of the derivative of the logarithm of the rate 
constant in Eq. (5.2) with respect to G , which decreases with decreasing  . 
 
5.5. Electrical Double Layer Model 
 An extended Gouy-Chapman-Stern32-34 (GCS) model for the electrical double layer (EDL) 
was used to describe the electrostatic potential as a function of distance from the electrode surface. 
This model provides a qualitatively reasonable description of the change of the electrostatic 
potential with distance from the electrode at minimal computational cost. The GCS model includes 
three dielectrically distinct regions: the inner Helmholtz layer (IHL), the outer Helmholtz layer 
(OHL), and the diffuse layer. The IHL is the region between the electrode surface and the inner 
Helmholtz plane (IHP) and is composed of partially oriented solvent molecules and specifically 
adsorbed molecules, including the proton or deuteron donors. The dielectric constant in the IHL is 
assumed to be equal to the square of the refractive index, n, of the solvent, which is ~2 for 
acetonitrile. The OHL is the region between the IHP and the outer Helmholtz plane (OHP), which 
is defined as the plane passing through the center of the solvated counterions closest to the 
electrode. (Note that positive ions will populate the OHP near a negatively charged cathode.) The 
OHL has a dielectric constant that is determined self-consistently within this model as a function 
of the electric field, as described below. Finally, the diffuse layer extends from the OHP to bulk 
solution and is assumed to have the same dielectric constant as the bulk solvent. This model is 





Figure 5.5. Schematic depiction of the dielectric regions that comprise the extended EDL model 
used herein. The distance from the electrode to the IHP is IHPR , and the distance from the electrode 
to the OHP is OHPR . 
 The extended GCS model used in this study35-39 relies on solving the Laplace and 
Langevin-Poisson-Boltzmann equations self-consistently to determine the dielectric constant in 
the OHL, OHL , as a function of the magnitude of the electric field in this region, OHLE , using the 


















   
   
        . (5.8) 
In this expression, solvn  is the number density of the solvent molecules, 0p  is the dipole moment 
of acetonitrile, and 0  is the permittivity of vacuum. Because the EDL model assumes constant 
dielectric constants in the IHL and OHL, the electric field in these two regions is constant, resulting 
in linearly varying electrostatic potentials within these regions. Furthermore, the surface charge 
density on the electrode, M , is related to the electrostatic potential at the OHP,  OHP ,R E , 
according to the following expression: 
 
 OHP

















In this expression, solv  is the dielectric constant of the bulk solvent, and ionsn  is the number density 
of the ions in solution. The surface coverage of specifically adsorbed cations is unknown, but the 
differential capacitance does not vary with potential for the highly cathodic potentials at which the 
experiments were performed.21, 48 At these potentials, the IHP is saturated with specifically 
adsorbed cations, and therefore the contribution of these cations to M  is constant and does not 
qualitatively impact the response of the electric field to changes in potential. To simplify solving 
the coupled equations,  OHP ,R E  is assumed to be −0.13 V, independent of applied potential, 
based on experimental data for aqueous solutions with ionic strengths of 0.10 M.49 This estimate 
provides a boundary condition for solving the Langevin-Poisson-Boltzmann equation, but its exact 
value does not significantly affect the electric field within the IHL. 
 Solving the Laplace equation in the IHL and OHL yields the following relationship, in 
which M  is the product of the electric field and the permittivity in each region:  
 OHL OHL 0 IHL IHL 0M E E       . (5.10) 
Because the change in electrostatic potential across the IHL or the OHL is the product of the 
electric field, IHLE  or OHLE , and the layer width, IHPR  or OHP IHPR R , combining Eqs. S2 and S3 
gives the following:  
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 . (5.11) 
The electric fields in the IHL and OHL, IHLE  and OHLE , respectively, are determined by 
the numerical solution of Equations 5.8, 5.10, and 5.11. Solving the Poisson-Boltzmann equation 
with these boundary conditions gives the electrostatic potential in every region: 
 IHP IHL,( )ER R E R E      (5.12) 
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Figure 5.6. Electrostatic potential as a function of distance from the electrode for various applied 
potentials relative to the potential of zero charge. The PCET reaction investigated in this work 
occurs within the IHL, where the linear drop in potential is relatively steep. The discontinuity of 
the electric field at the IHP and OHP is due to the assumption of constant dielectric constants in 
each region. However, these discontinuities do not impact the calculations described in the present 
paper because the proton donor is positioned within the IHL.  
 
 The resulting electrostatic potential profiles at various applied potentials are plotted in 
Figure S2. Note that the applied potentials that enter this extended GCS model are in reference to 
the potential of zero charge. The potential rises linearly in the IHL and the OHL, followed by an 
asymptotic exponential tail approaching a potential of zero as R approaches infinity. The negative 
sign of the electrostatic potential near a negatively charged gold electrode results in a positively 
signed contribution to the reaction free energy expression associated with proton discharge at the 
gold surface. This electrostatic contribution to the reaction free energy is linear with respect to R 







5.6. Model Parameters for Primary Fit to Experiment 
Table 5.1. Parameters for the Primary Fit of the Tafel Plots for TEAH+ and TEAD+. 
Parameter Value 
o ( )G W R    0.67 eV 
  6.4 kcal/mol 
el ( )V R  350 cm-1 
refE  −0.45 V 
R  3.2 Å 
IHPR  3.6 Å 
OHPR  7.4 Å 
0n  0.1 M 






c   0.28 M 
F  0.28 eV
-1 atom-1 
NHr  1.0 Å 
AuHr  1.6 Å 
eD  [TEAH
+] 70 kcal/mol 
eD  [AuH] 50 kcal/mol 
  [TEAH+] 1.10 Å-1 
  [AuH] 1.80 Å-1 
 
 Table 5.1 provides the parameters that were used to generate the data plotted in Figures 5.3 
and 5.4 in the main text. 




reaction free energy. The reorganization energy λ in Table 5.1 is lower than an experimentally 
estimated upper bound of ~10 kcal/mol for the aqueous Volmer reaction.15 The relatively low 
reorganization energy is reasonable given that acetonitrile has a smaller dielectric constant than 
water, and the interface in the relevant experiments21 most likely exhibits specific adsorption of 
TEAH+. The electronic coupling of 350 cm-1 at the equilibrium distance R  is relatively small for 
a predominantly electronically adiabatic PCET reaction,41 but the semiclassical analysis below 
demonstrates that these parameters result in transitions that are in the intermediate regime of 
electron-proton nonadiabaticity. refE  denotes the shift in potential used to match the experimental 
range of applied potentials versus Fc+/0. The distance R  is the equilibrium proton donor-acceptor 
distance (i.e., the distance between N on TEAH and Au on the surface). The distances IHPR  and 
OHPR  are typically determined by the diameter of a solvent molecule and the radius of a solvated 
electrolyte ion, respectively. In this work, IHPR  is treated as a fitting parameter given the unknown 
strength of the local interfacial electric field felt by the specifically adsorbed donor, and its value 
of 3.6 Å is somewhat smaller than the diameter of acetonitrile, 4.31 Å.50 The impact of OHPR  on 
the Tafel plots generated herein is negligible given the small potential drop in the OHL and the 
location of the proton donor within the IHL. The value of OHPR  was chosen to be 7.4 Å, which is 
reasonable given the sum of IHPR  and the radius of solvated tetraethylammonium (3.37 Å) or TBA
+ 
(4.13 Å).51 Additional information about specifically adsorbed cations is provided by molecular 
dynamics studies that have shown that tetraethylammonium cations, which are bulkier and do not 
have as large a dipole moment as TEAH+, specifically adsorb closer than 4.0 Å to a negatively 
charged electrode.52 The number density of ions, 0n , was chosen to be 0.10 M, as is a typical ionic 
strength for heterogeneous electrocatalysis.  
 The parameters effk  and +
0
HA
c  are the effective force constant and concentration, 
respectively, of the proton donor at R . These two parameters describe the concentration 
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The value of +
0
HA
c  is not known from experiment and was chosen to be a reasonable bulk 
concentration. The per-atom density of states at the Fermi energy for gold F  was obtained from 
experiments.53 Both of these parameters simply serve as linear scaling factors on the current 
density. An additional scaling factor on the current density, C, was used to account for unit 
conversions and properties associated with the experimental apparatus. The value of C that 
accompanies these data and Figures 3 and 4 is 2.71 x 10-14. 
 The parameters NHr  and AuHr  are the equilibrium bond lengths between the donor N in 
TEAH+ and the hydrogen and between the acceptor surface Au and the hydrogen, respectively. 
The longer bond length for Au—H reflects the larger size of a gold atom and is consistent with 
density functional theory (DFT) calculations of Au(100) and (111) surfaces.54 The bond lengths 
for deuterium are assumed to be the same as for hydrogen. These bond lengths, along with the 
equilibrium proton donor-acceptor distance R , correspond to a proton tunneling distance of ~0.6 
Å, a reasonable distance for such a process. The reactant and product diabatic proton potential 
energy curves are modeled as Morse potentials, which depend on the equilibrium bond length, the 
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In this expression, r  and r  denote the bond length and its equilibrium value, respectively. The 
Morse parameters required to fit the experimental data correspond to a softer N—H frequency than 
is typical of a solvated alkylammonium molecule, reflecting the effect of the strong electric field 
and specific interactions with the electrode surface and ions. The low frequency may also be 
compensating for other limitations of the model. The dissociation energy of 50 kcal/mol for the 
Au—H bond is in accordance with the known weak binding of H on gold surfaces.7 The Morse 
parameters, which determine the proton vibrational energy levels for each diabatic proton potential 
energy curve, as well as the associated tunneling splittings for the electronically adiabatic proton 






5.7. Semiclassical Analysis of Electron-Proton Nonadiabaticity and Vibronic Couplings  
 In this work, we utilized a vibronically nonadiabatic model for the non-aqueous Volmer 
reaction with a general form of the vibronic coupling that spans the electronically adiabatic and 
nonadiabatic regimes.25 The vibronic coupling is given by the product of the tunneling splitting 
  between the relevant adiabatic proton vibrational states and a coefficient   that ranges from 



















 , (5.17) 
where p  is the adiabaticity parameter and ( )x  is the Euler gamma function. The adiabaticity 
parameter can be expressed as the ratio of effective proton and electron tunneling timescales and 










 . (5.18) 
In this expression, elV  is the electronic coupling, F  is the difference in slopes of the diabatic 








  , (5.19) 
where cV  is the energy at the point where the diabatic proton potential energy curves cross, U  is 
the tunneling energy, and m  is the mass of the transferring particle. The process is electronically 
nonadiabatic for p  << 1 or   << 1 and is electronically adiabatic for p  >> 1 or   ≈ 1. The 
values of these quantities corresponding to the parameters of the primary fit to experiment are 
given in Table S2. The tunneling splitting  R  is computed according to the procedure 
detailed in the main text using the parameters for the Morse potentials and elV  given in Table S1, 
the adiabaticity parameter p is computed from Eq. (5.18) using these parameters as well, the 
coefficient   is computed from Eq. (5.17),  and the vibronic coupling   V R  is computed from 






Table 5.2. Tunneling splittings, adiabaticity parameters, coefficients, and vibronic couplings at 
the equilibrium proton donor-acceptor distance for contributing vibronic state pairs for the primary 
fit to experiment. 
  ( , )   
Donor Quantity (0,0) (1,0) (2,0) 
TEAH+ 
 R  (cm-1) 52.7 154.2 -- 
p  0.064 0.084 -- 
  0.52 0.57 -- 
 V R  (cm-1) 27.4 87.9 -- 
TEAD+ 
 R  (cm-1) 10.4 37.8 93.2 
p  0.087 0.097 0.120 
  0.57 0.59 0.63 
 V R  (cm-1) 5.9 22.3 58.7 
 
 The data in Table 5.2 provide important information about these processes. First, all of the 
vibronic couplings are significantly less than the thermal energy Bk T  (ca. 200 cm
-1), indicating 
that these processes are in the vibronically nonadiabatic regime. Second, the adiabaticity 
parameters p and coefficients κ suggest that these processes are in the intermediate regime between 
the electronically adiabatic and nonadiabatic limits, although closer to the electronically adiabatic 
regime. In addition, the coefficients κ are not strongly dependent on either the isotope or the 
reactant/product vibronic state pair, implying that using the vibronic coupling in the electronically 
adiabatic limit would lead to similar results as those obtained using the general expression for the 
vibronic coupling.  
As expected, the tunneling splittings and therefore the vibronic couplings are larger for 
hydrogen than for deuterium, leading to a KIE greater than unity for a given reactant/product 
vibronic state pair. However, the ratio 10 00V V  is slightly larger for TEAD




with the greater Boltzmann populations of excited proton vibrational states for TEAD+, provides 
an explanation for the greater contributions to the overall current density from excited vibronic 
states for TEAD+ compared to TEAH+.  
 The methodology for computing the vibronic couplings is given in the main paper. Note 
that only proton vibrational states below the barrier of the electronically adiabatic proton potential 
energy curve are included in this treatment. In all models studied, at least one pair of excited 
reactant/product vibronic states, in addition to the ground states, was below the barrier. Although 
full convergence with respect to vibronic states could not be proven, the qualitative behavior was 
reproducible with multiple parameter sets involving different relative contributions from excited 
electron-proton vibronic states. 
 
5.8. Alternative Parameter Sets that Qualitatively Reproduce Experimental Tafel Plots 
 The parameters in Table 5.1, which were used to compute the data in Figure 3B of the main 
paper, are not unique in reproducing the experimentally observed phenomenon of isotope-
dependent Tafel slopes or, equivalently, potential-dependent KIEs. To emphasize this point and 
demonstrate that our physical explanation of this phenomenon is not dependent on the specific 
parameters chosen, we generated two alternative fits to the experiment. The first alternative (Figure 
5.7) simply features different choices for the parameters within the model. The second alternative 
(Figure 5.9) qualitatively reproduces the experimental kinetics with no model for the EDL 
included, illustrating that the potential-dependent KIE does not rely on our specific description of 
the EDL. 
5.8.1. Model with primarily (0,0) and (1,0) contributing for both isotopes 
 The set of parameters in Table S3 contains some key differences from those in Table S1. 
First, the electronic coupling at the equilibrium proton donor-acceptor distance is smaller. The 
corresponding values of p  and   for the (0,0) transition for TEAH+ are 0.030 and 0.39, 
respectively. These values still indicate the intermediate regime in terms of electron-proton 
nonadiabaticity but are closer to the electronically nonadiabatic limit than the primary fit. 
Furthermore, the location of the IHP is closer to the electrode in this parameter set. The main effect 




different electrostatic potential. These parameters also reflect an N—H bond frequency that is 
somewhat higher and thus less perturbed by the electric field than for the primary fit. The 
contributions of reactant/product vibronic state pairs and their characteristic Tafel slopes are given 
in Figure S4. The value of the scaling factor C that accompanies these data and Figures 5.7 and 
5.8 is 1.07 x 10-14. 
 With this set of parameters, the (0,0) pair dominates for TEAH+ for most of the relevant 
range of applied potential, whereas the (1,0) pair dominates for the majority of this range for 
TEAD+. TEAH+ also exhibits significant contributions from (1,0) in the less cathodic portion of 
this range of applied potential, and TEAD+ exhibits additional contributions from (0,0), (2,0), and 
(1,1). The Tafel slopes corresponding to the excited reactant to ground product transitions for both 
acids are very large in magnitude and therefore appear as shallow slopes (i.e., small transfer 
coefficients) in Figure 5.8. The overall Tafel slopes or transfer coefficients in Figure 5.7 represent 























Table 5.3. Parameters for the Tafel Plots for TEAH+ and TEAD+ in Figure 5.7.  
Parameter Value 
o ( )G W R    0.65 eV 
  7.0 kcal/mol 
el ( )V R  300 cm-1 
refE  −0.45 V 
R  3.2 Å 
IHPR  3.2 Å 
OHPR  7.0 Å 
0n  0.1 M 





c   0.28 M 
F  0.28 eV
-1 atom-1 
NHr  1.0 Å 
AuHr  1.6 Å 
eD  [TEAH
+] 73 kcal/mol 
eD  [AuH] 45 kcal/mol 
  [TEAH+] 1.38 Å-1 







Figure 5.7. Tafel plots for the PCET reaction between TEAH+ (red circles) or TEAD+ (black 
squares) and a gold electrode generated with the alternative parameter set given in Table 5.3. The 
Tafel slopes for this fit are in qualitative agreement with experiment21 (Figure 5.3A). The KIE for 
this fit exhibits a strong dependence on potential, increasing from 7.1 at −1.30 V vs. Fc+/0 to 13.0 
at −1.46 V vs Fc+/0. The KIEs for this fit are larger than those observed experimentally but exhibit 







Figure 5.8. The percent contributions of reactant/product vibronic state pairs to the total current 
density as a function of applied potential for (A) TEAH+ and (B) TEAD+ at the equilibrium proton 
donor-acceptor distance, R , corresponding to the Tafel plots in Figure 5.7. The Tafel plots and 
linear fits for the significantly contributing vibronic state pairs for (C) TEAH+ and (D) TEAD+ at 
R , including the Tafel slopes of the linear fits. The contributions from excited reactant vibronic 
states exhibit larger Tafel slopes compared to the Tafel slope of the (0,0) pair and therefore exhibit 
smaller transfer coefficients. 
 
5.8.2. Model with no EDL effects included 
 Figure 5.9 depicts the current density plots for a parameterization without inclusion of the 
EDL model. The parameters used to generate these data are given in Table 5.4. Neglecting the 
difference in electrostatic potential between the IHL region and bulk solution resulted in a large 
decrease in the value of 
o ( )G W R   required to reproduce the qualitative electrochemical 
kinetics. By adjusting refE , however, these data can be shifted into the same potential range as the 
experiments regardless of the reaction thermodynamics. The values of p  and   corresponding 




values also indicate an intermediate regime of electron-proton nonadiabaticity. The value of the 
scaling factor C that accompanies this parameter set and Figures 5.9 and 5.10 is 2.14 x 10-15. 
 For the current densities generated without an EDL model (Figure 5.9), contributions from 
(0,0) are dominant over the relevant potential range for TEAH+, with some contributions from 
(1,0). The dominant contributions for TEAD+ arise from (0,0) and (1,0) over this range, with 
additional contributions from (1,1); contributions from (0,0) and (1,1) increase at more cathodic 
potentials. The Tafel plots corresponding to individual contributions for the model without the 
EDL model are given in Figure 5.10 (C) and (D). These results illustrate that the isotope-dependent 
Tafel slopes are attributable to different excited vibronic state contributions even in the absence of 





















Table 5.4. Parameters for the Tafel Plots for TEAH+ and TEAD+ in Figure 5.9.  
Parameter Value 
o ( )G W R    0.04 eV 
  6.5 kcal/mol 
el ( )V R  400 cm-1 
refE  −1.20 V 
R  3.2 Å 
IHPR  3.2 Å 
OHPR  7.0 Å 
0n  0.1 M 





c   0.28 M 
F  0.28 eV
-1 atom-1 
NHr  1.0 Å 
AuHr  1.6 Å 
eD  [TEAH
+] 73 kcal/mol 
eD  [AuH] 50 kcal/mol 
  [TEAH+] 1.38 Å-1 







Figure 5.9. Tafel plots for the PCET reaction between TEAH+ (red circles) or TEAD+ (black 
squares) and a gold electrode generated without any EDL model using the alternative parameter 
set given in Table 5.4. The Tafel slopes are in near-quantitative agreement with experiment21 
(Figure 5.3A). The KIE for this fit exhibits a strong dependence on potential, increasing from 7.9 
at −1.30 V vs. Fc+/0 to 15.7 at −1.46 V vs Fc+/0. The KIEs for this fit are larger than those observed 








Figure 5.10. The percent contributions of reactant/product vibronic state pairs to the total current 
density as a function of applied potential for (A) TEAH+ and (B) TEAD+ at the equilibrium proton 
donor-acceptor distance, R , corresponding to the Tafel plots in Figure 5.9. The Tafel plots and 
linear fits for the significantly contributing vibronic state pairs for (C) TEAH+ and (D) TEAD+ at 
R , including the Tafel slopes of the linear fits. The contributions from excited reactant vibronic 
states exhibit larger Tafel slopes compared to the Tafel slope of the (0,0) pair and therefore exhibit 
smaller transfer coefficients.  
 
5.9. Sensitivities of Current Densities and Tafel Slopes to Changes in Key Parameters 
 In addition to illustrating that the results in Figure 5.3 do not represent a unique fit to the 
experimental data, it is important to understand how changes to key parameters within this 
heterogeneous electrochemical PCET model impact the overall current densities and KIEs as a 
function of potential. These sensitivity analyses are depicted in the following figures and explained 





Figure 5.11. The Tafel plots for TEAH+ and TEAD+ (red and black, respectively) with the primary 
parameter set are depicted as solid lines in both plots. (A) Tafel plots for TEAH+ and TEAD+ (pink 
and gray, respectively) with the value of 
o ( )G W R   increased to 0.77 eV and all other 
parameters held constant. The effects of a more endoergic reaction are lower current densities and 
smaller Tafel slopes at the same potentials. (B) Tafel plots for TEAH+ and TEAD+ (pink and gray, 
respectively) with a value of   increased to 10 kcal/mol and all other parameters identical to 
those in Table 5.1. Larger values of   yield more linear current densities with respect to applied 
potential, although in this small range of potential all Tafel plots appear linear. Similar to the 
increased reaction free energy, the increased reorganization energy decreases the current density 






Figure 5.12. Current density at an applied potential of −1.4 V vs. Fc+/0 for TEAH+ (red) and 
TEAD+ (black) for a range of electronic couplings, as defined by their value at the equilibrium 
proton donor-acceptor distance, 3.2 Å. As stated in the main paper, the electronic coupling is 




el el 2( ) ( )
R R
V R V R e
 
 , with a value of 2 Å-1 for
' . All other model parameters are the same as those in Table S1. The data in Figure 5.3, which 
are based on the primary parameter set, correspond to 
el ( )V R  = 350 cm-1. As expected, the current 
density generally increases with electronic coupling. However, the effect of elV  is non-trivial 
because it impacts the vibronic couplings through both the tunneling splittings and the coefficients 
  and thus influences the relative contributions from excited vibronic states. These effects lead 






Figure 5.13. Current density at an applied potential of −1.4 V vs. Fc+/0 for TEAH+ (red) and 
TEAD+ (black) as a function of distance from the electrode. In these calculations, the current 
density is not thermally averaged over R but rather is calculated at a fixed distance. The electronic 
coupling increases exponentially as the distance decreases, as given in the main paper, with a value 
of 350 cm-1 at 3.2 Å. All other parameters are the same as those in Table 5.1. An effect of the EDL 
model used herein is that the rate constant increases with increasing proton tunneling distance for 
a small range of distances. This phenomenon arises because the electrostatic contribution to the 
free energy of proton discharge is less endergonic at larger distances from the electrode due to the 
decay in the magnitude of the negative electrostatic potential (see Figure. 5.6). The decrease in 
vibronic coupling at longer distances does not offset this thermodynamic effect until 
approximately R = 3.4 Å. Despite this unusual behavior arising from the EDL model, the 







Figure 5.14. The Tafel plots for TEAH+ and TEAD+ (red and black, respectively) with the primary 
parameter set are depicted as solid lines. The Tafel plots for TEAH+ and TEAD+ with the Morse 
potential parameter   for the N—H bond increased to 0.36 Å-1 (pink and gray, respectively) and 
the rest of the parameters the same as those in Table S1. In addition to slightly decreasing the 
current densities, a stiffer bond between N and H or D increases the nominal KIE change across 
this range of potentials. An additional consequence is a less dramatic difference in Tafel slopes 
between the isotopes. This effect reflects the change in vibrational energy levels, in particular the 
extent to which they differ between H and D. As a result, the contributions from excited vibrational 
states are altered, and the corresponding Tafel slopes reflect this change.  
 
5.10. Conclusion 
In this paper, a vibronically nonadiabatic approach for describing interfacial, 
electrochemical PCET was extended to heterogeneous processes such as the Volmer reaction. A 
general expression for the vibronic coupling that spans the electronically adiabatic and 
nonadiabatic regimes was found to be essential for these types of vibronically nonadiabatic yet 
predominantly electronically adiabatic reactions. Moreover, the qualitative effects of the EDL 
were incorporated into the rate constant expression in a straightforward manner. The resulting rate 
constant expression was utilized to calculate the current densities associated with hydrogen 
evolution by TEAH+ and TEAD+ at a gold electrode in acetonitrile. The vibronically nonadiabatic 
PCET theory was able to reproduce previously reported experimental data21 demonstrating an 
isotope-dependent Tafel slope or, equivalently, a potential-dependent KIE. The potential-
dependent KIE was explained in terms of different contributions from excited reactant and product 




was found to be dominant for TEAH+, but the (2,0) pair was found to contribute significantly for 
TEAD+, and the relative contributions of these excited vibronic states were observed to depend 
strongly on the applied potential.  
This system represents an example of two Volmer reactions proceeding by the same 
fundamental mechanism yet exhibiting significantly different Tafel slopes. Although this 
explanation of the experimentally observed potential-dependent KIE cannot be proven 
definitively, to our knowledge there are no alternative explanations proposed in the literature. In 
contrast to most previous theoretical studies of the Volmer reaction, this explanation relies on a 
vibronically nonadiabatic framework in which the transferring proton is quantized. The treatment 
of heterogeneous PCET presented herein may be broadly applicable to other processes as the 
demand and possibilities for selective, heterogeneous electrocatalysis expand. 
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CHAPTER 6: Concerted Proton-Electron Transfer Reactions in the Marcus Inverted 
Region*† 
   
6.1. Abstract 
Electron transfer (ET) reactions slow down when they become thermodynamically very 
favorable, a counterintuitive interplay of kinetics and thermodynamics termed the inverted region 
in Marcus theory. Here we report inverted region behavior for proton-coupled electron transfer 
(PCET). Specifically, photochemical studies of anthracene-phenol-pyridine triads give rate 
constants for PCET charge recombination that are slower for the more thermodynamically 
favorable reactions. Photoexcitation forms an anthracene excited state that undergoes PCET to 
create a charge separated state. The rate constants for return charge recombination show an 
inverted dependence on the driving force upon changing pyridine substituents and the solvent. 
Calculations using vibronically nonadiabatic PCET theory yield rate constants for simultaneous 
tunneling of the electron and proton that account for the results.  
 
6.2. Introduction 
Electron transfer (ET) and proton transfer (PT) are among the most fundamental and 
ubiquitous chemical reactions. An extensive range of chemical processes require intimate pairing 
of both electron and proton transfers (termed proton-coupled electron transfer, PCET).1-3 PCET 
reactions are critical to energy conversion and storage processes in photosynthesis, respiration, 
combustion, fuel cells and solar fuels, as well as many processes in catalysis, antioxidant reactivity 
and chemical synthesis.1-6 PCET reactions where e– and H+ move in single chemical step (termed 
concerted proton-electron transfer, CPET) are important because they can bypass high energy 
intermediates formed in sequential ET and PT steps. Individual ET steps show a remarkable 
feature, predicted by Marcus, of an inverted region where ET rates become slower at driving forces 
(−∆G°) larger than the total reorganization energy ().7-10 A similar inverted region for CPET 
                                                          
*Reproduced with permission from G. A. Parada, Z. K. Goldsmith, S. Kolmar, B. P. Rimgard, B. Q. 
Mercado, L. Hammarström, S. Hammes-Schiffer, and J. M. Mayer, Science, 364, 471-475 (2019). 
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should be important in natural and artificial energy conversion processes, especially those that 
harness solar energy, by slowing energy-wasting recombination reactions. However, there are very 
few reports of an inverted region for processes involving nuclear motion,11-13 as the effect is 
expected to be reduced by the participation of vibrational excited states.14 Here we report 
experimental evidence of the existence of inverted region behavior for CPET and a theoretical 
analysis accounting for it. 
We investigate CPET reactions in a series of molecular triads containing an anthracene 
photooxidant, a phenol PCET reagent, and a pyridine base (1-8, Fig. 6.1). As described for the 
unsubstituted compound 6,15 the anthracene local excited state (LES) formed by photoexcitation 
is subsequently quenched by CPET from the phenol: ET to the excited anthracene concerted with 
PT to the pyridine. This yields a zwitterionic e–/H+ charge-separated state (CSS), with anthracene 
radical anion, phenoxyl radical and pyridinium components. This CSS then returns to the ground 
state (GS) by charge recombination (CR; Fig. 6.1). The CR reactions have highly negative driving 
forces and some of these, depending on their substituents, show inverted region behavior. 
 
Figure 6.1. Schematic of photochemical e–/H+ charge separation (CS) and charge recombination 
(CR) in anthracene-phenol-pyridine triads 1-8. Photoexcitation of the ground state (GS) populates 
the local excited state (LES), which converts to the e–/H+ charge-separated state (CSS) and then 
back to the GS. Within the chemical structures of the LES and CSS, arrows indicate the direction 
of electron and proton transfers in LESCSS (CS) and CSSGS (CR) reactions. Encircled: 





6.3. Results and Discussion 
Compounds 1-8, with different anthracene and pyridine substituents (Fig. 6.1), were 
prepared via Suzuki coupling of anthracene-CH2-phenols with pyridines.
6 These molecules have 
planar phenol-pyridine moieties with strong intramolecular hydrogen bonds, indicated by the low-
field phenol resonance in their 1H-NMR spectra,16 and by x-ray crystal structures of 1, 3, 5, and 6 
(Fig. 6.1).6, 15 The methylene spacer prevents intramolecular π-π stacking or co-planarity of the 
anthracene and the phenol-pyridine, keeping the two subunits close but electronically distinct.  
The CPET reactions of 1-8 following selective photoexcitation of the anthracene unit were 
studied by femtosecond transient absorption (TA) spectroscopy. Spectral changes were monitored 
in the visible following UV photoexcitation at 400 nm for 1-4 and 365 nm for 5-8 (cf. absorption 
spectra in Figs. S49-S50). For 1-4, separate experiments monitored changes of the anthracenyl 
C≡N stretch in mid-IR following photoexcitation at 410 nm. The anthracene-based local excited 
states (LESs) formed by UV photoexcitation show the expected and characteristic stimulated 
emission and excited state absorption signatures (see below and Figs. S30-46). For previously 
reported 6, decay of the LES was shown to occur by CPET charge separation (CS), based on H/D 
kinetic isotope effects and methyl substitution of the phenolic proton.15 The new compounds 
reported here show similar behavior with CPET-CS time constants of 1 to 22 ps, depending on the 
substituent and solvent (Fig. 6.2, table S1).  
Compounds 1-3, which combine the most oxidizing cyanoanthracene and the most basic 
pyridines, each yield a long-lived transient intermediate after CPET-CS (Figs. 6.2A,C, S30-39). In 
contrast, the LESs of 4-8 decay directly back to their GSs without observation of the CSS (Figs. 
S42-46). The intermediates from 1-3 were characterized as CSSs by their visible and mid-IR TA 
spectra. The visible spectra show a narrow absorption at 425 nm, assigned to a phenoxyl radical,17-
18 and a broad absorption between 475 and 700 nm. The mid-IR TA spectra of 1-3 initially show 
a GS bleach of (CN) at 2220 cm-1 and a LES absorption at 2130 cm-1, which then shifts (decays) 
to 2150 cm-1 (Figs. 6.2C,D). The broad visible absorption and 2150 cm-1 (CN) band are assigned 
to the cyanoanthracenyl radical anion based on TA and spectroelectrochemical studies of 9-cyano-
10-methyl-anthracene (Figs. S47-48). For each system, the time constants for changes in the 
visible and mid-IR spectra are the same within experimental uncertainty (except for CS for 1 in 




the phenolic H with D gives kinetic isotope effects (KIEs) for CS of 1.7± 0.2 for 1-3 in CH2Cl2 
(Fig 6.2E, Table S2). These data identify the intermediates of 1-3 as the e–/H+ charge-separated 
states (CSSs).  
Table 6.1. Time constants (), rate constants (k) and driving forces (∆G°) for 1-3 CR.   
Compound Solvent τ / psa k 1010 / s-1* ∆G° / eVb 
1 CH2Cl2 755 0.13(1) -2.54(5) 
 n-BuCN 92 1.1(1) -2.48(5) 
 DMF 22 4.6(1) -2.46(5) 
2 CH2Cl2 578 0.17(2) -2.53(5) 
 n-BuCN 72 1.4(1) -2.43(5) 
 DMF 20 5.0(1) -2.41(5) 
3 CH2Cl2 268 0.37(3) -2.36(5) 
 DMF 16 6.2(1) -2.29(5) 
a τ, k (= 1/τ) from global fits of visible TA spectra. b ΔGo CPET-CR from DFT and constrained 






Figure 6.2. Transient absorption and characterization of e–/H+ charge-separated states (CSSs). For 
1 in CH2Cl2, global fitting of the time evolution of the (A) visible and (C) mid-IR TA spectra give 
the evolution-associated (B) visible spectra and (D) mid-IR spectra of the LES and CSS. In CH2Cl2 
(not in other solvents), there is a small contribution of a longer-lived transient. Arrows in (A)-(D) 
indicate spectral changes between the LES and CSS. For (E)-(H), time traces (circles) and fits 
from global analysis (lines) show the KIE for CS and CR of 1 in CH2Cl2 (E), the solvent polarity 
effect on CR time constants for 1 (F), and the relative CR time constants for 1-3 in CH2Cl2 (G) 
and DMF (H). For (F)-(G), the time traces are at wavelengths for isosbestic points for the LES 
and CSS spectra so the traces only show the CSSGS (CR) reaction in CH2Cl2 (at 533 nm), n-




The CSSs for 1-3 decay directly to their GS (to zero in their TA spectra) by charge 
recombination (CR), without buildup of any intermediates (Figs. 6.2A-H, S30-39). In CH2Cl2, 
these decays occur over hundreds of picoseconds. The relative kCR values follow the trend: 1 [4-
Me] < 2 [4-OMe] < 3 [4-Me2N] (Figs. 6.2G,H and Table 6.1), with the pyridine substituents given 
in brackets because these are the only differences among 1-3. The kCR show H/D KIEs of 1.0 ± 0.1 
upon H/D exchange of the phenol proton (Fig. 6.2E, Table S2). Because the CSSGS (CR) 
reactions involve PT from the pyridinium, the relative driving forces follow the acidity of their 
pyridiniums (as we have shown in a closely related system19). In CH2Cl2, the pKa order is MepyH
+ 
(most acidic) > MeOpyH+ (∆pKa=0.8) > Me2NpyH
+ (least acidic, ∆pKa=2.8).
20 Thus, 1 with the 
most acidic pyridinium has the most favorable CR, yet the slowest CR rate. The same pattern is 
seen in n-BuCN and DMF solvents. More exoergic reactions consistently proceed more slowly. 
This is the hallmark of the inverted region. 
The relative CR rate constants for 1-3 indicate that the reaction occurs by CPET. Rate-
limiting PT is inconsistent with the trend in kCR for 1-3 and is expected to be significantly 
endoergic. Rate-limiting ET is unlikely since 1-3 only differ in their pyridine substituents, whose 
effects on a pure ET rate constant are expected to be too small to account for the observed factor 
of 2.8 in kCR for 1 and 3. A similar factor in the kCS for 1 and 3 is observed for the forward CPET-
CS, in support of the conclusion that differences in the PT component of the reaction must 
contribute to their differences in kCR. In addition, rate-limiting ET would require formation of the 
proton tautomer of the GS (An–PhO––XpyH+) but computations did not locate any minima on the 
potential energy surfaces corresponding to such species.  
The CR rate constants for 1-3 vary strongly with solvent. Increasing the solvent polarity 
results in faster CR rate constants, with dimethylformamide (DMF) > n-BuCN > CH2Cl2, spanning 
a factor of 34 (Fig 6.2F). Higher solvent polarity makes the CR free-energy less favorable (by 
stabilizing the zwitterionic CSS over the GS) and increases 21both of which would make the 
reaction slower were in the normal region.8-9 For 1-3, however, the CR rates are faster in higher 





More quantitative analysis of the CPET kinetics for charge separation and charge 
recombination requires the respective driving forces ∆G°CS and ∆G°CR. The free-energies of the 
LESs relative to the GSs were estimated spectroscopically, and the free energies of the CSSs 
relative to the GSs were estimated computationally using constrained DFT to compute the free 
energies of the CSSs and DFT to compute the free energies of the GSs for 1-3 and using the Weller 
approximation for the other cases. The calculated driving forces in general reproduce the expected 
trends based on substitution and solvent polarity. The CS reactions are in the normal region, and 
kCS values roughly follow the expected quadratic dependence on ∆G°CS (Fig. 6.3). This dependence 
cannot be fitted with a single parabola because the kCS values were measured in different solvents, 
so there are different  values, and because the very rapid kCS for 1-3 may involve LESs that are 
not vibrationally cooled. This range of cases is indicated by the broad blue bell-shaped parabola 
in Fig. 6.3. This plot shows that 4-8 have the lowest driving forces for CS, which implies very high 
free energies for the CSSs, which likely opens up alternative mechanisms for their decay.  
 
Figure 6.3. The free-energy dependence of CPET rate constants showing the normal and inverted 
regions. Plot of ln(kCPET) from TA vs. computed ∆G°. Rising blue parabola: kCS (charge separation) 
in 1-8 vs. ∆G°CS; falling red parabola: kCR (charge recombination) in 1-3 vs. ∆G°CR. The 
uncertainties in kCPET are smaller than the data points. The uncertainties in ∆G° are estimated to be 
±0.05 eV; the relative uncertainties for CPET-CR in 1–3 in the inverted region are smaller, as these 





The CR reactions of 1-3 are in the inverted region, as shown by the broad, descending red 
parabola in Figure 3. In each of the three solvents studied, the rate constants are in the order 3 > 2 
> 1, becoming slower at higher driving forces. The relative driving forces are established both 
from computations and from the known effects of pyridine substituents in phenol-pyridine PCET 
reagents.19 The red parabola is drawn with the same curvature as that for CS only as a heuristic, as 
the CS and CR are different reactions and the data include different solvents. However, the small 
Stokes shift for anthracenes suggests that the LES and GS have similar solvation, and therefore 
that the reorganization energy for LESCSS is not significantly different than that for CSSGS. 
For 1-3 in the same solvent, CR reactions are significantly slower than CS reactions despite their 
much higher exoergicity. 
Previous work predicted that an inverted region for CPET should typically be inaccessible 
due to the participation of proton vibrationally excited states.14 These states provide pathways for 
reactant-to-product nonadiabatic transitions with negligible free-energy barriers, even at highly 
negative overall ∆G°CPET. Such pathways attenuate the inverted character, similar to the effect of 
participation of vibrationally excited states in pure ET.7, 22-23 The relative kCR for 1 and 3 were 
analyzed by theoretical modeling to better understand the observation of CPET inverted region 
behavior, especially the involvement of proton vibrational excited states. kCPET rate constants for 
the CR reactions of 1 and 3 were calculated using the expression for kCPET from vibronically 
nonadiabatic CPET theory:2, 24 
The expression for the nonadiabatic rate constant, CPETk , of proton-coupled electron 
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   (6.1) 
where R  is the proton donor-acceptor (N and O, respectively) distance, the summations are over 
reactant and product vibronic states (i.e., proton vibrational states), P  is the Boltzmann population 
for reactant state  , elV  is the electronic coupling, S  is the overlap integral between the proton 
vibrational wavefunctions of reactant state   and product state  ,   is the total reorganization 




The rate constants are weighted by the probability of sampling a given proton donor-acceptor 
distance by thermal averaging, 
    CPET CPETk k R P R dR    (6.2) 
where  P R  is the probability distribution function of the proton donor-acceptor distance.  
The reaction free energy ∆G° for the ground proton vibrational states, the reorganization 
energy  and the proton potentials were calculated using DFT methods. The inverted region was 
observed for the range of values computed with different methods, and the experimental ratio of 
kCR for 1 and 3 in CH2Cl2 (2.8) was reproduced with  = 1.40 eV, assuming equal electronic 
couplings for 1 and 3. With =1.40 eV the KIEs were calculated to be approximately unity, in 
agreement with experiment. The computed CPET kCR and ∆G°CR corroborate the observation of a 
Marcus inverted region: kCR is slower for 1 over 3 by a factor of 2.8 even though its ∆GºCR is more 
favorable by 0.18 eV.  
The dominant contributions to kCPET for 1 and 3 CR reactions arise from nonadiabatic 
transitions from the lowest proton vibrational state in the CSS reactant to vibrationally excited 
states in the GS product (Fig. 6.4). The dominant contributions correspond to transitions with 
appreciable vibrational wavefunction overlap integrals (Fig. 6.4, Tables S24-27). These transitions 
are all in the inverted region (−∆Gº0ν > ), despite featuring less negative (attenuated) driving 
forces than the transition between the lowest reactant (CSS, μ=0) and product (GS, ν=0) states 
Importantly, the transitions that have negligible barriers to activation are prohibited by the near-
zero overlap integrals due to phase cancellation arising from oscillations of the product vibrational 
wavefunction (e.g. S07 of 1, Fig. 6.4). The participation of highly excited, and therefore highly 
delocalized, proton/deuterium wavefunctions also attenuates the difference in overlap integrals 
between isotopes, accounting for the observed near-unity KIEs (calculated 1.08 for 1). The 
inverted region for CPET is observed despite the attenuation of the driving force due to 
participation of excited proton vibrational states because: (i) state pairs with significant proton 
vibrational wavefunction overlap integrals feature −∆Gº0ν > and (ii) the state pairs 
corresponding to virtually activationless transitions feature prohibitively small proton vibrational 
wavefunction overlap integrals. Both of these conditions are a function of the shape of the proton 




region are significantly influenced by the shape of the proton potentials and the character of the 
corresponding proton vibrational wavefunctions.  
 
Figure 6.4. Illustration of the lowest CSS (blue) and multiple product GS (red) vibronic state free-
energy curves for the CPET-CR reaction. Nonadiabatic transitions can occur at the intersection 
points between the reactant () and product () parabolas (black circles). Encircled: proton 
potential energy curves for the reactant (blue) and product (red) and the corresponding proton 
vibrational wavefunctions for a state pair with significant overlap integral (S03) and a state pair 
with near-zero overlap integral (S07) at the dominant proton donor-acceptor distance for 1.  
 
6.4. Theoretical Modeling of CPET-CR for 1 and 3 in CH2Cl2 
6.4.1. Calculation of CPET-CR reaction free energies by (C)DFT 
 The reaction free energies between the ground state (GS) and the charge-separated state 
(CSS) were estimated using density functional theory (DFT). The GS geometry was optimized 
with conventional DFT, and the CSS geometry was optimized with constrained DFT (CDFT), 
where the Becke charges of the phenoxyl-pyridinium and cyanoanthracene motifs within the triad 
were constrained to reflect charges of +1 and 1, respectively. For both types of calculations, the 
geometries were optimized in the gas phase using the B3LYP25-26 functional and the 6-31+G** 
basis set,27-29 followed by a Hessian calculation to obtain the zero-point energy and entropic 
contributions and then calculation of the solvation free energy using the conductor-like polarizable 
continuum model (C-PCM).30 The reaction free energy for CPET-CR was determined to be the 
difference in free energies between the product GS and the reactant CSS. 




determining the reaction free energies were considered, including optimizing in solvent, 
constraining the spins rather than or in addition to the Becke charges, and only allowing the 
transferring proton to be optimized from the otherwise GS geometry for calculations of the CSS. 
All of these procedures yielded the qualitatively correct ordering of reaction free energies for 1, 2, 
and 3 and would subsequently give qualitative agreement in the ratio of rate constants. 
 
Table 6.2. Reaction free energies in eV for CPET-CR computed with DFT and CDFT for the GS 
and CSS, respectively, for triads 1, 2, and 3. 
 















 The reaction free energies in Table 6.2 are in agreement with those obtained via the Weller 
method (see Section S6). Moreover, they fully reproduce the expected trend based on substituent 
effect (the pyridine’s pKa) and solvent polarity. The reaction free energies of CPET-CS for 1-3 
were estimated from these reaction free energies combined with the experimental excitation 
energy, as discussed above, using: ∆Gᵒ’CPET-CS= –(∆Gᵒ’CPET-CR + E0-0). For 4-8, no minimum was 
found in which the proton was localized on the donor N of the CSS using charge-constrained 
CDFT. This observation correlates with the lack of CSS accumulation for these triads observed by 
visible transient absorption (Section S3). The reaction free energies of CPET-CS and CPET-CR 





Table 6.3. Reaction free energies in eV for CPET-CR computed with DFT and CDFT for the GS 
and CSS, respectively, for triads 1, 2, and 3 and with multiple exchange-correlation functionals 
and CDFT constraints. 
Triad Solvent ΔGo * ΔGo † ΔGo ‡ ΔGo § 
1 
CH2Cl2 -2.54 -2.52 -2.51 -2.63 
n-BuCN -2.48 -2.44 -2.43 -2.55 
DMF -2.46 -2.41 -2.40 -2.52 
MeCN -2.42 -2.41 -2.40 -2.52 
2 
CH2Cl2 -2.53 -2.44 -2.46 -2.65 
n-BuCN -2.43 -2.35 -2.37 -2.56 
DMF -2.41 -2.32 -2.34 -2.53 
3 
CH2Cl2 -2.36 -2.24 -2.40 -2.35 
DMF -2.29 -2.14 -2.30 -2.25 
*B3LYP functional with charge constrained for CDFT calculations of the CSS. 
†B3LYP functional with spin and charge constrained for CDFT calculations of the CSS. 
‡CAM-B3LYP functional31 with spin and charge constrained for CDFT calculations of the CSS. 
§ωB97X functional32 with spin and charge constrained for CDFT calculations of the CSS. 
 
 Table 6.3 provides results of benchmarking several methods for computing the reaction 
free energies for CPET-CR in each triad and solvent for which this reaction was observed 
experimentally. Each method shown demonstrates the same trend in CPET-CR driving forces, and 
all of these levels of theory can reproduce the qualitative inverted region behavior. If the restriction 
that the reorganization energy and electronic coupling are identical for triads 1 and 3 were 
removed, the experimental observations could be reproduced with any of these data sets. Given 
this restriction, however, the B3LYP functional with the charge constrained for the CDFT 
calculations of the CSS provides the best agreement with the experimental data.  Moreover, the 
B3LYP functional was used for the proton potentials, and thus for consistency this functional is 
also used for the driving forces. Overall, these calculations should be viewed as a proof of concept 







6.4.2. Reorganization energies 
 The reorganization energies and proton potentials for 1 and 3 were estimated using separate 
fragments of the overall triads for computational simplicity. The triads were fragmented such that 
the phenol-pyridine and 9-cyanoanthracene motifs were studied separately. The structures of all 
fragments are shown in Fig. 6.5. The GS was represented by the (reduced) neutral phenol-pyridine 
and (oxidized) neutral 9-cyanoanthracene fragments, whereas the CSS was represented by the 
(oxidized) phenoxyl-pyridinium cation and (reduced) radical anion 9-cyanoanthracene fragments. 
These DFT calculations were performed with the same computational methods described above 
but with the 6-31G** basis set. The reduced and oxidized fragments provide the correct qualitative 
electronic structures of each motif in both states and avoided the use of CDFT. 
 
Figure 6.5. Structures of triad fragments used for calculating reorganization energies and proton 
potentials. In Fragments 1 and 3, the CSS was represented by oxidizing the motif and allowing the 
proton to transfer from O to N. In 9-cyanoanthracene, the CSS was represented by reduction of the 
species to produce the radical anion. 
 
 The total reorganization energy   is the sum of the inner-sphere (solute) and outer-sphere 
(solvent) reorganization energies. The inner-sphere reorganization energy i  was calculated using 
a four-point scheme33-34 given by  
        GS CSS CSS GSi CSS eq CSS eq GS eq GS eq
1
2
E R E R E R E R     
 
  (6.3) 
In this expression, the first (third) term is the energy calculated at the optimized GS (CSS) 
geometry in the CSS (GS) redox state with the transferring hydrogen optimized for the CSS (GS). 
The second and fourth terms are the energies of the CSS and GS, respectively, at their equilibrium 
geometries. All of these calculations were performed by optimizing the molecules in the gas phase 
and considering only the electronic energies.  




for the CSS and standard DFT for the GS, as well as for the aforementioned fragments using 
standard DFT by assigning the appropriate charges to each fragment. The total inner-sphere 
reorganization energy for CPET-CR as determined with the fragments is the sum of the values for 
9-cyanoanthracene and either Fragment 1 or Fragment 3. The inner-sphere reorganization energies 
computed with both approaches are given in Table 6.4. Note that the inner-sphere reorganization 
energy is significantly larger when computed for the full triad rather than the sum of the fragments, 
presumably due to geometrical changes at the interface between the fragments. 
 
Table 6.4. Inner-sphere (solute) reorganization energies for the three fragments computed with 
standard DFT (left) and for the full triads computed with charge CDFT for the CSS and standard 
DFT for the GS (right). 
Fragment i  (eV) Triad i  (eV) 
9-Cyanoanthracene 0.10 1 1.15 
Fragment 1 0.28 3 1.08 
Fragment 3 0.31   
 
 The outer-sphere, or solvent, reorganization energy was determined using the Marcus two-
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  (6.4) 
In this model, q  is the change in charge for each fragment between the GS and CSS and thus is 
±1,   and 0  are the optical and static dielectric constants of the solvent, respectively, DR  is the 
radius of the electron donor, AR  is the radius of the electron acceptor, and DAR  is the distance 
between the donor and acceptor. The donor and acceptor radii were determined from the cavity 
volume obtained in the C-PCM calculation for the fragment geometries optimized in the gas phase, 
assuming a sphere with the same volume, and the spheres are assumed to be touching such that 
DAR  is the sum of DR  and AR . The solvent reorganization energies for triads 1 and 3 were 
determined to be 0.68 eV and 0.66 eV, respectively. This approach is expected to overestimate the 
solvent reorganization energy due to the neglect of charge delocalization and screening effects.  




sphere component obtained from the fragment calculations and 1.83 eV and 1.74 eV, respectively, 
with the inner-sphere component obtained from the full triad calculations. The large discrepancy 
in inner-sphere and therefore total reorganization energies based on the choice of methodology led 
to the decision in this work to treat the reorganization energy as a fitting parameter to reproduce 
the experimental ratio of rate constants for CPET-CR in 1 and 3. Its value is assumed to be 
equivalent for both triads, as the above calculations suggest. The resulting value of the 
reorganization energy, 1.40 eV, falls between the two calculated values for the total reorganization 
energy and yields not only the experimental ratio of CPET-CR rates between the two triads but 
also the appropriate KIE of nearly unity for each triad (see below). While alternative 
methodologies for computing both components of the reorganization energy could also be 
considered, the qualitative rate constant ordering, which implicates inverted region behavior, holds 
for any reasonable value of .  
 
6.4.3. Average geometries and proton potentials 
 Calculation of the rate constants of CPET-CR for triads 1 and 3 also required the proton 
potentials at different proton donor-acceptor distances. For this purpose, we first generated average 
structures for the reduced and oxidized phenol-pyridine fragment in which the proton transfers. 
These average structures represent the crossing point between the diabatic curves corresponding 
to the reduced and oxidized states along an inner-sphere solute coordinate. Moreover, these 
average structures must be obtained for a series of different proton donor-acceptor (O—N) 
distances. First, geometry optimizations with the proton donor-acceptor distance constrained to a 
series of specified values were performed in the reduced and oxidized states, corresponding to the 
GS and CSS, respectively. Then, at each proton donor-acceptor distance, the GS and CSS 
structures were aligned such that the donor N and acceptor O were superimposed, and the Cartesian 
coordinates of all other atoms were averaged. 
 For each average structure, the position of the transferring hydrogen atom was optimized 
in both the GS (reduced) and CSS (oxidized) states, with all other atoms frozen. The axis 
connecting the resulting positions of the hydrogen in both states was chosen to be the proton 
transfer coordinate. The transferring proton was subsequently placed at each of 24 grid points 




generate the proton potential at that proton donor-acceptor distance in both the reduced and 
oxidized states. The energies obtained from these single-point calculations were then interpolated 
to yield the proton potential energy curves for the reduced and oxidized states, corresponding to 
the GS and CSS, respectively. The resulting proton potentials are shown in Figures 6.6 and 6.7. 
 
 
Figure 6.6. Proton potentials for 1 in the reactant CSS (left) and product GS (right) for all proton 
donor-acceptor distances considered. 
 
 
Figure 6.7. Proton potentials for 3 in the reactant CSS (left) and product GS (right) for all proton 
donor-acceptor distances considered. 
 
6.4.4. Probability distribution function for proton donor-acceptor distances 
 The rate constant for CPET-CR is calculated by thermal averaging along the proton donor-
acceptor distance R . This thermal averaging is performed using a probability distribution function 
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In this expression, R  is the average equilibrium proton donor-acceptor distance, and effk  is the 
effective force constant. The effective force constants are determined for the phenol-pyridine 
fragments in both the neutral and cationic states, corresponding to the GS and CSS, respectively. 
At the optimized geometry of each state in the gas phase, this effective force constant was 
determined by projecting all normal modes onto the proton donor-acceptor axis and performing a 
weighted sum of the force constants associated with these harmonic motions.34-35 The effective 
force constant effk  utilized in the probability distribution function is the average of the resulting 
two values. The calculated effective force constants, as well as the equilibrium proton donor-
acceptor distances, are given in Table 6.5. 
Table 6.5. Equilibrium proton donor-acceptor distances and effective force constants for the 
phenol-pyridine fragments 1 and 3. 












GS 2.56 0.0450 
 
6.4.5. CPET-CR rate constants, kinetic isotope effects, and reactant/product vibronic state pair 
contributions 
 With all of the input quantities calculated as described above, the rate constants of CPET-
CR for 1 and 3 were computed according to Equations 1 and 2 in the main text. The reactant and 
product vibronic states can be viewed as proton vibrational states within their respective diabatic 
electronic states. The one-dimensional Schrödinger equation was solved for each of the calculated 
proton potentials at each proton donor-acceptor distance in order to obtain the proton (or deuteron) 
vibrational wavefunctions. These nuclear wavefunctions were used to compute the overlap 
integrals S  that enter the rate constant expression. The calculated rate constants for both triads 




absolute rate constants are not meaningful given that the actual electronic coupling is unknown. 
However, the electronic coupling cancels exactly when computing the H/D kinetic isotope effect 
(KIE) for each triad, as well as when computing the ratio of the rate constants for 1 and 3, because 
it is assumed to be the same for both triads.  
Table 6.6. CPET-CR rate constants (in s-1), assuming an electronic coupling of 1 kcal/mol, KIEs, 
and ratio of rate constants for 1 and 3.*  
  1 3 𝑘𝟑/𝑘𝟏 
𝑘H 2.40  1011 6.62  1011 2.76 
𝑘D 2.22  1011 6.17  1011  
KIE 1.08 1.07  
* The absolute magnitudes of the individual rate constants are not meaningful because the 
electronic coupling for these systems is unknown. 
 
 The calculated ratio of rate constants for 1 and 3 of 2.76 is in agreement with the 
experimentally determined value and demonstrates that, despite being more exoergic, CPET-CR 
is slower for 1 than for 3, implicating the Marcus inverted region. In addition, both calculated KIEs 
are in good agreement with the experimentally observed KIEs of unity. (As discussed above, the 
reorganization energy was varied to reproduce the experimental ratio of rate constants, but the 
KIEs were computed without further parameterization.) Analysis of the contributions to the rate 
constant (Tables 6.76.10) indicates that the KIE of unity is the result of large contributions from 
highly excited proton vibrational wavefunctions in the product state. These vibrational 
wavefunctions for the product (GS) are delocalized for both H and D (Figure 6.4), leading to 
significant overlap with the ground state vibrational wavefunctions for the reactant (CSS) with 
only small differences between H and D.  
 To further elucidate these data, we analyzed the dominant contributions to the rate 
constants for each triad and isotope in terms of reactant/product vibronic state pairs. This analysis 
was performed at the dominant proton donor-acceptor distance, which is the distance 
corresponding to the maximum of ( ) ( )k R P R . For both triads for both H and D, the dominant 
proton donor-acceptor distance was the equilibrium distance, 2.57 Å. These data are given in 
Tables 6.76.10. While these tables only show the data for one reactant and nine product vibronic 
states, the calculations performed included three reactant and twelve product vibronic states. As is 




contributions to the rate constant. These data include the Marcus free energy barrier for each 
reactant/product vibronic state pair, 














    (6.6) 
 For both triads and both isotopes, the dominant contributions to the rate constant are from 
the ground reactant (CSS) state to the excited product (GS) states. This observation is expected 
because for exoergic reactions such as this CPET-CR, these reactant/product vibronic state pairs 
have small free energy barriers, 
†G , and large overlap integrals. Although the dominant 
contributing vibronic state pairs are less exoergic than  o
00G , which is the reaction free energy for 
the reactant and product ground vibronic states, their effective reaction free energies, 
o
G , are 
still greater in magnitude than the reorganization energy,   = 32.28 kcal/mol. Moreover, the higher 
product vibronic states do not contribute significantly due to smaller overlap integrals arising from 
oscillations of the associated proton vibrational wavefunctions (Figure 6.4). As a result, the CPET-
CR process for these systems exhibits inverted region behavior. 
Table 6.7. Main contributions to the rate constant for 1 with hydrogen at R  = 2.57 Å.*  















  % Contrib. 
(0,0) 1.00 -58.49 5.32 1.03E-03 1.27E-04 0.00 
(0,1) 1.00 -53.60 3.52 4.53E-01 2.64E-03 13.12 
(0,2) 1.00 -52.19 3.07 4.24E-01 5.63E-03 26.19 
(0,3) 1.00 -48.80 2.11 1.03E-01 2.84E-02 31.98 
(0,4) 1.00 -45.10 1.27 1.73E-02 1.17E-01 22.15 
(0,5) 1.00 -40.83 0.57 1.45E-03 3.85E-01 6.11 
(0,6) 1.00 -36.11 0.11 4.99E-05 8.26E-01 0.45 
(0,7) 1.00 -31.01 0.01 4.78E-08 9.79E-01 0.00 
(0,8) 1.00 -25.57 0.35 1.41E-07 5.54E-01 0.00 






Table 6.8. Main contributions to the rate constant for 1 with deuterium at R  = 2.57 Å.* 















  % Contrib. 
(0,0) 1.00 -58.49 5.32 1.01E-05 1.27E-04 0.00 
(0,1) 1.00 -54.09 3.68 9.36E-03 2.00E-03 0.22 
(0,2) 1.00 -52.73 3.24 7.38E-01 4.24E-03 37.25 
(0,3) 1.00 -50.95 2.70 1.56E-01 1.05E-02 19.54 
(0,4) 1.00 -48.96 2.15 7.88E-02 2.64E-02 24.77 
(0,5) 1.00 -46.50 1.56 1.56E-02 7.14E-02 13.25 
(0,6) 1.00 -43.75 1.02 1.98E-03 1.80E-01 4.23 
(0,7) 1.00 -40.74 0.55 1.39E-04 3.93E-01 0.65 
(0,8) 1.00 -37.51 0.21 3.65E-06 7.00E-01 0.03 
* Free energies in kcal/mol. 
 
Table 6.9. Main contributions to the rate constant for 3 with hydrogen at R  = 2.57 Å. * 















  % Contrib. 
(0,0) 1.00 -54.54 3.84 1.32E-03 1.55E-03 0.01 
(0,1) 1.00 -50.90 2.68 7.02E-01 1.08E-02 30.07 
(0,2) 1.00 -49.03 2.17 1.95E-01 2.56E-02 19.72 
(0,3) 1.00 -45.88 1.43 8.59E-02 8.93E-02 30.37 
(0,4) 1.00 -42.20 0.76 1.47E-02 2.76E-01 16.05 
(0,5) 1.00 -37.99 0.25 1.38E-03 6.53E-01 3.56 
(0,6) 1.00 -33.35 0.01 5.57E-05 9.85E-01 0.22 
(0,7) 1.00 -28.32 0.12 1.64E-07 8.14E-01 0.00 
(0,8) 1.00 -22.96 0.67 1.20E-07 3.21E-01 0.00 












Table 6.10. Main contributions to the rate constant for 3 with deuterium at R  = 2.57 Å.*  















  % Contrib. 
(0,0) 1.00 -54.54 3.84 1.26E-05 1.55E-03 0.00 
(0,1) 1.00 -50.59 2.60 4.30E-01 1.25E-02 22.85 
(0,2) 1.00 -50.21 2.49 3.73E-01 1.50E-02 23.72 
(0,3) 1.00 -47.96 1.90 1.29E-01 4.04E-02 22.14 
(0,4) 1.00 -46.06 1.47 5.40E-02 8.38E-02 19.20 
(0,5) 1.00 -43.61 0.99 1.16E-02 1.87E-01 9.17 
(0,6) 1.00 -40.90 0.58 1.57E-03 3.79E-01 2.53 
(0,7) 1.00 -37.94 0.25 1.22E-04 6.59E-01 0.34 
(0,8) 1.00 -34.75 0.05 3.86E-06 9.24E-01 0.02 
* Free energies in kcal/mol. 
 
6.5. Conclusion 
The Marcus inverted region for pure electron transfer has proven to be an important 
component of solar energy conversions and many other processes, slowing down recombination 
reactions following the formation of energy storing charge separated states. The observation of an 
inverted region for proton-coupled electron transfer should enable new strategies to control and 
understand chemical reactions that involve protons and electrons, perhaps assisting the conversion 
of light energy into chemical fuels. 
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Photoinduced proton-coupled electron transfer (PCET) plays a key role in a wide range of 
energy conversion processes, and understanding how to design systems to control the PCET rate 
constant is a significant challenge. Herein a theoretical formulation of PCET is utilized to identify 
the conditions under which photoinduced PCET may exhibit inverted region behavior. In the 
inverted region, the rate constant decreases as the driving force increases even though the reaction 
becomes more thermodynamically favorable. Photoinduced PCET will exhibit inverted region 
behavior when the following criteria are satisfied: (1) the overlap integrals corresponding to the 
ground reactant and the excited product proton vibrational wavefunctions become negligible for a 
low enough product vibronic state and (2) the reaction free energies associated with the lower 
excited product proton vibrational wavefunctions contributing significantly to the rate constant are 
negative with magnitudes greater than the reorganization energy. These criteria are typically not 
satisfied by harmonic or Morse potentials but are satisfied by more realistic asymmetric double 
well potentials because the proton vibrational states above the barrier correspond to more 
delocalized proton vibrational wavefunctions with nodal structures leading to destructive 
interference effects. Thus, this theoretical analysis predicts that inverted region behavior could be 
observed for systems with asymmetric double well potentials characteristic of hydrogen-bonded 
systems and that the hydrogen/deuterium kinetic isotope effect will approach unity and could even 
become inverse in this region due to the oscillatory nature of the highly excited vibrational 




                                                          
* Reproduced with permission from Z. K. Goldsmith, A. V. Soudackov, and S. Hammes-Schiffer, 





 Photoinduced proton-coupled electron transfer (PCET) is an essential component of a wide 
range of energy conversion processes throughout chemistry and biology. Examples of such 
processes include natural and artificial photosynthesis, as well as photoelectrochemical reduction 
of carbon dioxide to carbon monoxide or hydrocarbons.1-8 Given the complexity of these types of 
processes, which may include many different steps, simple model systems have been designed to 
enable the investigation of the fundamental underlying physical principles of photoinduced 
PCET.9-21 In these model systems, PCET may be initiated by photoexcitation to a metal-to-ligand 
or ligand-to-metal charge transfer state9, 11, 14-15, 17-18 or to a locally excited state of an aromatic 
molecular component.12-13, 16, 19-21 After this initial photoexcitation, the PCET reaction can occur 
through a variety of different types of mechanisms involving charge separation and charge 
recombination. 
 An interesting question that arises for photoinduced PCET is whether the Marcus inverted 
region behavior can be observed and, if so, under what conditions it is expected to be observed. In 
Marcus theory for electron transfer (ET), the rate constant depends exponentially on the free 
energy barrier,22-23 which is expressed in terms of the reaction free energy ΔGo and the 












   .  (7.1) 
Marcus theory predicts an inverted parabola for the dependence of the logarithm of the ET rate 
constant on the driving force –ΔGo (Figure 7.1). The maximum rate constant is predicted to occur 
for –ΔGo = λ because the free energy barrier vanishes and the reaction becomes activationless. In 
the inverted region, where –ΔGo > λ, the ET rate constant decreases as the driving force increases 
(i.e., as the reaction becomes more exoergic). The inverted region has been observed 
experimentally for electron transfer24 and is technologically relevant because it has been proposed 
to be useful for slowing down charge recombination reactions to avoid wasting energy in energy 
conversion processes.25-26 However, it can be significantly suppressed for systems with accessible 
excited intramolecular vibrational states27-30 or completely disappear for electrochemical ET due 






Figure 7.1. Schematic plot of the logarithm of the rate constant k versus the driving force -ΔGo 
with the free energy barrier given by Eq. (7.1). The dashed vertical line indicates the driving 
force equal to the reorganization energy λ. Encircled are depictions of the normal, activationless, 
and inverted regions, illustrated by the reactant (blue) and product (red) free energy parabolas as  
functions of a collective solvent coordinate. In the normal region, the free energy barrier 
decreases, and the rate constant correspondingly increases, as the driving force increases. The 
activationless region occurs when ΔGo = λ and the barrier is zero. In the inverted region, the 
free energy barrier increases, and the rate constant correspondingly decreases, as the driving 
force increases. 
 
We have developed a general theory for PCET34-41 that may be viewed as an extension of 
Marcus theory for ET. In this theory, the transferring proton, as well as the active electrons, is 
treated quantum mechanically, and the PCET reaction is described in terms of nonadiabatic 
transitions between mixed electron-proton vibronic states, correspond to proton vibrational states 
for each electronic state (Figure 7.2). The rate constant is calculated as the Boltzmann-weighted 
sum of the rate constants associated with transitions between all pairs of these electron-proton 
vibronic states, where each term depends exponentially on the corresponding free energy barrier 
and is proportional to the square of the overlap integral associated with the reactant and product 
proton vibrational wavefunctions. A previous study from our group42 suggested that inverted 
region behavior is unlikely to be observed for PCET reactions because of the availability of excited 




the free energy barrier for the currently dominant product proton vibrational state increases, but 
the next excited proton vibrational state becomes nearly activationless and therefore becomes 
dominant. The accessibility of these excited proton vibrational states causes the rate constant to 
plateau at higher driving forces, and the inverted region behavior is not observed at experimentally 
relevant driving forces. However, this previous study was performed using harmonic proton 
potentials, which are not realistic representations of the bonds between the hydrogen and its donor 
or acceptor, especially for hydrogen-bonded systems. 
 
Figure 7.2. Illustration of a reaction scheme for photoinduced PCET. Photoexcitation from the 
ground state (black) to a locally excited state (blue) is followed by PCET to a charge transfer 
state (red), which would subsequently decay to the ground state. The manifolds of stacked 
parabolas are representative of electron-proton vibronic states, which are essentially proton 
vibrational states for each electronic state, as functions of a collective solvent coordinate. The 
calculations presented herein are based on the assumption that vibrational cooling in the locally 
excited state is faster than PCET, and therefore the PCET reaction occurs from the ground 
vibronic state (lowest, darkest blue parabola). Moreover, PCET from this locally excited state to 
the charge transfer state involves transitions that span the normal (higher, lighter red parabolas) 
and inverted (lower, darker red parabolas) regions that are depicted in Figure 7.1. This type of 
PCET process could exhibit inverted region behavior. An alternative situation could occur in 
which the PCET reaction from the charge transfer state back down to the ground state is more 
exoergic. In this case, PCET from the ground vibronic state of the charge transfer state (lowest, 
darkest red parabola) to a manifold of proton vibrational states associated with the ground state 




Herein we investigate the dependence of the PCET rate constant on the driving force using 
more realistic proton potentials that are similar to those calculated with density functional theory 
(DFT) for experimentally studied PCET systems.43-47 In particular, we perform a comprehensive 
comparison between the results for a model using Morse potentials and the results for a model 
using more realistic asymmetric double well potentials similar to those generated with DFT for 
real chemical systems. Our analysis illustrates that inverted region behavior is observed under 
certain conditions that depend on the shape of the proton potential energy curves. We also 
investigate the hydrogen/deuterium kinetic isotope effects (KIEs) for these model systems and 
explain why the KIEs become unity, or even slightly less than unity, at large driving forces. These 
results are also placed in the context of available experimental studies on photoinduced PCET. 
 
7.3. Nonadiabatic PCET Theory 
 A general theoretical framework has been developed to describe PCET reactions in 
solution and proteins.34-41 In this PCET theory, the transferring proton, as well as the active 
electrons, are treated quantum mechanically. In the vibronically nonadiabatic regime, the PCET 
reaction is described in terms of nonadiabatic transitions between reactant and product electron-
proton vibronic states. In practice, the proton vibrational states are computed for the reactant and 
the product diabatic electronic states, and each vibronic state is expressed as the product of one of 
the diabatic electronic states and an associated proton vibrational state. In this framework, the 
vibronically nonadiabatic PCET rate constant was derived as a Boltzmann-weighted sum over the 
rate constants associated with nonadiabatic quantum transitions between all pairs of reactant and 
product electron-proton vibronic states.  
This vibronically nonadiabatic PCET rate constant is expressed as a function of the distance 
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Here, μ and ν correspond to the reactant and product vibronic states, respectively, Pμ is the 




product states μ and ν, λ is the total reorganization energy for the reaction, and 
†G  is the free 
energy barrier associated with the transition between reactant state μ and product state ν. The free 
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where 
oG  is the reaction free energy associated with vibronic state pair (μ,ν). In the 
electronically nonadiabatic limit, the vibronic coupling Vμν is expressed as the product of the 
electronic coupling Vel and the overlap integral Sμν between the proton vibrational wavefunctions 
associated with reactant/product vibronic state pair (μ,ν):  
 
el( ) ( )V R V S R   . (7.4) 
Note that the electronic coupling is assumed to be independent of the proton donor-acceptor 
distance; however, the overlap integral depends strongly on this distance.37 
 The PCET rate constant is thermally averaged over the proton donor-acceptor distance to 
obtain the total rate constant, kPCET. This thermal averaging is accomplished by weighting each 
rate constant k(R) by the probability distribution P(R) for sampling the proton donor-acceptor 
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In the present study, the proton donor-acceptor motion is assumed to be harmonic with an 
equilibrium proton donor-acceptor distance R  and an effective force constant keff. Thus, P(R) is a 
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7.4. Model Systems for PCET: Morse and Asymmetric Double Well Potentials 
 Two models for the diabatic reactant and product proton potential energy curves were used 
to probe the conditions for observing the inverted region for PCET. The first model describes the 
reactant and product proton potential energy curves as Morse potentials, which are nearly 
harmonic at the equilibrium bond length but also describe bond dissociation. The Morse potentials 
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where De is the bond dissociation energy and β1 and β2 are parameters related to the frequency of 
the XH bond for the proton donor and acceptor, respectively. Here δR is the distance between the 
minima of the two Morse potentials and is related to the proton donor-acceptor distance R by a 
constant defined as the sum of the two XH equilibrium bond lengths. For this study, Morse 
parameters consistent with typical XH bond frequencies of 3300 cm-1 and 3000 cm-1 for the 
proton donor and acceptor, respectively, were chosen. In particular, for the reactant proton 
potential, De = 100 kcal/mol and β1 = 1.14 Å
-1, and for the product proton potential, De = 100 
kcal/mol and β2 = 1.04 Å





Figure 7.3. (A) Morse potentials for the model reactant (blue) and product (red) proton potential 
energy curves associated with the diabatic electronic states. (B) Asymmetric double well 
potentials for the model reactant (blue) and product (red) proton potential energy curves 
associated with the diabatic electronic states.  
 
 The second model for PCET describes the reactant and product proton potential energy 
curves as asymmetric double well potentials. Such double well potentials have been commonly 
observed for PCET systems previously studied by this group using DFT.43, 45-47 In particular, an 
asymmetric double well proton potential, or a proton potential with a significant shoulder, is 
expected to be found when the proton transfer occurs between a donor and acceptor interacting via 
a relatively strong hydrogen bond.  
The asymmetric double well potentials used for this second model system were obtained 
from the reactant and product Morse potentials used in the first model system. The procedure for 




1. The product Morse potential, U2(r), is shifted in energy by an asymmetry factor ±Δ relative 
to the minimum of U1(r). For the reactant, U2(r) is raised by Δ, and for the product it is 
lowered by Δ. 
2. A 2 × 2 matrix, given in Eq. (7.9), is constructed with the shifted Morse potentials as the 













.  (7.9) 
3. The matrices described in Eq. (7.9) are diagonalized, and the lowest eigenvalue for each 
matrix defines the reactant and product asymmetric double well potentials. For the regions 
of |r| > 1.0 Bohr, switching functions were used to transition smoothly from the lowest 
eigenvalue to the corresponding higher-energy diabatic potentials to circumvent 
unphysical avoided crossing points in these regions. 
For this study, the energetic shift Δ was chosen to be 10 kcal/mol, and the coupling VPT was chosen 
to be 30 kcal/mol. The reactant and product asymmetric double well potentials are depicted in 
Figure 7.3B. 
For each proton potential, the proton or deuteron vibrational wavefunctions and their 
energy levels were obtained by solving the one-dimensional Schrödinger equation analytically48 
for the Morse potentials or numerically49 for the asymmetric double well potentials. The proton 
vibrational wavefunctions for the model systems described above are depicted in Figure 7.4. This 
figure illustrates that the proton vibrational wavefunctions for the reactant and product Morse 
potentials are much more localized than those for the asymmetric double well potentials. This 
characteristic difference will have consequences in terms of the overlap integrals, Sμν, in the rate 
constant calculations. Furthermore, the proton vibrational states above the barrier for the 
asymmetric double well potentials exhibit significantly smaller energy level splittings than those 
for the Morse potentials, influencing the reaction free energies in the rate constant calculations. 





Figure 7.4. Model reactant (blue, solid) and product (red, solid) proton potentials and the 
associated proton vibrational energy levels (horizontal lines) and wavefunctions (dashed curves) 
for the (A) Morse and (B) asymmetric double well potentials. Only the ground proton vibrational 
state for the reactant is shown along with a series of excited product proton vibrational states (ν = 
07). Note that the smaller energy scale in B indicates a much denser manifold of proton 
vibrational states (i.e., smaller splittings between the energy levels) for the asymmetric double 
well potentials than for the Morse potentials. 
 
7.5. Relationship between Driving Force and PCET Rate Constant for Model Systems 
 The plausibility of observing the Marcus inverted region for PCET was investigated by 
calculating kPCET over a range of driving forces (G) from zero to values significantly larger in 
magnitude than  for both model systems. The qualitative behavior is not altered by the specific 
values of the parameters entering the rate constant expression, and we chose values that are similar 
to those calculated for PCET systems previously studied in our group. The force constant 
associated with the harmonic proton donor-acceptor motion was chosen to be keff = 0.051 au, which 
is comparable to previously computed values for intramolecular, hydrogen-bonded PCET 
systems.45 The reorganization energy was chosen to be λ = 25 kcal/mol, which is consistent with 
many calculated and experimental values for outer-sphere ET and PCET.50 Lastly, the electronic 
coupling was chosen to be Vel = 1 kcal/mol. The electronic coupling is simply a constant scaling 
factor in the expression for kPCET and does not impact the relationship between the rate constant 




included was fully converged, which required a significant number of product states (i.e., up to 16 
for the Morse potentials and 28 for the asymmetric double well potentials) for the highly exoergic 
reactions. The relationships between the driving force and kPCET, as well as the KIE, for both types 
of model potentials are shown in Figure 7.5. 
 
Figure 7.5. Driving force dependence of the rate constant kPCET and the KIE for Morse (A, B) 
and asymmetric double well (C, D) proton potentials. In A and C, the dashed gray curves depict 
the rate constant calculated with only the transition from the ground reactant to the ground 
product vibronic state (i.e., the (0,0) vibronic state pair), whereas the solid black curves depict 
the rate constant including contributions from the excited proton vibrational states.. The solid 
gray vertical line in A and C corresponds to λ = 25 kcal/mol. In B and D, the horizontal gray 
lines at KIE = 1 represent the situation in which the rate constants of PCET with hydrogen and 
deuterium are equal. 
 
 As shown previously for harmonic potentials,42 the inverted region for PCET is not 
observed for the model system using Morse potentials (Figure 7.5A). Neglecting the excited proton 
vibrational state contributions to the rate constant (i.e., including only the (0,0) vibronic state pair) 




dashed gray line). In contrast, the results including the contributions from the excited proton 
vibrational states exhibit no apparent decrease in the rate constant up to –ΔGo = 80 kcal/mol. In 
other words, the rate constant kPCET approaches a plateau for the larger driving forces. We found 
that the computed kPCET appears to start decreasing at ca. –ΔG
o = 90100 kcal/mol, but these rate 
constants may not be fully converged with respect to bound product proton vibrational states given 
the dissociation energy of 100 kcal/mol for the product Morse potential. Figure 7.5 only shows the 
data for which the results are fully converged. 
 The KIEs calculated for the model with Morse potentials demonstrate a strong driving force 
dependence (Figure 7.5B). At lower driving forces, corresponding to a virtually isoergic reaction, 
the KIE was computed to be nearly 30. As the driving force for the PCET reaction increases, this 
calculated KIE decreases nearly monotonically to unity. As will be demonstrated below, the highly 
delocalized nature of the proton vibrational wavefunctions predominantly contributing to the rate 
constant at higher driving forces attenuates the difference in overlap integrals between hydrogen 
and deuterium. Conversely, at lower driving forces, the ground-to-ground state transition is 
dominant, as illustrated by the overlap between the solid black and dashed gray lines for lower 
driving forces in Figure 7.5A. The ground state proton vibrational wavefunctions are much more 
localized (Figure 7.4A), and therefore the associated overlap integrals are extremely sensitive to 
the change in the mass of the transferring nucleus. 
In contrast to the results with Morse potentials, as well as the previous results with 
harmonic potentials,42 the inverted region can be clearly observed for the model using asymmetric 
double well proton potentials (Figure 7.5C). Shortly after −ΔGo exceeds λ, the value of the rate 
constant begins to decrease. The contributions from the excited proton vibrational states lead to 
asymmetry and shifting of the maximum of the inverted parabola describing the driving force 
dependence of the rate constant, as observed previously for ET reactions coupled to a vibrational 
quantum mode.27-28 
The KIEs for the model with asymmetric double well potentials (Figure 7.5D) are around 
2 at low driving forces. These KIEs are significantly smaller than those obtained from the model 
with Morse potentials at low driving forces (Figure 7.5B). As the driving force increases, the KIE 
decreases predominantly monotonically to unity and even slightly below unity until it starts to 




inverse KIEs (i.e., KIEs smaller than unity), which have also been observed experimentally,15 and 
the increase in the KIE at higher driving forces28 are due to a complex balance among the various 
contributions to the rate constants for hydrogen and deuterium. The inverse KIE most likely arises 
from greater vibrational wavefunction overlap integrals for deuterium than for hydrogen for the 
vibronic state pairs with dominant contributions to the corresponding rate constants. These issues 
will be analyzed in detail in the next section. 
 
7.6. Analysis of Vibronic State Contributions to the Rate Constant 
To further elucidate why the inverted region is or is not observed for these model systems, 
the contributions of individual reactant/product vibronic state pairs (μ,ν) to the total rate constant 
at significantly exoergic driving forces were analyzed. Thermal averaging over the proton donor-
acceptor distance often avails larger proton vibrational wavefunction overlaps at smaller values of 
R, leading to a dominant proton donor-acceptor distances (i.e., the distance R corresponding to the 
maximum of the integrand in Eq. (7.5)) that are shorter than the equilibrium proton donor-acceptor 
distance.45 For both types of model potentials studied herein, however, the dominant proton donor-
acceptor distance was determined to be very close to the equilibrium distance. This dominance of 
the equilibrium proton donor-acceptor distance is a consequence of significant contributions from 
highly delocalized wavefunctions to the total rate constant, thereby avoiding the necessity of 
sampling the smaller, less energetically favorable proton donor-acceptor distances. Thus, we 
analyzed the contributions from the individual reactant/product vibronic state pairs at the 
equilibrium proton donor-acceptor distance with δR = 1.20 Bohr.  
We analyzed these contributions at a driving force of 60 kcal/mol. At this driving force, 
Figures 7.5A and 7.5C indicate that the asymmetric double well model system is exhibiting 
inverted region behavior (i.e., the rate constant is decreasing as the driving force increases), 
whereas the Morse system is not exhibiting this behavior (i.e., the rate constant is slightly 
increasing as the driving force increases). The relative contributions of the individual 
reactant/product vibronic state pairs to the rate constant are determined by a balance between the 
square of the overlap integral, 
2
S , and the exponential of the free energy barrier, 




and other associated quantities, as well as the percentage contribution to the total rate constant, are 
given in Tables 1 and 2 for the relevant vibronic state pairs (μ,ν). 
Table 7.1. Main contributions to the rate constant at ΔGo = −60 kcal/mol for Morse potentials 
with δR = 1.20 Bohr.a  













S   % Contrib. 
(0,0) −60.00 12.25 1.05 x 10−9 7.27 x 10−7 0.00 
(0,1) −51.00 6.76 1.11 x 10−5 2.37 x 10−5 0.00 
(0,2) −42.44 3.04 5.90 x 10−3 3.69 x 10−4 0.00 
(0,3) −34.33 0.87 2.30 x 10−1 3.51 x 10−3 0.86 
(0,4) −26.67 0.03 9.54 x 10−1 2.18 x 10−2 22.26 
(0,5) −19.45 0.31 5.94 x 10−1 8.91 x 10−2 56.71 
(0,6) −12.68 1.52 7.71 x 10−2 2.31 x 10−1 19.09 
(0,7) −6.35 3.48 2.83 x 10−3 3.49 x 10−1 1.06 

















Table 7.2. Main contributions to the rate constant at ΔGo = −60 kcal/mol for asymmetric double 
well potentials with δR = 1.20 Bohr.a 













S   % Contrib. 
(0,0) -60.00 12.25 1.05 x 10−9 1.93 x 10−3 0.00 
(0,1) -54.18 8.52 5.73 x 10−7 5.90 x 10−1 4.14 
(0,2) -52.96 7.82 1.85 x 10−6 3.72 x 10−1 8.44 
(0,3) -49.05 5.78 5.78 x 10−5 3.40 x 10−2 24.00 
(0,4) -45.18 4.07 1.03 x 10−3 1.53 x 10−3 19.33 
(0,5) -40.56 2.42 1.68 x 10−2 1.08 x 10−5 2.22 
(0,6) -35.47 1.10 1.57 x 10−1 1.82 x 10−5 34.99 
(0,7) -29.95 0.25 6.61 x 10−1 7.96 x 10−7 6.44 
(0,8) -24.05 0.01 9.85 x 10−1 2.19 x 10−8 0.26 
aFree energies in kcal/mol.  
 
 Table 7.1 demonstrates that the dominant contribution to the rate constant for the model 
with Morse potentials is from vibronic state pair (0,5), which constitutes ~57% of the total rate 
constant. The pairs (0,4) and (0,6) also each constitute ~20% of the total rate. Note that the value 
of 
†G  is quite small for all three of these vibronic state pairs, and pair (0,4) is virtually 
activationless, with a free energy barrier of only 0.03 kcal/mol. The monotonic increase in the 
overlap integrals as the product proton vibrational state index ν increases results in the (0,5) pair 
contributing more than the (0,4) pair to the total rate constant. The dominant (0,5) pair is associated 
with a reaction free energy of
o
G  = −19.45 kcal/mol, which is smaller in magnitude than λ. Thus, 
although the driving force, ΔGo = 
o
00G  (i.e., the reaction free energy for the (0,0) vibronic state 
pair), is much larger than λ, the reaction free energy for the dominant reactant/product vibronic 
state pair is in the normal region. Therefore, we observe that kPCET is still increasing for the Morse 
potential model system at ΔGo = −60 kcal/mol. This trend continues as the driving force increases, 
with greater contributions from even higher excited product proton vibrational states because the 




 Table 7.2 indicates that more reactant/product vibronic state pairs contribute significantly 
to the total rate constant at this driving force for the model with asymmetric double well potentials. 
The largest contribution to the total rate constant for this model is from the (0,6) pair, which 
constitutes ~35% of the total rate constant. This pair is followed by pairs (0,3) and (0,4), which 
constitute ~24% and ~19%, respectively, of the total rate constant. Smaller contributions are 
associated with the (0,1), (0,2), (0,5), and (0,7) pairs as well. For each of these pairs, however, the 
value of 
o
G  is greater in magnitude than λ. In other words, despite the participation of excited 
product proton vibrational states, those vibrational states that contribute significantly possess the 
key characteristic of the inverted region. Thus, at ΔGo = −60 kcal/mol, the asymmetric double well 
model system exhibits inverted region behavior. 
The vibronic state pair in the asymmetric double well model system corresponding to an 
activationless transition is the (0,8) pair, which is associated with a free energy barrier of only 0.01 
kcal/mol. This pair contributes negligibly to the rate constant, however, because the square of the 
proton vibrational wavefunction overlap integral, 
2
S , is prohibitively small with a value of ~10
-
8. All of the vibronic state pairs that contribute considerably to the total rate constant have values 
of 
2
S  at least three orders of magnitude greater than that of the activationless (0,8) pair. 
Specifically, the dominant pairs, (0,6), (0,3), and (0,4), have values of 
2
S  in the range of 10
-2 – 
10-5, rather than 10-8. For the model system with asymmetric double well potentials, the highly 
excited product proton vibrational states (i.e., those correpsonding to ν > 7) become inaccessible 
because of the small overlap integrals (Figure 7.6), which arise from phase cancellation between 
the ground reactant state proton vibrational wavefunction and the highly oscillatory excited state 
product proton vibrational wavefunctions. Thus, this model system exhibits inverted region 
behavior with the maximum of the inverted parabola shifted to a value slightly greater than λ due 
to contributions from excited proton vibrational states. 
The overlap integrals of the ground reactant proton vibrational state with various product proton 
vibrational states are depicted in Figure 7.6 for both model systems and for both hydrogen and 
deuterium. For the Morse potential model system (Figure 7.6A), the overlap integrals S0ν steadily 
grow as ν increases from zero to seven and subsequently decrease non-monotonically to small but 




(Figure 7.6B), although it is spread over a larger range of product vibrational quantum numbers ν 
with the maximum shifted to a larger value of ν. Qualitatively different behavior of the overlap 
integral S0ν is observed for the asymmetric double well model (Figures 7.6C and 7.6D). For this 
model, the proton vibrational wavefunction overlap integrals increase very rapidly with ν, peaking 
at ν = 1 for hydrogen and ν = 2 for deuterium. As ν further increases, S0ν decreases rapidly, 
becoming very small much more quickly than for the Morse potential model. Thus, the overlap 
integral becomes negligible for the asymmetric double well potential model at a quantum number 
ν for which the overlap is significant for the Morse potential model. As discussed further below, 
this difference is the main basis for the observation of the inverted region for the asymmetric 
double well potential model but not for the Morse potential model. Furthermore, the smaller 
overlap integrals for the lower product proton vibrational states in the Morse potential model 
provide anexplanation for the much greater KIEs for the Morse potential model systems at lower 
driving forces, where these lower proton vibrational states dominate. In general, smaller overlap 






Figure 7.6. Absolute overlap integrals between the ground reactant proton vibrational 
wavefunction and the product proton vibrational wavefunctions ν at δR = 1.20 Bohr for the 
Morse potentials (A, B) and asymmetric double well potentials (C, D) for hydrogen (A, C) and 
deuterium (B, D) transfer. 
 
In addition, the proton vibrational states in the asymmetric double well potentials are much 
more energetically dense (i.e., the energy level splittings are smaller) than are those in the Morse 
potentials (Figure 7.4). The reason for the smaller energy level splittings in the asymmetric double 
well potentials is that the excited proton vibrational states are above the barrier and thus correspond 
to a softer potential than is associated with the Morse potentials. As a result, the reaction free 
energy associated with a given (0,ν) pair is more negative for the asymmetric double well potential 
model than for the Morse potential model, leading to inverted region behavior for the former and 




The difference in the accessibility of highly excited product proton vibrational states for 
the asymmetric double well potentials compared to the Morse potentials explains why the inverted 
region behavior is observed for the former but not for the latter. Specifically, the overlap integrals 
associated with the relevant excited product proton vibrational states increase for the Morse 
potentials but become virtually zero for the asymmetric double well potentials. As a result, a 
progressively more excited product proton vibrational state becomes dominant as the driving force 
increases for the Morse potentials, preventing inverted region behavior. Because these excited 
product proton vibrational states are inaccessible for the asymmetric double well potentials due to 
the vanishing overlap integrals, the lower excited proton vibrational states continue to dominate as 




The analysis presented herein indicates that inverted region behavior can be observed for 
photoinduced PCET reactions under certain conditions. The first condition is that the overlap 
integrals corresponding to the ground reactant and the product proton vibrational states decrease 
rapidly for higher excited product proton vibrational states. As a result, the highly excited proton 
vibrational states do not contribute to the rate constant, and the mid-level excited proton vibrational 
states remain dominant. The second condition is that the energy splittings between these mid-level 
excited proton vibrational states are small enough to ensure that the associated reaction free 
energies of the dominant states are negative with magnitudes greater than the reorganization 
energy. These conditions are typically not satisfied by harmonic and Morse potentials, and 
therefore inverted region behavior is not expected to be observed for these types of potentials. In 
contrast, these conditions were found to be satisfied by the more realistic asymmetric double well 
potentials studied herein because the mid-level excited proton vibrational states are more 
delocalized with smaller energy level splittings. Moreover, these excited proton vibrational 
wavefunctions are highly oscillatory, leading to destructive interference effects in the overlap with 
the ground reactant proton vibrational wavefunction. Thus, inverted region behavior is predicted 
to be observed for systems with these types of proton potentials, which are expected to be found 




and could even become inverse as the driving force increases because the oscillatory nature of the 
highly excited vibrational wavefunctions produces overlap integrals that do not distinguish 
significantly between hydrogen and deuterium. 
These calculations provide guidance in designing systems that could exhibit inverted 
region behavior. An underlying assumption of the PCET rate constant used herein is that the 
reactant is equilibrated in terms of the proton vibrational state populations and the solvent 
configuration. Thus, vibrational cooling and solvent relaxation are assumed to be faster than the 
lifetime of the reactant state. Examples of the types of experimentally attainable processes that 
could potentially exhibit inverted region behavior are photoexcitation to a locally excited state that 
undergoes exoergic PCET to a charge transfer state, or alternatively photoexcitation to a locally 
excited state, which relaxes to a charge transfer state that then undergoes exoergic PCET back 
down to the ground state. A wide range of other experimental scenarios are also possible. 
Observation of inverted region behavior is more likely for proton transfer across a hydrogen-
bonded interface corresponding to asymmetric double well proton potential energy curves and also 
requires tuning of the reorganization energy and the optoelectronic properties of the photochemical 
system. These design principles may be helpful in the development of more effective and efficient 
energy conversion devices. 
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APPENDIX A: Derivation of Nonadiabatic Transition Probability from Density Matrices 
of Harmonic Solvent Modes 
 
To obtain an analytical nonadiabatic rate constant, either for electron transfer or PCET, 
one must be able to thermally average over the fluctuations of the solvent modes that make the 
diabatic states degenerate in energy. In the most recent and most commonly cited derivation of 
the rate constant for electrochemical PCET from this group,1 this is accomplished using Kubo’s 
cumulant expansion technique.2 In brief, this technique expands the probability flux correlation 
function for the evolution of the energy gap to linear order. The integration of this quantity over 
time can be done analytically for effective solvent modes assumed to be harmonic. This 
Appendix will present an alternative technique,3-5 for thermal averaging over the solvent modes, 
also herein assumed harmonic. 
We begin with the Fermi’s Golden rule expression for the quantum transition probability 

















    

     . (A.1) 
In this expression, μ and ν are the indices of the diabatic solute vibronic states in the initial (i) 
and final (f) mnifolds, respectively, and m and n are the indices of the solvent bath states in the 
initial and final manifolds, respectively. Thus, 
i
mE  and 
f
nE  are the energies of the μth and mth 
initial state and νth and nth final state, respectively, Zi is the total partition function of the initial 
states, and V  is the perturbative part of the Hamiltonian (coupling operator). i fW  may be 
expressed as a function of the proton donor-acceptor distance or electronic energy in an 
electrode, but these considerations will not meaningfully affect the present derivation. 
































At this point, we invoke the Condon approximation assuming that V does not depend on 
the solvent oscillator coordinates. That assumption allows for the following simplification of the 
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  (A.3) 
Returning to the full expression for i fW , the Condon approximation also allows for the 
separation of the solvent bath energies from the difference in energies of the vibronic states, 
   m n
i f
m nE EE G E       , where G E E     .  mE  and  nE  are the energies of the 
quantum states of the bath in the initial and final manifolds, respectively, defined as the sums of 
the energies 
kl
  of individual bath modes k, { } kl l
k
E   (l = m or n). The partition function of 
the initial states may also be factorized into  the vibronic and the solvent oscillator components, 
vibr solv
i i iZ Z Z . Altogether this yields 
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Now, we will focus on manipulations of the summations over m and n, the lattermost 
terms in Eq. (A.5), before returning to the transition probability. The simplification of this 
summation will be accomplished by switching from the bra-ket representation of the solvent 




l  (l = m or n) be the solvent oscillator wavefunctions in the coordinate representation, and 
assuming the equilibrium values of the oscillator coordinates in the initial and final states are 
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 . (A.6) 
Recognizing that the grouped terms pertaining to the terms summed over n are precisely the 
density matrix for the two shifted coordinates at temperature  , and then similarly grouping the 
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where 
i  and 
f  are the density matrices of the initial and final solvent oscillator states. 
 Next, we will turn our attention to evaluating the product over k in Eq. (A.5) by assuming 
the solvent modes to be harmonic and taking advantage of the analytical expressions for the 
density matrices of harmonic oscillators. That expression for an oscillator of mass m and 
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Now, we evaluate the product over all solvent modes k, starting with the double integration over 
the two spatial coordinates (this step is not for the faint of mathematical heart; symbolic algebra 
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, and perform several manipulations using 
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and add and subtract ki t  inside the exponential and regroup terms to obtain 
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This expression is equivalent to the one derived previously in this group.6-7 The integration over 
time is straightforward in the high-temperature limit, i.e. 1k  , and yields the well-known 
Marcus-Levich-Dogonadze expression for the homogeneous PCET nonadiabatic rate constant 
discussed in this dissertation. 
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