In SDN stateful data planes, switches can execute algorithms to process traffic based on local states. This approach permits to offload decisions from the controller to the switches, thus to reduce the latency to react to network events. We consider distributed network applications that process traffic at each switch based on local replicas of network-wide states. Replicating a state across multiple switches poses many challenges, because the number of state replicas and their placement affects both the data traffic and the synchronization traffic among the replicas.
I. INTRODUCTION
In recent years a major shift of paradigm has been observed in the field of SDN with the introduction of stateful data planes, which address the performance limitations of a complete centralization of the control plane in a canonical SDN architecture, as highlighted in [1] , [2] .
Indeed, stateful switches, as described in [3] , [4] , can be programmed to execute user-defined code during packet processing, operating on local state variables stored in persistent memories.
Thus stateful data planes provide an additional level of programmability with respect to canonical SDN, whose data plane is instead stateless, according to the original OpenFlow paradigm. Stateful arXiv:1912.03025v1 [cs.NI] 6 Dec 2019 3 In our work we address all the above mentioned questions and provide the following contributions:
• we propose the optimal state replication problem and formalize it as an ILP problem, that minimizes the overall (i.e., data plus synchronization) traffic;
• to cope with the limited scalability of the ILP solver, we propose an approximation algorithm, denoted as PLACEMULTIREPLICAS (PMR), able to solve large instances of the problem;
• we numerically evaluate the performance of PMR and show that it approximates very well the optimal solution, at least for small instances of the problem; furthermore, we show that adding also few replicas in a network can improve highly the performance with respect to the single-replica scenario;
• we analytically find the optimal number of replicas for unwrapped Manhattan network topologies and characterize its asymptotic behavior; we show that the formula obtained for large networks can be used also for small instances of the network.
The remainder of the paper is organized as follows. In Sec. II, we describe the state replication problem. In Sec. III, we present the ILP formalization of the optimal state replication problem.
In Sec. IV, we propose the PMR algorithm. In Sec. V we show the numerical results for the state placement problem. In Sec. VI, we present the asymptotic analysis of the optimal number of replicas in a network. In Sec. VII we discuss the related works. Finally, we draw our conclusions in Sec. VIII.
II. STATE REPLICATION IN STATEFUL SDN
Following the increasing need for highly dynamic network services and policies, programmable data planes have enabled numerous traffic processing policies to be offloaded directly into the switches. New frameworks to embed user-defined network policies to the stateful switches have been proposed [9] , [10] . In our work we will consider SNAP [9] as a reference framework, even if our proposed approach is general and relevant to any programming abstractions for stateful data planes.
SNAP introduces a one-big-switch (OBS) model as a network abstraction, according to which the whole network of switches is seen as a single "big" switch with a given set of input and output ports, corresponding to the end hosts, and an aggregate list of available resources for traffic processing. Due to the way the OBS abstraction is defined, flow routing between hosts is described on the basis of I/O port pairs. When defining a network application, the programmer is exposed to the OBS abstraction without having any knowledge of the actual underlying composition of the network. The network applications are decomposed by SNAP into an extension of forward decision diagram (xFFD) that incorporates also stateful processing elements available at the switches. The placement of the single-replica state is affecting the overall application and network performance. Indeed, xFFD alongside with the traffic matrix between the OBS ports are fed into SNAP ILP (Integer Linear Programming) optimizer which selects the switches where to place each state and the corresponding processing logic of the decomposed application. The order in which traffic traverses the switches, that store the states, plays a fundamental role as state dependencies must be preserved in order to correctly execute the xFDD of the original application. To guarantee the correct execution of an application, all the flows affecting or affected by a state must be routed across the switch holding it. Thus the routing does not generally follow the shortest path between the input and output port in the OBS and the SNAP solver jointly optimizes the placement of the states and the routing to minimize the total data traffic in the network.
The main limitation of SNAP emerges from the fact that it allows only one unique replica for each state inside the network. This considerably restrains the routing of flows and consequently precludes a wide range of optimization techniques such as load balancing and traffic engineering.
A. State replication
In order to cope up with the above mentioned limitations of SNAP, we consider a scenario in which states are replicated across the stateful switches. We address the optimal placement of the replicas of each state across the network, given the knowledge of the traffic demands and of the xFDD defining the network application.
As a toy example, consider a network-wide application that acts on a global counter (e.g., the total traffic entering/leaving the network) affected by all flows in the network. SNAP will place a single replica of the state associated to the global counter in a single switch in the topology, likely into the switch in the most "central" position (i.e., with the highest betweenness centrality) with respect to the network topology, as shown in Fig. 1a . As a consequence, all flows will be forced to be routed through the single switch storing the state and, from there, routed to their destinations. Due to the "hot-spot" routing, the set of feasible solutions for the capacitated routing problem is reduced or becomes null. Instead, replicating the global state on multiple switches will lead to a better network utilization, as shown in Fig. 1b , and to a much more larger set of feasible routing solutions, with a beneficial effect on the maximum amount traffic that can be sustained in the network and/or on the experienced delays.
The choice of an appropriate synchronization mechanism is crucial for the network performance and for the implementation complexity of the replication scheme. Notably, the CAP theorem [11] states that for a replication scheme, out of Consistency, Availability and Partition tolerance, only two properties can be picked at the same time. Considering that network failures may occur, partition tolerance cannot be left out of the design of our replication algorithm, leaving us with the following two reference models: a) Strong consistency: A replication algorithm based on strong consistency privileges consistency over availability. This translates into strong guarantees that the same value of a state will be read across all replicas, at the cost of higher delays to access and update the states.
The delay penalty is caused by the adopted protocol (e.g., Paxos [12] , Raft [13] ) requiring intensive interaction among the replicas whenever a read or write transaction is executed. Side effects of the replication protocol are the high overhead in terms of synchronization traffic and its highly complex algorithm, typically incompatible with the limited amount of hardware resources available at the switches. Furthermore, the latency due to the communication between replicas requires buffering packets at each switch while waiting for the outcome of the replication transaction. This further makes the scheme too complex to be adopted in practice in high speed networks.
b) Eventual consistency: Replication schemes based on eventual consistency prioritize the availability of the replicas over the consistency. This translates into low latencies during the execution of transactions at the cost of no guarantees on the consistency of the actual values of 6 each replica. Most of eventual consistency algorithms are based on gossip protocols [14] - [16] which incur into small overhead in terms of synchronization traffic. At the same time, due to the simplicity of the adopted communication protocols, these algorithms can be implemented in programmable switches.
Due to the implementation and performance issues highlighted for strong consistency schemes, in the following we will assume a replication scheme based on eventual consistency, according to which each replica generates a fixed amount of synchronization traffic towards all the other replicas. As shown in [8] , this scheme can be implemented in current state-of-art programmable data plane and, in practice, maintains small errors among the values of the replicas.
III. OPTIMAL STATE REPLICATION PROBLEM
Given a network graph, the objective of the state replication problem is to identify the best set of nodes (i.e., switches) where to place the replicas of each state and to compute the optimal routing. Coherently with [9] , the nodes are selected in order to minimize the overall traffic in the network and to guarantee that all flows affecting (or affected by) a given state will traverse at least one replica with this state. Differently from [9] , the traffic present in the network is composed of not just of data traffic, but also of the traffic introduced by the synchronization protocol required to keep replicas of the same state consistent.
We propose an integer linear program (ILP) formalization, as in the original SNAP model [9] .
The relevant notation is reported in Table I . Our formalization takes the following input parameters:
• Network. Let G = (V, E) be the network graph with N nodes. Let c e be the capacity of edge e ∈ E. The output of the solver is described as follows, and the relevant notation is reported in Table II :
• Placement of the replicas of each state. Let P scn be a binary variable equal to 1 iff replica c of state s is stored at node n. Note that the optimization problem might place multiple replicas on the same node, but this would correspond to a single instance of the state.
Thus, the optimal number of distinct replicasĈ s of state s across the whole network can be computed as follows 1 Finally, Table III reports the list of auxiliary variables adopted in the ILP formalization.
In the optimal state replication problem, the total traffic in the whole network is minimized:
1 Let 1 {A} be the indicator function of A, equal to 1 iff condition A is true. The first term represents the total data traffic in the network. It is obtained by summing all the traffic due to f on all the possible sequences of state replicas and on all of the edges. Instead, the second term is the synchronization traffic between replicas of the same state, summed across all states and edges in the graph. Notably, (1) corresponds to the same objective function used by SNAP framework in [9] , but without the second term since SNAP does not include any synchronization traffic.
As an alternative, the objective function could be modified to minimize the maximum congestion on a link, obtained by summing data and synchronization traffic, as follows:
min max
and could be easily integrated in the following formalization, using standard techniques.
A. Constraints in the optimization problem
We now discuss all the constraints considered in the ILP model. In some cases, we will get products of binary variables, but the corresponding constraint can be easily linearized with standard techniques.
1) Data routing constraints:
The following constraints (4)- (7) are similar to the constraints for the classic multi-commodity flow problem. However, our modification consists of assigning a commodity for each sequence h ∈ H f of state variable replicas directly at the source of the flow f , in order to model the sequence of states required by each flow.
We introduce an auxiliary variable, which is an indicator function X f h equal to 1 if sequence
h ∈ H f is assigned to flow f ∈ F.
Indeed, whenever a particular sequence h is adopted, similar to (4), the net outgoing data traffic from source f s is 1. Notably, the second term considers the special case in which the flow is re-entering (and leaving) f s in the path to reach the state and then the destination. We now force only one sequence h to be assigned to flow f . ∀f ∈ F:
h∈H f
A similar constraint is defined for flow f 's destination f d , but now the net incoming flow should be 1. ∀f ∈ F:
The sum of all the data and synchronization traffic passing an edge must not exceed its capacity.
∀e ∈ E:
Finally, the standard flow conservation condition must be satisfied at any node. ∀h ∈ H f , ∀f ∈ F:
2) Placement constraints: Each replica can only be placed at one switch. ∀s ∈ S, ∀c ≤ C s :
We now constrain the flows to be routed through the corresponding states, i.e., all flows dependent on a state must traverse the node where the replica of such state is located (except
Indeed, if a particular sequence h is adopted for f , then (9) becomes e∈E I (n) R f he ≥ P shsn and in the case the node contains a replica h s of the state s, then e∈E I (n) R f he ≥ 1, which forces at least one R f he variable to be one on the incoming edges to e. Otherwise, if the sequence h
is not adopted for f , then (9) becomes a useless bound.
We now define a variable that tracks the fact that a flow has already traversed a particular state along its path. For a flow f traversing a replica h s of state s, we define P f shse = 0 for all edges along the path before entering the node with replica h s of s, and P f shse = 1 for all edges on the path after h s . It is initialized to zero for all unused replica sequences h.
To model the fact that P f shse changes from 0 to 1 whenever the flow leaves a node where the state is stored, we set:
Indeed, only when P shsn X f h = 1 (i.e., node n has replica h s and f exploits h including it), the net flow of P f shse entering n is 0 and the corresponding one leaving n is 1.
We now impose that the data flow reaches the destination f d after having traversed all the states required in h, i.e. P f shse = 1 for one edge entering f d . ∀f ∈ F, ∀s ∈ S f , ∀h ∈ H f :
So far, the constraints (10)- (12) force the flows to pass through all the required state variables, but not necessarily in sequence. We model here the correct sequence of traversed states, if the 
3) State Synchronization: This traffic is due to the synchronization between any pair of replicas of the same state. Thanks to the routing variableR snme , we can model the traffic between any pair of nodes n and m containing replicas of the state variable s and consider its contribution in the total traffic, as in (1) and (2), and in the constraint (6) regarding the edge capacity.
In the optimization model, multiple replicas of the state variable can be hosted on the same node n; hence, to track that there is at least one replica at node n, we define the variable U sn in (15) . ∀c ∈ C s , ∀s ∈ S, ∀n ∈ V :
For the synchronization traffic from node n to node m, the routing variableR snme is treated as a commodity from node n such that U sn = 1 to node m such that U sm = 1. We constrain the routing to ensure the standard flow conservation equation at the intermediate node.
We define a new intermediate variable Y snme which is set to 1 iffR snme > 0. This is ensured using the big-M method [17] as in (16) where M is sufficiently larger thanR snme . ∀s ∈ S, ∀n ∈
To fix a large enough value for M , assumeR snme = 1, ∀e ∈ E O (n), then Y smne = 1 from (16).
In this case, for the condition M ≥R snme to be true, M must be equal to or greater than the maximum degree of G:
with
We require the egress synchronization flow from a state replica containing node to use only one outgoing edge. This can be done by exploiting Y snme as in (18) . ∀s ∈ S, ∀n ∈ V, ∀m = n ∈ V :
The following constraints (19)-(22) model the multi-commodity flow problem for the synchronization traffic. Specifically, constraints (19) and (20) are for the originating synchronization flow from the source node n and the sink flow in the destination node m containing the state replicas respectively. ∀s ∈ S, ∀n ∈ V, ∀m = n ∈ V :
Instead, constraints (21) 
B. Computational complexity
The complexity to solve an ILP model is O(2 2 kv +2 k c ) [18] , where k v is the number of variables and k c is the number of constraints. As a worst case, assume that all flows f ∈ F require to traverse all state variables s ∈ S, where each s ∈ S has C replicas. In this case, it can be shown that 
IV. APPROXIMATION ALGORITHM FOR SINGLE STATE REPLICATION
We address specifically the problem of state replication for a single state variable. To address the limited scalability of the ILP solver, we propose PLACEMULTIREPLICAS (PMR) algorithm which is computationally scalable and will be shown in Sec. V to approximate well the optimal solution obtained by the ILP solver for small problem instances.
The pseudocode of PMR is given in Algorithm 1. It takes as input the network graph G, the state variable s and the maximum number of replicas C s of s and the set of flows F requiring s.
As output, the algorithm returns: the routing variables of the data flows R f he and of the state synchronization flowsR smne and the replicas placement variables P scn . The algorithm works through 3 phases:
• Phase 1. The network graph G is partitioned into C s clusters, in order to minimize the maximum distance among the elements within a cluster. This allows to distribute the replicas across the whole network in a balanced way, exploiting the spatial diversity offered by each cluster.
• Phase 2. In each cluster, a replica is placed in the "most central" node, i.e., the one with the highest betweenness centrality, in order to minimize the data traffic for each flow.
• Phase 3. The position of each replica is perturbed at random using a local search to improve the solution with respect to one obtained in the previous two phases.
Algorithm 1 comprises all the mentioned phases. After having initialized the routing and the replica placement variables (lines 2-4), Phase 1 is executed in line 5 by calling COMPUTEPAR-TITIONS. This method solves the k-means clustering problem [19] with k = C s using Lloyd's algorithm [20] in which the node with the highest betweenness centrality is chosen as center of the partition.
As part of Phase 2 (lines 6-9), within each subgraph G c the node n with the highest betweenness centrality is assigned a state variable replica through NODEWITHHIGHESTBC.
As a reminder, betweenness centrality of a node v is proportional to the number of shortest paths crossing it. T min = T Store current best solution 15 : We evaluate the performance of PMR presented in Sec. IV. The local search in PMR runs with I = 1000 iterations. In the case of small instances of the problem, we run an ILP solver, coded using IBM CPLEX optimizer [21] , implementing the optimization model in Sec. III. We compute the approximation ratio, i.e., the ratio between the total traffic obtained by PMR and the optimal traffic obtained by the ILP solver. We consider two standard topologies for the network graph:
• Watts-Strogatz [22] adds a few long-range links to regular graph topologies to reduce the distances between pairs of nodes and emulate a small-world model. It is generated by taking a ring of N nodes, where each node is connected to k nearest neighbors. In each node, the edge connected to its nearest clockwise neighbor is disconnected with probability p and connected to another node chosen uniformly at random over the entire ring. Thus, the final topology maintains the original average degree k while being connected. In the following, we will use p = 0.1 and k = 8.
We utilize random traffic matrices with the number of flows equal to the number of nodes in the graph (|F| = N ) and with unity demands (λ f = 1). The source-destination pairs for the flows were generated according to two models. In the case of uniform traffic, all the source nodes were associated to a random permutation of nodes as destination; thus each node is source and destination of exactly one flow. In the case of clustered uniform traffic, we partitioned the nodes of the graph in half and generated a random permutation between the nodes of the same partition; thus all the flow are local within the same partition. All the results were obtained with 1000 different runs to get very small 95% confidence intervals (in all cases within 4.2% accuracy).
A. Synchronization traffic and optimal number of replicas
In Fig. 2 we evaluate the effect of varying the number of replicas for state s and of the synchronization rateλ s , through the optimal ILP solver. We consider a 4 × 4 Manhattan graph and set C s = 7. As expected, when increasing the traffic required to synchronize the replicas (λ s ), the optimal number of replicas reduces, since the higher costs of synchronization compensates the beneficial effect of multiple replicas on the data traffic. Instead the synchronization traffic is almost constant, since, for smaller number of replicas, their relative distances grows, to "cover" a larger area of the network. As a term of comparison, we report the total traffic for one single replica allowed in the network. Strogatz graphs, respectively. The approximation ratio in all cases is always ≤ 1.15, thus PMR approximates well the ILP solution. For larger graphs, we could not provide the results as the ILP solver is not computationally feasible.
C. Number of replicas in large topologies
For large topologies, we run just the PMR algorithm. Figs. 6-7 show the total traffic, normalized by the number of flows, for Manhattan and Watts-Strogatz graphs, under clustered uniform traffic.
We setλ s = 0.5. For comparison, we also report the result of the traffic obtained by routing each flow from its source to its destination along the shortest path, obliviously of the placement of the state replicas; this provides a lower bound on the total traffic in the network obtained for the optimal solution of the ILP problem (which cannot be computed in this case).
As expected, the highest amount of traffic is given by the single-replica case, because of the longer path to reach the state location targeted by all the flows. Now adding one replica provides a beneficial effect, since the spatial diversity of 2 replicas can be exploited to route the flows and minimize the total traffic. The gain is generally around 30% for Manhattan graph and grows up to 20% in Watts-Strogatz graph. If increasing again the number of replicas from 2 to 3, then the gain is very limited (around 5%), since the higher spatial diversity is compensated by a higher synchronization traffic. Thus, in general we can expect that allowing few replicas has a strong beneficial effects on the overall traffic with respect to the single-replica scenario.
VI. ASYMPTOTIC ANALYSIS FOR NUMBER OF REPLICAS
We now present an asymptotic analysis, i.e., for very large network graphs, to estimate the optimal number of replicas. We will consider specifically an unwrapped Manhattan topology since amenable to analytical modeling. Furthermore, for simplicity we assume a single state. 
A. Methodology
We consider a unit square as shown in Fig. 8 , representing the boundary of an unwrapped Manhattan topology containing N nodes, with N → ∞. Thus, any position within the unit square is associated to a network node, and any line within the unit square represents a routing path across a sequence of nodes in the original topology.
We now assume that the number of replicas C is a perfect square, i.e. . . , C} is an index identifying the square, as shown in Fig. 8 . Here, P ctr c denotes the location of the c-th state replica in the network. We now evaluate the optimal number of replicas that minimizes the total traffic in the topology.
The total traffic is composed of the data traffic and the synchronization traffic, coherently with the cost function in (1) . Consider now a given flow f ∈ F. We assume that the traffic demand λ f is routed in a straight line between two points in the square, since its approximates well the step-wise stair-like routing in the original Manhattan topology, for N → ∞. The total traffic generated by the flow is λ f h where h is the corresponding distance of the routing path in terms of hops in the Manhattan topology. The following bound can be easily shown, relating the distance d between two points in the unit square and the corresponding routing distance in terms of hops:
Now recall that a flow from a source node P src to a destination node P dst must traverse at least one replica P ctr c , as shown in Fig. 8 , in order to affect (or being affected by) the state replica.
We start by evaluating the overall data traffic. We assume uniform traffic between any pair of nodes in the original topology, with a total number of flows equal to |F| = N and all flows with rate λ f , coherently with Sec. V. Based on (23), we can define the average routing distance
where β is a constant value less than √ 2. Thus, the overall data traffic generated in the network can be computed as the total generated data traffic λ f N times the average distanceĥ:
whered data is the average total distance between two randomly generated points in the unit graph passing through the closest replica.
To evaluated data , we utilize a Monte Carlo method. We generate pairs of points with uniform random coordinates in the unit square, which are P src and P dst for source and destination nodes respectively, as in Fig. 8 . Assume now the following case holds: the distance between P src and its closest replica P ctr c is smaller than between P dst and its closest replica. Now the total distance between P src and P dst is computed by summing two terms: the distance from P src to the closest replica P ctr c , and the one from such replica P ctr c to P dst . If the considered case does not hold, the result is identical for symmetry. Fig. 9 shows the average total distanced data obtained by randomly generating 10 7 pairs of nodes. When the number of replicas is large,d data asymptotically approaches 0.5412 coherently with well-known theoretical results [23] . We now evaluate the overall synchronization traffic between the replicas, by knowing the predefined positions of the replicas in the unit square. The average distance between any two replicaŝ d sync asymptotically approaches 0.5221 as shown in Fig. 9 . Thanks to (23) , the synchronization traffic between the C replicas can be computed as follows:
where the last term considers the pair-wise synchronization between replicas. Note that T sync is independent from the data traffic.
Combining (25) and (26), we can finally claim:
Property 1: The total traffic for an unwrapped Manhattan topology of size N is given by:
where β < √ 2, and bothd data andd sync depend on C as shown in Fig. 9 .
B. Optimal number of replicas and its approximation
We now evaluate numerically (27) and, through a dichotomic search, we find the optimal number of replicas that minimizes T T OT . Fig. 10 shows the optimal number of replicas for different values of N andλ s /λ f . Note that for higher values of N , more replicas are required to cover the network. For higher values ofλ s /λ f , the number of replicas decreases because of the higher cost in terms of synchronization traffic. The curves in Fig. 10 can be fit by a function in the following form:
with x, y, z the fitting parameters. Using standard least-square fitting procedure, we numerically evaluated the best fitting parameters and obtained the following claim:
Property 2: The optimal number of replicas C opt in an unwrapped Manhattan topology of size N can be approximated as follows
which implies thatC opt grows as θ(N 2/5 ). Fig. 11 shows the optimal number of replicasC opt obtained according to (29). As expected, ifλ s is small, then the number of replicas is large and for small networks correspond almost to one replica per node. For large values of synchronization traffic (λ s = λ f ), the number of replicas is kept at the minimum, and 8 replicas are enough for networks with N = 1024 switches. We now evaluate the error introduced by Property 2. We evaluated (i) C opt by solving the optimization problem described in Sec. III, (ii)C opt by computing (29), and (iii) the optimal number of replicas C P M C obtained by running PMR. We considered the same uniform traffic pattern described in Sec. V for the unwrapped Manhattan topology. All the results were obtained with 1000 different runs. Fig. 12 shows the maximum error betweenC opt and C opt for N that varies between 9 and 36. In all cases, the maximum error is bounded by one, i.e.,C opt overestimates by at most one the optimal number of replicas. This result shows that the formula in (29) is also a good approximation for small Manhattan networks.
Due to scalability restraints we could not run the optimal solver to evaluate the error for larger networks. For this reason we had to refer to the optimal number of replicas obtained by PMR. Fig. 13 shows the error betweenC opt and C P M C for N varying between 9 and 121. Also in this case, the maximum error is bounded by one. Thus, the expression in (29) appears to be a reliable approximation even for larger unwrapped Manhattan topologies.
VII. RELATED WORKS
The Virtual Network Embedding (VNE) problem finds the optimal placement of chains of VNFs while providing various optimization metrics. VNE can be closely mapped to the problem mentioned in this paper, if we consider network functions to be states and chains to be dependency graphs as computed by SNAP. There exist multiple ILP formulations and heuristics for VNE (an extensive survey is available in [24] ), some of which are similar to the one proposed in our work. However, to our best knowledge, none of them consider the possibility of having replicated virtual functions. As mentioned before, SNAP [9] solves the problem of how to optimally place the states across the network switches, taking also into account the dependency between states and the traffic flows. However, by design, SNAP is limited to just one replica of each state within the network. Our work extends SNAP by enabling multiple replicas of the same state.
There exist multiple other network programming abstractions [25] - [27] . However, most of them limit themselves to keeping the states at the controller with little existing work exploiting stateful data planes to store states. Instead, NetKAT [10] focuses on stateful data planes and provides a native support for replicated states, but, by design, the replicas are placed at the edges (i.e., entry and exit switches) of the network for all in-transit flows. Thus, the placement is not optimized based on the traffic matrix and our methodology could be directly applied to
NetKAT. Moreover, in [10] the synchronization traffic is carried in piggybacking over the data traffic. Thus, not only the synchronization but also the data traffic is required to traverse all state replicas. Our proposal instead decouples data traffic and synchronization traffic, thus leading to more flexibility for the routing.
Swing State [28] introduces a mechanism for state migrations entirely in the data plane but, similarly to SNAP, assumes only a single replica of a state which can be migrated across the network on demand.
VIII. CONCLUSIONS
We consider stateful data planes in which states can be replicated across multiple switches.
We propose an ILP formalization of the optimal placement problem that identify the optimal placement for the state replicas and the optimal routing for the data and synchronization traffic.
In order to cope with the limited scalability of the ILP solver, we propose PMR algorithm and we show that it approximates well the optimal solution. We also numerically show the beneficial effect of state replication on reducing the overall traffic in the network. Finally, we provide an asymptotic analysis to compute the optimal number of state replicas in unwrapped Manhattan topology and show its applicability also to small graphs. Our results advocate the adoption of replicated states when the network application is distributed and the states are "global" across multiple switches. Notably, our work is complementary to the works showing the feasibility of implementing replicated states in state-of-art programmable data planes.
