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THE SPECTRAL SHIFT FUNCTION AND LEVINSON’S THEOREM
FOR QUANTUM STAR GRAPHS
SEMRA DEMIREL
Abstract. We consider the Schro¨dinger operator on a star shaped graph with n edges
joined at a single vertex. We derive an expression for the trace of the difference of the
perturbed and unperturbed resolvent in terms of a Wronskian. This leads to representa-
tions for the perturbation determinant and the spectral shift function, and to an analog of
Levinson’s formula.
1. Introduction and main results
1.1. Introduction. This article focuses on the study of the spectral shift function and a
Levinson theorem for Schro¨dinger operators on star shaped graphs. Quantum mechanics
on graphs has a long history in physics and physical chemistry [21, 22], but recent progress
in experimental solid state physics has renewed attention on them as idealized models for
thin domains. A large literature on the subject has arisen and we refer, for instance, to the
bibliography given in [3, 11].
A star graph is a metric graph Γ with a single vertex in which a finite number n ≥ 2 of
edges ej are joined. We assume throughout that all edges ej are infinite and we identify
ej = [0,∞). We assume that the potential V is a real-valued function on Γ satisfying∫
ej
|Vj(xj)| dxj <∞ for all 1 ≤ j ≤ n, (1.1)
where we denoted the restriction of V to the edge ej by Vj(xj) = V (x)|ej . Under this
condition, we can define the Schro¨dinger operator
Hψ := −ψ′′ + V ψ (1.2)
with continuity and Kirchhoff vertex conditions
ψ1(0) = . . . = ψn(0) =: ψ(0),
n∑
j=1
ψ′j(0) = 0, (1.3)
as a self-adjoint operator in the Hilbert space L2(Γ) = ⊕nj=1L2(ej). In (1.3) we denoted
by ψj the restriction of ψ to the edge ej . More precisely, we define the operator H via the
closed quadratic form
h[φ] :=
∫
Γ
|φ′(x)|2 dx+
∫
Γ
V (x)|φ(x)|2 dx ,
with form domain d(h) = H1(Γ) consisting of all continuous functions φ on Γ such that
φj ∈ H1(ej) for every j. If V is sufficiently regular in a neighborhood of the vertex, then
functions φ in the operator domain of H satisfy the Kirchhoff vertex condition in (1.3);
otherwise this condition has to be interpreted in a generalized sense.
1
2 SEMRA DEMIREL
Our two main results are formulas for the spectral shift function and the perturbation
determinant of H with respect to the unperturbed operator H0 (which is defined similarly
as H, but with V ≡ 0) and an analog of Levinson’s theorem. Special attention will be paid
to the existence or absence of zero energy resonances.
There are several motivations for this study. The first one is the scattering theory of
quantum graphs. While star graphs are certainly very special graphs, it is generally believed
that they are a correct model example for a scattering process in the presence of a vertex.
The direct and indirect scattering theory on star graphs has been studied in great detail
in [12] and [15]. Our results complement theirs and, in contrast to them, we advertise
a more operator theoretic approach including, for instance, Fredholm determinants, trace
class estimates and Kreˇın’s resolvent formula.
A second motivation is a line of thought that goes back at least to Jost and Pais [17]; see
also [23], [13] and [20]. In these works, a perturbation determinant, which is a Fredholm
determinant in an infinite dimensional space, is shown to be equal to a much simpler de-
terminant, typically in a finite dimensional space, such as a Wronski determinant. While
such formulas appear in different set-ups, there seems to be no general method of knowing
in advance the form of the ‘simpler determinant’. One of the achievements of this paper is
to derive a new formula of this kind for a star graph.
A third motivation comes from the general interest in zero energy resonances because of
their key role in several diverse problems of mathematical physics; for instance, the Efimov
effect in many-body quantum mechanics [9], the time decay of wave functions [16] and
the convergence of ‘thick quantum graphs’ [14], to name just a few. We also refer to the
survey [4,5]. In particular, we hope that our results will allow us to remove the non-resonance
assumption in the recent dispersive estimates on star graphs [19]; see also [24] for similar
bounds in the whole line case.
Finally, we note that the derivation of a Levinson theorem for a graph with a finite number
of unbounded edges was mentioned as an open problem in [7] (who considered the discrete
case). While the compact part of the graph still has to be better understood, our analysis
explains how to deal with several unbounded edges and will be useful, we believe, in further
developments in this direction.
1.2. Main results. To state our main result, namely a trace formula for the operator
(1.2) with vertex condition (1.3), we need some notations. By HD,j we denote the half-
line Schro¨dinger operator with potential Vj = V |ej and Dirichlet boundary condition at the
origin. The self-adjoint operator
HD,j = − d
2
dx2j
+ Vj
on L2(ej) is associated with the quadratic form
hD,j [φj ] :=
∫
ej
|φ′j(xj)|2 dxj +
∫
ej
Vj(xj)|φj(xj)|2 dxj , φj ∈ H0,1(ej),
where the form domain is given by d(hD,j) = H
0,1(ej) = {φj ∈ H1(ej) : φj(0) = 0}. If the
condition (1.1) is satisfied, then the equation
−u′′ + V u = zu, z = ζ2
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has two particular solutions, the regular solution ϕj and the Jost solution θj. The first one
is characterized by the conditions
ϕj(0, ζ) = 0, ϕ
′
j(0, ζ) = 1
and the latter one by the asymptotics θj(x, ζ) = e
ixζ(1 + o(1)) as |ζ| → ∞. Both solutions
are unique, see for instance [26]. The Jost function wj(ζ) is defined as the Wronskian of the
regular solution and the Jost solution and turns out to be wj(ζ) = θj(0, ζ).
0
...•
Figure 1. star graph Γ
Our first main result is
Theorem 1.1. Let Γ be a star shaped graph and assume that (1.1) is satisfied for 1 ≤ j ≤ n.
Then, for the Schro¨dinger operator (1.2) on L2(Γ) with Kirchhoff vertex condition (1.3), the
following trace formula holds,
Tr
(
(H0 − ζ2)−1 − (H − ζ2)−1
)
=
1
2ζ
d
dζ
ln

K(ζ)
ζ
n∏
j=1
wj(ζ)

 , Im ζ > 0, (1.4)
where K(ζ) =
∑n
j=1 θ
′
j(0, ζ)/θj(0, ζ) and wj(ζ) = θj(0, ζ).
Remark 1.2. We note that identity (1.4) is equivalent to the identity
Tr
(
(H0 − ζ2)−1 − (H − ζ2)−1
)
=
1
2ζ

 n∑
j=1
d
dζwj(ζ)
wj(ζ)
+
d
dζK(ζ)
K(ζ)
− 1
ζ

 ,
which should be compared with the classical result [6, 17], see also [23,26],
Tr
(
(HD,j,0 − ζ2)−1 − (HD,j − ζ2)−1
)
=
d
dζwj(ζ)
2ζwj(ζ)
. (1.5)
From equation (1.4), we conclude in Section 3 an explicit expression for the perturbation
determinant D(z) and the spectral shift function ξ(λ;H,H0). We recall that the spectral
shift function can be characterized by the formula
Tr (f(H)− f(H0)) =
∫ ∞
−∞
ξ(λ;H,H0)f
′(λ) dλ,
for any f ∈ C∞0 (R) (together with the condition ξ(λ;H,H0) = 0 for λ < inf σ(H)). An ex-
tension of this formula for a broader class of functions, as well as several equivalent definitions
are discussed in Section 3.
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In Section 4 we study the low-energy asymptotics of D(z) as |z| → 0. This allows us to
prove an analog of Levinson’s formula for the star graph. We say that the operator H on
L2(Γ), given in (1.2), has a resonance at ζ = 0 if the equation −u′′ + V u = 0 has a non-
trivial bounded solution satisfying the continuity and Kirchhoff conditions. By definition,
the multiplicity of the resonance is the dimension of the corresponding solution space.
Theorem 1.3. Assume that∫
ej
(1 + x)|Vj(x)| dx <∞ for all 1 ≤ j ≤ n, (1.6)
is satisfied and, if ζ = 0 is a resonance of multiplicity one, assume that∫
ej
(1 + x2)|Vj(x)| dx <∞ for all 1 ≤ j ≤ n. (1.7)
Then,
lim
λ→0+
ξ(λ) = −
(
N +
m− 1
2
)
, (1.8)
where N is the number of negative eigenvalues of H and where m ≥ 1 is the multiplicity if
ζ = 0 is a resonance and m = 0 if ζ = 0 is not a resonance.
Remark 1.4. We know from Bargmann’s bound that N < ∞ if (1.6) is satisfied, [2]. We
also know that limλ→0− ξ(λ) = −N , which is an easy consequence of the definition of the
spectral shift function.
2. A Trace formula for Star Graphs
In this section, our goal is to prove a trace formula for star graphs. More precisely, we will
find an expression for Tr(R(z)−R0(z)) in terms of the Jost solutions θj on the edges ej . Here
and in the following we write R(z) = (H−z)−1 and R0(z) = (H0−z)−1 for the perturbed and
unperturbed resolvent, respectively. When deriving an expression for the resolvent R(z), we
will make use of Kreˇın’s formula for which we refer to [1] and, in particular, to an article by
Exner [10] where this formula was used in a similar context. Thereby, we need to decouple
the operator H which we achieve by imposing Dirichlet vertex conditions on each edge ej,
i.e., ψj(0) = 0 for all 1 ≤ j ≤ n. Then the operator (1.2) is decoupled and the half-lines are
disconnected. We denote the decoupled operator by
H∞ =
n⊕
j=1
HD,j
and its resolvent by R∞(z) = (H∞ − z)−1. In what follows, we will skip for simplicity the
indices at the coordinates and use the notation ψj(x) := ψj(xj), 1 ≤ j ≤ n, for a function
defined on the edge ej of Γ.
Proof of Theorem 1.1. It is a well-known fact, see e.g. [26], that under assumption (1.1) for
all z = ζ2 such that Im z 6= 0 and wj(ζ) 6= 0, the resolvent RD,j(z) = (HD,j − z)−1 is an
integral operator with kernel
RD,j(x, y; z) :=
ϕj(x, ζ)θj(y, ζ)
wj(ζ)
, x ≤ y, ζ = z1/2,
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and RD,j(x, y; z) = RD,j(y, x; z). Hence, the resolvent R∞(z) is a matrix integral operator
with the kernel
R∞j,ℓ(x, y; z) := δj,ℓRD,j(x, y, z), 1 ≤ j, ℓ ≤ n.
Having the resolvent kernel R∞j,ℓ of the decoupled operator H∞, we can use Kreˇın’s formula
[1] to determine the kernel of the resolvent R(z). Let ρ(H) be the resolvent set of the operator
H and ρ(H0) the resolvent set of H0. The formula states that for any ζ, such that Im ζ ≥ 0
and z = ζ2 ∈ ρ(H∞) ∩ ρ(H), the resolvent R(z) is a matrix integral operator with kernel
Rj,ℓ(x, y; z) = R
∞
j,ℓ(x, y; z) + λjℓθj(x, ζ)θℓ(y, ζ). In order to determine the coefficients λjℓ
we proceed as follows. For any f = (f1(x), . . . , fn(x))
T ∈ L2(Γ), the function ψ(x) :=∫
R(x, y; z)f(y) dy has to satisfy the equation Hψ = ζ2ψ + f and the Kirchhoff vertex
condition. This leads to a system of n linear equations for the coefficients λjℓ. It turns
out that λjℓ = (−K(ζ)θj(0, ζ)θℓ(0, ζ))−1, with K(ζ) =
∑n
j=1 θ
′
j(0, ζ)/θj(0, ζ), see also [10].
Thus,
Rj,ℓ(x, y; z) := R
∞
j,ℓ(x, y; z) −
θj(x, ζ)θℓ(y, ζ)
K(ζ)θj(0, ζ)θℓ(0, ζ)
. (2.1)
This representation allows us to compute Tr(R(z) − R0(z)). First, we note that the op-
erator R(z) − R0(z) is a trace class operator. This can be seen as follows. As the quo-
tient in (2.1) is a perturbation of finite rank, we only have to show that the difference
R∞(z) − R(0)∞ (z) is trace class. Here R(0)∞ (z) is the resolvent of the unperturbed decoupled
operator H
(0)
∞ =
⊕n
j=1
(−d2/dx2) on ⊕nj=1 L2(ej). Similarly, we denote by R(0)D,j(z) the
resolvent of the unperturbed operator H
(0)
D,j = −d2/dx2 on L2(ej). Under condition (1.1)
the operator
√|Vj |(R(0)D,j(z))α is Hilbert-Schmidt for all α > 1/4 and all 1 ≤ j ≤ n, as
can be easily checked (see e.g. [26], Lemma 4.5.1). Hence, the Birman-Schwinger operator√|Vj|R(0)D,j(z)√Vj , with √Vj := sgn(Vj)√|Vj |, is trace class and has for z ∈ ρ(HD,j) no
eigenvalue −1. Thus, the following resolvent identity for the half-line Schro¨dinger operator
holds,
RD,j(z)−R(0)D,j(z) = −R(0)D,j(z)
√
Vj
(
1+
√
|Vj |R(0)D,j(z)
√
Vj
)−1√
|Vj |R(0)D,j(z).
It follows from this resolvent identity that R∞(z)−R(0)∞ (z) is a trace class operator. In view
of (2.1) it follows that also R(z)−R0(z) is a trace class operator and
Tr(R(z) −R0(z)) =
n∑
j=1
∫
ej
(
RD,j(x, x, z) −R(0)D,j(x, x, z)
)
dx (2.2)
+
n∑
j=1
∫
ej
(
− θ
2
j (x, ζ)
θ2j (0, ζ)K(ζ)
+
e2ixζ
niζ
)
dx.
The computation of the first integral on the right-hand side is the classical Jost-Pais result
[17] recalled in Remark 1.2,∫
ej
(
RD,j(x, x, z) −R(0)D,j(x, x, z)
)
dx = − w˙j(ζ)
2ζwj(ζ)
. (2.3)
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Here the derivative with respect to ζ is denoted by a dot, ”· = d/dζ”. To compute the
second integral, we use the following equation which is true for any two arbitrary solutions
of the equation HD,jψj = ζ
2ψj , namely
2ζuj(x, ζ)vj(x, ζ) = (u
′
j(x, ζ)v˙j(x, ζ)− uj(x, ζ)v˙′j(x, ζ))′.
Applying this identity to uj = vj = θj , we get
∫
R+
θ2j (x, ζ)
K(ζ)θ2j (0, ζ)
dx =
[
θ′j(x, ζ)θ˙j(x, ζ)− θj(x, ζ)θ˙′j(x, ζ)
]∞
0
2ζK(ζ)θ2j (0, ζ)
.
First, we consider the case of compactly supported potential Vj . Then, for large x the Jost
solution for the half-line Schro¨dinger operator HD,j is given by θj(x, ζ) = e
iζx and we have
θ′j(x, ζ) = iζe
iζx, θ˙j(x, ζ) = ixe
iζx, θ˙′j(x, ζ) = (i− xζ)eiζx.
Therefore, for large x,
θ′j(x, ζ)θ˙j(x, ζ)− θj(x, ζ)θ˙′j(x, ζ) = ie2iζx.
Note that the function e2iζx vanishes for x→∞, as Im ζ > 0. We therefore get
n∑
j=1
∫
R+
− θ
2
j (y, ζ)
θ2j (0, ζ)K(ζ)
dy =
n∑
j=1
θ′j(0, ζ)θ˙j(0, ζ) − θj(0, ζ)θ˙′j(0, ζ)
2ζK(ζ)θ2j (0, ζ)
= −
d
dζK(ζ)
2ζK(ζ)
. (2.4)
By density arguments (see [Prop. 4.5.3, [26]]), based on the fact that
√|V |(HD,0+1)−1/2 is a
Hilbert-Schmidt operator under condition (1.1), the result can be extended to all potentials
Vj satisfying (1.1). Similarly, we consider the case V = 0 and obtain
n∑
j=1
∫
R+
e2iyζ
niζ
dy =
1
2ζ2
. (2.5)
Combining (2.3), (2.4) and (2.5) with (2.2), we finally arrive at
Tr(R(z) −R0(z)) = 1
2ζ

−K˙(ζ)
K(ζ)
+
1
ζ
−
n∑
j=1
w˙j(ζ)
wj(ζ)

 (2.6)
=
1
2ζ

− d
dζ
(lnK(ζ)) +
d
dζ
(ln ζ)−
n∑
j=1
d
dζ
(lnwj(ζ))


= − 1
2ζ

 d
dζ
ln

ζ−1K(ζ) n∏
j=1
wj(ζ)



 .
This is the claimed formula. 
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3. The perturbation determinant and the spectral shift function
Identity (1.4) implies an explicit expression for the perturbation determinant
D(z) := det(1+
√
V R0(z)
√
|V |), z ∈ ρ(H0),
where
√
V = (sgnV )
√
|V |. Strictly speaking this is the modified perturbation determinant,
nevertheless we shall refer to it simply as the perturbation determinant in what follows.
Note that under the assumption (1.1) the perturbation determinant D(z) is well-defined
since the operator
√
|V |(H0 − z)−1/2 is Hilbert-Schmidt and therefore
√
V R0(z)
√
|V | is
trace class. This follows as above from the fact that
√|Vj |(R(0)D,j(z))1/2 is Hilbert-Schmidt
for all 1 ≤ j ≤ n together with (2.1) for V ≡ 0 as the corresponding second term on the
right-hand side of (2.1) is of finite rank.
Furthermore, a simple computation shows, see also (0.9.36) [25], that the perturbation
determinant is related to the trace of the resolvent difference by
D−1(z)D′(z) = Tr(R0(z)−R(z)), z ∈ ρ(H0) ∩ ρ(H). (3.1)
Hence, in view of Theorem 1.1 we conclude that
D−1(z)D′(z) =
d
dz
(
z−1/2K(z1/2)
∏
j wj(z
1/2)
)
z−1/2K(z1/2)
∏
j wj(z
1/2)
,
here we choose the square root of z such that Im z1/2 > 0. From which it follows that
D(z) = Cz−1/2K(z1/2)
∏n
j=1wj(z
1/2), for some C ∈ C. The coefficient C is fixed by the
asymptotics of a perturbation determinant, namely
lim
| Im z|→∞
D(z) = 1. (3.2)
This asymptotics is true if the operator |V |1/2(H0 − z)−1/2 is Hilbert-Schmidt, see e.g.
(0.9.37, [25]). As |ζ| → ∞, we have [8, 26]
wj(ζ) = θj(0, ζ) = 1 +O(|ζ|−1) and K(ζ) = niζ +O(1). (3.3)
This implies that C = 1/in. Thus, we have proved
Corollary 3.1. Assume that (1.1) is satisfied. Then, for z ∈ ρ(H), the perturbation deter-
minant of H with respect to H0 is given by
D(z) =
K(z1/2)
inz1/2
n∏
j=1
wj(z
1/2), (3.4)
where Im z1/2 > 0.
Our next goal is to determine an explicit expression for the spectral shift function ξ(λ;H,H0)
for the pair of operators H,H0 in L2(Γ). If (1.1) is satisfied, then by the argumentation
above the resolvent difference R(z) − R0(z) is trace class for all z ∈ ρ(H). In this case it
is known from general theory that for all −c < inf σ(H) there exists a real-valued function
ξc(λ) for the pair of operators R(−c), R0(−c) such that the relation
Tr (f(R(−c))− f(R0(−c))) =
∫ ∞
−∞
ξc(λ)f
′(λ) dλ (3.5)
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is true for all functions f ∈ C∞0 (R). This formula goes back to Lifshits [18].
The spectral shift function for the pair H,H0 is defined by the relation
ξ(λ;H,H0) := −ξc((λ+ c)−1, R(−c), R0(−c)) (3.6)
for λ > −c and ξ(λ;H,H0) := 0 for λ ≤ −c. It can be shown that this definition is
independent of the choice of c. By a change of variables the formula (3.5) for the pair R,R0
can then be transformed into a formula for the pair H,H0 and yields
Tr (f(H)− f(H0)) =
∫ ∞
−∞
ξ(λ;H,H0)f
′(λ) dλ, (3.7)
for all functions f ∈ C∞0 (R).
The next theorem among other things extends the class of admissible functions f in this
trace formula.
Theorem 3.2. Let H be the Schro¨dinger operator in L2(Γ) given in (1.2) with the Kirchhoff
vertex condition and H0 = −d2/dx2 the corresponding unperturbed operator. Assume that
condition (1.1) is satisfied. Then, the spectral shift function for the pair of operators H,H0
is given by
ξ(λ;H,H0) = π
−1 lim
ε→0+
argD(λ+ iε),
where argD(z) = Im lnD(z) is defined via lnD(z)→ 0 as dist(z, σ(H0))→∞.
Moreover,
lnD(z) =
∫ ∞
−∞
ξ(λ;H,H0)(λ− z)−1 dλ, z ∈ ρ(H0) ∩ ρ(H), (3.8)
and (3.7) holds provided f has two locally bounded derivatives and for any ε > 0, m > −1/2
as λ→∞,
f ′(λ) = O(λ−m−1−ε), f ′′(λ−2m−2). (3.9)
Finally for m > −1/2, ∫ ∞
−∞
|ξ(λ;H,H0)|(1 + |λ|)−m−1 dλ <∞.
In the proof of Theorem 3.2 we make use of some results from abstract scattering theory
which we collect for the reader’s convenience in the following proposition. These results can
be found e.g. in [Chapter 0.9, [26]].
Proposition 3.3. Let h and h0 be lower semi-bounded operators on a Hilbert space and
v = h − h0. Assume that the operator
√
|v| (r0(−c))1/2 is Hilbert-Schmidt for some c <
inf(σ(h)∪σ(h0)), where r0(−c) = (h0+ c)−1 and r(−c) = (h+ c)−1. Moreover, assume that∫ ∞
c
‖r(−t)− r0(−t)‖1t−m dt <∞ (3.10)
for some m ∈ (−1, 0). Let the spectral shift function ξ(λ;h, h0) be defined as above and the
(modified) perturbation determinant by
d(z) = det(1+ sgn v
√
|v|r0(z)
√
|v|), z ∈ ρ(h0).
Then, d(z)→ 1 as dist(z, σ(h0))→∞ and
ξ(λ;h, h0) = π
−1 lim
ε→0+
arg d(λ+ iε), (3.11)
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where arg d(z) = Im ln d(z) is defined via ln d(z)→ 0 as dist(z, σ(h0))→∞. Moreover,
ln d(z) =
∫ ∞
−∞
ξ(λ;h, h0)(λ− z)−1 dλ, z ∈ ρ(h0) ∩ ρ(h), (3.12)
and
Tr(f(h)− f(h0)) =
∫ ∞
−∞
ξ(λ;h, h0)f
′(λ) dλ (3.13)
provided f is as in (3.9). Finally,∫ ∞
−∞
|ξ(λ;h, h0)|(1 + |λ|)−m−1 dλ <∞.
In what follows, we prove that for the case of star graphs Γ the condition (3.10) is satisfied
for all m > −1/2. Then, by Proposition 3.3 the assertions of Theorem 3.2 will follow. We
need to compute the trace norm of a rank two operator.
Lemma 3.4. LetH be a Hilbert space and f, g ∈ H. Further, assume that R = (·, f)f−(·, g)g
is an operator of rank two on H. Then, the trace norm of R is given by
‖R‖1 =
(
(‖f‖2 + ‖g‖2)2 − 4|(f, g)|2)1/2 . (3.14)
Proof. We may assume that f 6= 0, for otherwise formula (3.14) is obvious. We construct an
orthonormal bases on Ran(R) by applying the Gram Schmidt process,
B = {f/‖f‖, (g − (f, g)f/‖f‖2) / (‖g‖2 − |(f, g)|2/‖f‖2)−1/2}.
The operator R is described by a 2× 2 matrix M = (m)kℓ, where
m11 = ‖f‖2 − |(f, g)|2/‖f‖2, m22 = −‖g‖2 + |(f, g)|2/‖f‖2,
m12 = m21 = − ((f, g)/‖f‖)
(‖g‖2 − |(f, g)|2/‖f‖2)1/2 .
The singular values of M turn out to be
s1 =
1
2
(‖f‖2 − ‖g‖2 + ω), s2 = 1
2
(ω − ‖f‖2 + ‖g‖2),
where ω :=
(
(‖f‖2 + ‖g‖2)2 − 4|(f, g)|2)1/2 . Hence, ‖R‖1 = s1 + s2 = ω. This proves
(3.14). 
Lemma 3.5. Let H be the Schro¨dinger operator in L2(Γ) given in (1.2) with the Kirchhoff
vertex condition and H0 = −d2/dx2 the corresponding unperturbed operator. Assume that
condition (1.1) is satisfied. Then, the resolvents R(z) and R0(z) satisfy for all ε > 0 and
for t big enough,
‖R(−t)−R0(−t)‖1 ≤ Cεt−3/2+ε.
Proof. By adding zero we estimate the trace norm by
‖R(−t)−R0(−t)‖1 ≤ ‖R‖1 + ‖R∞(−t)−R(0)∞ (−t)‖1, (3.15)
where R := R(−t) − R∞(−t) + R(0)∞ (−t) − R0(−t) is an operator of rank two. The second
norm in the right-hand side of (3.15) can be estimated by ‖R∞(−t)−R(0)∞ (−t)‖1 ≤ ct−3/2+ε,
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see [26], Lemma 4.5.6. Thus it remains to bound the norm of the rank two operator R.
From Kreˇın’s formula (2.1) we have
(R0(xk, xℓ,−t)−R(0)∞ (xk, xℓ,−t))kℓ = fk(xk)fℓ(xℓ), fk(xk) =
e−
√
txk
√
nt1/4
,
and hence,
R0(−t)−R(0)∞ (−t) = (·, f)f, f = (f1, . . . , fn)T .
Further,
(R(xk, xℓ,−t)−R∞(xk, xℓ,−t))kℓ = gk(xk)gℓ(xℓ), gk(xk) = θk(xk, i
√
t)√
−K(i√t)θk(0, i
√
t)
,
and
R(−t)−R∞(−t) = (·, g)g, g = (g1, . . . , gn)T .
In view of (3.14) we have
‖R(−t)−R∞(−t) +R(0)∞ (−t)−R0(−t)‖1 =
(
(‖f‖2 + ‖g‖2)2 − 4|(f, g)|2)1/2 . (3.16)
In the remaining part we show that (‖f‖2+‖g‖2)2−4|(f, g)|2 = O(t−3) as t→∞. Let us set
g = f + h and note that h is a real-valued function. Then by applying the Cauchy-Schwarz
inequality and the arithmetic inequality,
(‖f‖2 + ‖g‖2)2 − 4|(f, g)|2 = 4(‖f‖2 + (f, h))‖h‖2 + ‖h‖4 ≤ 6‖h‖2‖f‖2 + 3‖h‖4. (3.17)
We compute
‖f‖2 =
n∑
j=1
∫ ∞
0
e−2
√
txj
n
√
t
dxj = (2t)
−1. (3.18)
Next, we consider h = h1 + h2 , where hk = (hk,1, . . . , hk,n)
T , k = 1, 2,
h1,j =
(√
−K(i
√
t)θj(0, i
√
t)
)−1 (
θj(xj , i
√
t)− e−
√
txj
)
,
h2,j =
((√
−K(i
√
t)θj(0, i
√
t)
)−1
−
(√
nt1/4
)−1)
e−
√
txj .
Because of (3.3) we have as t→∞,∣∣∣∣
√
−K(i
√
t)θj(0, i
√
t)
∣∣∣∣
−1
= O(t−1/4) (3.19)
and further, see e.g. Lemma 4.1.4. [26],∣∣∣θj(xj , i√t)− e−√txj ∣∣∣ ≤ c√
t
e−
√
txj , c ∈ R. (3.20)
Hence, in view of (3.19) and (3.20), ‖h1‖ = O(t−1). To compute the asymptotics for h2 we
rewrite
h2,j =
(√
nt1/4 −
√
−K(i
√
t)θj(0, i
√
t)
)(√
−K(i
√
t)θj(0, i
√
t)
)−1
fj(xj)
=
(
n
√
t+K(i
√
t)θ2j (0, i
√
t)
)
√
nt1/4 +
√
−K(i√t)θj(0, i
√
t)
fj(xj)√
−K(i√t)θj(0, i
√
t)
.
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Together with (3.18) and (3.19), this leads to ‖h2‖ = O(t−1) and therefore, ‖h‖ = O(t−1).
This yields in view of (3.14) and (3.17) that ‖R‖1 = O(t−3/2). This proves the assertion of
the lemma. 
With Lemma 3.5 all assumptions of Proposition 3.3 are fullfilled and therefore the spectral
shift function for the pair H,H0 in L2(Γ) satisfies the relations (3.12) and (3.13). Especially,
we have proved Theorem 3.2.
Remark 3.6. Lemma 3.5 implies that (H+c)β− (H0+c)β is trace class for β < 1/2, see [26].
4. Low-energy asymptotics and Levinson’s formula
In this section we study the low-energy asymptotics of D(z) as |z| → 0. This will allow us
to prove an analog of Levinson’s formula for star shaped quantum graphs. Throughout this
section we assume that (1.6) is satisfied.
Definition 4.1. We say that the operator H in L2(Γ), given in (1.2), has a resonance at
ζ = 0 if the equation
− u′′ + V u = 0 (4.1)
has a non-trivial bounded solution satisfying the continuity and Kirchhoff conditions. By
definition, the multiplicity of the resonance is the dimension of the corresponding solution
space.
Remark 4.2. We shall show below that ζ = 0 is never an eigenvalue.
We recall some auxiliary results on half-line Schro¨dinger operators. For the half-line
Schro¨dinger operator the Jost solution of the equation Hju = ζ
2u was characterized by its
asymptotics θj(x, ζ) = e
ixζ(1 + o(1)) as |ζ| → ∞. Further, the function θj(x, 0) satisfies the
equation Hju = 0 and its behavior at ζ = 0 is given by
θj(x, 0) = 1 +O
(∫ ∞
x
y|Vj(y)| dy
)
= 1 + o(1), as x→∞, (4.2)
(see e.g. Lemma 4.3.1., [26]). Recall also that the Jost function is wj(ζ) = θj(0, ζ). If
wj(0) = 0, the low-energy asymptotics
wj(ζ) = −iw(j)0 ζ + o(ζ), ζ → 0 (4.3)
is true with some constant w
(j)
0 6= 0.
Lemma 4.3. If Θ(x, 0) is a bounded solution of equation (4.1), then for some cj ∈ C,
Θ(x, 0) =
n⊕
j=1
cjθj(x, 0). (4.4)
Moreover, the operator H cannot have a zero eigenvalue.
Proof. If Θ(x, 0) solves the equation (4.1) with ζ = 0, then the restriction of Θ(x, 0) to the
edge ej is a solution of the corresponding zero-energy equation on the half-line for every
1 ≤ j ≤ n. As stated above, the function θj(x, 0) solves the zero-energy equation and is
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bounded at infinity by (4.2). We note that θj(x, 0) is the only solution of the zero-energy
equation on the half-line, which is bounded at infinity. Indeed, the solution
τj(x, 0) = θj(x, 0)
∫ x
x0
θj(y, 0)
−2 dy, x ≥ x0
which is linearly independent of θj(x, 0) has as x→∞, the asymptotics
τj(x, 0) = x+ o(x)
for all 1 ≤ j ≤ n, (Lemma 4.3.2, [26]). Here x0 is an arbitrary point such that θ(x) 6= 0
for x ≥ x0. Finally, equation (4.1) cannot have a nontrivial solution belonging to L2(Γ) at
infinity as Θj(x, 0) = cj + o(1) for x→∞.

Lemma 4.4. Let M := #{j : wj(0) = 0}.
(1) If ζ = 0 is not a resonance, then either M = 0 and K(0) 6= 0 or M = 1 and K(ζ)
has a pole at ζ = 0.
(2) Assume that ζ = 0 is a resonance of multiplicity m ≥ 1, then either
a) any resonance function vanishes at the vertex and m = M − 1 ≥ 1, or
b) the resonance is of multiplicity one, the corresponding resonance function is non-
zero at the vertex and m = 1, M = 0 and K(0) = 0.
Proof. We first note that if M ≥ 1, i.e. θj(0, 0) = 0 for some j, then any resonance function
must vanish at ζ = 0 because of the continuity condition.
(1) If M ≥ 2, then it is always possible to construct a zero-energy function by setting
cj = 0 if wj(0) 6= 0 and determining the cj ’s such that the Kirchhoff vertex condition
is fullfilled if wj(0) = 0. Hence, if ζ = 0 is not a resonance, then necessarily M ≤ 1.
If M = 1, then obviously K(ζ) has a pole at ζ = 0. Moreover, if M = 0 and ζ = 0
is not a resonance, then K(0) 6= 0, because if K(ζ) would vanish in ζ = 0, then it
would follow from
K(0) =
n∑
j=1
θ′j(0, 0)
θj(0, 0)
=
n∑
j=1
cjθ
′
j(0, 0)
cjθj(0, 0)
= 0 (4.5)
that the function Θ(x, 0) given in (4.4) is a zero-energy resonance function for suitable
cj . Hence, K(0) 6= 0 if ζ = 0 is not a resonance.
(2) a) If ζ = 0 is a resonance, then M 6= 1, as it is not possible to construct a resonance
function satisfying the vertex conditions and having support on only one edge of Γ.
If M ≥ 2, then because of the continuity condition any resonance function has to
vanish at the vertex. Further, we set cj = 0 for all j with wj(0) 6= 0, then there are
M − 1 linearly independent choices for the remaining cj ’s such that the Kirchhoff
vertex condition is fullfilled. Hence, the multiplicity of the resonance function is
m = M − 1 ≥ 1.
b) If ζ is a resonance with M = 0, then θj(0, 0) 6= 0 for all j and the coefficents cj
are determined uniquely by the n− 1 continuity conditions and the Kirchhoff vertex
condition. Further, this implies because of (4.5) that K(0) = 0.

In the following proposition, we give the low-energy asymptotics for D(z) as |z| → 0.
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Proposition 4.5. Let m be the multiplicity of the resonance ζ = 0, with the convention that
m = 0 if ζ = 0 is not a resonance. If m = 1, we assume in addition that condition (1.7) is
satisfied for all 1 ≤ j ≤ n. Then, as ζ → 0,
D(z) = cζm−1(1 + o(1)), z = ζ2, (4.6)
with c 6= 0.
For the proof of Proposition 4.5 we shall need the following
Lemma 4.6. Let HD = −d2/dx2 + V (x) in L2([0,∞)) be given with Dirichlet boundary
condition at the origin and assume that
∫∞
0 (1 + x)|V (x)| dx < ∞. Let θ(x, ζ) be the Jost
solution on the half-line.
(1) If θ(0, 0) = 0, then
θ˙(0, 0)θ′(0, 0) = −i. (4.7)
(2) If θ(0, 0) 6= 0 and ∫∞0 (1 + x2)|V (x)| dx <∞, then
θ˙(0, 0)θ′(0, 0) − θ˙′(0, 0)θ(0, 0) = −i. (4.8)
Proof. If θ(0, 0) = 0, then θ˙(0, 0) is defined for V having a first moment and θ˙(0, 0) =
−ic0, c0 6= 0, by [26], Proposition 4.3.7. Further, it was shown in [26] (4.3.11), that
ϕ(x, 0) = c0θ(x, 0), (4.9)
where ϕ is the regular solution of −u′′ + V u = ζ2u. Taking the derivative with respect to
x on both sides of (4.9) and setting x = 0 yields that 1 = c0θ
′(0, 0), as the regular solution
of the Dirichlet problem was defined by the condition ϕ′(0, ζ) = 1. Hence, equation (4.7)
follows. If θ(0, 0) 6= 0, then θ˙(0, 0) is only defined for V having a second moment and
ϕ(x, 0) = iθ˙(0, 0)θ(x, 0) − iθ(0, 0)θ˙(x, 0) (4.10)
by [26], Corollary 4.3.11. Again, taking on both sides of (4.10) the derivative with respect
to x and setting x = 0 leads to (4.8).

Proof of Proposition 4.5. We consider the explicit expression for the perturbation determi-
nant D(z) which was given in (3.4),
D(z) =
K(ζ)
inζ
n∏
j=1
wj(ζ), z = ζ
2. (4.11)
Let us first consider the case M = 0. Then by Lemma 4.4 either ζ = 0 is not a resonance
and K(0) 6= 0 or ζ = 0 is a resonance and K(0) = 0. If ζ = 0 is not a resonance, then
we see from (4.11) that as ζ → 0, D(z) = cζ−1(1 + o(1)), c 6= 0. If ζ = 0 is a resonance,
then we consider K˙(0) =
∑n
j=1
(
θ˙′j(0, 0)θj(0, 0) − θ′j(0, 0)θ˙j(0, 0)
)
θ−2j (0, 0) which by (4.8) is
the same as K˙(0) =
∑n
j=1 iθ
−2
j (0, 0) 6= 0. Hence, by applying l’Hospital we have as ζ → 0,
D(z)→ c 6= 0.
Next, we consider caseM ≥ 1. Without loss of generality let θ1(0, 0) = . . . = θM (0, 0) = 0.
We rewrite (4.11) as
D(z) =
1
inζ

 M∑
j=1
θ′j(0, ζ)
θj(0, ζ)
n∏
k=1
θk(0, ζ) +
n∑
j=M+1
θ′j(0, ζ)
θj(0, ζ)
n∏
k=1
θk(0, ζ)

 , z = ζ2. (4.12)
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Obviously, the second term on the right-hand side is O(ζM ). In the first term on the right-
hand side we have for each 1 ≤ j ≤M , as ζ → 0
θ′j(0, ζ)
θj(0, ζ)
n∏
k=1
θk(0, ζ) = θ
′
j(0, ζ)
n∏
k=1
k 6=j
θk(0, ζ)
= ζM−1θ′j(0, 0)
M∏
k=1
k 6=j
θ˙k(0, 0)
n∏
k=M+1
θk(0, 0) +O(ζ
M )
= ζM−1
θ′j(0, 0)
θ˙j(0, 0)
M∏
k=1
θ˙k(0, 0)
n∏
k=M+1
θk(0, 0) +O(ζ
M ).
In view of (4.7) and (4.12) we arrive at
D(z) =
ζM−1
inζ

 M∏
k=1
θ˙k(0, 0)
n∏
k=M+1
θk(0, 0)i
M∑
j=1
(θ′j(0, 0))
2 +O(ζ)


= cζM−2 +O(ζM−1), c 6= 0, z = ζ2.

In the remaining part we prove an analog of Levinson’s formula for star shaped graphs.
For k ∈ R, we set D(k2) = a(k)eiη(k), where a(k) = |D(k2)|. Then it follows from the
representation D(k2) = (K(k)/(ink))
∏n
j=1wj(k) that
− η(k) = η(−k). (4.13)
Indeed, it follows from the uniqueness of the Jost solutions θj(x, ζ) that θj(x, k) = θj(x,−k),
and θ′j(x, k) = θ
′
j(x,−k), and hence also wj(k) = θj(0, k) = wj(−k).
Proof of Theorem 1.3. First, we note that there is a spectral theoretical result relating the
zeros of the perturbation determinant to the eigenfunctions of H as follows. The function
D(ζ2) has a zero in ζ of order r if and only if ζ2 is an eigenvalue of multiplicity r of the
operator H, [25]. Obviously, the zeros of D(ζ2) lie on the positive imaginary axis as H is a
self-adjoint operator and therefore it may have only real eigenvalues.
We apply the argument principle to the functionD(ζ2) and the contour ΓR,ε which consists
of the half-circles C+R = {|ζ| = R, Im ζ ≥ 0} and C+ε = {|ζ| = ε, Im ζ ≥ 0} and the intervals
(ε,R) and (−R,−ε). We choose R and ε such that all of the N negative eigenvalues of H
lie inside the contour ΓR,ε. The function D(ζ
2) is analytic inside and on ΓR,ε as wj(ζ) is
analytic in the the upper half-plane Im ζ > 0. Thus,∫
ΓR,ε
d
dζD(ζ
2)
D(ζ2)
dζ = 2πiN. (4.14)
Remember that limIm ζ→∞D(ζ2) = limIm ζ→∞K(ζ)/(niζ) = 1 + O(|ζ|−1). Thus, we can fix
the branch of the function lnD(ζ2) by the condition lnD(ζ2) → 0 as Im ζ → ∞. Then, we
have lnD(ζ2) = ln |D(ζ2)|+ iarg D(ζ2). Equation (4.14) implies that
varΓR,εarg D(ζ
2) = 2πN. (4.15)
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We define η(0) := limk→0+ η(k). This limit exists because of asymptotics (4.6). It follows
with (4.13) that,
varΓR,εarg D(ζ
2) = 2(η(R) − η(ε)) + varC+
R
arg D(ζ2) + varC+ε arg D(ζ
2).
b
b
b
iκ1
iκ2
iκ3
C+R
C+ε
Figure 2. contour of integration ΓR,ε
Now, we let R → ∞ and ε → 0. Because of (3.2), limR→∞ varC+
R
arg D(ζ2) = 0. Hence, it
follows from (4.15) that
η(∞)− η(ε) = πN − 1
2
varC+ε arg D(ζ
2).
By Proposition 4.5, limε→0 varC+ε arg D(ζ
2) = −(m− 1)π. Thus,
η(∞)− η(0) = π
(
N +
m− 1
2
)
. (4.16)
Note that η(∞) = 0 since lnD(ζ2) → 0 as |ζ| → ∞. It remains to note that in view of
Theorem 3.2, the following identity is true for λ = k2, k > 0,
ξ(λ) = π−1 lim
ε→0+
arg D(λ+ iε) = π−1η(λ1/2), λ > 0. (4.17)
The assertion of Theorem 1.3 then follows by combining (4.16) and (4.17).

Acknowledgments. The author is grateful to Timo Weidl for valuable comments. Many
thanks to Rupert Frank for fruitful discussions and references.
References
[1] S. Albeverio, F. Gesztesy, R. Høegh-Krohn, and H. Holden. Solvable models in quantum mechanics. AMS
Chelsea Publishing, Providence, RI, second edition, 2005. With an appendix by Pavel Exner.
[2] V. Bargmann. On the number of bound states in a central field of force. Proc. Nat. Acad. Sci. U. S. A.,
38:961–966, 1952.
[3] Gregory Berkolaiko, Robert Carlson, Stephen A. Fulling, and Peter Kuchment, editors. Quantum Graphs
and Their Applications, volume 415 of Contemporary Mathematics, Providence, RI, 2006. American
Mathematical Society.
[4] D. Bolle´. Sum rules in scattering theory and applications to statistical mechanics. In Lectures on recent
results, volume 2 of Mathematics+Physics, pages 84–153. World Scientific, Singapore, 1986.
[5] D. Bolle´. Schro¨dinger operators at tresholds. In Ideas and Methods in Quantum Statistical Physics, pages
173–196. Cambridge Univ. Press, Cambridge, 1992.
16 SEMRA DEMIREL
[6] V. S. Buslaev and L. D. Faddeev. Formulas for traces for a singular Sturm-Liouville differential operator.
Soviet Math. Dokl., 1:451–454, 1960.
[7] Andrew M. Childs and DJ Strouse. Levinson’s theorem for graphs. J. Math. Phys., 52(8):082102, 9,
2011.
[8] S. Demirel and M. Usman. Trace formulas for schrdinger operators on the half-line. Bulletin of Mathe-
matical Sciences, 1(2):397–427, 2011.
[9] Vitaly N. Efimov. Energy levels arising from resonant two-body forces in a three-body system. Physics
Letters B, 33(8):563–564, 1970.
[10] Pavel Exner. Weakly coupled states on branching graphs. Lett. Math. Phys., 38(3):313–320, 1996.
[11] Pavel Exner, Jonathan P. Keating, Peter Kuchment, Toshikazu Sunada, and Alexander Teplyaev, editors.
Analysis on graphs and its applications, volume 77 of Proceedings of Symposia in Pure Mathematics.
American Mathematical Society, Providence, RI, 2008. Papers from the program held in Cambridge,
January 8–June 29, 2007.
[12] N. I. Gerasimenko. The inverse scattering problem on a noncompact graph. Teoret. Mat. Fiz., 75(2):187–
200, 1988.
[13] F. Gesztesy, M. Mitrea, and M. Zinchenko. Multi-dimensional versions of a determinant formula due to
Jost and Pais. Rep. Math. Phys., 59(3):365–377, 2007.
[14] Daniel Grieser. Spectra of graph neighborhoods and scattering. Proc. Lond. Math. Soc. (3), 97(3):718–
752, 2008.
[15] M.S. Harmer. The matrix Schro¨dinger operator and Schro¨dinger operator on graphs. Doctoral thesis,
University of Auckland, 2004.
[16] Arne Jensen and Tosio Kato. Spectral properties of Schro¨dinger operators and time-decay of the wave
functions. Duke Math. J., 46(3):583–611, 1979.
[17] R. Jost and A. Pais. On the scattering of a particle by a static potential. Physical Rev. (2), 82:840–851,
1951.
[18] I. M. Lifshits. One problem of perturbation theory. (Russian) Uspekhi Mat. Nauk, 7(1):171–180, 1952.
[19] F. Mehmeti, K. Ammari, and S. Nicaise. A dispersive estimate for the Schro¨dinger operator in star-
shaped networks. arXiv:1204.4998v1, 2012.
[20] J. O¨stensson and D. Yafaev. A trace formula for differential operators of arbitrary order. Operator
Theory: Advances and Applications, 218:541–570, 2012.
[21] Linus Pauling. The diamagnetic anistropy of aromatic molecules. J. Chem. Phys., 4(10):673–677, 1936.
[22] Klaus Ruedenberg and Charles W. Scherr. Free-electron network model for conjugated systems i, theory.
J. Chem. Phys., 21(9):1565–1581, 1953.
[23] Barry Simon. Trace ideals and their applications, volume 35 of London Mathematical Society Lecture
Note Series. Cambridge University Press, Cambridge, 1979.
[24] Ricardo Weder. Lp-Lp˙ estimates for the Schro¨dinger equation on the line and inverse scattering for the
nonlinear Schro¨dinger equation with a potential. J. Funct. Anal., 170(1):37–68, 2000.
[25] D. R. Yafaev. Mathematical Scattering Theory, General Theory, volume 105 of Translations of Mathe-
matical Monographs. American Mathematical Society, Providence, RI, 1992.
[26] D. R. Yafaev. Mathematical Scattering Theory, Analytic Theory, volume 158 of Mathematical Surveys
and Monographs. American Mathematical Society, Providence, RI, 2010.
Semra Demirel, University of Stuttgart, Department of Mathematics, Pfaffenwaldring 57,
D-70569 Stuttgart
E-mail address: Semra.Demirel@mathematik.uni-stuttgart.de
