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ABSTRACT
Complex coacervation is an associative liquid-liquid phase separation of oppositely-charged
polyelectrolytes in aqueous salt solution. This phase separation is sensitive to chemical and
physical molecular features making it attractive for a large number of applications. How-
ever, precisely tuning the phase behavior using specific chemistries is difficult, but physical
molecular features, such as chain length, architecture, and chain polarity, can be used to
precisely tune the phase behavior. To understand the link between phase separation and
these molecular features, a copious amount of theoretical modeling of complex coacervates
has been performed using a number of approaches such as Voorn-Overbeek theory, polymer
field theory, counterion condensation and release, and liquid state theories. While these
theories have given physical insights into coacervation, most of these approaches are not ap-
plicable to polymers with a high charge density, which is the relevant limit for most synthetic
polyelectrolytes, and are difficult to extend to length scales associated with charge-driven
self-assembly.
My work has led to the development of a transfer matrix theory that captures how molec-
ular features affect complex coacervation in the high charge density limit. This theoretical
approach maps the 3-dimensional system to a 1-dimensional adsorption model, and solves
this 1-dimensional adsorption model using a transfer matrix approach. Inputs to the theory
are determined using Monte Carlo simulation. Qualitative matching with simulation and
experimental results is achieved for bulk phase separation. In order to capture how salt va-
lency, chain stiffness, and chain architecture influence coacervation, this theory is modified
using physically-motivated arguments. Results from these modifications suggest a combi-
natoric entropy gain is a driving force for coacervation. This means the presence of many
different polyelectrolyte chains in the coacervate phase allows for a large number of ways for
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them to adsorb onto each other causing an increase in entropy.
Additionally, precise charge sequence effects can be captured using this transfer matrix
theory. Initial simulations demonstrated that the periodicity of the charge sequence affects
counterion entropy gain, which is the entropy counterions gain upon being released from a
polyelectrolyte. Chains with longer runs of charged monomers increasingly localize counte-
rions compared to chains with shorter runs of charged monomers, resulting in an increased
entropy gain upon coacervation. This observation is used to modify the transfer matrix
theory to capture these trends in qualitative agreement with simulation and experiment.
Further investigation of more charge sequences demonstrated that charge fraction, average
length and relative positions of charged monomer ‘runs’ all influence coacervation phase be-
havior; this suggests precise charge sequence is a powerful method for designing coacervating
systems.
Since this transfer matrix theory is a useful description of coacervation phase behavior, I
use it to understand interfacial properties of coacervates. This importantly sets the founda-
tion for understanding self-assembly driven by complex coacervation. Theoretic interfacial
profiles showed qualitative matching with coarse-grained molecular dynamics simulations.
Interfacial tension, interfacial width, and the interfacial excess of salt are calculated show-
ing that adding salt to the system decreases the interfacial tension allowing the interfacial
width to increase with a small concentration of salt adsorbing to the interface. Addition of a
neutral polymer species drastically alters the phase separation behavior and interfacial prop-
erties due to the excluded volume interaction of this species. Morphological phase diagrams
for coacervate-forming block copolymers are determined using a single chain in a mean field
simulation, which show structures seen in neutral block copolymer systems. Large concentra-
tions of salt and polymer can induce the formation of coexisting morphologies. Additionally,
transitions from disorder to order upon addition of salt are observed.
The theoretical approach I have developed is broadly able to capture how physical molec-
ular features affect coacervation phase behavior in the high charge density limit, and can be
used to understand coacervate-driven self assembly. This theory is also capable of capturing
the effect of monomer-level charge sequence effects, and a number of other ways to tune
the phase behavior. This work provides a foundation to start considering more complex
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sequence-defined coacervate systems, such as mixtures of sequence-defined polyelectrolytes
and systems which undergo hierarchal self-assembly.
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CHAPTER 1
INTRODUCTION
Complex coacervation is a type of liquid-liquid phase separation, which has uses in a large
number of applications in both synthetic and natural systems. This is due to the large num-
ber of ways to modulate the phase behavior by either tuning the polymer and salt chemistry
or altering physical molecular features, such as chain length, architecture, and chain polar-
ity. Physical molecular features are a controlled way to alter coacervation, and in order to
understand these features, a large number of theoretical investigations have been performed
to understand coacervation phase behavior. However, these methods are largely inadequate
to describe the limit of high polymer charge density, which is present in most synthetic
polyelectrolytes. The work in this dissertation describes a theoretical approach informed
by coarse-grained molecular simulation to understand how physical molecular features alter
coacervation in the limit of high charge density.
1.1 Complex Coacervation and Typical Phase Behavior
Complex coacervation is a macroscopic phase separation of oppositely-charged macromolecules
is salt solutions [1, 2]. This phase separation forms a coacervate phase which contains most
of the macromolecules in coexistence with a supernatant phase containing few of the macro-
molecules [2, 3]. Both phases contain salt and solvent, but the concentrations do not have
to be equal in the phases [4, 5]. Usually, as the concentration of salt in the system is
increased, the extent of phase separation, or the coacervate phase macromolecule concen-
tration, decreases until the critical salt concentration, beyond which phase separation no
longer occurs [1, 2]. Coacervate-forming systems investigated in this dissertation contain
oppositely-charged polyelectrolytes in aqueous salt solutions.
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Figure 1.1: Example phase diagrams demonstrating how physical molecular features af-
fect coacervation phase behavior. a) Reprinted with permission from [1]. Copyright 2010
American Chemical Society. The 2Φ region is where phase separation occurs, 1Φ is the
region where the system is miscible. As the polymer length N is increased the phase sep-
aration region increases. b) Reproduced with permission from [6], which is available at
https://pubs.acs.org/doi/abs/10.1021%acscentsci.8b00964. For further permissions related
to the excerpted material should be directed to the ACS. Polymer concentrations, cP , and
salt concentrations, cS, underneath the points phase separate. As salt is added to the system,
the extent of phase separation decreases, until the critical salt concentration beyond which
no phase separation is seen. Adding H2O2 increases the polymer polarity and decreases the
phase separation region.
Typically, these systems contain a polycation and a polyanion species in an aqueous solu-
tion of monovalent cations and anions. Phase separation usually occurs at small concentra-
tions of polymer and salt [1,4–6]. In the limit of no salt, the concentration of polyelectrolyte
in the coacervate phase is at a maximum, and, as the salt concentration increases, the con-
centration of polyelectrolyte in the coacervate phase is decreased. At a certain concentration
of salt, known as the critical salt concentration, the system no longer phase separates and is
miscible [1, 2]. The salt concentration in the coacervate phase is generally smaller than the
concentration in the supernatant phase, but at extremely small overall salt concentration
this salt partitioning can invert [4, 5].
This phase behavior can be manipulated using a large number of parameters. Experimen-
tally, polyelectrolyte and salt chemistry have been shown to alter the extent of phase sepa-
ration [1,4,5,7]. The critical salt concentration tends to decrease with salt identity following
a Hoffmeister series and increased salt valency [3, 8]. Altering polyelectrolyte chemistry to
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include short-range interactions, such as hydrophobicity and hydrogen-bonding, usually in-
creases the extent of phase separation [1,9]. However, precisely controlling coacervate phase
behavior via alteration of chemical details remains difficult.
Alternatively, coacervation phase behavior can be modified by varying physical molecular
features. Experiments have shown that chain length (Figure 1.1a), architecture, and polymer
polarity (Figure 1.1b) alter the phase behavior in a controlled manner [1,6,10]. As the length
of the polyelectrolyte chain increases, the translational entropy decreases, which stabilizes
the chains in the coacervate phase [1]. Replacing linear polyelectrolyte chains with comb
chains results in a decreased extent of coacervation [10], and increasing polymer polarity
decreases the phase separation region [6]. In addition to chain length, architecture, and
chain polarity, the polyelectrolyte charge sequence alters the phase behavior, which biological
systems prevalently use to modulate a coacervate-like liquid-liquid phase separation [11,12].
Since phase diagrams are available for experimental systems (a couple of examples are shown
in Figure 1.1), we will calculate phase diagrams, using simulation and theory, as the main
observable to understand coacervation phase behavior for a number of physical molecular
features.
1.2 Industrial Applications of Complex Coacervation
Due to a number of useful properties, coacervation is prevalent in industrial applications.
Since coacervation occurs without organic solvents or the need for extreme temperatures, it
is useful for the food industry as an encapsulation motif [13–17]. Coacervates are usually
formed at the interface between water and oil in emulsified systems, which thickens the
interface and stabilizes the emulsion against flocculation [13, 17]. These microcapsules can
be ruptured by mastication, or the coacervate phase can be dissovled via pH changes such as
the acidic environment in the stomach [13,14,16,17]. Encapsulated agents include flavors [17],
probiotics [16,17], and aromas [14,17].
In addition to being useful for food applications, coacervates are used in a number of
cleaning applications [18–21]. Initial formulations contain concentrations of the species to
make the system miscible, and, upon dilution with water, the concentration decreases into
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the immiscible region and phase separation occurs [18–21]. These coacervates allow oils to
be emulsified for cleaning applications [18–21] and can deliver complimentary agents for the
application, such as fabric softener for laundry detergent [19]. Shampoos formulated with
coacervates are able to deposit the coacervate onto hair, which can mend split-ends and
improve wet combing [21].
1.3 Active Research on Coacervate Materials
1.3.1 Coacervation as a Self-Assembly Motif
A number of investigations have used coacervation as a way to drive self-assembly of block
copolymers. Systems of diblock copolymers, polycation-neutral and polyanion-neutral, or
triblock copolymers, polycation-neutral-polycation and polyanion-neutral-polyanion, form
disordered, spherical micelles, body-centered cubic phases, and hexagonal packing phases,
as well as a coexistence between a body-centered cubic phase and disordered micelles, shown
in Figure 1.2a and b [22]. However, the polymer and salt concentrations over which these
morphologies are stable depend on the number of blocks in the copolymer [22]. A more
thorough investigation of the micelle phases revealed that the diblock copolymer can form
dilute micelles at small polymer concentration, which can become jammed at a larger poly-
mer concentration, shown in Figure 1.2b [23]c. At even larger polymer concentrations, the
micelles order into a cubic lattice (Figure 1.2c) [23]. Triblock copolymers exhibit a different
evolution of micelle phases upon increasing polymer concentration: a phase-separated gel
phase, a percolated gel phase, and a cubic lattice of micelles (Figure 1.2c).
Similar to industrial applications, these block copolymers are used to encapsulate various
agents, as shown in Figure 1.2d, and subsequently release the encapsulated agent when the
environment changes, due to addition of salt or pH changes [24,25]. These coacervate systems
are particularly attractive for protein encapsulation, because the protein does not become
denatured upon encapsulation [26, 27]. The gel phases formed by triblock copolymers can
encapsulate charged cargo,shown in Figure 1.2d, which can subsequently be released upon
environmental changes, such as an increase in salt concentration [23,24]. Gelation gives the
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Figure 1.2: Examples of coacervate-driven block copolymer self-assembly. a) Reprinted
with permission from [22]. Copyright 2014 ACS. Example diblock copolymer phase diagram
showing disordered spherical micelles, body-centered cubic (BCC), and hexagonally packed
phases, as well as a coexistence between BCC and disorderd micelles. b) Reprinted with
permission from [22]. Copyright 2014 ACS. Example triblock copolymer phase diagram
showing the same phases for the diblock in a), but at different salt and polymer concen-
trations. Additionally, the polyelectrolyte solution phase is a homogeneous mixture of the
constituent components. c) Reproduced with permission from [23] under Creative Commons
Attribution 4.0 International License, https://creativecommons.org/licenses/by/4.0/. Both
diblock and triblock copolymers can form micelles, but triblocks can form a percolated gel
phase before forming an ordered phase of micelles as a function of polymer concentration.
d) Reprinted with permission from [24]. Copyright 2016 ACS. Example of a self-assembled
triblock gel which encapsulates a charged cargo. Triblock copolymers form gels which are
physcially crosslinked by the coacervate domains. These gels can dissolved upon addition of
salt, allowing the cargo to be released.
.
self-assembled system more mechanical stability, and the physical crosslinks formed by the
coacevating domains allow the gel to dissolve upon environmental changes [24].
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Figure 1.3: Example applications of coacervates. a) Reproduced from [28] with permis-
sion from the Royal Society of Chemistry. Example of a multimodal probe formed from a
cationic-neutral block copolymer and an anion coordination polymer formed from coordi-
nation of europium(III) and gadolinium(III). The complex coacervate-core micelle allowed
precise control of the ratio of metal ions to one another, which allows the probe to be
tuned. b) Reprinted with permission from [29]. Copyright 2014 ACS. A cationic-neutral
block copolymer was used to form a lamellar structure, which can form a coacervate upon
addition of a protein. This coacervation can cause the lamellar spacing to shrink or swell
depending on the protein properties. c) Reprinted from Advances in Colloid and Interface
Science, Vol. 167, R. J. Stewart, C. S. Wang, and H. Shao, Complex coacervates as a founda-
tion for synthetic underwater adhesives, Pages 85-93, Copyright 2011 with permission from
Elsevier. [30]. An underwater adhesive made from a coacervate-forming system maintains
a liquid-like structure in water, which allows it to wet a surface instead of beading up. d)
Reprinted with permission from [31].Copyright 2017 American Chemical Society. A coacer-
vate can be used to electrospin fibers in an aqueous solution of unentangled polymers, and
the resulting fibers require no further crosslinking for stability.
1.3.2 Sensors from Self-Assembled Coacervate Systems
Self-assembled structures are also useful for sensing applications. A couple of demonstrative
examples are multimodal probes and a protein sensor [28,29,32–34]. Multimodal probes are
probes capable of being used for multiple measurement techniques simultaneously and can be
formed from a diblock copolymer and a coordination polymer, which form a coacervate-core
micelle (see Figure 1.3a) [28, 32, 34]. The coordination polymer is formed via coordination
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of transition and lanthanide metal ions, which are active for a number of measurement
techniques [28, 32, 34]. Using this approach, precise control of the ratio of the metal ions is
achieved allowing alteration of the measured response [28,32]. A protein sensor was designed
using coacervate-forming block copolymers in a lamellar morphology (see Figure 1.3b) [29].
This morphology has a spacing between lamellae sheets equal to a visible wavelength of
light, and, upon addition of a protein solution, this spacing shrinks or expands depending
on the charge of the protein [29]. Changing the lamellae spacing results in a change in the
wavelength of light scattered, which allows visible light spectroscopy to determine the charge
of a protein solution [29].
1.3.3 Coacervate as Underwater Adhesives and for Electrospinning
Not only are coacervates useful for electrospinning but also useful for underwater adhesives.
It has been hypothesized that the adhesive secreted by the Sandcastle worm is formed,
at least in part, by complex coacervation, and this observation has been used to develop
underwater adhesives [30,35]. Coacervate-based adhesives exhibit the ability to wet a surface
in water instead of beading up, shown in Figure 1.3c, [35] and could potentially be used as
medical adhesive for tissue repair [30].
In addition to block copolymer applications, coacervation has been used for electrospin-
ning, shown in Figure 1.3d [31,36]. Coacervation provides a way to electrospin unentangled
polymers in an aqueous solution [31, 36]. This also circumvents the need to chemically-
crosslink the as-spun fibers, because the polyelectrolytes are physically crosslinked due to
electrostatic interactions [31,36]. Without organic solvents, the resulting fiber mat is benign
and could potentially be used for tissue engineering scaffolds [31,36].
1.4 Biological Uses of Complex Coacervation
Coacervates are not only used in synthetic systems, but also by natural processes, as shown
in Figure 1.4. Intrinsically disordered proteins (IDPs) are proteins which have no definite
structure and tend to have few hydrophobic groups, but an abundance of polar and charged
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Figure 1.4: Biological analogues of complex coacervation. a) Reprinted from Molecular Cell,
Vol 63, C. W. Pak, M. Kosno, A. S. Holehouse, S. B. Padrick, A. Mittal, R. Ali, A. A.
Yuyus, D. R. Liu, R. V. Pappu, and M. K. Rosen, Sequence determinants of intracellular
phase separation by complex coacervation of a disordered protein, Copyright 2016 with
permission from Elsevier. [37]. 4 IDPs with different charge sequences (white is neutral and
red is charged in top plot) exhibited different phase separation behavior, which demonstrates
the effect of charge sequence on coacervation phase behavior. 1Φ is the miscible region (open
symbols in bottom plot), and 2Φ is the phase separating region (closed symbols in bottom
plot). b) Reprinted from Cell, Vol 165, M. Feric, N. Vaidya, T.S Harmon, M.M. Mitrea, L.
Zhu, T.M. Richardson, R.W. Kriwacki, R.V. Pappu, and C.P. Brangwynne, Coexisting liquid
phases underlie nucleolar subcompartments, Copyright 2016 with permission from Elsevier.
[38]. Example membraneless organelle formed by coacervation of intrinsically disordered
proteins (IDPs) with RNA. Subcompartments are liquid, and allow sequestration of active
components without loss of function. Additionally, these function as nanoreactors capable
of spatially and temporally regulating reactions.
groups [39–45]. It has been shown that these IDPs undergo a liquid-liquid phase separation
similar to coacervation, which is dependent on the precise charge sequence of the IDP, shown
in Figure 1.4a [39–45]. The sequence can be altered to encode the desired phase behavior,
such as a lower critical solution temperature or an upper critical solution temperature phase
behavior [41], and IDPs can form membraneless organelles upon coacervation [37,46–62].
Commonly, IDPs interact with RNA to form membraneless organelles, shown in Figure
1.4b, which is a self-assembled structure with distinct subcompartments without the use of
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membranes [37,46–62]. This type of liquid-liquid phase separation is an active process that
can respond to environmental stresses meaning subcompartments can be quickly formed and
dissolved if required [48]. Upon coacervation, constituent components can be sequestered
and concentrated, which allows reactions to occur without another regulatory event [46,48].
These reactions can possibly change the concentration of involved species, which could alter
the equilibrium phase behavior such that the subcompartment becomes miscible providing
a method to temporally regulate reactions [63]. Photo-active molecules, catalytic nanopar-
ticles, enzymes, and other active agents can be encapsulated in these subcompartments
without loss of function [47, 54]. Additionally, these subcompartments can support protein
refolding and facilitate the recovery of secondary structure [54].
Membraneless organelles formed by coacervation between different IDPs can form hierar-
chal structures depending on the amino acid sequence of each IDP [56]. IDPs with similar
amino acid sequences can form a well-mixed coacervate, but, if the amino acid sequences
are different, a layered, core-shell structure can be formed [56]. However, if the molecular
weight of IDPs with different amino acid sequences is decreased, a well-mixed coacervate
can be formed [56]. This type of hierarchal structure is not limited to membraneless or-
ganelles formed from IDPs, but also present in membraneless organelles formed from IDPs
and RNA [64]. Mixing non-base pairing RNA can result in the formation of core-shell type
structures, which were also observed by varying the mixing ratio of IDPs in the investigated
system [64].
In order to design systems with desired phase behaviors, an understanding of how physical
molecular features affect coacervation phase behavior is needed, because this understanding
can guide how parameters are chosen for a specific application. Additionally, harnessing
the previously discussed sequence dependent behaviors observed in biological systems with
synthetic polymer systems, requires an understanding of how molecular-level charge sequence
affects phase separation behavior. This could aid the design of synthetic systems able to
perform complex tasks as discussed for membraneless organelles.
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1.5 Theoretical Descriptions of Coacervation Phase Behavior
Complex coacervation is the subject of a large number of theoretical investigations employing
a range of theoretical formalisms. Each of these theoretical formalisms has a certain range of
applicability as a function of polyelectrolyte charge density, the fraction of monomers which
are charged, and length scale. Initially, Voorn-Overbeek theory [65, 66] (Section 1.5.1) was
used to describe coacervation phase behavior, but neglects charge correlations due to chain
connectivity and the finite size of the charges, which affect phase behavior [67]. Chain con-
nectivity correlations can be incorporated by using field theoretic techniques (Section 1.5.3),
which can capture coacervation behavior in the small charge density limit, but describing
self-assembly length-scales is difficult [68–79]. In the high charge density limit, coacervation
might be described using counterion condensation and release (Section 1.5.4), but there are
few theoretical descriptions that incorporate this information. Alternatively, liquid-state
theory (Section 1.5.5) can be used to describe coacervation in the high charge density limit,
but requires the use of an approximate closure relationship [80], and is difficult to use for self-
assembly length scales. Thus, a theoretical description capable of describing coacervation in
the high charge density limit and at longer length scales is needed.
1.5.1 Voorn-Overbeek Theory
The initial theoretical description of coacervation is Voorn-Overbeek theory [65,66,81], which
defines the free energy of mixing as:
a3F
V kBT
=
∑
i
φi
Ni
lnφi +
∑
i
∑
j>i
χijφiφj − α
[∑
i
σiφi
] 3
2
(1.1)
where a3 is the size of a monomer, V is the volume, kB is Boltzmann’s constant, and T is
temperature. The first term is the Flory-Huggins mixing entropy of all species (polycation,
polyanion, cation, anion,and water) where φi is the volume fraction of the ith species, and Ni
is the degree of polymerization of this species with polymers having a degree of polymeriza-
tion of N and non-polymeric species having a degree of polymerization of 1. Nonelectrostatic
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interactions, such as Van der Waals and hydrophobicity, between species i and j are cap-
tured in the second term with an interaction strength of χij, the Flory chi parameter. This
parameter is usually positive and promotes phase separation between species i and j.
Electrostatic interactions are modeled using a Debye-Hu¨ckel approximation shown in the
third term of Equation 1.1. σi is the charge density of species i, and α is the electrostatic
interaction parameter:
α =
1
12pi
(
e2
r0kBT
) 3
2
√
1
a3
(1.2)
=
2
3
√
pi
(
lB
a
) 3
2
(1.3)
where e is the charge of an electron, r is the relative dielectric constant, and 0 is the
vacuum permittivity. Equation 1.3 rewrites this electrostatic interaction parameter in terms
of a Bjerrum length, lB. The Bjerrum length, lB = e
2/ (4pi0kBT ), is the separation between
charged species at which the electrostatic interaction strength is equal to the thermal energy.
These electrostatic interactions drive coacervation phase behavior in this theoretical model.
The free energy expression in Equation 1.1 is used to determine the phase coexistence
by equating the electrochemical potentials, µαi = µ
β
i + qiψ, of each species i with charge
qi in the supernatant, β, and coacervate, α, phases [1, 66]. ψ is the electrical potential
difference between the two phases, which allows calculation of phase coexistence in systems
with nonstoichiometric ratios of polycations to polyanions. If this ratio is stoichiometric, the
electric potential goes to 0 and the expression for chemical potential is recovered.
Phase diagrams from this theory have been calculated in both the polymer charge density-
polymer volume fraction plane [66], in the limit of 0 salt concentration, and the salt volume
fraction-polymer volume fraction plane [1, 65, 66]. This theory shows that as the molecular
weight of the polyelectrolyte chains increases, the critical polymer charge density decreases
and the volume fraction of polymer in the coacervate phase increases, because the total
number of charges in the system is increasing [66]. Additionally, as the salt concentration
increases, the concentration of polymer in the coacervate decreases, such that coacervation
occurs at relatively small values of polymer and salt concentration [1, 65, 66]. This theory
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predicts a slight excess of salt in the coacervate phase compared to the supernatant [1,65,66].
Investigations of nonstoichiometric ratios of polyelectrolytes revealed that as the asymmetry
between the polyelectrolytes increases, the phase separating region decreases, due to an
increased electric potential between phases [66].
1.5.2 Limitations of Voorn-Overbeek Theory
This theory can be used to fit experimental phase diagrams using χij and σi as fitting
parameters [1] . Usually, a χ parameter is introduced between the polyelctrolyte and water
species to model hydrophobic interactions. σi is usually assumed to be the valency of the
salt species, and is adjusted to fit the data for the polyelectrolyte species [1]. In addition
to these 2 parameters, the sizes of the various species in the system have been used to fit
experimental data. E. Spruijt, et. al. used a as a fitting parameter that was the same for
all species [1]. An alternative procedure was used by P.K. Jha, et. al., which defined the
size of a water molecule, and normalized the sizes of the non-water species by this value [3].
This was used to model how different salt species alter the phase separation behavior [3].
Even though this theory is capable of matching experimental phase diagrams, it does have
a number of limitations. Chain connectivity is not explicitly included in this model, which
will cause additional correlations between charges on polyelectrolyte chains due to being
constrained to the chain [67]. Explicit excluded volume is also not included, which will limit
the number of ways the charges can be arranged [67]. By neglecting both of these correlations
a fortuitous cancellation of errors occurs, because chain connectivity causes an increase in the
immiscible region and explicit excluded volume causes a nearly commensurate decrease in
the immiscible region [67]. Treatment of the electrostatic interactions by the Debye-Hu¨ckel
limiting law means the electrostatic interactions are only accurate at very small charge
concentrations (<0.01 M) [3]. Replacing the electrostatic interaction term in Equation 1.1
by extended Debye-Hu¨ckel theory, which accounts for the finite size of an ion, does allow
treatment of slightly larger charge concentrations, but these concentrations are still smaller
than those typically observed for coacervate systems [3].
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1.5.3 Field Theoretic Models of Complex Coacervation
A number of investigations have attempted to improve Voorn-Overbeek theory by capturing
correlations using polymer field theory [68–79]. As an instructive example, consider a system
composed of nP+ polycations and nP− polyanion that each have a degree of polymerization
N in aqueous solution of nW water particles with n+ cations and n− anions. The canonical
partition function for this system is:
Zc ∝
nP++nP−∏
i=1
∫
Drp,i
α∏
j 6=P+,P−
nα∏
k=1
∫
drkexp{−U0
(
r(nP++nP−)N
)
− UD
(
r(nP++nP−)N+n++n−+nW
)− UES (r(nP++nP−)N+n++n−)} (1.4)
where β = 1/ (kBT ). The integral over Drα means the functional integration is performed
for the positions of all the monomers in each chain α.
U0 is the bonding potential for the polymer given by:
U0
(
r(nP++nP−)N
)
=
3kBT
2a2
nP++nP−∑
α
N∫
0
ds
∣∣∣∣drα (s)ds
∣∣∣∣2 (1.5)
for a continuous, Gaussian chain. Nonelectrostatic interactions, UD, are defined as:
UD
(
r(nP++nP−)N+n++n−+nW
)
=
v0kBT
2
∫
dr
∑
i
∑
j
χij ρˆi (r) ρˆj (r
′) (1.6)
where ρˆi (r) is the density operator for species i at position r. Electrostatic interactions are
modeled using:
UES
(
r(nP++nP−)N+n++n−
)
=
kBT
2
∫ ∫
drdr′ρˆc (r)
lB
|r − r′| ρˆc (r
′) (1.7)
where ρˆc (r) is the microscopic charge density, which is defined as:
ρˆc (r) = ρˆ+ + σρˆP+ − ρˆ− − σρˆP−. (1.8)
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This electrostatic interaction is dependent on the Bjerrum length.
This particle-based model can be converted to a field-based model via Hubbard-Stratonovich
transformations [82] by the introducing chemical potential fields, ω, density fields, φ, and an
electrostatic potential field, ψ which allow interactions to depend on field variables rather
than particle positions [75, 76, 82]. Applying this transformation to Equation 1.4 results in
the partition function:
Zc =
∫
Dψ
∏
i
∫
Dωi
∫
Dφi exp (−H [{ψ}, {ωi}, {φi}] /kBT ) (1.9)
where H [{ψ}, {ωi}, {φi}] is the Hamiltonian given by:
H [{ψ}, {ωi}, {φi}] = −nP+ lnQP+ [ωP+, ψ]− nP− lnQP− [ωP−, ψ]
− n+ lnQ+ [ω+, ψ]− n− lnQ− [ω−, ψ]− nW lnQW [ωW ]
+ ρ0
∫
dr
[
1
2
∑
i
∑
j
χijφi (r)φj (r)−
∑
i
ωi (r)φi (r)
+
∑
i
qiφi (r)ψ (r)− |∇ψ (r)|
2
8pilB
]
. (1.10)
This formalism contains the same information as the partition function in Equation 1.4,
but has a number of advantages compared to the particle-based model. Interactions are not
pairwise and dependent on the particle positions, and Qi is the single molecule partition
function, which defines how each species interacts with the fields in the system [75, 76, 82].
Additionally, electrostatic interactions are no longer long-ranged 1/r potentials, but depend
on the square gradient of the φ field [75, 76, 82]. Even with these advantages, this field-
based partition function is not analytically solvable, but a number of approaches have been
developed to use this partition function to study the thermodynamic behavior of coacervate-
forming systems.
One approximation scheme for Equation 1.9 is the mean-field approximation, which as-
sumes that only the most probable field configuration is needed to describe the system
behavior [75, 76, 82]. This field configuration, denoted by ω∗i , φ
∗
i , and ψ
∗, corresponds to
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a saddle-point in the Hamiltonian, which is calculated by taking functional derivatives of
Equation 1.10 with respect to each field and setting them equal to 0. The mean field par-
tition function can be defined as ZMFc ≈ exp (−H [ψ∗, ω∗i , φ∗i ] /kBT ) [82]. However, this
approach predicts no phase separation for these systems, because the positive charge density
field exactly cancels the negative charge density field [70, 75, 76]. By assuming only 1 field
configuration is needed, density fluctuations that could result in non-charge neutral config-
uration are ignored, and these configurations are needed to cause electrostatic interactions
which drive coacervation [70,75,76].
A standard method to incorporate Gaussian-level fluctuations is the random phase approx-
imation (RPA) [82]. Fields are written with the form φi (r) = φ
∗
i + δφi (r), and conversion
to Fourier space, δφi (r) = (2pi)
−3 ∫ dkδφi (k) exp (ik · r) allows the partition function to be
written as:
ZRPAc ∝ ZMFc
∫
Dδψ
∏
i
∫
Dδωi
∫
Dδφi exp
[
1
2kBT
∑
j,l
∫
dk
(2pi)3
Ωj (k)M jl (k) Ωl (k)
]
(1.11)
where Ωj (k) = (δωk, δφk, δψ) and M jl (k) = δ
2H/ (δΩjδΩl). Since this is a second-order ex-
pansion, the integrals are Gaussian and can be evaluated over the non-density field variables,
which gives:
ZRPAc ∝
∏
i
∫
Dδφi exp
(
1
2kBT
∑
j,l
∫
dk
(2pi)3
δφj (k)S
−1
jl (k) δφl (k)
)
(1.12)
where S−1jl (k) is the inverse structure factor.
This structure factor gives information about how the field fluctuations affect the mean
field free energy at a length scale k, and these fluctuations occur due to particles interacting
through intermolecular potentials or through intramolecular potentials, such as the bonding
potential [70, 75, 76]. Phase stability can also be analyzed using the structure factor. If
the inverse structure factor is positive for all k, phase separation does not occur [70]. At
k = 0, macrophase separation is predicted if S−1jl (k) < 0, and microphase separation can be
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predicted if S−1jl (k) < 0 for k 6= 0 [70].
Even though the RPA expansion is able to capture coacervation phase behavior, M. Castel-
novo, et. al. demonstrated that fluctuations included beyond the RPA level can impact
the resulting phase behavior [70]. Including fluctuations beyond the RPA level can be ac-
complished by modifying the inverse structure factor to depend on the field fluctuations,
which is known as a 1-loop expansion [70]. This modification allowed the transition between
segregative polymer phase separation and associative polymer phase separation to be deter-
mined [70]. Segregative phase separation occurs when the polymers phase separate into 2
phases: 1 phase contains most of the polycation and 1 phase contains most of the polyanion.
Associative phase separation is coacervation phase behavior.
Even though these expansions are able to capture coacervation phase behavior, a number
of complications need to be addressed. RPA and 1-loop expansion are numerically more
expensive to implement than the mean field approximation, and using these expansions for
inhomogeneous systems, such as block copolymers, is challenging [68, 74–76]. A technique
that attempted to overcome these limitations is the embedded self-consistent mean field
technique [68]. Using the observation that only fluctuations in the electrostatic potential
are necessary to qualitatively capture coacervation behavior, this technique uses the 1-loop
electrostatic interaction potential in the mean field approximation to combine the efficiency
of the mean field approximation with the driving force for coacervation from fluctuating
field theory methods [68]. This technique was used to model coacervate-driven block copoly-
mer self assembly, and achieved qualitative matching with experimentally-determined phase
diagrams [68].
Another limitation of these expansion techniques is the limit of systems with high charge
density [70]. In principle, expansions could be performed to include fluctuations beyond
the Gaussian-level, but this increases the numerical cost of these types of calculations. As
an alternative to an increasing number of expansion terms, the full partition function in
Equation 1.9 can be utilized in a field theoretic simulation [82]. Monte Carlo simulations
are performed to evolve the fields according to the partition function, and the continuous
integrals are usually approximated as a sum on a grid [82]. All field configurations can be
sampled using this technique, but applications to polymers with high charge density are
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lacking. Since the correlations for these polyelectrolytes are on small length scales, the grid
discretization needs to be small, but this increases the computational cost. Additionally,
these simulations usually smear the charge along the polymer backbone, which may affect
the predicted phase behavior [77].
1.5.4 Counterion Condensation and Release
Heretofore theoretical descriptions of coacervation have assumed that electrostatic interac-
tions drive the phase separation, but experimental investigations suggest coacervation is
driven by an increase in entropy upon phase separation, particularly for polymers with a
high charge density, and is due to counterion condensation and release [11,83–87]. To mini-
mize the effective charge density along a polyelectrolyte chain, salt ions will adsorb onto the
chain [88]. If an oppositely-charged chain is present, the adsorbed salt ions will be replaced
by the polyelectrolyte, because the polyelectrolyte translational entropy is less than the salt
ions, and this results in the salt ions gaining translation entropy, which drives the phase
separation [11,83–86].
Theoretical models incorporating counterion condensation and release into Voorn-Overbeek
and random phase approximation based models have been developed by treating counterion
condensation and release as a series of reaction equilibria describing ion binding between
the various species, as well as including the autodissociation of water [6, 89, 90]. The equi-
librium constants are experimentally determined, and used to calculate a free energy contri-
bution [6, 89, 90]. Theoretically-determined phase diagrams show at least qualitative agree-
ment with experimentally-determined phase diagrams [6, 89, 90]. While this model includes
counterion condensation and release, the relation between molecular features, counterion
condensation and release, and phase behavior is not direct.
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1.5.5 Liquid State Theory
A different approach to coacaervation has been liquid state theory. This theory uses the
Ornstein-Zernike Equation [80]:
hˆij (k) = cˆij (k) +
∑
l
φlcˆil (k) hˆlj (k) (1.13)
where hˆij (k) is the total correlation function between species i and j. cˆij (k) is the direct
correlation function due to species i interacting with species j [80]. The second term in
Equation 1.13 is a convolution between the total correlation function and the direct cor-
relation function, and captures indirect correlations [80]. Indirect correlations occur when
species i directly interacts with species l, and species l interacts either directly or indirectly
with species j [80]. These correlation functions can be used to calculate thermodynamic
information such as chemical potentials and pressures [80].
The Ornstein-Zernike Equation has 2 unknown variables, hˆij and cˆij, and requires another
Equation linking these 2 variables, which is known as the closure relationship, which can
alter the accuracy of calculated thermodynamic properties [80]. A number of different closure
relationships exist that depend on the particular system under investigation, and choosing
an accurate closure is not straightforward [80]. However, several investigations have utilized
liquid state theory to examine coacervate phase behavior.
Application of Equation 1.13 to polymer systems is known as polymer reference inter-
action site model, which has been applied to coacervate systems [67]. This investigation
demonstrated that the salt partitioning such that the salt concentration in the supernatant
is larger than the salt concentration in the coacervate, which is also seen in experimental sys-
tems [67]. This was attributed to the increased excluded volume in the coacervate phase due
to the polymer [67]. Excluded volume and chain connectivity correlations were explored,
which demonstrated that errors incurred due to neglecting these correlations cancel, and
contribute to how Voorn-Overbeek fits experimental data [67]. Additionally, this theoretical
approach suggested a counterion condensation and release mechanism for coacervation [67].
An alternative approach used Equation 1.13 to calculate the excess free energy for a system
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of charged hard spheres, and included excluded volume interactions and bonded interactions
via perturbation expressions [91, 92]. This theory also qualitatively captured the experi-
mental salt partitioning, but attributed this to a larger exchange chemical potential, which
is the free energy change for connecting N small ions, in the supernatant phase compared
to the coacervate phase [92]. Since Voorn-Overbeek theory neglects charge connectivity,
the exchange chemical potential is 0, which causes a slight excess of salt in the coacervate
phase [92]. In addition to salt partitioning, this theory was used to investigate coacervate
systems with nonstoichiometric concentrations of polyelectrolytes [91]. This showed that the
excess polyion favors the supernatant phase, because the counterions required for charge neu-
trality have more translational entropy in the supernatant phase compared to the coacervate
phase [91].
1.6 My Contributions to Complex Coacervation Modeling
In this dissertation, I focus on systems containing high charge densities, because this is
where most theoretical treatments are least valid; yet, most synthetic polyelectrolytes have
a high charge density, and this regime is where there is the most opportunity to design
at a molecular level. To this end, we have developed a theoretical description of complex
coacervation, described in Chapter 2, which treats the polyelectrolyte as a one dimensional
adsorption model with a salt ion, a polymer chain, or remaining bare as potential adsorption
states for each monomer. This is based on the observation that correlations in coacervating
systems with high charge densities are largely local, and between nearest neighbors. Phase
diagrams calculated with this theory show nearly quantitative agreement with simulation
phase diagrams. Using physically-motivated arguments, this theory is modified to investigate
charge spacing and nonstoichiometric mixtures of polyelectrolytes in Chapter 2. Chain
stiffness, salt valency, and chain architecture effects are investigated in Chapter 3.
These molecular feature modifications suggest that a combinatorial entropy for having
a large number of ways for polymer chains to adsorb onto each other is another driving
force for coacervation. Chain stiffness and salt valency both decrease the number of ways
for polyelectrolytes to adsorb onto each other, which causes the extent of coacervation to
19
decrease. Comb polymers alter the entropy gain of salt ions upon counterion condensation
and release.
Once a theoretical understanding of the manner in which these molecular features alter
the phase behavior has been developed, investigation of how charge sequence affects complex
coacervation is undertaken in Chapter 4. Initially, this was investigated using Monte Carlo
simulation and comparing to experimental results, which showed charge sequence alters
the magnitude of the entropy gain when counterions are released upon coacervation. In
order to incorporate this information into the transfer matrix theory, the local electrostatic
environment as a function of monomer position is used as an input for the transfer matrix,
described in Chapter 5. Phase diagrams thus calculated show nearly quantitative matching
with simulation phase diagrams and qualitative matching with experimental results, and
reveal the interplay of how charge blockiness, charge fraction, and charged block position
affect complex coacervation phase behavior.
Using the information about how molecular features alter macroscopic coacervation phase
behavior, we want to understand how these molecular features affect block copolymer self-
assembly behavior. The investigations undertaken establish some of the foundation for
understanding self-assembly behavior. We use our transfer matrix theory as an input for self
consistent field theory in order to calculate interfacial properties in Chapter 6. Comparison
with interfacial profiles generated via molecular dynamics simulations showed qualitative
agreement. A neutral polymer species is added to the coacervating system, which almost
completely segregates into the supernatant phase. This increases the extent of coacervation,
increases the interfacial tension, decreases the interfacial width, and increases the amount of
salt partitioning to the interface between the two phases. We attribute these changes to the
increased excluded volume in the supernatant phase, which results in an increased pressure
on the coacervate phase, which causes the coacervate to be more stable.
Initial morphological phase diagrams for coacervate-driven block copolymer self-assembly
were determined using the field theory technique theoretically-informed Monte Carlo with an
input calculated from particle-based Monte Carlo simulations, described in Chapter 7. We
show that at large polymer and salt concentrations a morphological coexistence is observed,
and salt can induce transitions from disordered to ordered phases.
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CHAPTER 2
MONTE CARLO SIMULATION AND TRANSFER
MATRIX THEORY MODEL OF COMPLEX
COACERVATION
Reproduced in part with permission from T.K. Lytle, M. Radhakrishna, C.E. Sing, Macro-
molecules 2016, 49, 24, 9693-9705. Copyright 2016 American Chemical Society. Reproduced
from Ref. [93] with permission from the Royal Society of Chemistry.
2.1 Introduction
In this chapter, we develop a Monte Carlo simulation method to determine complex coacer-
vation phase separation. Monte Carlo simulations are used to calculate an excess free energy
contribution, which captures all correlations contained in the simulation. The form of this
excess free energy is incorporated into a polymer field-theory type free energy to calculate
the phase behavior. Resulting phase diagrams are compared to phase diagrams calculated
from Gibbs Ensemble Monte Carlo simulations, and show nearly quantitative matching.
In order to further understanding of coacervation phase separation behavior, we develop a
transfer matrix theory for determining the phase separation behavior of complex coacervates.
A method to map the 3-dimensional simulation to a 1-dimensional adsorption model is
presented. This 1-dimensional adsorption model can be solved via a transfer matrix, which
allows calculation of the partition function. From the partition function, the free energy can
be determined and phase diagrams can be calculated. We show this transfer matrix theory
matches simulation results nearly quantitatively, and this theory is modified to examine how
charge spacing and nonstoichiometric mixtures affect the coacervation phase behavior.
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2.2 Simulation
Our overall approach is to assume a separation of length scales between the local, molecular
features and the larger length-scale phase separation of complex coacervates. For the local,
molecular features we use Monte Carlo (MC) techniques; thermodynamic values can be
obtained from these simulations that are then useful at larger length scales. For the larger
length-scale phase separation, we use a numerical method to determine the compositions of
coexisting phases.
Simulation captures the local structure and correlations without approximation, albeit
with non-negligible computational cost. The common limitation with these simulations will
be our invocation of the restricted primitive model (RPM) that does not resolve atomistic
detail [80, 94]. The RPM treats ions as hard-sphere beads that can be connected to form
polyelectrolytes, all of which interact via Coulomb potentials in a continuum medium with
the solvent dielectric constant.
Limitations associated with RPM are well-known, [95] such as the neglect of specific ion
effects and the nuances of water structure in aqueous systems. This prevents quantita-
tive prediction. RPM simulations also neglect potential variations in the relative dielectric
constant, which has been shown to vary at large concentrations of salt or polymer [96–98].
Dielectric constant plays an especially large role in polyelectrolytes in the melt state, [99,100]
and can become important in solution [101, 102]. We justify neglecting this possible effect
by noting the high concentration of water in typical coacervate systems (∼ 60 − 80%) [1].
Previous RPM simulations have shown reasonable agreement with experimental measure-
ment, [4] to the extent that it is possible to qualitatively match trends due to architecture
and sequence.
2.2.1 RPM Model of Coacervation
MC simulations are performed with NP × nP+ polycation monomers, NP × nP− polyanion
monomers, n+ cations, and n− anions. Each bead is considered as monovalent, and these
species are at positions rαi , where i is the index specifying the monomer or ion and α
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Figure 2.1: (a) Schematic of the simulation model used in this paper. The RPM is used, with
all hard-sphere particles of diameter σ and electrostatic interactions between all charged
species UE. Polymers are connected charges with a bonding potential UB and a bending
potential Uθ. (b) Simulation snapshot of a coacervate phase using our model. A method
known as Widom insertion measures the energy change associated with adding pairs of
charged particles into a simulation box, yielding excess chemical potentials that can be
integrated to calculate fEXC .
specifies the type (P+, P−,+,− for polycation, polyanion, cation, and anion). Polycations
and polyanions both have degree of polymerization NP . Water is modeled as an implicit
solvent with a relative dielectric constant, r = 78.5. See Figure 2.1a for a schematic of
our model. All beads have a hard core diameter σ. Monomers and ions are explicit, and
contribute to the overall system energy U given by:
U = UHS + UE + UB + Uθ + ULJ (2.1)
UHS is the hard sphere energy that prevents overlap of the beads:
UHS =
∑
α,β
∑
i,j
uHS(r
α,β
ij ) (2.2)
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Here, rα,βij = |rαi − rβj | is the distance between beads i and j on species α and β, and the
individual pair potential uHS is given by:
uHS(r
α,β
ij ) =
∞ r
α,β
ij < σ
0 rα,βij ≥ σ
(2.3)
UE is the charged Coulomb potential:
UE =
1
2
∑
α,β
∑
i,j
qαqβ
4pi0rr
αβ
ij
(2.4)
where qα = zαe, the per-bead charge of species α with valency zα, e is the charge of an elec-
tron, and 0 is the vacuum permitivitty. Ewald summation is used to calculate electrostatic
interactions in the simulation. UB is the bonding potential between beads along the polymer
chains:
UB =
∑
α=P+,P−
∑
i
∗uB(r
α,α
i,i−1) (2.5)
We constrain α to only be along connected polymer chains, and the asterisk in the second
summation indicates that we omit terms where i mod N = 0. The pair potential uB is given
by:
uB(r
α,α
i,i−1) =
0 ∆σ ≤ r
α,α
i,i−1 < ∆σ + 0.1σ
∞ otherwise
(2.6)
Here we can adjust the spacing by a factor of ∆. An angle potential contribution Uθ is
applied to the polymer chains:
Uθ =
∑
α=P+,P−
∑
i
∗∗uθ(rαi , r
α
i−1, r
α
i−2) (2.7)
The double asterisk in the second summation indicates that we omit terms where i mod
N = 0 or 1. The pair potential uθ is given by:
uθ(r
α
i , r
α
i−1, r
α
i−2) =
κθ
2
θ2i,i−1,i−2 (2.8)
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κθ is a constant determining the strength of the bond angle potential, and θi,i−1,i−2 is the
angle between the adjacent bond vectors. Dispersive interactions are included via Lennard-
Jones potentials given by:
ULJ =
1
2
∑
α,β
∑
i,j
LJ
( σ
rαβij
)12
− 2
(
σ
rαβij
)6 (2.9)
where LJ is the depth of the Lennard-Jones potential.
For our MC simulations, we use the values σ = 4.25A˚, T = 298K, NP = 20, nP− = nP+ =
5, LJ = 0.25kBT , and κθ = 3.3kBT , where kB is the Boltzmann constant. κθ is chosen so
that the polymer chains are flexible, with an uncharged persistence length of 2.8 beads. We
ran multiple simulation box sizes to check that we had no finite box size effects, shown in
the right inset of Figure 2.2.
2.2.2 NVT and Gibbs Ensemble MC Simulations
Standard MC techniques are used to simulate coacervates in the constant particle, volume,
and temperature (NVT) ensemble [103,104]. Particles in our NVT-ensemble MC simulations
undergo random translational movements. The change in U for each particle movement
determines whether or not the move is accepted, using the standard Metropolis criterion
pacc = min[1, exp (−∆U/(kBT ))] [103, 104]. These simulations are useful for calculating
thermodynamic parameters, in particular the excess chemical potential µEXC,i that is the
non-ideal portion of the full chemical potential µi = µIG,i + µEXC,i (where µIG,i = ln ρi is
the ideal chemical potential for a species i number concentration ρi) [80]. This is calculated
using Widom insertion, which determines µEXC,i using the change in energy associated with
random placement of a test particle of type i averaged over all microstates {r} and positions
rTi in the system µEXC,i = −kBT ln 〈exp (−β∆UMC)〉rTi ,{r} [103,104]. For µEXC,i of polymeric
species, we use Widom insertion to place a bead at the end of the chain only, which has been
shown to reproduce the appropriate thermodynamics for sufficiently long chains [105, 106].
For both polymer and salt ions, both positive and negative species are inserted jointly or
not at all to maintain electroneutrality.
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NVT-ensemble calculations are performed [107] for single-phase mixtures of the charged
components; however, it is possible for the system to undergo spontaneous phase separation
into a polymer deficient and polymer rich phase. To determine the concentrations of salt and
polymer where this phase separation will occur, we carry out Gibbs-Ensemble Monte Carlo
(GEMC) calculations [104,108]. GEMC simulations were performed on the same system as
in the NVT-ensemble (U given by Equations 2.1-2.9), using standard particle exchange and
volume change moves [104,108]. Polymeric species are assumed to reside in a single box, due
to the near-negligible translational entropy associated with moving two oppositely-charged
polyelectrolytes into the supernatant phase. This simplifies particle exchange by restricting
it to simply the anion and cation species, which undergo a joint particle exchange to maintain
electroneutrality in both phases. Figure 2.2 demonstrates the results of a standard GEMC
calculation, with a binodal that demarcates a two-phase coacervation region from a one-
phase miscible polyelectrolyte solution.
2.2.3 Free Energy Landscapes Calculated From Monte Carlo
We seek to calculate the excess free energy FEXC(φS, φP ) as a function of the volume fractions
of salt φS, and polyelectrolyte φP in the system. Volume fractions are directly proportional
to the number of particles, φS = 2(piσ
3nS)/(6V ) and φP = 2(piσ
3nNP )/(6V ). FEXC(φS, φP )
can be determined from NVT-ensemble MC calculations, where Widom insertion is used to
calculate µEXC,i(φS, φP ). We note that both µEXC,i and FEXC values obtained from MC
simulations are dependent on both the composition of the system as well as the underlying
molecular MC model (NP and U).
It is difficult to access µEXC,i in the two-phase coexistence regions of the phase diagram,
where Widom insertion would be into one of two coexisting phases leading to a µEXC,i
that is a linear combination of the value in both phases. We instead desire the value of
µEXC,i for the unstable homogeneous phase, which is important in heterogeneous polymer
systems (for example, polymer interfaces) where the local concentration may pass through
these macroscopically unstable states. To obtain these values, we note that the region of
complex coacervate coexistence shrinks when NP is decreased (see e.g. experimental phase
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Figure 2.2: GEMC simulation snapshots, demonstrating a polymer-rich α-phase and a poly-
mer deficient β-phase that are in equilibrium. A phase diagram of salt concentration φS
versus polymer concentration φP shows the binodal curve calculated via GEMC, indicating
the points associated with simulation snapshots. Tie lines demonstrate the difference in salt
concentration φS between the coacervate (α) and supernatant (β) phase. (Left inset) Widom
insertion can be used to calculate the excess chemical potential of all the species, in this case
the polymer (µEXC,P ). In the coexistence region (φS = 0.02 and φP = 0.1), this is performed
at a number of different chain lengths NP and the value of µEXC,P (NP ) is extrapolated to
the desired chain length NP based on equation 2.10. This calculates the value of the excess
chemical potential for a homogeneous system, which would otherwise be unstable at large
NP . (Right inset) Excess chemical potentials calculated in miscible region (φS = 0.04 and
φP = 0.12) for a number of system sizes (number of polymer chains, n = nP+ + nP−).
Significant deviations from large-n behavior are observed only at very small system sizes
n < 6.
diagrams [1]). This is primarily due to the increased translational entropy of shorter chains,
reflected in the 1/NP contribution to the Flory-Huggins mixing entropy. In principle, excess
contributions to the free energy beyond the translational entropy will also change with NP ;
however, so long as these interactions are local compared to the chain dimensions, a chain
segment far from the chain end will be independent of the length of the chain. Thus, the
excess contribution to the free energy will only be dependent on NP via the presence of chain
end segments, which see a different environment than mid-chain segments.
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Correlation functions for the charged polymer/salt species in the MC simulations (not
pictured) demonstrate that correlations are on the order of a few bead radii, reflecting the
high salt concentrations considered. The excess chemical potentials µEXC,i for both the salt
and the polymer thus vary weakly with NP , with variation primarily related to the number
of chain end segments. We postulate the form:
µEXC,i(NP ) = µEXC,i(NP →∞) + (µEXC,i(NP = 1)− µEXC,i(NP →∞))
NP
(2.10)
The significance of this equation is that we do not need to calculate µEXC,i in the coexistence
region that is large for large NP . Rather, it is possible to extrapolate from values of µEXC,i
calculated at small values of NP (where the coexistence region is small or nonexistent)
to obtain the unstable homogenous state µEXC,i. We demonstrate this extrapolation in the
coexistence 2Φ region, shown in the left inset of Figure 2.2. Indeed, the form of equation 2.10
almost exactly fits all values of the excess chemical potential µEXC,i(NP ), with only a single
fitting parameter µEXC,i(NP → ∞). Care is taken to extrapolate from low NP < 7 values,
which provides enough data to accurately determine the NP = 20 value to match the 1Φ
portion of the excess chemical potential calculation.
We note that this calculation is distinctly suited to charge dense coacervates, where high
concentrations of the species (φP , φS ∼ 0.1−3M) lead to highly screened interactions. This is
reflected in the insensitivity of the system to box size changes. In the right inset of Figure 2.2,
we vary the number n of NP = 20 chains while maintaining the same concentration. The
value of µEXC,i only deviates significantly at very small box sizes at typical concentrations
used in this manuscript. The low charge-density limit may require larger system sizes, but
would then be suitable for other field theory approaches [68, 78].
With the values of µEXC,i(φS, φP ) for both the polymer and ion species, it is possible to
reconstruct the free energy from a reference point. We arbitrarily choose our reference point
to be φ0S = 0.0 and φ
0
P = 0.0. An excess free energy density fEXC(φS, φP ) = FEXC(φS, φP )/V
is then calculated from these points:
fEXC(φS, φP ) =
∫ φS ,φ0P
φ0S ,φ
0
P
µEXC,S(φ
′
S, φP )dφ
′
S +
∫ φS ,φP
φS ,φ
0
P
µEXC,P (φS, φ
′
P )dφ
′
P (2.11)
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Figure 2.3: (a) Excess free energy landscape fEXC,MC calculated from MC simulations.
We note that low values of φP and φS shows a region of negative curvature, which drives
coacervation. Large φP and φS eventually show positive curvature due to the presence
of excluded volume interactions. Calculated from Equation 2.11. (b) Excess free energy
landscape fEXC,V O predicted by Voorn-Overbeek theory.
Figure 2.3a demonstrates this excess free energy landscape calculated using this method
(fEXC,MC). We note that this landscape captures both the entropic and energetic contribu-
tions to the free energy, with the exception of translational contributions (or conformational,
for polymeric species). The value fEXC is thus in the form that is useful for inclusion in field
theories.
2.2.4 Numerical MC Technique
In order to determine the coacervation phase diagram, a Flory-Huggins-like theory is de-
veloped. The system has an average polymer volume fraction, 〈φP 〉, and an average salt
volume fraction, 〈φS〉. At certain salt and polymer volume fractions, phase separation oc-
curs creating a coacervate phase, denoted as co, with polymer volume fraction, φP,co, and
salt volume fraction, φS,co. Coexisting with the coacervate phase is a supernatant phase,
denoted as su, with polymer volume fraction, φP,su, and salt volume fraction, φS,su. Both
phases are incompressible with a volume fraction of water given by φW,i = 1 − φP,i − φS,i
where i denotes either the coacervate phase or the supernatant phase. The free energy of
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the system is
F = F0 + FEXC (2.12)
where F0 is the translational entropy contribution to the overall free energy, and FEXC is the
excess free energy contribution. Both F0 and FEXC are calculated for the phase separated
system.
The entropy of mixing is given by
F0 =
Ω
〈φP 〉
{[
1− pNP 〈φP 〉
ΩφP,co
] [
φS,sulnφS,su +
φP,su
NP
lnφP,su +φW,sulnφW,su
]
+
pNP 〈φP 〉
ΩφP,co
[
φS,colnφS,co +
φP,co
NP
lnφP,co + φW,colnφW,co
]} (2.13)
where Ω is the total number of monomers in the system, and p is the total number of chains
in the coacervate phase. The first term describes the entropy of mixing in the supernatant
phase, and the second term describes the entropy of mixing in the coacervate phase. pNP 〈φP 〉
ΩφP,co
gives the ratio of the coacervate phase volume to the total system volume, 1− pNP 〈φP 〉
ΩφP,co
gives
the ratio of the supernatant phases’s volume to the system’s total volume, and Ω〈φP 〉 gives
the total number of monomer-equivalent volumes in the system.
The excess free energy contribution is given by:
FEXC =
Ω
〈φP 〉
{[
1− pNP 〈φP 〉
ΩφP,co
]
fEXC(φP,su, φS,su) +
pNP 〈φP 〉
ΩφP,co
fEXC(φP,co, φS,co)
}
(2.14)
where fEXC is the excess free energy density obtained in Equation 2.11.
F is minimized with respect to φP,co, φP,su, and φS,so. p can be calculated using 〈φP 〉 =
pNP 〈φP 〉
ΩφP,co
φP,co +
(
1− pNP 〈φP 〉
ΩφP,co
)
φP,su, and φS,su can be calculated using 〈φS〉 = pNP 〈φP 〉ΩφP,co φS,co +(
1− pNP 〈φP 〉
ΩφP,co
)
φS,su. The minimized value of F is compared to the free energy of a homoge-
neous state, FHOM , given by
FHOM =
Ω
〈φP 〉
[
〈φS〉ln〈φS〉+ (1− 〈φP 〉 − 〈φS〉) ln (1− 〈φP 〉 − 〈φS〉)
+
〈φP 〉
NP
ln〈φP 〉+ fEXC(〈φP 〉, 〈φS〉)
]
.
(2.15)
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If the minimized value of F is less than FHOM , the system undergoes phase separation to
the concentration values which minimized F .
2.2.5 Relationship to the Voorn-Overbeek Limit
We provide a link to previous theory by directly comparing this work to the Voorn-Overbeek
theory predictions [1,65,66,109]. In our system, we can replace the excess free energy density
fEXC with the prediction of Voorn-Overbeek theory that uses results from Debye-Hu¨ckel
theory [1]:
fEXC,V O = −α
∑
i
(λiφi(x))
3
2 (2.16)
λi is the charge density of species i, and α controls the strength of electrostatic interactions
[1]:
α =
2
3
√
pi
(
lB
σ
) 3
2
(2.17)
where lB is the Bjerrum length (0.7 nm for water). We plot the landscape fEXC,V O(φS, φP )
in Figure 2.3b, which demonstrates markedly different behaviors when compared to the
landscape determined from molecular MC calculations shown in Figure 2.3a. This is due to
the neglect of important polymer-based connectivity and the excluded volumes of charges
correlations in Voorn-Overbeek theory [1]. Indeed, the use of fEXC,V O can be shown to
directly compare to phase diagrams calculated in the literature [1, 109].
Figure 2.4a shows the phase diagram for a system using the Voorn-Overbeek term fEXC,V O.
This reproduces Figure 4 in Spruijt et al. [1], using their fit values (α = 0.9, λP = 0.95, and
λS = 1.0) and a variety of chain lengthsNP . Spruijt et al. used the ’fixed salt approximation’,
where the values of φS are kept constant in both the coacervate and supernatant phases [1].
Assuming that φi = 1 when the concentration ci = 7.9M, we are able to plot this in terms of
the molarity of salt cS and polymer cP in quantitative matching with Spruijt et al. [1] This
thus reproduces the result that the chain length has a measurable effect on the size of the
coexistence region, which can be attributed to the change in the translational entropy of the
polymer chains.
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Figure 2.4: (a) Plot of cS versus cP using the Voorn-Overbeek excess free energy fEXC,V O and
the fixed salt approximation with parameters α=0.90, λP=0.95, and λS=1.0 for a variety of
molecular chain lengths. The points, each a separate simulation, form the binodal curve. The
area below the binodal is the immiscible region (2Φ) and above the binodal is the miscible
region (1Φ). This demonstrates that our method can reproduce the results of Spruijt, et
al. [1] (b) Plot of φS versus φP based on Voorn-Overbeek theory with parameters NP=100,
α=3.655, λP=0.24, and λS=1.0. The points, each a separate simulation, form the binodal
for the constant salt approximation and allowing the salt to vary between phases. The area
below the binodal is the immiscible region (2Φ) and above the binodal is the miscible region
(1Φ). This demonstrates that our method can reproduce the results of Qin, et al. [109] (c)
Coacervation phase diagram from GEMC calculations (black) matches well with the MC
numerical predictions using NP = 20 (red), including the locations of the tie lines. The
primary difference is the presence of a non-zero supernatant portion of the binodal for the
numerical MC results, because this does not use the φβP = 0 assumption that is used for
the GEMC. Both methods share a related origin (Monte Carlo simulation), so this provides
a self-consistent verification of the accuracy of the numerical scheme for MC results. In
contrast to the Voorn-Overbeek predictions, the mumerical MC calculation predicts that
the tie lines tilt toward a lower salt concentration in the coacervate phase.
Figure 2.4b reproduces the results in Figure 2c of Qin, et al., [109] using their fit values
(N = 100, α = 3.655, λP = 0.24, and λS = 1.0). This result demonstrates the effect of the
’fixed salt approximation’, showing that the ability of salt to repartition between the phases
has a sizable effect on the extent of the coexistence region [109]. We also include tie lines in
the non-fixed case, which demonstrate that the salt concentration is predicted to be larger
in the coacervate phase in Voorn-Overbeek [109].
Our model is thus capable of reproducing standard theoretical results in the simplified
Voorn-Overbeek case. This provides the basis to include local charged structure via molec-
ular MC simulation results.
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2.2.6 Numerical MC Consistency and Salt Partitioning
In Figure 2.4c, we plot a comparison between the GEMC result and the numerical MC result.
The latter uses the landscape in Figure 2.3a and the numerical MC technique. GEMC and
numerical MC are both based on the same RPM MC simulation, and thus this is a test
of self-consistency. For a simple coacervate-forming polymer system, the phase diagram
should be essentially identical. The only approximation is that there is no polymer in the
supernatant for the GEMC calculation, whereas for numerical MC this approximation is
unnecessary. Thus, other than the position of the supernatant portion of the binodal at
high salt, the MC-SCMF follows the GEMC result in both the binodal curve and the salt
partitioning (i.e. the tie lines).
The tie lines indicated in Figure 2.4c are significant when compared to the Voorn-Overbeek
predictions. While the phase diagram from the numerical MC calculation is qualitatively
similar to Voorn-Overbeek, the upward slope of the tie lines in Figure 2.4b contrast with the
numerical MC results. This indicates that salt prefers the supernatant over the coacervate
phase (downward slope of the tie lines in Figure 2.4c). This expulsion of salt from the
coacervate is also observed in the GEMC simulations, and is attributed to the excluded
volume of the dense polymer in the coacervate phase.
2.2.7 Simulation Parameters for Theory Comparison
We will now use this numerical MC technique to inform and test our theory, but modify
simulation parameters for a simpler coacervate model to elucidate the physics of the system.
The length of polymer is increased to NP = 100 and the number of chains is increased to
nP− = nP+ = 6. Additionally, LJ = 0.00kBT to remove dispersive interactions. Other
simulation parameters remain the same.
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2.3 Theory
2.3.1 Multicomponent Charge Condensation Along a Test Chain
We consider a test polyelectrolyte in the bulk of a coacervate phase, with monomers i that
proceed from i = 1 to i = N . We will explore the environment along the contour of this chain,
where the oppositely-charged species can ‘adsorb’ to the linear test molecule. Accounting
for these adsorbing molecules will enable calculation of the free energy of interaction of a
polyelectrolyte with its surroundings. The counterion C and the oppositely-charged polymer
P are possible adsorbing species. As the contour coordinate of the chain is traversed, we
further distinguish between an initial polymer unit in a run of adsorbed monomers, P ′, and
the subsequent monomers P that are adjacent along the adsorbed chain (i.e. not from a
different, competing chain). Figure 2.5 schematically demonstrates these distinctions, and
shows that each adsorbed species (C, P ′, and P ) are each associated with a single monomer
along the test chain. There is also a possibility that there are no species that are nearby a
given monomer within an arbitrary cutoff rC , which we designate as 0. We note that this is
relatively infrequent, because we focus on applying this model under conditions where most
monomers are ‘paired’. This is a limitation of our approach, which we expect will be most
accurate in the high charge-density limit where counterion condensation is strong.
2.3.2 Interaction Free Energy
The system of interest is the immediate volume surrounding the test chain, which has an
open boundary to the oppositely charged chains and counterions in the environment. For
now, we consider the polymer and salt species in the environment to be at chemical potentials
µP and µS respectively. Similarly, we assign a penalty  for not having a paired charge (0)
adjacent to a monomer on the test chain. This phenomenological parameter is related to
the entropic cost associated with having a charged monomer without a nearby pair within
the arbitrary distance rC . This is left as a fit parameter in our model, and we observe
that it remains unchanged over all conditions considered in this paper. We write the grand
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Figure 2.5: Our theoretical model uses a coordinate that is along the contour of a test
polymer (left, dark orange). We assign to each monomer of this test polymer a ‘nearest
neighbor’ particle of the opposite charge, which can be a counterion C, a polymer P or
P ′ (right top). It is also possible that there is no nearby neighbor, so we consider the
monomer unpaired 0, using a cutoff rC (green circle). These assignments are converted into
a sequence (right bottom) describing the state of the test particle; our model of interactions
is built around determining the free energy associated with the many sequence possibilities.
canonical partition function for a test chain with N monomers by:
Ξ(N) =
∑
{si}
exp
[
−β
N∑
j
∗
(
δsj ,0 − µP δsj ,P ′ − µSδsj ,C−
−kBTδsj−1,P ′δsj ,P ln 2E − kBTδsj−1,P δsj ,P lnE
)]
(2.18)
Here, the indices j denote locations along the chain, each with a state sj = C,P, P
′, 0 that
represents the immediate environment. The asterisk on the sum denotes the constraint that
it is not possible to have adjacent sites where sj = P and sj−1 = C or sj = P and sj−1 = 0.
E represents a single-particle partition function associated with the confinement of adsorbed
monomers after the first monomer has been adsorbed; we initially set this to be E = 1, which
sets the otherwise arbitrary reference states of the chemical potential terms µP , µS, and the
energy . The factor of 2 in the ln 2E term is associated with the degeneracy of choosing
a direction to adsorb the second monomer P after initially adsorbing the chain P ′. This
contrasts with the lnE term, which is due to the propagation of the adsorbed chain (P to
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Figure 2.6: Simulation (points) and theory (curves) describing the adsorption sequence
statistics in various coacervate-forming systems at a number of values of φP and φS. (a)
The conditional probabilities p(X|Y ) of having a monomer with adsorbed state of type
X immediately following a monomer with adsorbed state of type Y . p(C|C), p(C|P ′),
p(P ′|P ), and p(P ′|P ′) as a function of salt concentration φS at constant φP = 0.06. (b)
The same conditional probabilities as a function of polymer concentration φP for constant
φS = 0.06. For both (a) and (b) there is near-quantitative fitting between theory and
simulation, indicating that this formalism describes the environment surrounding a test
chain.
P ). In this case, continuation must be along a direction along the adsorbing chain already
determined by the initializing P ′ to P step.
This partition function is more concisely written using the transfer matrix formalism.
Here, we note that the partition function at a number of monomers N + 1 is related to the
partition function of a chain with N monomers. For example, if the last monomer in the
chain is sN+1 = P , then the partition function Ξ (N + 1, sN+1 = P ) can be written as:
Ξ (N + 1, sN+1 = P ) = Ξ (N, sN = P ) e
−β[−kBT lnE] +
+Ξ (N, sN = P
′) e−β[−kBT ln 2E] (2.19)
The bracketed terms in the exponential factors correspond are deliberately written to cor-
respond to contributions to the sum in the exponent of Equation 2.18. Similar relationships
can be written for all possible values of sN+1. We generalize this by representing the expo-
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nential factors (such as those in Equation 2.19) in matrix form; we define the contribution
to the partition function for an adsorption state si at monomer ‘site’ i given the adsorption
state si−1 at the previous monomer site i− 1 using a matrix M(si, si−1):
M(si, si−1) =

CC CP CP ′ C0
PC PP PP ′ P0
P ′C P ′P P ′P ′ P ′0
0C 0P 0P ′ 00
 =

A A A A
0 E 2E 0
B B B B
D D D D
 (2.20)
The first version of the matrix describes the states si = C,P, P
′, 0 and si−1 = C,P, P ′, 0,
pairs of which contribute to the partition function. The second version of the matrix assigns
each element to the factors A = eµ˜S , B = eµ˜P , D = e−˜, and E = 1 where tildes denote
normalization by the thermal energy kBT . The partition function can be rewritten using
this matrix:
Ξ = ψTMNψ (2.21)
where the vectors ψ are comprised of ones. For sufficiently large N , the largest eigenvalue
of the matrix M (ξ) dominates this partition function, and has an analytical form:
Ξ = ξN =
[(
A+B +D + E +
√
(A+B +D + E)2 − 4E(A−B +D)
)
/2
]N
(2.22)
This partition function is directly related to a free energy of interaction between N monomers
of a coacervate chain and its surroundings:
Fint = −kBT ln Ξ = −NkBT ln
[
A+B +D + E+
+
√
(A+B +D + E)2 − 4E(A−B +D)
]
+NkBT ln 2 (2.23)
The last term is simply an additive constant that we will neglect for the rest of this paper.
This equation is a function of µS, µP , and  that determine A, B, D, and E respectively.
These parameters connect this tagged polymer chain to the surrounding environment.
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2.3.3 Chain Environment
We assume a straightforward expression for the chemical potentials, µ˜S = µ˜
0
S + lnφS =
ln (A0φS) and µ˜P = µ˜
0
P + lnφP = ln (B0φP ), where µ˜
0
S and µ˜
0
P are reference chemical
potentials and A0 = exp µ˜
0
S and B0 = exp µ˜
0
P . This is an assumption that the environment
surrounding the tagged polymer is near-ideal [110]. We conceptually justify this by observing
that, in simulations of these dense Coulombic environments, correlations do not extend
significantly beyond the immediate neighbors of the test molecule (which are included in the
transfer matrix method) [4].
We can demonstrate the suitability of this method by directly determining the adsorbed
species along chains in coacervate simulations. We show our method schematically in Fig-
ure 2.5. Along test chains, the nearest oppositely charged particle within a cutoff radius of
r˜C = 3σ/2 around each monomer is assigned to each indexed bead. Assignments are unique,
so that every neighboring particle is only used for a single monomer. This allows us to
determine from simulation the sequence of ‘adsorbed’ species {si} which consists of C,P, P ′,
and 0 designations. P and P ′ are defined such that an adsorbed monomer is considered to
be from a new chain if it is more than 3 monomers from the previous adsorbed monomer.
Figure 2.5 shows a characteristic sequence description of the test chain environment. We
quantify the statistics of this sequence by calculating the conditional probability of observing
an adsorbed species si at monomer i given that we previously had an adsorbed species si−1
at monomer i−1, p(si|si−1). These conditional probabilities are directly calculable from the
transfer matrix elements:
p(si|si−1) = M(si, si − 1)∑
si
M(si, si−1)
(2.24)
As such, our predictions can be compared to simulation results and thus to molecular struc-
ture. For example, we can calculate p(C|P ) = A/(A+E+B+D) = A0φS/(A0φS +B0φP +
e−˜ + 1). Figure 2.6 shows how a number of these conditional probabilities compare between
the theory and the simulation as φS is changed at constant φP (Figure 2.6a) and as φP is
changed at constant φS (Figure 2.6b). Qualitative matching shows that we are capturing
key attributes of the local chain correlations with this simple model. We allow  to be a
fit parameter that is constant regardless of the environment or molecular features. This
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matching with experiments enable parameterization, with A0 = 20.5, B0 = 12.2, and ˜ = 0.
We use these values for all of the subsequent results in this chapter.
2.3.4 Free Energy of Coacervation
We combine the expression for the free energy of interaction term (Equation 2.23) with an
entropic mixing contribution, and a phenomenological contribution to capture the excluded
volume of all the non-water species:
F
V kBT
=
φP
N
lnφP/2 + φS lnφS/2 + φW lnφW − φP
2
ln
[
1 + A0φS +B0φP + e
−˜ +
+
√
(1 + A0φS +B0φP + e−˜)2 − 4(A0φS −B0φP + e−˜)
]
+ κ(ΛφP + φS)
3 (2.25)
We have introduced a constant κ that parameterizes the strength of the excluded vol-
ume contribution. This term is third order to distinguish from the interaction term, which
includes the two-body interactions (chain-salt and chain-chain interactions) that are repre-
sented by the interaction term. The constant Λ = ve,P/ve,S accounts for the difference in
excluded volumes ve between the polymer versus salt species. The region of excluded volume
around a salt ion is ve,S = 4piσ
3/3, associated with the closest-approach distance of another
species. This is different for the polymer, because the connectivity between the polymer
beads forces overlap between their respective excluded volume regions. Polymer beads thus
exclude less volume, and for excluded volume radius σ around beads that are connected with
bonds separated by a distance σ, Λ = 0.6875. We discuss this term in more detail in section
2.4.3.
The last two terms of equation 2.25 correspond to the excess free energy fEXC = FEXC/V ,
which is the portion of F that does not include the configurational mixing entropy. This
prediction can be tested by comparison to the values for fEXC that are calculated from
thermodynamic integration of simulations according to equation 2.11. In Figure 2.7, we plot
free energy landscapes from both simulation and theory. These exhibit near-quantitative
matching for κ = 19.0, except at high values of φP and φS that likely reflects the approxi-
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Figure 2.7: Excess free energy fEXC calculated using the final two terms in Equation 2.25
(lines) and comparison with simulation values (points). (a) Constant φP curves as a function
of φS and (b) constant φS curves as a function of φP . For (a) and (b), each curve is
shifted vertically by a value fSEXC = 0.25 for visual clarity. We note that there is excellent
quantitative agreement between all values of φP and φS.
mation of using a simple third-order term to describe excluded volume effects. We note that
matching between simulation and theoretical fEXC curves is aided by linear contributions
that tilt the fEXC landscape (fEXC = f
0
EXC + M1φS + M2φP , with constants M1 and M2).
This has no impact on thermodynamic properties.
2.4 Coacervation Predictions and Comparison to Simulation
To motivate a number of assumptions in the above derivation, we provided some compar-
ison to simulation. In particular, we demonstrated that the chosen form for the chemical
potentials of the tagged polymer environment was motivated by comparing the adsorption
sequence statistics. Furthermore, we were able to show that the fEXC calculated from theory
matched well with simulation calculations. We now demonstrate that the predictions of this
theory are consistent with the current state of understanding of coacervation physics, includ-
ing aspects that are not described by VO or related theoretical approaches [4, 65, 67,111].
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Figure 2.8: (a) Phase diagram in the salt concentration φS versus polymer concentration
φP plane calculated from both simulation and theory, with the binodal curves demarcating
the two phase 2Φ region where coacervation occurs. Tie lines are drawn, denoting the
equilibrium between the low-φS coacervate phase (right branch of the binodal) and the high-
φS supernatant phase (left branch of the binodal). (b) Tie lines indicate a difference in salt
partitioning between the coacervate (α) and supernatant (β) phases. We plot λ = φαS/φ
β
S as
a function of the supernatant salt concentration φβS. For all φ
β
S, λ < 1 indicating that salt is
depleted from the coacervate phase.
2.4.1 Phase Separation
Figure 2.8a demonstrates a coacervation phase diagram, in the salt concentration versus
polymer concentration plane. Consistent with previous observations of coacervate phase
behavior, [1, 4, 65] there is a two phase region at low φS and φP where the mixture will
spontaneously phase separate into polymer-rich coacervate and polymer-dilute supernatant
phases. We use the values of A0, B0, ˜, and κ determined previously, and we likewise include
simulation results for the binodal curve on the same plot. We find that both results match
nearly quantitatively. This is perhaps not entirely surprising, given the use of simulation to
determine the fitting constants; however, we note that these constants are parameterized by
molecular features rather than simply matching the phase diagram.
One important feature of this prediction is the slope of the tie lines that connect the
coexisting supernatant and coacervate phases. In most coacervate theories, these are non-
horizontal to reflect the uneven partitioning of salt into the two phases [65]. Voorn-Overbeek
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Figure 2.9: Fraction of monomers with ‘adsorbed’ species i, 〈θi〉, as a function of (a) φP (at
constant φS = 0.09) and (b) φS (at constant φP = 0.09). 〈θC〉 is a measure of the number of
condensed counterions, and monotonically decreases as the concentration of of polymer φP
is increased. This reflects the traditional counterion release driving force for coacervation.
The amount of condensed counterions increases with φS, reflecting the increased abundance
of salt ions. The number of new polymer interactions per monomer, 〈θP ′〉, monotonically
increases as the concentration of polymer φP is increased. This is a further driving force
for coacervation, due to the increased entropy of having a large number of combinations of
possible polymer-polymer interactions.
predicts an excess of salt in the coacervate phase, leading to a positively-sloped tie line
[65, 78, 89]. However, recent simulation and theory work by the authors, [4, 67, 112] in line
with experimental results, [4] demonstrates that the tie line will typically have a negative
slope. The physical motivation for this negative slope is that the high polymer density in
the coacervate phase excludes the volume accessible to the salt, which will subsequently
prefer to be in the polymer-dilute supernatant phase. Our theory predicts this behavior,
and we quantify the extent of this partitioning by plotting in Figure 2.8b the ratio of the
salt concentration between the two phase, λ = φαS/φ
β
S, where α denotes the coacervate
phase and β denotes the supernatant phase. In Figure 2.8, quantity λ is plotted versus φβS,
and is always λ < 1 indicating that salt preferentially partitions to the supernatant phase.
Simulation and theory agree qualitatively, and are consistent with previous simulation and
experimental results [4, 67].
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2.4.2 Counterion Release and Chain-Chain Interactions
We can quantify how this phase separation is related to the mechanism of counterion release,
one of the traditional concepts of coacervation. The average fraction of monomers with a
condensed salt ion 〈θC〉 can be calculated from the partition function Eq. 2.22:
〈θC〉 = kBT
(
∂ ln ξ
∂µS
)
=
A0φS
2ξ
[
1 +
+
A0φS +B0φP + e
−˜ − 3√
(A0φS +B0φP + e−˜ + 1)
2 − 4 (A0φS −B0φP + e−˜)
]
(2.26)
This is a function of salt and polymer concentration, and is plotted alongside simulation
values in Figure 2.9 as a function of polymer concentration φP (Figure 2.9a) and φS (Fig-
ure 2.9b). Indeed, at low φP there are significantly more adsorbed counterions, which mono-
tonically decreases with φP . This is indicative of a counterion condensation and release
effect. Increased salt concentration φS leads to a monotonic increase of 〈θC〉 due to the
prevalence of salt ions.
The entropic driving force for coacervation is only partly driven by counterion release.
There is another entropic driving force due to the increasing number of interactions between
the polymers. We also plot this in Figure 2.9, by calculating the average number of new
polymers P ′ per chain 〈θP ′〉:
〈θP ′〉 = kBT
(
∂ ln ξ
∂µP
)
=
B0φP
2ξ
[
1 +
+
A0φS +B0φP + e
−˜ + 3√
(A0φS +B0φP + e−˜ + 1)
2 − 4 (A0φS −B0φP + e−˜)
]
(2.27)
The monotonic increase in the quantity θP ′ with φP is due to the increasing abundance of
options for polymer-polymer interactions, which is entropically favorable. This is one way
in which coacervation is different from the behavior of isolated pair complexes. Pair com-
plexes occur in the dilute limit where two oppositely-charged polyelectrolytes interact via
the counterion release mechanism; however, these polyelectrolytes only have the option of
interacting each other over the entire length of their respective chain contours. As concen-
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tration increases, there is an entropic benefit of each polyelectrolyte interacting with more
than one chain. A similar effect is found in physical gelation, [113] polymer solution phase
behavior, [114] and dense polyelectrolytes [115]; in all of these examples there is a strong
entropic contribution to the free energy due to the number of possible interactions.
2.4.3 Charge Density Effects
Previous work by the authors has demonstrated the importance of local charge density, with
drastic reductions in the two-phase coexistence region as the spacing between charges is
increased [4,67]. We consider two molecular effects that contribute to charge spacing, which
can be incorporated directly into this formalism.
We first consider the entropy of adsorbing subsequent monomers, which affects the factor
E. We postulate a form E = ∆−2 where ∆ is the normalized spacing between adjacent
charges. This scaling is related to the entropic penalty of confining a single monomer along
a run of monomers, which would otherwise sweep the surface of a sphere ∼ ∆2 but instead
must be nearby the chain (see schematic in Figure 2.10a). Thus, as spacing increases, the
entropic penalty to adsorb a monomer (after placing the initial monomer) becomes more
significant due to the larger area that the monomer can sweep out in our RPM-based model.
We demonstrate that this effect captures the local structure in simulation. Figure 2.10b
shows the calculation of the quantity p(P |P ) = E/(A + B + D + E) = ∆−2/(A0φS +
B0ω∆φP/ω1 + v1e
−˜/v∆ + ∆−2) plotted alongside simulation calculations of the same quan-
tities from the adsorption sequence for a number of charge spacings ∆ and volume fractions
φP . Without changing the parameters A0, B0, or ˜, we can fit the entire set of curves.
Charge spacing further impacts the excluded volume associated with the polymer. The
proximity of neighboring polymer beads decreases the effective excluded volume, because
they jointly occupy regions that would otherwise separately prevent the approach of salt
ions (see schematic in Figure 2.10c). This was previously captured by Λ = ve,P/ve,S, which
we can write as a function of bead spacing along the polymer. A single salt bead occupies
a volume ve,S = 4piσ
3/3. For a polymer, half of the overlap volume must be subtracted
because it is shared between any pair of adjacent beads; however, this is multiplied by two
44
0.00 0.02 0.04 0.06 0.08 0.10 0.12
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
p
(P
|P
)
 P
 
1.0
1.1
1.2
a)
 S
 P
1.0
1.1
1.2
     
 
b)
c)
d)
Figure 2.10: (a) As the spacing ∆ between charges increases, then the entropic penalty for
continued adsorption of monomers increases; this is due to the larger angle swept by a non-
adsorbed charge, which corresponds to a larger phase space. (b) The sequence probability
p(P |P ) as a function of ∆ and φP (constant φS = 0.06). Theory that accounts for the
entropic penalty for chain adsorption captures the trend in simulation describing the local
environment around a test chain. (c) Spacing affects the volume excluded by the charged
species. An isolated salt ion excludes a volume within a diameter of the particle (light
red circle). In a chain, the polyelectrolyte charges exclude a smaller volume (light orange
circle), which is a function of ∆. (d) Phase diagrams from both simulation and theory,
including different values of ∆. The combined contribution of chain adsorption entropy and
excluded volume leads to a marked decrease in the coexistence region, which is qualitatively
demonstrated in both simulation (unconnected, lighter symbols) and theory (connected, bold
symbols).
adjacent beads. This leads to the result ve,P = 4piσ
3/3− pi
12
(4σ+ ∆σ)(2σ−∆σ)2, providing
an expression for Λ:
Λ = 1− (4 + ∆)(2−∆)
2
16
(2.28)
We demonstrate the combined strength of these effects by calculating the phase behavior
for a series of polymer ∆ = 1.0 − 1.2 in Figure 2.10d for both simulation and theory. We
observe the expected decrease in the coexistence region as the charge spacing is increased,
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which is qualitatively consistent between simulation and theory. We note that matching
becomes less quantitative as ∆ is increased, which represents a limitation of this model.
The increase in charge spacing moves the system away from a high charge-density limit,
where charged interactions are highly screened and neighboring ‘adsorbed’ molecules drive
the thermodynamics. As ∆ increases and charge density is decreased, long-range correlations
become more important and field theoretic methods become increasingly appropriate [70,
72,73,75,78,79].
2.4.4 Electrostatic Strength
One surprising result of this theory is that Equation 2.25 is not explicitly dependent on the
strength of the electrostatic interactions (via the Bjerrum length λB = e
2/(4pir0kBT )). This
stems from the high charge-density limit considered in this work, where nearly all charges
are effectively ‘paired’ in our framework. Within this limit, we can demonstrate that λB does
not play a role. We do this by changing the relative dielectric constant r from r = 78.5 to
r = 60, which increases the strength of the Coulomb interaction by ca. 31%. The simulation
results are plotted in Figure 2.11a, which show essentially no difference in the phase behavior,
despite the considerable change in the strength of the Coulomb interaction. Similarly, the
test chain neighbor conditional probabilities p(X|Y ) match between the different values of r,
and are shown in Figure 2.11b. These results are consistent with experimental observation
that coacervation is primarily an entropic process, with calorimetry consistently showing
only small enthalpic changes during coacervate formation [84,85].
2.4.5 Non-Stoichiometric Coacervation Phase Diagrams
Most existing coacervate theory considers stoichiometric mixtures of polycation and polyan-
ion, where there is equal number of polycation charges and polyanion charges, [111] with a
few exceptions [116–118]. We can extend this theory to capture the phase behavior as an ex-
cess of polycation or polyanion charges is present in the system. This involves changing the
interaction free energy to be rewritten with explicit reference to the polyelectrolyte species
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Figure 2.11: (a) Phase diagram for both r = 78.5 (black points) and r = 60.0 (red points),
along with theory (black line). We note that both phase diagrams are almost exactly the
same, despite electrostatic interactions being 31% stronger for the red points. This is pre-
dicted by our theory, which does not have a dependence on r except in the assumption that
we are at the high charge-density limit. (b) Example test chain probabilities p(X|Y ) for both
r = 78.5 (circles) and r = 60 (triangles). These representative results demonstrate that a
test chain experiences the same environment regardless of the strength of the electrostatic
interactions, in this limit of high charge-density.
of interest:
Fint,±
V kBT
= −φP±
2
ln
[
1 + 2A0φS∓ + 2B0φP∓ + e−˜+
+
√
(1 + 2A0φS∓ + 2B0φP∓ + e−˜)2 − 4(2A0φS∓ − 2B0φP∓ + e−˜)
]
(2.29)
We note that the prefactor includes the volume fraction of the test polymers, while the
natural log term is concerned with the concentrations of the surrounding oppositely-charged
species. The final free energy is therefore:
F
V kBT
=
φP+
NP+
lnφP+ +
φP−
NP−
lnφP− + φS+ lnφS+ + φS− lnφS− +
+φW lnφW +
Fint,+
V kBT
+
Fint,−
V kBT
+ κ(ΛφP + φS)
3 (2.30)
We plot the results of this calculation in Figure 2.12 on a plot of φ∗S versus φP+ and
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Figure 2.12: Three-dimensional phase diagram showing phase behavior as the concentration
of polycation (φP+) and polyanion (φP−) are varied independently. φ∗S is the concentra-
tion of excess salt, beyond the excess cations or anions required to balance the charges on
the polyelectrolytes. All plots are the same, only from different angles. Deviations from
the φP+ = φP− line quickly decrease the coexistence region. Points are calculated phase
coexistences connected by tie lines, which show a decrease in salt concentration φ∗S in the
coacervate phase as compared to the supernatant phase, consistent with the two-dimensional
phase diagram in Figure 2.8a. The far left plot demonstrates that these tie lines move away
from the φP+ = φP− line as they move toward the coacervate phase, demonstrating that the
coacervate phase accommodates more disparity in the polyelectrolyte stoichiometry than the
supernatant phase.
φP−. The asterisk on φ∗S denotes that this is the salt added beyond the counterions that are
needed to make up the difference between φP+ and φP−. We obtain results that are consistent
with the previous literature, [2] with a region around φP+ ≈ φP− that phase separates and
shrinks as salt is added. In Figure 2.12, the points shown forming the surface in the φ0S-
φP+-φP− space represent individual calculations of phases in equilibrium, separated by tie
lines. Similar to results in Figure 2.8, the downward slope of the tie lines denotes that salt
preferentially partitions to the supernatant phase. However, in off-stoichiometric mixtures
the coacervate phase accommodates more of the un-matched polyelectrolyte, as indicated
by the tie lines moving away from φP+ = φP− as they move toward the coacervate phase.
This preference for the unmatched polyelectrolyte and its counterions to partition into the
coacervate phase is unsurprising; the excess counterions will be condensed to the unmatched
polyelectrolyte in the supernatant phase, which is entropically unfavorable compared to the
coacervate phase where the counterions will no longer be condensed.
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2.5 Conclusion
Here we presented a theory for complex coacervation that incorporates molecular aspects that
are known to be crucial to understanding the thermodynamics of these materials. Specifi-
cally, we base this model on counterion condensation and release concepts [84,88,89,119,120]
in order to capture the effect of local correlations due to the connected polyelectrolyte
charges [67]. The results of this model are compared to the local environment around a test
chain as determined in simulation, demonstrating that the assumptions that we make are
appropriate for the salt and polymer concentration regimes relevant to complex coacerva-
tion [1, 8]. We see near-quantitative agreement between the results of this theory and the
phase behavior of complex coacervates in simulation, including features such as the behavior
of the tie lines and the influence of charge density on coacervation.
We note that this model relies on the short range of correlations due to high charge
density. This allowed us to use simplistic arguments for the values of µP and µS, and an
assumption that longer-range correlations are able to be neglected at distances further along
the polyelectrolyte chain. For the latter assumption, the current transfer matrix model
only accounts for monomers that are immediately adjacent along the chain. This may not
be adequate in dilute systems where the electrostatic correlations will cause an adsorbed
counterion/chain at monomer i to strongly affect nonadjacent monomers |j − i| > 1. We
speculate that some combination of this model with standard field theoretic approaches
[70,72,73,75,78] may be useful to capture these long-ranged correlations in the dilute regime.
The advantage of this model is that it considers local connectivity-based correlations,
such as the local alignment of oppositely-charged chains, in a fashion that is analytically
tractable and motivated by structure known from molecular simulation. The excess free
energy expression fEXC can be used as an input for more complicated theoretical arguments,
such as those for coacervate-driven self-assemblies; indeed, this is the limiting aspect of
most current models for coacervate-driven assembly, [68, 75] which either use field theory
results [68] or full molecular simulation [112] to determine the local effect of electrostatic
attractions and correlations.
The simulation and theoretical techniques contained herein are the standard techniques
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we use to study coacervation phase behavior, and modifications of these techniques will be
discussed in the relevant chapters. In the subsequent chapter, we extend these methods to
understand the effects of chain stiffness, chain architecture, and salt valency.
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CHAPTER 3
TUNING CHAIN INTERACTION ENTROPY IN
COMPLEX COACERVATION USING POLYMER
STIFFNESS, ARCHITECTURE, AND SALT
VALENCY
Reproduced from Ref. [121] with permission from the Royal Society of Chemistry.
3.1 Introduction
This chapter describes how polymer architecture, polymer stiffness, and salt valency affect
complex coacervation by using the transfer matrix theory and coarse-grained simulation de-
veloped in Chapter 2. These are molecular attributes that are widely known to be important
for polyelectrolyte systems. For example, chain flexibility is known to affect DNA packing
into virus capsids, [122–124] and affects its complexation with polyanions in drug deliv-
ery vehicles known as ‘polyplexes’ [125–130]. Similarly, dendrimers [131] and brushes [132]
are polymer architectures that exhibit rich polyelectrolyte physics beyond linear chains,
and there is experimental and simulation evidence that branches play an important role in
coacervation [10] and complexation [125, 126]. Finally, valency is known to strongly affect
polyelectrolyte properties in a wide variety of systems, ranging from single chains [133] to
brushes, [134,135] gels, [136,137] and solutions [138,139].
We will demonstrate that all these features - architecture, stiffness, and counterion valency
- indeed affect complex coacervation, driving significant changes in phase behavior. We
demonstrate that the phase behavior of comb polymers are affected by a combination of
excluded volume and counterion condensation considerations, and qualitatively matching
simulation and a modified version of our transfer-matrix coacervation model. We also show
how increasing polymer stiffness suppresses coacervation, due to the entropic penalty of
aligning neighboring polyelectrolyte chains. Finally, we extend our theory to account for
multivalent effects, by accounting for the combinatoric entropy of counterion pairing. This
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overall model provides the physical basis for understanding how complex coacervate phase
behavior can be tuned on a molecular level.
3.2 Comb Polymer Model
NP is the degree of polymerization of both the polycation and the polyanion. For linear
polymers, we assume all monomers are charged, so NP = N . Comb polymers have N0
uncharged backbone monomers in addition to the NP charged beads, so that a comb polymer
has N = N0 +NP total beads. The degree of polymerization of the branch is given by Nb, so
the number of branches is given by NP/Nb and the number of uncharged backbone monomers
between branches is Ns = N0Nb/NP . Additionally, we assume the N0 backbone beads have
no excluded volume. We show schematics of both the linear and comb polymers in Figure 3.1.
Simulation parameters modified for the molecular features under consideration are discussed
in the corresponding results subsection.
3.3 Results and Discussion
We study comb polymer architecture, polymer stiffness, and salt valency by comparing to
a baseline coacervate-forming system. In Chapter 2 we used linear polymers with N = 100
and κθ = 3.3kBT , which are shown to be well described by the transfer-matrix theory [93].
For the transfer matrix theory, we use the values A0 = 20.5, B0 = 12.2, and D = 1.
3.3.1 Chain Stiffness
Coacervates can be made using a wide range of polymers and biopolymers, [2] spanning
highly flexible synthetic polymers such as Poly(Acrylic Acid) to stiff polymers such as ds-
DNA. We can tune the polymer stiffness in our simulation model by adjusting the value of
κθ in equation 2.8, with larger values of κθ leading to stiffer polymers with longer persistence
lengths. We plot phase diagrams for κθ = 0.8kBT to κθ = 13.0kBT in Figure 3.3a. In the
flexible polymer limit κθ → 0, changes in κθ do not significantly affect phase behavior. This
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Figure 3.1: Schematics illustrating the coacervate models used in our Monte Carlo simula-
tion. (a) Linear polyelectrolytes are modeled as a series of charged beads connected together
at a distance of σ, which is also the bead diameter. Chain stiffness is included via an ener-
getic penalty for bending angles θ. Salt valency can be changed, with divalent salts shown
in this figure. (b) Comb polymers are modeled with branches of Nb charges each, positioned
every Ns backbone monomers. In this work, we focus on coacervates formed from comb
polycations and linear polyanions.
is also reflected in the salt partitioning, which is plotted in Figure 3.3b. Here we use a pa-
rameter λ = φαS/φ
β
S, which quantifies the depletion (λ < 1) of salt from the coacervate phase.
This as a function of the supernatant salt concentration φ∗∗S,sup, which is normalized by the
largest measured salt concentration (approximately the critical salt concentration) [4, 67].
Larger values of the polyelectrolyte chain stiffness κθ (κθ ≥ 6.6kBT ) demonstrate signif-
icantly smaller two-phase regions and less salt depletion (i.e. larger λ) in the coacervate
phase, when compared to smaller values of κθ.
To understand this phase behavior from a molecular viewpoint, we consider the along-
the-chain correlation of two neighboring, oppositely-charged polyelectrolytes. We assign
adsorption states to all polymers in our MC simulations; each monomer has an environment
characterized by the nearest unclaimed opposite charge within a cutoff radius rC = 1.5σ, so
that it is in one of the states C, P ′, P , or 0. We define the correlation function, CP ′P :
CP ′P (∆s) =
〈δs,P ′δs+1,P δs+2,P · · · δs+∆s,P 〉
〈δs,P ′〉 (3.1)
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Figure 3.2: Schematic illustrating the transfer matrix theory of coacervation. We keep track
of the environment around a test chain (orange polycation) by assigning neighboring charges
as ‘adsorbed’ to the test chain. In the supernatant (1), these adsorbed charges are associated
primarily with a single oppositely-charged polyelectrolyte partner with a few interspersed salt
ions. In the coacervate (2), there are many neighboring polyelectrolytes and salt ions. The
test chain prefers to be in the coacervate for entropic reasons; there are more configurations
in state (2) due to the many adsorbing species.
Here, δs,X = 1 if the state at adsorption site s is X, and δs,X = 0 otherwise. This correlation
function quantifies the distribution of aligned segments along neighboring polyelectrolyte
chains. Figure 3.4a plots CP ′P determined from simulation, and demonstrates that stiffness
strongly affects this length distribution due to an increasingly slower decay of CP ′P (∆s)
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Figure 3.3: Coacervate phase behavior, with varying values of the chain stiffness κθ for both
polyelectrolyte species. (a) Phase behavior as a function of φS and φP , calculated from
simulation. As chain stiffness increases, the two-phase region begins to shrink. At small
polymer flexibilities κθ < 6.6kBT , these changes are modest, but much more stiff chains
κθ ≥ 6.6kBT demonstrate significant changes in the location of the binodal. (b) The salt
partitioning λ for all coacervation processes are such that there is less salt in the polymer-
dense coacervate phase than the supernatant phase; concomitant with a decrease in the
2-phase region, this depletion of salt from the coacervate phase decreases in magnitude with
an increase in stiffness κθ. We demonstrate qualitatively similar effects in our modified
coacervate theory, for both phase behavior (c) and salt partitioning (d). Differences are
apparent, likely reflecting differences in salt contributions to the free energy not included in
our current model.
as κθ is increased. For this plot, we chose φP = 0.09 and φS = 0.03 , which is near the
binodal curve for all values of κθ. This stiffness effect extends over all φP and φS values,
55
0 1 2 3 4 5 6 7 8
1E-03
1E-02
1E-01
1E+00
0 1 2 3 4 5 6 7 8
1E-03
1E-02
1E-01
1E+00a) b)
 S = 0.03
 P = 0.09
 s  s
lo
g
[C
P
0 P
( 
s)
]
lo
g
[C
P
0 P
( 
s)
]
✓ = 0.8kBT
✓ = 1.5kBT
✓ = 3.3kBT
✓ = 6.6kBT
✓ = 13kBT
Figure 3.4: Our model attributes stiffness-related differences in coacervate phase behavior
to longer runs of polycation/polyanion interactions for stiffer polyelectrolytes. These longer
runs lead to a decrease in the number of polycation/polyanion interactions, decreasing the
entropic driving force for coacervates. We capture these longer runs in both simulation (a)
and theory (b) by plotting the length distribution CP ′P (∆s) of aligned polycation/polyanion
segments for a coacervate near the binodal curve (φS = 0.03 and φP = 0.09). Both demon-
strate the same qualitative trend, with larger values of κθ exhibiting longer runs of aligned
polyelectrolytes.
which we demonstrate by considering a single related value CPP (∆s = 1, φS, φP ) that is
the propagation probability of a neighboring chain along the test polyelectrolyte. This is
plotted Figure 3.5 for as a function of both φS (Figure 3.5a) and φP (Figure 3.5b), which
shows that CPP monotonically increases with κθ. This demonstrates that adsorbed chains
tend to preferentially propagate when the chain is stiff (high κθ).
We modify the transfer matrix theory to account for this chain alignment effect, informed
by the increase in CP ′P observed in simulation. Our conceptual argument is that, absent any
competing polymers or counterions, which can ‘condense’ without significantly perturbing
the original adsorbed polymer, the polymer can only either propagate or bend to allow an
unbound state 0 at the next site. We propose a simple two-state model, based on the energy
required to undergo this bending deformation, UB ∼ κθθ2/2 (see schematic in Figure 3.6).
We can thus write a relationship based on the conditional probabilities that a site has a
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Figure 3.5: The probability of propagation CPP (∆s = 1, φS, φP ) as a function of φP for
φS = 0.06 (a) and as a function of φS for φP = 0.06 (b). Stiff polymers with large κθ are
more likely to propagate along the chain, leading to longer runs of polycation/polyanion
interaction for all salt and polymer concentrations, when compared to small κθ. Theory
reproduces this observation, as demonstrated in (c) and (d) that are at the same conditions
as (a) and (b) respectively.
state Y given the previous site has a state X, p(Y |X):
p(P |P )
p(P |P ) + p(0|P ) =
1
1 + e−βκθ〈θ〉2/2
(3.2)
We choose an average angle 〈θ〉 ∼ 0.7 that represents the extent of polymer bending in
order for the next site is in state 0. This parameter is chosen within a reasonable range of
θ to qualitatively match simulation. We assume that the adsorption statistics of competing
polymers or counterions are not affected significantly by changes, so we calculate changes
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in transfer matrix quantities such that M (P, P ) + M (0, P ) = Constant. This uniquely
sets these respective values of the transfer matrix as a function of κθ. Finally, we make
the assumption that we simultaneously decrease the likelihood of 0 due to rigidity even
once the first monomer P ′ is adsorbed; thus we equate M(0, P ) = M(0, P ′). We test this
model by calculating the theoretical distribution of aligned segments CP ′P (Figure 3.4b)
and CPP (∆s = 1, φS, φP ) (Figure 3.5c and d), qualitatively matching the corresponding
simulation values. Figure 3.3c and d demonstrate that the coacervation phase diagram and
salt partitioning λ calculated from this theory qualitatively match simulations, based solely
on these molecular correlation-informed changes in the transfer matrix.
h✓i
rC
UB ⇠ ✓h✓i2/2
rC
UB ⇠ 0
Figure 3.6: We consider a two-state model to determine the propagation of runs of poly-
cation/polyanion interactions. A bent configuration (left) can end these runs, leading to
the formation of a test chain monomer without a condensed opposite charge. This has an
energetic penalty UB associated with κθ. The continuing propagation (right) does not have
an energetic penalty UB ∼ 0. The relative weight of these choices is used to determine how
κθ affects D and E in our model.
This combination of simulation and theory provides conceptual insight into how stiffness
affects complex coacervation. In the high charge-density limit, a primary driver of coacer-
vation is the combinatoric entropy of each polyelectrolyte chain interacting with increasing
numbers of oppositely-charged polyelectrolytes. The dilute supernatant has very few poly-
electrolytes, because in this limit they exist as exclusive polycation/polyanion pairs. Stiffness
affects the number of oppositely-charged polymers and counterions that a given test chain
interacts with, due to the long, aligned runs of paired monomers. This lessens the entropic
driving force for coacervation.
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Figure 3.7: Complex coacervation phase behavior for branched polymers and linear poly-
mers. (a) Simulation phase diagrams for Nb values of 3 (black) and 5 (red). A linear-linear
system with an equivalent number of charged monomers is shown for comparison in blue.
Comb polymers and linear polymers have a smaller immiscible region than an equivalent
linear-linear system. (b) Phase diagrams generated from theory using increased values of
Λ. The qualitative difference between different branch lengths does not sufficiently reflect
the different size of the immiscible region seen in simulation. (c) By considering decreased
counterion condensation on the branch ends, the qualitative trends from simulations are
better matched.
3.3.2 Comb Polymer Architecture
Comb polymers, where the branches are charged, have been investigated previously in ex-
perimental studies on coacervation [10]. While comb polyelectrolytes can form coacervates
when paired with linear counterparts, the two-phase region is significantly smaller than for
coacervates formed from two linear polyelectrolytes [10]. Preliminary simulation results from
our group were parameterized to match these experimental observations [10].
We now study comb polyelectrolytes that are parameterized to match the polymer models
used in this paper, and use theory to provide a mechanistic argument for this architectural
effect. Figure 3.7a demonstrates the phase diagrams for coacervates formed from a linear
polyelectrolyte and a comb polyelectrolyte, with Nb = 3 and Nb = 5, compared to coacer-
vates formed from two linear polyelectrolytes. In agreement with previous experiment and
simulation, [10] a decrease in branch length considerably shrinks the two-phase coacervation
region of the phase diagram.
We use transfer matrix theory to understand these drastic changes in the coacervate
phase behavior of branched polymers. We consider a comb polymer to be equivalent to
uncorrelated segments of length Nb. Each overall polymer still has only a single contribution
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to the translational entropy, however the individual branches interact as if they were shorter
segments. To incorporate this into our theory, we rewrite the partition function for a test
comb polymer as:
Ξ = (ξ(Nb))
N/Nb (3.3)
Where the value of ξ(Nb) is a transfer matrix-based quantity associated with a single branch
of length Nb:
ξ(Nb) =
~ψT0 ME(sNb−1, sNb−2) · · ·M(s3, s2)M(s2, s1)~ψE (3.4)
In this case, we distinguish between the transfer matrices M and ME, with the latter rep-
resenting a different transfer matrix that specifically considers the branch end. The vector
~ψE has also been changed from the ~ψ in Equation 2.21 to account for the other end of the
charged branch. To distinguish M and ME, and ~ψ and ~ψE, we alter the weights for forming
a vacant adsorption site (D → D×DE). This represents the effects of decreased counterion
condensation at the ends of the branch.
Branch ends also play a role in excluded volume, via the parameter Λ in κ(ΛφP + φS)
3.
Λ accounts for the difference in the effective volume of polymer chains, which have overlap-
ping spheres of excluded volume in our model. In previous work, we calculated this to be
Λ = 0.6875. Branch ends are unconnected on one side, however, and have more accessible
excluded volume. We calculate this to be ΛE = 0.8438. In the comb-linear coacervate sys-
tems, the effective excluded volume for the overall system is a weighted average 〈Λ〉 that
is dependent on the relative ratio of branch ends to non-branch-end monomers. For our
system, we find that 〈Λ〉 = [(NB − 1)Λ + ΛE] /NB.
In Figure 3.7b we first demonstrate the effect of changing the excluded volume parameter
Λ. Indeed, the increased excluded volume parameter 〈Λ〉 from branched polymers noticeably
changes the two-phase coacervate region of the phase diagram; however, it is not sufficient to
qualitatively reproduce the effects seen in simulation, and in fact leads to an increase in the
two-phase coacervate forming region of the phase diagram. Instead, we require DE > 1 to
demonstrate the decreased driving force for counterion condensation at the branch ends. This
is shown in Figure 3.7c for DE = 10, qualitatively demonstrating that decreased counterion
condensation at branch ends leads to a significantly smaller two-phase coacervate region.
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This mechanism is related to the combinatoric justification for the effect of stiffness on
coacervation. For stiff polymers, longer runs of polyelectrolyte decrease the number of pos-
sible configurations that condensed species can have. In comb polymers, the mechanism is
primarily related to the diminished condensation on branch ends. This similarly limits the
number of possible configurations of condensed species, by making it increasingly likely that
these adsorption sites are vacant and thus not contributing to the number of adsorption
configurations. In both cases, either by increasing κθ or decreasing Nb, the end result is that
there are fewer numbers of chain-chain interactions; this decreases the entropic driving force
for coacervation, which is reflected in the simulation results.
3.3.3 Divalent Ions
We consider the case that one or both of the salt ions are divalent. Mutlivalent ions can
present a challenge for polyelectrolyte theory, because they can exhibit behavior inconsis-
tent with standard Poisson-Boltzmann theory. For example, DNA can be condensed with
multivalent counterions, [133] because electrostatic correlations induce like-charge attrac-
tion between DNA strands [138,139]. This is just one of a whole range of correlation effects,
including multivalent-induced brush collapse [134, 135] and like-charge attraction between
surfaces [140]. Coacervates exhibit significant electrostatic correlations, in particular due to
the connectivity between polyelectrolyte charges; our transfer matrix theory includes this
connectivity, and indeed we can extend this theory to describe the effects of divalent salt
ions.
To include divalent ions, we include a new possibility in the transfer matrix. Instead of
having only a state (that we now call C ′) to designate a bound counterion, we consider the
possibility that the next monomer is also condensed with the same counterion (in a state we
call C, see schematic in Figure 3.8). We thus use the following matrix M2+ (si, si−1), with
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P’ P P’ P P P’ P’ PC’ C’C’ C
Figure 3.8: Our model for a polyelectrolyte interacting with divalent ions. We describe the
environment around the test polycation (orange) as including adsorbed polyanions (P ′ or
P ) or divalent ions (C ′ or C). The first monomer with an adsorbed polymer is denoted with
the prime (P ′), following our previous notation [93]. We now do this also for the divalent
ions, which can only be adsorbed to a single polyelectrolyte monomer (singly adsorbed, with
only a single C ′, light red) or to two adjacent monomers (doubly adsorbed, with a C ′C pair,
dark red).
the subscript 2+ denoting that the test polymer has divalent counterions:
M2+ (si, si−1) =

CC CC ′ CP CP ′ C0
C ′C C ′C ′ C ′P C ′P ′ C ′0
PC PC ′ PP PP ′ P0
P ′C P ′C ′ P ′P P ′P ′ P ′0
0C 0C ′ 0P 0P ′ 00

=

0 F 0 0 0
A A A A A
0 0 E 2E 0
B B B B B
D D D D D

(3.5)
This introduces the possibility that there are both singly- and doubly-adsorbed, divalent
counterions. Singly-adsorbed divalent counterions only neutralize a single polyelectrolyte
charge on a given chain, with the other charge neutralizing either a different polyelectrolyte
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Figure 3.9: The probability of transitioning between singly-condensed salt ions, p(C ′|C ′),
as a function of (a) φP and (b) φS. Points are simulation values and lines are theoretical
calculations.
or the oppositely charged ion (see light red boxes in Figure 3.8). Doubly-adsorbed divalents
neutralize an equivalent two charges on the polyelectrolyte (see dark red boxes in Figure 3.8).
The factor F is chosen to reproduce the balance of both singly- and doubly-adsorbed pos-
sibilities as determined by simulation. By introducing the two adsorption possibilities for
the divalent counterions, an additional combinatorial entropy must be included to consider
how the divalent counterions can be ‘chosen’ to be either singly or doubly-adsorbed. We
define a fraction Θ of doubly-adsorbed divalent counterions, and use it to write a free energy
expression for the divalent cation/divalent anion (2 : 2) case:
F2:2
V kBT
= φP
N
lnφP/2 + φS lnφS/2 + φW lnφW −
−φP
2
ln ξ2+ + φP θC′ [Θ ln Θ + (1−Θ) ln (1−Θ)] +
+κ(ΛφP + φS)
3 (3.6)
Here, we define a test-chain partition Ξ2+ function as:
Ξ2+ = ~ψ
T
0 M
N
2+
~ψ = ξN2+ (3.7)
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Correspondingly, the value of Θ can be given by:
Θ =
(
∂ ln ξ2+
∂ lnF
)
/θC′ (3.8)
Where θC′ = (∂ ln ξ2+/∂ lnA) is the fraction of polymer sites with initially-adsorbed divalent
ions. A similar expression can be derived for the free energy of a 2 : 1 salt, by replacing
the −φP ln ξ2+/2 term with −φP− ln ξ2+/2 − φP+ ln ξ/2, and including a factor of 1/2 on
the divalent singly/doubly adsorbed entropy term. Here, only one of the two polyelectrolyte
species includes the transfer matrix and entropic contribution associated with the divalent
salt.
We test this model by comparing with simulation. Local correlations are described by
the sequence of species adsorbed along the test molecule, and we specifically consider the
probability of having a C ′ immediately following another C ′, p(C ′|C ′). This is plotted in
Figure 3.9 for both the 2 : 1 and 2 : 2 salt cases, as a function of φP (Figure 3.9a) and φS
(Figure 3.9b). Both theory and simulation are plotted, demonstrating excellent agreement.
We also consider the fraction of the adsorbed counterions that are doubly-adsorbed Θ, which
can again be directly determined from simulation and calculated from theory. We plot Θ in
Figure 3.10, again with both 2 : 1 and 2 : 2 salts. Both theory and simulation match nearly
quantitatively as a function of φP and φS.
Figure 3.11a plots phase diagrams in the φS-φP plane, calculated from simulation. Con-
sistent with experimental observations, [8] increased salt valency drastically decreases the
two-phase coacervation region. Along with this decrease, there is a marked change in the salt
partitioning. For 1 : 1 salts, λ < 1 indicates that salt is depleted from the coacervate phase.
However, for 2 : 1 this depletion is significantly weaker and for 2 : 2 salts λ > 1, indicating
that the divalent salts prefer the coacervate phase. Our theory reproduces these simulation
observations, shown in Figure 3.11c and d; we see the shrinking of the coacervation region
upon inclusion of divalent salts, and also show that λ > 1 for 2 : 2 salts.
These observations are well-explained using an entropic argument. For monovalent (1 :
1) ions, entropy is increased during coacervation due to the increased configurations of
polymers and ions that are adsorbed to the test chain. This entropic increase is large with
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Figure 3.10: The probability of a salt ion double condensing, Θ, as a function of (a) φP and
(b) φS. Points are simulation values and theoretical calculations are represented by lines.
monovalent ions, because there are many configurations when a single charged monomer
can be neutralized by a single salt ion. To contrast, a divalent ion neutralizes two charged
monomers, significantly reducing the number of configurations of charged species adsorbed
to the test chain. In this sense, a divalent ion is equivalent to two monovalent ions if those
monovalent ions were constrained to be adsorbed next to each other along the chain. This
decreases the entropic driving force for coacervation.
The inversion of λ, which shows that monovalent salt is depleted from the coacervate while
divalent salt is depleted from the supernatant, is also entropically driven in theory. This
is driven by the φP θC′ [Θ ln Θ + (1 − Θ) ln (1−Θ)] term in Equation 3.6, which accounts
for the ways in which the adsorbed divalent charges can be neutralized by the surrounding
polyelectrolyte chains. A given divalent charge is essentially only neutralized by individual
opposite charges in the polymer-dilute supernatant, but in the coacervate any combination
of polyelectrolyte or counterions can be used to neutralize the divalent charge.
Both of these effects are conceptually related to the behaviors of polyelectrolyte chains,
with the divalent ion behaving essentially the same as a polyelectrolyte of length N = 2.
For example, the phase behavior is similar to the effect of polyelectrolyte stiffness, where
longer runs of aligned polyelectrolytes limit the number of adsorption configurations for the
test chain. In the divalent case, the neutralization of two monomers at a time similarly
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Figure 3.11: Complex coacervation phase diagrams with different salt valencies. (a) Simula-
tion phase diagrams for a monovalent salt (1 : 1 black), a divalent salt (2 : 2 red), and a salt
with one divalent species and one monovalent species (2 : 1 blue). Increased salt valency
causes the immiscible region to shrink. (b) Simulation calculated salt partitioning for the
various salt valencies. The 1 : 1 salt favors the supernatant phase as does the 2 : 1, but
not to the same extent. The 2 : 2 salt favors the coacervate phase. (c) Theoretical phase
diagrams for the various salt valencies. The same qualitative phase behavior is observed as
seen in simulation. (d) Theoretically calculated salt partitioning shows the same qualitative
trends as the simulation. This model of complex coacervation suggests the reason for the
change in salt partitioning is due to ions double condensing onto the polymer chain. F , from
the transition matrix M2+ (si, si−1), has a value of 1.5, which was determined by matching
simulation data.
limits the number of configurations and leads to less entropic driving force for coacervation.
The entropic driving force for divalents to partition to the coacervate is also similar to the
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underlying driving force for coacervation, where the species (in this case the divalent ion,
but in the coacervate case the polyelectrolyte) finds it entropically favorable to interact with
many configurations of neighboring, oppositely charged species.
3.4 Conclusion
We have used a combination of simulation and theory to explore ways in which polymer
physical features (chain stiffness, architecture, and salt valency) play a role in complex coac-
ervation. We not only demonstrate that these features can have marked effects on coacervate
phase behavior, but we use theoretical results to provide a mechanistic understanding of how
molecular structure influences charged polymers. We show that this is related to how these
molecular features affect the configurational entropy of condensation on test polymers. Phase
behavior is indeed linked to the ‘number’ of species that are condensed, either via long runs
of aligned polymer-polymer chains, via weak counterion condensation in short branches, or
via divalent salt ions.
These combinatoric principles have limitations, in particular outside the limit of high
charge density. It is unclear how to systematically modify this theory for lower charge
densities, and transition to coacervate theories that focus on charge fluctuation-driven at-
tractions. We also note the limitations on the model due to simplifications of the salt
interactions, which are not explicitly included except in a phenomenological cubic term to
capture excluded volume. We justify this assumption due to the significant screening of these
small molecule species, however we will have to reevaluate our assumptions if electrostatic
interactions become stronger or short-range interactions become significant.
Despite these approximations, we capture how polymer physical behaviors influence coac-
ervation for polyelectrolyte systems with experimentally relevant charge densities and elec-
trostatic interaction strengths. This builds upon a simulation and theoretical model that
qualitatively matches with experimental results in previous literature, and provides new
physical intuition to guide experiment and molecular design in this active area of polymer
research.
Now that the utility of the transfer matrix theory for investigating molecular features has
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been established, we proceed to study charge sequence effects along the polymer backbone.
Initial investigations focus on modifying our simulation methods to qualitatively capture
experimental trends, discussed in Chapter 4. In Chapter 5, we extend this transfer matrix
theory to study a large number of charge sequence effects.
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CHAPTER 4
MONTE CARLO SIMULATION INVESTIGATION
OF SEQUENCE-DEFINED COACERVATION
The contents of this chapter are based on the publication L. Chang, T.K. Lytle, M. Rad-
hakrishna, J.J. Madina, J. Ve´lez, C.E. Sing, S.L. Perry, Nat. Comm. 2017, 8, 1273 [11].
4.1 Introduction
Polymer properties follow primarily from their one-dimensional nature, with their length dis-
tinguishing them from other soft materials. This length is due to the end-to-end connection
of monomer units; the precise sequence of these monomers is capable of encoding informa-
tion along the backbone [141, 142]. However, interactions between these long chains are
typically described in synthetic polymers by coarse-grained ‘effective’ interactions between
immediate neighboring molecules. [143] Polymer physics relies on the use of the these inter-
actions, described by a parameter χ, which has its origins in average, pairwise, short-range
interactions [143,144]. Biological materials, however, use a richer array of polymer-polymer
interactions where this sort of ‘averaging’ may obscure relevant physical properties [50] and
limit our ability to understand the complicated biological structure-function relationships
encoded at the molecular level. The use of charge in sequence-controlled biopolymers is
ubiquitous. [37,38,145] For example, charge sequence is shown to dictate the conformational
behavior of intrinsically-disordered proteins (IDPs), [39] and theoretical work has similarly
connected IDP sequence to charge-driven phase separation [146]. Sequence is correspond-
ingly a key aspect of intracellular compartmentalization via membrane-less organelles [37].
While solid-phase synthesis methods [147] have long been used to prepare sequence-
controlled polymers, recent advances in synthetic polymer chemistry have expanded the
palette of sequence-defined polymerization methods [141, 142, 148–150]. For instance, ad-
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vances in chemical synthesis have enabled the evaluation of precise charge spacing effects
in ionomers [151,152]. However, a general understanding of the physics of sequence-defined
polymer materials remains underdeveloped.
Initial efforts have begun to elucidate how monomer sequence physically influences polymer
material properties. In particular, the continuum of behaviors between block and random co-
polymers has been probed in terms of equilibrium properties (e.g., phase behavior, [153,154]
compatibilization [155]) using coarse-grained modeling and theory. These works consider
portions of a vast sequence parameter space, using monomer sequence correlations (i.e.,
‘blockiness’), [153, 154] sophisticated machine learning methods, [155] or sequence gradi-
ents [156]. These situations focus on short-range dispersive interactions, where monomers
interact primarily with their immediate neighbors. Charge interactions differ from short-
range interactions, leading to different types of design rules; this difference can be tied to
both the long-range nature of electrostatic interactions, and the complementarity between
positive and negative charges suppressing like interactions and promoting partner interac-
tions.
In this chapter, we demonstrate that sequence specificity of charged monomers can be used
to precisely control the self-assembly and thermodynamics of a class of materials known as
complex coacervates [65]. Charge-based sequence control allows for dramatic modulation of
polymer-polymer interaction strengths without changing the overall monomer composition.
We experimentally and computationally demonstrate the effects of charge patterning, and
establish the physical picture and design rules necessary to show why charge patterning has
such a profound effect on coacervate phase behavior.
4.2 Methods
4.2.1 Coacervation of Sequence-Controlled Peptides
Polypeptides were prepared via solid-phase synthesis using microwave-enhanced, automated
synthesis (Liberty Blue, CEM Corp.) using standard methods [147]. Poly(glutamate) and
the poly(glycine-co-lysine) polymer for τ = 16 were synthesized using amino acids of alter-
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nating (D and L) chirality to mitigate inter-peptide hydrogen bond formation. [157–159] All
other peptides were composed of only L amino acids. See synthesis details in [11].
Complexation was performed using stoichiometric quantities of positive and negatively
charged polypeptides at a total charged residue concentration of 5 mM at pH 7.0 unless
otherwise specified. Samples were prepared by first mixing a concentrated solution of NaCl
with MilliQ water in a microcentrifuge tube (1.5 mL, Eppendorf), followed by the polyanion.
The resulting mixture was then vortexed for 5 s before addition of the polycation to a final
volume of 120 µL. The final mixture was vortexed for at least 15 s immediately after the
addition of polycation to ensure fast mixing. The effect of salt was examined over the range
of 0 to 520 mM NaCl. All samples were prepared immediately before analysis and studied
at room temperature (25◦C). Optical microscopy was used to identify the CSC.
ITC experiments were performed at 25◦C on a MicroCal Auto-iTC200 system (Malvern
Instruments, Ltd.) All experiments were performed by injecting a 5 mM solution of the
charge-patterned polycation (with respect to the number of lysines) into the sample cell
containing 0.625 mM polyanion. Both solutions were prepared at a salt concentration of 25
mM NaCl and pH = 7.0 so as to minimize interference associated with heats of dilution. An
initial injection of 0.5 µL was performed, followed by 24 injections of 1 µL each. An injection
duration of 2 s followed by a 180 s equilibration time was used. Constant stirring speed was
applied at a rate of 1000 rpm. All experiments were performed in triplicate. Analysis of
ITC data was performed using the method reported previously [85]. Additional details are
available in [11].
4.2.2 Monte-Carlo Model for Sequence Coacervate Systems
The simulation model used for this is a modification of the model in Section 2.2 to account
for sequence-defined polycations and homopolyanions. Sequence-defined polycations have
both neutral monomers and charged monomers within the same chain with a sequence that
will be specified in Section 4.3. We fix the degree of polymerization, N , to be 48 beads
for all chains. Polycations are patterned with 24 neutral beads and 24 charged beads. nP+
is twice the value of nP− to ensure the polymers are charge neutral without additional
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salt. Charged beads, including all salt ions and polymer charges, have a hard core diameter
σ = 4.25A˚. Neutral beads have smaller diameter σ0 = 0.25σ, motivated by the absence of a
hydration shell that is implicitly included in the hard core radius of the charged species in
the RPM. Practically, the neutral bead size does have a measurable effect on the magnitude
of coacervate phase behavior; we have parameterized this value to match experimental and
computational phase behavior. To incorporate the different bead sizes into the model, the
appropriate hard sphere potential is:
uHS(r
α,β
ij ) =
∞ r
α,β
ij < (σi + σj) /2
0 rα,βij ≥ (σi + σj) /2
(4.1)
where σi is the hard core diameter of bead i. All other potentials remain the same.
4.2.3 Widom Insertion to Calculate Free Energy Landscape
The excess chemical potentials, µEXC,i for all species i = P+, P−,+,−, 0 were calculated
using Widom insertion as described in Section 2.2. However, modification of the Widom
insertion technique was necessary to calculate the polyelectrolyte excess chemical potential
due to the monomer sequence, illustrated schematically in Figure 4.1. The polycation pat-
tern is shifted along the various chains in the system so each monomer in the charge pattern
has representative chain ends. Widom insertion is performed on each of the different types
of chain ends, and, if the inserted polycation monomer is charged, a corresponding polyan-
ion monomer is inserted. The chemical potentials thus calculated are added together and
divided by the total number of monomers inserted for all of the chain ends. This gives each
monomer’s excess chemical potential, which can be integrated via Equation 2.11 to yield the
excess free energy.
4.2.4 Along-The-Chain Correlation Functions
We characterize the structure and sequence behaviors of charge sequences using a pair of
correlation functions, C1 and C2, that characterize spatial and sequence-based structure
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Figure 4.1: Example calculation for the polymer excess chemical potential with a τ = 4 re-
peating pattern. Charged polycation monomers are orange, neutral polycation monomers are
blue, and polyanion monomers are red. Bonds are denoted by solid lines. Sequence-defined
polycation chains are generated such that each bead in the repeating pattern is represented
by a chain end. In this case, polycation chain ends correspond to the first charged bead, the
second charged bead, the first neutral bead, and the second neutral bead. Widom insertion
is then performed on the different chain ends, and, if the inserted polycation monomer is
charged, a polyanion monomer is also inserted. For this particular pattern, the four excess
chemical potentials are µEXC,P+,1, µEXC,P+,2, µEXC,P0,1, and µEXC,P0,2. These correspond
to insertion of the first charged polycation monomer with a polyanion monomer, the sec-
ond charged polycation monomer with a polyanion monomer, the first neutral polycation
monomer, and the second neutral polycation monomer, respectively. These excess chemical
potentials are added together and divided by the total number of monomers inserted for all
excess chemical potentials. For this pattern, the total number of monomers inserted for all
excess chemical potentials is 6. This scheme can be generalized to any pattern size.
respectively. Both consider an initial pair of oppositely-charged monomers, i and j, that are
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separated by a distance less than or equal to a cutoff rCC . We then characterize properties
of two beads a constant number of monomers ∆s along the chain contour, i+∆s and j+∆s.
C1(∆s) provides a structural measure of looping among neighboring polyelectrolytes. We
calculate the probability that i + ∆s and j + ∆s are also within the cutoff rCC , if both
monomers are charged. Formally, this is given by the equation:
C1(∆s) =
〈∑i∑j δ(zi−1)δ(zj+1)δ(zi+∆s−1)δ(zj+∆s+1)Θ(rCC−rij)Θ(rCC−ri+∆s,j+∆s)〉
〈∑i∑j δ(zi−1)δ(zj+1)δ(zi+∆s−1)δ(zj+∆s+1)Θ(rCC−rij)〉
(4.2)
Here the function Θ(x) is the Heaviside function that is Θ(x) = 1 for x ≥ 0 and Θ(x) = 0 for
x < 0. The average denoted by the angle brackets 〈· · · 〉 represents ensemble averages taken
over the course of a simulation, and δ(x) is the Dirac delta function. This is a measure of
conformational correlations by determining the subset of polyelectrolyte charges that loop
over a number of monomers ∆s.
This measure of C1(∆s) between charged particles has some values that are necessarily 0
due to the periodicity of the pattern; these are removed from representations of this function
for clarity.
C2(∆s) is a related measure of the sequence correlations:
C2(∆s) =
〈∑i∑j δ(zi−1)δ(zj+1)δ(zi+∆s−1)δ(zj+∆s+1)Θ(rCC−rij)Θ(rCC−ri+∆s,j+∆s)〉
〈∑i∑j δ(zi−1)δ(zj+1)Θ(rCC−rij)Θ(rCC−ri+∆s,j+∆s)〉
(4.3)
The difference here is that we are now considering the subset of loops that consist of charged
monomers. For this work, we set rCC = 1.5σ+.
4.2.5 One-Dimensional Absorption Model
We can use simulation data of a single, dilute polyelectrolyte chain in a salt solution to
calculate the entropic driving force for counterion release. To do this, we map simulation
data to a one-dimensional adsorption model where each monomer of the polyelectrolyte
chain is a ‘site’ that can contain a condensed counterion. These adsorbed counterions are in
equilibrium with the external solution that is a constant chemical potential µ reservoir of salt
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ions. Each adsorbed ion ‘feels’ an effective binding energy i that is due to the electrostatic
characteristics of the chain and the surrounding condensed charges, and is a function of the
chain index i. The grand canonical partition function for adsorption on to a chain of length
N is thus:
Ξ =
N∏
i
(
1 + e−β(i−µ)
)
(4.4)
Standard statistical mechanics leads to expressions for both the average number of adsorbed
counterions 〈ni〉 at a given index i and the overall entropy of the adsorbed counterions Sads:
∑
i
〈ni〉 = kBT
(
∂ ln Ξ
∂µ
)
T
=
∑
i
e−β(i−µ)
1 + e−β(i−µ)
(4.5)
Sads = kB
(
∂T ln Ξ
∂T
)
µ
= kB
[∑
i
ln
(
1 + e−β(i−µ)
)
+
i
kBT
(
e−β(i−µ)
1 + e−β(i−µ)
)]
(4.6)
This calculation requires determining the parameters of this model; namely, the values of
the energy i along the chain and the chemical potential of the reservoir. We use simulation
to determine the former, and keep the latter as a parameter that is constant for all systems
at a given salt concentration.
4.2.6 Determination of Counterion Condensation
We first determine the number and distribution of condensed counterions. We use a method-
ology described in Ou and Muthukumar to characterize the extent of counterion condensation
along a dilute polyelectrolyte chain [120]. In this methodology, a cutoff distance rC is chosen
to represent the near-chain region; salt ions that are within rC from a polyelectrolyte bead
are considered condensed. We choose rC = 1.5σP+. This is somewhat arbitrary, however we
find that our results are not strongly affected by the specific choice of rC . We schematically
demonstrate this method in Figure 4.2. Condensed counterions are assigned to an index, i,
which is the nearest polyelectrolyte chain’s monomer. Averaged over a simulation run, we
obtain a value of 〈ni〉.
The size difference between charged and neutral beads causes the value of 〈ni〉 to be
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Figure 4.2: Simulation schematic of counterion condensation simulation. A single polyelec-
trolyte is simulated in a dilute salt solution. If an oppositely-charged salt ion is separated
from a monomer by a distance rC (green, dashed circle), it is considered condensed.
significantly different for a fixed rC . 〈ni〉 for a charged bead will typically be smaller than
for a neutral bead because there is less unoccupied volume. This does not, however, represent
a physically meaningful difference, but rather due to the arbitrary definition of rC . Rather
than vary rC , we choose to normalize 〈ni〉 to remove this disparity by calculating a value 〈n0i 〉
that is determined from simulations where the polyelectrolyte charge is taken to zP+ = 0.
This establishes the number of counterions that would fit the definition of a condensed charge
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for a neutral chain, which also varies with the different-sized beads. Indeed, this variation
introduces the same effect as for a charged chain, so a ratio 〈ni〉/〈n0i 〉 removes effects due to
the difference in unoccupied volumes between the two bead types.
4.2.7 Effective Binding Energy
We can convert the number of counterion beads into an effective i. We do so using the
previously determined relationship:
〈ni〉 = e
−β(i−µ)
1 + e−β(i−µ)
(4.7)
The effective energy i is defined as the effect of the charged polyelectrolyte chain and the
condensed counterions. We can thus set i → 0 for the uncharged polyelectrolyte chains,
leading to the relationship:
〈n0i 〉 =
eβµ
1 + eβµ
(4.8)
We can thus define the relationship:
〈ni〉
〈n0i 〉
=
e−β(i−µ)
(
1 + eβµ
)
eβµ (1 + e−β(i−µ))
(4.9)
The quantities eβµ  1 and e−β(i−µ)  1 for the cases we consider in this chapter (an a
posteriori observation). We can thus simplify the relationship to the following expression for
the effective i:
i ≈ −kBT ln
(〈ni〉/〈n0i 〉) (4.10)
This enables the calculation of the entropy of counterion condensation, via equation 4.6, via
the conversion of simulation data for ni to the effective binding energy.
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Figure 4.3: Molecular structure and sequence affects charge-driven phase separation (a)
Qualitative sketch of a typical phase diagram of complex coacervate-forming polyelectrolytes.
Coacervation occurs at low salt and polymer concentrations, where oppositely-charged poly-
electrolytes undergo a liquid-liquid phase separation into polymer dense (coacervate) and
polymer dilute (supernatant) phases. The different curves qualitatively represent how the
immiscible region changes with different molecular features (charge monomer sequence, spac-
ing, ion size, degree of polymerization, valency, etc.). (b) We show that charge monomer
sequence is a molecular, feature which can be used to tune coacervation behavior. This
simulation and experimental result is based on coacervation between a homopolyanion and
a series of model, sequence-defined polycations with half of their monomers charged. These
polycations are characterized by the periodic repeat of the monomer sequence, τ . (c) Coac-
ervation is experimentally observed as droplets of a polymer-dense ‘coacervate’ dispersed
in a polymer-dilute ‘supernatant’ phase. Simulation images correspond to conditions (salt
concentration, 25 mM and τ = 2) shown in Figure 4.4. Scale bar is 25 µm.
4.3 Results
4.3.1 Oppositely-Charged Polymers Drive Self-Assembly
Figure 4.3a schematically illustrates a standard complex coacervate phase diagram, in the
space spanned by salt concentration cS and polymer concentration cP . At low salt and poly-
mer concentrations, in the coexistence region (2Φ) underneath the binodal curve, the system
spontaneously undergoes a phase separation into the high-cP coacervate phase and the low-
cP supernatant phase. The coacervate and supernatant states are connected along a tie line,
which is sloped to denote a difference in cS between the two phases. Beyond the coexistence
region, the system becomes completely miscible. Previous work has demonstrated that this
phase diagram is extremely sensitive to molecular-level structure [4, 67]. Changes in bond
length and charge size can drastically expand or shrink the coexistence region, reflecting
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Figure 4.4: Coacervate phase behavior is affected by charge sequence in both simulation and
experiment (a) Simulations demonstrate that the size of the coexistence region 2Φ increases
with τ . Simulation conditions for Figs. 4.6, 4.7, and 4.8 are specified by asterisks/boxes,
which denote points along the binodal curves at 25 mM NaCl. These points are consid-
ered, because the salt concentration values correspond to those used for isothermal titration
calorimetry. (b) The experimental critical salt concentration (CSC) for sequence-defined
coacervates at a variety of total charged monomer concentrations (solid 1 mM, stripes 5
mM, crosshatch 50 mM), plotted as a function their periodic block size (τ = 2 to τ = 24).
Increasing τ leads to a marked increase in the CSC, qualitatively changing by as much as
50 − 150 mM, consistent with simulations in (a). Error bars reflect the intervals between
samples in these experiments. (c) A selection of optical micrographs corresponding to the
data in (a), highlighting that the region of coacervation increases with τ . Arrows indicate
the presence of tiny coacervate drops. Scale bars are 25 µm.
differences in local charge correlations that arise between the highly connected, oppositely-
charged polyelectrolytes [4]. However, it is difficult to experimentally demonstrate these
effects in a controllable fashion. Instead, changing charge monomer sequence provides both
a way to experimentally observe the interplay between electrostatics and molecular structure,
and enables the sequence-driven design of coacervate-based materials.
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4.3.2 Tuning Molecular Interactions via Patterning
We use the 1-D pattern of charged monomers along a polymer backbone to controllably
tune the local arrangement of charges, and thus the strength of charge interactions between
coacervate-forming chains. Experimentally, we consider coacervation between an anionic
homopolymer of poly(glutamate) and sequence-specific cationic copolymers of poly(glycine-
co-lysine). These are prepared in aqueous solution with NaCl salt at pH 7.0. All polymers
have the same degree of polymerization N = 50; because the sequence-specific polycations
have a charge monomer fraction of f = 0.5, there are twice as many polycation molecules
as polyanion molecules to balance the number of charges on these species.
Figure 4.3 demonstrates our scheme for the homopolyanion and sequence-specific copoly-
cation. The homopolyanion and copolycation both consists of chains of N = 48; similar to
experiment, twice as many polycations are present per polyanion. Copolycation sequences
for both simulation and experiment are defined by their periodicity τ . A copolycation with a
sequence that alternates between charged and neutral monomers would have a value τ = 2,
while a copolycation that has 8 charged monomers followed by a block of 8 neutral monomers
has a periodicity τ = 16 (see Figure 4.3b). For all sequences, the copolycation has the same
number of charged and neutral monomers.
Figure 4.4a shows the coacervation phase diagrams for a series of patterned copolycations
interacting with unpatterned homopolyanions, calculated from simulation. These phase
diagrams exhibit a drastic, monotonic increase in the size of the coexistence region. In fact,
the critical salt concentration (CSC) nearly doubles from τ = 2 to τ = 24.
Changes in the size of the coexistance region determined from simulation are reflected
experimentally by trends in CSC as a function of τ at a constant polymer concentration,
(Figure 4.4b,c) with qualitative agreement. While matching between the simulation and
experimental results is in part dependent on the choice of simulation parameters such as bead
radii, the trend observed here persists regardless of the choice of reasonable parameterization
values. We note that this effect persists even when the solvent is changed, with a similar
effect of τ on the CSC in a water/isopropanol solvent mixture (see [11]).
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4.3.3 Thermodynamics of Sequence-Defined Coacervation
We use isothermal titration calorimetry (ITC) as a tool to experimentally probe the ther-
modynamics of complex coacervation (Figure 4.5) [85]. A two-step model of coacervation
enables analysis of ITC data and its separation into entropic and enthalpic contributions;
‘ion pairing’ between oppositely-charged polymers is followed by a ‘coacervation’ step that
results in phase separation (fit to raw data shown in Figure 4.5a inset) [85].
Figure 4.5: Isothermal titration calorimetry (ITC) shows that sequence effects in coacerva-
tion are entropically driven (a) The enthalpic contribution to coacervation as a function of
τ is small, positive, and does not show significant differences between sequences. Isothermal
titration calorimatry captures this thermodynamic value via a fit to an established two-
step coacervation model (inset) that distinguishes between enthalpic contributions from ion
pairing (IP) and coacervation (Coac) steps [85]. (b) The entropic contribution to the coacer-
vation free energy is large, negative, and attributed to counterion release. Clear differences
are observed as a function of τ , with an increasing entropic driving force with increasing
blockiness (larger τ).
ITC measurements show a small, positive enthalpic contribution to coacervation, con-
sistent with the results of previous investigations (Figure 4.5, see [11]) [84, 85]. Variations
between different sequences are difficult to resolve due to the small magnitude of this term. In
contrast, and as expected, entropy is the primary driving force for coacervation [84,85,120].
Calculated values for −T∆S are both negative and an order of magnitude larger than the
observed enthalpies. Furthermore, the entropic driving force for coacervation increases with
increasing τ , concomitant with the changes in the width of the coexistence region and the
CSC observed in simulation and experiment. Furthermore, the magnitude of the entropic
differences are significant, spanning ∼ 3 kJ mol−1. This is on the order of thermal en-
ergy (∼ 1− 2kBT ), which can significantly compete against the translational entropy of the
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polymer chains. This is conceptually consistent with the observed differences in the phase
behavior of the different sequences.
4.3.4 Correlations and Sequence Alignment in Coacervation
We use simulation to understand the role of charge sequence in determining molecular struc-
ture of the coacervate phase. We first consider pair correlations under conditions of con-
stant salt concentration (25 mM) corresponding to the high polymer concentration points
on the binodal curves (boxed points in Figure 4.4a). These polymer concentrations are
relevant for the thermodynamics of coacervation, because they are obtained when coacerva-
tion occurs within the two-phase region. The polymer concentration thus depends on the
sequence due to the changes in the phase diagram with τ . We focus on the polyanion-
polycation correlations gP+/P−(r) shown in Figure 4.6a. Peaks corresponding to chain
connected structure are seen, [4, 67] but there is no clear trend as τ is changed. This is
consistent with a calcuation of the energy of coacervation in Figure 4.6b, calculated from
Ui = 2pi
∑
j ρj
∫∞
0
drr2vij(r)gij(r) [80]. This summates the energy that a species i ‘feels’ due
to contributions from all other species j, each with a number density ρj and an interaction
with i via a pair potential vij [80]. The overall change in energy ∆U = ∆UP+ + ∆UP− for
coacervation matches with experimental ITC measurements, demonstrating only a small,
positive increase that does not depend on τ . This is consistent with the experimental obser-
vation that enthalpic effects tend not dominate the coacervation process [84,85].
While the coacervate process is not strongly affected by enthalpic effects in coacerva-
tion, the structure of coacervates still exhibits non-trivial correlations associated with the
monomer sequences. We use a second comparison where dense phases (denoted with an
asterisk in Figure 4.4a) for all values of τ are considered at the same polymer and salt
concentrations. This permits a direct comparison between systems with exactly the same
components - such as the number of charged/neutral monomers and salt ions - with the only
change being the order in which the monomers are connected. Pair correlations gP+/P−(r)
are shown in Figure 4.7a for all values of τ , demonstrating a distinct change in the second
peak adjacent to the initial polyanion/polycation pair.
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kBT
= 2⇡
X
j
⇢j
Z 1
0
drr2⌫ij (r) gij (r)
 U =  UP+ + UP 
Figure 4.6: Phase separating coacervate structure and energy shows no significant sequence
effect (a) Polycation/polyanion pair correlation function for the coacervate phase at various
τ (boxed points in Figure 4.4a). Correlations do not show strong dependence on τ . (b)
Calculation of the change in electrostatic energy for the polycation (from g(r) such as in (a))
show small, positive increases in energy during coacervation. This is qualitatively consistent
with experimental data in Figure 4.5.
The change in this peak can be interpreted through the use of a set of along-the-chain
correlation functions C1(∆s) and C2(∆s), which are a function of the distance along a chain
contour ∆s described by the index s. We show schematics in Figure 4.7b and provide rigorous
definitions in Section 4.2.4. Both functions start with a pair of polycation/polyanion charges
that are within a cutoff radius rCC from each other, and measure conditional probabilities
for two monomers that are ∆s monomers away from original pair. C1(∆s) is the probability
that these two new monomers are within rCC from each other given that they are both
charged, while C2(∆s) is the probability that these two new monomers are both charged
given they are within rCC from each other. Conceptually, C1 is a measure of the contour
length over which two nearby chains of opposite charge remain aligned, which we call a
‘looping’ correlation. To contrast, C2 is a measure of how much the charged monomers on
the patterned chain prefer to be along segments aligned with the opposite polyelectrolyte,
which we call a ‘sequence alignment’ correlation.
C1(∆s) shows a decrease in looping potential with increasing distance along the chain
and very little dependence on the value of τ (Figure 4.7c). This indicates that neighboring
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Figure 4.7: Blocky sequences exhibit strong charge correlations due to sequence alignment
at same concentrations (a) Polycation/polyanion pair correlations for the dense phase at a
single salt/polymer concentration denoted with an asterisk in Figure 4.4a. When species
concentrations are kept constant, there is a clear increase in polyelectrolyte correlations.
(b) We use a set of pair correlations that capture the extent that two nearby chains inter-
act; we follow their contour s and check for both spatial proximity within a cutoff rCC and
monomer charge. C1 determines the probability that charged monomers separated along
their respective contours ∆s ‘loop’. C2 determines the probability that ‘looped’ monomers
are both charged. (c) Spatial ‘looping’ correlations are measured by C1, which demonstrates
negligible differences between different values of τ . However, there is a tendency for inter-
acting polyelectrolytes to feature runs of charged monomers, whose sequence alignment is
quantified by C2 (d). We attribute pair correlations in (a) to this effect.
chains align for approximately the same number of monomers regardless of sequence. A
larger correlation effect is apparent in C2 (Figure 4.7d). Here, the abscissa (∆s) has been
normalized by τ/2 in order to highlight the primary difference between values of τ , which
is that the probability of finding another charged monomer after a shift of ∆s initially
decreases much more quickly with small values of τ . In the extreme, for τ = 2, there is by
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definition no chance of finding a charged monomer for ∆s = 1. To contrast, the likelihood of
finding an adjacent charged monomer is very high for large τ , due to the blockier monomer
sequence. Beyond this primary probabilistic effect, which is captured by the normalization
of ∆s, larger values of τ still show a slower C2 decay. We attribute this secondary effect to a
preference for aligned chain segments to include the charged portion of the patterns. Both of
these behaviors are due to the electrostatic benefit of aligning charged monomer sequences,
such that opposite charges are in close proximity.
These structural changes at the molecular level do not directly influence the macroscopic
thermodynamics of coacervation, as evidenced by the small and τ -independent values of ∆U .
Instead, C2 shows that opposite polyelectrolytes tend to ‘align’, which entropically confines
polyelectrolyte chains in the coacervate phase. This entropic effect is best seen through
the lens of counterion release, and is the main driving force for sequence-dependence in
coacervation.
4.3.5 Tuning the Entropy of Counterion Release
The large entropy change upon coacervation observed in ITC is consistent with traditional
counterion release arguments for coacervation [88, 120]. In the dilute phase, counterions
condense along the backbone of a highly-charged polyelectrolyte to decrease the local elec-
trostatic energy [88]. This counterion condensation occurs at the expense of the counterion
translational entropy. During coacervation, oppositely-charged polymers can condense upon
each other, similarly lowering the local electrostatic energy. Meanwhile, the previously-
condensed counterions regain their translational entropy [88,89,93,120]. We use a modified
version of this counterion release argument to explain how τ can strongly affect coacervation
phase behavior.
We use simulation to characterize counterion condensation in the dilute phase. We use a
method developed by Liu and Muthukumar, [119] where condensed counterions are located
within a cutoff radius rC from any monomer along a dilute chain. Each condensed counterion
is assigned to its nearest monomer, such that each monomer i has an average number 〈ni〉 of
counterions condensed (Figure 4.8b). The smaller, neutral monomers have a larger accessible
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counterion volume with this method. A number is therefore defined for each bead using
the condensed counterions 〈n0i 〉 for an uncharged chain. The ratio 〈ni〉/〈n0i 〉 thus gives a
normalized measure of the condensed counterions. We relate this ratio to an effective energy
i = −kBT ln (〈ni〉/〈n0i 〉) in a one-dimensional adsorption model that is suited to the high
charge densities considered in this work (see Sections 4.2.5 through 4.2.7). The quantity
ln (〈ni〉/〈n0i 〉) is plotted as a function of monomer index i for a number of different values of
τ (Figure 4.8a). The distribution of counterions along the backbone varies greatly, with low
τ polymers showing relatively uniform condensation while high τ polymers have condensed
counterions clustered near the charge blocks (Figure 4.8c).
Figure 4.8: Charge sequence effects in coacervation can be explained by 1-D counterion
confinement entropy (a) The number of counterions ni condensed as a function of chain
index i, relative to the counterions present near an uncharged chain, ni,0. Salt concentration
is 25 mM, at boxed supernatant points in Figure 4.4a. The value ln (ni/ni,0) is related to
an effective binding energy used in a 1-D adsorption model. Colors same as Figure 4.4a and
(d), black curve for homopolyanion. (b) The criterion for a condensed counterion is one that
is within rC of a polyelectrolyte charge; it is ‘condensed’ along the nearest polymer bead
of index i. (c) Conceptual schematic demonstrating the origin of the charge sequence effect
on coacervation. Condensed counterions are uniformly distributed along polyelectrolyte
chains with low τ , however at high τ these condensed counterions are confined along the
chain contour near the charged blocks. This additional confinement increases the entropic
driving force for counterion release. (d) This 1-D confinement is reflected in the entropic
contribution to the free energy, −T∆S, as calculated from the 1-D adsorption model and in
near-quantitative matching with ITC data (Figure 4.5b).
To evaluate the effect of this distribution of condensed counterions on the counterion re-
lease entropy, we use an expression for the entropy calculated from the same one-dimensional
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adsorption model (energies normalized by kBT denoted with a tilde):
S
kB
=
∑
i
[
ln
(
1 + e−(˜i−µ˜)
)
+ ˜i
(
e−(˜i−µ˜)
1 + e−(˜i−µ˜)
)]
(4.11)
In this model, simulation data serves as the primary input of ˜i, while the external chemical
potential µ˜ is set at a constant value for all τ and i for a given salt concentration.
Using a single value of µ˜, we obtain values for the entropic contribution to coacervation in
near-quantitative agreement with ITC data (Figure 4.8d). Thus, accounting for the distri-
bution of counterions condensed onto individual polyelectrolytes in the supernatant phase
yields a prediction for the sequence-dependence of coacervation. This is a one-dimensional
confinement effect. Low-τ systems show an even distribution of condensed counterions along
the length of the polyelectrolyte chain (Figure 4.8c, τ = 4). However, as τ is increased, the
counterions are increasingly confined near the charged blocks (Figure 4.8c, τ = 16). Coun-
terions that are more confined consequently gain more entropy upon release, leading to the
increasingly negative values of −T∆S with increasing τ observed in Figs. 4.5b and 4.8d.
4.4 Conclusion
We used a combination of experiment, theory, and simulation to demonstrate the profound
effect of polyelectrolyte monomer sequence on charge-driven materials structure and ther-
modynamics. Sequence-defined polypeptides were used to evaluate this monomer sequence
effect, demonstrating qualitative matching with simulation. This sequence effect is due
to differences in entropic confinement of condensed counterions along the polymer, which
changes drastically with the blockiness of the sequence. Experimental thermodynamic mea-
surements are consistent with this picture, showing that entropy dominates coacervation
while enthalpic contributions are negligible.
We emphasize that this charge patterning effect does not rely on subtle chemical or solvent-
specific effects, and trends can be recapitulated using coarse-grained electrostatic models.
However, we note that such effects would be important to obtain quantitative predictions.
Implications for these charge patterning effects extend from biological polymers to materials
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design. Sequences featuring runs of similarly-charged macromolecules may provide a way to
tune biophysical interactions, with long, charge-dense sequences exhibiting stronger charge
interactions than patterns with less-blocky runs of the same charge.
For materials design, charge patterning represents a way to deliberately tune charge in-
teractions in coacervate-driven assembly. This is one way that sequence information may be
included into the backbone of a polymer chain that is distinct from i.e., random copolymer-
ization or block copolymerization. This mechanism is not an averaging of dispersive effects,
but rather a precise tuning of the local arrangements of charge. Indeed, by combining with
the aforementioned sequence effects we envision a number of sequence-scales that can be
used to tune charge-driven assembly. We foresee this as one way to utilize the development
of sequence-specific synthesis to reach ever-more complex assemblies.
In the next chapter, we extend the transfer matrix description of coacervation to develop
a molecular-level understanding of how charge sequence affects complex coacervation. This
uses simulation to calculate the binding energy as developed in Section 4.2, which captures
how the local electrostatic environment changes along the polymer backbone. Not only
are the sequences studied in this chapter considered but also a wider range of sequence
effects are investigated, demonstrating that the transfer matrix theory can capture precise,
monomer-level charge sequence effects.
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CHAPTER 5
TRANSFER MATRIX THEORY INVESTIGATION
OF SEQUENCE-DEFINED COACERVATION
Reproduced with permission from T.K. Lytle, L. Chang, N. Markiewicz, S.L. Perry, C.E.
Sing ACS Cent. Sci. 2019, 5, 4, 709-718. Copyright 2019 American Chemical Society.
5.1 Introduction
Understanding the role of monomer sequence on the physical properties of long-chain macro-
molecules remains a grand challenge in the field of polymer science, [141, 160] due to the
utility of sequence as a tool to store information and drive structure formation in biological
polymers such as proteins, RNA, and DNA [142]. This takes place in a number of ways; for
example, molecular storage of genomic data is encoded in DNA via a sequence of four differ-
ent base pairs which can then be read by the protein machinery of the cell. Proteins leverage
sequences incorporating any number of roughly twenty amino acids, that then often undergo
hierarchical assembly into highly complex and precise three-dimensional structures. A sub-
class of proteins known as intrinsically-disordered proteins (IDPs) are subtly different, in
that they tend not form secondary or higher-order structures; however, IDPs remain crucial
to biological structure and function [40, 161]. Despite this lack of hierarchical order, recent
work has shown that the precise sequence of charged amino acids still plays a defining role in
the structure and function of IDPs [39–45]. This suggests that the physical effects of charged
monomer sequences are generally relevant for a broad range of polymeric materials, not lim-
ited to biological molecules; however, the underlying physics of these sequence-dependent
electrostatic interactions is not well understood.
In Chapter 4, we demonstrated how ‘blockiness’ affects complex coacervation phase be-
havior by comparing Monte Carlo simulations to experimental results. As the blockiness
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Figure 5.1: The sequences used in this paper (A-P), along with the homopolyanion (blue)
that is partnered with the polycation sequences. Sequences can be characterized by param-
eters such as charge fraction fC and average ‘run’ length 〈nr〉, however sequences are not
uniquely characterized by these two parameters.
of a polyelectrolyte increases, the size of the immiscible region increases due to increasing
entropic gain upon counterion release as a consequence of stronger counterion localization
along the polymer backbone as blockiness increases. This demonstrates that the local elec-
trostatic environment along the polymer backbone is a physical feature which needs to be
included in theory to capture sequence effects.
We show in Figure 5.1d a schematic of the total range of polycation sequences we use in
this paper, along with the fully-charged homopolyanion that was paired with the polycations
in each coacervate. All of these sequences have between 48-50 monomers, with a variety
of charge fractions fC and an average length ‘run’ of charged monomers 〈nr〉, indicated
on Figure 5.1d. We note that these types of averaged variables do not uniquely define a
sequence; for example, sequences C, L, M, and N have the same total number and type of
runs, only spaced out with different combinations of neutral monomer runs, or ‘spacers’.
Therefore, to identify the different sequences, we assign a letter to them in Figure 5.1d that
will be used to denote points associated with a given sequence later in the paper. We do
point out a few sequence-based trends that we will focus on: (Blockiness) we change the
periodicity of sequence polymers with the same number of charged, neutral monomers in runs
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(A-D). This trend was the basis of our prior work [11]. (Constant Runs) we examine a
constant set six runs of four adjacent, charged monomers, and change how the neutral spacer
monomers are distributed in-between (C,K-M, D). (Constant Spacers) we keep a constant
set of six runs of four neutral monomer spacers, and change how the charged monomers
are distributed in-between (C,N-P,D). Finally, (Constant Runs, Constant Number of
Charges) we keep a constant set of runs of four adjacent, charged monomers, and change
the number of neutral monomer spacers while keeping the overall number of charges per
chain constant (not included in Figure 5.1d, but represented later). We note that, for this
chapter, all polymers are monodisperse in size and sequence in both theory and simulation,
and have very low polydispersity in experiments. We compare transfer matrix results directly
with experiment and simulation, and observe qualitative agreement for a wide variety of test
sequences. We thus demonstrate how subtle changes in monomer sequence can affect the
strength of electrostatic interactions between oppositely-charged polyelectrolytes, and the
resulting phase behavior.
5.2 Methods
For the investigations in this chapter, we use the Monte Carlo simulation model described
in Section 4.2.2, and a modification of the transfer matrix theory in Section 2.3. However,
the simulation excess free energy will be calculated using the excess pressure instead of the
polyelectrolyte excess chemical potential.
5.2.1 Pressure Calculation
Pressure, p, was calculated using phantom box volume changes [162] in Monte Carlo simu-
lations with no salt ions. For each instance of calculating pressure both a compressive and
expansive volume change is performed. These volume changes have the same magnitude, but
different directions. Since these are phantom volume changes, the volume of the simulation
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box does not change throughout the simulation. Pressure can be calculated via [162]:
p∆V+
kBT
= (NnP+ +NnP−) ln
(
1 +
∆V+
V
)
+ ln
〈
exp
(
−∆U+
kBT
)〉
− ln
〈
exp
(
−∆U−
kBT
)〉
(5.1)
Here V is the volume of the box. ∆Vi is the size of the volume change, and i denotes the
direction of the volume change, with + being expansive and − being compressive. ∆Ui is
the change in potenial energy due to the volume change, i. The first term on the right hand
of Equation 5.1 is the pressure due to an ideal gas of monomers. The second and third terms
are the monomer excess pressure, but the desired quantity is the chain excess pressure. This
quantity allows thermodynamic integration to yield the excess free energy.
To accomplish this, we use arguments found in K.G. Honnell, et al. [163]. The monomer
excess pressure, pmEXC, is defined as:
pmEXC = ln
〈
exp
(
−∆U+
kBT
)〉
− ln
〈
exp
(
−∆U−
kBT
)〉
(5.2)
As the concentration approaches 0, the intermolecular forces should become negligible, which
means the pressure should approach the value for an ideal gas of chains. For this to be true,
Equation 5.2 has to approach {[(nP+ + nP−) kBT/V ] − [(NnP+ +NnP−) kBT/V ]} in this
limit. If this expression is subtracted from equation 5.2, then the chain excess pressure,
pcEXC, is recovered:
pcEXC = ln
〈
exp
(
−∆U+
kBT
)〉
− ln
〈
exp
(
−∆U−
kBT
)〉
− {[(nP+ + nP−) kBT/V ]− [(NnP+ +NnP−) kBT/V ]} (5.3)
This excess pressure can be used to calculate excess free energies.
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Figure 5.2: Phase diagrams for the investigated patterns. The 2Φ region is the immiscible
part of the phase diagram, and the 1Φ region is the miscible part of the phase diagram. (a)
Simulation phase diagrams calculated using equation 5.5. (b) Theoretical phase diagrams
calculated using the transfer matrix theory. The letters corresponding to each phase diagram
denote the pattern in Figure 5.1. Both simulation and theory show alterations in phase
behavior as charge fraction and the average length of the run of charged monomers is changed.
5.2.2 Phase Diagram Calculation from Simulation
The excess free energy per volume can be defined as:
fEXC ({φi}) = FEXC ({φi})
V kBT
= φP
∫ φ0S ,φP
φ0S ,φ
0
P
V pcEXC (φ
0
S, φ
′
P )
NpatkBTφ′P
dφ′P
+
∫ φS ,φP
φ0S ,φP
µEXC,S (φ
′
S, φP ) dφ
′
S (5.4)
where Npat = fCnP+N + (1− fC)nP+N (σ0/σ±)3 +nP−N . φ0i , with i = S for salt and i = P
for polymer, is the reference volume fraction, which we set to 0, and, µEXC,S is the salt
chemical potential, calculated via Widom insertion of a pair of salt ions [164]. This excess
free energy can be used as an input into a total free energy expression:
F
V kBT
=
∑
i
φi
Ni
lnφi + fEXC ({φi}) (5.5)
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The first term on the right hand side of this equation is the mixing entropy of all species,
and the second term is the simulation-calculated excess free energy. This free energy can
be used to calculate phase diagrams, shown in Figure 5.2 for patterns A-J as described in
Figure 5.1.
Comparison of these phase diagrams with those contained in the previous chapter [11]
reveals some differences. We attribute the discrepancy to the different techniques used to
calculate the excess free energy. Previously, the excess free energy was calculated via:
fEXC ({φi}) =
∫ φ0S ,φP
φ0S ,φ
0
P
µEXC,P
(
φ0S, φ
′
P
)
dφ′P +
∫ φS ,φP
φ0S ,φP
µEXC,S (φ
′
S, φP ) dφ
′
S (5.6)
Here, excess chemical potentials are calculated for the polymer using incremental Widom
insertion [105]. In order to adapt this technique to the patterned polycation, the pattern is
shifted along the polymer backbone to capture the contribution of the charged and neutral
monomers to the excess chemical potential [11]. This resulted in phase diagrams with a larger
polymer concentration in the supernatant phase compared to the current results. However,
both techniques qualitatively capture the observed patterning trends.
5.3 Results and Discussion
5.3.1 Simulation and Experiment Exhibit Sequence-Dependent
Coacervation
In looking to understand the nuanced effects of chemical sequence, we first performed a direct
comparison between simulation and experiment. Coacervate phase diagrams were calculated
using thermodynamic integration of Monte Carlo simulations [104] using a combination of
box size-changes [162,163] and Widom insertion [104,164] to calculate the excess free energy
along both the polymer (polyanion and sequenced polycation) and salt species respectively
(see Sections 5.2.1 and 5.2.2). This approach uses the same simulation model as detailed in
Section 4.2.2 [4,11,121,165]. We then compared the binodal phase diagrams resulting from
these simulations to experimentally determined measures of the phase behavior (Figure 5.3).
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Figure 5.3: (a) Salt concentration cS versus polymer concentration cP phase diagram of
coacervation measured from simulation (points) and transfer matrix theory (lines) for poly-
cations with sequences A-D, F, and H interacting with a homopolyanion. An example set
of tie-lines are shown for sequence A (dashed line, simulation and dotted line, theory), with
both exhibiting a small negative slope consistent with prior literature [4, 5]. Simulation tie-
lines are also shown for other sequences at concentrations outside the binodal of sequence A,
demonstrating that sequence does not alter the sign of the slope. The critical salt concen-
tration as measured by theory c0S is measured at the largest concentration of salt observed
in the supernatant phase for each sequence. (b) Simulation snapshots representative of the
points in (a) for sequences H, A, D, and F. The polycation is orange, the polyanion is blue,
the cation is purple, and the anion is red. Neutral beads for the polycation are shown with
smaller beads connected by rods. (c) Simulation and theory values for salt resistance (left
axis, c0S) qualitatively compare well with experimentally-measured values of c
0
S,E obtained
at 1 mM polymer for sequences A-D, showing that we can use theory and simulation to
capture sequence variations described by an increase in charge block size (Blockiness). (d)
Schematic highlighting counterion localization for two different sequences. For a sequence
with a large 〈nr〉 (D), the counterions are locally confined near the charged blocks. In con-
trast, counterions are more uniformly localized along the chain for sequences with a small
〈nr〉 (B). The red circle represents the cutoff radius, rC . If a salt ion is within this rC of a
monomer, the salt ion is considered localized.
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The phase boundaries in Figure 5.3a exhibit the same trend observed in Chang et al., [11]
with minor differences due to the different methods for calculating phase diagrams (see
discussion in Section 5.2.2). Our results highlight that an increase in blockiness 〈nr〉 and
charge fraction fC generally leads to a marked increase in the two-phase region of the phase
diagram, indicating that phase separation is enhanced by stronger electrostatic attractions.
Figure 5.3b shows characteristic snapshots from simulations performed at a constant number
of charged monomers for sequences H, A, D, and F, visually highlighting how an increased
value of c0S leads to stronger phase separation and a denser coacervate phase.
Further analysis of simulation results also suggested that electrostatic cooperativity result-
ing from an increase in 〈nr〉 enhances the localization of counterions at high charge-density
locations along the polyelectrolyte chain (Figure 5.3d). An important consequence of this
increase in counterion confinement is a commensurate increase in the entropy resulting from
the release of these bound counterions upon complexation with an oppositely-charged poly-
mer [11] .
Due to the correlation between increases in the strength of the electrostatic attraction,
counterion localization, and the size of the two-phase region, we can use the highest salt
concentration where we observe phase separation, c0S, as a simple descriptor of the system
(Figure 5.3a). This parameter also allows for comparison with experimental data. While
c0S represents the highest salt concentration for the overall phase diagram, experimental
measurements of this ‘salt resistance’ were performed at a fixed overall polymer concentration
cP = 1 mM. Therefore, we expected to observe similar qualitative trends for these two
parameters, but not quantitative matching. Figure 5.3c demonstrates that the size of the
two-phase region, as measured by either the salt resistance c0S,E from experiments or c
0
S from
simulations, systematically increased with increasing blockiness 〈nr〉 for constant charge
fraction fC , (i.e., sequences A to D).
The results in Figure 5.3a also include example tie-lines connecting coexisting coacervate
and supernatant phases. It is noteworthy that we observe tie-lines with a negative slope,
indicating that coacervate phase has a lower salt concentration than the supernatant [4,
5, 93, 121, 165, 166]. This preferential partitioning of salt out of the dense, polymer-rich
coacervate phase has been previously attributed to the excluded volume of the polyelectrolyte
96
species, [4, 5, 93,121,165,166] and has been confirmed experimentally [4, 5].
5.4 Theory of Monomer Sequence in Polymeric Complex
Coacervation
Results from simulations suggested that we can capture the relevant physics dictating the
effects of charge sequence on coacervate phase behavior by considering how counterions
interact with a single polymer chain. Therefore, we extend the transfer matrix theory of
complex coacervation to include the effects of charged monomer sequence [93,121,165] .This
method is particularly applicable because, for most coacervates, the concentration of charged
species is sufficiently high that standard Debye-Hu¨ckel or Poisson-Boltzmann electrostatics
are no longer applicable, [4,110,167] and correlations are primarily due to charge connectivity
and nearest-neighbor pairing [4, 94].
To extend the transfer matrix formalism to describe sequence effects in coacervation, the
electrostatic association strength  becomes a function of the specific monomer position along
the test polycation chain. This accounts for the variation in local electrostatic environment,
and specifically the energetic penalty for an unpaired ion, for a particular monomer sequence
[93, 165]. Thus, the Dhomo = D0 exp (−0) that in the homopolyelectrolyte theory contains
a constant 0, now is written with a contribution 1 that depends on the monomer index s,
Dpattern = Dhomo exp (−1(s)).
To calculate the value of 1(s), we use Monte Carlo simulations of single polyelectrolytes
in a dilute salt solution (see the Sections 4.2.6 and 4.2.7). The localization of counterions
near charged polycation blocks, and thus the local strength of electrostatic interactions, is
calculated by defining a region around the chain defined by a cutoff radius rC (Figure 5.3d)
[119]. This charge localization is energetically favorable due to electrostatic attractions,
[88,101,119] and there is thus an increased number density nC(s) of opposite charges within
rC at a given chain monomer s [11]. We define an electrostatic energy that accounts for this
increase in local correlations as the aforementioned  = 0 + 1(s). We demonstrate that
(s) can be determined from simulation using the relationship (s) = − lnnC(s)/nC,0(s)
(see Section 4.2.7), where nC,0(s) is the number density of opposite charges within rC in
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Figure 5.4: (a) Monomer-dependent energy (s) as a function of the chain index, measured
by single-polyelectrolyte simulations in dilute salt solution. Variations in (s) reflect the dif-
ferent electrostatic environments associated with monomers in different positions along the
chain. (s) is plotted here for sequences A-D, which reflects variation in sequence periodicity
ranging from alternating charged/uncharged monomers (A) to blocks of 8 charged/uncharged
monomers (D). Filled symbols represent charged monomers in the sequence, and open sym-
bols represent neutral monomers. The homopolyanion is also plotted as the dark red line
in each graph. We note that, for the blockiest polycation sequences, (s) approaches the
homopolyanion behavior in the center of the block. (b) Schematic illustrating how the vari-
ation in (s) is incorporated into the transfer matrix theory. Ξintseq is the grand canonical
partition function associated with polymer-polymer interactions. It is composed of products
of ‘runs’ of charge, as shown explicitly in the expression given below the schematic; here,
the colors are associated with the indicated charged monomer runs: 1 (purple), 5− 8 (red),
and 10− 11 (blue)
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the absence of electrostatic interactions. This method thus only requires two single-chain
simulations (one with electrostatics and one without) at low salt concentrations. Figure 5.4a
shows typical landscapes ((s)) for patterns A-D, as well as the homopolyanion, where we
denote charged monomers with closed symbols and neutral monomers with open symbols.
We takeD0 = 1 and 0 = 0, in agreement with the theory for homopolyelectrolyte coacervates
[93].
As expected, there is a large variation in electrostatic attraction along the contour of the
chain due to the precise sequence of monomers. For the sequences plotted in Figure 5.4a,
sequence D exhibits the most marked variations in (s). In this case, long runs of adjacent,
charged monomers (e.g., s = 16−23 and s = 32−39) have a value of (s) that is similar to 0
for a homopolymer. As the sequence transitions from a charged run to a neutral spacer (e.g.,
s = 22 to 26), there is a concomitant increase in (s) that we attribute to the weakening
of the driving force for charge localization. (s) decreases once more as the neutral spacer
transitions back to a charged run (e.g., s = 30 to 34). In contrast, short runs of charge or
isolated, charged monomers (such as in sequences A or B) show weak localization. This is
indicated by a larger value of (s) with weaker oscillations. These energy landscapes (s)
inform our model of sequence effects in complex coacervation.
We define a new transfer matrix, that now depends on the monomer index via the sequence-
dependent epsilon:
Ms((s)) =

A0φS A0φS A0φS A0φS
0 1 2 0
B0φP B0φP B0φP B0φP
D0e
−(s) D0e−(s) D0e−(s) D0e−(s)
 (5.7)
This transfer matrix is specifically for monomers that contain a charge, in contrast to neutral
monomers along the chain. We consider neutral monomers to only affect the free energy
of coacervation through (1) excluded volume of the monomer units and (2) through their
spacing of charges and its effect on (s) for those monomers. Neutral monomers are otherwise
not required to ‘pair’ with an opposite charge, and their contribution to the transfer matrix
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calculation is as an identity matrix Mn = I. We can use this set of matrices to write a
new grand canonical partition function Ξintseq =
∏NP
s (Ms((s))(1− δzs) +Mnδzs). This can
be simplified, since when δzs = 1 for neutral monomers, the product is simply an identity
matrix. This means that the system can be divided into a product over a series of charge
‘runs’, or adjacent charges, of length nr.
Ξintseq =
[
nr∏
runs
[
~ψT0
(
nr∏
s>1
Ms((s))~ψ1((s))
)]]
(5.8)
We schematically show how this calculation is carried out in Figure 5.4b. The new in-
teraction free energy contribution for a patterned polymer (in this case, a polycation) is
F intseq({(s)})/(V kBT ) = φP+ ln (Ξintseq)/2fCNP+. We thus use the free energy for the overall
system:
Fseq
V kBT
=
φP+
NP+
lnφP+ +
φP−
NP−
lnφP− + φW lnφW +
+φS+ lnφS+ + φS− lnφS− +
φP+
2fCNP+
ln
[
Ξintseq({(s)})
]
+
+
φP−
2NP−
ln
[
ψT0 M
NP−
0 ψ1
]
+ ζ (φS + ΛP+φP+ + ΛP−φP−)
3 (5.9)
Here, the sequence-dependence is almost completely contained within the interaction term for
the polycation, while the homopolyanion is treated as in the previous transfer matrix theory
[93]. In this paper we use the parameters A0 = 35.0, B0 = 11.5, ΛP+ = ΛP− = 0.84375, and
ζ = 16.0; these are similar to values in prior work, [93,165] but with small changes reflecting
slight differences in how we model Λ. The same parameters are used for all sequences
considered in this paper.
5.4.1 Sequence-Based Transfer Matrix Theory Can Match Experimental
and Computational Phase Behaviors
Full theoretical phase diagrams are calculated for the polyelectrolyte patterns. These demon-
strate excellent, nearly-quantitative matching with the full simulation phase diagrams shown
in Figure 5.3a and Figure 5.3. In particular, we can capture how the phase diagram changes
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Figure 5.5: (a) Experimental salt resistance c0S,E as a function of charge fraction fC for
sequences A−J shown in Figure 5.1d, and also a homopolyelectrolyte coacervate fC = 1. We
note that experimental data for sequence E is not included, because only solid precipitation
is observed and thus c0S,E is not accessible. (b) Theoretical (black circles) and simulation
(red triangles) salt resistance c0S as a function of charge fraction fC for sequences A−J . We
note that simulation and theory are in nearly quantitative agreement, and both qualitatively
agree with the experimental trends in (a).
with increasing blockiness for the constant fC = 0.5 sequences (A-D) in simulation, ex-
periment, and theory. This is shown in Figure 5.3c. In particular, this matching includes
the significant jumps in c0S from B to C and C to D, concomitant with the emergence of
significant variations in (s) in Figure 5.4a.
We showed this charge blockiness effect in simulation in Change, et al., [11] which was
attributed to the one-dimensional confinement of charges localized along the backbone. This
emerges from our theory, because the energetic parameter (s) (Figure 5.4a) corresponds a
local one-dimensional confinement potential for counterions along the chain.
We extend this matching to the entire set of sequences considered in Figure 5.1d. In
Figure 5.5a, we plot the experimental c0S,E as a function of the overall charge fraction fC for
sequences A-J. We observe large variations in c0S,E, ranging from 160 to 580 mM NaCl, show-
ing that charge patterns can significantly alter the strength of electrostatic interactions. We
obtain the values of c0S from simulation and theory for this same, extended set of sequences
(see Figure 5.3 for full phase diagrams) and also plotted versus fC in Figure 5.5b. Both
simulation and theory results exhibit nearly-quantitative matching, and exhibit qualitative
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matching with the experimental values observed in Figure 5.5a.
Experiment, theory, and simulation all exhibit the same trends. Broadly speaking, high
values of fC lead to larger values of c
0
S,E (experiment) and c
0
S (theory and simulation),
corresponding to higher strengths of electrostatic interactions. This is expected, given that
there are more charges per chain and thus more electrostatic attraction to the oppositely-
charged polymeric species. Nevertheless, we note that even among the same charged fraction
there can be a wide variation in c0S,E and c
0
S, as apparent in the blockiness trend at fC = 0.5.
The opposite situation is also true, with similar values of c0S being observed for different values
of fC . For example, we note that the trio D, I, and F or the pair G and A show a similar value
of c0S,E despite having different charge fractions. These particular cases generally represent a
trade-off between blockiness and charge fraction, with less fC needed if the sequences have
longer blocks. We are able to accurately capture this effect of precise charge sequence on
the phase behavior of complex coacervates with both theory and simulation, because our
theory considers the particular charge sequence rather than average sequence metrics such
as charge fraction fC or blockiness 〈nr〉.
5.4.2 Sequence-Based Trends
Having looked at the effect of blockiness, we tested the ability of this theory to capture
non-regular sequences. In particular, we show this by keeping the total charge fraction fC =
0.5 constant, and maintaining constant runs of four charges while varying neutral spacers
(sequences C, K-M, and D i.e., constant runs). These systematically shrink the length of
one neutral spacer while increasing the length of another (see schematic in Figure 5.6a). We
do this for charge runs of length nr = 4, which represents a transition between 〈nr〉 = 4 and
〈nr〉 = 8 (sequences C and D) at the extremes. Despite controlling for both fC and 〈nr〉, this
variation results in a marked change in the values of c0S and c
0
S,E for theory and experiment.
This is plotted in Figure 5.6a (circular symbols) as a function of the larger neutral linker
length ν, and demonstrates that there is a transition from C to D where intermediate values
of c0S are observed. We attribute this change to the proximity of charge runs, which still
affect each other even when separated by a few neutral monomers, a cooperative effect that
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Figure 5.6: (a) Salt resistance c0S for fC = 0.5 with varying length neutral spacers, denoted
by v and 8 − v, between runs of four charges (circles) and with varying length charge
blocks, denoted by v and 8− v, separated by spacers of four neutral monomers (triangles).
Experiment (black) and theory (red) exhibit qualitative matching, showing the complicated
interplay between charge block separation and length. (b) Salt resistance for polycations
with 24 total charged monomers, separated by increasingly long neutral spacers, denoted by
v.
decreases with increasing length of the neutral spacer. Indeed, this is observed in both
experiment (open, black points, c0S,E) and theory (filled, red points, c
0
S).
The next set of sequences we highlight are C, N-P, and D. This constant spacers trend
is the inverse of the constant run trend, and is characterized by constant spacer length
(4 neutral monomers) with variation in charged runs at a constant 〈nr〉 = 4 and fC = 0.5.
Here we observe a similar transition between the limiting sequences C and D, plotted in
Figure 5.6a as triangular symbols.
We note for both the constant run and constant spacer trends, the increase in c0S,E
and c0S is more abrupt as the longer charge-run length ν is increased from ν = 7 to ν = 8,
which is again observed in both experiment and theory. This demonstrates that there is
a large differential effect of moving an isolated charged (P to D) or neutral monomer (M
to D) in a larger run of the other monomer type. This is especially apparent in the P to
D transition, which we attribute to the lack of electrostatic cooperativity of the isolated
charged monomer with respect to its neighbors in P; upon ’promoting’ that monomer to be
in the long, charged block in D it gains the cooperative electrostatic attractions associated
with these blocks.
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We consider a final constant runs, constant number of charges trend, where runs
of four adjacent charges along the polycation have differing numbers of neutral monomers,
only now the chain length NP+ is increased to have a constant number of charged positive
charges along the polycation. This runs from 2 to 8 monomers between groupings of four
charged monomers. We plot c0S,E and c
0
S for these sequences in Figure 5.6b, and show that
they decrease with the number of neutral monomers ν for both the experiment and theory
values. This further clarifies that the values of nr and the total number of charges per chain
do not, by themselves, dictate the strength of electrostatic interactions. The neutral spacers,
despite not being directly involved with the electrostatic interactions, affect the local charge
correlations sufficiently to cause significant changes in c0S and correspondingly the strength
of the electrostatic attractions between the oppositely-charged polyelectrolytes.
5.5 Conclusion
We have developed a theoretical framework for understanding the role of polyelectrolyte
charge sequence in complex coacervates. This framework builds on a transfer matrix ap-
proach [93] that explicitly accounts for the local electrostatic environment along a sequenced
polyelectrolyte via an effective energy (i). We can capture the effects of sequence in complex
coacervates, including charge fraction and charge blockiness, as well as the more subtle varia-
tions in charge associated with non-regular sequences. Furthermore, we show close matching
between experiment, simulation, and theory for the wide range of sequences considered. The
emerging physical picture is that there is a tradeoff between the number of charges per chain
and the blockiness of the sequence, however the relative position of these blocks also plays
a significant role in determining phase behavior.
This computational, experimental, and theoretical effort provides the foundation to study
a whole range of polyelectrolytes and biopolyelectrolytes with charge sequence. The next
step is to incorporate other molecular interactions into this theoretical framework, such as
hydrogen bonding, short-range χ-interactions and hydrophobicity, and ion-pi interactions.
This is particularly relevant to biological systems such as IDPs, which are known to form
phase-separated structures in the cell that are sensitive to sequence. However, this may
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also open the door to engineering charge sequence in synthetic polymers, and to inform the
self-assembly or phase behavior of soft materials.
Since the utility of this transfer matrix theory to describe a number of physical molecular
features, including charge sequence, has been demonstrated, this theory will now be used to
investigate interfacial properties of complex coacervates. Examining interfacial properties
will start to build the foundation for understanding coacevate driven self-assembly. Addition-
ally, a neutral polymer species will be added to the system to demonstrate the alteration to
the phase behavior and interfacial properties, which will need to be considered if examining
a system containing a neutral species, such as a block copolymer.
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CHAPTER 6
ELUCIDATING INTERFACIAL PROPERTIES OF
COMPLEX COACERVATES USING SIMULATION
AND THEORY
Reproduced from T.K. Lytle, A.J. Salazar, C.E. Sing, The Journal of Chemical Physics
2018, 149, 163315, with the permission of AIP Publishing.
6.1 Introduction
Most theoretical/simulation studies on interfacial properties have been developed using ei-
ther Voorn-Overbeek theory [109] , discussed in Section 1.5.1, or field theoretic simula-
tions [75, 79], discussed in Section 1.5.3. These efforts provide an initial glimpse at how
interfacial tension changes with salt, however both carry the limitations of their underlying
methods.
In this chapter, we show that the transfer matrix (TM) approach developed in Chapter
2, combined with self consistent field theory (TM-SCFT), can lead to predictions about the
interface that are consistent with both Monte-Carlo-informed SCFT (MC-SCFT) [112] and
full coarse-grained Molecular Dynamics (MD) simulations. All three methods quantitatively
match with regards to both coacervate bulk thermodynamics and the structure of the inter-
face, demonstrating the efficacy of field theory techniques developed by the authors [112].
We subsequently demonstrate that the two SCFT-based methods, informed either by the-
ory or simulation, exhibit the same interfacial thermodynamics; this includes the surface
tension, interfacial width, and the surface excess of salt ions. We modify both MC-SCFT
and TM-SCFT to include a neutral polymer, to understand interfaces similar to those found
in block copolyelectrolytes. We show that increasing neutral polymer density drastically
increases the immiscible region of the phase diagram due to the interplay between excluded
volume of the polymeric species. Indeed, this can lead to large regions of small, but pos-
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itive, surface tension; this understanding is crucial to understand the thermodynamics of
coacervate-driven assembly.
6.2 Theoretical and Computational Methods
We use a combination of theoretical and computational methods to study complex coacer-
vate interfaces, in part to explore their limitations and capabilities. Specifically, the MD
simulations require the fewest assumptions, because all chains and salt ions are explicitly
represented; however, this comes at a significant computational cost. SCFT is far more
efficient, however it comes with the trade-off that all chains are treated at a mean-field level.
However, we use methods (both TM and MC) that provide information about the local
charge correlations that are crucial to understanding coacervate thermodynamics [67, 94].
TM and MC provide different routes to this correlation information, with MC accounting
for charge correlations directly from simulation via the method outlined in 2.2 [4, 10, 112]
while TM reflects a theoretical model developed in Section 2.3 [93,121].
6.2.1 Self-Consistent Field Theory (SCFT)
We consider a system composed of polyelectrolytes, neutral polymers, salt, and water, and
use SCFT methods standard in the literature [82, 168–170]. To simplify our SCFT calcula-
tion, we assume both local electroneutrality and charge stoichiometry between both polymers
and ions; therefore, we only need one polyelectrolyte species representing both polycations
and polyanions, and one salt species representing both cations and anions. This is a standard
assumption common to most coacervate models, [65,111], and is used to simplify experiments;
this can in principle be relaxed [121]. For this chapter, the of polymerization is N = 100 and
is the same for both the polyelectrolyte and the neutral polymer. Species-specific quantities
are denoted with subscripts; A for polyelectrolytes, B for neutral polymers, S for salt, and
W for water. We thus define a set of volume fractions φi (x), where i = A,B, S,W that is
a function of a spatial position x.
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The homogeneous free energy F of a coacervate system can be written as [78,112]:
F
kBTV
=
f
kBT
=
φA
N
lnφA +
φB
N
lnφB + φS lnφS + φW lnφW + fEXC (φj) (6.1)
Here we introduce the per-volume free energy f . The first four terms on the right side ac-
count for the translational entropies of all the species. The fifth term is an excess free energy
that accounts for all remaining contributions to F , and is generally a function of the set of
volume functions φj. fEXC (φj) is the excess free energy which accounts for the local charge
interactions that drive coacervation. This term will not be given here in its explicit form;
however, we describe how to obtain explicit forms for values fEXC (φj) in Section 2.2 (for
MC) or 2.3 (for TM). Derivatives of fEXC (φj) will be discussed in subsequent subsections.
We note that this term is assumed to be completely local, based on the observation that
coacervation takes place at high salt/polymer concentrations where we expect very local
charge correlations to dominate. This theory thus differs from alternative field theoretic
formalisms that directly include the Coulomb interaction in the Hamiltonian, simplifying
the SCFT calculation but introducing an assumption that we can use a free energy associ-
ated with charge correlations while neglecting how they may be affected by concentration
gradients that arise in inhomogeneous polymer systems.
The homogeneous free energy F in Equation 6.1 corresponds to a Hamiltonian functional
H [82]:
H [{φj} , {ωj}] = −nA lnQA [iωA]− nB lnQB [iωB]− nS lnQS [iωS]− nW lnQW [iωW ]
+ ρ0
∫
dr
fEXC ({φj (r)}) + ξ
2
(∑
k
φk (r)− 1
)2
− i
∑
k
ωk (r)φk (r)

(6.2)
The Hamiltonian is a functional of the position dependent density fields φj (r) and auxiliary
fields ωj (r) for of the species [82]. ρ0 is the bulk number density. The single chain partition
functions QA and QB, along with the single particle partition functions QS and QW are
functionals of their respective auxiliary fields iωj (r) [82]. The first term in the integral is
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the local excess free energy, to be calculated from MC or TM, and the second term in the
integral ensures that the sum of the volume fractions is 1 with a coefficient ξ that is set to be
large. In writing this Hamiltonian for inhomogeneous coacervate systems, we introduce an
ansatz that a homogeneous value of the excess free energy fEXC ({φj}) can be used locally at
points r, leading to a position-dependent fEXC ({φj (r)}). This term is thus approximated
as a local contribution to the Hamiltonian, based on the observation that coacervation
takes place at high salt/polymer concentrations where we expect local charge correlation
to dominate [1, 4, 5]. We do not justify this “local homogeneity” ansatz a priori because
electrostatic correlations in MC simulations are loner-range than the field theory grid spacing;
we will instead justify a posteriori through comparison to particle-based MD. This theory
thus differs from alternative field theoretic formalisms that directly include the Coulomb
interaction in the Hamiltonian, [75,79] simplifying the SCFT calculation but introducing an
assumption that we can use a free energy associated with charge correlations while neglecting
how they may be affected by concentration gradients that arise in inhomogeneous polymer
systems [82].
The goal of SCFT is to find the ‘saddle point,’ or sets of fields φ∗j (r) and ω
∗
j (r) where the
Hamiltonian is at an extremum [82]:
(
δH [{φj} , {ωj}]
δωj (r)
)
ω∗j
=
(
δH [{φj} , {ωj}]
δφj (r)
)
φ∗j
= 0 (6.3)
These functional derivatives with respect to the auxiliary fields lead to the expression for
the density in terms of the propagators [82,168–170]:
(
δH [{φj} , {ωj}]
δωj (r)
)
ω∗j
= 0 = −inj δ lnQj [iωj]
δ (iω (r))
− iρ0φj (r) (6.4)
For the polymer components, this becomes [82,168–170]:
φj=A,B (r) =
〈φj〉
Qj [Wj]
∫ N
0
dsqj (r, N − s; [Wj]) qj (r, s; [Wj]) (6.5)
109
For the water and salt components, this becomes [82,168–170]:
φj=S,W (r) =
〈φj〉
Qj [Wj]
e−Wj(r) (6.6)
Here, we have defined a field Wj = iωj, and the quantity qj (r, s; [Wj]) in Equation 6.5 is a
propagator that represents the probability that a sub-chain of length s has its terminal chain
end located at a position r in a field Wj. These are calculated via the diffusion equation,
which in one dimension (r→ x) [82, 168–170]:
∂qj (x, s; [Wj])
∂s
=
a2
6
∂2qj (x, s; [Wj])
∂x2
−Wj (x) qj (x, s; [Wj]) (6.7)
We also consider the functional derivatives of the Hamiltonian (in Eqution 6.4) with respect
to the density fields [82,168–170]:
(
δH [{φj} , {ωj}]
δφj (r)
)
φ∗j
= 0 = ρ0
∂fEXC (r)
∂ρj (r)
+ ξ
(∑
k
φk (r)− 1
)
− iωj (r) (6.8)
The partial derivative is the local excess chemical potential µj,EXC (φi (r)), calculated with
respect to the number density ρj of species j. This leads to the result:
Wj (r) = µj,EXC (φi (r)) + ξ
(∑
k
φk (r)− 1
)
(6.9)
In this chapter, the value of µj,EXC (φi (r)) is determined from either MC or TM using the
set of values φi (r). A self-consistent scheme is used to calculate the saddle point. This
consists of calculating the fields Wj (r) using the species densities φj (r) via Equation 6.9.
These fields are then used to calculate the propagators for the polymer species qj (x, s; [Wj])
in Equation 6.7, and subsequently the species densities φj (r) using Equations 6.5 and 6.6.
These densities can once more be used to calculate Wj (r), and this process repeats until all
of the fields have converged to their saddle point values W ∗j (r) and φ
∗
j (r). For this chapter,
we use the value ξ = 1000kBT .
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6.2.2 MC-SCFT
MC simulations were performed using the system described in Section 2.2 with the addition
of nB neutral polymer chains with the same degree of polymerization as the polyelectrolytes,
which are included to model how the neutral species affects the phase separation and inter-
facial profiles of complex coacervates. This neutral species has the same angle, bond, and
hard sphere potentials as the polyelectrolytes. Modification of Equation 2.11 to include the
neutral species yields:
fEXC (φS, φA, φB) =
∫ φS ,φ0A,φ0B
φ0S ,φ
0
A,φ
0
B
µEXC,S
(
φ
′
S, φ
0
A, φ
0
B
)
dφ
′
S
+
∫ φS ,φA,φ0B
φS ,φ
0
A,φ
0
B
µEXC,A
(
φS, φ
′
A, φ
0
B
)
dφ
′
A
+
∫ φS ,φA,φB
φS ,φA,φ
0
B
µEXC,B
(
φS, φA, φ
′
B
)
dφ
′
B (6.10)
where we have included the chemical potential of the neutral polymer species, µEXC,B. These
fEXC values can be fit with a third order polynomial using orthogonal distance regression.
Simulations to determine chemical potential values in the limit of φB = 0.00 were performed
with nA+ = nA− = 6, where nA+ is the number of polycation chains and nA− is the number
of polyanion chains, and simulations to determine chemical potential values with neutral
polymer used nB = 12. This fEXC serves as an input to MC-SCFT.
6.2.3 TM-SCFT
The transfer matrix described in Section 2.3 is modified to include the neutral species:
fEXC ({φi}) =−φA
2
ln Θ + κ (Λ (φA + φB) + φS)
3 (6.11)
Here, the function Θ is [93,121]:
Θ = 1 + A0φS +B0φA + e
−˜ +
+
√
(1 + A0φS +B0φA + e−˜)
2 − 4 (A0φS −B0φA + e−˜) (6.12)
111
Inclusion of the neutral polymer species is completely contained in the phenomenological
cubic term κ (Λ (φA + φB) + φS)
3, because the neutral polymer only interacts with the other
species via the hard sphere potential. We use this form for this chapter, but more generally
it is possible to numerically calculate the interaction free energy via the Equation 2.23 if the
transfer matrix is no longer analytically tractable.
We can rewrite Equation 6.12 as:
Θ = θ0 + θ1 (6.13)
θ0 = 1 + A0φS +B0φA + e
−˜ (6.14)
θ1 =
√
θ20 − 4 (A0φS −B0φA + e−˜) (6.15)
For the species in the system, we can write the chemical potentials:
µS
kBT
= lnφS + 1− φS − φW − φA
NA
− φB
NB
+
+
φA
θ1
[
θ0 − A− 1
2
− AφS −BφA − A
Θ
]
+
+κφ2TOT (3− 2φTOT ) (6.16)
µA
kBT
=
lnφA
NA
+
1
NA
− φS − φW − φA
NA
− φB
NB
+
+
φA
θ1
[
θ0 −B − 1
2
− AφS −BφA +B
Θ
]
−
− ln Θ/2 + κφ2TOT (3Λ− 2φTOT ) (6.17)
µB
kBT
=
lnφB
NA
+
1
NB
− φS − φW − φA
NA
− φB
NB
+
+
φA
θ1
[
θ0 − 1
2
− AφS −BφA
Θ
]
−
+κφ2TOT (3Λ− 2φTOT ) (6.18)
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µW
kBT
= lnφW + 1− φS − φW − φA
NA
− φB
NB
+
+
φA
θ1
[
θ0 − 1
2
− AφS −BφA
Θ
]
−
−2κφ3TOT (6.19)
Here we have defined:
φTOT = φS + Λ(φA + φB) (6.20)
These expressions for µi can be used in Equation 6.9 to incorporate the transfer matrix
theory into the SCFT calculation.
6.2.4 Molecular Dynamics Simulations (MD)
Molecular dynamics (MD) simulations were performed on a system consisting of nA+ polyca-
tions and nA− polyanions, modeled as connected, monovalently charged beads with diameter
σ. Both polymers have the same degree of polymerization, N . nS+ cations and nS− anions
are modeled as monovalently charged beads, also with a diameter σ. Water is included as an
implicit solvent with a relative dielectric constant, r = 78.5. These simulations were per-
formed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
with a Langevin thermostat [171]. See Figure 6.1 for a schematic of our model. The overall
potential energy is given by:
U = UE + UB + Uθ + ULJ (6.21)
UE models the electrostatic interactions:
UE =
1
2
∑
i,j
qiqj
4pi0rrij
(6.22)
where qi is the charge on bead i, 0 is the permittivity of free space, and rij is the separation
between beads i and j. Standard Ewald summation is used to account for the long-range
interactions in periodic boundary conditions [104]. The polymers are bound together with
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a bond potential UB:
UB =
∑
i
κB
2
(ri,i−1 − r0)2 (6.23)
For this contribution, κB is the strength of the bond potential, and r0 is the equilibrium
bond distance. In addition to the bond potential the polymers have a bending potential Uθ:
Uθ =
∑
i
κθ
2
(θi,i−1,i−2 − θ0)2 (6.24)
Here, κθ is the strength of the bending potential, θi,i−1,i−2 is the angle between the two bond
vectors, and θ0 is the equilibrium angle between bond vectors. The excluded volume of the
beads is modeled by a Lennard-Jones potential ULJ :
ULJ =
∑
ij
4LJ
[(
σLJ
rij
)12
−
(
σLJ
rij
)6]
rij < rc (6.25)
where LJ is the depth of the potential well, σLJ is the interparticle separation at which ULJ
becomes zero, and rc is the cutoff distance of this potential [104].
For this simulation, the degree of polymerization is kept at N = 100. We choose param-
eters consistent with our previous efforts; [4, 112] κB=250kBT , r0 = 1.05σ, κθ = 1.65kBT ,
and θ0 = pi. Lennard-Jones parameters to model excluded volume were LJ = 10.75kBT ,
σLJ = σ, and rc = σ. This mimics the hard-sphere potential in the MC simulations by
having the interparticle excluded volume potential at zero until the particles overlap. The
bead diameter σ was taken as 4.25 A˚.
6.3 Results and Discussion
6.3.1 Molecular Dynamics and Self Consistent Field Theory Comparison
We use MD simulations and SCFT to capture the physics of this coacervate system, with
the latter informed by both MC simulations and TM theory. We can show that all methods,
while they provide different levels of resolution and assumptions, exhibit nearly-quantitative
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UE  ULJ
UB
✓
U✓
Figure 6.1: Schematic demonstrating the features of both our MD and MC simulation model.
All species are represented as beads of diameter σ (including the neutral polymer beads,
green), and charged species interact via a Coulomb potential UE. Polymer charges are con-
nected by a bonding potential UB, and have a bending potential Uθ. Only minor differences
exist between the MD and MC models; in particular, MC has a hard-sphere potential that
keeps charges from overlapping, while MD uses a corresponding Lennard-Jones potential
parameterized so that both simulations exhibit nearly the same pair correlation functions
(see Figure 6.2). There are also minor differences in the bonding potential UB.
matching for interfacial properties. Importantly, we motivate our use of MC-SCFT and
TM-SCFT by comparing with a completely particle-based simulation. To ensure that we
have comparable models, we show that the MC used to inform the SCFT yields the same
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radial distribution functions when compared to the full-particle MD simulations. Figure 6.2
shows radial distribution functions from both methods (MC and MD) using nA+ = nA− = 6
in a cubic simulation box for φA = 0.08 and φA = 0.12 (Figs. 6.2a and b respectively).
Both MC and MD simulations agree nearly-quantitatively. Some differences do occur due
to differences in the interaction potentials; the MC uses hard-core interactions that are
not possible in MD simulations, where a Lennard-Jones potential is used instead. These
disparities are apparent at the contact peak near r/σ = 1, where the differences in these
potentials are most pronounced.
0 1 2 3 4 5 6 7 8 9 10 11
0.0
0.5
1.0
1.5
2.0
2.5
 P+P+
 P+P-
 P+C
 P+A
 CC
 CA
 P+P+
 P+P-
 P+C
 P+A
 CC
 CA
r/ 
g i
j
(r
)
0 1 2 3 4 5 6 7 8 9
0.0
0.5
1.0
1.5
2.0
2.5
r/ 
g i
j
(r
)
a) b)
A+A+
A+A-
A+S+
A+S-
S+S+
S+S-  S = 0.08  S = 0.02
0 1 2 3 4 5 6 7 8 9 10 11
0.0
0.5
1.0
1.5
2.0
2.5
 MC
 MD
 A = 0.08  A = 0.12
Figure 6.2: Radial distribution functions (RDF), gij (σ) as a function of separation, r/σ,
from Monte Carlo (MC, solid lines) simulations and molecular dynamics (MD, dashed lines)
simulations. a) RDF at φA = 0.12 and φS = 0.02. b) RDF at φA = 0.08 and φS =
0.08. The green line is cation-anion (S+S-) pairs, the blue line is polycation-polyanion
(A+A-) pairs, the orange line is polycation-anion (A+S-) pairs, the pink line is cation-
cation (S+S+) pairs, the black line is polycation-cation (A+S+) pairs, and the red line is
polycation-polycation (A+A+) pairs. Qualitatively, the MC and MD simulations show the
same structure. However, some differences are present due to the use of a Lennard-Jones
potential for excluded volume interactions as opposed to a hard sphere potential.
The phase behavior of a coacervate with no neutral polymer is shown in Figure 6.3a
(calculated from MC-SCFT), showing the two-phase coacervation regime at low salt φS
and polymer φA concentrations. Sloped tie lines are observed, connecting the large-φA
coacervate phase at a slightly lower φS than the low-φA supernatant phase. This is due
to the partitioning of salt to the supernatant, which has been demonstrated by previous
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computational, theoretical, and experimental work [4, 67, 84, 93, 121]. We also show MD
simulation snapshots from phase-separating mixtures along the indicated tie lines, with the
orange and blue polymers representing the polycations and polyanions respectively. This
structure becomes more diffuse as salt is increased. This is apparent in Figures 6.3b-g,
where we plot the interfacial profiles (φi versus distance x/σ) that form along these same tie
lines (Figure 6.3a). These plots include full-particle MD simulations, along with interfacial
profiles calculated with both MC-SCFT and TM-SCFT. MD simulations were performed
with nA+ = nA− = 15 in a rectangular prism simulation box with the x-dimension 3 times
the length of the y- and z-dimension. Starting volume fractions for each simulation were
taken as the midpoint of the tie lines in Figure 6.3a.
All 3 techniques exhibit nearly-quantitative matching in all interfacial profiles shown. This
a posteriori justifies the approximations we made in the TM-SCFT and MC-SCFT, which is
that we have a separation of length scales between the charge correlations (which are treated
as a homogeneous system at each SCFT grid point) and the polymer length scales (which
span multiple SCFT grid points) [112]. We do note that correlations in Figure 6.2 have a
similar range to the gred spacing used in our simulations (0.75σ), which is set relatively small
to resolve the interfacial structure. However, this correlation length scale seems to still be
sufficiently small compared to the length scales of variation in φA and φS such that square
gradient corrections to fEXC are unnecessary to match SCFT with MD. The increasingly
diffuse interface at higher salt concentrations poses a practical challenge for the full-particle
MD, where it is difficult to obtain a good average of the interface; this is why we focus on
tie lines far from the critical point. We thus demonstrate that MC-SCFT and TM-SCFT
capture the correct interfacial profile, motivating our use of these field-based methods to
calculate interfacial properties such as interfacial tension, interfacial width, and the surface
excess of salt.
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Figure 6.3: a) The phase diagram in the φS versus φA plane, determined from MC-SCFT
calculations. This phase diagram is consistent with prior theoretical and computational
efforts [93]. The labeled tie lines correspond to simulation snapshots shown on the right,
showing that phase separation occurs within the simulation box. To quantify this phase sep-
aration behavior, we show a comparison of interfacial profiles by plotting φi versus distance
x/σ from MD simulations, MC-SCFT, and TM-SCFT in the limit of no neutral polymer.
Blue denotes MD simulations, black denotes MC-SCFT, and red denotes the TM-SCFT
simulations. Lines are a guide to the eye. Filled points correspond to the volume fraction
of polyelectrolyte φA, and open points correspond to the volume fraction of salt φS. MD
interfacial profiles have been shifted along the x-axis to overlay the interfaces with SCFT
calculations. b) The first tie line interfacial profile contains no salt. c)-g) The interfacial
profiles corresponding to tie lines 2-6, respectively. Nearly quantitative matching is demon-
strated between all three techniques for the tie lines considered. Interfacial profiles were not
obtained above tie line 6, because the relaxation of the interface is on the order of the time
for the interface to move inhibiting the ability to determine the average interface using MD
simulation.
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6.3.2 Interfacial Properties of Coacervates
We can use the results of both MC-SCFT and TM-SCFT to determine the interfacial tension
of a coacervate. We use the expression: [172–176]
γ˜ =
∫ ∞
−∞
(
∆f˜ (x) +
1
36φA (x)
(
∂φA (x)
∂x˜
)2
+
+
1
36φB (x)
(
∂φB (x)
∂x˜
)2)
dx˜ (6.26)
We have used tildes to denote normalization of energy scales by kBT and length scales by
σ. The second and third terms in the integrand are square gradient expressions for the
polyelectrolyte and the neutral polymer, approximated using the result from the Random
Phase Approximation (RPA) [175, 176]. The first term in the integrand is the free energy
of a homogeneous system with the volume fractions at a point x relative to the bulk free
energy of the system, given by the expression: [173,174]
∆f (x) =
∑
i=A,B,S,W
φi
Ni
(µi (x)− µ∞i ) (6.27)
Here, µ∞i is the chemical potential of species i in the bulk phase.
We show a calculation of this interfacial tension γ˜ for a coacervate without the presence of
a neutral polymer, shown in Figure 6.4a. Consistent with previous experimental and theoret-
ical literature, [79,109,177–179] we plot the decrease in γ˜ as a function of salt concentration,
where we choose the supernatant salt concentration φβS. We will typically denote phases by
a superscript α (coacervate) and β (supernatant). Indeed, we demonstrate that both MC-
SCFT and TM-SCFT exhibit nearly-identical values of γ˜, with only a small horizontal offset
of the γ˜ versus φβS curve. We can also show that our results exhibit the scaling law described
by Qin, et al. [109] for the interfacial tension. γ˜/γ˜0 ∼ (1− φβS/φcritS )3/2 as φβS approaches its
critical point value φcritS (Figure 6.5). Here, interfacial tension is normalized by its zero-salt
value, tildeγ0. Qin demonstrated matching between this prediction and with experimental
data [109,177–179], despite the use of Voorn-Overbeek theory in the derivation of the scaling
behavior. Our results are consistent with the Qin prediction, showing a 3/2 slope in a log-log
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plot in Figure 6.5 for both TM-SCFT and MC-SCFT; our results are also consistent with
the experimental results from the literature [109,177–179], which are also included in Figure
6.5 as open symbols. We note that these results are based on mean-field SCFT models; a
different power law will likely be observed as the critical point is approached, which would
require beyond-mean-field polymer field theories.
This is consistent with other the interfacial properties, such as the interfacial width D.
We define D using the interfacial profile for the polyelectrolyte [172]:
D =
2
(
φαA − φβA
)
∣∣∣∂φA(x)∂x ∣∣∣
x=
(φαA+φ
β
A)
2
(6.28)
Here, the derivative in the denominator is taken at the midpoint concentration between the
polyelectrolyte concentrations in the coacervate phase φαA and the supernatant phase φ
β
A. We
plot D/σ as a function of φβS for both MC-SCFT and TM-SCFT in Figure 6.4b. Similar to
Figure 6.4a, we again see mainly small differences in this quantity between the two methods.
The exception to this comes at large values of φβS, which is close to the critical point such
that D/σ becomes large. The curves do not become large at the same rate, consistent with
Figure 6.4a which shows that the critical value of φβS appears to be shifted. The physical
observation that D increases is consistent with traditional polymer theory, [175, 180–182]
where a decrease in the driving force for phase separation broadens the interface. In non-
charged systems, this is usually controlled by temperature, however we are instead weakening
the electrostatic interaction by using salt concentration φβS instead.
This system has effectively 3 species, the polyelectrolytes, salt ions, and water; thus, we
can calculate the surface excess of salt at the interface as the overall salt concentration is
increased. The surface excess of any species i can be calculated via the relationship: [173,174]
Γi =
1
D
[∫
φi (x) dx−Dαφαi −Dβφβi
]
(6.29)
Here, D is defined in equation 6.28, and Di is the size of the phase. This definition, however,
depends on the choice of interface position; a related value is independent of this choice:
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Figure 6.4: Interfacial properties for the coacervate-forming system calculated using both
MC-SCFT (black) and TM-SCFT (red) as a function of supernatant salt concentration,
φβS. Lines are guides for the eye. a) The interfacial tension decreases with increasing salt
concentration. b) The interfacial width increases with increasing salt concentration. c) The
interfacial excess of salt initially increases with increasing salt concentration, but at large
enough salt concentrations the interfacial excess of salt decreases. Observed trends are seen
using both MC-SCFT and TM-SCFT. Both techniques qualitatively agree.
[173,174]
Γ
(j)
i = Γi − Γj
φαi − φβi
φαj − φβj
, j 6= i (6.30)
This value of Γ
(j)
i describes the surface excess of i, using a reference of j 6= i, such that it
does not depend on the choice of j 6= i. This physically represents the deviation in excess φi
(captured by the first term in Equation 6.30) away from any excess φj calculated from the
renormalized interfacial structure in the other species j (second term in Equation 6.30). We
plot Γ
(A)
S , the surface excess of salt, as a function of φ
β
S in Figure 6.4c [173,174]. We once more
observe only small differences between MC-SCFT and TM-SCFT, and show that the surface
excess approaches Γ
(A)
S = 0 at the limits of φ
β
S (where there is no salt) and at the critical
value of φβS where the system becomes homogeneous. At intermediate values, the surface
excess reaches a maximum, indicating that salt preferentially partitions to the interface. The
surface excess salt remains quite small, however, with Γ
(A)
S ∼ 7 × 10−4 indicating that any
deviations of φS from what would be expected from the φA profile are between one or two
orders of magnitude smaller than the overall variations in φS.
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Figure 6.5: Log-log plot showing the scaling of interfacial tension γ˜/γ˜0 versus 1 − φβS/φcritS
using both MC-SCFT and TM-SCFT. This exhibits the scaling predicted by Qin et al. [109],
γ˜/γ˜0 ∼ (1− φβS/φcritS )3/2, with the black fit line showing the exponent to be 1.50± 0.01. For
MC-SCFT, φcritS = 0.0997, and for TM-SCFT φ
crit
S = 0.1065. We also plot the experimental
data (open symbols) used in the work of Qin et al., compiled from the studies of Priftis et
al. [177] (magenta), Riggleman et. al. [79] (green), and Cohen Stuart et al. [178] (blue). Our
predictions are consistent with those experimental results.
6.3.3 Coacervation Phase Diagrams with Neutral Polymer
Interfacial tension plays a significant role in the classical theoretical work on the self-assembly
of block copolymers [180–185]. The form of the interfacial free energy follows that of a
simple polymer-polymer interface, and is driven by a positive short-range Flory χ parameter
[82, 175, 181, 182]. Self-assembled structures formed due to coacervation are driven by long-
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range electrostatic attractions, that are not well-represented by χ; [186] instead, we use the
analogous interface between a coacervate and a neutral polymer to determine the interfacial
tensions that would arise in coacervate-driven self-assembly. Furthermore, the presence
of neutral polymer has implications for biological coacervates, which are often in crowded
macromolecular environments [187,188]. Recent reports from experiment demonstrate that
‘crowding’ can have a significant impact on the formation of bio-inspired coacervates [188].
First, we show that the addition of a neutral polymer species significantly affects the phase
diagram depending upon the concentration of neutral polymer (Figure 6.6a and b). To plot
the effect of the neutral polymer, we note that it primarily partitions into the supernatant
phase. We thus adjust the neutral polymer concentration by fixing its value in this phase
φβB. The corresponding neutral polymer concentration in the coacervate phase φ
α
B is typically
negligible, except near the critical point. We thus emphasize that Figure 6.6 is the projection
of a three-dimensional phase diagram onto the φS versus φA plane.
The inclusion of the neutral polymer results in a large extension of the two-phase region
at high φS and low φA, which extends further to the right as the concentration φ
β
B increases.
This trend is observed in both MC-SCFT and TM-SCFT. We interpret this trend as due
to the matching of pressure between the supernatant and coacervate phases; the coacervate
phase in the absence of neutral polymer is limited to low φA and φS due in part to the high
pressure due to excluded volume in the polymer-dense coacervate [4]. This phase would
expand except this would dilute the combinatoric entropy of polymer-polymer interactions
that primarily drives phase separation [93, 121]. With the addition of the neutral polymer,
this polymer partitions to the supernatant and applies a counterpressure. When φA ∼ φB,
the pressures of the two phases balance essentially removing the pressure-based driving
force for miscibility; this results in an extended two-phase region. These observations are
supported by the phase diagram in Figure 6.6c, which shows largely no change in phase
behavior if the B-polymer has no explicit excluded volume.
This observation is further supported by the examination of the salt partitioning λ =
φαS/φ
β
S, where φ
α
S is the volume fraction of salt in the coacervate phase and φ
β
S is the volume
fraction of salt in the supernatant phase. This is plotted as a function of φβS in Figures
6.6d and e, corresponding to parts a and b directly above. In the limit of no neutral
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polymer, the salt partitions such that the salt concentration in the supernatant is greater
than in the coacervate phase (λ < 1). This is consistent with previous experiment and
simulation, [4, 93, 121, 189] and we attribute this to the excluded volume of the polymer
in the coacervate phase. Upon addition of neutral polymer, the salt partitioning behavior
is altered, in different ways depending on the value of φβS. At low φ
β
S, salt partitioning
becomes increasingly even between the two phases (λ→ 1). We attribute this to the neutral
polymer in the supernatant, which begins to equalize the excluded volume in the two phases
as its concentration increases. This occurs below the critical salt concentration of the phase
diagram in the absence of neutral polymer, however at high φβS the opposite trend is observed.
Here, larger values of φβB lead to smaller values of λ. We attribute this ‘switch’ to the large
extent that the coacervate phase is increasingly pushed to large φA and φS, where excluded
volume effects become enhanced.
Our excluded volume argument is consistent with the differences between TM-SCFT and
MC-SCFT, particularly with respect to the value of λ. While some aspects of the qualitative
trends are very similar, there are some differences; namely the lack of a critical point in the
region tested for TM-SCFT and the different magnitudes for the plots of λ. We attribute this
to the phenomenological argument for the excluded volume term in Equation 6.11, which
is chosen to approximate the free energy associated with packing the species [93, 121]. We
also note that Figure 6.6d becomes non-monotonic at large values of φβS, with an increase
in partitioning at intermediate salt concentrations. This does not occur for the TM-SCFT
predictions in Figure 6.6e. We not that this non-monotonicity occurs at high-φA and high-
φS regions of the phase diagram in Figure 6.6a and b, where there are also different shapes
in the binodal curves. We once more attribute these differences to the phenomenological
excluded volume term in TM-SCFT, which should become significant in this region.
We chose a point in the phase diagrams in Figure 6.6 to demonstrate that these large
shifts in the phase diagram are indeed observed in the full MD simulation. We selected
a value of φβB = 0.03, and average concentrations of 〈φA〉 = 0.025 and 〈φS〉 = 0.12 for
all simulation/theory methods (MD, TM-SCFT, MC-SCFT). We plot the resulting volume
fraction profiles in Figure 6.7, demonstrating that all three methods exhibit near-quantitative
matching. Indeed, this choice of salt and polymer concentrations will not phase separate
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Figure 6.6: Phase diagrams and salt partitioning including a neutral polymer species. Lines
are a guide to the eye. a) MC-SCFT phase diagram as a function of polyelectrolyte volume
fraction φA and salt volume fraction φS for a number of supernatant neutral polymer volume
fractions φβB. b) TM-SCFT phase diagram as a function of polyelectrolyte volume fraction
φA and salt volume fraction φS for a number of supernatant neutral polymer volume fractions
φβB. Qualitatively, both methods show a large increase in the immiscible region with larger
increases corresponding to more supernatant neutral polymer volume fraction. However,
TM-SCFT does not show the same critical point behavior as MC-SCFT. This is probably
due to the use of a simple cubic term for excluded volume, which does not fully capture the
complex interplay of all species excluded volume. c) We demonstrate the importance of this
excluded volume term by removing the effect of excluded volume for the B-polymer. We
see that, with the finite excluded volume of B, only minor shifts in the phase boundary are
observed with increasing φβB. d) Salt partitioning, λ = φ
α
S/φ
β
S, as a function of supernatant
salt volume fraction φβS for MC-SCFT. e) Salt partitioning as a function of φ
β
S for TM-SCFT.
Differences between panels d) and e) are observed, which we attribute to the use of a third-
order term to approximate the excluded volume in the TM theory. f) Similar to c), the
removal of the finite excluded volume of the neutral B-polymer leads to only small changes
in the partitioning of other components.
without the presence of the neutral polymer. Snapshots at the bottom of Figure 6.7 show
the MD simulation corresponding to the interfacial profile. Both show the same system,
however the top snapshot includes the ions and the bottom snapshot removes the ions to
show the polymer components more clearly. Consistent with the expectations from the SCFT
calculations, the neutral polymer (green) is almost completely in the supernatant phase and
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the polycation and polyanion (blue and orange) are completely in the coacervate phase.
6.3.4 Interfacial Properties of Coacervates with Neutral Polymer
We use both MC-SCFT and TM-SCFT to determine how the interfacial tension γ˜ changes as
φβB is increased. These results correspond to the phase diagrams in Figure 6.6, and are shown
in Figure 6.8a and d for the two different methods. For both sets of results, the interfacial
tension monotonically increases with φβB, including both above and below the critical φ
β
S
at φB = 0. Interestingly, for small quantities of φ
β
B the surface tension remains very close
to γ˜ ≈ 0 for a large range of φβS. This trend is also apparent in the interfacial width D
(Figure 6.8b and e), which exhibits significantly broader interfaces at small values of φβB.
After the initial addition of φβB, the width of the interface begins to decrease to what appears
to be a limiting value of D at high φβB. Finally, increase in φ
β
B drastically increases the surface
excess of salt Γ
(A)
S (Figure 6.8c and f), which we attribute to the increase of excluded volume
in both the coacervate and supernatant phases. In this case, the salt preferentially partitions
to the interface where excluded volume is minimized. This is directly observed in Figure 6.7,
where the profile shows a significant increase of salt at the interface for all methods (MD,
MC-SCFT, and TM-SCFT). The calculated value of Γ(A)S ≈ 3 × 10−3 is similar to the
magnitude of the positive deviation in φS at the interface.
For all interfacial properties in Figure 6.8, MC-SCFT and TM-SCFT both capture the
same qualitative trends. However, there are differences connected to the lack of critical points
in TM-SCFT seen in Figure 6.6. This manifests as a decrease in the interfacial tension γ˜ and
interfacial excess of salt Γ
(A)
S to 0, along with a sharp increase in D for the MC-SCFT results.
Similar to the phase diagram, we primarily attribute these differences to our approximate
treatment of the excluded volume in the TM theory [93,121].
6.4 Conclusion
In this chapter, we show that we can use a range of computational and theoretical routes to
understand the interfacial properties of polymeric complex coacervates. We can directly sim-
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Figure 6.7: Interfacial profiles for a system with neutral polymers plotted with the volume
fractions φi as a function of x, for MD, MC-SCFT, and TM-SCFT. φ
β
B = 0.03, 〈φA〉 = 0.025,
and 〈φS〉 = 0.12, which in the absence of neutral polymer does not undergo phase separation.
We indeed observe phase separation, and our theoretical and simulation-informed SCFT
models are capable of matching all-particle MD calculations nearly quantitatively. We show
snapshots from simulations on the bottom, from the same simulation. In the top snapshot,
salt is included, while in the lower snapshot it is removed to show that the neutral polymer
(green) has phase separated completely from the charged polymers (orange and blue).
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Figure 6.8: Interfacial properties calculated including a neutral polymer species. Lines are
a guide to the eye. a) The interfacial tension, γ˜, calculated using MC-SCFT as a function
of supernatant salt volume fraction φβS for a number of supernatant neutral polymer volume
fractions φβB. With increasing φ
β
S, the interfacial tension decreases, consistent with the
trends in Figure 6.4. With increasing φβB, the interfacial tension increases due to an increase
in the density of interactions. b) The interfacial width, D/σ, calculated using MC-SCFT.
The width increases with increasing φβS, because the phase separation is weaker making the
interface more diffuse. Increasing φβB the width to decrease. c) The interfacial excess of salt,
Γ
(A)
S , calculated using MC-SCFT. This is a non-monotonic function of φ
β
S. Increasing φ
β
B
causes an increase in the amount of excess salt at the interface. This is due to the supernatant
phase being rich in neutral polymer causing both phases to have a large excluded volume.
Salt adsorbs to the interface where there is excluded volume. d) The interfacial tension,
γ˜, calculated using TM-SCFT. e) The interfacial width, D/σ, calculated using TM-SCFT.
f) The interfacial excess of salt, Γ
(A)
S , calculated using TM-SCFT. Qualitatively, MC-SCFT
and TM-SCFT show similar trends for all of the interfacial properties. However, differences
between the two methods is observed at higher φβB due to the approximate form of the
excluded volume in the TM theory.
ulate interfaces using molecular dynamics, using a restricted primitive model representation
that considers all polymeric and salt species as explicit particles. We match these results
to SCFT predictions, which capture charge correlations using either a Monte-Carlo based
method (MC-SCFT) or a transfer matrix theory of coacervation (TM-SCFT); we demon-
strate nearly-quantitative matching among the interfacial profiles of all three methods, as
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well as matching between the pair correlation functions in the MC and MD simulations. We
subsequently use both MC-SCFT and TM-SCFT to probe the interfacial thermodynamics
of coacervates, demonstrating trends in the interfacial tension γ consistent with previous
observations in the literature [177, 178]. Similarly, we provide predictions for the interfacial
width D and surface excess of salt Γ
(A)
S .
We subsequently consider the effect of adding neutral polymer, due to its relevancy for the
interface of self-assembling coacervate block copolymers. The coacervation phase behavior
changes drastically, with the neutral polymer partitioning strongly to the supernatant phase
and ‘balancing’ the excluded volume pressure of the coacervate phase. This results in a large
increase in the region of coacervation, seen in both MC-SCFT and TM-SCFT calculations.
This change in the phase behavior is commensurate with large changes in the interfacial
properties, with a large region of low-γ observed upon initially including neutral polymer.
There are corresponding changes in interfacial width D, and significant increases in the
surface-excess salt Γ
(A)
S that are due to the presence of significant excluded volume in both
phases.
Nearly quantitative agreement with full-particle MD, as well as field theories informed by
both simulation and theory, provides insight into the important features needed to under-
stand the physics of coacervation. First, the separation of length scales between the polymer
conformation and the charge correlations is reflected in the SCFT calculations and does not
seem to adversely effect the predictive power of the theory. Second, quantitative prediction
hinges on the accuracy of the excluded volume model, which plays a large role near the crit-
ical point when there is neutral polymer present; small differences in this term lead to large
changes in observed phase behavior. Finally, the complexity of the phase behavior when
the neutral polymer is present poses a challenge for developing intuitive scaling arguments;
in contrast to χ-driven phase separation, [175, 181, 182] it will likely be difficult to distill
quantities like γ down to compact scaling expressions.
While the agreement between the different methods is excellent, we note the limitations of
our current approach. In particular, all of the polymers considered possessed a high charge
density. This is crucial for the transfer matrix theory, which assumes that most of the charges
along the chain are matched with a condensed counterion or oppositely-charged chain [93].
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It may be possible to extend the theory to low charge densities, however in these limits we
approach regions where field theoretic approaches may be more apt [70, 72, 73, 78, 79, 91, 92,
109,190]. Nevertheless, we use realistic parameters in our model that are roughly consistent
with standard polyelectrolytes used in complex coacervates and have exhibited qualitative
matching to experiment in a number of circumstances [4, 10, 11]. We further note that all
methods used in this chapter (MC-SCFT,TM-SCFT, and MD) in principle have challenges
in describing systems where both φS and φA are small. For MD and MC, we can easily go
to low salt concentrations but do not see a large enough simulation box to explicitly capture
the polymer concentrations seen on the low-φA branch of the binodal curve. We instead rely
on extrapolation of fEXC from finite concentrations of A to this limit. Alternatively, TM
does not consider spatial correlations between oppositely-charged polyelectrolytes nor does
it exhibit changes in polymer conformations that are known to play a role in polyelectrolyte
thermodynamics. These may limit the accurate determination of the low-φA branch of the
binodal curve, but we expect this to have little quantitative effect on our predictions of the
high-φA branch.
We anticipate that this work will inform the further development of an understanding of
coacervates, in particular the self-assembly of coacervate-based block copolymers. Models of
block copolymer self-assembly incorporate surface free energies via interfacial tension γ, [183]
and we have provided an initial picture of how this term would behave in the case of block
copolyelectrolyte solution self-assembly.
To further provide a foundation to understand coacervate-driven block copolymer self-
assembly, simulation phase diagrams are determined in the next chapter. We use our MC
simulation as an input to a single chain in a mean field simulation, which allows block
copolymer morphologies to be determined. Common block copolymer morphologies (hexag-
onally packing, inverted hexagonal packing, and lamellar) are observed, and, at large salt
and polymer concentrations, a coexistence of morphologies is observed.
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CHAPTER 7
COACERVATE-DRIVEN BLOCK COPOLYMER
ASSEMBLY IN THE HIGH CHARGE DENSITY
LIMIT
Reproduced with permission from T.K. Lytle, M. Radhakrishna, C.E. Sing, Macromolecules
2016, 49, 24, 9693-9705. Copyright 2016 American Chemical Society.
7.1 Introduction
Assembly using complex coacervate motifs has been extensively studied in a number of situ-
ations, all involving pairs of oppositely-charged block copolymers that can self-assemble into
nano-structured morphologies [25,29,68,191–199]. Early research focused on coacervation or
complexation-driven micelles, [191–193] which have been promising as drug-delivery vehicles
and can encapsulate hydrophilic, charged drugs (in contrast to micelles formed by dispersive
or hydrophobic interactions, which can only deliver hydrophobic drugs) [25,197]. Increasing
the concentration of these micelles, or synthesizing triblock copolymers, has been shown to
form gel materials that can demonstrate elastic material properties and responsiveness to
the charge environment (via pH or salt concentration) [29, 68, 194–196, 200]. Similar self-
assembly motifs can lead to stimuli-responsive sensors that change color due to swelling and
deswelling coacervate materials [29].
In this chapter, we demonstrate a method for embedding molecular-level Monte Carlo
(MC) simulations into field theoretic calculations. MC simulations are performed using the
model in Sections 2.2 and 6.2.2 to capture the excess free energy according to Equation 6.10.
This free energy landscape is incorporated into a field theoretic calculation. For this work,
we use single chain in mean field (SCMF) calculations that use coarse-grained Monte Carlo
to calculate heterogeneous polymers in equilibrium [201–205].
This hybrid ‘Monte Carlo-Single Chain in Mean Field’ (MC-SCMF) method is capable
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of providing new insight into an important class of material problem. We are capable of
describing the phase behavior of coacervate-driven self assembly in charged block copolymers.
Unlike previous work, our method extends to the limit that charge density along the polymer
is high. This is a noted limitation of the one-loop approximation in RPA, [70] used by the
embedded fluctuation model, [68] and is representative of a system where the molecular
detail plays an important role in the macroscopic thermodynamic behavior.
We can use this new approach to coacervate self-assembly to demonstrate new or interest-
ing physical behaviors that may arise. In particular, we predict the presence of a salt-induced
ordering transition that is due to the partitioning of salt ions between a charged A-block
and an uncharged B-block. The swelling of the B-block due to an abundance of added salt
can stabilize a hexagonal phase. Similarly, this partitioning plays a major role in transitions
to other morphologies (lamellar and inverse hexagonal) observed in our model. We compare
our results to experimental results in the literature to show that, despite the underlying sim-
plicity of the model, it nevertheless captures many of the essential physical features driving
coacervate phase behavior.
7.2 Method
Our overall approach is to assume a separation of length scales between the local, molecular
features of complex coacervates and the larger length-scale phase and morphological features
of the overall polyelectrolyte systems (which can be composed of polymer or block copoly-
mer). For the local, molecular features we use Monte Carlo (MC) techniques detailed in
Sections 2.2 and 6.2.2 with NP = NMC = 20, for all polymer species, and an LJ = 0.25kBT .
Thermodynamic values can be obtained from these simulations that are then useful at larger
length scales. For these large length scales, we use Single Chain in Mean Field (SCMF) cal-
culations. This method maps coarse-grained polymers to a grid, which in our approach has
properties informed by the MC portion of the calculation. We demonstrate this general
scheme in Figure 7.1, and describe each portion in detail below.
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Figure 7.1: Schematic of the hybrid MC-SCMF scheme. (a) Molecular MC simulates so-
lutions of polymer (polycation, orange; polyanion, blue; neutral polymer, cyan) and salt
(cation, red; anion, purple). The RPM is used, with charged species represented as hard
spheres of diameter σ in a dielectric solvent medium with r = 78.5. Spatial coordinate is
r. Widom insertion of salt/polymer species (dark red arrows) yields µEXC,i of species i. (b)
µEXC,i is an input into the calculation of the free energy landscape fEXC(φS, φA, φB), see
Eq. 2.11. (c) SCMF simulations consider coarse-grained representions of (for example) block
copolymers. g monomers make up individual coarse-grained beads, which are connected by
Gaussian springs (Eq. 7.2). In our scheme, polycation versus polyanion beads are indistin-
guishable. (d) fEXC from part (b) contributes to a non-bonded Hamiltonian HNB (see full
Eq. 7.3) calculated by assigning beads to grid points (blue arrows). Grid has coordinate x
and informs MC updates of coarse-grained polymers. These chains do not interact except
through the contribution of each coarse-grained bead to the φA or φB at a given grid point.
The fEXC informs the distribution of SCMF chains, which set the values of φi at a grid point
x used to calculate fEXC , establishing consistency between the two simulation methods.
7.2.1 Single Chain in Mean Field Simulations
We use Single Chain in Mean Field (SCMF) simulations that use MC to solve field the-
oretical representations of polymer systems [201–205]. Our system consists of connected
polymer beads that only interact due to their contribution to a density field that sets the
system Hamiltonian, as well as fields associated with the ions in the system. Molecular MC
calculations consider a five-component system, with two polyelectrolytes, two ions, and an
implicit water solvent. We make the assumption that the polycations and polyanions are
indistinguishable and in equal concentration at any point (Figure 7.1c [1, 66]. The same
assumption can be made regarding the ion species. This simplifies the system to a charged
polymeric species A that represents both the polycation and polyanion, an ion species S that
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represents both the cation and anion, and water W . We will also consider block copolymers
with an uncharged block B.
The interaction energy between all species is described by the Hamiltonian H: [201–204]
H = HB[{xi}] +HNB[φA, φB, φS, φW ] (7.1)
where HB[{xi}] is the bonded energy as a function of the position xi of all beads i. We note
the use of the position variable x for SCMF simulations in contrast with the coordinate r used
by the MC portion of the calculation; this reflects the different level of molecular resolution
between the two methods. Hnb[φA, φB, φS, φW ] is the nonbonded energy functional of the
local densities φA(x), φB(x), and φS(x) (φW = 1− φA − φB − φS).
We consider nC coarse-grained chains that consist of NC Gaussian segments, with bonded
energy HB given by:
HB[{xi}] = 3
2
kBT
nC∑
i=0
NC−1∑
s=1
(NC − 1)[xi(s+ 1)− xi(s)]2
R2e
(7.2)
R2e is the mean-squared end-to-end distance for a chain that is isolated and noninteracting.
The nonbonded Hamiltonian functional is given by: [201–205]
HNB[φA, φB, φS, φW ]
gNCkBT
√
N¯
=
∫
V
dx
R3e
fEXC({φi(x)}) +
∫
V
dx
R3e
∑
i 6=A,B
φi(x) lnφi(x) (7.3)
where i = A,B, S,W and g is the number of molecular monomers per coarse-grained
monomer. g accounts for the interaction of a coarse-grained monomer, which is equivalent
to the interaction of g molecular monomers (Figure 7.1c).
√
N¯ = ρ0R3e/NC is an interdigi-
tation number that estimates the average number of chains interacting with a single chain.
ρ0 = nCNC/V 〈φP 〉 is the average bulk number density of coarse-grained polymer beads,
where 〈φP 〉 is the average volume fraction of polymer beads in the system. The first term in
Equation 7.3 represents the excess free energy of the charged species fEXC and the second
term is the translational entropy of all of the non-polymer species (the translational entropy
of the polymers is captured by the bonded portion of the Hamiltonian HB).
134
Simulation beads are mapped to a grid (Figure 7.1d) to define the local densities used in
the evaluation of the non-bonded portion of the Hamiltonian (Equation 7.3). We use the
PM0 mappings considered in previous implementations of the SCMF method, [201,202] and
use random grid-shifting to remove the effect of a discrete, fixed grid. Each bead contributes
a volume fraction δφP = nG〈φP 〉/(nCNC) that is related to the number of grid points nG
in the system. Local salt densities are not determined using explicit beads, and instead are
simply tracked using the presence of a field variable φS(x) at each grid point x.
MC moves for polymers are carried out in the same fashion as for the molecular-level
simulations, with random translational movements of particles. Additional moves such as
block flips are implemented as necessary. MC moves for salt consists of moving a randomly
chosen volume fraction of salt δφS from one grid point to another (φS(x), φS(x
′)→ φS(x) +
δφS, φS(x
′)− δφS). All moves include corresponding changes to φW via the constraint φS +
φA + φB + φW = 1.
The form for the excess free energy density fEXC can be taken from the landscape de-
termined via the small length-scale MC results. Self-consistency between the length scales
is maintained by ensuring that the value of fEXC({φi}) calculated from molecular MC is
representative of the local concentrations determined in the SCMF portion of the calcula-
tion. We note that this self-consistency includes an assumption that µEXC,i({φi}, NMC) ≈
µEXC,i({φi}, NC); in other words, we use the NMC = 20 result in molecular MC to represent
the thermodynamics of any chain length in the SCMF portion of the calculation. The inset
of Figure 2.2 demonstrates that this approximation is reasonable except for short N (ca.
< 10) where deviations of µEXC,i become significant. We expect the short-N limit to be
roughly defined by the overlap concentration φ∗P of the solution, above which thermody-
namic properties are nearly N -independent [206]. We calculate this to be φ∗P ∼ 0.006 for our
system with NMC = 20, an order of magnitude less than the concentrations used in our fEXC
calculations. The combined use of the local MC with the large-scale SCMF simulations is
what we call the MC-SCMF method, and will be used as the primary method in this chapter
for determining the behavior of coacervate-driven block copolymer assemblies.
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Figure 7.2: Representative pictures of the morphologies observed in 2-D SCMF simulations
of complex coacervate block copolymers. Spatial coordinates in units of the unperturbed
chain end-to-end distance Re. (a) Disordered morphology (D). (b) Hexagonal Packing (H)
exhibits hexagonally-packed micelles, with a coacervate core. (c) Lamellar morphology (L).
(c) Inverted Hexagonal Packing (H) occurs when the continuous phase is composed of the
charged, coacervate blocks.
7.3 Results
7.3.1 Block Coacervate Morphologies
MC-SCMF provides the basis to understand the effect of molecular structure on the phase
behavior of complex coacervates that self-assemble into structures on large length scales.
It incorporates molecular MC calculations into a larger-length scale field theory, using a
separation of length scales between charge ordering and polymer dimensions. Self-assembly
behavior such as in block copolymers requires a method that captures behaviors at these
multiple length scales, due to the assembly of large 10nm-1µm features due to electrostatic
driving forces at small < 1nm length scales.
We use MC-SCMF to predict and understand phase behaviors when coacervate-forming
polycation/polyanion (A) blocks forms a copolymer with a neutral block (B). These systems
are known to undergo microphase separation due to the associative phase separation of an A
block that must remain covalently bonded to the B block. We identify three parameters that
influence block copolymer morphology; the volume fraction of salt φS and the volume fraction
of polymers φP correspond to the parameters used to map macroscopic complex coacervation.
The fraction of A monomers fA and the chain length N provide other parameters to control
block copolymer coacervates.
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Figure 7.3: Phase diagrams in φS versus φP space, demonstrating the observed morphology
(representative snapshots in Figure 7.2) using MC-SCFM. N = 50. Here we show the effect
of changing the fraction of the charged A-blocks; (a) fA = 0.20, (b) fA = 0.50, (c) fA = 0.70.
Low φP regions demonstrate disordered phases, but at high polymer concentration ordered
phases emerge depending on φS and fA. Consistent features include transitions to phases
that exhibit increasing curvature in the direction of the A-block (i.e. I → L → H) as
φS is increased. We attribute this to increasing osmotic expansion of the B-rich phase. A
coexistence (C) region also shows up at high φS and φP regions, which we attribute to the
high excluded volume penalties associated with these high-density regions. Lines are drawn
to guide the eye, and do not represent the precise location of phase boundaries.
7.3.2 Morphological Phase Behavior
We consider a two-dimensional MC-SCMF calculation; this simplifies the morphological pos-
sibilities while retaining a sufficient number of observed structures. We visually demonstrate
these in Figure 7.2. A lack of structure is indicated as disordered (D). Microphase separation
can occur, leading to a hexagonal ordering of circular coacervate-cores of A blocks surrounded
by B blocks. These are hexagonally packed (H) phases. Striped lamellar (L) phases can also
form, as well as inverse hexagonally packed (I) structures, that are similar to H structures
except with B blocks in the cores. We note that there are effectively three components in
this system: block copolymer, salt, and water. This means that it is possible to observe
coexistence (C) between two different morphologies.
We plot the phase diagrams obtained using the MC-SCMF method in Figure 7.3. We
consider different lengths for the charged block of the copolymer, given as a fraction of
the overall chain fA = 0.20, 0.50, and 0.70. These three values are plotted in Figure 7.3.
The general trends are similar - for example, at low polymer concentrations (φP ) ordering
is not observed for any fA or φS. As the polymer concentration is increased, there is an
increased tendency to form ordered phases. At low φS and high φP , hexagonal, lamellar,
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Figure 7.4: Phase diagrams in φS versus φP space, demonstrating the observed morphology
(representative snapshots in Figure 7.2) using MC-SCFM. fA = 0.20. We show the effect of
changing the overall chain length N ; (a) N = 25, (b) N = 50, (c) N = 100. The features
are essentially the same as N is varied, however the location of the ordered phase shifts
continuously to lower values of φP at large N . The same is apparent in the coexistence
portion of the phase diagram. We attribute these small changes to the decrease in the chain
translational entropy with respect to the charge driving force for phase separation.
or inverse hexagonal phases depending on the block fraction fA; this is consistent with the
morphologies expected for standard block copolymers with similar block fractions, where
the interface curves due toward the minority component. This is physically attributed to
the relative ’sizes’ of the two blocks. At high values of salt and fA, transitions occur toward
interfaces that curve toward the A-block (from I to L to H), and the disordered phase can
undergo a salt-induced ordering transition. At large values of φP and φS, all block fractions
fA demonstrate a coexistence. We elaborate on these features later in this chapter.
Figure 7.4 demonstrates phase diagrams associated with different chain lengths, N = 25,
50, and 100, with fA = 0.20. These phase diagrams demonstrate similar features, with the
primary difference being a movement of the order-disorder transition to lower values of φP .
We attribute this to a decrease in the chain translational entropy with respect to the charge
driving force for phase separation..
7.3.3 High Salt/Polymer Phase Coexistence
A consistent aspect of the phase diagrams in Figure 7.3 is the appearance of a coexistence
region at high φS and φP , between two different morphologies. While larger simulations, or
Gibbs Ensemble field theory calculations [207] would be required to accurately reproduce tie
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lines, we observe that they would run from high φS and low φP to low φS and high φP . In
Figure 7.3a, coexistence would be between H and D, in Figure 7.3b between H and L, and
in Figure 7.3c between L or H and I.
We attribute the presence of this coexistence region to the large penalty due to excluded
volume between the salt, polymer components. This region occurs at high φP and φS, where
the volume fraction of both becomes close to φP + φS → 1. We hypothesize that this is
highly unfavorable due to the enhanced excluded volume felt specifically by the salt in the
proximity of highly-connected polymers. By separating into a high-φS/low-φP system, these
interactions are minimized.
7.3.4 Order-Disorder Transition and Interfacial Properties
We note the appearance of a salt-induced ordering transition at high fA (Figure 7.5a). At first
glance this is counterintuitive; the increase in salt may be expected to screen the electrostatic
attractions and thus decrease the driving force for phase separation. To investigate this
inverted behavior, we monitor the composition of salt and polymer across the A-B interface
(see schematic in Figure 7.5b). We consider a constant polymer concentration path shown
in Figure 7.3, which is exclusively in the hexagonal region of the phase diagram. We plot
concentration profiles from the center of the charge-rich core region to the surrounding
B-block rich region (see Figure 7.5c). Two observations provide an explanation for the salt-
induced ordering transition: salt localization at the interface and salt partitioning to the
B-rich region.
Indeed, these interfacial profiles demonstrate how complicated phase separation is in com-
plex coacervate assembly. Figure 7.6 demonstrates the interfacial profiles for the complete
set of morphologies observed in our calculations. In particular, we note that while the excess
of φS in the B-rich phase is apparent in the H morphology (Figure 7.6a), this is enhanced
because the osmotic expansion of this block facilitates this structure. However, in L and
I structures where the B-block becomes increasingly confined, salt partitions in a less pro-
nounced manner. Indeed, the highly-confined B-block in the I morphology leads to φAS > φ
B
S ,
which is inverted when compared to the bulk phase separation. This also leads to the accu-
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Figure 7.5: (a) Phase diagram in φS versus φP space from Figure 7.3 (fA = 0.7, N = 50),
demonstrating a trajectory upon passing through a salt-induced ordering transition. (b)
We attribute the salt-induced ordering transition to the osmotic pressure in the B-rich re-
gion, which expands the minority block sufficiently to drive interfacial curvature toward the
A-block. This stabilizes the H phase. (c) This mechanism is supported by the increased
salt concentration φS in the B-rich phase, which is apparent in the interfacial density pro-
file measured from the center of the H-phase cores. These profiles exhibit an increasing
concentration φS in the B-rich region as φS is increased.
mulation of salt at the interface between A and B-rich regions, which is observed in both L
and I morphologies.
7.3.5 Comparison to Literature, Experiment
The results of our MC-SCFM calculations are qualitatively consistent with previous theory
and experiment of coacervate-driven self-assembly. Audus, et al. [68] considers the no-salt
φS = 0 limit, which demonstrates similar morphology at low salt concentration; there is
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Figure 7.6: Interfacial density profiles for (a) hexagonal packing morphologies, measured
from the charged core to the corona; (b) lamellar morphologies, measured across the entire
simulation box; (c) inverted hexagonal packing, measured from the uncharged core. We
note that, as the curvature moves toward the B-rich region (H → L → I), preferential
partitioning of salt to the B-rich region decreases and instead the salt partitions to the
interface.
an order-disordered transition at φP (in weight percent) around φP ≈ 10 − 20% that does
not change drastically with block fraction. Furthermore, increasing block fraction leads to
lamellar phases. Some differences are observed in the theoretical predictions of Audus, et
al. [68], such as a predicted coexistence at low φP , however these may be attributed to these
predictions being for triblocks and for polymers with low charge density.
Figure 7.7 used chain length N = 250 and block fraction fA = 0.15, corresponding roughly
to the chain dimensions of experimental phase diagrams from Krogstad, et al. [22] We note
that we still use the simple restricted primitive model polymer, without explicitly parame-
terizing to the molecular structure in that article. Nevertheless, we note the similarity be-
tween both phase diagrams. At low salt, there is a disorder to hexagonal transition around
φP ≈ 0.1 − 0.15. As salt increases, a region of hexagonal/disorder coexistence appears for
both experiment and simulation. We observe this transition at a slightly higher value of φS
than in experiment, and the ordering transition moves to the right much more quickly in
experiment; we attribute this to the use of a weak LJ attraction between beads in our model,
which may overestimate the strength of association between the polyelectrolyte A-blocks.
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Figure 7.7: φS versus φP for N = 250 and fA = 0.15, which corresponds to the experimental
system considered in Krogstad, et al. [22] We note the similarity between the two phase
diagrams, including a D-H transition at φP ≈ 15% and the appearance of a coexistence
region at φP ≈ 20%. The similarities are striking, especially considering that no significant
parameterization was attempted on the model at the molecular MC level of the calculation.
7.4 Conclusions
We have developed a hybrid method that is capable of linking both the molecular structure
that is crucial to understanding polymeric complex coacervate materials with the large-scale
morphological features of polymer self-assembly. This is performed by using standard Monte
Carlo methods (Gibbs Ensemble, Widom insertion) to capture how local charge correlations
in highly charge-dense polymers drive both the macroscopic phase behavior as well as the
thermodynamic parameters of coacervate-forming systems. These thermodynamic parame-
ters are subsequently used as inputs to Single Chain in Mean Field (SCMF) calculations,
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which are capable of rapidly determining block copolymer morphologies using field theory.
Therefore, we can demonstrate the self-assembly properties of charge-neutral block copoly-
mers. Coacervation-driven self-assembly and the MC-SCMF calculations described in this
chapter match well with previous experimental, theoretical results.
We investigate a number of new phenomena that arise, such as a morphological coexistence
region that exists at high φP and φS, and a salt-induced ordering especially at large fA. The
salt-induced ordering is attributed to salt partitioning effects that stabilize the same phase
at high φP , and plays a role in the transitions between morphologies at high fA.
Simultaneously considering the local, molecular structure as well as polymer morphol-
ogy is crucial to understanding the phase behavior when the polymer components become
strongly correlated (i.e. high linear charge density). Our results suggest that there is a rich
phenomenological landscape of phase behaviors to be explored when the local charge-density
is considered and subsequently tuned. We expect chain architecture and stiffness to play
an important role in coacervate-driven assembly, and potentially an interesting way to tune
phase behavior via local charge correlations [208]. MC-SCFM represents a tool that will
enable more detailed studies of the underlying physical causes for the observed phase dia-
grams, and thus provide insight into the physical driving forces governing self-assembly in
coacervates.
Our results demonstrate similarities to features observed in previous literature. To our
knowledge, only a few experimental phase diagrams have been created, [22, 68] especially
those investigating the salt dependency. In particular, we are able to qualitatively reproduce
the phase behavior observed by Krogstad et al., including a phase coexistence between the
disordered and hexagonal phase that mirrors their observed coexistence between disordered
and BCC-packed phase [22]. We plan to investigate this further to understand how the
choice of physical parameters may lead to better matching, and provide insight into the
predictive capabilities and limitations of this model.
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CHAPTER 8
CONCLUSION
In this dissertation, I developed a transfer matrix theory to describe complex coacervation
phase separation behavior. This approach maps the three-dimensional, correlated structure
of a polyelectrolyte/salt mixture to a one-dimensional adsorption model, which is solved via a
transfer matrix. Transition probabilities were calculated from Monte Carlo simulations, and
used to parameterize the transfer matrix parameters in order to capture the local structure of
the coacervate. Free energies calculated from this theory produced a phase diagram in nearly
quantitative agreement with the simulation phase diagram. Upon coacervation this theory
shows that the average fraction of monomers with a salt ion adsorbed decreases, which agrees
with counterion condensation and release arguments. Additionally, the average fraction of
monomers with an oppositely-charged polymer chain adsorbed increases upon coacervation,
suggesting that the number of ways for oppositely-charged chains to interact is crucial to
coacervation phase behavior
To further understand the relationship between coacervation phase behavior and this
chain interaction entropy, I modified this theory to investigate how chain stiffness, charge
valency, and polymer architecture affect coacervation phase behavior. Increasing the chain
stiffness resulted in a decrease in the phase separation region, because the number of ways
for oppositely-charged chains to interact decreased. Decreases in the phase separation region
were also observed due to increasing salt valency, which is attributed to the salt ions being
able to absorb to multiple monomers and decreasing the chain interaction entropy. Comb
architecture also decreased the phase separation region by decreasing the number of ways
oppositely-charged chains interact. These results suggest coacervation is strongly affected
by the chain interaction entropy in addition to the counterion release entropy.
With an understanding of how physical molecular features affect coacervation phase be-
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havior, I investigated how charge sequence affects coacervation by investigating coacervation
occuring between a sequence-defined polycation and a homopolyanion using Monte Carlo
simulations, which were compared to experimental results. As charge ‘blockiness’ increases,
the size of the immiscible region increases, because the entropy gain upon counterion release
increases. Blocky patterns localize counterions near the charged blocks more than less blocky
patterns, such that upon coacervation the released counterions gain more entropy compared
to less blocky patterns, which is supported by both simulation and experimental results.
Using this physical insight, I extended the transfer matrix theory to study charge sequence.
Simulation was used to calculate an effective binding energy per monomer to capture the local
electrostatic environment along the chain, which is used as an input for the transfer matrix.
This modification allowed the blockiness trend to be captured in qualitative agreement with
experimental results. Investigations into charge fraction revealed that increasing charge
fraction can increase the critical salt concentration, but blockiness also affects this critical
salt concentration. Non-regular patterns demonstrated that the charged block positions
affect the phase separation behavior as well. This showed that the transfer matrix theory is
able to capture precise, monomer-level charge sequence effects.
In order to implement this understanding of how physical molecular features affect coacer-
vation to understand self-assembly, I extended this transfer matrix theory of coacervation to
study the interfacial properties between the coacervate and the supernatant, which is key for
understanding coacervate-driven self-assembly. Interfacial profiles calculated via the transfer
matrix showed qualitative matching with molecular dynamics simulations. This indicates
that the transfer matrix theory can describe the structure and thermodynamics of this in-
terface, enabling us to calculate properties such as interfacial tension, width, and excess of
salt. My results showed that adding salt decreases the interfacial tension while increasing
the interfacial width.Addition of a neutral polymer species to the system dramatically alters
the phase separation behavior, which qualitatively matches molecular dynamics simulations.
This neutral species increases the interfacial tension, decreases the interfacial width, and
increases the concentration of salt at the interface. It is hypothesized that the excluded
volume of the neutral species causes this alteration in the phase diagram and interfacial
properties.
145
To further develop the foundation for understanding coacervate self-assembly, I performed
Monte Carlo simulations to determine initial morphological phase diagrams for coacervate-
driven block copolymer self assembly. These investigations showed that at large salt and
polymer concentrations, a coexistence of phases was observed. As the salt concentration
in the system was increased, disorder to order transitions were observed, and attributed to
partitioning of the salt to the interface and the neutral-block phase.
These investigations provide a method to study further questions about complex coac-
ervation phase behavior. Coacervate-driven block copolymer self-assembly can be studied
using the transfer matrix theory to develop a molecular-level understanding of how block
copolymer self-assembly can be altered using physical molecular features. A more specific
study would be to develop a theory of block copolymer micellization driven by complex coac-
ervation in a similar manner to L. Leibler et. al. [183], who developed free energy expressions
to determine the stability of the micelle phase.
In addition to block copolymer self-assembly, charge sequence provides a host of unan-
swered questions. Charge sequences herein studied only contained 2 types of monomers:
positively-charged and neutral. These neutral beads only interacted via excluded volume,
but additional interactions could be considered such as hydrophobicity or hydrogen bonding,
and negatively-charged monomers could be added to the polymer backbone to investigate
polyampholyte coacervation. Increasing sequence complexity could allow access to more
sophisticated phase behavior that can be tuned in a controllable way. A complementary
method to access more complex phase behaviors could be considering mixtures of sequence-
defined polyelectrolytes, which might be able to access the formation of hierarchal structures
such as the core-shell structure seen in membraneless organelles [56,64]. These mixtures could
result in the formation of multiple coexisting coacervate and supernatant phases, depending
on the system composition.
Coexisting phases formed from sequenced-defined coacervate systems could exhibit un-
usual interfacial properties. Polymer chains could adopt folded configurations across the
interface in order to minimize unfavorable contacts between coexisting phases. This type
of folding behavior could be similar to the folding of tapered block copolymers across in-
terfaces formed between microphase domains [156,209–211]. Interfaces could potentially be
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broadened, which might allow interfacial design using sequence-defined polyelectrolytes.
Inclusion of sequence-defined polyelectrolytes as blocks in block copolymers could poten-
tially be used to design self-assembling systems with hierarchal structure. This could be a
path towards designing self-assembling systems from the monomer length scale to the chain
length scale, which might result in sophisticated structures beyond those which can be re-
alized using simple block copolymers. My work has set the stage to potentially use charge
sequence as a tool to engineer materials self-assembly.
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