Leading-edge receptivity to fast and slow acoustic waves of boundary layers on a cylinderwedge geometry is investigated for a set of six different cases with Mach number ranging 
I. Introduction
The prediction of laminar-turbulent transition is a key factor in the aero-thermal design of hypersonic vehicles. As transition has a dramatic effect on skin friction and heat transfer rates on the surface of a body flying at hypersonic speeds, it is necessary to understand the main mechanisms leading to transition in hypersonic boundary layers, in particular in order to accurately predict the transition point. The main route from the laminar to turbulent state, in the case of small amplitude environmental disturbances, can be summarized in the following three fundamental processes: a) receptivity, b) eigenmode growth of the instabilities and c) nonlinear instability and breakdown to turbulence. Receptivity is the process by which external disturbances enter the boundary-layer and are converted into internal boundary-layer waves travelling downstream. The initial amplitudes, frequencies and phase velocities of these waves depend on the characteristics of the receptivity process, and represent initial conditions for the downstream growth of boundary-layer instabilities up to the nonlinear breakdown. The second stage consists of the propagation of small-amplitude instability waves downstream, corresponding to the boundary-layer linear stability problem.
When the amplitudes of the instability waves reach significant values, the flow enters the last stage of the path to transition, where nonlinear effects take place, causing breakdown and final transition into a turbulent state.
In the present paper we are interested in the leading-edge receptivity of hypersonic boundary layers over a 2D cylinder-wedge geometry, whose sketch is presented in figure 1 . Figure 1 : Sketch of the computational domain in the nose region. R and L denotes the nose radius and the length respectively.
Ma [5] , Balakumar [4] , Kara et al. [12] , Malik and Balakumar [13] , Egorov et al. [14] .
The receptivity mechanism in the upstream region, namely the region extending from the leading edge to the lower neutral point of the second instability mode, is of fundamental importance for the growth mechanism of the instabilities downstream in the boundary layer. The aim of the present work is to study the leading-edge receptivity mechanism to fast and slow freestream acoustic waves for six different supersonic/hypersonic flow conditions over a wedge-shaped geometry, with a focus on the characteristics of the wave structure induced in the region downstream of the shock by the different freestream wave types, and on the generation and evolution of the boundary-layer disturbances along the wall in the upstream region.
The response is analyzed in terms of the wall pressure fluctuation amplitudes, and the influence of the Mach number, angle of attack and inclination angle of the acoustic waves with respect to the flow direction, on both the post-shock wave structure and the wall response, is evaluated. These numerical simulations cover a set of experiments carried out at DLR (Wagner et al. [15] ), aimed at linking the pre-transitional surface pressure fluctuations measured over a wedge probe to the freestream disturbances in hypersonic wind tunnels.
II. Numerical method

II.A. Governing equations
We consider numerical solutions of the three-dimensional Navier-Stokes equations for compressible flows, under the assumption of a perfect gas. The current simulations are 2D since it is believed that the dominant unstable mode in two-dimensional hypersonic boundary layers in the linear regime is the 2D second instability mode (as shown in the works of Fedorov [3] and Zhong and Wang [6] ). A separate study considering the effects of 3D oblique acoustic waves on the receptivity and breakdown mechanisms in hypersonic boundary layers has been presented in Cerminara and Sandham [17] . For the two-dimensionality of our numerical simulations, the set of non-dimensional conservation equations in curvilinear coordinates can be written in conservation form as
where (ξ, η) are the curvilinear coordinates, while the Cartesian coordinates are x = x(ξ, η) and y = y(ξ, η).
In the equation above, Q is the vector of the conservative variables, while F and G are the vectors of the fluxes in curvilinear coordinates. These vectors are linked to the corresponding vectors in Cartesian coordinates, namely Q c , F c , G c , by
where J = det||∂(x, y)/∂(ξ, η)|| is the determinant of the Jacobian transformation matrix. The components of the vectors of the system in conservative form and in Cartesian coordinates are
The terms ρ , ρu , ρv and ρE are the conservative variables of the system of equations, where ρ is the density, u and v are the velocity components respectively in the x, and y directions, and E is the total energy per unit mass. In the flux vectors, the terms p, T , τ xx , τ xy , τ yy , and µ are respectively the pressure, the temperature, 
where the constant C represents the ratio between the Sutherland's constant (set to 110. 
We also need a relation linking the total energy to the temperature, which in non-dimensional form can be expressed as
Finally, the system of equations is closed by the equation of state for a perfect gas
A fixed boundary condition is adopted at the inlet, with all the variables equal to their freestream values.
After convergence to the steady-state flow, a time-periodic boundary condition is superimposed at the inflow for the unsteady simulations, with the variables varying in space and time according to an acoustic wave function (detailed in the following section). On the body surface an isothermal wall boundary condition is used, with wall temperature (normalised with respect to the freestream temperature) fixed at a value dependent on the particular case.
II.B. Modeling of planar acoustic waves
The freestream perturbation amplitudes of the physical quantities are expressed relative to the density perturbation amplitude (|ρ |) by means of the following relations, derived from the linearized Euler equations under the assumption of small perturbations
where α denotes the angle of attack, and θ the inclination angle of the acoustic waves with respect to the x-axis, considered positive for waves pointing upwards. The relations for the fluctuation amplitude of the velocity components and pressure are consistent with the dispersion relations shown in the work of Egorov et al. [14] ; while the derivation of the total energy perturbation amplitude can be found in the work of Cerminara and Sandham [16] .
Once the amplitude is assigned, the freestream perturbation of the density as a function of time and the Cartesian coordinates, for the case of multiple frequencies, is expressed as
where k nx and k ny are the wavenumbers respectively in the x and y directions, ω n is the angular frequency and φ n the phase angle of the acoustic wave for the n th frequency, and N represents the total number of frequencies of the wave spectrum. These terms are, in turn, expressed by
Here, |k n | is the magnitude of the wave vector for the n th frequency, for which the +(−) sign applies for fast (slow) acoustic waves, and f 1 is the smallest frequency of the complete spectrum.
The perturbations of the other variables are easily obtained from the density perturbation function and the relations for the amplitudes listed above; in this way, the vector of the conservative variables at the inflow boundary in the unsteady computations is given by
where the infinity symbol (∞) denotes mean values of the physical quantities in the freestream.
II.C. Code features
The code we use to carry out our DNS computations is the SBLI (Shock-Boundary-Layer-Interaction) code, developed over a number of years at the University of Southampton. The base scheme consists of a fourthorder central-differencing entropy-splitting method, in conjunction with a second-order Harten-Yee TVDtype (Yee et al. [18] ) scheme used as a filter step for shock capturing. At the wall boundary a fourth-order Carpenter scheme (Carpenter et al. [19] ) is used. For time integration, a third-order Runge-Kutta scheme is used. Moreover, a Ducros sensor (Ducros et al. [20] ) is used in order to minimize the artificial dissipation in the vortical regions, in particular inside the boundary layer. The code works in parallel, using MPI libraries.
A validation of the code can be found in the work of De Tullio et al. [21] . A grid study relevant for the current problem is presented in Section IV.A of this paper. Table 1 shows the flow conditions for the numerical cases studied. These represent the same flow conditions of a set of experiments carried out at DLR on a probe (Wagner et al. [15] ) designed to measure the disturbance levels in high and low enthalpy hypersonic wind tunnels, through a combined approach between the surface pressure measurements and the numerical results for the wall-to-freestream pressure disturbances.
III. Flow conditions for the six cases and preliminary results
In particular, cases 1 to 3 are relative to the tests in the Gottingen High Enthalpy Shock Tunnel (HEG),
and cases 4 to 6 are relative to the tests performed in the DNW Ludwieg Tube (RWG). The nose radius of the probe geometry is R * = 0.1 mm, and the half-wedge angle is δ = 20
• . The simulations have been carried out under the assumption of perfect gas, which applies, for the present freestream conditions, to both the low enthalphy (RWG) and high enthalphy (HEG) cases, considering that, for example, the maximum temperature inside the boundary layer along the wedge is about 1020 K in case 1 (HEG, Mach 7.3, Re 440) and 950 K in case 2 (HEG, Mach 7.3, Re 140). Furthermore, the short duration of the tests prevents wall heating phenomena, and allows the wall temperature to be considered constant and equal to the room temperature. Preliminary simulations were carried out for case 1 with fast acoustic waves, over a small domain (grid size 360 × 150) with streamwise length equal to 10 nose radii, and geometry presented in figure 1 , in order to check the linearity of the pressure response along the wall, with disturbance amplitudes ranging from 10 −1 to 10 −4 . As shown in figure 1 , the computational domain is made in such a way to be well adapted to both the body and the shock shape, based on the grid generation method by Bianchi et al [22] . The imposed single frequency in the preliminary simulations is high enough to provide a wavelength comparable with the size of the domain. 
IV. Unsteady simulations
In this section we present numerical results for the cases listed in Table 1 with planar fast and slow acoustic waves, for multiple frequencies, random phase, and a density perturbation amplitude of 1 × 10 −4 at each frequency. The random phase has been added in order to avoid resonance sum of the wave peaks between the different frequencies, which would provide localised high-amplitude peaks along the freestream signal. The dimensionless frequency is normalized with the nose radius and the freestream velocity as f = f * R * /U * ∞ .
For all the fast-wave cases, a set of N = 10 frequencies ranging from f 1 = 50 kHz to f 10 = 500 kHz has been imposed; while, for slow acoustic waves, 10 frequencies have been inserted from f 1 = 20 kHz to f 10 = 200 kHz for case 1, from f 1 = 25 kHz to f 10 = 250 kHz for cases 2 and 3, and from 50 kHz to 500 kHz for cases 4, 5 and 6. These ranges were chosen in order to increase the frequency resolution at lower frequencies for the HEG cases (namely cases 1 to 3) with slow acoustic waves. The frequency range was chosen consistent with the known frequencies of the second instability mode, based on experimental observations (e.g., Estorf et al. [23] ), and in agreement with the considered reference experiments (Wagner et al. [15] ). The domain length is 400R and the grid size for cases 1, 2, 3 and 4 in Table 1 is 2244×150, while the grid size for cases 5 and 6 is 2244×200. For each simulation the steady state was obtained first, which required a number of iteration cycles on the order of 10000 R/U ∞ , then the unsteady computation was run for about 10 periods (relative to the smallest frequency) of the acoustic waves to get periodic convergence. The Fourier analysis was performed over one cycle of the periodic disturbances.
IV.A. Grid resolution study
In figure 3 the results of a grid resolution study for one of the six numerical test cases (M = 6, Re = 630, As can be seen, the results of the grid resolution study for the pressure fluctuations along the wall show a very good agreeement between the two grids at all the considered frequencies, indicating that the solution can be considered as grid independent in the whole frequency range. The results show also the frequency effect on the wall response, which is seen to produce a higher early amplification of the fluctuation amplitude at increasing frequencies. The response at the maximum frequency (500 kHz) shows that this frequency-dependent growth in the nose region reaches a peak at a certain distance from the leading edge, which is then followed by a decay further downstream. This shape of the wall response would, in general, also be shown by lower frequencies if a longer domain in the streamwise direction was considered. This behavior is due to a resonance mechanism at the leading edge between the external forcing waves and the induced boundary-layer modes, and will be discussed in more detail later.
IV.B. Structure of the disturbance field
The structure of the disturbance field behind the shock wave is analyzed through plots of the density the vector c ps indicates that the portion of the wave front that has crossed the shock is propagating with a lower streamwise phase speed compared with the portion of the wave front still upstream of the shock, so that, after the time delay δt, the post-shock wave front reaches a point that is upstream of the point reached by the freestream wave front. These two points are located on the inclined black dashed line connecting the shock to the wall, which represents the deflected (or dragged) wave front due to the lower phase speed in the post-shock region. As the geometry is two-dimensional and the region of the computational domain considered in figure 6 is far enough away from the leading-edge (thus from the curvilinear part of the shock), the flowfield and the disturbance field behind the shock outside the boundary layer can be considered as approximately uniform, which explains why the post-shock dragged waves appear as oblique straight lines running from the shock to the boundary layer.
For the specific flow conditions of case 6 (Mach 3), the freestream phase speed is c ∞ = u ∞ + a ∞ = 1 + 1/M = 1.33. A theoretical estimation of the phase speed behind the shock, c ps , can be made through inviscid oblique shock theory, which links the x-convection velocity u ps and the local speed of sound a ps to the normal (to the shock) freestream Mach number through the normal shock jump relations. From knowledge of the angle σ of the oblique shock for a supersonic flow at Mach 3 over a wedge of δ = 20
• halfwedge angle (σ = 37.7
• ), the normal freestream Mach number can be computed as M n = M sin σ = 1.83, and, by applying the shock jump relations, we compute a value for the post-shock x-wise phase speed equal to c ps = u ps + a ps = 1.195. From the values of c ∞ and c ps , the inclination angle of the wave front in the post-shock region with respect to the x-axis (α x ) can be computed through the relation
which gives a theoretical estimation of the wave front inclination angle of α x = 82.5
• . This angle represents the sum of the angle β (see figure 6 ) and the half-wedge angle. The numerical value of α x corresponding to the results shown in figure 6 (i.e. inclination of the wave front in the post-shock region) is
which is close to the theoretical estimation (with a relative error of 1.8% between the theoretical and the numerical results), indicating that the inclined wave fronts behind the shock in figure 6 are indeed dragged waves propagating with the velocity of the local fast acoustic waves behind the shock. 
IV.B.1. Comparison with linear theory
The structure of the disturbance field in the post-shock region (illustrated in section IV.B for the Mach 3 case) can be compared with the interaction theory of linear freestream disturbances and oblique shock waves, described by McKenzie and Westphal [24] , who formulated Snell's laws of refraction for plane acoustic and non-acoustic waves, in the limit of small disturbances. Following this approach, an equation giving the inclination angle of the diverging wave in the case of an incident acoustic wave generating an acoustic wave downstream of the shock was derived [24] as
and in the case of an acoustic wave generating an entropy/vorticity wave downstream of the shock as
where λ is the inclination angle of the wave vector (k) with respect to the shock-normal direction, as illustrated in figure 7 , the subscripts ∞ and ps indicate quantities in the freestream and in the post-shock region respectively, M n is the Mach number in the shock normal direction, and the subscripts ac and ev refer respectively to acoustic and entropy/vorticity waves generated downstream of the shock. Equation 14 applies to an incident fast acoustic wave generating a fast wave behind the shock, while in equation 16 the +(−) sign applies to fast (slow) incident waves.
From the numerical oblique shock angle (σ = 38.5 of the shock (illustrated in figure 6 ). It should be noted that convected waves may also be present in general, as indicated by equation 16, but are found to be negligible compared to the dominant refracted fast acoustic waves for the present case.
In the same way, applying equation 16 to the Mach 3 incident slow-wave case gives a theoretical refraction angle for the generated entropy/vorticity waves of λ ps,ev = 74.53
• , corresponding to a wave vector pointing upstream, which shows again a very good agreement with the numerical result of λ ps,ev = α x − σ = 73.5
• (with α x = 112 • ). This confirms that the main waves generated behind the shock due to the interaction with incident freestream slow acoustic waves are indeed entropy/vorticity waves. In general there may also be refracted slow acoustic waves which manage to traverse the shock, but in this case they are swamped by the dominant convected waves.
Figure 7: Sketch of the incidence and refraction wave angles in the shock-wave reference system. Here,n andτ denote the shock normal and tangential directions respectively.
Hence, the linear interaction theory is in agreement with our numerical results and, at the same time,
validates the theoretical estimation method based on the relative length of the phase-speed vectors upstream and downstream of the shock.
IV.C. Wall response: resonance and modulation behavior
In this section the wall pressure fluctuations are analyzed for cases 2, 4 and 6 (see Table 1 ), in order to study the main characteristics of the leading-edge receptivity mechanism, namely the generation, interaction and downstream evolution of the induced boundary-layer modes, for different Mach numbers.
Figures 8a, 9a and 10a show the wall pressure fluctuation amplitudes at different frequencies for cases 2, 4 and 6 respectively with fast acoustic waves, while figures 8b, 9b and 10b show the corresponding results for slow acoustic waves. As can be seen, in case 2 the amplitudes gradually increase with distance from the leading edge for fast acoustic waves (figure 8a), while decreasing for the slow-wave cases (figure 8b), with a frequency-dependent growth/decay rate. This difference in the response to fast and slow acoustic waves is the effect of a stronger resonance mechanism for the fast waves, namely the synchronization between the forcing mode of the fast acoustic waves and the internal boundary-layer fast mode (mode F, according to Fedorov [3] 's notation) that is generated at the leading edge. This leads to an initial amplification of mode F, in contrast to a weaker resonance mechanism in the case of slow acoustic waves, leading to the generation and initial decay of the boundary-layer slow mode (mode S). The difference in the resonance mechanisms is due to the characteristics of the wave transmission and propagation in the post-shock region, which determine the disturbance field forcing the boundary layer. As described in the previous section, in the fast-wave case the transmission of the freestream acoustic waves across the shock appears to be more efficient compared to the slow-wave case, with the main freestream wave fronts being deflected and amplified as they cross the shock. In the slow wave case, in contrast, the post-shock wave structure is dominated by lower amplitude convected waves, which are not synchronized with the slow mode generated at the leading edge. The interaction of the slow mode with the forcing waves of the post-shock region does not produce an efficient resonance mechanism, thus the response in the early nose region shows an initial decay.
A pronounced frequency-dependent oscillatory behavior of the wall response for the fast-wave case is seen in figures 9a and 9b, for case 4 with fast and slow waves respectively, and a substantially flat response (after an initial decay) for the slow-wave case. In this case, the wall response for both fast and slow waves appears as a continuation of the initial response shown by 8a and 8b for case 2. This is essentially because, as U ∞ decreases with decreasing Mach numbers (for the cases listed in Table 1 ), the nondimensional frequencies increase, for the same dimensional frequency range.
The large-wavelength oscillations shown in the fast-wave case are due to a modulation process between the decaying mode F and the forcing acoustic mode, since after the initial synchronization the two are no longer coupled, as was observed in the numerical work of Zhong and Ma [5] . We can describe this modulation with a simplified model involving two different modes, the distance (∆x) between two consecutive peaks of the oscillations, at a certain frequency f , is linked to the phase speeds of the two competing modes (modes a and b) by (De Tullio and Sandham [25] )
where c a and c b are the phase speeds of the two modes. Considering the wall response at f =500 kHz in Hence, in the downstream region the mode of the forcing fast acoustic waves is modulated by a mode whose phase speed is lower than the fast-wave phase speed, and higher than the freestream slow-wave phase speed
(1 − 1/M = 0.83). This is consistent with the downstream gradual decay of mode F, both in amplitude and phase speed. Hence, the two competing modes in the modulation region can be attributed to the forcing fast acoustic waves and the desynchronized boundary-layer mode F. This also means that the fast mode inside the boundary layer in the leading-edge region has an amplitude comparable with that of the external fast acoustic waves, which is possible due to the resonance mechanism.
This modulation behavior is even more evident in figure 10a, for case 6 with fast acoustic waves. In contrast, figures 9b and 10b, for cases 4 and 6 with slow acoustic waves, show at each frequency a faster initial decay, due to the absence of a strong resonance mechanism at the leading edge, followed by a flat overall response with a significantly lower amplitude compared to the fast-wave cases. 
IV.D. Effect of wave inclination angle and angle of attack
In this section we present results for the asymmetric cases 3 and 5, which show the effect of the angle of incidence of the acoustic waves (case 3) and the angle of attack (case 5) on the receptivity characteristics.
With reference to Table 1 , in case 3 the fast and slow acoustic waves are introduced into the computational domain with an inclination angle θ = 10
• with respect to the freestream (aligned with the x-axis). In case 5, on the other hand, the wave vector of the acoustic waves is aligned with the freestream, which forms an angle of attack α = 10
• with the symmetry axis of the geometry. In both cases 3 and 5 the bottom side of the wedge is the windward side, and the top side is the leeward side. Since for case 5 the flowfield is asymmetric due to the angle of attack, an asymmetric grid has been used, shaped in such a way to provide a good shock-grid alignment on both sides of the wedge.
Figures 11a and 11b show the density fluctuation field for case 3 with fast and slow acoustic waves respectively, while figures 12a and 12b show the corresponding results for case 5. As can be seen, the results for case 3 show slight differences in the post-shock wave structure on the windward and lee sides for both fast and slow acoustic waves, which suggests a small effect of an incidence angle of 10 • on the receptivity patterns. In contrast, figures 12a and 12b for case 5 reveal a significant effect of the angle of attack. The post-shock disturbances on the windward side (in figures 12a and 12b) have a significantly higher amplitude compared to the lee side, which is due to the shock being stronger on the windward side, which produces a higher disturbance amplification. The lee side shows the presence of dragged waves in the fast-wave case (figure 12a) and low-amplitude higher-phase-speed transmitted waves in the slow-wave case (figure 12b), as discussed in Section IV.B. In contrast, the windward side shows a complex system of dragged and reflected waves between the shock wave and the boundary layer for the fast-wave case, and a reversal (with respect to the lee side) of the post-shock phase speed in the slow-wave case, with the presence of high-amplitude dragged waves.
The different wave structures between the lee and the windward side have a strong effect on the boundarylayer receptivity characteristics, as is shown in figures 13a and 13b for the wall pressure fluctuation amplitudes of case 3, with fast and slow waves respectively, and similarly in figures 14a and 14b for case 5. In each plot the results are shown at two different frequencies and on both lee and windward sides. For case 3 with fast acoustic waves (figure 13a), the response at the lower frequency (100 kHz) is very similar between the two wedge sides, being slightly higher on the windward side. At the higher frequency (500 kHz), the response is higher on the windward side in the nose region up to x = 250, while dowstream of this point a reversal is observed, due to the response decay on the windward side and the downstream amplification along the lee side, in good agreement with the numerical results of Egorov et al. [14] . An opposite trend is shown for the slow-wave case, whose results are presented figure 13b, thus indicating that the role of the wave incidence angle on the wall response is strongly dependent on the type of the incident waves.
The results for case 5, presented in figures 14a and 14b for fast and slow waves respectively, quantify the strong effect of the angle of attack on the wall receptivity, with the response on the windward side being significantly higher than on the lee side for both fast and slow acoustic waves. 
V. Conclusions
The receptivity to fast and slow freestream acoustic waves with multiple frequencies at supersonic/hypersonic speeds over a 2D cylinder-wedge geometry, for a set of six flow conditions with different Mach number,
Reynolds number, angle of attack, and angle of incidence of the acoustic waves, has been studied through DNS. The present study has focused on the immediate leading-edge region, which is characterized by the generation and interaction of the induced boundary-layer modes.
Three main aspects of the leading-edge receptivity to acoustic freestream disturbances in high speed flow have been analyzed, namely a) the structure of the disturbance field in the post-shock region, b) the response along the wall, with emphasis on the resonance-modulation mechanism, and c) the effect of an inclination angle of the acoustic waves and an angle of attack.
When planar fast acoustic waves are inserted into the freestream, the wave structure downstream of the shock is characterized by 'dragged' waves, pertaining to the main forcing fast acoustic waves traversing the shock and being deflected due to the lower local phase speed in the post-shock region. For freestream slow acoustic waves, in contrast, lower-amplitude higher-phase-speed waves are formed in the post-shock region, which have been shown to pertain to the class of local convected waves (namely entropy/vorticity waves) generated downstream of the shock from the interaction with the freestream slow waves.
Fast acoustic waves produce a higher response along the wall compared to slow waves, due to the different wave structure induced downstream of the shock and a stronger leading-edge resonance mechanism for the fast mode. This mechanism is seen to produce an early amplification of mode F until a first peak is reached, which is followed downstream by a frequency-dependent modulation behavior between the decaying mode F and the incident fast acoustic waves.
An angle of incidence of the fast acoustic waves of 10
• is seen to amplify the response along the lee side at the higher frequencies, while an opposite trend is seen for slow acoustic waves. An angle of attack of 10
• is shown to provide a significantly higher response along the windward side compared to the lee side, for both fast and slow acoustic waves, along with different characteristics of the post-shock wave structure between the two wedge sides.
This work has shown that the resonance mechanism at the leading edge for fast and slow waves is strongly dependent on the characteristics of the wave propagation downstream on the shock, including the type of the disturbances generated behind the shock from the interaction with the freestream waves. The efficiently-transmitted fast waves in the post-shock region trigger a powerful resonance mechanism at the leading edge for all the Mach numbers, while the conversion of the incident slow waves to weaker convected waves downstream of the shock inhibits the resonance. Thus the relative importance of fast and slow waves in the downstream evolution of the disturbances and the subsequent transition process depends on both the freestream conditions and the post-shock wave structure. In conclusion, the present work has identified the main mechanisms and parametric dependence of the leading-edge receptivity to acoustic disturbances in several high-speed flow conditions, and as such represents a basis for future investigations aimed at modeling the disturbance environment of conventional hypersonic wind tunnels, allowing experimental measurements on the surface of a wedge probe to be related to the freestream disturbances.
