Introduction
Interest in image retrieval has increased in large part due to the rapid growth of the World Wide Web. According to a recent study (Lawrence & Giles, 1999) there are 180 million images on the publicly indexable Web, a total amount of image data of about 3Tb [terabytes] , and an astounding one million or more digital images are being produced every day (Jain, 93) . The need to find a desired image from a collection is shared by many groups, including journalists, engineers, historians, designers, teachers, artists, and advertising agencies. Image needs and uses across users in these groups vary considerably.
Users may require access to images based on primitive features such as color, texture or shape or users may require access to images based on abstract concepts and symbolic imagery. The technology to access these images has also accelerated phenomenally and at present surpasses our understanding of how users interact with visual information. This paper provides an overview of current research in image information retrieval and provides an outline of areas for future research. The approach is broad and interdisciplinary and focuses on three aspects of image research (IR): text-based retrieval, content-based retrieval, and user interactions with image information retrieval systems. The review concludes with a call for image retrieval evaluation studies similar to TREC.
Text-Based Image Retrieval Research
Most existing IR systems are text-based, but images frequently have little or no accompanying textual information. The solution historically has been to develop text-based ontologies and classification schemes for image description. Text-based indexing has many strengths including the ability to represent both general and specific instantiations of an object at varying levels of complexity. Reviews of the literature pertaining primarily to text-based approaches include Rasmussen (1997) Lancaster (1998) Lunin (1987) and Cawkell (1993) .
Long before images could be digitized, access to image collections was provided by librarians, curators, and archivists through text descriptors or classification codes. These indexing schemes were often developed in-house and reflect the unique characteristics of a particular collection or clientele. This is still common practice and recently Zheng (1999) and Goodrum & Martin (1997) have reported on the hybridization of multiple schemas for classifying collections of historic costume collections. Hourihane (1989) has also reviewed a number of these unique systems for image classification. To date, very little research has been conducted on the relative effectiveness of these various approaches to image indexing in electronic environments.
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proach in many collections, particularly general library environments, has been to apply an existing cataloging system like the Dewey Decimal System to image description using the LCTGM, or ICONCLASS.
Assignment of terms to describe images is not solved entirely by the use of controlled vocabularies or classification schemes however. The textual representation of images is problematic because images convey information relating to what is actually depicted in the image as well as what the image is about. Shatford (1986) posits this discussion within a framework based on Panofsky's approach to analyzing iconographical levels of meaning in images (1955) . For example, an image may be of a glass of wine, but be about the Christian mass. Shatford-Layne (1994) extended this discussion by proposing a theoretical model for analyzing the subject of an image and suggests that it may be necessary to determine which attributes will result in useful groupings of images and which attributes should be left to the user to identify. Turner (1994) extended this model by examining the term assignments given to both still and moving images by groups with the aim of discovering appropriate ways to index images. Subjects in this experiment used a few terms often, with the vast majority of terms used only once.
An area of image classification research for which very little has been published is retrieval by associated metadata. Metadata (data about data) includes attributes such as image creator, image format, date of creation, and simple object descriptions taken from titles or captions. The Dublin Core metadata set, while not a standard, has been adopted for the description of web documents. Similarly, the World-Wide Web Consortium (W3C) is developing a resource description framework (RDF) that will provide not only textual descriptions of the resource but also data such as color histogram or other numeric representations of image content. A recent study by Lawrence & Giles (1999) indicates however that use of metadata tags is still not widespread.
Unfortunately, manual assignment of textual attributes is both time consuming and costly. Manual indexing suffers from low term agreement across indexers (Markey 1984) , and between indexers and user queries (Enser & McGregor, 1993; Seloff, 1990) . Automatic assignment of textual attributes has been conducted using captions from still images, and transcripts, close captioning, or verbal description for the blind, that accompany many videos (Turner, 1994) . While these approaches greatly reduce the labor involved in manual assignment of keywords, it must be remembered that many images are without accompanying text. Furthermore, users' image needs may occur at a primitive level that taps directly into the visual attributes of an image. These attributes may best be represented by image exemplars and retrieved by systems performing pattern matches based on color, texture, shape, and other visual features.
Content-Based Image Retrieval Research
Problems with text-based access to images have prompted increasing interest in the development of image-based solutions. This is most often referred to as content-based image retrieval (CBIR). Content-based image retrieval relies on the characterization of primitive features such as color, shape, and texture that can be automatically extracted from the images themselves. Commercial CBIR systems in use include IBM's Query By Image Content (QBIC) described first by Flickner et al, (1995) , Virage's VIR Image Engine (Gupta et al, 1996) , and Excalibur's Image Retrieval Ware. On the Web, CBIR image retrieval systems include WebSEEK (Smith & Chang, 1997b) , Informedia, and Photobook among others.
Queries to CBIR systems are most often expressed as visual exemplars of the type of image or image attribute being sought. For example, users may submit a sketch, click on a texture palette, or select a particular shape of interest. The system then identifies those stored images with a high degree of similarity to the requested feature. Idris and Panchanathan (1997) discuss in detail the various technologies for image indexing and retrieval based on shape, color, texture, and spatial location. They also examine issues related to the retrieval of moving images, including shot detection and video segmentation. Aigrain et al (1996) provide an overview of approaches to image similarity matching for database retrieval and discuss the difficulty of expressing high-level image needs to low level image features. The following is a brief description of prevailing methods of content-based image retrieval.
Color
Retrieving images based on color similarity is achieved by computing a color histogram for each image that identifies the proportion of pixels within an image holding specific values (that humans express as colors) Current research in this area attempts to segment color proportion by region and by spatial relationship among several color regions. (Stricker & Orengo, 1995; Carson et al, 1997) Texture
Texture is a difficult concept to represent. The identification of specific textures in an image is achieved primarily by modeling texture as a two-dimensional gray level variation. The relative brightness of pairs of pixels is computed such that degree of contrast, regularity, coarseness and directionality may be estimated. (Tamura et al. 1978 ) The problem here is in identifying patterns of co-pixel variation and associating them with particular classes of textures such as "silky" or "rough". Ma & Manjanath (1998) have extended work in this area through the development of a texture thesaurus that matches texture regions in images to words representing texture attributes.
Shape
Queries for shapes are generally achieved by selecting an example image provided by the system or by having the user sketch a shape. The primary mechanisms used for shape retrieval include identification of features such as lines, boundaries, aspect ratio, and circularity, and by identifying areas of change or stability via region growing and edge detection. Of particular concern has been the problem of dealing with images having overlapping or touching shapes.
Several problems remain including retrieval of features based on location within an image, the extension of 2-dimensional features to 3-dimension, and appropriate segmentation of video images. Although research in higher order CBIR is underway, current systems are not capable of retrieving all instances of horses based on the shape, color, or texture of a single instance of a horse in a query. For example, a shapebased query depicting a side view of a horse does not retrieve images of horses from behind or above. Research in object recognition conducted by Forsythe et al (1997) has sought to develop techniques for modeling a class of objects and identifying defining attributes and features for that class. Rorvig has examined the use of human judgments to train the system to recognize patterns of user-defined similarity for automatic identification of image classes. Chang et al, (1998) also utilized users' relevance judgments to refine searches and to assign semantic keywords to images that can be used by subsequent users to query the system.
Although shape, color and texture are undoubtedly important visual features for image representation, there is still little understanding of how best to implement these attributes for image retrieval. An understanding of what constitutes similarity for image retrieval purposes is also needed. The technology for content-based image retrieval is still in its infancy. The focus to date has been primarily on the use of features that can be computationally acquired, but little has been done to identify the visual attributes needed by users for various tasks and collections.
User Interaction
Users seeking images come from a variety of domains, including law enforcement, journalism, education, entertainment, medicine, architecture, engineering, publishing, advertising, and art. Most of the published research in this area has focused on specific collections, or specific groups of users. For example , Ornager, (1997) , examined the use of newspaper image archives, Keister, (1994) analyzed queries submitted to the image archive at the National Library of Medicine, and Markey, (1988) and Hastings (1995) explored the use of images by art historians
Most of the research in visual information seeking behavior and use has been conducted in non-digitized collections with written or verbal queries. The seminal work in this area was conducted by Enser (1993) who analyzed nearly 3000 written requests from 1000 request forms at the Hulton Deutsch archive. Results indicated that queries for visual materials exhibited a greater level of specificity than requests for textual materials, and that the majority of requests were for specific instances of a general category ("London Bridge" rather than the generic "Bridges"). Armitage and Enser (1997) extended this research by categorizing requests across seven picture archives. Their work resulted in a framework for queries with 4 main categories (who, what, when, where) and 3 levels of abstraction (specific, generic, abstract). Similarly, Keister's (1994) analysis of query logs at the National Library of Medicine demonstrated that most queries were structured using both abstract concepts as well as concrete image elements. She concluded that the aesthetic and emotional needs of the user are highly subjective and do not lend themselves to indexing.
Research examining users' interactions with electronic image retrieval systems is still quite sparse. Goodrum & Spink, (1999) analyzed 33,149 image queries made to EXCITE, a major search engine on the Web. They found that users input very few terms per query and that most query terms occurred only once. The most frequently occurring terms appeared in less than 10% of all queries. They also noted the presence of terms that modified a general request such as "girls" into a specific visual request such as "pretty girls."
Several studies have demonstrated that when unconstrained from a retrieval task, users tend to create narratives to describe images. O'Connor (1999) found that when image descriptions were elicited, subjects created short narratives or stories for images that went well beyond describing the objects depicted. Jorgensen (1995) also demonstrated that story or narrative attributes are commonly assigned to images by users outside of a retrieval task.
Research investigating the effect of task and image use on user's interactions with image information has identified two ends of a continuum: focused specific searching and looser searching or browsing (Goodrum, 1997) . Fidal (1997) described a continuum of use between a "Data Pole" and an "Objects Pole." At the data pole, images are used as sources of information; at the objects pole images are defined in terms of some task (to be used in the creation of an advertisement, book jacket or brochure). At the data pole, users want the smallest set that can provide the information needed; at the objects pole, users want to be able to browse larger sets of retrieved items. This continuum of search activity may also be related to the type of attributes users seek. For example, browsing tasks may call for image attributes and visual examination of images of interest, while search tasks may require the specificity of text (Goodrum, 1997 ). Rorvig's (1988) examination of the use of the NASA Visual Thesaurus indicated that given a choice most users reverted to text rather than search using images as input. In Mostafafa's studies , Mostafa & Dillon, 1996 visual queries were more likely to be used in conjunction with conceptual information needs, but users input more verbal queries overall.
If users interactions with visual IR systems is determined in some part by their tasks, by the type of images in the collection, or by the users' domain, then interfaces will have to be developed to capitalize on these facets of use. Research addressing the design of interfaces for visual information retrieval systems is remarkably thin. While most systems utilizing CBIR provide some mechanism for users to query by visual exemplar, research is needed to identify at what point in their interaction users want or need to express a query using such tools (Lee et al, 1994) . Research is also needed that examines interface support for browsing, query reformulation and iterative searching. This is problematic for many reasons, not the least of which is a lack of research examining the range of attributes associated with images that might prove most useful within different retrieval contexts. Ding et al, (1997) and Tse et al, (1998) have explored the relationship between users' tasks and the presentation of video key frames in interfaces to support video browsing. Further research is needed to identify appropriate presentation of retrieved images in a variety of contexts and domains.
Conclusions
Although the CS research community has been primarily concerned with content-based approaches focusing on retrieval of visual attributes such as shape, texture and color, there is increasing interest in the development of ontologies to support and aid content-based IR (Jorgensen et al, 1999) . This provides the first clear indication that cross-disciplinary approaches utilizing both text and image features for retrieval are being sought.
Fundamental questions remain in areas such as indexing and classification, vocabulary control, user needs, relevance, similarity measures, granularity of indexing, economies of scale and presentation of retrieval results. There is strong indication that the combined use of both text and image features may result in improved VIR system effectiveness, but when should textual attributes be present: at the time of indexing, at the time of searching, during query reformulation. or all of these?
Finally, in contrast to the evaluation of systems for text retrieval, which have been conducted for more than 30 years (Cleverdon et al, 1966) image IR has suffered from the lack of research analyzing the effectiveness of various systems. This state of affairs is compounded by the lack of a large image test bed and disagreement on what constitutes effective image retrieval and how to measure it. An image version of the TREC text retrieval experiments has been called for in the multimedia research community, and several test beds have been proposed (Schmidt & Over, 1999; Slaughter & Marchionini, 1999) . For image retrieval effectiveness to be studied we need to establish large test collections of images and benchmark queries, and the adoption of a set of evaluation measures such as the pooling methods used in the TREC experiments.
