Abstract. In this paper we study planar first-passage percolation (FPP) models, originally defined in the context of Z d lattice by Hammersley and Welsh [6], on random Delaunay triangulations. The setup is as follows: to each edge e attach a positive random variable τ e ; the first-passage time T (v,v) between two vertexes v andv is defined as the infimum of e∈γ τ e over all paths γ connecting v tov. By using subadditivity, VahidiAsl and Wierman [19] showed that the rescaled first-passage time converges to a constant, called the time constant. We show a sufficient condition to ensure that the time constant is strictly positive and derive some upper bounds for fluctuations. Our proofs are based on renormalization ideas and on the method of bounded differences.
Introduction
Let P ⊆ R 2 denote the set of points realized in a two-dimensional homogeneous Poisson point process with intensity 1. To each v ∈ P corresponds a polygonal region C v , named the Voronoi tile at v, consisting of points x ∈ R 2 such that |x − v| ≤ |x −v| for allv ∈ P. The family composed by Voronoi tiles is called the Voronoi tiling of the plane based on P. For a concise introduction in the subject we refer to Moller [16] .
The Delaunay Triangulation D = (D v , D e ) is the graph where the vertex set D v := P and the edge set D e consists of non-oriented pairs (v,v) such that C v and C v ′ share a onedimensional boundary ( Figure 1 ). One can see that (with probability one) each Voronoi tile is a convex and bounded polygon, and the graph D is a triangulation of the plane. 2000 Mathematics Subject Classification. Primary: 60K35; Secondary: 82B.
1
The Voronoi Tessellation V = (V v , V e ) is the graph where the vertex set V v consists of vertexes of the Voronoi tiles and the edge set V e is the set of edges of the Voronoi tiles.
The edges e * of V are segments of the perpendicular bisectors of the edges e of D. This establishes duality of D and V as planar graphs.
To each edge e ∈ D e is independently assigned a nonnegative random variable τ e from a common distribution F, which is also independent of the Poisson point process that generates P. We assume that both P and {τ e : e ∈ D e } are functions of a configuration ω ∈ Ω and denote by P its joint law. The expectation and the variance are denoted by E and by V, respectively. 
(a sufficient condition on F to ensure the existence of geodesics is given by Corollary 3.2).
For each x ∈ R 2 we denote v(x) the almost-surely unique point v ∈ P such that x ∈ C v . For x, y ∈ R 2 let T (x, y) := T (v(x), v(y)) and ρ(x, y) := ρ(v(x), v(y)) .
The set of points reached from x by time t is defined by B x (t) := {y ∈ R 2 : y ∈ C v where v ∈ D v and T (v(x), v) ≤ t} ,
We remark that others FPP models (euclidean FPP) were introduced by Howard and Newman [7] , where the underline graph is the complete graph with vertex set P and to each edge e = (v,v) is attached the passage time τ (v,v) := |v −v| α (α > 0 is a fixed parameter).
We recall fundamental results in the subjects, proved by Vahidi-Asl and Wierman [19, 20] . Let {τ j } 2 ) < ∞ holds and µ(F) > 0 then for all ǫ > 0 P-a.s. there exists t 0 > 0 such that for all t > t 0
(1 − ǫ)tD(1/µ) ⊆ B 0 (t) ⊆ (1 + ǫ)tD(1/µ) ,
where D(r) := {x ∈ R 2 : |x| ≤ r}.
Two natural questions arise from (1.2).
• When is µ(F) > 0?
• What is the right order of T (0, n) − µn?
It is expected that F(0) < p c := inf{p > 0; θ(p) = 1} , where θ(p) is the probability that bond percolation on D occurs with density p, is a sufficient and necessary condition to have µ(F) > 0 (Kesten [12] ).
Heuristics arguments indicate that FPP models belongs to the KPZ universality class, which brings the conjecture that the right order is n χ , where χ = 1/3 (Kadar, Parisi and Zhang [10] , Krug and Spohn [14] ). However the only models for which this has been proved are certain growth models related to random permutations (Baik, Deift and Johansson [2] , Johansson [9] ). For lattice FPP Kesten [13] showed that χ ≤ 1/2 (see also Alexander [1] ), and for euclidean FPP Howard and Newman [8] showed the same upper bound.
In this work we prove some results related to the questions above. To state them we require some definitions involving a bond percolation model. Let A and B be two subsets of R 2 . Let [x, y] denote the line segment connecting x to y. We say that a self-avoiding path γ 
and consider the percolation threshold,
(the inequality in (1.3) will follow from Proposition 3.1).
For each κ > 1/2 we set ν = ν(κ) := (4κ − 2)/7. For the remainder of the paper we will use the symbols a j , c j , b j for j = 1, 2, . . . to represent strictly positive constants, whose value may change from appearance to appearance but will not depend on n, r, s or t in the notation we will follow here.
If (1.1) is strengthened to
E(e aτ ) = e at dF(t) < ∞ for some a > 0 (1.5)
then:
• For all ǫ > 0 there exists n 0 > 0 such that for all n > n 0
• For all κ > 1/2 there exist constants c j > 0 such that for all n ≥ 1 and r ∈ [0,
We note that our condition to get µ(F) > 0 should be equivalent to F(0) < p c , since it is expected that p c + p * c = 1 (duality) for many planar graphs 1 .
From Theorem 1, the proof of which is given in Section 4, we get an upper bound for the fluctuations of T (0, n) about µn and an improved shape theorem.
Proof of Corollary 1.1. (1.9) follows immediately from (1.7) and (1.8).
c and (1.5) holds then for all κ > 1/2, P-a.s. there exists t 0 > 0 such that for all t > t 0
Proof of Corollary 1.2. Notice that, for large |x|, if
Under (1.5), one can easily see that P-a.s. the event in the right hand side of (1.10) occurs for finitely many z ∈ Z 2 . From (1.9) (and the Borel-Cantelli lemma) it follows that P-a.s. the event in the left-hand side of (1.10) occurs for finitely many z ∈ Z 2 .
Therefore, P-a.s. there exist M > 0 such that for all x ∈ R 2 with |x| > M
which yields Corollary 1.2 (further details are left to the reader).
Overview. In Section 2 we will study some geometrical aspects of Voronoi tilings and of self-avoiding paths on Delaunay triangulations, which will play an important role in control the asymptotic behavior of first-passage times. In Section 3 we explore the duality between bond percolation models on Delaunay triangulations and on Voronoi tessellations to relate the size of F(0) and the value of µ(F). The fluctuations of the first-passage time about its asymptotic value are considered in Section 4.
Preliminaries
The main tool we handle to control the fluctuations of the first-passage time about its asymptotic value is the method of bounded increments, which was also considered by Kesten [13] in the lattice FPP context, and also by Howard and Newman [8] in the euclidean FPP context, to study the same question. This method represents T (0, n) − ET (0, n) as a sum of martingales increments and, after estimating these increments, applies standard bounds for martingales with bounded increments.
One of the great difficulties here is that, as distinct from the lattice context, a local increment in a configuration ω is felt not only by the travel times but also by the (random) graph, which has a long range dependence. For this reason we shall define a truncation of the Poisson process.
For z ∈ Z 2 , r > 0 and s ∈ {j/2 : j ∈ N} let B s,r
Order the points of Z 2 in some arbitrary fashion, say Z 2 := {u 1 , u 2 , . . . }. Let δ > 0 be a fixed parameter which value will be specified later 2 . Let n ≥ 1 and for each k ≥ 1 let
2 Its value will depend on ǫ and κ in Theorem 1 Let |A| denote the number of elements belonging to the set A. Define the point process P n := P n (P) (whose distribution will also depend on δ) as follows:
) is a sequence of 4n 2δ points uniformly chosen in B n k ∩ P.
We make the convention P ∞ = P and denote by D n the Delaunay Triangulation based on P n .
2.1. Renormalization and full boxes. The geometry of Voronoi tilings is study through renormalization ideas. In a few words, it consists in defining a larger box to be a good box if some property is satisfied in a neighborhood of that box. In the course of the proofs we shall utilize different definitions of good boxes but all of them will carry the notion of full box.
Formally, we divide a square box B = B 1/2,r z into thirty-six sub boxes of the same length, say B 1 , . . . , B 36 . We stipulate B is a full box, with respect to the point configuration P n , if all those thirty-six sub boxes have at least one point belonging to P n ( Figure 2) . In other words,
(2.12) 
Proof of Lemma 2.1. By convexity of Voronoi tiles, if (2.13) does not hold then there exist
∂A denotes the boundary of the set A) and thus
Since every box in (B
is a full box, there exist v 1 , v 2 ∈ P n so that
Although, x 1 and x 2 belong to C v and so
which leads to a contradiction since √ 2/3 < 1/2. By an analogous argument, one can prove (2.14).
We denote by τ (A) the sequence of passage times associated to edges in G Pn (A).
Given a random variable X and a measurable event F we denote by X | F the random variable X condition on the event F .
is a circuit composed by full boxes with respect to P n . Assume that X is a random variable which only depend on
Proof of Lemma 2.2. It follows from Lemma 2.1.
2.2.
Greedy lattice animals and site percolation. In this section we introduce two models which will also play an important rule in the study of Voronoi tilings. The first one, named Greedy lattice animals and introduced by Cox, Gandolfi, Griffin and Kesten [3] ), consists of the following: a lattice animal is a connected subset of Z 2 containing the origin. Let Φ r and Φ r denote the set of animals with at most r sites and with at least r sites, respectively.
Let X := {X z : z ∈ Z 2 } be a collection of i.i.d. non-negative random variables and define
A greedy lattice animal is a lattice animal which attains the maximum in the above definition.
Proof of Lemma 2.3. Under (2.15),
for some constant c 0 > 0.
By integrating in u from 0 to ∞ both sides of the last inequality we get that, for some
and so
which yields Lemma 2.3.
Assume that this collection is l-dependent: {Y n z : z ∈ A} and {Y n z : z ∈ B} are independent whenever
This defines a family of l-dependent site percolation models index by
Here we are interested on the density of open sites in the set of lattice animals with at least s sites. For more details in the subject see the reference book of Grimmet [4] .
Proof of Lemma 2.4. By Theorem 0.0 of Ligget, Schomman, Stacey [15] , the family For each animal A, z∈A Y z is a binomial random variable with parameter |A| and ρ. Since (the number of animals A with |A| = j is at most C j , for some constant C > 0) we have at most c j animals with |A| = j, we get that
. Thus, if we fix ρ > 1 − 1/2c and
2.3. Self-avoiding paths on Delaunay triangulations. Let C r and C r denote the set of self-avoiding and finite paths γ in D n , starting from v(0), with |γ| ≥ r and with |γ| ≤ r, respectively.
Fix L > 0 and for each path γ in D n let A(γ) ⊆ Z 2 be the set of points z ∈ Z 2 so that ; otherwise we set k := l and the construction is finished. We denote γ r := γ(0, r1). 20) and
Proof of Proposition 2.1. First notice that to prove (2.20) we can restrict the attention to
By definition, if g 1 r (P n ) ≤ cr then there exists a path γ ∈ C r (P n ) with
which yields that
and then M n r ≤ M ∞ r + r . Combining this with (2.23), one gets that
Since (2.16) holds for X ∞ , together with Lemma 2.3, this implies (2.20).
The proof of (2.21) is founded on renormalization techniques as follows. Denote C z the circuit composed by sites z ′ ∈ Z 2 with |z − z
is a full box with respect to P n for allz ∈ C z (see (2.12) 
Proof of Lemma 2.5. Since C z and C z ′ are disjoint if |z − z ′ | ≥ 3, the first part of this lemma follows directly from the definition of P n .
To prove the second part notice that if L/36 ≥ n δ then each sub-box of B 1/2,L z with length L/6 contains at least one box B k n (used to construct P n ). Thus
Now, if L/36 < n δ and B is a box with length L/6 then
which yields the second part of Lemma 2.5.
Consider the random variable m 
Thus, we must have that
Together with Lemma 2.5 and Lemma (2.4) this proves (2.21) for large L 0 , which finishes the proof of Proposition 2.1.
Proof of Proposition 2.2. For this proof we say that
} is a collection of independent random variables.
Let H n j be the set of closed sites (Z n z (L) = 0) in Z 2 which are connected to (j, 0), and
and thus 
Together with (2.26) and (2.25), this yields (2.22).
Remark: the connective function on disordered graphs. Problems related to selfavoiding paths are connected with various branches of applied mathematics such as long chain polymers, percolation and ferromagnetism (Kesten [11] , Hammersley [5] ). One fundamental problem is the asymptotic behavior of the connective function κ r defined by the logarithm of the number of self-avoiding paths (on some graph G) starting at v and with r steps.
For planar and periodic graphs subadditivity arguments yields that r −1 κ r (v) converges, when r → ∞, to some value κ ∈ (0, ∞) (the connectivity constant) independent of the initial vertex v. In disordered planar graphs subadditivity is lost but, if the underline graph possess some statistical symmetries (ergodicity), we may believed that the rescaled connective function still converges to some constant.
From Proposition 2.1 we obtain a linear upper bound for the connective function of the Delaunay triangulation, where we set v to be the closest vertex to the origin: there exist a constant c > 0 so that lim sup
To prove (2.27) recall we have associate to each self-avoiding path γ and ordered sequence A(γ) = (z 1 , ..., z n ) of nearest neighbors integer sites, which maybe seen as animal in Z 2 ( Figure 3) .
The number of self-avoiding paths associated to an ordered sequence (z 1 , ..., z n ) should be at at most |B
Now, every self-avoiding path with r steps intersects at most G r boxes, and thus
which implies that Together with Borel-Cantelli lemma, this proves (2.27).
Density of open edges in percolation and the time constant
In this section we prove a sufficient condition on the passage time distribution F to ensure that µ(F) > 0. We also show that the same condition ensures the existence of geodesics. These results will follow from the subsequent propositions.
In particular, p * c < 1.
Let t r := inf{ e∈γ τ e : γ ∈ C r (P n )} . 
Proof of Proposition 3.1. Now we say that
is a good box, or equivalently V z (L, p) = 1, if the following holds:
is a full box, with respect to P, and |B
1/2,L z ∩ P| ≤ 4L
2 for allz with |z − z| ∞ ≤ 1 ;
• X e * = 1 for all e * ∈ V e which intersects B 1/2,L z .
We denote B 1 (z, L) and B 2 (z, L) the event specified in the first and in the second item above, respectively. The law of large numbers implies that and, by the Euler formula, V − E + F = 2 . This yields that the number of edges in B 3/2,L z has the same order as of vertexes in the same box. Thus, for some constant b > 0,
Together with (3.32), this yields that for all δ > 0 we can chose L sufficiently large, and then p = p(L, δ) sufficiently close to 1, to have that Combining (3.33) with 3-dependence, one can find L 0 large enough and then p 0 sufficiently close to 1 so that the probability of the first event in the above inclusion goes to 1 as R goes to infinity, which finishes the proof of Proposition 3.1. Now assume that P(τ e = 1) = p = 1 − P(τ e = 0). Let L > 0 and z ∈ Z 2 and define that
Proof of Proposition 3.2. First we claim it suffices to prove Proposition 3.2 if P(τ
is a good box if the following holds:
is a full box;
As we have seen before,
This yields Lemma 3.1 if we prove that if P(τ e = 0) < 1 − p * c then for all ǫ > 0 there exists
We first prove (3.35) for n = ∞. Let X e * := τ e , where e * is the edge in V e (with point configuration P) dual to e. Then {X e * : e * ∈ V e } defines a bond percolation model on V with law P * p . Let has an edge crossing with σ * , and thus t(γ) ≥ 1. Together with translation invariance, this yields
Since p > p * c , by using (3.36) and the definition of p * c one can obtain (3.35) for n = ∞. Now,
By (3.36) and (3.37), given ǫ > 0 we can find
which finishes the proof of this lemma.
Now consider the random variable m and so that t(γ j ) ≥ 1. Since these good boxes are 5-distant, by Lemma 2.1, γ 1 and γ 2 must be disjoints. This yields that t(γ) ≥ 2. By repeating this argument inductively, one gets that
Therefore,
Together with (3.38) and Proposition 2.1, this yields Proposition 3.2. In particular, if
Proof of Corollary 3.1. If we have a path γ connecting 0 to r then it intersects at least r unit boxes B 1/2,1 z . Thus, if b > 0 then P(T (0, r) < c 1 r) ≤ P(G br > r) + P(t br ≤ c 1 r) .
Combining Proposition 3.2 with Proposition 2.1, one can get (3.1).
The second part follows from (3.1), together with Borel-Cantelli Lemma.
c then for all x, y ∈ R 2 P-a.s. there exist at least one geodesic connecting x to y. Further, if F is continuous, then we have P-a.s. uniqueness.
Proof of Corollary 3.2. Let
By Proposition 2.1 and Proposition 3.2, we can find sufficiently small c > 0 so that P-a.s.
In particular, d r (v) → ∞ when r → ∞.
Therefore, if we fix v,v ∈ P n then we can find r large enough so that d r (v) > T (v,v)+1. This implies that the passage time between v andv will be attained by a path in the finite collection of paths connecting v tov and lying inside the ball centered at v and with radius r.
To complete the proof, notice that if F is a continuous function then P-a.s. there are no finite path γ andγ with e∈γ τ e = e∈γ τ e .
Martingales with bounded increments and the rate of convergence
We formulate the abstract martingale estimate used by Howard and Newman [8] .
Lemma 4.1. Let (Ω, F , P) be a probability space and let {F k } k≥0 be an increasing family of σ-algebras of measurable sets. Let {M k } k≥0 , M 0 = 0, be a martingale with respect to the filtration {F k } k≥0 and let {U k } k≥0 be a collection of positive random variables that are F -measurable. Assume that the increments
Assume further that for some finite constants 0 < c 1 , υ, x 0 with x 0 ≥ c 2 , we have that for all We construct the underline probability space as follows. For each k ≥ 1 let
and denote Let (Ω k , P k , A k ) be the probability space induced by ω k and set ω = (ω k ) k≥1 and
To determine the point process P, we put N k points in the box B n k given by U k,1 , . . . , U k,N k . For each e ∈ D e we know there exists k ≥ 1 and (a, b, c) ∈ I k so that e = (U k,a , U b,c ) and so we set τ e := τ b,c k,a . We shall use the following σ-fields:
This representation is valid because M 0 := 0 and
The increments of M l are
and the main step is to estimate E(∆ 2 k | F k−1 ).
4.1. Successive approximations. In order to satisfies the prescription of Lemma 4.1 we shall modified the configuration ω. We definē
as follows: we change the point configuration P ∩ B n k to P n ∩ B n k ; the travel time configuration is changed by putting travel times We note that Proposition 3.2 still holds for t r (P, (τ e )D e ) (with constants not depending on n), since for large enough n,τ e ≥ min{τ e , 1}.
We denoteω := (ω k ) k≥1 . When a variable, such as travel times, geodesics and increments, is a function ofω we will decorate it with a bar. For instance we writeT r (ω) := T r (ω) and ρ r := ρ r (ω). To prove (4.46) notice that,
Now, P(|ρ n | > bn) ≤ P(T n > an) + P(T n ≤ an and |ρ n | > bn)
Together with Proposition 3.2 and Lemma 4.3, this yield that if we take a > x 0 , b > 0 so that a/b < c 1 (given by Proposition 3.2) then
for some constant c 2 > 0.
By Proposition 2.1, if we take c sufficiently large,
will also decays exponentially fast with n. Together with (4.48) and (4.49), this proves (4.46).
Turning back to the proof of (4.44), assume thatρ n ⊆ [−cn, cn] 2 and P = P n . Thus
This yields,
Notice that, since the mean number of Poisson points inside B n k is n 2δ , by using simple large deviations results for Poisson process we have that for each b > 0 there exists a constant b 1 = b 1 (b) > 0 such that for all n ∈ [1, ∞) 
To estimate the last term in the right hand side of (4.50) notice that, by (4.52),
By using a similar procedure presented in Kesten [13] (see (2.37) there) one can prove that P(
Together with (4.46), (4.50) and (4.51), this yields (4.44).
By Lemma 4.3, we also have that
By (4.44) and (4.50), the last term is bounded by a constant and this completes the proof of Lemma 4.2 4.2. Main estimate. We introduce the the following notation:
Let F k be the event that a geodesic from 0 to n has a vertex in B n k . Let I k be the indicator function of F k and denoteĪ k (ω) := I k (ω).
Lemma 4.4.
which is the concatenation of these three paths.
By Lemma 2.1 and the definition of P n , which ensures that B 
Lemma 2.1 and the definition of P n also ensures that, 
Further, for all δ ∈ (0, 1/8) for all y ≥ n 1+7δ ,
Proof of Lemma 4.5 . By definition
≤ P(T n ≤ cny) + P(t ny < cny) .
By Proposition 3.2, if we chose c > 0 sufficiently small,
= E(T n ) +cn , which proves (4.56).
From Proposition 3.2 and Lemma 4.3, if x > c 0 n then
Together with (4.56), this yields (4.57).
Proof of Theorem 1. (1.4) follows from Corollary 3.1.
Now we prove (1.6): by Lemma 4.4, the Schwarz inequality and the Fubini theorem,
From Lemma 4.5 and (4.59), for all n sufficiently large
Now, Lemma 4.2 and the Schwarz inequality implies that
(c 3 is given by Lemma 4.2).
By Lemma 4.3, E({T n +T n } 2 ) is at most of order n 2 . Together with (4.60), this proves (1.6).
To prove (1.7), let c = c(n) := c On the other side, by Lemma 4.2, if x > 1 and n is large, P(|T n − ET n | > xn (1+7δ)/2 ) ≤ P(|T n −T n | > xn (1+7δ)/2 /3) + P(|T n − ET n | > xn (1+7δ)/2 /3) .
Combining this with Lemma 4.2 and (4.61) one get that for some constants b 2 , b 3 > 0, for n large and x ≤ n (1+7δ)/2 , P(|T n − ET n | > xn (1+7δ)/2 ) ≤ b 2 e −b 3 x 4δ/(1+7δ) . (4.62) Therefore, given κ ∈ (1/2, 1) we set δ := (2κ − 1)/7 and obtain (1.7) from (4.62).
(1.8) will follow from the same argument presented by Howard and Newman [8] to deal with the same inequality, but in the euclidean FPP context (see the proof of (4.3) there). For this reason we just sketch this proof and leave further details for the reader.
By Lemma 4.2 of Howard and Newman [8] , (1.8) will follows if we prove that, for some constant c 1 , ET (0, 2n) ≥ 2ET (0, n) − c 1 n κ (log n)
1/ν (4.63)
To prove (4.63) take δ < κ/2 and pick x 1 := n, x 2 , . . . , x l(n) in the boundary of D n so that every x ∈ D n is within distance n δ of one of the x j , and l(n) ≤ cn 1−δ for some constant c > 0. Letx j := 2n − x j (the radial reflection of x j about n)D n := 2n − D n .
Let ρ 2n be a geodesic connecting 0 to 2n. Then ρ 2n exits D n for the last time at some point y n and after that it enters inD n at some some pointȳ n . Let x j(n) ∈ {x 1 , . . . , x n } andx j(n) ∈ {x 1 , . . . ,x l } be the closest points to y n andȳ n respectively.
Thus,
T (0, 2n) ≥ T (0, y n ) + T (ȳ n , 2n) ≥ T (0, x j(n) + T (x n , 2n) − [(T (0, x j(n) − T (0, y n )) + (T (x j(n) , 2n) − T (ȳ n , 2n))] .
By sub-additivity, T (0, x j(n) ) − T (0, y n ) ≤ T (x j(n) , y n ) ≤ max T (x j , y)) ≤ c 3 n 2δ ≤ c 3 n κ .
Combining this with (4.64) and (4.65), one gets (4.63).
