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1. Introduction
For any open set U in Rn we denote C p(U ), p = 0,1, . . . , the de Rham cochain complex, i.e. a vector space of C∞-dif-
ferential forms
ωp =
∑
1i1<···<ipn
fi1...ip (x1, . . . , xn)dxi1 ∧ · · · ∧ dxip =
∑
I
f I dxI , (1)
where f i1...ip (x1, . . . , xn) ∈ C∞(U ;R), with differential operator dp :C p(U ) → C p+1(U ) given by
dpωp
def=
∑
1i1<···<ipn
dfi1...ip (x1, . . . , xn) ∧ dxi1 ∧ · · · ∧ dxip (2)
with dfi1...ip (x1, . . . , xn) =
∑n
i=1
∂ f i1 ...ip (x1,...,xn)
∂xi
dxi and ∧ being multiplication in the algebra Ω∗ over R with the basis
1, dxi, dxi dx j, dxi dx j dxk, . . . , dx1 . . .dxn,
1 i  n, 1 i < j  n, 1 i < j < k n, . . . ,
generated by symbols dx1, . . . ,dxn, satisfying{
(dxi)2 = 0,
dxi dx j = −dx j dxi, i = j.
(3)
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V.V. Marchenko / Topology and its Applications 157 (2010) 2736–2745 2737It is easy to see that dpdp−1 = 0. Thus, we can deﬁne kerdp = Z p(U ) and Imdp−1 = Bp(U ) and a quotient space Hp(U ) =
Z p(U )/Bp(U ) of cohomologies of U .
The multiplication ∧ in Ω∗ is easily extended to the multiplication in C∗(U ) = {C p(U ), p = 0,1,2 . . .} by
ωp ∧ τ q =
∑
I, J
f I g J dxI dx J , (4)
where ωp =∑I f I dxI and τ q =∑ J g f J dx J .
One can also make sure that
ωp ∧ τ q = (−1)pqτ q ∧ ωp (5)
and
dp+q
(
ωp ∧ τ q)= (dpωp)∧ τ q + (−1)pωp ∧ (dqτ q). (6)
Using the last formula we can extend the multiplication ∧ to H∗(U ) = {Hp(U ), p = 0,1,2, . . .}. Let[
ωp
]∧ [τ q]= [ωp ∧ τ q]. (7)
First notice that from (6) it is clear that ωp ∧ τ q ∈ Z p+q(U ) if ωp ∈ Z p(U ) and τ q ∈ Zq(U ).
In order to prove the correctness of the operation we put[
ω
p
1
]= [ωp2 ], i.e. ωp1 = ωp2 + bp, where bp ∈ Bp(U ), so ∃cp−1 ∈ C p−1(U ): dp−1cp−1 = bp,
and [
τ
q
1
]= [τ q2 ], i.e. τ q1 = τ q2 + bq, where bq ∈ Bq(U ), so ∃cq−1 ∈ Cq−1(U ): dq−1cq−1 = bq.
We have to ﬁnd bp+q ∈ Bp+q(U ) such that ωp1 ∧ τ q1 = ωp2 ∧ τ q2 + bp+q, or, in other words, cp+q−1 ∈ C p+q−1(U ) such that
dp+q−1cp+q−1 = bp+q = ωp1 ∧ τ q1 − ωp2 ∧ τ q2 .
We put
cp+q−1 = cp−1 ∧ τ q2 + (−1)pqcq−1 ∧ ωp2 + cp−1 ∧ dq−1cq−1.
Then using dpωp2 = 0, dqτ q2 = 0, and dqdq−1 = 0, we will have
ω
p
2 ∧ τ q2 + dp+q−1cp+q−1 = ωp2 ∧ τ q2 +
(
dp−1cp−1
)∧ τ q2 + (−1)pq(dq−1cq−1)∧ ωp2 + (dp−1cp−1)∧ dq−1cq−1
= (ωp2 + bp)∧ τ q2 + (ωp2 + bp)∧ bq = (ωp2 + bp)∧ (τ q2 + bq)= ωp1 ∧ τ q1 ,
so we found bp+q ∈ Bp+q(U ) such that ωp1 ∧ τ q1 = ωp2 ∧ τ q2 + bp+q , and the proof is ﬁnished.
Topology on C p(U ) is the topology of compact convergence for every derivative, that is to say generated by a family of
seminorms
pK ,m
(
ωp
)= max
(x1,...,xn)∈K
1i1<···<ipn
∣∣ f (m)i1...ip (x1, . . . , xn)∣∣, (8)
which are given by a set of all compact subsets K ⊂ U (or its coﬁnite subset) and all integers m = 0,1,2, . . . .
This topology is locally convex (see [8]). Being a separable space, U has a countable coﬁnite family of compact sets Ks
(one can consider Ks ⊂ Ks+1) such that ⋃∞s=1 Ks = U . This means that this topology is generated by a countable family of
seminorms pK ,m and is clearly metrizable. It is known (see [3]), that this space is complete, so is an F-space, i.e. a Fréchet
space. It also is a Montel space, i.e. its every closed bounded set is compact.
The above-mentioned results hold true for a C∞-manifold Mn .
In paper [6] it is proved that C p(Mn) is a Montel space and an F-space, hence a reﬂexive space. It was ﬁrst shown by
de Rham in [7], using a different argument.
He also showed that the cohomologies Hp(Mn) coincide with the Chech cohomologies of Mn with coeﬃcients in R
(de Rham theorem, see [2]).
Let Cp(Mn) be a set of continuous linear functionals from C p(Mn) to R, endowed by a strong topology, i.e. the topology
of uniform convergence on all bounded sets in C p(Mn).
It is a Montel locally convex topological vector space and, hence, reﬂexive (see [3]). Consequently, C p(Mn) and Cp(Mn)
are dual to each other, and their topologies are induced by topologies in C p(Mn) and Cp(Mn), respectively. In [6] it is
shown that the topological vector spaces of cohomologies Hp(Mn) and homologies Hp(Mn) are also reﬂexive and dual to
each other.
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Let K be a compact subset in Rn .
Consider the inverse system U = (Uα, iαβ, A) of all neighborhoods Uα ⊆ Rn of K . Obviously, K =⋂α Uα . The set A is
ordered as the following: α  β ⇔ Uα ⊇ Uβ . Clearly, it is a partially ordered directed set of indices. For any α ∈ A we con-
sider C∗(Uα) = {C p(Uα), p = 0,1,2, . . .}, deﬁned above. Inclusion iαβ :Uβ → Uα , α  β , naturally induces a homomorphism
ipαβ :C
p(Uα) → C p(Uβ), where
ipαβ
(
ω
p
Uα
)= ωpUα ∣∣Uβ . (9)
Evidently, the identity 1α :Uα → Uα induces the identity mapping 1pα :C p(Uα) → C p(Uα) and for α  β  γ , ipαγ = ipβγ ◦ ipαβ .
One can easily see that
ip+1αβ d
p(ωpUα )= dpipαβ(ωpUα ). (10)
Furhermore, due to pointwise multiplication of functions and by deﬁnition of i pαβ we conclude that
ip+qαβ
(
ω
p
Uα
∧ τ qUα
)= ipαβωpUα ∧ iqαβτ qUα . (11)
So, we have a direct system C∗(U ) = (C∗(Uα), i∗αβ, A) of commutative graded differential algebras C∗(Uα).
Deﬁnition 2.1. The direct limit lim→α C p(Uα) we will call the space of germs of differential forms for a compactum K ⊂ Rn.
We denote it C p(K ). The graded direct limit lim→α(C∗(Uα), i∗αβ, A) we denote by C∗(K ).
By the direct limit lim→α C p(Uα) of the direct system (C p(Uα), ipαβ, A) of vector spaces and linear mappings i
p
αβ we
understand a vector space given by a discrete sum
⊔
α C
p(Uα) with the following equivalence relation: ω
p
α ∈ C p(Uα) and
ω
p
β ∈ C p(Uβ), α,β ∈ A, are said to be equivalent (ωpα ∼ ωpβ ) if one can ﬁnd γ  α,β such that ipαγ (ωpα) = ipβγ (ωpβ). C p(K ) =
lim→α C p(Uα) is the set of equivalence classes, i.e. C p(K ) = lim→α C p(Uα) :=⊔α C p(Uα)/∼.
The equivalence class of ωpα we denote ω¯
p
α . C p(K ) is equipped with the sum deﬁned as follows. Choose a group C p(Uγ ),
γ  α,β , in which representatives of classes ω¯pα and ω¯pβ are contained. Then
ω¯
p
α + ω¯pβ = ipαγ ωpα + ipβγ ωpβ .
The product ω¯pα · r, r ∈ R, is given by rω¯pα = rωpα . It is no diﬃculty to convince that the deﬁnition does not depend on
representatives. It is well known that if A′ ⊂ A is a coﬁnal subset of A, i.e. for each α ∈ A there exists an α′ ∈ A′, α′  α,
then lim→α′ C p(Uα′ ) ≈ lim→α C p(Uα).
Proposition 2.1. C∗(K ) is a commutative algebra.
Proof. It was shown above that for any p = 0,1, . . . ,C p(K ) is a vector space over R. Hence, C∗(K ) is a graded vector space.
In order to prove that C∗(K ) is a graded differential R-module we equip it with an operator d¯p :C p(K ) → C p+1(K ) putting
d¯p
(
ω¯
p
α
)= dpωpα. (12)
Clearly, if ω¯pα = ω¯pβ for a different β ∈ A then one can ﬁnd an index γ  α,β such that ipαγ ωpα = ipβγ ωpβ . Hence,
dpipαγ ω
p
α = dpipβγ ωpβ and ipαγ dpωpα = ipβγ dpωpβ . So, dpωpα = dpωpβ and the deﬁnition of the operator d¯p does not depend
on a representative. Obviously, for any r ∈ R, d¯p(rω¯pα) = d¯p(rωpα) = dprωpα = rdpωpα = rdpωpα = rd¯p(ω¯pα) and d¯p(ω¯pα + ω¯pβ) =
d¯p ipαγ ω
p
α + ipβγ ωpβ = dp(ipαγ ωpα + iβγ ωpβ) = dpipαγ ωpα + dpiβγ ωpβ = ip+1αγ dpωpα + ip+1βγ dpωpβ = dpωpα + dpωpβ = d¯pω¯pα + d¯pω¯pβ .
It is also evident that d¯pd¯p−1 = 0, i.e. d¯pd¯p−1(ω¯pα) = dpdp−1ωpα = 0¯= 0. Thus C∗(K ) is differential R-module. Finally, for
any ω¯pα ∈ C p(K ) and τ¯ qβ ∈ Cq(K ) we put
ω¯
p
α ∧ τ¯ qβ = ipαγ ωpα ∧ iqβγ τ qβ (13)
for γ  α,β .
The deﬁnition does not depend on ωpα , τ
q
β and γ . Really, let
ω¯
p
α = ω¯pα′ , (14)
and
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β = τ¯ qβ ′ (15)
hold true for α′, β ′ ∈ A and let γ ′ be another index such that γ ′  α′, β ′ .
Due to (14) and (15) we can ﬁnd α′′  α,α′ and β ′′  β,β ′ such that
ipαα′′ω
p
α = ipα′α′′ωpα′ (16)
and
iq
ββ ′′τ
q
β = iqβ ′β ′′τ qβ ′′ . (17)
As the set A is direct, there is γ ′′  α′′, β ′′, γ ,γ ′ . Hence, in view of (11), (13), (16) and (17) we will have:
ω¯
p
α ∧ τ¯ qβ = ipαγ ωpα ∧ iqβγ τ qβ = ipγ γ ′′
(
ipαγ ω
p
α ∧ iqβγ τ qβ
)= ipγ γ ′′ ipαγ ωpα ∧ iqγ γ ′′ iqβγ τ qβ
= ipαγ ′′ωpα ∧ iqβγ ′′τ qβ = ipα′′γ ′′ ipαα′′ωpα ∧ iqβ ′′γ ′′ iqβγ ′′τ qβ = ipα′′γ ′′ ipα′α′′ωpα′ ∧ iqβ ′′γ ′′ iqβ ′β ′′τ qβ ′
= ipα′γ ′′ωpα′ ∧ iqβ ′γ ′′τ qβ ′ = ip+qγ ′γ ′′
(
ipα′γ ′ω
p
α′ ∧ iqβ ′γ ′τ qβ ′
)= ipα′γ ′ωpα′ ∧ iqβ ′γ ′τ qβ ′ = ω¯pα′ ∧ τ¯ qβ ′ . (18)
Evidently,
ω¯
p
α ∧ τ¯ qβ = ipαγ ωpα ∧ iqβγ τ qβ = (−1)pqiqβγ τ qβ ∧ ipαγ ωpα = (−1)pqiqβγ τ qβ ∧ ipαγ ωpα = (−1)pqτ¯ qβ ∧ ω¯pα. (19)
The Newton–Leibnitz formula
d¯p+q
(
ω¯
p
α ∧ τ¯ qβ
)= (d¯pω¯pα)∧ τ¯ qβ + (−1)pω¯pα ∧ (d¯qτ¯ qβ ) (20)
holds true. Really,
d¯p+q
(
ω¯
p
α ∧ τ¯ qβ
)= d¯p+q(ipαγ ωpα ∧ iqβγ τ qβ )= dp+q(ipαγ ωpα ∧ i∗βγ τ qβ )
= dpipαγ ωpα ∧
(
iqβγ τ
q
β
)+ (−1)pipαγ ωpα ∧ (dqiqβγ τ qβ )
= ip+1αγ dpωpα ∧ iqβγ τ qβ + (−1)pipαγ ωpα ∧ iq+1βγ dqτ qβ
= i∗αγ dpωpα ∧ iqβγ τ qβ + (−1)pipαγ ωpα ∧ iq+1βγ dqτ qβ = dpωpα ∧ τ qβ + (−1)pω¯pα ∧ dqτ qβ
= (d¯pω¯pα)∧ τ¯ qβ + (−1)pω¯pα ∧ d¯qτ¯ qβ .
So, a germ of C∞-functions for a compactum K (C∞-function on a neighborhood of K ) is a class of C∞-functions which
coincide on some its neighborhood. It is clear that any C∞-function on a neighborhood of K presents some function on K
(in usual meaning). The inverse is not true for a function on K can have a number of C∞-extensions to a neighborhood of K
which coincide on none of its neighborhoods. We can see this if we consider a compactum {0} ⊂ R1 and two C∞-functions
f (x) = x and g(x) = −x which are equal on {0}. 
Deﬁnition 2.2. A function f : K → R is said to be a C∞-function if for any point x ∈ K and any neighborhood O ′( f (x)) there
exist a neighborhood O (x) and a C∞-function f˜ : O (x) → O ′( f (x)) such that f˜ |K∩O (x) = f .
Theorem 2.1. f : K → R has a C∞-extension to some neighborhood of a compactum K if and only if it is a C∞-function.
Proof. The “only if” part is evident.
We prove the “if” part.
Suppose for each point x and each neighborhood O ′( f (x)) there is a neighborhood O (x) and a C∞-function f˜ : O (x) →
O ′( f (x)) such that
f˜ |K∩O (x) = f .
For any x we ﬁnd a neighborhood and a function that satisfy the conditions. As a result we have an open covering {Vα}
for the compactum. Due to the compactness we have a ﬁnite covering {V i}ni=1.
We can obviously consider a set of non-negative functions ei ∈ C∞(⋃ni=1 Vi), i = 1, . . . ,n, such that
(1) supp ei ⊂ Vi ;
(2)
∑n
i=1 ei(x) = 1 for all x ∈
⋃n
i=1 Vi .
Clearly, K ⊆⋃ni=1 supp ei . For each i we construct a function f˜ i ∈ C∞(⋃ni=1 Vi) such that
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b) f˜ i |(⋃ni=1 Vi)\Vi = 0.
We put g =∑ni=1 f˜ i ·ei . It is clear that g ∈ C∞(⋃ni=1 Vi). Furthermore, any point x of K belongs to each of m sets supp ei ,
m n and does not belong to the rest (if m < n). (m can be different for different points of K .)
g(x) =
m∑
i=1
f˜ i(x) · ei(x) =
m∑
i=1
f i(x) · ei(x) = f (x) ·
m∑
i=1
ei(x) = f (x),
since for all i = 1, . . . ,m, ei(x) = 0, x ∈ K .
Hence, f is extended to the neighborhood
⋃n
i=1 Vi of K . 
3. The space of chain complexes and (co-)homology groups
Recall that U = (Uα, iαβ, A) is an inverse system of all open neighborhoods Uα of K in Rn . Obviously, K =⋂α Uα , that
is K = limα← Uα . The set A is ordered. Cp(Uα) is a space of continuous linear forms on C p(Uα) over R.
We deﬁne a + operation on Cp(Uα) by(
f αp + gαp
)(
ω
p
Uα
)= f αp (ωpUα )+ gαp (ωpUα ) (21)
and an r f αp by(
r f αp
)(
ω
p
Uα
)= r( f αp ωpUα ). (22)
Thus, Cp(Uα) is a vector space. Consequently, C∗(Uα) = {Cp(Uα), p = 0,1,2, . . .} is a graded vector space.
For any open U ⊆ Rn a differential δp+1 :Cp+1(U ) → Cp(U ) is given by
δp+1( f p+1)
def= f p+1 ◦ dp . (23)
Evidently,
δp+1
(
f αp+1 + gαp+1
)= ( f αp+1 + gαp+1) ◦ dp = f αp+1 ◦ dp + gαp+1 ◦ dp = δp+1 f αp+1 + δp+1gαp+1
and
δp+1
(
r f αp+1
)= r(δp+1 f αp+1).
It is easy to see that δp ◦ δp+1 = 0:
(δp ◦ δp+1)
(
f p+1
)= δp(δp+1( f p+1))= δp( f p+1 ◦ dp)= ( f p+1 ◦ dp) ◦ dp−1 = f p+1 ◦ (dp ◦ dp−1)= 0.
Hence, C∗(Uα) is a graded differential R-module.
In a similar way to what was done above we can deﬁne ker δp = Zp(U ) and Im δp+1 = Bp(U ), Bp(U ) ⊆ Zp(U ). A vector
space Hp(U ) = Zp(U )/Bp(U ) is called the group of homologies of an open set U .
The inclusion iαβ :Uβ → Uα , α  β , induces a homomorphism iαβp :Cp(Uβ) → Cp(Uα) if we put(
iαβp f
p
Uβ
)
(ωUα ) = f pUβ (ωUα |Uβ ). (24)
Clearly, the identity 1α :Uα → Uα induces the identity 1αp :Cp(Uα) → Cp(Uα), iαγp = iαβp ◦ iβγp for all α  β  γ .
As before homomorphisms iαβp commutes with differentials δp . Really,
iαβp−1δp
(
f βp
)= iαβp ( f βp ◦ dp−1)= (iαβp f βp ) ◦ dp−1 = δp(iαβp f βp ). (25)
Obviously, iαβp ( f
p
Uβ
+ gpUβ ) = i
αβ
p f
p
Uβ
+ iαβp gpUβ .
Thus, an inverse system Cp(U ) = (Cp(Uα), iαβp , A) of vector spaces Cp(Uα) is obtained.
Deﬁnition 3.1. Current space Cp(K ) of a compactum K is the inverse limit limα← Cp(Uα).
By an inverse limit limα← Cp(Uα) of an inverse system (Cp(Uα), iαβp , A) of vector spaces and linear mappings i
αβ
p we
understand a subset of a product
∏
α Cp(Uα), which consists of all the ( f
α
p ) such that for α  β the equality f αp = iαβp f βp
holds.
The “+” operation on limα← Cp(Uα) is easily deﬁned by
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f αp
)+ (gαp )= ( f αp + gαp ).
Neither is diﬃcult the operation r( f αp ) = (r f αp ):
r
(
f αp
)= (r f αp ).
We also deﬁne a differential δ¯p+1 :Cp+1(K ) → Cp(K ) by a formula
δ¯p+1
(
f αp+1
)= (δp+1 f αp+1). (26)
In the view of (25) δ¯p is correctly deﬁned. Clearly, r ∈ R, δ¯p(r · ( f αp )) = (δp(r · f αp )) = (r · δp f αp ) = r · (δp f αp ) = rδ¯p( f αp ).
One can also easily prove that δ¯p δ¯p+1 = 0.
Thus, C∗(K ) = {Cp(K ), p = 0,1,2, . . .} is a graded differential R-module.
Deﬁnition 3.2. By a group of p-cohomologies of a compactum K ⊂ Rn we understand the cohomology group of C p(K ):
Hp(K ) = Hp(C p(K )).
The homology group of Cp
Hp(K ) = Hp
(
Cp(K )
)
we call a group of p-homologies of K .
Consider the direct (inverse) system of nerves Nα of coverings {Uαβ} of K .
Deﬁnition 3.3. The Chech cohomologies (homologies) of K is the direct limit Hˇ p(K ) = lim→α Hp(Nα) (the inverse limit
Hˇ p(K ) = limα← Hp(Nα)) of cohomologies (homologies) of nerves of coverings of K .
Theorem 3.1. Hˇ p(K ) ≈ Hp(K ), Hˇ p(K ) ≈ Hp(K ).
Proof. Any covering {Uαβ } of K can be extended to a covering {Vαβ} of K in Rn such as the Chech cohomologies of this
covering are equal to the cohomologies of the nerve of the initial covering. We can think of it as a good covering (see [1]).
So, for each α we have a good covering {Vαβ} of an open set Vα =⋃β Vαβ . It is known (see [1]), that the de Rham
cohomologies of this manifold are equal to the Chech cohomologies of its good covering. Thus,
Hˇ p(K ) = lim→α H
p(Nα) = lim→α Hˇ
p({Vαβ})= lim→α Hp(Vα).
But lim→α Hp(Vα) = Hp(lim→α Vα) and this is Hp(K ) (since Vα ’s form a coﬁnite system of the set of all neighborhoods
of K ).
The proof for the homologies is analogous. 
4. Relative cohomology groups
Let f : S → M be a C∞-mapping of manifolds. It naturally induces a mapping f ∗ :C∗(M) → C∗(S), moreover, f ∗ is a
chain mapping, i.e. it commutes with differentials (see [1]).
We deﬁne a complex C∗( f ) =⊕p0 C p( f ) as
C p( f ) = C p(M) ⊕ C p−1(S)
with differential
Dp
(
ωp, τ p−1
)= (dpMωp, f ∗ωp − dq−1S τ p−1).
Owing to the fact that dpSd
p−1
S = 0 and dp+1M dpM = 0 we can easily see that Dp+1Dp = 0.
A short exact sequence
0→ C p−1(S) u→C p( f ) v→C p(M) → 0 (27)
with u(τ p−1) = (0, τ p−1), v(ωp, τ p−1) = ωp , takes place and induces a long exact sequence of cohomologies
· · · → Hp−1(S) u∗→ Hp( f ) v∗→ Hp(M) → Hp(S) → ·· · , (28)
where u∗ and v∗ are the mappings of cohomologies induced by u and v .
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denoted Hp(M, S).
As usual K is a compactum in Rn .
Theorem 4.1. The inclusion i : K ↪→ M induces a surjection2
i∗p :C p(M) → C p(K ). (29)
Proof. It is enough to prove it for C∞-functions. We have to show that every C∞-function on K can be extended to
C∞-function on M . That is to say that a germ of C∞-functions on a neighborhood of K has a C∞-function on M as its
representative.
So, let f¯ be a germ of C∞-functions. We take a representative fα ∈ C0(Uα) of this class. We can think that Uα ⊂ M .
One can always ﬁnd open sets Uβ and Uγ such that Uγ ⊂ Uβ , Uβ ⊂ Uα .
It is known that there is a C∞-function
e :Rn → R (30)
such that
e|Uγ = 1, e|Rn\Uβ = 0.
We construct
f˜ (x) =
{
fα(x) · e(x), x ∈ Uα
e(x), x ∈ Rn\Uα. (31)
Clearly, f˜ (x) if differentiable at any point Uα ; besides, for any point x ∈ Rn\Uα there exists a neighborhood Ox ⊂ Rn\Uβ
(since Uβ ⊂ Uα ). Consequently, for all x there exists a neighborhood Ox such that f˜ |Ox = 0. That means that f˜ (x) ∈ C∞(Rn).
Thus, f˜ (x) ∈ C∞(M).
On Uγ the function f˜ coincides with fα |Uγ = i∗αγ fα , so, it is the representative of f¯ we need. 
Corollary. A short exact sequence
0→ ker i∗p
ı˜p→C p(M) i
∗
p→C p(K ) → 0 (32)
with ı˜p being an inclusion takes place.
It induces a long exact sequence
· · · → Hp−1(K ) → Hp(ker i∗p)→ Hp(M) → Hp(K ) → ·· · . (33)
Suppose now that K ⊂ M is a submanifold of M .
Theorem 4.2. Hp(ker i∗p) ≈ Hp(M, K ).
Proof. We deﬁne a map ϕ : ker i∗p :→ C p(M) ⊕ C p−1(K ) by a formula
ϕ
(
ω¯p
)= (ı˜pω¯p,0). (34)
Obviously, ϕ is a monomorphism (since ı˜p is monomorphism). It is also clear that ϕ ◦ d¯p = Dp ◦ ϕ . Really, ﬁrstly, ı˜p ◦ d¯p =
dpM ◦ ı˜p , as ı˜p is an inclusion. Secondly,
ϕ ◦ d¯p(ω¯p)= (ı˜p(d¯pω¯p),0)= (dpM(ı˜pω¯p), i∗p(ı˜pω¯p))= Dp(ı˜pω¯p,0)= Dp ◦ ϕ(ω¯p),
i.e. ϕ is a cochain mapping.
Besides, co-kernel of ϕ is isomorphic to C p(K ) ⊕ C p−1(K ),
Dp
(
ω¯p, ω¯p−1
)= (d¯pω¯p, i∗pω¯p − d¯p−1ω¯p−1)= (d¯pω¯p, ω¯p − d¯p−1ω¯p−1);
2 We suppose M ⊆Rn .
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Bp(C p(K ) ⊕ C p−1(K )), i.e. Hp(C p(K ) ⊕ C p−1(K )) = 0. Thus, Hp(ϕ) is an isomorphism (in accordance with [1]). 
Now let K ⊆ L ⊂ Rn be an inclusion of compacta. The same conclusions hold also true for this case, that is
• the inclusion i : K ↪→ L induces a surjection i∗p :C p(L) → C p(K );• short exact sequences
0→ C p−1(K ) → C p(i) → C p(L) → 0
and
0→ ker i∗p → C p(L) → C p(K ) → 0
take place. They induce long exact sequences in cohomologies
· · · → Hp−1(K ) → Hp(i) → Hp(L) → Hp(K ) → ·· ·
and
· · · → Hp−1(K ) → Hp(ker i∗p)→ Hp(L) → Hp(K ) → ·· · ;
• Hp(L, K ) := Hp(i) ≈ Hp(ker i∗p).
5. Reﬂexive topological vector spaces of compacta inRn
For each α we denote πα the canonical mapping
πα :C p(Uα) → lim→λ C
p(Uλ);
πα
(
ω
p
Uα
)= ω¯pUα .
Deﬁnition 5.1. The inductive topology of the direct limit C p(K ) = lim→λ C p(Uλ) is the ﬁnest locally convex topology in
which all the mappings πα are continuous.
In [8] it is shown that this topology does exist and is the only one.
Generally speaking, C p(K ) endowed with this topology is not a Hausdorff space.
To see this we consider K = {0} ⊂ R1 and two different germs of functions (points of C0(K )) f¯ and g¯ given by their
representatives f (x) = exp{− 1|x| } for x = 0 and f (0) = 0 and g(x) = 0. We want to show that for any neighborhood N ⊆
C p(K ) of g¯ , f¯ ∈ N . For doing this we have to ﬁnd a representative f˜ of f¯ such that f˜ ∈ π−1α ( f ). Recall that as an open set
in C0(Uα) for some α π−1α (N) contains a 0-neighborhood {u ∈ C p(Uα): supK ,m=1,2,...,n maxx∈K⊂Uα | f (m)(x)| < ε} for some ε.
The fact that
lim
x→0 f
(m)(x) = 0 for eachm = 0,1, . . . ,n
enables us to ﬁnd δ > 0 such that | f (m)| < ε for x with |x| < δ. Hence, one can always ﬁnd a representative f˜ ∈ C0(Uδ)
of f¯ , Uδ = {x ∈ R: |x| < δ} ⊂ Uα for which supK ,m=1,2,...,nmaxx∈K⊂Uα | f˜ (m)(x)|  supm=1,2,...,nmaxx∈Uδ | f˜ (m)(x)| < ε, so,
f˜ ∈ π−1δ (N).
Furhermore, let πα be a projection
πα : lim
λ← Cp(Uλ) → Cp(Uα);
πα
(
f λp
)
λ∈A = f αp .
Deﬁnition 5.2. The projective topology of the inverse limit Cp(K ) = limλ← Cp(Uλ) is the weakest topology in which all the
πα ’s are continuous.
In [8] it is also shown that this topology exists and is the only one.
The topology of Cp(K ) = limλ← Cp(Uλ) is separable, since the topology of a product of separable spaces is separable and
the subset of a separable space is separable.
Deﬁnition 5.3. The inverse limit Cp(K ) endowed with the topology of projective limit is called to be reduced, if for each α
πα(Cp(K )) is dense in Cp(Uα).
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We also construct new cochains of K redenoting C p(K ) = lim→α C p(Uα)/Doα , where Doα is a polar in C p(Uα) of Dα ⊆
Cp(Uα). According to [9, Theorem 4.4], (limα← Dα)′ ≈ lim→α(Dα)′ in the Mackey topology, where (Dα)′ ≈ C p(Uα)/Doα . So,
(Cp(K ))′ ≈ C p(K ) in the Mackey topology.
Furthermore, according to [9, Theorem 4.5], (lim→α C p(Uα)/Doα)′ ≈ limα←(C p(Uα)/Doα)′ in the weak topology. Due to
hereditary reﬂexivity of Cp(Uα) (see [5]) Dα is reﬂexive. Hence, (Dα)′ ≈ C p(Uα)/Doα , (C p(Uα)/Doα)′ ≈ Dα .
So, (C p(K ))′ ≈ Cp(K ) in the weak topology.
Besides, the spaces C p(Uα) are nuclear, complete (and even more fully complete) and barrelled. The same is true for
C p(Uα)/Doα as D
o
α is closed.
Taking a countable coﬁnite system {α′} ⊆ {α} we make C p(K ) nuclear (since a countable direct limit of nuclear spaces
is nuclear). Nevertheless, a question of reﬂexivity of C p(K ) and Cp(K ) remains open because it is not clear whether C p(K )
is complete.
Being an inverse limit of nuclear and complete spaces Cp(K ) is nuclear and complete itself. It is not known whether this
is barrelled.
Since the set of all neighborhoods Uα of a compactum K in Rn has a countable coﬁnal linear directed subset we consider
the set of indices A to be N.
We want to construct new direct (Cˆ p(Uα), iˆ
p
αβ, A) and inverse (Cˆ p(Uα), iˆ
αβ
p , A) systems in the following way.
We put Cˆ p(U1) = Cp(U1). According to [4, Theorem 4.5] we decompose i12p into two chain mappings. More precisely,
i12p = iˆ12p ◦ j2p
with a monomorphic homotopy
j2p :Cp(U2) → Cˆ p(U2) = Cp(U2) ⊕ Cˆ p(U1) ⊕ Cˆ p+1(U1)
and epimorphism
iˆ12p : Cˆ p(U2) → Cˆ p(U1).
Similarly,
j2p ◦ i23p = iˆ23p ◦ j3p,
where
j3p :Cp(U3) → Cˆ p(U3) = Cp(U3) ⊕ Cˆ p(U2) ⊕ Cˆ p+1(U2)
is a homotopy and a monomorphism and
iˆ23p : Cˆ p(U3) → Cˆ p(U2)
is an epimorphism.
Suppose we have made the sth step (s 2), i.e. the mapping jsp ◦ is,s+1p with jsp :Cp(Us) → Cˆ p(Us) = Cp(Us)⊕ Cˆ p(Us−1)⊕
Cˆ p+1(Us−1) has been made a composition
jsp ◦ is,s+1p = iˆs,s+1p ◦ js+1p
of a monomorphism and a homotopy js+1p :Cp(Us+1) → Cˆ p(Us+1) = Cp(Us+1) ⊕ Cˆ p(Us) ⊕ Cˆ p+1(Us) and an epimorphism
iˆs,s+1p : Cˆ p(Us+1) → Cˆ p(Us). Then we decompose js+1p ◦ is+1,s+2p :
js+1p ◦ is+1,s+2p = iˆs+1,s+2p ◦ js+2p ,
where js+2p :Cp(Us+2) → Cˆ p(Us+2) = Cp(Us+2) ⊕ Cˆ p(Us+1) ⊕ Cˆ p+1(Us+1) and iˆs+1,s+2p : Cˆ p(Us+2) → Cˆ p(Us+1). ( js+1p is a
monomorphism and a homotopy, iˆs+1,s+2p is an epimorphism.)
In the dual situation of the direct system we use [4, Lemma 4.6].
Putting Cˆ p(U1) = C p(U1) we then decompose ip12 into a monomorphism iˆ p12 : Cˆ p(U1) → Cˆ p(U2) = C p(U2) ⊕ Cˆ p(U1) ⊕
Cˆ p+1(U1) and an epimorphic homotopy jp2 : Cˆ p(U2) → C p(U2), i.e. ip12 = jp2 ◦ iˆ p12.
Similarly,
ip23 ◦ jp2 = jp3 ◦ iˆ p23.
After making the sth step, i.e. making ips,s+1 ◦ jps a composition
ip ◦ jps = jp ◦ iˆ p ,s,s+1 s+1 s,s+1
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ips+1,s+2 ◦ jps+1 = jps+2 ◦ iˆ ps+1,s+2.
(iˆ ps,s+1 : Cˆ p(Us) → Cˆ p(Us+1) = C p(Us+1)⊕ Cˆ p(Us)⊕ Cˆ p+1(Us) are monomorphisms, jps+1 : Cˆ p(Us+1) → C p(Us+1) are epimor-
phic homotopies, s = 1,2, . . . .)
Thus, the direct system Cˆ p = (Cˆ p(Uα), iˆ pαβ, A) and the dual inverse one Cˆ p = (Cˆ p(Uα), iˆαβp , A) are constructed.
Deﬁnition 5.4. The direct limit Cˆ p(K ) := lim→α Cˆ p and the inverse limit Cˆ p(K ) := limα← Cˆ p are called the direct ho-
motopy limit and the inverse homotopy limit of the direct system C p = (C p(Uα), ipαβ, A) and the inverse system C p =
(Cp(Uβ), i
αβ
p , A) and denoted holim→α C p and holimα← C p , respectively.
Theorem 5.1. Cˆ p(K ) and Cˆp(K ) are reﬂexive and dual to each other.
Theorem 5.1′ . Hp(K ) and Hp(K ) are reﬂexive and dual to each other.
Proof of Theorem 5.1. Cˆ p(K ) is a strict direct limit of nuclear, barrelled and fully complete spaces. That is why it is barrelled
and fully complete. As this limit is also countable Cˆ p(K ) is nuclear and hence reﬂexive. The dual Cp(K ) = (kerϕ)o, where
(kerϕ)o is a polar in Cˆ p(K ) of kerϕ, a barrelled space. But it is also nuclear since the property of being nuclear is inherited
by inverse limits. It is complete since a product of complete spaces is complete and completeness is inherited by closed
subspaces. So, Cˆ p(K ) is reﬂexive. Hence, Cˆ p(K ) and Cˆ p(K ) are reﬂexive and dual to each other. However, Cˆ p(K ) lacks the
natural structure of commutative algebra as opposed to C p(K ). 
Proof of Theorem 5.1′ . First of all Hˆ p(Uα) ≈ Hp(Uα), Hˆ p(Uα) ≈ Hp(Uα). Thus, holim→α Hp(Uα) ≈ lim→α Hp(Uα) and
holim→α Hp(Uα) ≈ lim→α Hp(Uα).
We mentioned that Hp(Uα) and Hp(Uα) are reﬂexive and dual to each other. Since they are of ﬁnite dimension we have
a strict countable direct limit of ﬁnite-dimensional spaces (they are nuclear, fully complete and barrelled), which is nuclear,
complete and barrelled. Consequently, Hp(K ) is reﬂexive and its dual Hp(K ) is reﬂexive, too. 
There exists a continuous epimorphism ϕ : Cˆ p(K ) → C p(K ).
Obviously, C p(K ) is algebraically isomorphic to the factor Cˆ p(K )/kerϕ . Now we can make C p(K ) a topological vector
space with a new quotient topology of C˜ p(K )/kerϕ .
Theorem 5.2. In this new topology C p(K ) is a reﬂexive topological vector space with the strong dual Cp(K ).
Proof. This is because Cˆ p(K ) is hereditarily reﬂexive. It follows the fact that Cˆ p(K ) is a complete nuclear barrelled space
with the complete and nuclear strong dual Cˆ p(K ) and Theorem 4 in [5].
Consequently, C p(K ) appears a reﬂexive topological vector space of commutative cochains. 
Remark. The question if Cp(K ) does coincide topologically and algebraically with the above Cp(K ) = lim←α Dα is an open
problem.
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