We shall develop the theory of Borel summability or k-summability for a divergent solution of the Cauchy problem for non-Kowalevskian equations of quasihomogeneous type. Precisely, we first establish necessary and sufficient conditions for the Borel summability in terms of the Cauchy data (cf. Theorem 2
§1. Introduction
Throughout this paper, we denote (t, x) ∈ C 2 and (∂ t , ∂ x ) = (∂/∂t, ∂/∂x).
We consider the following Cauchy problem for a partial differential equation of non-Kowalevski type
Our purpose in this paper is to investigate necessary and sufficient conditions for the Borel summability of a formal power series solution with respect to t-variable of the Cauchy problem (1.1), which is divergent in general (Subsection 2.5). The main interest of this paper is to give an integral representation of the Borel sum of the formal power series solution under the conditions.
The motivation of our study comes from the following background: The theory of Borel summability or k-summability or multisummability for divergent power series solutions of ordinary differential equations with irregular singular points has been developed extensively from the 1980's and the development of the theory can be found in the book [Bal 1].
For partial differential equations, the study of formal power series solutions has been developed by many authors for various type equations ([Miy 1], [Miy 2] , [GT] , [Shi] and references therein).Ōuchi [Ōuc] studied the existence of asymptotic solutions of divergent solution for general equations, and showed that infinitely many solutions exist in a sectorial domain of small opening angle in the plane of one variable. If we ask the existence of Gevrey asymptotic solutions in a sector of large opening angle, we can not expect the existence of such solutions in general. But it is unique if it does exist (cf. the definition of the Borel summability, Subsection 2.7). From such a point of view, Lutz-Miyake-Schäfke [LMS] studied the formal solution of the Cauchy problem of the complex heat equation, and gave the characterization of the Borel summability of the formal power series solution in t variable in terms of the global conditions for the Cauchy data. After that, their result was generalized by Balser [Bal 2] under more general conditions upon the Cauchy data, and Balser-Miyake [BM] proved a sufficient condition for the Borel summability of divergent power series in t variable. Their result includes the Cauchy problem of partial differential equations of non-Kowalevski type. In [Miy 3 ], Miyake proved that the sufficient condition is actually a necessary condition for some class of equations. Under the conditions for the Cauchy data given in [BM] and [Miy 3 ] the explicit integral representation of the Borel sum of the formal solution was given by Ichinobe [Ich] .
In this paper we shall extend the results in [Ich] . We shall give the characterization of the Borel summability for the formal solution of the Cauchy problem for a quasi-homogeneous partial differential operator (see Theorem 2.1), and give an explicit integral representation of its Borel sum (see Theorems 2.3 and 2.6) under the same conditions upon the Cauchy data. §2. Statement of Results §2.1.
Reduction of the equation
Let r = q/p, (q > p ≥ 1) be the irreducible fraction, and put
Then the given differential operator Q(∂ t , ∂ x ) is written in the following form
Therefore by replacing ∂ ν 0 t U (t, x) and a jp by u(t, x) and a j , respectively, the Cauchy problem (1.1) is reduced to the following one.
(2.3) §2.2. Characteristic equation
For the operator P , let us consider the following algebraic equation, which is called a characteristic equation
(α j = 0) be the set of the distinct root α j (characteristic root) of j -multiplicity with µ j=1 j = ν. Then the operator P is rewritten by
(2.5) §2.3.
Formal solution
The Cauchy problem (2.3) has a unique formal solutionû(t, x) which is given byû
If we put
then A(n) satisfy the following difference equation
with the Cauchy data
Since a fundamental system of solutions of this difference equation is given by (2.10) with the coefficients c jk (j = 1, 2, . . . , µ, k = 1, 2, . . . , j ) satisfying the following linear system of equations (2.11) where A denotes a ν × ν matrix which is given by Before stating our results, we shall prepare some definitions and notations. §2.4. Sector
where d, β and ρ are called the direction, the opening angle and the radius of S, respectively. §2.5.
Gevrey formal power series
We denote by O [[t] ] the ring of formal power series in t-variable with coefficients in O (the set of holomorphic functions at x = 0).
For k > 0, we define O [[t] ] 1/k , the ring of formal power series of Gevrey order 1/k in t-variable, in the following way:
if and only if the coefficients f n (x) are holomorphic on a common closed disk B r := {x ∈ C; |x| ≤ r} and there exist some positive constants C and K such that for any n, we have
where Γ denotes the Gamma function which is defined by the following Gamma integral
By using this terminology, we can easily prove that our formal solution
if for any closed subsector S of S, there exist some positive constants C and K such that for any N , we have
We remark that such a function f (t, x) is unique, if it exists, for a ksummable seriesf (t, x) . 
We remark that Ω α j is a union of q sectors and Ω x is a union of qµ sectors, and if arg α j = argα k for any j and k, then we have Ω x = Ω α j .
Now, our first result for the Borel summability is stated as follows.
Theorem 2.1 (Borel summability). Letû(t, x) be the formal solution of the Cauchy problem (2.3), which is given by (2.6). Then the following three conditions are equivalent:
(ii) The Cauchy data ϕ(x) can be continued analytically in Ω x and has a growth condition of exponential order at most q/(q − p) there, which means that there exist some positive constants C and δ such that we have
This result is a generalization of results in [LMS] and [Miy 3 ].
The equivalence between (i) and ( i) is trivial, since the operator P (∂ t , ∂ x ) is invariant by the change of coordinate t → te 2πi/p . Therefore the main task is to prove the equivalence between (i) and (ii), which will begin in Section 3.
Remark 2.2. For the formal solutionÛ (t, x) of the original Cauchy problem (1.1), Theorem 2.1 does hold, and the Borel sum
Our main purpose is to give an integral representation of the Borel sum u d (t, x) of the formal solutionû(t, x) under the condition (ii) of Theorem 2.1 for the Cauchy data ϕ(x).
Before stating our main results, we need some preparations for the special functions (cf. [Luk, p. 41, 144] , [MS, p. 2] ). §2.9. Generalized hypergeometric series
(cf. [Luk, p. 41] ). We remark that p F q (β; γ; z) is a generalization of the Gauss hypergeometric series and satisfies the following ordinary differential equation
We suppose that β , γ j / ∈ Z ≤0 for all and j where Z ≤0 := {0, −1, −2, . . . }. In each case where p < q + 1 or p = q + 1 or p > q + 1, this formal power series represents an entire function or a convergent series in |z| < 1 or a divergent series for all z( = 0), respectively. §2.10. Meijer G-function
where z −τ = exp{−τ (log |z| + i arg z)} and the path of integration I runs from κ − i∞ to κ + i∞ for any fixed κ ∈ R in such a manner that, if |τ | is sufficiently large, then τ ∈ I lies on the line Re τ = κ, all poles of
. . , m}, lie to the left of the path and all poles of
. . , n}, lie to the right of the path. The integral converges absolutely on any compact set in the sector
If |arg z| = σπ, σ ≥ 0, the integral converges absolutely when p = q if Re ∆ < −1; and when p = q, if with τ = κ + iη, κ and η real, κ is chosen so that for η → ±∞, [Luk, p.144] ).
We use the following abbreviations:
In the following, the integration
denotes the integration from 0 to ∞ along the half line of argument θ.
§2.11. Integral representation of the Borel sum
We recall that the formal solutionû(t, x) is given bŷ
Now, our main result is stated as follows.
Theorem 2.3 (Borel sum).
Let
be the set of the distinct roots of (2.4), and let j 's denote the multiplicity of α j . Then under the condi-
)/p and some r > 0 is given by the following integral:
where (2.26) and the functions K α j (t, ζ) (j = 1, 2, . . . , µ) are given by
The G-function in the expression (2.27) is defined by the following integral along a path of integration I = {τ ∈ C; Re τ = κ > −1/q}
By calculating the residues of the integrand on the left side (Re τ < κ) of the path I, we obtain the following proposition.
Proposition 2.4 (A relationship between G-function and p
where
Proposition 2.4 gives the following formula for the kernel functions K α j (t, ζ)
In particular, in the case where the arguments of α j are all the same, the polynomial parts P α j disappear from the functions K α j in (2.34) and we have
We next consider the case where the characteristic equation (2.4) has only one root, that is, α j = α for all j. In this case the Cauchy problem (2.3) has a formal solution of the form (2.6)-(2.7) with
is given by the following theorem.
Theorem 2.6. Suppose that the equation (2.4) has only one root α with ν-multiplicity. Then under the condition (ii) of Theorem 2.1, the Borel sum
where Φ(x, ζ) is given by (2.26) and the function K α (t, ζ) is given by
In the paper [Ich] we discussed the following Cauchy problem, corresponding to the case ν = 1 (therefore µ = 1) in our present setting.
In [Ich] it is verified that under the condition (ii) of Theorem 2.1 the Borel sum u d (t, x) has the following representation:
where the kernel function k α (t, ζ) is given by
with the same constant C p,q as in (2.28) and
Comparing this result with Theorem 2.6 (for ν = 1), we find that there is the following relation between the kernel function (t/p)
that is,
We can generalize this relation for general ν as follows.
Corollary 2.7.
Let K α (t, ζ) and k α (t, ζ) be the functions given in (2.27) and (2.42), respectively. For any fixed ζ with ζ = 0, we have
where D −1 t denotes the integration from 0 to t. §2.12. Example
In order to illustrate our results, let us examine the following Cauchy problem.
where α j ∈ C \ {0} (j = 1, 2) and we assume that ϕ(x) satisfies the conditions for the Borel summability in d direction.
Here the first equality is obtained by the formulas (2.25) and (2.30), the second equality is obtained by the formula (2.45) and the last equality is obtained by representing the second one with integrations along a line.
When arg α 1 = arg α 2 = θ (α 1 = α 2 ), we have
where ψ = (d + θ)/2. This expression is obtained from Corollary 2.5, or by noting that c 1 /α 1 + c 2 /α 2 = 0 in the first equality of (2.47).
When α 1 = α 2 = α, we have
where ψ = (d + arg α)/2. This expression is derived from (2.48) by taking a limit α 2 → α 1 (= α). §3. Proof of Theorems 2.1 and 2.3
It is sufficient to prove the equivalence between (i) and (ii). For this purpose, we use the following important lemma for the Borel summability (cf.
[Bal 1], [LMS] , [Miy 3] ).
Then the following three statements are equivalent:
which is holomorphic in a neighbourhood of the origin. Then v 1 (s, x) can be continued analytically in a sector S(d, ε, ∞) in s-plane for some positive constant ε and satisfies a growth condition of exponential order at most k there, that is, there exist some positive constants C and γ such that
Then v 2 (s, x) has the same properties as v 1 (s, x) above.
Under these conditions, the Borel sum u d (t, x) is given by the following kLaplace integral, where the integration is done along the half line of argument d.
is also obtained as the following iterated Laplace integral
Proof of Theorem 2.1. Suppose that the Cauchy data ϕ(x) satisfies the condition (ii) of Theorem 2.1. Let v(s, x) be the (q − p) times iterated formal p-Borel transform ofû(t, x) which is given by (2.6)
By using (2.7) and (2.10), we have
From the Cauchy integral formula for some sufficiently small |s| and |x|, we have
and max{|q
We recall the notation (c) n = Γ(c+n)/Γ(c) and the multiplication formula of the Gamma function for m = 2, 3, . . . [Erd, p.4] ). Then we have (qn)! =n (q/q) n and
From this expression, we can prove that under the conditions for the Cauchy data ϕ(x), each I α j (s, x) can be continued analytically in a sector S(d, ε, ∞) on s-space for some positive constant ε and has the growth condition of exponential order at most q/(q − p) there. In fact, these follow from the fact that q+1 F q (β; γ; z) is a holomorphic solution at z = 0 of a Fuchsian ordinary differential equation
which has three singular points at z = 0, 1, ∞. This observation proves that (ii) implies (i) (cf. [LMS] , [Miy 3 
]).
Conversely, suppose the condition (i) of Theorem 2.1, that is, we suppose
For any fixed j (j = 1, 2, . . . , µ), let
On the other hand,f j (t, x) := ∂ p−1 tŵj (t, x), which is also p/(q − p)-summable in d direction, is a formal solution of the following Cauchy problem
By the result in [Miy 3], we already know thatf j (t, x) is p/(q−p)-summable in d direction if and only if the Cauchy data ϕ(x) can be continued analytically in Ω α j and satisfies the growth condition of exponential order at most q/(q − p) there. This implies the statement (ii) for the Cauchy data ϕ(x).
Proof of Theorem 2.3. In the expression (3.12), we notice that for each j(j = 1, 2, . . . , µ) h α j (s, ζ) has q singular points in ζ-plane at q roots of
1/q with arg ζ j (s) = (dp + arg α j )/q for a fixed s = 0 and arg s = d, and we denote by [0, ζ j (s)] the segment joining the origin and
m q ] and we note that the integrand is integrable at ζ = 0 and ζ = ζ j (s). In fact, we notice that
The characteristic exponents at z = 1 are {0, 1, 2, . . . , q − 1, λ} where
which implies the integrability at ζ = ζ j (s), and the characteristic exponents at z = ∞ are {1/q, 2/q, . . . , 1, 1}, which implies the integrability at ζ = 0. Therefore by the assumption that ϕ(x) is analytic in Ω x , we can deform the path of integration of I α j (s, x) as follows (cf. [Ich] ).
where Φ(x, ζ) is given by (2.26) and
Therefore the Borel sum u d (t, x) is given by the following (q − p) times iterated
By exchanging the order of integrations, we have
We recall the following Barnes type integral representation of h α j (s, ζ) (cf. [Luk] , [IKSY] )
= exp {τ (log |z j | + i(arg z j − π))}, the path of integration I runs from κ − i∞ to κ + i∞ with −1/q < κ < 0 and
Here we notice that by consulting (2.22) and (2.23) we have that if |arg (−z j )| ≤ π, the above integral converges absolutely when
Therefore the above integral (3.23) converges absolutely in |arg (−z j )| ≤ π except the cases (p, q, ν) = (1, 2, 1) and (1, 3, 1) .
In the below, we prove the theorem in the cases when (p, q, ν) = (1, 2, 1), (1, 3, 1) and the case (p, q, ν) = (1, 3, 1) will be proved in Appendix since we need a different proof, which will be done by employing the Euler type integral representation of h α j (s, ζ). (The case (p, q, ν) = (1, 2, 1) was studied by [LMS] .) Now, since the function H α j (s, ζ) is well-defined on the line of arg ζ = (pd + arg α j )/q for a fixed s = 0 with arg s = d, we have
By using the reflection formula of the Gamma function
we have Γ(1 + τ )Γ(−τ ) sin(−πτ ) = π, and hence
By substituting the integral representation (3.28) of H α j , we calculate the iterated Laplace integral carefully as follows.
Finally, let us calculate the constant
hold due to the multiplication formula of the Gamma function (3.10), we have
Summing up the above considerations, we get the desired formula (2.25).
§4. Proof of Proposition 2.4
The G-function in the expression (2.27) has the following integral representation by a path of integration I = {τ ∈ C|Re τ = κ > −1/q}
For the integrand, by using the formula Γ(1 + z) = zΓ(z), we have
By calculating the residues of the integrand on the left side of the path I, we have
,
By using the following formula
Finally, by employing the generalized hypergeometric series representation, we obtain the desired result (2.30).
§5. Proof of Corollary 2.5
If arg α j = θ for all j, then all the paths of integration for the representation of u d (t, x) in Theorem 2.3 become the same one. Therefore it is enough to prove that the following sum, denoted by P(t, ζ), of the polynomial parts P α j disappears
By substituting the polynomials P α j , which are given by (2.32), and carrying out the differentiations, we have
A(−m).
Since A(−m) = 0 (m = 1, . . . , ν − 1), we obtain the desired result. §6. Proof of Theorem 2.6
The proof is done by a similar way to that of Theorem 2.3 except the cases where (p, q, ν) = (1, 2, 1) and (1, 3, 1) . Let v(s, x) be the (q − p) times iterated formal p-Borel transform ofû(t, x) which is given by (2.6)-(2.10) with (2.36), and by the Cauchy integral formula, we have
Here
with a constant
In the expression (6.1), by the assumption that ϕ(x) is analytic on Ω x , we can deform the path of integration of v(s, x)
is given by the following iterated Laplace integral
After the similar calculations in the proof of Theorem 2.3, we have
Finally, by using the multiplication formula of the Gamma function, we have
Thus we obtain the first formula in (2.38), that is, the G-function representation of K α (t, ζ).
The second representation in terms of the generalized hypergeometric function is obtained by taking the residues in the Barnes type integral as in the proof of Proposition 2.4. We omit the detail. §7. Proof of Corollary 2.7
, it is enough to prove the following equality.
where (D t ) −1 denotes the integration from 0 to t.
By recalling the Barnes type integral expression (2.21), we have
where the path of integration is taken by I = {τ ∈ C; Re τ = κ > −1/q}. We note that the integrand of this integral is absolutely integrable with respect to t with Z α ∈ S(0, (q − p)π, ∞) and τ = κ + iη ∈ I. In fact, it follows from the following estimate of the integrand for large |τ | and Re pτ = pκ > −p/q > −1: for any fixed ζ (ζ = 0)
which is derived from lim |y|→∞ exp 1 2 π|y| |y| 1/2−x |Γ(x + iy)| = (2π) 1/2 , x,y real, (7.5) (cf. [Luk, p. 33]) .
Therefore by exchanging the order of integrations, we have
we obtain the desired equality (7.3) as follows:
. Miscellaneous Remarks §8.1.
Confluence of roots
As we have shown, the integral representations of the Borel sum are given in different forms depending on the multiplicity of characteristic roots (see Theorems 2.3 and 2.6). In this subsection we shall show by an example that an integral representation in the case of multiple characteristic roots can be obtained by the confluent procedure from that in the case of distinct characteristic roots.
Let us consider the following Cauchy problem
where ϕ(x) satisfies the condition for the Borel summability in d direction.
We consider the following three cases:
We only show the confluent procedure from (I) to (II) below, because the confluent procedure from (II) to (III) can be discussed in a similar way.
Case (I). The Cauchy problem (8.1) has a unique formal solution of the form (2.6)-(2.7) with
, by taking the confluent procedure α 2 → α 1 , we have
Therefore by noticing c 3 → c 31 , we have (8.6) which is the one in Theorem 2.3 in the case α 1 = α 2 , α 3 = α 1 .
§8.2. Deformation of paths of integrations of the Borel sum
As we have shown by the example in subsection 2.12, the Borel sum is the sum of two integrals when arg α 1 = arg α 2 . In this subsection, we shall show by the same example (p = 1, q = 2) that under some additional conditions the Borel sum is given by one integral along a line.
where we assume arg α 1 < 0 < arg α 2 (put θ j = arg α j (j = 1, 2)), and the Cauchy data ϕ(x) is holomorphic in a neighbourhood of the origin and satisfies the conditions for the Borel summability in 0 direction, that is, ϕ(x) can be continued analytically in Ω x = Ω x (1, 2, 2; 0, Figure 2 . Ω x (1, 2, 2; 0, ε) Then the Borel sum u 0 (t, x) is given by the following function (8.9) where (t, x) ∈ S(0, α, ρ) × B r with α < π and sufficiently small r > 0,
for any fixed θ ∈ (θ 2 − π/2, θ 1 + π/2) and sufficiently small ρ 1 > 0, we can deform all paths of integrations of the Borel sum (8.9) into a line e iθ/2 R, that is,
where x ∈ B r for sufficiently small r (< r). The second equality follows from Corollary 2.5, that is, from c 1 /α 1 + c 2 /α 2 = 0. We remark that the expression (8.14) holds for not only x ∈ B r but also x ∈ e iθ/2 R.
In conclusion, this deformation of paths of integrations shows that the region of holomorphy for the Borel sum in t-plane is shrunk, that is, the opening angle is actually less than π, but the region of holomorphy in x-plane is spread as mentioned above. Note also that the kernel function in the final integral representation is nothing but the fundamental solution of the Cauchy problem for the parabolic type equation when Re α j > 0 (j = 1, 2).
Appendix. The Proof of Theorem 2.3 in the Case
(p, q, ν) = (1, 3, 1)
When (p, q, ν) = (1, 3, 1), the expression (3.12) is given in the following form.
where (A.2) and in ζ-plane h α (s, ζ) has three singular points at ζ = 3 3 √ αsω m 3 (m = 0, 1, 2) for a fixed s = 0. We put 3 3 √ αs by ζ(s). We recall the following Euler's integral representation (cf. [Luk] , [IKSY] ). Finally, by noticing sin(π/3) π = 1 Γ(1/3)Γ(2/3) , we obtain the desired formula when (p, q, ν) = (1, 3, 1).
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