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Open quantum systems are often represented by non-Hermitian effective Hamiltonians that have complex
eigenvalues associated with resonances. In previous work we showed that the evolution of tight-binding open
systems can be represented by an explicitly time-reversal symmetric expansion involving all the discrete eigen-
states of the effective Hamiltonian. These eigenstates include complex-conjugate pairs of resonant and anti-
resonant states. An initially time-reversal-symmetric state contains equal contributions from the resonant and
anti-resonant states. Here we show that as the state evolves in time, the symmetry between the resonant and anti-
resonant states is automatically broken, with resonant states becoming dominant for t > 0 and anti-resonant
states becoming dominant for t < 0. Further, we show that there is a time-scale for this symmetry-breaking,
which we associate with the “Zeno time.” We also compare the time-reversal symmetric expansion with an
asymmetric expansion used previously by several researchers. We show how the present time-reversal sym-
metric expansion bypasses the non-Hilbert nature of the resonant and anti-resonant states, which previously
introduced exponential divergences into the asymmetric expansion.
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I. INTRODUCTION
The origin of the “the arrow of time” in nature is a subtle
problem that has occupied physicists for many years. Part
of the problem is that, except for models of weak nuclear
interactions, the equations of all microscopic physical mod-
els are reversible, or time-reversal invariant [T-invariant]. In
quantum mechanics this means that the generator of motion
(the Hamiltonian for Schro¨dinger’s equation) commutes with
the anti-linear time-reversal operator T . In contrast, macro-
scopic models of phenomena such as diffusion, quantum de-
coherence or radioactive decay are described by irreversible
equations, which break T-invariance because their generator
of motion does not commute with T . The question is how to
relate the reversible, microscopic equations to the irreversible,
macroscopic ones.
There have been several approaches to deal with this ques-
tion. A recent experimental study [1] has shown that a mi-
croscopic quantum system can evolve irreversibly, with irre-
versibility being characterized by positive entropy production.
The arrow of time in this experiment is attributed to the ex-
plicit time dependence of the Hamiltonian and the specific
choice of the initial state, which break the time reversal invari-
ance of the system. In the present paper, however, we will con-
sider a time-independent Hamiltonian and an explicitly time-
reversal invariant initial condition; we will show that we can
nevertheless characterize the irreversibility of the system by
its degree of resonance-antiresonance symmetry breaking.
Another approach dealing with the question of irreversibil-
ity proposes a time-asymmetric quantum mechanics, formu-
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lated in a “rigged Hilbert space” [2–4]. A related approach [5–
10], which we will review in more detail here, is the follow-
ing: even though the equations of motion are reversible, one
can isolate components of the evolving quantities that break
T-invariance separately. These components obey strictly ir-
reversible equations, which do not result from any approxi-
mations. In many cases, these irreversible equations closely
reproduce the macroscopic irreversible equations. Therefore
this approach provides a rigorous link between reversible and
irreversible equations. However, here the breaking of T-
invariance is introduced “by hand;” the separation of irre-
versible components is not unique. Moreover, the irreversible
components do not reside in the Hilbert space. This manifests
itself as an exponential growth of these components in space-
time regions that are not causally connected to the initial state.
In this paper we will present a new approach to describe
irreversibility in open quantum systems, based on Ref. [11],
in which we introduced an explicitly T-symmetric decompo-
sition of evolving states for open quantum systems described
by tight-binding models. This decomposition involves a sum
over all the discrete eigenstates of the Hamiltonian, includ-
ing eigenstates with complex eigenvalues. The sum is T-
symmetric because complex-eigenvalue states appear in com-
plex conjugate pairs, corresponding to resonances and anti-
resonances.
We remark that a similar decomposition applied to models
in continuous space instead of the discrete space of the tight-
binding models has been previously presented in Refs. [12–
18]. An even earlier paper by More [19] presented a discrete-
state decomposition of the Green’s function by invoking the
Mittag-Leffler expansion. Our approach with the use of the
tight-binding models demonstrates that the infinite space of
open quantum systems does not need to be uncountable infin-
ity but can be countable infinity.
2The T-symmetric decomposition gives the following de-
scription of an evolving quantum state: If at t = 0 the state
is even with respect to time reversal, complex-conjugate reso-
nant and anti-resonant components have equal weights in the
decomposition. However, for t 6= 0, the weights change. For
example for t > 0, after a time scale we will discuss, the anti-
resonance component of a pair becomes negligible compared
to the resonance component. The resonance-antiresonance
symmetry is broken. The time evolution of the complex-
conjugate pair then closely matches the irreversible time evo-
lution of the resonant component alone. Thus, in this new
approach, like in the previous approach described in the third
paragraph, the time evolution is separated into components
that break T-invariance separately. The critical difference
is that in the present new approach the time evolution au-
tomatically selects irreversible components; we do not have
to select them by hand. Moreover, all components are free
from unbounded exponential growth in time or space (see also
Ref. [16], where an expansion free of unbounded exponential
growth in space was obtained for a continuous-space model).
Note that in our previous paper [11] we already considered
the survival probability of an excited state prepared at t = 0
and we showed that the time evolution is dominated by the
resonant components for t > 0 and by anti-resonant compo-
nents for t < 0. However, in that paper we did not discuss
how this transition occurs dynamically. This is the main new
point of the present paper. Other new results are summarized
in Sec. X.
The present paper is organized as follows. In Section II we
review the concepts of T-invariance that we will discuss. In
Section III we introduce the model that we will use as an ex-
ample of a system with irreversible behavior. The system con-
sists of an impurity coupled to an infinite wire (discrete lattice)
with a single electron. We calculate the survival probability
that the electron, when placed at the impurity at t = 0, stays
there for t 6= 0. In Sections IV and V we formulate the sur-
vival amplitude and review the approach in which non-Hilbert
eigenstates of the Hamiltonian are singled out to obtain irre-
versibility. In Section VI we summarize the T-symmetric ex-
pansion obtained in Ref. [11], and apply it to calculate the sur-
vival probability in ourmodel. In Section VII we show that the
resonance-antiresonance symmetry of the initial state is bro-
ken by time evolution, and associate this with irreversibility.
In Section VIII we estimate the time scale for the breaking of
the resonace-antiresonance symmetry. In Section IX we show
that our formulation can also be applied to a model with con-
tinuous space, namely the Friedrics model, and in Section X
we present some concluding remarks. The details of some
calculations are presented in several Appendices.
II. TIME-REVERSAL INVARIANCE
We start with the time-reversal operator T , which com-
mutes with H and is an anti-linear operator. An initial state
|ψ(0)〉 evolves as |ψ(t)〉 = e−iHt|ψ(0)〉. Therefore we have
T |ψ(t)〉 = Te−iHt|ψ(0)〉 = eiHtT |ψ(0)〉. (1)
d1
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FIG. 1. The T-shaped quantum dot model. The gray area represents
the quantum dot.
Assuming T 2 = 1, we have
|ψ(t)〉 = TeiHtT |ψ(0)〉. (2)
This equation expresses time-reversal invariance. It means
that a state that evolves forward in time (for t > 0) can be
obtained by first time-reversing the initial state, next evolving
it backwards in time, and finally reversing it again.
Moreover, let us assume that the state at t = 0 is even with
respect to time reversal:
T |ψ(0)〉 = |ψ(0)〉. (3)
Due to the anti-linearity of T we have
〈ψ(0)|T |φ〉 = 〈ψ(0)|φ〉∗. (4)
for any |φ〉. Then, from Eq. (1), we obtain
T |ψ(t)〉 = |ψ(−t)〉 (5)
and hence
〈ψ(0)|ψ(t)〉 = 〈ψ(0)|ψ(−t)〉∗, (6)
which implies
|〈ψ(0)|ψ(t)〉|2 = |〈ψ(0)|ψ(−t)〉|2 . (7)
In other words, for a system that is T-invariant, the survival
probability of a state that is even with respect to time inversion
must be an even function of time.
A recent experiment by Foroozani et al. [20] that monitored
a quantum system continuously indeed demonstrated this fact.
By selecting quantum trajectories that were consistent with a
final (terminal) condition C, they assembled an exponentially
growing Rabi oscillation signal (Fig. 2 of Ref. [20]). This
is the time-reversed curve of an exponentially decaying Rabi
oscillation, which follows after the condition C was prepared
as an initial condition (Fig. 1 of Ref. [20]).
III. A SIMPLE OPEN QUANTUM SYSTEM
We will consider a tight-binding model consisting of a
quantum dot connected to two semi-infinite leads; see Fig. 1.
A single electron can move throughout the system, hopping
from site to site.
A quantity associated with irreversible behavior is the “sur-
vival” probability, which is the probability that the electron,
when placed at a specific site at t = 0, remains there for t 6= 0.
3Hereafter we will choose this site as d1. In this case, for some
parameters of the system, the survival probability decays al-
most exponentially for t > 0 as t increases. This introduces
an apparent distinction between past and future, namely the
arrow of time, because exponential growth (the opposite of
decay) is not observed unless very special initial conditions
are chosen.
In the remainder of this section we will present the details
of our model. The complete Hamiltonian for the model shown
in Fig. 1 is given by
H ≡
2∑
i=1
εi|di〉〈di| − g (|d1〉〈d2|+ |d2〉〈d1|)
− b
R∑
α=L
∞∑
x=1
(|xα + 1〉〈xα|+ |xα〉〈xα + 1|)
−
R∑
α=L
t2α (|1α〉〈d2|+ |d2〉〈1α|) , (8)
where |di〉 denotes the state for which the electron is at site
di in the dot, |xα〉 denotes the electron being at the xth site
of αth lead (with α = L or R), εi are the chemical potentials
at the sites di, g is the coupling between the sites d1 and d2,
t2α is the coupling between the site d2 and the α
th lead, and
b is the inter-site coupling for both leads. We assume that all
parameters are real. We will also assume that all the states
appearing in the Hamiltonian are even with respect to time-
inversion; hence, we have [H,T ] = 0.
The dispersion relation on either lead is
Ek = −b(eik + e−ik) = −2b cosk, (9)
where −π < k ≤ π is the wave number limited to the first
Brillouin zone. Because the number of degrees of freedom on
the leads is countable infinity, the wave number is limited to
the Brillouin zone and the energy band has an upper bound in
addition to the usual lower bound.
The sites |d1〉 and |d2〉 are mathematically analogous to
excited and ground states, respectively, of a two-level atom,
whereas the leads are analogous to a radiation field that can
be emitted from and absorbed into the atom.
Introducing the states |kα〉 such that 〈xα′ |kα〉 =
δα,α′
√
2 sin(kx), the Hamiltonian is written asH = H0+H1,
where
H0 =
2∑
i=1
εi|di〉〈di| − g (|d1〉〈d2|+ |d2〉〈d1|)
+
R∑
α=L
∫ pi
−pi
dk
2π
Ek|kα〉〈kα|, (10)
H1 = −
R∑
α=L
t2α
∫ pi
−pi
dk
2π
√
2 sin(k) [|d2〉〈kα|+ |kα〉〈d2|] .
(11)
EP
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FIG. 2. The real (blue solid line) and imaginary (orange broken line)
parts of the discrete eigenvalues of the Hamiltonian as functions of
the chemical potential ε1 at site d1. The imaginary part has been
multiplied by 5 for easier visualization. The vertical dotted line in-
dicates the exceptional point (EP), where a pair of anti-bound (real)
eigenvalues in the region left to the EP coalesce to form a resonance-
anti-resonance pair of complex-conjugate eigenvalues in the region
to the right of the EP. The bound-state eigenvalues form the top and
bottom lines. The parameters of the quantum dot are ε2 = 0, and
g = 0.4, all in units of the inter-site coupling of the leads, b, which
we set equal to the couplings between the dot and each of the two
leads: t2L = t2R = b = 1.
The Hamiltonian can then be diagonalized as follows [21, 22]:
H =
∑
n∈bound
|φn〉En〈φn|+
R∑
α=L
∫ pi
−pi
dk
2π
|φkα〉Ek〈φkα|.
(12)
The first summation runs over all bound eigenstates |φn〉 with
eigenvalues En, while |φk〉 denotes the continuum scattering
eigenstates with eigenvalues Ek. The scattering eigenstates
have the following well-known expression:
|φkα〉 = |kα〉+ 1
Ek −H + i0H1|kα〉. (13)
The bound states are residues of the scattering eigenstates at
the eigenvaluesEn.
In addition to the continuous eigenvalues Ek, the Hamilto-
nian has four discrete eigenvalues: two bound-state eigenval-
ues, included in Eq. (12), and either a pair of real eigenval-
ues corresponding to anti-bound states or a pair of complex-
conjugate eigenvalues, corresponding to resonant and anti-
resonant states; for concise reviews of resonant and anti-
resonant states, see Appendix A of the present article as well
as Section II of Ref. [11]. The transition from real to complex
eigenvalues occurs at the exceptional point (EP) as the energy
at site d1 is increased, as exemplified in Fig. 2.
The appearance of two complex eigenvalues makes the
breaking of time-reversal symmetry possible [23], if either
one of the eigenvalues is selected to generate the time evo-
lution. In Section VII we will show that such selection occurs
automatically, although the system remains T-invariant.
4IV. SURVIVAL AMPLITUDE
The survival probability of the ‘excited state’ |d1〉 is given
by P (t) = |A(t)|2, where A(t) is the survival amplitude:
A(t) ≡ 〈d1|e−iHt|d1〉 =
∑
n∈bound
〈d1|φn〉e−iEnt〈φn|d1〉
+
R∑
α=L
∫ pi
−pi
dk
2π
〈d1|φkα〉e−iEkt〈φkα|d1〉, (14)
which follows from Eq. (12). As shown in Appendix B, intro-
ducing the variable λ = eik such that E = −b(λ+ λ−1), we
can express the survival amplitude in the form
A(t) =
∫
C
dλ
2πiλ
(
−λ+ 1
λ
)
eib(λ+
1
λ )t bg
2
h(λ)
1
f(λ)
, (15)
where
f(λ) =
[
−b
(
λ+
1
λ
)
− ε1
]
×
[
−b
(
λ+
1
λ
)
− ε2 + λ
∑
α
t22α
b
]
− g2, (16)
h(λ) ≡ −b
(
λ+
1
λ
)
− ε1, (17)
and the contour C is shown in Fig. 3; we have assumed that
the model is in such a parameter region that f(λ) has a pair of
complex-conjugate roots λR and λAR corresponding to res-
onance and anti-resonance poles, respectively, and two real
roots λB1 and λB2 corresponding to the two bound states,
namely in the region to the right of the EP in Fig. 2. As shown
in Appendix C, the poles of h(λ) do not contribute to the in-
tegral.
When t > 0 in Eq. (15), we can deform the contour C in
Fig. 3 so that we may isolate the contribution from the residue
resonant pole λR as shown in Fig. 4(a):
A(t) = 〈d1|φR〉e−iERt〈φ˜R|d1〉
+
∫
C′
dλ
2πiλ
(
−λ+ 1
λ
)
eib(λ+
1
λ )t bg
2
h(λ)
1
f(λ)
, (18)
The first term is the residue at λR and is written in terms of the
right and left resonant eigenstates of the Hamiltonian, |φR〉
and 〈φ˜R| respectively, which satisfy
H |φR〉 = ER|φR〉, 〈φ˜R|H = 〈φ˜R|ER, (19)
where ER = −b(λR + λR−1) is equal to the complex
resonance energy. These states are normalized such that
〈φ˜R|φR〉 = 1, but they are not in the Hilbert space be-
cause the Hilbert norms 〈φR|φR〉 or 〈φ˜R|φ˜R〉 diverge [6].
It is worth noting that although these states grow exponen-
tially in space representation, the normalization constant giv-
ing 〈φ˜R|φR〉 = 1 can be obtained by adding a convergence
factor, as shown in Appendix D of Ref. [11].
1
−1
C
FIG. 3. The contourC used in Eq. (15). It includes the unit circle and
integrations around the bound-state poles λB1 and λB2. Also shown
are the resonance (λR) and anti-resonance (λAR) poles as well as the
pole at the origin.
Since the energy eigenvalue ER has a negative imaginary
part, the first term in Eq. (18) represents an exponential decay
for t > 0. The anti-resonant eigenstate (associated with the
anti-resonant pole) is the complex conjugate of the resonant
eigenstate as |φAR〉 = |φR〉∗, which, however, does not ex-
plicitly contribute to Eq. (18). The contributions from both the
infinitesimal half circle around the origin and the infinite half
circle in the upper half plane vanish for t > 0 because of the
exponential factor in the integrand, which is indeed the moti-
vation for modifying the contour to C′ in the first place. The
integration on the real axis in Fig. 4 can be evaluated by dif-
ferent approximations, for example the saddle-point approxi-
mation for large t [11] (see also Appendix F) or the short-time
approximation in Section VIII.
When t < 0 in Eq. (15), we are compelled to deform the
contour as shown in Fig. 4(b), because contributions from
both the infinitesimal half circle around the origin and the in-
finite half circle in the lower half plane vanish for t < 0. After
the contour deformation we obtain
A(t) = 〈d1|φAR〉e−iEARt〈φ˜AR|d1〉
+
∫
C′′
dλ
2πiλ
(
−λ+ 1
λ
)
eib(λ+
1
λ )t bg
2
h(λ)
1
f(λ)
. (20)
Now the anti-resonant pole contributes instead of the resonant
pole. Since the energy eigenvalue EAR has a positive imag-
inary part, the first term in Eq. (20) grows exponentially as
negative t increases, approaching the origin. The integration
over the real axis can be evaluated by the same approxima-
tions used for the t > 0 case.
Note that these countour deformations are the most natural
choice for the evaluation of the integral in the respective cases
of t > 0 and t < 0 because we should nullify the essential
singularities at λ = 0 and |λ| = ∞. We will show in Sec-
tion VI by numerically evaluating the integral that the above
arguments indeed give the correct behavior.
5(a)
(b)
FIG. 4. (a) The deformed contour C′ used in Eq. (18) for t > 0. It consists of the real axis going around the origin and the real poles λB1 and
λB2 as well as the infinitely large half circle in the upper half plane. Also shown is the integration around the resonance pole λR, which gives
the first term in the right-hand-side of Eq. (18). (b) The deformed contour C′′ that should be used for t < 0.
V. PREVIOUS APPROACH: BREAKING
TIME-REVERSAL INVARIANCE BY HAND
In this section wewill summarize the previous approach [5–
10] for obtaining irreversible equations, using our model as a
simple example.
The main idea is to isolate terms like the first term in
Eq. (18), which break T-invariance. To do this, we introduce
the projection operators P1 ≡ |d1〉〈d1|, ΠR ≡ |φR〉〈φ˜R| and
ΠˇR = 1−ΠR. Then Eq. (18) may be written as
A(t) = 〈d1|ξR(t)〉+ 〈d1|ξˇR(t)〉, (21)
where the states
|ξR(t)〉 = P1ΠRe−iERt|d1〉, (22)
|ξˇR(t)〉 = P1ΠˇRe−iHt|d1〉 (23)
correspond to the first and second terms in Eq. (18), respec-
tively.
The state |ξR(t)〉 breaks the T-invariance because by apply-
ing T 2 = 1 to it and using the antisymmetry of T we obtain
|ξR(t)〉 = TeiE
∗
RtTP1ΠR|d1〉 6= TeiERtTP1ΠR|d1〉, (24)
which violates Eq. (2). The reason is that the generator of
motion in Eq. (22) is not the Hamiltonian; it is ER, which is
complex and no longer commutes with the T operator.
However, the complete time evolution is T-invariant, be-
cause it is generated by the Hamiltonian. This means that the
second term in Eq. (18) must also break the T-invariance in
such a way that the complete quantity satisfies T-invariance.
The state |ξR(t)〉 makes physical sense when t > 0. As
shown in Fig. 5, it becomes unphysical for t < 0, however, be-
cause the projected component of the survival probability then
grows exponentially, unbounded, as t becomes more negative.
To avoid this, for t < 0 we have to extract the residue at the
3
2
1.0−1.0 0.5−0.5 0.0
1
FIG. 5. Solid line: the resonance component of the survival proba-
bility PR(t) = |〈d1|ξR(t)〉|2. Dashed line: the anti-resonance com-
ponent for t < 0.
anti-resonance pole λAR instead of λR. Doing this will lead
to exponential decay towards the past as t becomes more neg-
ative. Alternatively, we can say that in this case the condition
at t = 0 is a final condition (rather than an initial condition)
and for t < 0 the survival amplitude grows exponentially as it
approaches the terminal condition at t = 0. In order for it not
to grow unbounded when t becomes positive, we must switch
the pole that we isolate from the anti-resonant pole λAR to the
resonant pole λR at t = 0.
Thus, in summary, the survival amplitude may be decom-
posed as a sum of terms that break T-invariance individually
but added together are T-invariant as is shown in Eq. (21).
To obtain the proper direction of the growth and the decay,
we picked up a pole “by hand.” If the system has more than
one pair of complex-conjugate eigenvalues, it becomes some-
what arbitrary which poles we pick; the separation of irre-
versible components is in general not unique. Moreover, the
irreversible components can become unphysical. An exam-
6ple of this is the ΠR component of the initial state becoming
unphysical for t < 0.
In the following section we will present our new formula-
tion, which relies on a T-symmetric decomposition, yet never-
theless reveals the emergence of irreversible behavior.
VI. PRESENT APPROACH: THE T-SYMMETRIC
FORMULATION
We will express the survival amplitude of the ‘excited state’
|d1〉 using the result of the quadratic-eigenvalue-problem
(QEP) formalism discussed in Ref. [11]. As shown in
Ref. [11], the survival amplitude (14) is also expanded in the
form
A(t) =
2N∑
n=1
〈d1|χn(t)〉 (25)
with
|χn(t)〉 = 1
2πi
∫
C
dλ
(
−λ+ 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
× |ψn〉 λn
λ− λn 〈ψ˜n|d1〉. (26)
Note that N = 2 in the present case, which is the number of
sites of the dot in the gray area of Fig. 1.
The integration contour C is shown in Fig. 3. The summa-
tion over n includes resonant, anti-resonant, and bound eigen-
states of the Hamiltonian. The states |ψn〉 and 〈ψ˜n| are the
corresponding right and left eigenstates of the Hamiltonian
with eigenvalues En = −b(λn + λn−1). They have a differ-
ent normalization than the eigenstates |φn〉 used in Section IV
as in
|φn〉 = (1− λ2n)1/2|ψn〉. (27)
For the present model, Eq. (25) can also be obtained from
Eq. (15) using a partial-fraction expansion of the integrand;
see Appendix C. Note, however, the essential difference be-
tween the expressions (14) and (25). The former (Eq. (14)) is
expanded in terms of the well-known complete set that con-
sists of the bound states and the scattering states, in other
words, all states on the first Riemann sheet [21, 22]. We
expanded the latter (Eq. (25)) in terms of our new complete
set which consists of all point spectra on the first and second
Riemann sheets, namely the bound, anti-bound, resonant and
anti-resonant states [11].
Instead of separating the pole contributions in the integral
over λ, we will simply evaluate the integral over λ for each
component of the summation in Eq. (25), individually. The
eigenstate components such as 〈d1|ψn〉 can be calculated us-
ing the method given in Section VII, Eq. (74) of Ref. [11].
Figure 6 shows the numerically evaluated contributions
|〈d1|χn(t)〉|2 to the survival probability corresponding to the
resonant, anti-resonant and bound eigenstates. It is seen that
separately, the resonant and anti-resonant contributions are
not even functions of time; we will show that they violate con-
dition (5) for T-invariance. However, taken as a whole the sum
|〈d1|χR(t)〉+ 〈d1|χAR(t)〉|2 adds up to a T-invariant evolu-
tion and produce an even function of time.
We remark that in contrast to the isolated resonant pole
contribution discussed in Section V, the curve of the reso-
nant contribution in Fig. 6 does not have an unbounded ex-
ponential growth for t < 0; compare Fig. 7(a) with Fig. 5.
Similarly, the curve of the anti-resonant contribution does not
grow exponentially for t > 0. Furthermore, the resonant or
anti-resonant components are free from any unbounded expo-
nential growth in the position representation [11, 16], whereas
the non-Hilbertian states |φR〉 of 〈φ˜R| diverge exponentially
in position representation; see Fig. 7(b). We stress that the
present decomposition (25) produces the automatic switch-
ing around t = 0 from the anti-resonant contribution that
grows for negative time to the resonant contribution that de-
cays for positive time; we do not switch them by hand. An-
other marked difference from the approach in Section V is the
fact that the anti-resonant contribution does not suddenly give
way to the resonant contribution; this will be the central topic
of Section VIII.
To formulate the breaking of T-invariance for the individual
components of Eq. (25), we consider the effect that the time-
reversal operator has on each component (26). Applying T to
these states takes the complex conjugate of all constants. Tak-
ing the complex conjugate of λ changes λ→ λ−1 around the
unit circle, whereas λ remains unchanged on the infinitesimal
circles around the bound-state poles. We can bring λ back to
its initial form by making the change of variables λ → λ−1.
Then we have
T |χn(t)〉 = 1
2πi
∫
C
dλ
(
−λ+ 1
λ
)
exp
[
−ib
(
λ+
1
λ
)
t
]
× |ψn〉∗ λ
∗
n
λ− λ∗n
〈ψ˜n|d1〉∗. (28)
Here the resonant and anti-resonant states, |ψR〉 and |ψAR〉 =
|ψR〉∗, are complex, while the bound-state components are
real. Therefore we have
T |χR(t)〉 = |χAR(−t)〉,
T |χAR(t)〉 = |χR(−t)〉,
T |χB(t)〉 = |χB(−t)〉, (29)
where B represents a bound state. We see that due to com-
plex conjugation, the resonant and anti-resonant states break
T-invariance, while the bound states do not (compare Eq. (29)
with Eq. (5)). However, the summation of resonant and anti-
resonant components satisfies T-invariance:
T (|χR(t) + |χAR(t)〉) = (|χR(−t) + |χAR(−t)) . (30)
So far, we have considered the decay of the ‘excited state,’
choosing |d1〉 as the initial state, but we can also consider an
initial state of the form
|ψθ(0)〉 = 1√
2
(|d1〉+ eiθ|d2〉) , (31)
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FIG. 6. (a) Contributions to the total survival probability |A(t)|2
of the ‘excited state’ (red line with the highest peak) corresponding
to: the resonant state |〈d1|χR(t)〉|2 (blue line with a lower peak on
the right); the anti-resonant state |〈d1|χAR(t)〉|2 (yellow line with
a lower peak on the left) and bound states |〈d1|χB(t)〉|2 (green line
almost indistinguishable from the horizontal axis). We here plot as
the contributions the square modulus of each component, which do
not add up to the plotted total survival probability. The parameters
are b = 1, ε1 = 0.2, ε2 = 0, g = 0.4, and t2L = t2R = 1. Sim-
ilarly, the probability |〈d1|ψθ(t)〉|2 with |ψθ(0)〉 given by Eq. (31),
(b) for θ = 0 and (c) for θ = pi/2. For θ = pi/2 the resonant and
anti-resonant components of the state |ψθ(0)〉 have different weights.
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FIG. 7. (a) The resonant component of the survival probability,
|〈d1|χR(t)〉|2 (solid line) compared to the non-Hilbert state com-
ponent |〈d1|φR(t)〉|2 (dashed line). The parameters are the same as
in Fig. 6. (b) The resonant component |〈x|χR(t)〉|2 (solid line) com-
pared to the non-Hilbert state component |〈x|φR(t)〉|2 (dashed line)
in the position representation. This figure is similar to Fig. 7.11 in
Ref. [16] or Fig. 2 in Ref. [10], although the latter two display the
complete probability density in space representation rather than the
resonance component alone.
which is generally not even with respect to time-inversion.
Under the time reversal we have
〈d1|T |ψθ(t)〉 = 〈d1|Te−iHt|ψθ(0)〉 = 〈d1|ψ−θ(−t)〉 (32)
Thus, from Eq. (6) we obtain
〈d1|ψ−θ(−t)〉 = 〈d1|ψθ(t)〉∗, (33)
which means that the probability |〈d1|ψθ(t)〉|2 is no longer
an even function of time, unless θ = 0 or θ = π. This is
demonstrated in Fig. 6 (b) and (c).
The components of |ψθ(t)〉,
|χn(t, θ)〉 = 1
2πi
∫
C
dλ
(
−λ+ 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
× |ψn〉 λn
λ− λn 〈ψ˜n|ψθ〉, (34)
satisfy
〈d1|χR(t, θ)〉 = 〈d1|χAR(−t,−θ)〉∗ (35)
and
〈d1|χB(t, θ)〉 = 〈d1|χB(−t,−θ)〉∗, (36)
8which shows that the bound-state components and the sum of
resonance and anti-resonance components of the probability
are even functions of time only if θ = 0 or θ = π.
VII. AUTOMATIC BREAKING OF
RESONANCE-ANTIRESONANCE SYMMETRY
Despite the symmetry of the survival probability around
t = 0 in Fig. 6(a), we can still say that the exponential de-
cay process has an irreversible nature; starting at the dot d1
at t = 0, for t > 0 the electron enters the infinite wire and
never comes back. (The same could be phrased for t < 0 but
in this context we usually do not say that an electron moves
backward in time.)
In the following, we will argue that this irreversible nature
emerges as a breaking of the resonance-antiresonance sym-
metry that exists in the initial state, which we assume is in-
variant under time inversion, namely T |ψ(0)〉 = |ψ(0)〉. As a
result of this invariance, the resonant and anti-resonant com-
ponents of the survival amplitude have equal magnitudes at
t = 0. For example, when the initial state is |d1〉 we have
〈d1|χR(0)〉 = 〈d1|χAR(0)〉∗. The initial state thus has a
resonance-antiresonance symmetry.
However, this symmetry is automatically broken by time
evolution, as seen in Fig. 6(a). The figure shows that for t > 0
the anti-resonant component is significantly suppressed after
a time t0. Figure 6(a) also shows that, as the anti-resonance
component becomes negligible for t > 0, the whole survival
probability (red line with the highest peak) approaches the
contribution due to the resonant component alone (blue line
with a lower peak on the right), which breaks T-invariance by
itself. In this way the complete time evolutionmimics the time
evolution of the strictly irreversible resonant component.
Note that in the example that we are considering there are
no other resonance/anti-resonance pairs and, moreover, the
bound states give a negligible contribution. For more com-
plicated systems, there can be more than one resonance/anti-
resonance pair; the breaking of resonance-antiresonance sym-
metry would then manifest itself within each pair, as the time
evolution alone would suppress one component of the pair rel-
ative to the other component. The bound-state contributions
(even if they are not negligible) are only trivially affected by
the T operator, since they satisfy T-invariance by themselves,
i.e., 〈d1|χB(t)〉 = 〈d1|χB(−t, )〉∗.
To quantify the extent of resonance-antiresonance symme-
try breaking, we consider the ratio of the resonant-state contri-
bution to the anti-resonant state contribution within the pair:
r =
∣∣∣∣ 〈d1|χR(t)〉〈d1|χAR(t)〉
∣∣∣∣
2
=
∣∣∣∣ 〈d1|χR(t)〉〈d1|χR(−t)〉
∣∣∣∣
2
. (37)
If the resonance-antiresonance symmetry were completely
broken, then r would be∞ for t > 0 and 0 for t < 0.
Note that at t = 0 we have r = 1; this reflects the in-
variance of the state |d1〉 with respect to time reversal. How-
ever, as t increases the ratio quickly jumps from r = 1 at
t = 0 to a large value, as shown in Fig. 8(a), meaning that
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FIG. 8. (a) The ratio r of the resonant component of the survival
probability to the anti-resonant component in a semi-logarithmic
scale. The parameters are the same as in Fig. 6. (b) The same in
a longer time scale. (c) The ratio with ε1 changed to −2.347528,
when the pair of resonant and anti-resonant poles are near an ex-
ceptional point. The rapid oscillations seen in all the figures have a
period inversely proportional to the band-edge energies with |E| = 2
(see Eq. (F2)).
the resonant-state contribution becomes much larger than the
anti-resonant contribution. This jump in r occurs around the
time t = t0 ≃ 1, which we will relate to the system parame-
ters in Section VIII. Conversely, the anti-resonant contribution
dominates for t < −t0. For both positive or negative times,
the larger |log r| is, the more the time evolution approaches a
complete breaking of resonance-antiresonance symmetry. We
stress again that since the time evolution alone suppresses the
9anti-resonances for t > t0 (and the resonances for t < −t0),
we do not have to isolate the resonance or anti-resonance con-
tributions by hand. This happens automatically.
We remark that for very long time the regime of exponential
decay is known to be replaced by the “long-time regime” of
an inverse power-law decay [24]. Indeed, the ratio (37) settles
back to unity as shown in Fig. 8(b), which indicates that the
irreversible behavior disappears at very long-time scales. This
is proved in Appendix F.
Another remark is that if the chemical potentials εi of
the impurity are adjusted, the pair of the resonant and anti-
resonant eigenvalues (in the region right of the EP in Fig. 2)
can approach the exceptional point (EP), where these eigen-
values converge into a single real energy and subsequently
split into two anti-bound real eigenvalues [23] (in the region
left of the EP in Fig. 2), which satisfy T-invariance individ-
ually. As shown in Fig. 8(c), when the resonance and anti-
resonance pair is near the EP, the change of the ratio r is much
less dramatic than in Fig. 8(a). The time evolution then hardly
has irreversible nature, because both the resonant and anti-
resonant components have significant weight throughout the
whole time evolution.
When there are no resonant and anti-resonant pairs, only
bound and anti-bound states (i.e., to the left of the EP in
Fig. 2), then there is no breaking of resonance-antiresonance
symmetry to speak of; the system has no irreversible behavior
then.
VIII. TIME SCALE FOR THE BREAKING OF
RESONANCE-ANTIRESONANCE SYMMETRY
In Fig. 6(a), it is seen that the resonant-state contribution
to the survival amplitude does not jump discontinuously at
t = 0; instead it is a continuous function of time: it increases
gradually starting at a negative time−t0, then it reaches a peak
after t = 0 and eventually decays exponentially. Similarly, the
antiresonance-state contribution does not suddendly disappear
for positive times; instead, it leaks into the postive-time region
and becomes negligible after the positive time t0. The time
range [−t0, t0] is a time region during which the resonance-
antiresonance is unbroken; outside of this range the symmetry
is broken. In the following, we will estimate the magnitude of
the time t0, which will turn out to be close to the Zeno time
(note that our present model does not include monitoring; the
connection with the Zeno time will be done based on the con-
ditions that the unmeasured survivival probability must meet
for the Zeno effect to occur).
In Appendix D we derive the following analytic expression
for the resonant component of the survival amplitude:
AR(t) = 〈d1|χR(t)〉 = 〈d1|ψR〉〈ψ˜R|d1〉
× e−iERt
[
1− iλR
∫ t
0
dt′ eiERt
′ J1(2bt
′)
t′
]
, (38)
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FIG. 9. Solid line: exact contribution of the resonant state to the
survival probability. Dashed line: approximation valid for short time.
Parameters are b = 1, ε1 = 0.2, ε2 = 0, g = 0.4, t2L = t2R = 1.
For these parameters we have ER = 0.199675− 0.0803343i, λR =
−0.103865 + 1.03599 i and |λR| = 1.04118.
which can also be written as
AR(t) = 〈d1|φR〉〈φ˜R|d1〉
× e−iERt
[
1 +
iλR
1− λ2R
∫ ∞
t
dt′ eiERt
′ J1(2bt
′)
t′
]
; (39)
see Appendix E. The former expression (38) is useful to cal-
culate the short-time evolution, whereas the latter (39) is use-
ful for long times. We remark that the first term in brackets in
Eq. (39) gives the resonant eigenstate projectionΠR discussed
in Section V.
Hereafter we will only use Eq. (38). We will estimate the
time it takes for the time-evolved state |d1〉 to approach the
irreversible evolution due to the resonant state alone. We start
with the following short-time approximation: J1(2bt) ≈ bt.
The resonant component of the survival probability is then
given by
PR(t) = |AR(t)|2
≈
∣∣∣∣〈d1|ψR〉〈ψ˜R|d1〉e−iERt
[
1− bλR
ER
(
eiERt − 1)]∣∣∣∣
2
.
(40)
Figure 9 shows a numerical plot of the resonant-state con-
tribution to the survival probability as a function of time. The
solid line is the exact expression, while the dashed line shows
the short-time approximation, Eq. (40). It is seen that the
short-time approximation is close to zero for a negative time
−t0. For times earlier than−t0, the exact probability PR(t) is
approximately zero and the anti-resonance contribution dom-
inates (see Fig. 6). Conversely, for times larger than +t0, the
anti-resonance contribution vanishes, and the resonance con-
tribution dominates. Therefore the time t0 gives the time scale
of breaking of resonance-antiresonance symmetry.
To find −t0 we will assume that the imaginary part of the
resonance energy is much smaller than its real part:
|ImER| ≪ |ReER| . (41)
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In this case, and assuming |ER| < 2b, we have |λR| ≈ 1,
which is true for the parameters used in Fig. 9.
Under the assumption (41), we set Eq. (40) equal to zero to
arrive at
−t0 = 2 log(λR)− πi−iER . (42)
This expression is approximately real because the energy
ER is approximately real and log(λR) is approximately pure
imaginary. Note that as long as (41) is satisfied, t0 is indepen-
dent of ImER.
It is interesting to compare t0 with the “Zeno time” tZ dis-
cussed in Ref. [25]. This time is given by tZ = 1/E, whereE
is the unperturbed energy of the excited state. It is of the same
order of magnitude as t0 ∼ 1/ER in Eq. (42). The time tZ
marks a transition from early non-exponential decay (t . tZ )
to exponential decay (t & tZ ). It is called the Zeno time due to
the following connection with the quantum Zeno effect [26]:
The Zeno effect occurs when, shortly after the excited state
is prepared at t = 0, an experimenter performs repeated mea-
surements at times∆t, 2∆t, 3∆t, etc., to test whether the state
is still excited. If ∆t is short enough, so that for |t| < ∆t the
survival probability is parabolic, then the repeated measure-
ments “freeze” the survival probability and prevent it from
decaying. The time tZ is generally much larger than ∆t, so
that tZ gives an upper bound for∆t; it gives a time boundary
beyond which there can be no Zeno effect.
Besides the relation t0 ∼ tZ , there is also the following
connection between resonance-antriresonance symmetry and
the Zeno effect: the latter can only occur if the time deriva-
tive of the unmeasured survival probability vanishes at t = 0.
In terms of our analysis, this occurs due to the cancellation
of resonance and antisonance terms that are linear in time.
This cancellation is visualized in Fig. 6(a), where the reso-
nance and anti-resonance curves have opposite slopes around
t = 0 while they have about the same magnitude. The Zeno
effect then is associated with the existence of an unbroken
resonance-antiresonance symmetry. Once the symmetry is
broken, the excited state can no longer be frozen by repeated
measurements.
We have considered the case in which there is only one pair
of resonance and anti-resonance. If there is more than one
pair, each pair will have its own time t0. We could then con-
sider the ratio of the sum of all the resonance contributions to
the sum of all the antiresonance contributions, as a measure
of the overall resonance-antiresonance symmetry. This sym-
metry would be broken after the largest time t0, among all the
pairs.
We remark that when a resonance is close to a band-edge
or to an exceptional point, the non-exponential decay is en-
hanced [24, 27–29]. For example, the enhancement due to the
band edges (when ER → ±2 or λR → ±1) can be seen in
Eqs. (39) and (F3) as well as Eq. (119) of Ref. [11]. Figure
8(c) shows that, when the resonance is close to the excep-
tional point, it never dominates over the anti-resonance; there
is never a regime of exponential decay in the survival proba-
bility.
In these cases, the anti-resonant component is no longer
negligible as compared to the resonant component after the
short time scale given by tZ = 1/|ER|. The time tZ then
only gives an upper bound of validity of the short-time ap-
proximation in Eq. (40).
IX. EXTENSION TO A SPATIALLY-CONTINUOUS
MODEL
The results presented so far were based on a model with dis-
crete space. For models with continuous space, time-reversal
symmetric expansions in terms of discrete eigenstates of the
Hamiltonian have been studied in Refs. [12–19]. In these
studies, the Hamiltonian has a scattering potential with com-
pact support. Here we will show that our results for the
tight-binding models can be directly extended to models with
a discrete state coupled to a continuous space, such as the
Friedrichs model [30] discussed in Ref. [31], with Hamilto-
nian
H = ω1|1〉〈1|+
∑
k
ωk|k〉〈k|
+
∑
k
(Vk|1〉〈k|+ V ∗k |k〉〈1|) , (43)
where−∞ < k <∞,
ωk = |k|, (44)
and
Vk = g
√
2π
L
√
βωk
ωk + β
. (45)
The survival amplitudeA(t) = 〈1|e−iHt|1〉may be expressed
as
A(t) =
∑
n∈bound
〈1|φn〉e−iEnt〈φn|1〉+Acut(t), (46)
where the first term on the right-hand side is the contribution
from the bound eigenstates of the Hamiltonian (with eigen-
values En) and the second term is the contribution from the
scattering eigenstates, expressed as
Acut(t) =
1
2πi
∫
C
〈1| 1
E −H |1〉e
−iEtdE. (47)
Here C is the contour shown in Fig. 10; it surrounds the
branch cut of the Green’s function on the complex-energy
plane. The Green’s function for real E is given by (see Ap-
pendix G)
〈1| 1
E −H ± i0 |1〉 =
(
E − ω1 + 2πg2β ± i
√
βE
β + E
)−1
,
(48)
where we use the + sign for the part of the contour C just
above the real axis and the − sign for the part just below. We
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FIG. 10. The contour C in Eq. (47). The branch cut of
√
E lies on
the positive real axis, on which also lies the scattering continuum.
Bound states can exist on the negative real axis.
rearrange the Green’s function as follows:
〈1| 1
E −H ± i0 |1〉
=
β + E
(E − ω1)(β + E) + 2πg2(β ± i
√
βE)
=
(β + E)
(
(E − ω1)(β + E) + 2πg2(β ∓ i
√
βE)
)
((E − ω1)(β + E) + 2πg2β)2 + (2πg2)2βE
,
(49)
where in the last line we multiplied and divided the fraction by
the complex conjugate of the denominator. Inserting this ex-
pression into Eq. (47) we note that the real part of the Green’s
function cancels when we integrate along the contour C; thus
only the imaginary part remains and we obtain
Acut(t)
=
∫ ∞
0
2g2(E + β)
√
βEe−iEt
[(E + β)(E − ω1) + 2g2πβ]2 + (2g2π)2βE
dE.
(50)
Even though the denominator is a quartic polynomial, one of
its roots, E = −β, is not a pole because the numerator van-
ishes at this point. Therefore there are only three poles, corre-
sponding to a bound-state energy EB , a resonanceER and an
anti-resonance EAR = E
∗
R. Using a partial-fraction expan-
sion we have
Acut(t) =
∫ ∞
0
√
βEe−iEt
×
(
WB
E − EB +
WR
E − ER +
WAR
E − EAR
)
dE, (51)
where WAR = W
∗
R. The same expansion has been used in
Ref. [31] to study the anti-Zeno effect. Equation (51) is anal-
ogous to the expansion (25); we can write it as Acut(t) =∑
nAn(t), where
An(t) =
∫ ∞
0
√
βEe−iEt
Wn
E − En dE. (52)
Consequently, just as we did with the discrete lattice model,
we can decompose the survival amplitude into compo-
nents that describe the self-generated breaking of resonance-
antiresonance symmetry; see Fig. 11.
We can also estimate the time scale for the breaking of
resonance-antiresonace symmetry, as follows. The integral in
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FIG. 11. Survival probability |A(t)|2 for the Friedrichs model
(solid line); resonant-state contribution |AR(t)|2 (dashed line) and
antiresonant-state contribution |AAR(t)|2 (dotted line), with the am-
plitudes An(t) given in Eq. (52). The bound-state contribution
|AB(t)|2 can be barely seen as a small peak around t = 0; it is
an even function of time. The sum of resonant and anti-resonant
contributions form an even function of time, but individually they
break T-invariance. The parameters used are β = 0.5 and g = 0.1.
For these parameters the resonance energy is ER = 0.98 − 0.030i.
The time scale for the breaking of resonance-antiresonance symme-
try discussed in the text is 1/|ER| = 1.02
Eq. (52) can be expressed in terms of the complementary error
function [31]:
An(t) =Wn
√
β
[√
π
it
− πi
√
Ene
−itEnerfc
(
i
√
iEnt
)]
.
(53)
For t < 0 and −t ≫ 1/|ER| we can use an asymptotic ex-
pansion of the complementary error function to obtain for the
resonance contribution
AR(t) =WR
√
πβEn
−i
2
(
i
√
iERt
)3
[
1 +O
(
1
ERt
)]
,
(54)
which vanishes as (ERt)
−3/2 for −t ≫ 1/|ER|. Note that
this is not the long-time inverse power decay (e.g., Eq. (F6)),
which occurs for positive times that are much larger than the
lifetime of the resonant state.
Similarly, the anti-resonant contribution vanishes for t ≫
1/|ER|. Therefore 1/|ER| gives the time scale for the break-
ing of resonance-antiresonance symmetry. As we discussed
in Section VIII, we may call this time scale the “Zeno time”
because the Zeno effect occurs within this time scale.
X. CONCLUDING REMARKS
In this paper we have described exponential decay in simple
open quantum systems, using the T-symmetric expansion in
Eqs. (25) and (51). These expansions include both resonance
and antiresonance components in a symmetric way. Starting
with these expansions, we did the following:
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1. We showed that time-evolution breaks, by itself, the
symmetry of the resonance and antiresonance compo-
nents of a time-reversal invariant initial state. When
this symmetry is broken, the time evolution closely
matches the irreversible evolution of the isolated re-
maining component (resonant-state component for t >
0 or antiresonant-state component for t < 0).
2. We introduced a parameter (r) that quantifies the degree
of resonance-antiresonance symmetry breaking in the
evolving quantum state. This symmetry is effectively
broken when | log r| ≫ 1.
3. We estimated the time that it takes for the breaking of
resonance-antiresonance symmetry to occur, shortly af-
ter t = 0. This time is approximately tZ ∼ 1/ER,
where ER is the real energy of the resonanant state; it
coincides with the Zeno time of Ref. [25], during which
the decay is non-exponential and during which the Zeno
effect may occur if repeated measurements are done on
the excited state.
4. We showed that for very long times, when the time evo-
lution is non-exponential, the resonance-antiresonance
symmetry is restored.
If we associate the quantum-mechanical arrow of time with
the resonance-antiresonance broken symmetry, our results in-
dicate that the arrow of time appears spontaneously in quan-
tum mechanics even if the initial condition is time-reversal in-
variant. For a decaying state, the arrow of time appears during
the time range when the survival probability decays exponen-
tially. Outside of this range the arrow of time disappears.
In general, the T-symmetric expansion is easier to compute
than the expansion in terms of scattering states (Eqs. (14)
and (15)), because in the former expansion, the scattering
eigenstates are decomposed into simpler terms. In some cases
it may be advantageous to break T-symmetry by hand; this
means deforming the integration contour as in Eq. (18) to ex-
plicitly isolate the residue at complex poles of the Hamilto-
nian [32]. This would be a good approximation when the con-
tributions from the left-out poles may be neglected. In gen-
eral, however, the T-symmetric expansion has the advantage
that it associates each pole with a specific contribution to the
time-evolving state and allows us to see how each contribution
evolves separately. Moreover, the T-symmetric expansion is
free from unbounded, exponentially growing terms.
The formulation discussed here can be extended to more
complex quantum dots and more leads, as described in
Ref. [11]. We will have N > 2 in Eq. (25), in general, and
there will be more complex-conjugate pairs of poles. Each
pair will have its own time scale for its breaking of resonance-
antiresonance symmetry.
It would be interesting to extend the present formulation to
the Liouville equation for density matrices [11]. For the lat-
ter, we may be able to identify time scales for the emergence
of the second law of thermodynamics, which presumably oc-
curs as the symmetry of resonance-antiresonance pairs is bro-
ken by time evolution. The consideration of density matrices
will also lead to the question of irreversibility in quantum-
measurement processes.
Appendix A: A review of resonant and anti-resonant states
We here present a brief review of the present knowledge
about resonant and anti-resonant states. See also Section II of
Ref. [11].
For the moment, we consider the standard one-body one-
dimensional Schro¨dinger equation(
− d
2
dx2
+ V (x)
)
ψ(x) = Eψ(x), (A1)
since it is presumably more familiar to general readers. (We
have put ~2/(2m) to unity for brevity.) In Eq. (A1), we as-
sume that V (x) is a real potential with a compact support:
V (x) = 0 for |x| > L. The dispersion relation for |x| > L is
given by
E = k2. (A2)
The Schro¨dinger equation (A1) generally has the eigen-
values and the eigenfunctions listed in Table I and schemat-
ically shown in Fig. 12. The standard expansion of the unity
and other quantities, such as Eq. (14) (which is for the tight-
binding model), uses all states in the first Riemann sheet but
no states in the second. In contrast, the new expansion given
in Refs. [11, 13, 16–18], such as Eq. (25) (which is again for
the tight-binding model), uses all discrete states but no con-
tinuum states.
The scattering states are defined under the boundary condi-
tion
ψ(x) =
{
Aeikx +Be−ikx for x < −L,
Ceikx +De−ikx for x > +L,
(A3)
with the flux conservation |A|2−|B|2 = |C|2−|D|2, because
of which the wave number k is real and the eigenvalue given
by Eq. (A2) is real positive. All discrete states, on the other
hand, are defined under the Siegert boundary condition [16,
32–46]:
ψ(x) ∼ eik|x| for |x| > L. (A4)
This definition is indeed equivalent to the textbook definition
of the resonant states as the poles of the S matrix [47]. It in-
cludes a bound state as the case in which k is a pure imaginary
number with the positive imaginary part.
The other discrete states, namely the resonant, anti-
resonant, and anti-bound states, all have negative imaginary
part, and hence their eigenfunctions diverge in the limit |x| →
∞. Because of this divergence, these states are often called
unphysical and perhaps viewed skeptically, but it has been
proved [46, 48] that the resonant states maintain the proba-
bility interpretation; by incorporating the time-dependent part
as in
Ψ(x, t) = ψ(x)e−iEt, (A5)
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FIG. 12. A schematic view of all possible eigenstates of the Schro¨dinger equation (A1). See Table I for the precise attributes.
TABLE I. All possible types of the eigenstates of the Schro¨dinger equation (A1). By “continuum” eigenvalue, we mean a continuous spectrum,
while by “discrete” eigenvalues, we mean point spectra. See Fig. 12 for a schematic view.
eigenfunction eigenvalue in the k space in the E space Riemann sheet
scattering state continuum real axis positive real axis first
bound state discrete positive imaginary axis negative real axis first
resonant state discrete the fourth quadrant lower half plane second
anti-resonant state discrete the third quadrant upper half plane second
anti-bound state discrete negative imaginary axis negative real axis second
we indeed realize that the spatial divergence is canceled out
by the temporal decay due to the negative imaginary part of
the energy eigenvalue. From the point of view of the Lan-
dauer formula [49, 50], the spatial divergence indicates the
situation that the particle baths at the ends of the semi-infinite
leads contain macroscopic numbers of the particles while the
quantum scatterer in the middle contains only a microscopic
number.
Appendix B: Derivation of the expression (15) of the
resonant-state component of the survival amplitude
In this appendix we derive Eq. (15). The matrix elements
of the eigenstates of the Hamiltonian appearing in Eq. (14) are
given by [51]
〈d1|φkα〉 = 〈d1| 1
Ek −H + i0H1|kα〉
= −
√
2t2α sin(k)〈d1| 1
Ek −H + i0 |d2〉 (B1)
for −π < k ≤ π, where the matrix element of the Green’s
function is
〈d1| 1
Ek −H + i0 |d2〉
=
−g
(Ek − εd1)(Ek − εd2 + eik
∑
α t
2
2α/b)− g2
. (B2)
Equation (B1) is then expressed in terms of λ = eik as
〈d1|φkα〉 = −igt2α√
2
λ− 1λ
f(λ)
(B3)
with f(λ) given in Eq. (16). Its absolute value squared is
|〈d1|φkα〉|2 = g
2t22α
2
∣∣∣∣λ− λ−1f(λ)
∣∣∣∣
2
=
g2t22α
2
(
λ− 1λ
)2
f(λ−1)− f(λ)
(
1
f(λ)
− 1
f(λ−1)
)
(B4)
because λ∗ = λ−1 for real k, and hence f(λ)∗ = f(λ−1). In
this expression, f(λ−1)− f(λ) simplifies to
f(λ−1)− f(λ) = −h(λ)
∑
α
t22α
b
(
λ− 1
λ
)
, (B5)
where h(λ) = h(λ−1) is given in Eq. (17). The survival am-
plitude in Eq. (14) then takes the form
A(t) =
∑
n∈bound
〈d1|φn〉e−iEnt〈φn|d1〉
− 1
2πi
∫
O
dλ
λ
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
× bg
2
2h(λ)
[
1
f(λ)
− 1
f(λ−1)
]
, (B6)
where the integration contour O is the counterclockwise unit
circle on the λ complex plane. Changing variables from λ to
λ−1 for the term with f(λ−1), we have
A(t) =
∑
n∈bound
〈d1|φn〉e−iEnt〈φn|d1〉
−
∫
O
dλ
2πiλ
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
bg2
h(λ)
1
f(λ)
.
(B7)
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The function f(λ) in Eq. (16) can be written as
f(λ) =
b2
λ2
P4(λ), (B8)
where P4(λ) is a fourth-order polynomial,
P4(λ) =
4∏
n=1
(λ− λn), (B9)
which has four roots λn corresponding to two bound-state
eigenvalues and a resonant-antiresonant pair of complex-
conjugate eigenvalues of the Hamiltonian, for the parameters
of Fig. 6.
The bound-state terms in Eq. (B7) are residues of the inte-
gral over λ at the bound-state eigenvalues, so that they can be
included in the integral over λ by adding counterclockwise in-
tegrations around these eigenvalues. This gives the final result
in Eq. (15).
Appendix C: Proof of expression (25) of the survival amplitude
In Eq. (B6), the function h(λ) in Eq. (17) is proportional to
a second-order polynomial as
h(λ) = − b
λ
(λ− λ0)(λ− λ−10 ), (C1)
where
λ0 =
1
2
(
−ε1
b
+
√
ε12
b2
− 4
)
. (C2)
Using a partial-fraction expansion we have
1
h(λ)f(λ)
=
λ3
b3(λ− λ0)(λ− λ−10 )
∏4
n=1(λ − λn)
=
4∑
n=1
Wn
λ− λn +
W0
λ− λ0 +
W0¯
λ− λ−10
, (C3)
where the coefficients are given by
Wn = lim
λ→λn
λ− λn
h(λn)f(λ)
, (C4)
W0 = lim
λ→λ0
λ− λ0
h(λ)f(λ0)
=
λ0
b
1
λ0 − λ−10
1
f(λ0)
, (C5)
W0¯ = lim
λ→λ−1
0
λ− λ−10
h(λ)f(λ−10 )
=
λ−10
b
1
λ−10 − λ0
1
f(λ−10 )
= −λ−20 W0, (C6)
and in the last line we used
f(λ−10 ) = f(λ0), (C7)
which follows from the fact that when h(λ) = 0, i.e., when
λ = λ0 or λ = λ
−1
0 , we have f(λ) = f(λ
−1) = −g2 in
Eq. (16).
In Eq. (B6) we can write
1
h(λ)
[
1
f(λ)
− 1
f(λ−1)
]
=
1
h(λ)f(λ)
− 1
h(λ−1)f(λ−1)
(C8)
since h(λ) = h(λ−1). Introducing the partial-fraction expan-
sion, Eq. (C3), into Eq. (C8) we have
1
h(λ)f(λ)
− 1
h(λ−1)f(λ−1)
=
4∑
n=1
(
Wn
λ− λn −
Wn
λ−1 − λn
)
+
W0
λ− λ0 +
W0¯
λ− λ−10
− W0
λ−1 − λ0 −
W0¯
λ−1 − λ−10
. (C9)
The second line in Eq. (C9) can be shown to vanish identically
forW0¯ = −λ−20 W0. Hence, the terms involvingW0 andW0¯
cancel, and Eq. (B6) reduces to
A(t) =
∑
n∈bound
〈d1|φn〉e−iEnt〈φn|d1〉
− 1
2πi
∫
O
dλ
λ
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
× bg
2
2
[
4∑
n=1
Wn
λ− λn −
4∑
n=1
Wn
λ−1 − λn
]
. (C10)
We remark that the poles of h(λ) do not contribute to the in-
tegral.
Changing the integration variable from λ to λ−1 for the last
term we get
A(t) =
∑
n∈bound
〈d1|φn〉e−iEnt〈φn|d1〉
−
∫
O
dλ
2πi
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
× bg
2
λ
4∑
n=1
Wn
λ− λn . (C11)
Expressing the bound-state terms as residues around the poles
λn with n ∈ bound we obtain
A(t) =
∫
C
dλ
2πi
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
× bg
2
λ
4∑
n=1
Wn
λ− λn , (C12)
where C is the contour of Fig. 3. A further partial-fraction
expansion gives
1
λ
Wn
λ− λn =
Wn
λn
(
1
λ− λn −
1
λ
)
. (C13)
The isolated term −1/λ gives a vanishing integral because∫
C
dλ
2πi
1
λ
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
=
∫
C
dλ
2πi
1
ibt
∂
∂λ
exp
[
ib
(
λ+
1
λ
)
t
]
= 0. (C14)
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Therefore
A(t) =
∫
C
dλ
2πi
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
× bg2
4∑
n=1
Wn
λn
1
λ− λn . (C15)
For t = 0, the residue of Eq. (C15) at λ = λn is the same as
the residue of the Green’s function at the pole En,
Rn ≡
∫
Cn
dz
2πi
1
z −H = Res
[
1
z −H
]
z=En
, (C16)
where Cn is a small contour surrounding the pole En in a
counterclockwise direction. In the following we will prove
that Rn = Φn, where Φn = |φn〉〈φ˜n| is a dyad of discrete
eigenstates of the Hamiltonian.
Since HΦn = ΦnH = EnΦn, we can show by taking
matrix elements that
〈j|Φn|l〉 =
∑
k 6=l
1
En − εj 〈j|H1|k〉〈k|Φn|l〉, (C17)
where εj = 〈j|H0|j〉. On the other hand, the Green’s function
obeys the relation
1
z −H =
1
z −H0 +
1
z −H0H1
1
z −H , (C18)
which leads to
〈j|Rn|l〉 =
∑
k 6=l
1
En − εj 〈j|H1|k〉〈k|Rn|l〉. (C19)
ThereforeRn and Φn obey exactly the same equation. More-
over, we have that ΦnΦn′ = δnn′Φn and RnΦn′ = δnn′Φn,
which shows that Rn and Φn have the same normalization.
Therefore, we conclude that Rn = Φn.
By identifying the residue of Eq. (C15) at λ = λn with Rn
(and therefore with Φn) for t = 0, we arrive to
−
(
λn − 1
λn
)
bg2
Wn
λn
= 〈d1|φn〉〈φ˜n|d1〉, (C20)
which leads to
A(t) =
∫
C
dλ
2πi
(
λ− 1
λ
)
exp
[
ib
(
λ+
1
λ
)
t
]
×
4∑
n=1
〈d1|φn〉〈φ˜n|d1〉
λ−1n − λn
1
λ− λn . (C21)
Finally, using Eq. (27) we have
〈d1|φn〉〈φ˜n|d1〉
λ−1n − λn
= λn
〈d1|φn〉〈φ˜n|d1〉
1− λ2n
= λn〈d1|ψn〉〈ψ˜n|d1〉, (C22)
which gives Eq. (25).
Appendix D: Derivation of the expression (38) of the survival
amplitude
We will express the survival amplitude in terms of an in-
tegral of a Bessel function [29]. The final result is given in
Eq. (38).
We start by separating the survival amplitude in Eq. (25)
into two terms: one, AC(t), due to the clockwise contour
around the unit circle in Fig. 3, and the other, AB(t), due to
the small contours around the bound-state eigenvalues. The
survival amplitude is then A(t) = AC(t) +AB(t).
Hereafter we consider the AC(t) term. Changing variables
from λ to k (with λ = eik) we have
AC(t) =
1
2πi
2N∑
n=1
∫ −pi
pi
dk(ieik)(−2i sink)e2itb cos k
× 〈d1|ψn〉 λn
eik − λn 〈ψ˜n|d1〉. (D1)
Multiplying and dividing the integrand by (e−ik − λn) and
exchanging the integration limits we obtain
AC(t) =
−1
2πi
2N∑
n=1
∫ pi
−pi
dk(2 sin k)e2itb cos k
× 〈d1|ψn〉 b(1− e
ikλn)
−2b cosk − En 〈ψ˜n|d1〉. (D2)
Hereafter we will assume that En is a resonant eigenvalue,
and hence has a negative imaginary part. If it is a bound-state
eigenvalue, for which the imaginary part is zero, we can add
an infinitesimal imaginary part −iǫ to En and then take the
limit ǫ → 0 at the end. If En is an anti-resonant eigenvalue,
which has a positive imaginary part, then the integration over
τ in Eq. (D3) below should be done from 0 to −∞.
Assuming ImEn < 0 we have
AC(t) =
−b
2πi
2N∑
n=1
∫ pi
−pi
dk(2 sin k)e2itb cos k
× (−i)
∫ ∞
0
dτe−iτ(2b cos k+En)〈d1|ψn〉(1 − eikλn)〈ψ˜n|d1〉.
(D3)
Terms that are even in k in the second line of Eq. (D3) give a
vanishing integral. Hence we have
AC(t) =
2N∑
n=1
bλn
πi
∫ ∞
0
dτe−iτEn
∫ pi
−pi
dk sin2 k e2i(t−τ)b cos k
× 〈d1|ψn〉〈ψ˜n|d1〉. (D4)
The integral over k can be written in terms of the Bessel func-
tion J1:∫ pi
−pi
dk sin2 k e2i(t−τ)b cos k = π
J1[2b(t− τ)]
b(t− τ) . (D5)
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This gives
AC(t) =
2N∑
n=1
(−i)λn〈d1|ψn〉〈ψ˜n|d1〉I(En, t), (D6)
where
I(En, t) =
∫ ∞
0
dτe−iτEn
J1[2b(t− τ)]
t− τ . (D7)
Now we change the integration variable τ to t′ = t− τ :
I(En, t) =
∫ t
−∞
dt′e−iEn(t−t
′) J1(2bt
′)
t′
= e−iEnt
(∫ 0
−∞
dt′ +
∫ t
0
dt′
)
eiEnt
′ J1(2bt
′)
t′
.
(D8)
The integral from −∞ to 0 can be evaluated exactly in terms
of the hypergeometric function 2F1 [52]:∫ 0
−∞
dt′eiEnt
′ J1(2bt
′)
t′
=
∫ ∞
0
dt′e−iEnt
′ J1(2bt
′)
t′
=
b
iEn
Γ(1)
Γ(2)
2F1
(
1
2
, 1; 2;
4b2
E2n
)
=
b
iEn
(
1
2
+
1
2
√
1− 4b
2
E2n
)−1
= iλsn, (D9)
where s = 1 if |λn| < 1 (bound states) and s = −1 otherwise.
Therefore we obtain
I(En, t) = ie
−iEnt
[
λsn − i
∫ t
0
dt′ eiEnt
′ J1(2bt
′)
t′
]
(D10)
and
AC(t) =
2N∑
n=1
λn〈d1|ψn〉〈ψ˜n|d1〉
× e−iEnt
[
λsn − i
∫ t
0
dt′ eiEnt
′ J1(2bt
′)
t′
]
. (D11)
Note that for the resonant state we do not need to include the
contributionAB(t). We then obtain Eq. (38).
Appendix E: Derivation of the expression (39) of the
resonant-state component of the survival amplitude
In this Appendix we derive Eq. (39) that gives the resonant-
state component of the survival amplitude. We start with
Eq. (38), which can be expressed as
AR(t) = 〈d1|ψR〉〈ψ˜R|d1〉
× e−iERt
[
1− iλR
(∫ ∞
0
−
∫ ∞
t
)
dt′ eiERt
′ J1(2bt
′)
t′
]
.
(E1)
By analytic continuation of Eq. (D9), the integral from 0 to∞
can be shown to be∫ ∞
0
dt′ eiERt
′ J1(2bt
′)
t′
= −iλR. (E2)
Therefore we have
AR(t) = 〈d1|ψR〉〈ψ˜R|d1〉
× e−iERt
[
1− λ2R + iλR
∫ ∞
t
dt′ eiERt
′ J1(2bt
′)
t′
]
. (E3)
For the states |φR〉 =
√
1− λ2R|ψR〉 and 〈φ˜R| =√
1− λ2R〈ψ˜R|, Eq. (39) follows.
Up to this point we have considered positive t. In Ap-
pendix F we will need to consider negative t. For a negative
time −t, the first line of Eq. (D8) gives
I(En,−t) =
∫ −t
−∞
dt′e−iEn(−t−t
′) J1(2bt
′)
t′
=
∫ ∞
t
dt′eiEn(t−t
′) J1(2bt
′)
t′
, (E4)
where we changed integration variable from t′ to−t′ and used
J1(−x) = −J1(x). This gives
AR(−t) = 〈d1|ψR〉〈ψ˜R|d1〉
× eiERt(−iλR)
∫ ∞
t
dt′ e−iERt
′ J1(2bt
′)
t′
. (E5)
Appendix F: Long-time approximation of the resonant-state
component and estimation of r(t) for large t
For large t we neglect the purely exponential term in
Eq. (E3) to obtain
AR(t) = iλR〈d1|ψR〉〈ψ˜R|d1〉e−iERt
∫ ∞
t
dt′ eiERt
′ J1(2bt
′)
t′
.
(F1)
For t′ & 1 the Bessel function is approximated as
J1(2bt
′) ≈
√
1
πbt′
sin (2bt′ − π/4) . (F2)
The integral in Eq. (F1) can then be expressed in terms of the
incomplete Gamma function,∫ ∞
t
dt′ eiERt
′ J1(2bt
′)
t′
≈ iλR
2i
√
π
×
[
e−ipi/4
(
ib
2b+ ER
)−1/2
Γ
(
−1
2
,−it(2b+ ER)
)
−eipi/4
(
ib
−2b+ ER
)−1/2
Γ
(
−1
2
,−it(−2b+ ER)
)]
,
(F3)
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where
Γ(a, z) =
∫ ∞
z
τa−1e−τdτ. (F4)
For large z the incomplete Gamma function is approximately
given by
Γ(a, z) ≈ za−1e−z. (F5)
Using this approximation for large t ≫ 1/|ER ± 2b| in
Eq. (F3), we obtain
AR(t) = iλR〈d1|ψR〉〈ψ˜R|d1〉 1
2
√
π
(bt)−3/2
×
[(
be−ipi/4
2b+ ER
)
e2ibt +
(
beipi/4
2b− ER
)
e−2ibt
]
, (F6)
which gives the power law decay of the survival probability in
the form t−3 [11, 24, 29, 53].
Similarly from Eq. (E5) we obtain for large negative time
AR(−t) = −iλR〈d1|ψR〉〈ψ˜R|d1〉 1
2
√
π
(bt)−3/2
×
[(
be−ipi/4
2b− ER
)
e2ibt +
(
beipi/4
2b+ ER
)
e−2ibt
]
.(F7)
For long times, the ratio of the resonance component of the
survival amplitude to the anti-resonant component is
r(t) =
∣∣∣∣ AR(t)AR(−t)
∣∣∣∣
=
∣∣∣∣∣∣
(
e−ipi/4
2b+ER
)
e2ibt +
(
eipi/4
2b−ER
)
e−2ibt(
e−ipi/4
2b−ER
)
e2ibt +
(
eipi/4
2b+ER
)
e−2ibt
∣∣∣∣∣∣ . (F8)
If the imaginary part of ER is much smaller than its real part
(e.g. the Fermi golden rule is applicable), then the ratio is
close to 1.
Appendix G: Derivation of the Green’s function for the
Friedrichs model
In this appendix we obtain the Green’s function in Eq. (48).
For the Friedrichs model, the Green’s function is given by [6]
G±(E) ≡ 〈1| 1
E −H ± i0 |1〉 =
1
η±(E)
, (G1)
where
η±(E) ≡ E − ω1 −
∑
k
V 2k
E± − ωk (G2)
and E± = E ± i0. In the continuous limit the summation
approaches an integral as
η±(E) = E − ω1 − g2
∫ ∞
−∞
dk
√
βωk
ωk + β
1
E± − ωk
= E − ω1 − 2g2
∫ ∞
0
dk
√
βk
k + β
1
E± − k . (G3)
In the second line we used ωk = |k|. We can integrate it
over k explicitly by changing the integration variable from k
to u =
√
k, which gives∫ ∞
0
dk
√
βk
k + β
1
E± − k
= −2
√
β
∫ ∞
0
du
u2
u2 + β
1
u2 − E±
= −2
√
β
β + E±
∫ ∞
0
du
(
β
u2 + β
+
E±
u2 − E±
)
=
−2√β
β + E±
[√
β arctan
u√
β
+
√
E±
2
ln
(
u+
√
E±
u−
√
E±
)]∞
0
=
−π
β + E±
(
β + i
√
βE±
)
=
−π
β + E±
(
β ± i
√
βE
)
.
(G4)
In the last line we used the fact that the branch cut of the
square root is along the positive E axis. Inserting this result
into Eq. (G3), we obtain the Green’s function in Eq. (48).
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