In this article, the variational iteration method has been used to give an analytic algorithm to obtain approximate numerical solutions of system of fractional differential equations modeling some problems in nonlinear chemical reaction, two dimensional heat like equations, free fall under gravity and stiff system of differential equations. Some numerical examples are given to illustrate the simplicity and accuracy of the algorithm.
Introduction
Fractional order differential equations are generalizations of classical integer order differential equations. These are increasingly used to model problems in fluid flow, mechanics, viscoelasticity, biology, physics, engineering and other applications. Fractional derivatives provide an excellent instrument for the description of memory and hereditary properties of various materials and processes. Halforder derivatives and integrals proved to be more useful for the formulation of certain electrochemical problems than the classical methods [1] [2] [3] [4] [5] [6] [7] [8] [9] . Schneider and Wyess [10] used fractional differential and integral operators to study fractional diffusion and wave equations. The solutions of fractional differential equations are much involved. In general, there exists no method that yields an exact solution for fractional differential equations. Only approximate solutions can be derived using linearization or perturbation methods. Several methods have been suggested to solve fractional differential equations. These methods include the homotopy perturbation method [11] [12] [13] [14] , Adomian's decomposition method [15] [16] [17] [18] [19] and homotopy analysis method [20] .
Another, well known method being used is the variational iteration method (VIM). The variational iteration method has been successfully used by several authors for solving a variety of problems like autonomous ordinary differential systems [21] , Helmholtz equation [22] , Burger's and coupled Burger's equations [23] , linear fractional partial differential equations arising from fluid mechanics [24] , KdV and mKdV equations [25, 26] , construction of solitary solution and compacton-like solution [27] . Dehghan [28] [29] [30] used VIM to solve parabolic integro-differential equations arising in heat conduction in materials with memory, the generalized pantograph equation and the wave like equations.
The aim of the present paper is to use VIM to give an analytic algorithm to obtain approximate numerical solutions of system of fractional differential equations modeling some problems in nonlinear
The idea of the method is based on constructing a correction functional by a general Lagrange multiplier, and the multiplier is chosen in such a way that its correction solution is improved with respect to the initial approximation or the trial function. To illustrate the basic concept of the variational iteration method, we consider the following general nonlinear system
where L is a linear operator, N is a nonlinear operator and g(x) is a given continuous function. According to the variational iteration method, we can construct a correction functional in the form
where u 0 (x) is an initial approximation with possible unknowns, λ is a Lagrange multiplier which can be identified optimally via variational theory, the subscript denotes n the nth approximation, andũ n is considered as a restricted variation, i.e. δũ n = 0.
The successive approximations u n (x); n ≥ 1, of the solution u(x) will be readily obtained upon using the obtained Lagrange multiplier and by using any selective function u 0 (x). Consequently, the exact solution is obtained as
Fractional Calculus
Many definitions and studies of fractional calculus have been proposed in the last two centuries. These definition include, Riemann-Liouville, Weyl, Reize, Compos, Caputo and Nashimoto fractional operators. A brief description of the fractional calculus needed for the further development is given below.
, and it said to be in the space
Properties of the operator J α can be found in [1] , we mention the following:
Definition 3.3 The fractional derivative of f (x) in Caputo sense is defined as:
. Also, we need here two basic properties of the Caputo's fractional derivative [1] .
and
The Caputo fractional derivative is considered here because it allows traditional initial and boundary conditions to be included in the formulation of the problem. 
For mathematical properties of fractional derivatives and integrals one can consult [? ].
Numerical Results
We test both the accuracy and the convergence of the variational iteration method presented in this paper for the fractional systems of differential equations, by applying it to the following problems.
In certain examples, the exact solution of the system is not known, so to check the validity of the method, we define residual R m (u) as follows:
Example 4.1 Consider the following system representing a nonlinear chemical reaction [31, 32] ,
with the boundary conditions u(0) = 1, v(0) = 0, w(0) = 0. According to the VIM, the nonlinear terms have to be considered as a restricted variation. So we derive a correction functional as follows:
Where λ 1 (s), λ 2 (s) and λ 3 (s) are general Lagrange multipliers, andũ n (s),ṽ n (s) denote the restricted variations, i.e. δũ n (s) = δṽ 2 n = 0. Making the above correction functional stationary and using δũ n (s) = δṽ 2 n = 0, we obtain
Integrating (10) by parts and putting α = 1, we obtain the following stationary conditions
Solving (11), the Lagrange multipliers are obtained as
As a result, we obtain the following iteration formulae
Substituting the initial approximations u 0 (x) = 1, v 0 (x) = 0, w 0 (x) = 0 in (12), the various iterates are given as follows:
, ...,
and w m (x) represent the approximate solutions. Fig.1 . shows the three respective residuals R 5 of the fifth order for α = 1.0 whereas the Fig.2 . depicts the three residuals Example 4.2 Consider a free fall in the air from a static state. Lett denote the time, U (t) the velocity of the sphere, m the mass, and g the acceleration of gravity. Assume that the air resistance on the sphere is aU 2 (t), where a is constant. Then, by Newton's second law, [33] 
subject to initial condition U (0) = 0.
Physically speaking, the speed of a free-falling sphere is increased due to the gravity until a steady velocity U ∞ directly from (13), i.e.
Using U ∞ and U∞ g as the characteristic velocity and time, respectively, and writing
we have the following fractional initial value problem
For the boundary value problem (14) , according to the variational iteration method, the nonlinear terms have to be considered as a restricted variation. So we derive a correction functional as follows:
where λ(s) is the general Lagrange multiplier, andũ 2 n (s) denote restricted variations, i.e. δũ 2 n (s) = 0.
The value of general Lagrange multiplier λ(s) is found to be -1. Hence (15) reduces to the following iteration formula
Substituting the initial approximation u 0 (x) = 0, in (16), the various approximations of the solution are given as follows In the next example, we consider a fractional stiff system of nonlinear differential equation. When the solution of a system contains components which change at significantly different rates to give changes in the independence variable, the system is said to be " stiff " [34, 35] .
In practical solution of stiff problems, the choice of the solution steps is critical. Large steps will lose some fast changing properties of the system, while small steps will introduce too many round-off errors and cause numerical instability. The situation becomes much more complicated when stiffness is coupled with nonlinearity. In [36] , Carroll presents an exponentially fitted scheme for solving the stiff systems of initial-value problems. Example 4.3 Consider the following fractional stiff system of nonlinear differential equation [37] :
subject to the initial condition u(0) = 1, v(0) = 1. The exact solution of this system, when α = 1, is
Using VIM, we derive the correction functionals as
where λ 1 (s) and λ 2 (s) are general Lagrange multipliers, andũ n (s),ṽ n (s) andṽ 2 n (s) denote restricted variations, i.e. δũ n (s) = δṽ n (s) = δṽ 2 n (s) = 0. Again the general Lagrange multipliers λ 1 (s) and λ 2 (s) are found to be −1, thus giving the various approximations as
, ....
For α = 1, the solution is given by
which is same as the exact solution.
Example 4.4 Consider the following linear system of the fractional differential equations [20] :
subject to initial conditions u(0) = 0, v(0) = 0. The exact solution of this system, when α = β = 1, is
In previous examples we have explained how to write down correction functionals and compute the general Lagrange multipliers so from now onwards we will simply write down the various approxima-tions of the solution and they are given as follows
,
, . . . ,
As n → ∞, the approximate solutions u n and v n tend to exact solutions u(x) and v(x) for α = β = 1 respectively. Example 4.5 Consider the following nonlinear system of fractional differential equations [20] :
Subject to initial conditions u(0) = 1, v(0) = 1, w(0) = 0. The exact solution of this system, when
For this system, we obtain the following iteration formulae
Substituting the initial approximation u 0 (x) = 1, v 0 (x) = 1, w 0 (x) = 0 in (24), the various iterates are given as follows
, . . . , (3 − β) , . . . , (3 − γ) , . . . .
The approximate solutions u n (x), v n (x) and w n (x) will converge, respectively to the exact solutions u(x), v(x) and w(x) for α = β = γ = 1 as n → ∞. Fig. (8-10) show the third order approximate solutions u 3 (x), v 3 (x) and w 3 (x) for different values of α, β and γ respectively. Example 4.6 Consider the following nonlinear system of fractional differential equations [20] :
subject to initial conditions:
The exact solution of this system, when α = β = 1, is
Applying VIM, the following iteration formula is obtained
Substituting the initial approximations u 0 (x) = 1, v 0 (x) = 0 in (27) , the various iterates are given as follows
, ..., (3 − β) ,
The approximate solutions u n (x) and v n (x) will converge, respectively to the exact solutions u(x) and v(x) for α = β = 1 as n → ∞. 
subject to boundary conditions
and the initial condition u(x, y, 0) = sin x cos y. The exact solution (α = 1) was found to be [38] :
For this problem, according to VIM, we derive a correction functional as follows:
Making the above correction functional stationary, and noting that δũ n = 0, we get
For α = 1, we obtain for (32) the following stationary condition
Solving (33) , the Lagrange multiplier is obtained as λ(s) = −1. As a result, we obtain the following iteration formula: 
Substituting the initial approximations u 0 (x, y, t) = u(x, y, 0) = sin x cos y, in (34), the various iterates are given as follows u 0 (x, y, t) = sin x cos y, u 1 (x, y, t) = (1 − 2t) sin x cos y, u 2 (x, y, t) = (1 − 4t + 2t 2 + 2t 2−α Γ (3 − α) ) sin x cos y,
) sin x cos y, . . . . Fig. 13 . shows the third order approximate solution u 3 (x, y, t) for α = 1.0. Fig. 13 . The surface generated from u 3 (x, y, t) of variational iteration method for two dimensional fractional heat-like equation α = 1.0.
Conclusions
In this paper, variational iteration method is used for finding solutions for systems of fractional differential equations of physical interest. From the given numerical examples it is easy to see that variational iteration method is a very powerful and efficient technique in finding exact and approximate solutions of high accuracy for wide classes of problems. From the numerical examples, we observe that fractional approximate solutions converge to the exact solutions as fractional order derivatives α, β, γ tend to their respective integral values. Thus indicating that the fractional order approximate solutions give a fairly good idea of the probable exact solutions of the fractional systems.
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