SI-1: MATERIALS AND METHODS
To obtain the results in Fig. 2 , we utilize the maximum likelihood estimation (MLE) procedure developed in [20] . In applying this procedure to clause and phrases distributions, several quantities are generally considered:
•θ: Zipf exponent estimate.
• r max : upper cutoff in rank r determined by MLE procedure.
• D: Kolmogorov-Smirnov (KS) statistic.
• p-value determined by the MLE procedure (note that higher is better in that the null hypothesis is more favored).
• 1 − α: Estimate of Zipf exponent θ based on Simon's model [3] where α is the introduction rate of new terms.
We estimate α as the number of unique terms (N ) divided by the total number of terms (M ).
which we report for 14 famous works of literature in SI-3.
In Fig. 2C we measure covariation between regressed values ofθ and the Simon model prediction 1 − α. Since both are subject to measurement error (θ is a regressed quantity and α is only coarsely approximated by N/M ), we adhere to Reduced Major Axis regression [24] , which produces equivalent results upon interchanging x and y variables, and hence guarantees that no information is assumed or lost when we placeθ as the x-variable).
To produce the rank-frequency distributions in Fig. ? ? and words in tables S1-S4, we apply the random partition process to several large corpora from a wide scope of content. These corpora are: twenty years of New York Times articles (NYT, 1987 (NYT, -2007 [28] , approximately 4% of a year's tweets (Twitter, 2009) [30] , music lyrics from thousands of songs and authors (Lyrics, 1960 (Lyrics, -2007 [29] , and a collection of complete Wikipedia articles (Wikipedia, 2010) [27] . In Fig. 2 we also use a subset of more than 4, 000 books from the Project Gutenberg eBooks collection (eBooks, 2012) [? ] of public-domain texts.
SI-2: PROOF OF fq WORD CONSERVATION
In the body of this document we claim that the random partition frequencies of the phrases within a text T conserve the text's underlying mass of words, M T . This claim relies on the fact that the partition frequencies of phrase-segments, t i···j , emerging from a single clause, t, preserve its word mass, ℓ(t). We represented this by the summation presented (Eq. 4) in the body of this document, which is equivalent to, f q (S | t)E S [ℓ(s) | t], i.e., the total number of words represented by the frequency of appearance of all phrases generated by the q-partition:
which we now denote by M (S | t) for brevity. For convenience, we now let n = ℓ(t) denote the clause's length and observe that for each phrase-length k < n there are two single-boundary phrases having partition probability q(1 − q) k−1 , and n − k − 1 no-boundary phrases having partition probability q 2 (1 − q) k−1 . The contribution to the above sum by all k-length phrases is then given by 2kq(1 − q) k−1 + (n − k − 1)kq 2 (1 − q) k−1 .
Upon noting the frequency of the single phrase (equal to the clause t) whose length is n, (1 − q) n−1 , we consider the sum over all k ≤ n, M (S | t) = (1 − q) 
S3 which we will show equals n. We now define the quantity x = 1 − q (the probability that a space remains intact), and in these terms find the sum to be: 
This framing through x affords a nice representation in terms of the generating function
which allows us to express the summations through derivatives of f (x):
n−1 k=1 kx k−1 = f ′ (x) − nx n−1 , and
to find
Substitution of the second derivative term f ′′ (x)(1 − x) = 2f ′ (x) − n(n + 1)x n−1
then produces the reduced form:
into which we substitute the first derivative term
to render
which proves Eq. 4. Putting this together into a sum over all clauses, we see proof of Eq. 5 naturally follows:
SI-3: PARAMETERS FOR WELL-KNOWN TEXTS
Below are tables showing fits of Zipf's exponent,θ, for 14 famous works of literature, along with details of the maximum likelihood estimation (MLE) procedure in [20] . The quantities used in these 
