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Abstract 
Murray, N.V. and E. Rosenthal, On the relative merits of path dissolution and the method of 
analytic tableaux, Theoretical Computer Science 131 (1994) l-28. 
Path dissolution is an inferencing mechanism that generalizes the method of analytic tableaux. We 
present several results demonstrating that tableau deductions can be substantially speeded up with 
applications of dissolution technology. We also consider the class of formulas on which the method 
of analytic tableaux was first shown to be intractable and prove that, with the application of the 
ordinary distributive law, standard tableau methods admit linear time proofs for this class. 
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1. Introduction 
Tableau methods were originally developed and studied by a number of logicians, 
among them Beth Cl], Hintikka [12], and Smullyan [20], who built on the work of 
Gentzen [9]. It is probably Smullyan who is most responsible for popularizing these 
methods; his particularly elegant variation on these techniques is known as the 
method of analytic tableaux. More recently, tableau methods have been receiving 
considerable attention from researchers investigating both automated deduction and 
logics for artificial intelligence; this includes both implementors and those whose focus 
is primarily theoretical [3,5,7,8,10,18-211. 
Path dissolution, introduced in [17], is a generalization of these methods. In this 
paper, we examine the tableau paradigm and present several results demonstrating 
that tableau deductions can be substantially speeded up with applications of dissolu- 
tion technology. We also consider the class of formulas on which the method of 
analytic tableaux was shown to be intractable by Cook and Reckhow [4]. It turns out 
that, with appropriate use of factoring (i.e., the distributive law), standard tableau 
methods can handle this class in linear time. This is of interest since employing the 
standard distributive laws is not a fundamentally greater enhancement to deduction 
methods that do not rely on clause form than is the use of associativity, commutativ- 
ity, and merging in methods, such as resolution, that do. 
The reader should be forewarned that there is a potentially misleading difference in 
emphasis between the typical description of the tableau method and the one presented 
here. Tableau deductions are usually cast as tree structures in which paths may grow 
through the addition of new lines in the tree; the number of paths may increase due to 
splitting or branching operations. The lines and branch points of a tableau proof tree 
are metalinguistic representations of conjunction and disjunction, respectively. In this 
paper, we strip them of their special status; a tableau proof tree then becomes merely 
a single formula. 
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In the next section we provide a brief review of path dissolution; for more details see 
[17]. We also cast analytic tableau methods in the framework of semantic graphs. 
Section 3 begins with an example that illustrates the advantages offered by dissolu- 
tion; the remainder of the section describes the details of the techniques for speeding 
up tableau deductions. Section 4 discusses factoring and the class of formulas on 
which analytic tableau methods were first shown to be intractable. 
We describe only the propositional case here. The speedup theorems and the way in 
which dissolution generalizes the tableau method also apply to the structure of the 
proof tree in first-order tableau operations. 
2. Path dissolution and analytic tableaux 
Path dissolution operates on a link within a formula by restructuring the formula in 
such a way that all paths through the link vanish. The tableau method restructures 
a formula so that the paths through the link are immediately accessible and then 
marks them closed, in effect deleting them. It does this by selectively expanding the 
formula towards disjunctive normal form. As we shall see, many literal duplications 
resulting from these operations can be avoided with the introduction of dissolution 
steps. A first speedup is achieved by avoiding certain duplications in a tableau 
deduction without essentially altering the deduction. Further speedups are obtained 
by the omission of duplications that may alter the deduction. 
The path-deletion strategy that both techniques employ results in strong complete- 
ness at the propositional level: Any sequence of steps will eventually produce a linkless 
formula, and, in particular, in the case of an unsatisfiable formula, will produce the 
empty formula. This property means that both techniques are well suited for situ- 
ations in which one is interested in finding the satisfying interpretations - models - of 
a formula. Many deduction methods such as resolution, which may be useful in the 
automated theorem proving setting, may not be effective for finding models. In this 
paper we will therefore primarily use the term deduction, rather than proof, when 
discussing applications of either dissolution or analytic tableaux. (We will not substi- 
tute deduction tree for proof tree.) 
2.1. Semantic graphs 
Formulas in this paper will be represented graphically in a manner that can be 
easily understood by considering a simple example. In Fig. 1, the formula on the left is 
displayed graphically on the right. Disjunctions are displayed horizontally, conjunc- 
tions vertically. Note that the formula is in negation normal form (NNF): The only 
logical connectives used are AND and OR, and the negations are at the atomic level. 
A formula so represented is called a semantic graph. Essentially, the only difference 
between a semantic graph and a formula in NNF is the point of view, and we will use 
either term depending upon the desired emphasis. For a more detailed exposition, see 
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[13]; we urge the reader to consider this example carefully and to refer back to it as 
necessary. 
The graph above contains four c-paths (maximal conjunctions of literals): 
{C,A,& {C,A,B, C>, {D,A}, {D,B, C}. A f ormula is unsatisfiable if and only if every 
c-path is unsatisfiable, and a c-path is unsatisfiable if and only if it contains a link (a 
complementary pair of literals). The idea of path dissolution is to eliminate all paths 
through a given link. Repeated applications produce a linkless formula. Hence, all 
remaining paths are satisfiable, so the original formula is unsatisfiable if and only if 
the fully dissolved formula is empty. 
2.2. Path dissolution 
We can get an intuitive idea of how dissolution works by dissolving on the link 
{A, A} in Fig. 1; the dissolvent is shown in Fig. 2. This equivalent graph contains three 
c-paths ~ the one path through the link is no longer present. 
In general, path dissolution is applicable to collections of links; here we restrict our 
attention to single links. If (A, 2) is the link under consideration, suppose A and 
A reside in conjoined subgraphs X and Y, respectively. The c-path complement of 
A with respect to X, written CC(A, X), is the subgraph of X consisting of all literals in 
X that lie on paths that do not contain A; the c-path extension of A with respect to X, 
written CPE(A, X), is the subgraph containing all literals in X that lie on paths that do 
contain A. Intuitively, the paths through (X A Y) that do not contain the link are 
those through (X A CC(A, Y)) plus those through (CC(A,X) A CPE(A, Y)). The 
dissolvent of the link {A, A} in the subgraph H = X A Y, denoted DV( {A, A}, H), is 
defined to be 
X CC(A, X) 
A V A 
CC(A; Y) CPE(A, Y) 
See [17] for more details and for the formal definitions. 
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The reader may have observed that this definition is not symmetric with respect to 
X and Y. In fact, there are three possible definitions of the dissolvent: the one given, 
one in which the roles of X and Y are reversed, and one that is symmetric. The graphs 
produced by the different formulations are distinct, but their respective sets of c-paths 
are identical: all original c-paths that do not contain both A and A. The definition 
given is the one used in our dissolution-based system (the system requires that Y be 
the larger of the two, swapping if necessary). 
A major expense in many theorem proving systems is duplication of literals; this is 
certainly the case with both dissolution and the tableau method. The cost of duplica- 
tion may be reduced with techniques such as structure sharing; duplicating a subfor- 
mula can sometimes be accomplished by merely duplicating a pointer. This may be 
quite valuable to an implementor, but it does not affect the speedup theorems 
presented here, which eliminate duplications (and corresponding closures) from 
tableau deductions. 
The source of all duplications when dissolving can be inferred from the definition of 
dissolution and from some simple properties of CC and CPE: Since CC(A, X) c X, the 
nodes comprising CC(A, X) are duplicated, and since CPE(& Y)uCC(A, Y)= Y, the 
nodes in CPE(& Y)nCC(& Y) are also duplicated. Duplications in the tableau 
method result from dispersing (defined below) subformulas to the ends of tree paths. 
Dissolvents in which the c-path extension and the c-path complement subgraphs of 
Y do not meet are of special interest since in that case only nodes in CC(A, X) are 
duplicated. We therefore define an empty intersection subgraph of the literal L to be 
a subgraph Y containing L such that CPE(L, Y)nCC(L, Y) is empty. The structure of 
such subgraphs is quite limited. 
Lemma 2.1. Zf Y is an empty intersection subgraph of L, then Y has the form 
L 
Y=r\ v w, 
u 
where U and Ware arbitrary. 
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Proof. Unless Y= L, in which case we are done, L is an operand of some connective 
- AND or OR ~ in Y (U will be empty if the connective is a disjunction). As a result, 
Y must contain a largest subgraph Y’ of the desired form. We will show that Y’ = Y. If 
W is empty, then Y’= L A U = Y. Otherwise, anything disjoined to Y’ is in fact a part 
of W. Hence, if Y is larger than Y’, some Z must be conjoined to Y’ in Y: 
L 
A v w 
Y3 u 
A 
Z 
However, this is impossible since such a Z would be in both CPE(L, Y) and 
CC(L, Y). 0 
A special case of dissolution, important for the analysis that follows, arises when 
X consists of A alone; then CC(A, X) is empty, and the dissolvent of the link {A, ;i} in 
the subgraph X A Y is 
X 
A 
cc@, Y). 
Observe that the ffect of dissolving is to replace Y by CC(& Y), and that CC(& Y) is 
formed by deleting ;i and anything directly conjoined to it. Hence, no duplications 
whatsoever are required. We refer to a subgraph such as A A W A Y, where A occurs 
in Y, as a unit subgraph, and refer to its dissolvent as a unit dissolvent. If, in addition, 
Y is an empty intersection subgraph of A, we call A A W A Y a tableau subgraph and 
refer to its dissolvent as a tableau dissolvent. 
2.3. Analytic tableaux 
A basic familiarity with the tableau method as described by Smullyan [20] will be 
helpful, although the description presented here is self-contained. There is a natural 
correspondence between tableau proof trees and semantic graphs. As a result, in order 
to facilitate the description of the manner in which dissolution generalizes tableaux, 
we cast the tableau technique in terms of semantic graphs. 
The general tableau method allows for formulas containing implications and 
negations at any level. Such formulas can be converted to NNF in linear time. The 
general method also allows for closing a path containing a “link” consisting of an 
arbitrary subformula 9 and its syntactic complement 19. Implementors often 
ignore even this special case of nonatomic complementarity, but such “nonatomic 
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links” can be noted via simple preprocessing before conversion to NNF and sub- 
sequently employed by both tableau- and dissolution-based methods. Nonetheless, 
this is an unimportant case, and for the remainder of this paper we restrict our 
attention to negation normal form. 
The tableau method is often described with signed formulas, but, as Smullyan 
points out, this is unnecessary: The initial formula is implicitly signed true and tested 
for consistency. The description in terms of semantic graphs then requires three rules: 
separation, dispersion, and closure. It is also convenient to designate certain subgraphs 
as primary; they form a tree that corresponds precisely to the proof tree maintained by 
the tableau method. 
Initially, the entire graph is the only primary subgraph. A separation is performed 
on any primary subgraph whose highest level connective is a conjunction by removing 
the primary designation from it and bestowing that designation on its conjuncts. This 
corresponds to Smullyan’s a-rule. There is essentially no cost to this operation, and it 
may be regarded as automatic whenever a conjunction becomes primary. 
A separation may also be performed on a disjunction that is a leaf in the primary 
tree. (Separating an interior disjunction is not allowed since such an operation would 
destroy the tree structure.) Separations of such disjunctions should not be regarded as 
automatic: This operation increases the number of paths in the tree (we call such paths 
tree paths to distinguish them from c-paths), so, although there is no cost to the 
operation itself, there is a potential penalty from the extra paths. 
Automatically separating conjunctions has the effect of treating conjunction as an 
n-ary operator, and in effect the traditional tableau approach so treats conjunction. 
One result is that commuting conjuncts that lie along a single tree path (with 
no intermediate branch points) is inconsequential. Not automatically separating 
disjunctions is consistent with the typical tableau approach of treating disjunction 
as a binary operator. We will follow both of these conventions ~ n-ary for cbn- 
junction, binary for disjunction - in this paper, although the results apply with any 
representation. 
The process of dispersing a primary subgraph whose highest level connective is 
a disjunction may now be defined precisely: A copy of the subgraph is placed at the 
end of one path descending from it and separated’. This operation corresponds to 
Smullyan’s p-rule. For example, suppose that X = Xi v X2 is a primary subgraph, and 
that the leaf Y is a descendent of X. On the left, we show the original tree path from 
X to E on the right is the result after X has been dispersed. The subgraphs X and 
Y remain primary, and the copies of X1 and X2 are now designated as primary. Note 
that if a subgraph is eventually dispersed to the ends of every path descending from it, 
the original copy is no longer required. As a result, the last copy may be effected by 
There is another common view (for example, see [7, 181) of the tableaux method in which the dispersed 
subgraph is moved to the ends of every tree path descending from it. This allows, in the propositional case, 
the removal of the original copy of the dispersed subgraph. The results in this paper apply with that 
description; see 114-161 for the details. 
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simply moving the subgraph. We will use the term trivial dispersion for a dispersion 
that requires no literal duplications. 
X 
X 
A 
A 
Y 
A 
Y 
XIVXZ 
The key operations in a tableau deduction are the closures, which close tree paths. 
Marking a tree path closed is equivalent to deleting it; in this paper we will describe 
closures as deletions. In terms of the tree of primaries, a tree path may be closed when 
a separation or a dispersion makes primary a literal that forms a link with one of its 
ancestors. The primary literal and all of its descendents are deleted, and any leaves 
that result are in turn deleted. Since the tree path through the link is removed, the 
effect is to delete all c-paths through the link. 
As an example, the graph in Fig. 3 represents the unsatisfiable formula 
(((A A B) v C) A C A (2 A B)). Boxes are used to designate primary subgraphs; 
initially, the entire graph is the only one. Since it is a conjunction, this primary 
subgraph is automatically separated (see Fig. 4). 
Note that there is yet only one path in the tree. As a result, a dispersion may be 
performed by moving (without any duplication) any primary to the leaf position and 
then separating. For simplicity, we separate the primary that is already a leaf (see Fig. 5). 
As a semantic graph, the formula is unchanged. However, by designating A and 
B as primary, the proof tree has split and now contains two paths. Only one operation 
can follow: dispersion of the upper primary. It may be dispersed twice, once for each 
tree path, allowing the deletion of the original copy at the root (see Fig. 6). 
A 
A Vc 
B 
A 
C 
A 
ii v I3 
Fig. 3. 
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Fig. 4. 
A 
A v c 
B 
A 
Fig. 5. 
El 
A 
q Pi 
A V 
The remainder of the proof is straightforward. Each of the primary subgraphs 
(A A B) is automatically separated into two primaries, and all four paths in the tree 
can then be closed; two paths contain a {C, C> link, another contains (2, A}, and the 
fourth contains {B, B}. 
It is worth noting that any tree path from the root to a leaf may be thought of as 
a collection of c-paths. For instance, the single tree path in Fig. 5 that contains 
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A corresponds to the c-paths {{A, B, C, A}, {c, C, A}}. Note also that dispersion is the 
source of all literal duplication in the tableau method; in Fig. 6, an extra copy (in this 
case only one) of ((A A B) v c) has been created for all but the last descendent leaf to 
which it has been dispersed. 
2.4. Path dissolution as a generalization of analytic tableaux 
A separation has no effect on a semantic graph; it is a bookkeeping device employed 
to keep track of the primary subgraphs. A dispersion involves only standard laws of 
propositional logic, which of course can be used with any logical system. Lemma 2.2 
states that a closure is a special kind of dissolution step. The conclusion is: dissolution 
is a generalization of the tableau method. 
Lemma 2.2. A closure operation may be regarded as a tableau dissolution step. 
Proof. Closures require that each of two complementary literals A and A be primary 
subgraphs, and that one, say A, be an ancestor of the other. Hence. as a semantic 
graph, the subtree descending from A has the form 
A 
w 
A 
u v z 
where Wand Z may be empty, and where U is the tree path below 
primary subgraph {A). This is a tableau subgraph; dissolving and 
both delete U. 0 
Theorem 2.3 is now immediate. 
: containing the 
zosing on (A, A} 
Theorem 2.3. Path dissolution generalizes the method of analytic tableaux: All tableau 
deductions are dissolution deductions, but the converse does not hold. 
2.5. Analyticity 
The traditional view of an analytic proof system is one in which any new formula 
introduced is a copy of one that is present as an explicit subformula of the original. 
Viewing a tableau deduction as a proof tree satisfies this condition: Each node in the 
proof tree is a subformula of the original. With the view presented here - that the 
entire proof tree is a single NNF formula - analytic tableau deductions are not 
analytic! As an example, the tree of Fig. 6 is, as a single formula, clearly absent from 
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Figs. 3-5. However, each of the primary subgraphs of Fig. 6 does occur as a subfor- 
mula of the original formula. As a result, in this paper tree structures will be called 
analytic if each node (primary subgraph) in the tree is an explicit subformula of the 
original formula. 
Path dissolution in its full generality is not analytic. For example, the formula in 
Fig. 2 contains the subformula D A A, which is not an explicit subformula in Fig. 1. 
Some of the speedup results (Theorems 3.1 and 3.4) preserve analyticity and others 
(Theorems 3.2 and 3.3) do not. This may be of interest to the implementor since 
analytic proof procedures allow for substantial structure sharing. 
3. Improving tableau deductions with path dissolution 
Closure steps typically follow dispersions that open up a link. We define a non- 
trivial closure-enabling dispersion to be one in which a closure is made possible by 
dispersing a primary subgraph that has at least two descendent leaves on paths along 
which it has not yet been dispersed. Another way of viewing a nontrivial dispersion is 
as one in which the original copy cannot be deleted after it is dispersed. We single out 
these dispersions because - see Theorem 3.1 ~ they may be made more efficient with 
applications of path dissolution. (Trivial dispersions cannot be speeded up since they 
can be accomplished without any duplications.) 
3.1. An example 
The next example illustrates the essentials of both the proof, which appears in the 
next section, and the meaning of the first speedup theorem. The two steps described 
cover all possible cases; in fact, the example virtually constitutes a proof. The theorem 
is of practical value to the serious implementor,’ and we include both the example and 
the proof because the example makes the details of the abstract proof concrete. 
Consider the primary tree in Fig. 7 (the box notation has been dropped). There are 
four tree paths; the only nonliterals are Y= $ v Wand Y’ = i v W’; and Y, Y’, A, B, 
and the Li ‘s are all primary. Suppose that the next step in the tableau deduction is the _ 
dispersion of Y along the path terminating in L1. Since Y= i v W, this dispersion is _ 
followed by the separation of b from W. The original Y cannot be deleted since it has 
not yet been dispersed to all of its descendent leaves. The tree paths increase from four 
to five, and one of these paths may be closed because of the link {A, ;i}. The closure is 
indicated by El , and the graph in Fig. 8 is the result. A careful inspection of Fig. 7, 
however, reveals that the subgraph : is a tableau subgraph. If we were to dissolve on 
’ Reiner Hihnle has informed us that he did achieve a significant speedup in his tableau-based system by 
applying the theorem. 
12 N.V. Murray, E. Rosenthal 
Y’ 
A 
A 
A 
Y 
B 
A v L3 v L4 
Ll v L2 
Fig. I. 
Y’ 
A 
A 
Y 
B 
A v L3 v L4 
Fig. 8. 
- 
the link {A, A), the result would be i 
CC@, Y)’ 
which would amount to deleting $ and 
would produce the graph in Fig. 9. Copying W (without separating) to the end of the 
leftmost tree path in Fig. 9 will yield the graph of Fig. 8, except that the original Yin 
Fig. 8 is replaced by Win Fig. 9, in effect deleting the closed path. This is necessarily 
an advantage; the justification can be found in the - proof of Theorem 3.1. More 
importantly, the creation and deletion of a copy of b has been saved. 
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Y’ 
A 
A 
W 
A 
B 
A v Lj v La 
L1 v L2 
Fig. 9. 
The dispersion of W to the end of the leftmost path in Fig. 9 may seem wasteful; it is 
done to ensure that the trees produced by the two methods are essentially identical 
~ the only difference is that the node W in the dissolved tree is a subgraph of the 
corresponding node Y in the other tree. Theorem 3.4, proven in Section 3.5, shows 
that these excess dispersions may in fact be eliminated. Observe that analyticity is 
preserved whether or not W is dispersed: W must be an explicit subgraph of the 
original formula if Y is. 
Continuing from Fig. 9 after copying W below L1, suppose the next step disperses 
Y’ = z v IV’ along the path ending with L2, opening up the link (& B}. After closing 
on th% link, the result is the graph of Fig. 10. Using dissolution to speed up this step 
requires some care; there is no tableau subgraph for (L?, B} in Fig. 9. Observe that if Y 
were dispersed to a point just below B in the primary tree, the result would be the graph 
in Fig. 11. (Recall that W was copied to the end of the leftmost path in Fig. 9.) We could 
then dissolve on the link {B, B7, producing Fig. 12. The key to obtaining the desired 
speedup is to observe that actually placing a copy of Y’ below B is unnecessary: 
Knowing what the dissolvent will be allows the direct placement of a copy of W’ on the 
path below B. In the tableau deduction, a copy of W’ remains at the end of the path 
below L2 after a copy of Y’ is dispersed and separated. All that is required to speed up 
the tableau deduction is to place W’ at the end of the path, rather than just below B, and 
this amounts to the graph of Fig. 10 after the closure enabled by the (B,B} link. 
By predicting the dissolvent, W’ could be placed just below B, as in Fig. 12, rather 
than at the end of the path, as strict adherence to the tableau method requires (Fig. 10). 
The effect would be to capture a second dispersion of Y’ and subsequent closure along 
the leftmost path. However, we place W’ at the end of the path to ensure that the 
dissolution-aided tableau proof tree has the structure of the original tableau proof tree. 
3.2. Speeding up non-trivial dispersions 
Theorem 3.1 demonstrates that as a tableau proof tree develops, any nontrivial 
closure-enabling dispersion can be speeded up with the application of path dissolution 
B 
A 
L1 
A v 
W 
Y’ 
A 
A 
A 
W 
A 
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A 
A 
W 
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B 
A v W’ 
U’ 
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Fig. 10. 
Y’ 
A 
A 
A 
W 
A 
B 
A v L3 v L4 
W’ 
A 
Ll 
A v L2 
W 
Fig. 11. Fig. 12. 
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technology. At each step, although the proof tree is structurally identical to the one 
produced without dissolution, the corresponding nodes may differ, as the previous 
example illustrates. As a result, there will be two distinct proof trees, one that is 
produced by the pure tableau deduction and one that is produced by application of 
dissolution techniques to the tableau deduction. We shall refer to these two proof trees 
as the pure and the modijied trees, respectively. 
We point out that the two proof trees can actually be kept identical. In Fig. 9 of the 
example (and in case 1 of Theorem 3.1) the result W of the tableau dissolution need 
not replace Yin the proof tree. Having computed W, it may be dispersed to the end of 
the designated path, but Y may be left unchanged. The creation and deletion of one 
tree path is still saved, but the resulting “modified’ proof tree is identical to the pure 
tree. With this variation, Theorem 3.1 amounts to a look-ahead strategy whereby 
tableau dissolvents are predicted and then dispersed, and the corresponding tree path 
extensions and closures are simply avoided. This observation may be important in the 
first-order case: Activation of the link will typically require Y to be instantiated, and 
the original Yin full generality may still be required to complete the proof. 
Theorem 3.1. The number of literal duplications in each nontrivial closure-enabling 
dispersion in a tableau deduction can be reduced with the application of dissolution 
technology. 
Proof. Consider an arbitrary nontrivial closure-enabling dispersion in a tableau 
deduction, and let 8 be the path expanded by this step. When the dispersion enables 
the closure, some literal A must already be a primary subgraph. The dispersion then 
causes the literal A to become primary. This could not happen unless the dispersed 
subgraph Y that contains 2 has the form 
;i 
Y= A v w, 
u 
where W cannot be empty; i.e., separating the subgraph Y is required to make 
;i primary. Observe that Y is an empty intersection subgraph of 2. The assumption 
that this was a nontrivial closure-enabling dispersion means that Y cannot be deleted 
after dispersion. The closure that was enabled deletes the occurrence of { that 
extends 0 and that descends from A. 
There are two cases to consider for the location of Y before the dispersion: above or 
below A in the primary tree. 
Case 1: Y is below A. This is similar to the first step in the last example. Prior to the 
dispersion, the subtree descending from A forms a tableau subgraph that may be 
dissolved upon, deleting b . Since we assumed a nontrivial dispersion, the introduc- - 
tion of the dissolution step has avoided at least one duplication of ? . As in the 
cl 
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example, in order to maintain the tableau deduction, we now copy W to the end of the 
path to which Y had been dispersed. 
At this point, the structures of the modified and the pure trees are identical, but the 
modified tree contains Win place of Y. This cannot be a disadvantage. If Y is never 
subsequently dispersed in the tableau deduction, the difference is irrelevant. On the 
other hand, if Y is subsequently dispersed, some path will be extended to two paths, 
one of which can be closed using {A, A}. This closure is surely enabled since A is above 
Y, and there is obviously no benefit to not closing a path as soon as possible. This 
dispersion and closure is captured by merely dispersing Win the modified tree, again _ 
avoiding the duplication and deletion of i 
Case 2: Y is above A. This Case corresionds to the second step in the example. 
Assume that there is at least one branch point between Y and A; otherwise, commuta- 
tions (and reassociations) alone would be sufficient to produce the Case 1 situation. 
Hence, as in the second step of the example, there is no tableau subgraph. As in the 
example, we recognize that dispersing Y to the point just below A would produce _ 
a tableau subgraph, and that dissolving would delete $ in that subgraph. 
The tableau deduction would disperse Y to the end of 0 and then close the extension - 
of 8 ending with ? . This results in a copy of W residing at the end of 8. Instead, 
having recognized Fhe tableau subgraph and the corresponding dissolvent that would 
arise if Y were dispersed to the point below A, we merely copy W to the end of 8. In - 
this Case, one duplication of $ has been saved, and the modified tree is extended 
exactly as is the pure tree. 0 
The proof of Case 1 contains a number of seemingly unnecessary dispersions; in 
Theorem 3.4, we prove that they are indeed unnecessary. 
In Case 2, it would appear to be an advantage to place a copy of Wjust below A, 
rather than at the end of 6. Doing so would have the effect of dispersing Y along all 
paths descending from A and subsequently closing those paths that contain 2. 
Moreover, these dispersions are accomplished with no literal duplications whatso- 
ever. However, such a placement of W would alter the structure of the modified tree, 
and it would be difficult to verify that the speedup would not be lost later in the proof. 
Theorem 3.1 has practical value: It can be implemented in a straightforward 
manner. A typical implementation will employ a next-link strategy: Choose a link on 
which to perform a closure, and then select dispersions to open up that link. If {A, 2) 
is the link, as soon as one literal, say A, becomes primary, one can check whether the 
subgraph containing ;i is an empty intersection subgraph of A. If it is, depending on 
the location of that subgraph, Case 1 or Case 2 of the theorem must apply. 
Theorem 3.1 may apply more often at the first-order level: Instantiation may make 
it necessary to copy rather than to move primaries during a dispersion, and this may 
make that dispersion nontrivial even though it would have been trivial in the 
propositional Case. 
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3.3. Speeding up trivial dispersions 
The reader may wonder how often closures are enabled by nontrivial dispersions. 
Certainly not always: In Section 4.2 we show that, with factoring, the tableau method 
can produce proofs for a certain class of formulas without duplicating a single literal. 
Typical tableau deductions, however, require many nontrivial dispersions. Perhaps 
surprisingly, closures that require nontrivial dispersions may nevertheless be enabled 
by trivial dispersions. This can happen if, for example, {A} becomes primary, and A is 
buried deeply in its primary subgraph. The dispersion that made {A} primary may or 
may not have been trivial, but it will place A below A in the tree and create at least two 
tree paths below ;i. This forces the next dispersion of the primary containing ;i to be 
nontrivial. Several additional dispersions may then be required to enable the (A, A} 
link, and these may all be trivial. 
As an example, consider the tree displayed in Fig. 13(a). Neither A nor ;i is primary; 
let PA and Pi be, at any point in the deduction, the primary subgraphs that contain 
A and 2, respectively. Both Pa and Pi must be dispersed to enable the link. Suppose 
A v X is dispersed first. Whether trivial or not, this dispersion creates the two tree 
paths in Fig. 13(b), in which {A} and (X} have become primary leaf nodes below Pi. 
The next dispersion of Pi must be nontrivial, since two new tree paths lie below it. 
After that, the link can be enabled via one additional trivial dispersion amongst 
several automatic separations; the result is the tree in Fig. 14. (To be precise, Pi is 
identified with the one occurrence of A on which we will ultimately close. A nontrivial 
dispersion of the primary containing A will create a copy of .& Pi is then the new 
primary containing A.) 
A 
p, 
A 
PA A v x 
pi 
v A 
A 
V X 
A 
(4 C-4 
Fig. 13. 
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PA A L-l 
A V r X 
Fig. 14. 
We can see how to save literal duplications by noting that the last nontrivial 
dispersion of Pi (we omit the separation) makes the entire subtree rooted at {A} 
a unit subgraph of the link {A,A}, as in Fig. 15(a). Dissolving amounts to deleting 
A and anything in P,- that is directly conjoined to it. After completing the trivial 
dispersions and separations, the result is shown in Fig. 15(b). After closing the tree 
path containing A in Fig. 14, the result is identical except that the primaries (B} and 
(D} have been commuted. This is irrelevant since there is no branch point between 
them. 
Dissolution offers a speedup in these situations. To see how, let (A,A} be an 
arbitrary link whose closure requires nontrivial dispersions but is enabled by a trivial 
dispersion, and let PA and Pi be defined as above. (Dispersions of subgraphs other 
than these cannot contribute to enabling the closure, and we ignore them.) Clearly, 
until either PA = {A} or Pi= {A}, t rivial dispersions along cannot enable the closure. 
So assume that a dispersion produces PA = {A}; i.e., assume that {A} has become 
primary. Since PA was just dispersed, Pi is above A in the tree. Also, since this 
dispersion made {A} primary, Pa must have been a disjunction before the dispersion; 
i.e., this dispersion must create at least two tree paths. Thus, at least one more 
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dispersion of P,- is required to enable the closure, and the first such is nontrivial. After 
that dispersion, 2 (and hence Pj) is below A, which is primary, and any remaining 
dispersions of P, required to enable the closure are trivial. 
The unit dissolvent of the {A, Aj link in the unit subgraph {A, PA} is 
(A A CC(& Pi)). The tableau steps can be accomplished, as in the proof of Theorem 
3.1, by dispersing CC@, PA), saving duplication of the deleted literals. This gives us 
the following theorem. 
Theorem 3.2. Path dissolution ofleers a speedup to a tableau deduction in which there is 
a closure that requires nontrivial dispersions but which is enabled by a trivial dispersion. 
3.4. Applying unit dissolution to tableaux 
Theorems 3.1 and 3.2 describe methods for eliminating literal duplications from 
dispersions required to close on a given targeted link. The next theorem offers 
a potential speedup: It says that unit dissolving at any time cannot hurt; i.e., that given 
a formula produced by a unit dissolution, there is a tableau deduction that is at least 
as efficient as any available for the undissolved formula. The advantage is that 
a subgraph has been deleted in the process, and this may lead to fewer literal 
duplications during the deduction. 
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Theorem 3.3. Given a tableau deduction of the formula 9, if.9’ is obtained from .F by 
unit dissolution, then there is a tableau deduction of 9’ that is at least as eficient as the 
original deduction of F. 
Proof. Let ? be the unit subgraph. Then Y contains 2, and the most general 
structure thai Y can have is y v Z, where W contains 2, and V and Z are arbitrary. 
Observe that Z cannot be em;ty unless Y= {A}. In that case A is on a tree path that 
the unit dissolution deletes; obviously, the tableau deduction cannot benefit from 
leaving that path open. Otherwise, if-Z is not empty, since 2 must be in some empty 
intersection subgraph of Y, let &= ? v K be that subgraph. Observe that K cannot 
be empty and that & can be all of Y (in which case K =Z). Now, after the unit 
dissolution, the modified tree has replaced & with K. Unless 6 is dispersed and 
separated, the pure deduction cannot operate on any link to a literal within &. Thus, 
the modified deduction need only treat K in exactly the same manner that the pure 
deduction treats 8. Were & in fact dispersed and separated, then the new tree path 
containing i could be closed, and both trees would have K in place of 8. 0 
Caution must be exercised when applying this result. At the first-order level, link 
activations typically require instantiations, not all of which are useful. At the proposi- 
tional level, while unit dissolving guarantees a smaller proof tree, analyticity can be 
lost under some circumstances. For example, in the unit dissolvent of the formula 
pictured in the proof, d is replaced by K in Y. This modified Y is certainly not an 
explicit subgraph of the original formula. There is a class of unit subgraphs that do 
preserve analyticity: the tableau subgraphs. If $ is a tableau subgraph, then Y= 8. In 
that case, Y is replaced by K, which is an explicit subgraph. 
3.5. Implementation considerations 
If one examines the proof of Theorem 3.1, it is clear that the improvements can 
easily be added to any tableau prover. In practice, an implementor is unlikely to 
program his prover to perform those seemingly unnecessary dispersions that the proof 
of Theorem 3.1 uses to avoid altering the structure of the tableau deduction. Theorem 
3.4, in essence, justifies this approach for Case 1: It shows that given any (dissolu- 
tion-aided) tableau deduction with those dispersions (called the excess dispersions in 
the theorem), there is a faster one without them. This modification will induce 
a deduction that, in general, is not obtainable using pure tableau methods. Neverthe- 
less, the new deduction will be analytic and will employ primary trees. As in the proof 
of Theorem 3.1, we refer to the two deductions as the pure and the modified tableau 
deductions, and to the primary trees as the pure and the modi$ed trees. Note that the 
pure deduction will be a tableau deduction that has been speeded up with applications 
of Theorem 3.1. 
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Theorem 3.4. Given a formula F and a tableau deduction of 9= that has been speeded up 
with applications of Theorem 3.1, there is a deduction of B that is at least as eficient as 
the original, and that contains none of the excess (case 1) dispersions. 
Proof. It suffices to show that if the excess dispersion is left out of one step in a 
pure deduction, the resulting modified proof tree admits a deduction at least as 
efficient as any admitted by the pure tree. To see why, let 9” be a proof tree obtained 
by omitting two excess dispersions, and let 9’ be the proof tree obtained by 
omitting the first of the two excess dispersions. Then there is a deduction for 9” at 
least as efficient as any for 8’, which in turn has a deduction at least as efficient 
as any for 9. A trivial induction extends this to omitting any number of excess 
dispersions. 
So let 9’ be a tree obtained by omitting one excess dispersion from the deduction of 
9. Using the notation of Theorem 3.1, let W be the primary subgraph that is not 
dispersed in the modified tree 9’. Thus, W occurs twice in the pure tree, the second 
copy at the end of the tree path descending from the first. Any operation on the first 
copy in the pure tree is available for the one copy in the modified tree. If the pure 
deduction never uses the second copy of W, there is nothing to prove. If the second 
copy is dispersed nontrivially, the identical dispersion is available in the modified tree 
using its one copy. If W is a literal and the pure deduction closes on a link to W, the 
same closure will exist through a link to the one copy of W in the modified tree. 
Finally, if the second copy of W is dispersed trivially, the modified tree can disperse 
W down the corresponding path nontrivially, costing only the duplications saved by 
not dispersing it in the first place. 0 
3.6. Conclusion 
The various speedup theorems presented in this section are, with the usual caveats 
for first-order formulas, directly implementable into any tableau prover. A careful 
examination of their statements and proofs reveals one unifying concept: unit dissolu- 
tion, and we put them together as the following observation. 
Summary observation: Let {L, E} be a link that has been targeted for activation in 
a tableau deduction, and suppose that a (possibly empty) sequence of dispersions has 
caused one of the literals, say L, to become primary. Let P,- be the primary subgraph 
containing L. 
(1) Whenever a unit subgraph is detected, dissolving upon it can be expected to 
reduce the number of literals required to complete the deduction. This applies to any 
unit subgraph whatsoever, not only to one in which the targeted link {L,L} may lie, 
and not only to those for which one of the linked literals is primary. 
(2) If P, is below L in proof tree, then ;_ is present as a unit subgraph; dissolving 
upon it will reduce the number of litera: duplications required to complete the 
deduction. 
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(3) If P,- is above L in the proof tree, then dispersing P,- to the point just below L in 
the tree would produce the unit subgraph i, and dissolving upon it would delete 
several literals from P,-. Dispersing this “reduced” P,- will reduce the number of literal 
duplications required to complete the deduction. 
4. Intractability 
In this section we discuss the performance of both the tableau method and path 
dissolution on a class of formulas introduced by Cook and Reckhow. A key ingredient 
is the use of factoring, by which we mean applying the distributive laws of logic to 
formulas so as to combine multiple occurrences of subformulas. For example, 
(A v B) A (A v C) factors (conjunctively) to A v (B A C). With logical formulas, since 
two distributive laws hold, both conjunctive and disjunctive factoring can be done. In 
the next section, we will be concerned primarily with conjunctive factoring. 
4.1. Factoring 
An automated deduction system that employs clause form cannot factor formulas 
since the factored formula will not, in general, be in clause form. On the other hand, 
any technique that uses NNF can factor, and, if the technique is path based, 
factoring may improve performance since it (often substantially) reduces the number 
of c-paths. In particular, both the tableau method and path dissolution are likely to 
benefit from factoring. We added factoring to Dissolver, our dissolution-based 
system, early in its development, and a dramatic speedup was achieved on every 
propositional formula that we input in clause form. (The system was run primarily 
on unsatisfiable formulas, and factoring is almost always possible with unsatisfiable 
formulas in clause form.) 
We were surprised by some of the results from our experiments with factoring. First, 
we found that the most efficient way to use (conjunctive) factoring was to factor as 
much as possible as a preprocessing step and then never to factor again. Intermediate 
factoring did not hurt per se, but it did not help, and, as the formula grew during 
a deduction, the time spent trying to factor became significant. 
A second surprise was that disjunctive factoring actually had a negative impact on 
performance. We did not expect as significant a speedup as with conjunctive factoring 
since the number of c-paths is unchanged with disjunctive factoring. However, such 
factoring does reduce the size of a formula, so we expected some speedup and were 
quite surprised by the increase in running times. As Dissolver evolved, as our analysis 
of path dissolution progressed, and, especially, as we developed insight into the 
tableau method, we began to understand this behavior: “Inverse disjunctive factoring” 
(i.e., multiplying) can “open up” a link in such a way as to reduce the number of literals 
duplicated when dissolving on the link. Indeed, it is exactly this behavior that allows 
the tableau method to work at all. Tableau dispersions are a kind of “partial 
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multiplication”, and the real work done during a tableau deduction is precisely the 
creation of duplicate literals from dispersions. 
In general, factoring can be done on subformulas as well as on literals. However, 
finding identical subformulas to “factor out” appears to require substantially more 
work (although still polynomial time) than factoring only on literals. In some cases, 
such factoring can be very useful. Consider C,, the completeformula on n variables: C1 
is A1 A A,, and Cn+l is defined by taking two copies of C,, adding A,,+ 1 to each clause 
in one copy and A,,+ 1 to each clause in the other copy. (Bibel [2] calls these formulas 
complete matrices.) 
Note first that C, has 2” clauses, each of which has n literals, and n2” paths. Without 
factoring at all, Dissolver is fairly slow on C,. Factoring on literals reduces the 
formulas to ones that Dissolver can handle efficiently, but factoring on subformulas 
can reduce C, to V r= 1 (Ai A &)), a formula that is absolutely trivial for dissolution 
(and for the tableau method). Techniques for factoring on subformulas are worthy of 
investigation. 
It is interesting to observe that factoring “subsumes” subsumption. For example, 
A A (AvB)=(Avfalse) A (AvB) 
= A v (false A B) 
= (A v false) 
=A. 
This analysis obviously extends to any pair of propositional disjunctions in which one 
subsumes the other. 
Factoring depends only on distributivity, a basic law of logic, and we do not regard 
the use of factoring as any more of an enhancement to path dissolution than 
associativity, commutativity and merging are to resolution. With analytic tableaux it 
is somewhat different. The traditional view of a labeled tree does not naturally admit 
factoring during a tableau deduction, but factoring the input formula is certainly 
reasonable. The view presented here (an NNF formula in which certain subgraphs 
form a primary tree) is a much more natural setting in which to do factoring. In the 
next section, we discuss a class of formulas that Cook and Reckhow [4] have shown to 
be intractable for analytic tableaux; we show that preprocessing these formulas with 
factoring allows them to be handled in polynomial (in fact, linear) time by analytic 
tableaux. 
4.2. Hard formulas made easy with factoring 
In [4], Cook and Reckhow describe a class of formulas {r,, ma 1) that are 
intractable for analytic tableaux but that can be handled in linear time by resolution. 
In this section we show that by factoring the input formula, both path dissolution and 
the tableau method can also handle these formulas in linear time. 
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This is an improvement of a similar result that we presented in 1990 at the 
International Symposium on Symbolic and Algebraic Computation [16]. There, factor- 
ing was applied during the proof, i.e., to the proof tree itself, as well as to the input 
formula. In 1992, Eder [6] modified the tableau calculus to include a factoring 
operation on the paths of the proof tree. Since tree paths may be regarded as 
conjunctions of their primary subgraphs, he observed that subsumption may be 
possible between two of them. He showed that the resulting “tableau calculus with 
factorization” admits proofs for this class that are linear in 1 T,,, 1, the number of input 
clauses. 
In most tableau calculi, operations on the proof tree are considered to be part of the 
deduction machinery. Because we treat the entire proof tree as a formula, the 
distinction between factoring the original formula and factoring during the deduction 
is blurred. Nevertheless, we show here that it is necessary only to factor the initial 
formula and that, unlike in [6,16], no modification whatsoever to the standard 
tableau procedure is necessary. These proofs are also linear in IT,,,l, but they require no 
literal duplications. 
The notation used to describe the collection {T,} of formulas is from [4]. Consider, 
for example, T, (see Fig. 16). Each clause contains atoms of the form Pa, where # is 
a string of +‘s and -‘s. The superscripts in each clause always form the sequence 
1,2, . . . . m. The subscript of each literal is exactly the sequence of signs of the preceding 
literals in its clause. When T,,, is built from T,,, _ 1, each P”# is added both positively and 
P’ v P: v P:+ 
P’ v P: v P:+ 
A 
PI v P: v P:_ 
P’ v P”+ v P:_ 
A 
P' v P’ v P”+ 
A 
P’ v P’ v P”+ 
A 
F v P2 v P”_ _ 
A 
P’ v P’ v P”_ 
Fig. 16. 
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negatively. It is easy to see that T, has 2” clauses, each of which contains m literals. 
These formulas are similar to, but different from, the complete formulas discussed 
above. 
Cook and Reckhow observed that (without factoring!) analytic tableaux require 
time exponential in 2”, the number of clauses in T,,,. To see how factoring can lead to 
linear time tableau proofs of these formulas, again consider T3. Observe that the first 
four (for T,,,, 2m-1) 1 c auses can be factored on their first literal; the last four clauses can 
be similarly factored. The result is a conjunction of two disjunctions; the first contains 
P’ and four two-literal clauses, and the second contains p and four two-literal 
clauses. Further factoring can be done on pairs of clauses containing those literals 
whose superscripts are 2. 
It is easy to see that by factoring on all variables with superscripts less than m, 
T,,, can be completely factored: There are 2’- ’ distinct variables with superscript i, and 
each occurs positively 2”-’ times and negatively 2”-’ times. 
For T3, several separations applied to the completely factored formula produces 
Fig. 17. 
After one more separation on the conjunction along the right-hand path, a closure 
can be performed deleting P? and PT. The primary node labeled @ may now be 
p: + 
P$ v A 
p: + 
P’ v A 
P”+_ 
P', v A 
P+ 
P" v A 
Fig. 17. 
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dispersed with deletion -i.e., the dispersion is trivial and the primary may be moved to 
the end of the one tree path on which it resides. The result is Fig. 18. After a separation 
on the rightmost path, the two rightmost paths may be closed, yielding Fig. 19. Notice 
that with exactly one trivial dispersion, we have essentially solved T2. Another trivial 
dispersion on the primary labeled 0 will enable a closure on the {P’,P’} link, leaving 
us with the right-hand disjunct of 0. This also is essentially T'; a third trivial 
dispersion is all that is required. 
More generally, if Ti requires Di trivial dispersions, then there are two subformulas 
in Ti+, isomorphic to Ti, each of which can be handled by Di trivial dispersions. One 
additional trivial dispersion will move and separate the upper half of Ti + 1. Obviously, 
Di+,=2.Di+l, and, since D2=1, we have D,=2m-1-1. 
This shows that, with initial factoring, this class of formulas can be handled without 
any duplication whatsoever by analytic tableaux. As a result, the number of closures is 
exactly the number of links in the fully factored formula, which is easily verified to 
be 2”- 1. 
It is straightforward to verify that proofs requiring 2” - 1 steps can be produced by 
dissolution in a similar manner. Such proofs can be obtained by applying Theorem 3.3 
(unit dissolution) to the factored formula. In effect, by employing both Theorem 3.3 
p: + 
P’, v A 
p: + 
P’ v A 
E- 
P", v A 
p:- 
A 
n L r P V A 
P, 
- 1 L PZ v A P”+ 
Fig. 18. 
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p: + 
P: v A 
p: + 
P’ v A 
p:- 
P: v A 
p:- 
A 
n P’ 
Fig. 19. 
and factoring, no use whatsoever of standard tableau proof steps (and primary 
subgraphs) is required. 
Theorem 4.1. Both path dissolution and the method of analytic tableaux admit poly- 
nomial-time proofs of the class {T,,,}. 
4.3. Conclusions 
Cook and Reckhow classify a proof system as super if it admits polynomial time 
proofs for all unsatisfiable formulas. The existence of a super proof system would 
imply that NP=co-NP. They further classify proof systems as to whether they are 
known to be nonsuper. Haken’s [l l] fine work showing that resolution required 
exponential time on the pigeonhole formulas came several years after their paper, and 
it moved resolution into the class, “known to be nonsuper.” The work Cook and 
Reckhow did with tableau placed it in the same class. Armed with factoring as 
a preprocessing step, tableau is no longer in that class: We know of no collection of 
fully factored formulas that is intractable for standard tableau methods (nor, of 
course, for dissolution). It would be rather surprising if such a class did not exist. 
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