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Abstract. We propose an abstract framework for analyzing the convergence of least-squares
methods based on residual minimization when feasible solutions are neural networks. With the norm
relations and compactness arguments, we derive error estimates for both continuous and discrete
formulations of residual minimization in strong and weak forms. The formulations cover recently
developed physics-informed neural networks based on strong and variational formulations.
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1. Introduction. Deep learning algorithms using neural networks have been
employed to solve forward and inverse problems for partial differential equations
(PDEs). Many works have shown its effectiveness in various applications, such as
in [1, 9, 17, 18, 19, 20, 21, 23, 28, 30, 33, 34, 35, 38, 40, 44, 33, 36, 38, 40, 44]. In
particular, empirical studies [33, 36] have found that deep learning algorithms are
effective in solving inverse problems for PDEs with a few data points. Such inverse
problems are known to be challenging for existing classical methods. However, the
mathematical theory of deep learning algorithms for PDEs is far from being complete
at the moment. In this work, we focus on forward problems and attempt to answer
the following theoretical question: Will neural networks produced by deep learning
algorithms converge to the solution to the underlying PDEs?
Deep learning problems are often formulated via optimization, due to the non-
linear nature of neural networks. A critical step is designing an appropriate loss
functional to be minimized. For supervised learning and regression problems, a least-
squares type loss functional is a common choice. In this work, we consider the linear
problem (2.1). A typical loss functional is given by




where ‖·‖YM , ‖·‖ZM are appropriate norms which will be defined in Section 3, and Fn
is a class of neural networks where minimizers are sought. n represents a complexity
of Fn such as the number of network parameters, and M represents the number of
data samples available (often referred to as training points). When M is finite, the
norms ‖ · ‖YM , ‖ · ‖ZM are discrete norms defined using the data samples. We refer
to the loss functional JM as discrete loss. When M = ∞, ‖ · ‖YM := ‖ · ‖Y and
‖ · ‖ZM := ‖ · ‖Z are continuous norms. We let J (v) = J∞(v) and refer to it as
continuous loss. The goal of deep learning algorithms is to find a neural network in
Fn that minimizes the loss functional.
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Does the sequence {vMn } of (quasi-)minimizers of the loss functionals JM con-
verges to the solution to the underlying PDEs when both n,M →∞? This question
has been investigated in [27] for both linear and nonlinear equations from fluid dy-
namics, in [39] for a discrete loss functional for linear elliptic and parabolic equations,
and in [40] for a continuous loss functional for quasilinear parabolic PDEs. We re-
mark that the analysis of the least-squares with a linear space Fn (e.g., finite element
methods in [2]) cannot be directly applied in our formulation as Fn is a collection of
neural networks, which does not form a linear space.
In this paper, we consider a general framework regardless of the type of equations
for linear problems, which include hyperbolic, elliptic and even parabolic equations.
Moreover, we consider two types of loss functionals. Type 1 is based on residuals of
strong from, and Type 2 is based on residuals of weak form. The two types of loss
functionals are related to some existing methods. When the hypothesis class Fn is
the space of finite element, the discrete Type 1 is known as least-squares collocation
methods [3]. When the hypothesis class Fn is a class of neural networks (which we
consider), Type 1 is known as physics informed neural networks (PINNs) [34] and Type
2 is known under the names variational PINNs [14], Varnets [16] and hp-variational
PINNs (hp-VPINNs) [15]. The type 1 loss requires smooth activation functions in
the networks, while the type 2 loss does not as its formulation is based on variational
forms of PDEs (variational residuals), which allows non-smooth networks.
Our main contributions are summarized as follows. First, we establish an abstract
framework in analyzing the discrete loss functional whose formulation is based on the
residuals of the linear problem (2.1) in strong (type 1) and weak (type 2) forms.
Second, we derive a priori and a posterior error estimates for both continuous and
discrete loss formulations of both types: residuals in strong forms (Sections 3 and 4)
and those in weak forms (Section 5). Third, under suitable assumptions, we establish
strong convergence in the underlying predefined topology. See Theorems 3.5 (continu-
ous type 1 loss functional), 4.7 (discrete type 1 loss functional), and 5.8 (continuous
type 2 loss functional). We also present three examples and validate the assump-
tions in our abstract framework in Section 6, including elliptic, advection-reaction,
fractional advection-diffusion-reaction equations.
Our framework can be applied to the recently developed discrete/continuous
PINNs and discrete/continuous hp-VPINNs. Moreover, the framework in this work is
more general than that in [39] where properties of considered equations are used. We
note that in [27], the stability of solutions is used while no convergence is guaranteed
when both M and n go to infinity.
1.1. Assumptions. We have made the following three fundamental assump-
tions: (a) (stability) relations among graph norms defined by the linear operators and
the Sobolev or Hölder norms of solutions (as in least-squares finite element methods,
e.g., Assumption 2.5 and [2]), (b) (existence and uniqueness) existence of a convergent
sequence to solutions in such norms (Assumption 2.4), and (c) (compatible networks
for discrete formulation) uniformity of the discretization/projection errors of continu-
ous norms of residuals for minimizers, where the uniformity lies either in the stability
concerning discrete norms (Assumption 3.7) or in the Rademacher complexity (As-
sumption 4.3). The first two assumptions are somewhat standard as in most numerical
methods and lead to the convergence of continuous formulations in Theorem 3.4. The
third is the most essential for the convergence of discrete formulations. The violation
of such an assumption may lead to no convergence, i.e., no accuracy may be gained
away from the training points; see Example 4.1. In Figure 1.1, we summarize the
ERROR ESTIMATES OF RESIDUAL MINIMIZATION WITH NETWORKS 3
relations between the fundamental assumptions and convergence.
Fig. 1.1. The sketch of critical concepts for convergence of continuous and discrete residual
minimization using neural networks.
1.2. Limitations and remarks. Our work is the first step toward understand-
ing and developing neural networks algorithms for forward and inverse problems.
Many aspects and issues of these algorithms should be addressed, e.g., choices of
energy-based loss functional or residual-based functional, choices of penalty parame-
ters for optimizing various objectives, and efficient methods for multiscale problems,
nonlinear problems, especially in high dimensions.
For example, the choice of optimum penalty parameters is to balance all the resid-
uals from different components to achieve better accuracy and convergence, such as in
[4] using high-order finite element methods for elliptic problems. Therein some pen-
alty parameter has been introduced to balance the two terms ‖∆v‖L2(Ω) and ‖v‖L2(∂Ω)
(Dirichlet boundary) for all v in a finite element space to derive optimal convergence.
Note that the parameter can be determined via a Bernstein-type inequality. However,
such inequalities are not yet available for most neural networks, especially for deep
networks. Some empirical study has been made, e.g., in [43].
For multiscale problems, the constant in the lower bound of norm relations can be
small and may lead to little use of the theory. Also, many intrinsic physical properties
are not explicitly included in the loss functionals, such as conservation laws. Our
framework does not accommodate nonlinear problems. Some attempts have been
made in [27] using the stability of solutions while more efforts are required with less
restrictive assumptions; see also [40]. These and many other issues are beyond the
scope of the paper and should be considered case-by-case.
2. Mathematical Setup and Preliminaries. Let (V, ‖·‖V ), (X, ‖·‖X), (Y, ‖·
‖Y ), and (Z, ‖ · ‖Z) be Banach spaces and X is a dense subspace of V . Let Ω,Γ be
two subsets of Rd. Suppose that A : X → Y is a linear operator and B : X → Z is
also a linear operator. Consider the following linear problem
A[u](x) = f(x), x ∈ Ω
B[u](x) = g(x), x ∈ Γ.
(2.1)
For simplicity, we write A[u] as Au and similarly for B.
If the problem represents a linear PDE, we usually consider that Ω is bounded
domain (open and connected) with Lipschitz continuous boundary Γ = ∂Ω. The
domain Ω could be unbounded as in the exterior problems, or the domain Γ could
be unbounded (see Section 6.3). For computational purposes, it is often convenient
to assume bounded computational domains. The choices of the spaces depend on the
considered problems, see Section 6 for several examples.
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Remark 2.1. For simplicity, we consider the case where the number of operators
is two, and u is a scalar real-valued function. However, the framework developed in
the following sections can accommodate multiple operators and vector-valued functions
(systems of equations), e.g., first-order differential linear systems, which can also
represent elliptic problems, e.g. in [3].
2.1. Solution of the problem and norm relations. In this section, we pres-
ent two key assumptions for our analysis. The first assumption is on the existence of
a solution to the problem (2.1); see Assumption 2.4. The second assumption is on the
relations of graph norms associated with the linear problem 2.1; see Assumption 2.5.
We first introduce our notion of a solution to (2.1), which is the underlying solu-
tion we wish to approximate.
Definition 2.2. An element u∗ ∈ V is said to be a solution to (2.1) if there
exists a sequence {u∗k} in X such that
lim
k→∞
‖u∗k − u∗‖V = 0, lim
k→∞
‖Au∗k − f‖Y + ‖Bu∗k − g‖Z = 0.
We note that since a solution is not necessarily in X, strictly speaking, Au∗ is
not well-defined. However, under suitable assumptions, the linear operators can be
uniquely extended to V . The following theorem provides a condition under which the
extension exists. Hence, Au∗ could be well-defined.
Theorem 2.3 (Bounded Linear Transformation Theorem). Suppose (X, ‖ · ‖V )
is a dense subspace of (V, ‖ · ‖V ) and let A be a bounded linear operator from X to Y .
Then, there exists a unique extension Ã of A from V to Y . That is, Av = Ãv for all
v ∈ X and ‖A‖ = ‖Ã‖, where ‖ · ‖ is the operator norm.
Throughout the paper, the operators are understood up to extensions if needed.
Assumption 2.4 (Existence). There exists a solution u∗ ∈ V to (2.1) in the
sense of Definition 2.2.




v ∈ V : ∃{vk} ⊂ X such that lim
k→∞
‖Bvk − g‖Z = 0 and lim
k→∞
‖vk − v‖V = 0
}
The following assumption plays a central role in our abstract framework.
Assumption 2.5 (Norm relations). Assume that the operators A and B satisfy
‖Av‖Y , ‖Bv‖Z <∞, for all v ∈ V . Assume also the following norm relations:
(2.3a) C1 ‖u‖V ≤ ‖Au‖Y + ‖Bu‖Z , ∀u ∈ X,
(2.3b) ‖Au‖Y + ‖Bu‖Z ≤ C2 ‖u‖X , ∀u ∈ X.
where the positive constants C1 and C2 do not depend on u but on the domain and
the coefficients of the operators A and B. As before, X is a dense subspace of V .
This assumption is not new and has been used for many least-squares formulations
for numerical methods such as finite element methods, e.g. [2, 4].
The first norm relation ((2.3a) in Assumption 2.5) gives the stability/regularity of
the solution. The second norm relation ((2.3b) in Assumption 2.5) is for smooth nu-
merical solutions in X in which we need universal approximation by neural networks,
instead of in V ; See Section 6.1 for Case I of an elliptic problem.
Also, the condition of (2.3a) in Assumption 2.5 guarantees the uniqueness of the
solution in V as shown in the following proposition.
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Proposition 2.6 (Uniqueness). Let the condition of (2.3a) in Assumption 2.5
hold. Then, the solution to (2.1) (Definition 2.2) is unique if it exists.
Proof. It suffices to consider the problem with homogeneous data f = g = 0. Let
u∗ be a solution to (2.1) in the sense of Definition 2.2. Then, there exists a sequence
{uk} in X such that ‖uk − u∗‖V , ‖Auk‖Y , ‖Buk‖ → 0. Thus,
C1 ‖uk‖V ≤ ‖Auk‖Y + ‖Buk‖Z → 0 =⇒ ‖uk‖V → 0.
Therefore, u∗ = 0, which shows the uniqueness.
2.2. Loss Functionals of Residual Minimization. We present four loss func-
tionals for the residual minimization (RM).
1) (Discrete RM) Given {xri , f(xri )}
Mr
i=1, {xbi , g(xbi )}
Mb
i=1 where {xri } ⊂ Ω, {xbi} ⊂ Γ,









i )−B[u](xbi ))2, where M = (Mr,Mb). See e.g., [34].
2) (Continuous RM) The continuous loss functional for RM is defined by J (u) =
‖f −Au‖2L2(Ω) + ‖g −Bu‖
2
L2(∂Ω).
Let Ω be a bounded domain in Rd and {Ωk}Kk=1 be a partition of Ω. For each
k, let {Φk,s}s≥1 be a complete orthonormal basis in L2(Ωk) or H10 (Ωk). Then, by
defining Φk,s(x) = 0 for all x /∈ Ωk and k, s, {Φk,s} is a complete orthonormal basis
of L2(Ω) or H10 (Ω).
3) (Discrete hp-VRM) Let {xki , f(xki )}
Mk
i=1 and {xbi , g(xbi )}
Mb
i=1 be training points
and {Φk,i}Nki=1 be a set of test functions in L2(Ωk) for 1 ≤ k ≤ K. Let N =
(N1, · · · , NK) and M = (M1, · · · ,MK ,Mb). Then, a version of the discrete loss
functional for hp-variational RM (hp-VRM) is given by


















By applying integration by parts (repeatedly if needed), a different but equivalent
formulation of RM can be obtained where the regularity requirement for the numerical
solution and the activation functions is weakened; see e.g., [15, 14].





s=1 |〈f −Au,Φk,s〉L2(Ωk)|2 + ‖g −Bu‖2L2(∂Ω).
2.3. Feed-forward Neural Networks. Throughout the paper, any neural net-
works can be applied in our framework as long as they satisfy the universal approxi-
mation theorem required in the space of X. For presentation, we assume that Fn is
a collection of feed-forward neural networks unless explicitly stated otherwise.
Let us first review some of known universal approximation theorems for feed-
forward neural networks. For a positive integer L, a L-layer feed-forward neural
network is a function fL(x) : Rn0 7→ RnL that is recursively defined by
fL(x) = zL(x), zl(x) = W lφ(zl−1(x)) + bl, 2 ≤ l ≤ L, z1(x) = W 1x+ b1.
Here Wl ∈ Rnl×nl−1 is the l-th layer weight matrix and bl ∈ Rnl is the l-th layer bias
vector and φ(x) is the activation function. The architecture of network is represented
by the vector ~n = (n0, · · · , nL), and the collection of network parameters is denoted
by θ, i.e.,
θ := θ~n = {(W1, b1), . . . , (WL, bL)} .
6 Y. SHIN, Z. ZHANG, AND G. E. KARNIADAKIS
With the fixed architecture ~n, the set of all possible parameters is defined by
(2.4) Θ(~n) =
{
{(Wj , bj)}Lj=1 : Wj ∈ Rnj×nj−1 , bj ∈ Rnj
}
.
Following the notation of [31], we refer to a network as θ and to its realization as
R[θ](x) =: fL(x). For two different neural networks θi, i = 1, 2, whose network
architectures are given by ~ni = (n
(i)
0 , · · · , n
(i)
Li
), we write ~n1 ⊂ ~n2 if for any θ1 ∈
Θ(~n1), there exists θ2 ∈ Θ(~n2) such that R[θ1](x) = R[θ2](x).
Let {~nn}n≥1 be a sequence of network architectures such that ~nn ⊂ ~nn+1 for all
n. We then define its corresponding a sequence of neural network classes by
(2.5) Nθ,n = {R[θ](x) : θ ∈ Θ(~nn)}.
By the construction, we have Nθ,n ⊂ Nθ,n+1. An element of Nθ,n is simply denoted
by uN,n, where N stands for neural network.
Next, we make the following assumption on the sequence of network classes, which
guarantees universal approximation.
Assumption 2.7 (Uniform NN Approximation of elements in X). Let X
be a dense subspace of V . There exists a sequence of neural network classes such that
Nθ,n ⊂ Nθ,n+1 and
⋃
nNθ,n = X.
In literature, Assumption 2.7 is proved for various spaces X. For example, the
work of [13] shows that for any ε ∈ (0, 0.5), p ∈ [1,∞], and s ∈ [0, 1], there exists a deep
rectified linear unit (ReLU) network architecture ~n such that for any f ∈Wn,p((0, 1)d)
with ‖f‖Wn,p being bounded for all f and n ≥ 2, there exists a neural network with
parameters θ ∈ Θ(~n) with ‖R[θ]−f‖W s,p ≤ ε. Here the network architecture depends
only on d, n, p, s, ε and the uniform bound of f . Also, the work of [26] showed a similar
result for two-layer networks with smooth activation functions.
3. Continuous Residual Minimization. A goal of the residual minimization




where the loss functional Jτ (v) is defined by
(3.2) Jτ (v) = ‖f −Av‖pY + τ ‖Bv − g‖
p
Z .
Here τ > 0, p ≥ 1, and τ is a fixed parameter that weighs the discrepancy of the
boundary in the loss. Also, we assume that f ∈ Y and g ∈ Z and otherwise a
mollifier may be applied; see e.g., in Remark 6.3.
Remark 3.1. In practice, it has been empirically shown that the choice of τ sig-
nificantly influences the training of neural networks [19, 42, 43]. It is observed that τ
depends on the network but may be only moderately large, in which τ will not affect
our analysis as long as τ ≥ 1.
Remark 3.2. For simplicity, we often assume the existence of the global min-
imizer of (3.1). This assumption can be relaxed by introducing appropriate quasi-
minimizers.
The choices of Y and Z are important to design the loss functionals; see Section 6
for examples. A guideline for choosing Y and Z is Assumption 2.5, which depends
on the considered problems and the metric of accuracy (the V -norm). For PDEs, we
may have Γ = ∂Ω and some typical choices for Y and Z are as follows:
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• (Banach spaces) Y = Lpρ(Ω) and Z = Lpρb(∂Ω), where p ≥ 1, ρ : Ω→ [0,+∞),
ρ ∈ L1(Ω), ρb : ∂Ω→ [0,+∞), and ρb ∈ L1(∂Ω).
• (Banach spaces) Y = L∞(Ω) and Z = L∞(∂Ω).
• (Hilbert spaces) Y = Hk(Ω), k = −2,−1, 0, 1, 2, · · · , and Z = L2ρb(∂Ω).
3.1. Error estimates. The convergence of a sequence of quasi-minimizers of the
loss functional clearly depends on the neural network classes {Nθ,n}n≥1. The following
proposition shows that the universal approximation property (Assumption 2.7) is
sufficient for the convergence of the loss.
Proposition 3.3. Suppose Assumptions 2.4 and 2.7 hold. For a fixed τ > 0, let
uτN,n be a quasi-minimizer of the loss functional (3.2). Then, limn→∞ Jτ (uτN,n) = 0.
Proof. Let v∗ be a solution to (2.1) and {v∗k} be its corresponding sequence in
X (Definition 2.2). By definition, we have infv∈X Jτ (v) = 0. For n  1, let kn
be an integer satisfying v∗kn ∈ Nθ,n ∩ X and kn → ∞ as n → ∞. Let {u
τ
N,n} be
a sequence of quasi-minimizers of the loss functional in Nθ,n ∩ X, i.e., Jτ (uτN,n) ≤
infv∈Nθ,n∩X Jτ (v) + δn, where δn → 0 as n → ∞. Since Nθ,n ⊂ Nθ,n+1, we have
Jτ (uτN,n) ≤ Jτ (v∗kn) + δn. Since kn →∞ as n→∞, the proof is completed.
As shown in Proposition 3.3, a zero-loss can be achieved if the classes of neural
networks Nθ,n can capture an approximating sequence in X (in the sense of Def-
inition 2.2). However, the convergence of the loss does not necessarily imply the
convergence of the (quasi-)minimizers to the solution to the governing equation [39].
Next, we present a priori and a posterior error estimates for optimization of (3.1).
Theorem 3.4 (Error estimates for continuous RM). Let Assumptions 2.4
and 2.5 hold. Let uτN,n ∈ Nθ,n ∩ X be a solution to the minimization problem (3.1)
and u∗ be the solution to (2.1) from Assumption 2.4. Then for τ ≥ 1, the following a
posterior estimation holds:
(3.3)
∥∥uτN,n − u∗∥∥V ≤ C−11 2 p−1p (Jτ (uτN,n)) 1p .
(A priori estimate) Also, for any ε > 0, there exists u∗ε ∈ X such that
(3.4) ‖uτN,n − u∗‖V ≤ 2
p−1




‖w − u∗ε‖X + ε
)
.
Here the constants C1 and C2 are defined in the norm relations (2.3).
Proof. From Assumption 2.4, we have a sequence {u∗k} ⊂ X satisfying the prop-
erties in Definition 2.2. Let J̃τ,k(w) = ‖Aw − Au∗k‖
p
Y + τ‖Bw − Bu∗k‖
p
Z . It then can
be checked that for any w ∈ X ⊆ V ,
(3.5) lim
k→∞
J̃τ,k(w) = Jτ (w).
Since τ ≥ 1, it follows from (3.5) and the condition (2.3a) that we have

















Letting w = uτN,n leads to the estimate (3.3).
By (3.6), we have




















p (1 + τ)1/p inf
w∈Nθ,n∩X
(‖Aw − f‖Y + ‖Bw − g‖Z).(3.7)
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For ε > 0, let u∗ε ∈ X such that ‖Au∗ε − f‖Y + ‖Bu∗ε − g‖Z < ε from Assumption 2.4.
By the triangle inequality, we have
‖Aw − f‖Y + ‖Bw − g‖Z




ε − f‖Y + ‖Bu
∗
ε − g‖Z
≤ C2 ‖w − u∗ε‖X + ε,(3.8)
where we have used the norm relation (2.3b) in the last inequality. By combining it
with (3.7), we obtain
C1‖uτN,n − u∗‖V ≤ 2
p−1
p (1 + τ)1/p inf
w∈Nθ,n∩X
(‖Aw − f‖Y + ‖Bw − g‖Z)
≤ 2
p−1




‖w − u∗ε‖X + ε
)
,
which completes the proof. We note that if u∗ ∈ X, one may set u∗ε = u∗ and ε = 0.
By combining Theorem 3.4 and Proposition 3.3, the convergence of the (quasi-
)minimizers can be readily established. We formally state the result below.
Theorem 3.5 (Convergence for continuous RM). Suppose Assumptions 2.4,
2.5, and 2.7 hold. For a fixed τ ≥ 1, let uτN,n be a quasi-minimizer of the loss
functional (3.2). Then, limn→∞ ‖uτN,n − u∗‖V = 0.
Remark 3.6. In practice, regularization is often used in the loss functional (3.2)
to improve the efficiency of numerical methods. We consider the regularization of
non-smooth functionals. For example, when Y = L1(Ω) and Z = L1(∂Ω), the loss
functional is not Fréchet differentiable. In such cases, the loss functional is hard to
optimize using gradient-based methods. In Section A, we consider a regularization
when Y = Lp, e.g. when p = 1 as in [12].
3.2. The effect of discretizing the loss functionals. In practice, the con-
tinuous norms (integrals) in the loss functional (3.2) are discretized for simulations in
finite arithmetic computers. In this subsection, we discuss the effect of the discretiza-
tion of the loss functional (3.2).
Let us focus on the case where Y = Lq(Ω) and Z = Lq(Γ). The discretized loss
functional of (3.2) is defined to be











where {(xri , wri )}
Mr
i=1 is a set of training points and weights in Ω, {(xbi , wbi )}
Mb
i=1 is a set
of training points and weights in Γ, and M = (Mr,Mb). When q = 2, w
r
i = 1/Mr and
wbi = 1/Mb for all i, we recover the loss function used in [34]. Let YMr be a subspace
of Y defined by








Similarly, we define ZMb as a subspace of Z. With these notation, one can simply
write the discrete loss functional (3.9) as JMτ (v) = ‖f −Av‖
q
YMr
+ τ‖g −Bv‖qZMb .
Assumption 3.7. Suppose there are two compact sets Yc ⊆ Y and Zc ⊆ Z such








‖Bv‖Z , ∀Bv ∈ Zc ∩ ZMb .
(3.10)
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Here the constant 1/2 can be replaced with any constant larger than 0, while the
constant does not depend on n, Mr and Mb. For example, one can replace 1/2 with
1− ε, where ε ∈ (0, 1) is independent of n, Mr and Mb.
Theorem 3.8 (Error estimates of discrete RM I). Let Y = L2(Ω) and Z =
L2(Γ). Suppose Assumptions 2.5 and 3.7 are valid. Assume that ‖v‖YMr ≤ C3 ‖v‖Y
and ‖v‖ZMb ≤ C3 ‖v‖Z , where C3 > 0 is independent of Mr and Mb. Then, the


















2C−11 C3(2(1 + τ)




Here we assume that u∗ ∈ V = X for simplicity. Recall that infv∈Nθ,n∩X
(
J1(v))1/2 ≤
C2 infv∈Nθ,n∩X ‖v − u∗‖X .
Proof. By Assumptions 2.5 and 3.7, we have
C1
2
‖u‖V ≤ ‖Au‖YMr + ‖Bu‖ZMb , ∀u ∈ Nθ,n ∩X.
It then follows that for all v ∈ Nθ,n ∩X,
C1
2
∥∥∥v − uτ,MN,n ∥∥∥
V
≤
∥∥∥A(v − uτ,MN,n )∥∥∥
YMr
+
∥∥∥B(v − uτ,MN,n )∥∥∥
ZMb
≤
∥∥∥A(u∗ − uτ,MN,n )∥∥∥
YMr
+



















Then by the triangle inequality and Assumption 2.5, for any v ∈ Nθ,n ∩X,∥∥∥u∗ − uτ,MN,n ∥∥∥
V
≤ ‖u∗ − v‖V +





























By the assumption, we have JM1 (v) ≤ C3J1(v) and we then obtain the desired con-
clusion.
Example 3.9. Assumption 3.7 is satisfied for Gaussian radial basis networks.
Let Gn,m be the collection of the following networks, where n,m are user-defined
finite integers, and ak and xk are unknown:{
n∑
k=1
ak exp(− |x− xk|2) : ∀ak ∈ R, xk ∈ Rd, inf
i 6=j
|xi − xj | >
1
m
, n ≤ exp(m2)
}
.
The Bernstein-type inequality holds for these networks: ‖v‖W r,q ≤ Cmr−s ‖v‖W s,q ,
∀v ∈ Gn,m. Here ‖·‖W r,q is the Sobolev norm in the space of W r,q(Rd) with q ∈ [1,∞]
and r ≥ s ≥ 0. When s = 0, the inequality is proved in [24] while the conclusion for
s > 0 can be proved using the arguments in [24].
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Assume that
∣∣∣∫Rd v dx−∑Mri=1 v(xri )wri ∣∣∣ ≤ CM−βr ‖v‖W 1,1 where β > 0. Then for
any v ∈ Gn,m ∩W 1,2 =: Yc, we have∣∣∣‖v‖2Y − ‖v‖2YMr ∣∣∣ ≤ CM−βr ∥∥v2∥∥W 1,1 ≤ CM−βr ‖v‖L2 ‖v‖W 1,2 ≤ CM−βr m ‖v‖2L2 .
Picking Mr large enough such that CM
−β




4/7 ‖v‖2YMr . Let Yc = Gn,m ∩ W
1,2 ∩ YMr . Then Yc is a compact set of Y if all
functions in Yc have uniformly bounded norms. Consider the problem of −∆u = f with
vanishing u when |x| → ∞. Then it can be shown via the Bernstein-type inequality
that −∆u ∈ Yc satisfies the first inequality in Assumption 3.7. Similarly, we can
define Zc such that Bv ∈ Zc ∩ ZMb satisfies the second inequality in Assumption 3.7.
To the best of our knowledge, the Berstein-type inequality for deep feed-forward
neural networks is unavailable and thus Assumption 3.7 is not readily verified. In
the next section, we will use the Rademacher complexity to capture the effect of the
discretization. The Rademacher complexity for two-layer networks may suggest a lift
of the curse of dimensionality as it depends logarithmically on the dimension d.
4. Error estimates for Discrete RM. In this section, we derive error esti-
mates of the discrete RM. The results are based on Theorem 3.4. The core is to
quantify how well the discretization approximates its corresponding continuous norm.
In order to characterize the relation between the discrete norm and the continuous
norm, we utilize well-designed classes of neural networks, which guarantee the con-
vergence with respect to the number of training data samples. The failure of using
tailored classes may lead to no convergence even if a zero training loss is achieved; see
Example 4.1. The analysis presented in this section will be based on the uniform law
of large numbers for well-designed classes of neural networks.
Example 4.1. Consider the 1D Poisson equation −∆u(x) = f(x) on Ω = (0, 1)
with the Dirichlet boundary conditions u(x) = 0 on ∂Ω = {0, 1}. Suppose that u∗










, where M = (Mr,Mb = 2), wi’s
are some quadrature weights and {xi}Mri=1 with xi = iMr . Let u
M
N be a minimizer
in a network class. Let us consider the case where ∆uMN (x) − f(x) = sin(2πMrx),
assuming that f is sufficiently smooth. It can then be checked that the training loss is
zero, while ‖∆uMN − f‖2L2(Ω) = 0.5 for all M . Hence, |J (u
∗)−JM (uMN )| ≥ 0.5 where






. This indicates that minimizing the
discrete loss may not lead to the convergence in continuous norm. Therefore, some
extra conditions are required to guarantee convergence.
In this example the first condition in Assumption 3.7 is violated, e.g., when f = 0.
Definition 4.2 (Rademacher complexity, [10, 41]). Given a collection {Xi}Mi=1
of i.i.d. random samples, the Rademacher complexity of the function class F is defined






, where εi’s are i.i.d. Rademacher
random variables i.e., P(εi = 1) = P(εi = −1) = 0.5.
For many function classes, upper bounds of the Rademacher complexity are
known. For example, see [29] for a class of two-layer neural networks and see [8]
for a class of Barron functions. In many cases, it can be shown that the Rademacher
complexity converges to zero as the number of samples M grows to infinite, such as
in [8] where the convergence rate is half.
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Let {u∗k} be a sequence approximating the solution, as defined in Definition 2.2.
By definition, the sequences {Au∗k − f} and {Bu∗k − g} are uniformly bounded. In
what follows, we make an additional assumption on these sequences required for the
uniform law of large numbers.
Assumption 4.3. Let u∗ be a solution to (2.1) in the sense of Definition 2.2 and
{u∗k} be its corresponding sequence in X. Let Gr = supk ‖Au∗k − f‖L∞(Ω) < ∞, and
Gb = supk ‖Bu∗k − g‖L∞(Γ) <∞.
Under the Assumption 4.3, we introduce the following function classes.
Definition 4.4. Let Gr, Gb be positive numbers defined in Assumption 4.3. De-
fine a subclass of Nθ,n by N
Q
θ,n = {R[θ] ∈ Nθ,n : θ ∈ ΘQ(n)} ∪ (Nθ,n ∩ {u∗k}k≥1) ,
where ΘQ(n) is similarly defined as in (2.4) but all weights and biases are rational
numbers. Introduce two function classes:
Fr,n := {Av − f ∈ Y : v ∈ NQθ,n ∩X and ‖Av − f‖L∞(Ω) ≤ Gr},
Fb,n := {Bv − g ∈ Z : v ∈ NQθ,n ∩X and ‖Bv − g‖L∞(Γ) ≤ Gb}.
Finally, define a subclass of NQθ,n
(4.1) ÑQθ,n = {v ∈ N
Q
θ,n ∩X : Av − f ∈ Fr,n, Bv − g ∈ Fb,n}.
From Assumption 4.3, the countable set ÑQθ,n is not empty (for all but finitely
many n) as it contains some of {u∗k}. One can also consider an uncountable function
class by strengthening Assumption 4.3 with the uniform topology C0.
Next, we bound the discrepancy between the continuous norm and its discretiza-
tion using the Rademacher complexity. The following lemma is obtained by applying
the uniform law of large numbers on the function class defined in Definition 4.4.
Lemma 4.5. Suppose Assumption 4.3 holds. Let Gr, Gb be positive numbers de-




i=1 be i.i.d. samples following proba-
bility densities ρ over Ω and ρb over Γ, respectively in the discrete RM loss (3.9). Let
Y = Lpρ(Ω) and Z = L
p
ρb
(Γ) for p ≥ 1. For any small δr, δb > 0,
sup
v∈ÑQθ,n
∣∣JMτ (v)− Jτ (v)∣∣ ≤ 2RMr (Fpr,n) + 2τRMb(Fpb,n) + δr2 + τ δb2 ,








)), where Fpr,n =
{vp : v ∈ Fr,n} and Fpb,n = {vp : v ∈ Fb,n}.
Proof. Recall from Section 3.2 that














We observe that∣∣JMτ (v)− Jτ (v)∣∣ ≤ ∣∣∣‖Av − f‖pYMr − ‖Av − f‖pLpρ(Ω)∣∣∣+ τ ∣∣∣‖Bv − g‖pZMb − ‖Bv − g‖pLpρb (Γ)∣∣∣ .
For each F ∈ Fr,n, since ‖F‖L∞(Ω) ≤ Gr, P(|F (x)| ≤ Gr) = 1. Since Fr,n is count-
able, we have P(supF∈Fr,n |F (x)| ≤ Gr) = 1 by the continuity of the probability
measure. A similar argument leads to the conclusion for Fb,n. By invoking a uni-
form law via the Rademacher complexity (e.g. Theorem 4.2 of [41]), for δr > 0,
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supAv−f∈Fr,n
∣∣∣‖Av − f‖pYMr − ‖Av − f‖pLpρ(Ω)∣∣∣ ≤ 2RMr (Fpr,n) + δr2 , with probability at




). Similarly, for δb > 0,
sup
Bv−g∈Fb,n
∣∣∣‖Bv − g‖pZMb − ‖Bv − g‖pLpρb (Γ)∣∣∣ ≤ 2RMb(Fpb,n) + δb2 ,




). Combining the above two estimates leads
to the desired conclusion.
With Lemma 4.5 and Theorem 3.4, we establish error estimates for the discrete
RM.
Theorem 4.6 (Error estimates for discrete RM II). Suppose Assumptions




i=1 are be i.i.d. samples following
probability densities ρ over Ω and ρb over Γ, respectively in the discrete RM loss




JMτ (u), where M = (Mr,Mb). Let u∗ be the solution to (2.1)
in the sense of Definition 2.2. Then, for δ > 0, with probability at least Qr,b =
(1− 2 exp(− Mrδ
2
32G2pr
))(1− 2 exp(− Mbδ
2
32G2pb








N,n ) + 2R̃M (F
p










b,n). Also, for any ε > 0, there exists u
∗
ε ∈ X






(1 + τ) inf
w∈ÑQθ,n
(C2 ‖w − u∗ε‖X + ε)
p + 4R̃M (F
p




Here C1 and C2 are the constants defined in (2.3).





















N,n ) + 2R̃M (F
p
















For ε > 0, let u∗ε ∈ X be an approximation of u∗ such that ‖Au∗ε−f‖Y +‖Bu∗ε−g‖Z < ε
From (3.7) and (3.8), we have
Jτ (w
)
≤ (1 + τ)(‖Aw − f‖Y + ‖Bw − g‖Z)
p ≤ (1 + τ)(C2 ‖w − u∗ε‖X + ε)
p.







(1 + τ) inf
w∈ÑQθ,n
(C2 ‖w − u∗ε‖X + ε)
p + 4R̃M (F
p




The proof is then complete.
ERROR ESTIMATES OF RESIDUAL MINIMIZATION WITH NETWORKS 13
Next, we characterize the conditions under which a sequence of minimizers of the
discrete RM loss functionals converges to the solution strongly in V .
Theorem 4.7 (Convergence of discrete RM). Under the same conditions of
Theorem 4.6, suppose limMr→∞RMr (F
p
r,n) = 0 and limMb→∞RMb(F
p
b,n) = 0 for all







= 0, M = (Mr,Mb).
Proof. Let kn be the largest integer satisfying u
∗
kn
∈ Nθ,n. From Theorem 4.6,
by choosing δr = 2M
− 12 +ε
r and δb = 2M
− 12 +ε
b for 0 < ε <
1
2 , with probability at least





































Since limn→∞ Jτ (u∗kn) = 0, the proof is completed.
5. hp-variational Residual Minimization. In this section, we consider er-
ror estimates of the hp-variational residual minimization (hp-VRM), which can ac-
commodate non-smooth networks for high-order differential operators by performing
integration-by-parts.
5.1. Definition of hp-VRM. Let {Ωk}∞k=1 be a partition of the domain Ω.
Suppose {Φk,i}∞k,i=1 forms a complete orthonormal basis in a Hilbert space Y . Also,
let {Φk,i}∞i=1 be a complete orthonormal basis in Y |Ωk , which is defined with the
same structure as in Y but over the domain Ωk. Then, the loss functional (3.2) can
be written as Jτ (v) =
∑∞
k,i=1(f − Av,Φk,i)2Y + τ ‖Bu− g‖
2
Z , and its corresponding
truncation is given by





(f −Av,Φk,i)2Y + τ ‖Bu− g‖
2
Z ,
where N = (N1, · · · , NKh). For simplicity, we write Kh as K. If Nk = N for all k, we
write J h,Nτ as J h,Nτ (v). We can perform integration-by-parts on (f−Av,Φk,i)Y . The
goal of hp-VRM is to find a solution to the minimization problem infv∈S J h,Nτ (v),
where the feasible space S will be determined shortly.
When f −Av is merely in Lp(Ω) (p ∈ [1,∞)), we cannot use the RM formulation.
In contrast, we can still use the hp-VRM formulation by performing integration-by-
parts. In other words, the hp-VRM formulation with the piecewise constant basis is
a weak formulation of RM.
Remark 5.1. In practice, it is convenient to consider the following functional






k,i(f−Av,Φk,i)2Y +τ ‖Bv − g‖
2









k,i (f − Av,Φk,i)2Y ≤ MJ
h,N
0 (v). One has the freedom
to choose αk,i and Φk,i. To simplify the analysis, we always assume that for eack k,
{Φk,i}i≥1 is a complete orthonormal basis of Y |Ωk and αk,i = 1.
Remark 5.2. We can also treat the boundary residual in a similar way. In prac-
tice, the boundary might be irregular. It is then practical to use piecewise constants
as the basis, instead of piecewise polynomials.
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To illustrate the hp-VRM formulation, we consider two special cases when Y =
L2(Ω) and Y |Ωk = L2(Ωk). The first one is the basis of orthonormal polynomials over
smooth regular domains. This formulation with Jacobi-type polynomials as the basis
is used in [14] for tensor product domains.
The second one is the basis of piecewise constants (i.e., N = 1) over possibly
very complicated domains, leading to a weak formulation of residual minimization.
The first term in the functional Jh,1τ (v) becomes
∑K








. Specifically, we employ
{




which is an orthonormal basis in L2(Ω). Here |Ωk| represents the Lebesgue measure
(volume) of the domain Ωk. Let f , v and the coefficients of A be smooth enough
so that f − Av is continuous (or in L∞). Then, by the mean value theorem of





k)−A[v](x∗k))2, which is the first term in the discrete RM formulation



















. Here Γl’s form
a partition of Γ.
Remark 5.3. With integration by parts, the formulation can accommodate bases
for overlapping domains; e.g., piecewise linear polynomials in [16], which form a
complete basis in H1.
5.2. Error estimates. In this section, we present error estimates for continu-
ous hp-VRM but do not present detailed analysis for the discrete hp-VRM, as it is
straightforward to combine the analysis of discrete RM and continuous hp-VRM.
The key idea is to identify a class of functions and a set of orthogonal basis that
satisfy a certain norm relation between the projection operator and the full operator.
We then apply Theorem 3.4 to derive an error estimate for the hp-VRM.
Following the idea in Section 3.2, we may assume that there exists a compact set
Yc of Y such that for all v ∈ Nθ,n ∩ X ∩ Yc such that 2 ‖Ph,Nv‖Y ≥ ‖Ph,Nv‖Y . As
in Section 3.2, such inequality relies on Bernstein-type inequality for networks and is
unavailable for deep feed-forward networks. Instead, we are following the apporach
used in Section 4.
For k = 1, · · · ,K, let {Φk,i}Nki=1 be a set of orthogonal basis for Y |Ωk . With this






(v,Φk,i)Y Φk,i, ∀v ∈ Y.
Definition 5.4 (Definition of ṼK). Let Assumption 2.4 hold, {u∗n} be an ap-
proximation sequence in X from Definition 2.2, and Ω =
⋃K
k=1 Ωk. For each k, let
Gk be a compact set in Y containing the sequence {Au∗n|Ωk − f |Ωk}n≥1 that depends
only on K and {u∗n}n≥1. We then define a class of functions in X as follows:
ṼK := {v ∈ X : Av|Ωk − f |Ωk ∈ Gk,∀k = 1, · · · ,K}.
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The feasible function class ṼK depends only on the number of partitions of the domain
Ω and an approximation sequence {u∗k}k≥1 from Definition 2.2. Also, ṼK is non-empty
as it includes {u∗k}k≥1.
Lemma 5.5. Let Assumption 2.4 hold, {u∗n} be a solution sequence in X from
Definition 2.2, and Ω =
⋃K
k=1 Ωk. Let ṼK ⊂ X be a class of functions defined in
Definition 5.4. Then, for any ε > 0 and k = 1, · · · ,K, there exists Nε,k such that for
all v ∈ ṼK , we have J
h,Nε,K
τ (v) ≥ Jτ (v)− ε,where Nε,K = (Nε,1, · · · , Nε,K).
Proof. Since {u∗n}n≥1 is a sequence from Definition 2.2, the set {Au∗n − f}n≥1
is relatively compact in Y . Let u∗n,k = u
∗
n|Ωk , fk = f |Ωk , and Gk := KY,k be a
compact set in Y containing {Au∗n,k−fk}n≥1. Note that there exists at least one such
compact set, namely, {Au∗n,k− fk}n≥1∪{0}. Then, for any ε > 0, there exists a finite
dimensional subspace K̃ε,KY,k of Y such that for any u ∈ KY,k, there exists uε ∈ K̃
ε,K
Y,k
satisfying ‖uε − u‖Y ≤
√
ε/K. Let K̃ε,KY,k = span{Φk,i : i = 1, · · · , Nε,k}. It can then
be checked that ‖(I − Ph,Nε,K )(Au∗n − f)‖2Y =
∑K
k=1 ‖(I − PNε,k)(Au∗n,k − fk)‖2Y ≤ ε.
Thus, we have J h,Nε,Kτ (v) = Jτ (v)−‖(I−Ph,Nε,K )(Au∗n−f)‖2Y ≥ Jτ (v)− ε, and the
proof is completed.
Proposition 5.6 (Loss Convergence). Suppose Assumption 2.4 and 2.7 hold.
For a fixed τ ≥ 1 and N , limn→∞ J h,Nτ (uτ,Nn ) = 0, where uτ,Nn is a quasi-minimizer
of (5.3).
Proof. Let v∗ be a solution to (2.1) and {v∗k} be its corresponding sequence in X
(Definition 2.2). By definition, we have infv∈X Jτ (v) = 0 and infv∈X J h,Nτ (v) = 0.
For each n, let kn be the largest integer satisfying v
∗
kn
∈ Nθ,n ∩ Ṽε,K . Since Nθ,n ⊂
Nθ,n+1 and
⋃
nNθ,n ∩X = X, we have kn →∞ as n→∞.
Let {uτ,Nn }n≥1 be a sequence of quasi-minimizers of the loss functional, i.e.,
J h,Nτ (uτ,Nn ) ≤ infv∈Nθ,n∩ṼK J
h,N
τ (v) + δn, where lim
n→∞
δn = 0. Since J h,Nτ (uτ,Nn ) ≤
J h,Nτ (v∗kn) + δn for all n, by letting n→∞, the proof is completed.
Proposition 5.6 indicates that the function class ṼK is sufficiently large enough to
reach a zero training loss. However, the training loss being zero does not necessarily
imply the convergence of quasi-minimizers to the solution to Equation (2.1). In the
next theorem, we show how the hp-VRM loss is related to the approximation error.
Theorem 5.7 (Error estimates for hp-VRM). Under the same assumptions
in Lemma 5.5, suppose Assumptions 2.5 holds. Let ṼK ⊂ X be a function class defined
in Definition 5.4. For any ε > 0, let {Φk,i}
Nε,k
i=1 be a set of orthonormal basis with
respect to Y |Ωk for k = 1, · · · ,K from Lemma 5.5, and that defines the loss functional
J h,Nε,Kτ (5.1) for τ ≥ 1. Let uτ,Nεn ∈ Nθ,n∩ ṼK be a quasi-minimizer of (5.3), and u∗
be the solution to (2.1) in the sense of Definition 2.2. Then, the following a posterior
estimation holds:




J h,Nε,Kτ (uτ,Nε,Kn ) + δn + ε
) 1
2 ,
where C1 is the constant defined in the norm relation (2.3) and δn is a vanishing
sequence stemmed from the choice of quasi-minimizers.
Proof. Let u∗ be the solution and {u∗n}n≥1 be its corresponding sequence in X
from Definition 2.2 (also Assumption 2.4). For ε > 0, let u
τ,Nε,K
n be a quasi-minimizer
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of the loss J h,Nε,Kτ in Lemma 5.5 over Nθ,n ∩ ṼK . That is,
J h,Nε,Kτ (uτ,Nε,Kn ) ≤ inf
w∈Nθ,n∩Ṽε,K
J h,Nε,Kτ (w) + δn,
where δn → 0 as n→∞. By Lemma 5.5, since Jτ (v) ≤ J
h,Nε,K
τ (v)+ε for all v ∈ ṼK ,
we obtain
Jτ (uτ,Nε,Kn ) = J h,Nε,Kτ (uτ,Nε,Kn ) + ‖(I − Ph,Nε,K )(Auτn − f)‖2Y
≤ inf
w∈Nθ,n∩Ṽε,K
J h,Nε,Kτ (w) + δn + ε.
It then follows from Theorem 3.4 that




J h,Nε,Kτ (w) + δn + ε
)
.
Letting w = u
τ,Nε,K
n completes the proof.
Theorem 5.8 (Convergence of hp-VRM). Under the same conditions and as-
sumptions of Theorem 5.7, let uτ,Nεn ∈ Nθ,n ∩ ṼK be a quasi-minimizer of (5.3),
where Ṽε,K is defined in Lemma 5.5. Then, limε→0 limn→∞ ‖u
τ,Nε,K
n − u∗‖V = 0,
where u∗ is the solution to (2.1) from Assumption 2.4.







2 . By letting ε→ 0, the proof is completed.
Remark 5.9 (Weaker formulation). Let {Φk,i} be an orthonormal basis in H10 (Ω).
Then the functional in the hp-VRM formulation (5.1) becomes
(5.4) Jτ (v) = ‖f −Av‖2H−1 + τ ‖Bu− g‖
2
Z , τ ≥ 0,
when h → 0 and N → ∞. If ∇Φk,i form a complete basis in L2 (which is the case
for piecewise linear polynomials), then performing integration-by-parts will lead to
problems as in the case of L2 orthonormal bases. For example, when Av = −∆v, we
then have
(5.5) Jτ (v) = ‖F −∇v‖2L2 + τ ‖Bu− g‖
2
Z , τ ≥ 0.





k,i(−F +∇v,∇Φk,i) = ‖∇v − F‖
2
L2 .
6. Illustration Examples and Verification of Assumptions. In this sec-
tion, we consider linear elliptic, advection equations and an integro-differential equa-
tion and demonstrate the key assumptions in Section 3 are satisfied.
6.1. Elliptic problems. Let A be a linear differential operator of the form










and B be the identity operator, i.e., B = Id, which leads to a Dirichlet boundary
condition on ∂Ω. Also, we make the following assumptions.
Assumption 6.1. The coefficients ai,j satisfy the uniformly elliptic condition and
the coefficients are in C2, i.e., twice continuously differentiable. Also, the only solution
with zero input data is the zero solution.
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Lemma 6.2 (Theorem 2.1 in [4]). In addition to Assumption 6.1, assume that A
is with C∞ coefficients, defined on C∞ bounded domain Ω on Rd. For any real number
l, ‖u‖Hl ≤ C(‖Au‖Hl−2 + |u|Hl−1/2(∂Ω)), for all u ∈ C∞(Ω̄) and C is independent of
u.
From this theorem, we can deduce from the density argument that for all l ≤ 1/2,
(6.2) ‖u‖Hl ≤ C(‖Au‖H−3/2 + ‖u‖L2(∂Ω)) ≤ C(‖Au‖L2(Ω) + ‖Bu‖L2(∂Ω)),
holds for any u ∈ H2(Ω). Thus, (2.3a) of Assumption 2.5 is verified with V = H l(Ω)
for any l ≤ 1/2, Y = L2(Ω), and Z = L2(∂Ω). It follows from the trace inequality
(e.g. Theorem 1.6.6 of [5]) and u ∈ H2(Ω) that (2.3b) of Assumption 2.5 is verified
with X = H2(Ω) ⊂ V .
The verification of Assumption 2.7 is straightforward as feed-forward neural net-
works are universal approximators in Sobolev-Hilbert spaces, see e.g., [25]. Therefore,
Theorem 3.4 provides the error estimates in X = H2(Ω) under the conditions in
Lemma 6.2.
Remark 6.3 (Non-smooth data, [4]). If f ∈ Hs(Ω), −2 ≤ s ≤ 0, is a non-
smooth data, we may use a mollifier Φh such that for some C > 0 independent
of h and f , the following holds: ‖Φhf − f‖ ≤ Chs ‖f‖H−s , and ‖Φhf − f‖−2 ≤
Ch2+s ‖f‖H−s .
6.2. Advection-reaction problems. Let Ω ⊂ Rd be an open bounded domain,
with Lipschitz boundary ∂Ω oriented by a unit outward normal vector n. We consider
an advection-reaction problem. Let b be a smooth vector field in Rd such that b ∈
L∞(Ω)d and ∇ ·b ∈ L∞(Ω). Let the inflow boundary be ∂Ω− = {x ∈ ∂Ω|b · n < 0}.
For c ∈ L∞(Ω), let A be the differential operator defined by
(6.3) Au = b(x) · ∇u+ c(x)u, x ∈ Ω,
and B be the identity operator on the inflow boundary ∂Ω−. This formulation also
cover time-dependent advection-reactions; See Remark B.1.
For p ∈ [1,∞], we define the graph space Gpb(Ω) = {v ∈ Lp(Ω)|b · ∇v ∈ Lp(Ω)},
which is endowed with the norm ‖v‖Gpb = (‖v‖
2
Lp +‖b · ∇v‖
2
Lp)
1/2. We also introduce
the following space Lp|b·n|(∂Ω) =
{
v is measurable on ∂Ω |
∫
∂Ω
|b · n| |v|p dx <∞
}
.
By the trace inequality (Lemma 6.4) and Poincare’s inequality (Theorem 6.5), it
can be checked that the following condition holds
(6.4) C1 ‖v‖X ≤ ‖Av‖Y + ‖Bv‖Z ≤ C2 ‖v‖X ,
where X = Gpb(Ω), Y = L
p(Ω), p ∈ (1,∞), Z = Lp|b·n|(∂Ω) and p ∈ (1,∞). This
verifies Assumption 2.5.
Lemma 6.4 (Trace inequality, Lemma 2.1 of [7]). Let ∂Ω+ = {x ∈ ∂Ω|b · n > 0}.
Assume that the inflow and outflow boundaries are well-separated: ∂Ω+ ∩ ∂Ω− = ∅.
Let p ∈ (1,∞) and g ∈ Lp|b·n|(∂Ω), there exists vg ∈ G
p
b(Ω) such that vg = g
on ∂Ω+ ∪ ∂Ω−. In other words, the trace of vg ∈ Gpb(Ω) exists in L
p
|b·n|(∂Ω) and
‖g‖Lp|b·n|(∂Ω) ≤ C ‖vg‖Gpb .
Theorem 6.5 (Poincare inequality, [7]). Let p ∈ (1,∞). Assume that there
exists an Lipschitz continuous function η(x) and a positive constant µ1 such that
(6.5) c(x)− 1
p
∇ · b(x)− 1
p
b(x) · ∇η(x) ≥ µ1 > 0, a. e. x ∈ Ω.
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Then for v ∈ {v ∈ Gpb(Ω)|v(x) = 0, x ∈ ∂Ω−}, ‖v‖Lp ≤ C ‖cv + b · ∇v‖Lp .
The condition (6.5) in Theorem 6.5 can be satisfied in the cases of Friedrich’s
positivity assumption or Ω-filling advection, with which the norm equivalence (6.4)
also holds with p = 1, see e.g. [2, 12].
• (Friedrich’s positivity assumption) There exists a constant µ0 > 0 such that
µ(x)− 1p∇ · b ≥ µ0, a.e. x in Ω.
• (Ω-filling advection). If c = 0 and ∇ · b = 0, assume that the exists z± ∈
G∞b (Ω) with ‖z±‖L∞ > 0 such that −b · ∇z± = p in Ω and z± = 0 on ∂Ω±.
6.3. Integro-differential equations. Let Ω be a bounded Lipschitz domain
satisfying the exterior ball condition or a C2 bounded domain. Consider the following
operator A = (−∆)α/2 + b · ∇+ c, x ∈ Ω ⊂ Rd, 1 < α < 2 and B = Id on Rd \Ω
and the image of B has a compact support and the fractional Laplacian is defined as
a singular integral operator on Rd (see e.g. [22])









Assume that there exists a constant c0 > 0 such that 2c − ∇ · b ∈ L∞(Ω) and
2c−∇·b ≥ 2c0 > 0. By the Lax-Milgram Lemma, we can readily obtain the existence
and uniqueness of a solution and there exists a constant C1 > 0 that
(6.7) C1 ‖u‖Hα/2(Rd) ≤ ‖Au‖H−α/2(Ω) + ‖Bu‖Hα/2(Rd\Ω) .





we obtain that when b and c are in L∞, there exists a constant C2 > 0 such that
for u ∈ C2c (Rd), ‖Au‖H−α/2(Ω) + ‖Bu‖Hα/2(Rd\Ω) ≤ C2 ‖u‖C2c (Rd). Here C
2
c (Rd) is a
subspace of C2(Rd) and elements in C2c (Rd) are compactly supported.
Assumption 2.5 is verified with V = Hα/2(Rd), Y = L2(Ω), Z = Hα/2(Rd \ Ω),
X = C2c (Rd).
Remark 6.6. When Y = L∞(Ω), norm relations in Hölder spaces can be obtained
using regularity results for the fractional Poisson equation e.g., in [11, 37].
7. Conclusion and Discussions. We proposed an abstract framework for ana-
lyzing the convergence of residual minimization for linear PDEs using neural networks.
When Bernstein-type inequalities are available for neural networks, we use the dis-
crete norm relations to obtain the convergence; See Theorem 3.8 and Example 3.9.
When Bernstein-type inequalities are unavailable, we use the Rademacher complexity
to obtain the convergence. We also present some examples in Section 6 on verification
of our assumptions. Both approaches introduced tailored classes of neural networks
that enjoy some desired properties.
The framework developed in this paper may serve as a guidance in designing loss
functionals of the residual minimization. First, we need the stability of the equations
under user-defined metrics. Second, we need to balance the number of training points
and networks’ size; see Example 3.9.
However, the conditions for convergence are not readily verifiable for deep neu-
ral networks. Besides the limitations we mentioned in Section 1, the verification of
Bernstein-type inequalities and the Rademacher complexity is limited to two-layer
networks. Also, the verification may be complicated depending on the operators and
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equations under consideration. These aspects are being investigated in the commu-
nity, and more efforts are required.
Appendix A. The effect of regularizing the loss functionals.
Let Y = Lp. For p ∈ [1,∞), let m ≥ 1 be an integer satisfying p ∈ (2(m −
1), 2m] ∩ [1,∞). With such pair (p,m), let us define ϕp,ε(r) = r2m(r + ε)p−2m where




where the regularized loss functional J ετ is defined by
J ετ (v) = ‖ϕp,ε(|Av − f |)‖L1ρ(Ω) + τ ‖ϕp,ε(|Bv − g|)‖L1ρb (∂Ω)
.
Note that for any v which well defines Jτ (v), letting ε = 0 gives J ετ (v) = Jτ (v).
In what follows, we present a posterior error estimate for the regularized problem
(A.1). We need the following lemma before presenting the error estimate.
Lemma A.1. For any x > 0,
(A.2) ϕp,ε(x) ≤ rp ≤ ϕp,ε(x) + (2m− p)εxp−1,
and
(A.3) pϕp,ε(x) ≤ xϕ′p,ε(x) ≤ 2mxp−1.





|v|p ρ dx ≤ cp
∫
Ω




where cp = 1 when p = 1 and cp = 2 otherwise.
Proof. For any x > 0, ϕp,ε(x) = x
2m(x + ε)p−2m ≤ xp and
∣∣∂x(x+ ε)p−2m∣∣ =
(2m− p)(x+ ε)p−2m−1 ≤ (2m− p)xp−2m−1 and thus
0 ≤ xp − ϕp,ε(x) ≤ (2m− p)εx2mxp−2m−1 = (2m− p)εxp−1,
which gives (A.2).
Now, we prove (A.3). By calculation, ϕ′p,ε(x) = x
2m−1(x+ ε)p−2m−1(px+ 2mε).
By the fact that p(x+ ε) ≤ px+ 2mε ≤ 2m(x+ ε) and ϕp,ε(x) = x2m(x+ ε)p−2m, we
have
pϕp,ε(x) ≤ xϕ′p,ε(x) ≤ 2mϕp,ε(x) ≤ 2mxp.







|v|p ρ dx ≤
∫
Ω




Then by Young’s inequality abp−1 ≤ ap/p+ (p− 1)bp/p, we then have∫
Ω
|v|p ρ dx ≤
∫
Ω
ϕp,ε(|v|)ρ dx+ ε(2m− p)(
∫
Ω
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|v|p ρ dx ≤ 2
∫
Ω




Combining the conclusions for p = 1 and p > 1 gives the desired.
Theorem A.2 (A posterior estimate with regularization). Let (2.3a) in As-
sumption 2.5 hold. Let uεN,n ∈ Nθ,n ∩ X be a solution to the regularized problem
(A.1). The following estimate holds
(A.5)
∥∥u∗ − uεN,n∥∥V ≤ 21−1/pC−11 (cpJετ (uεN,n) + Cε(1 + τ))1/p,
where u∗ ∈ V is from Assumption 2.4 and
(A.6) C = cp(2m− p)(ε+ τε)(‖ρ‖L1(Ω) + ‖ρb‖L1(∂Ω))/p.
Proof. It follows from Lemma A.1 that for any v ∈ X, we have
(A.7) J ετ (v) ≤ Jτ (v) ≤ cpJ ετ (v) + Cε(1 + τ),
where cp = 1 when p = 1 and cp = 2 otherwise and C is defined in (A.6). By the
assumption (2.3a), we have C1
∥∥u− uεN,n∥∥V ≤ (Jτ (uεN,n))1/p. The conclusion follows
from (A.7) and observing that the error term does not depend on u∗ or uεN,n.
The relation (A.7) leads to similar a priori estimate as in Theorem 3.4. By











































Thus, similar error estimates as in Theorem 3.4 can be derived.
Appendix B. Example of time-dependent advection-reaction.
Remark B.1 (time-dependent advection-reaction equations). The problem ∂tu+
b · ∇u + cu = f with initial and boundary values can be recast into the form of
(6.3). In fact, we may introduce the following notations x̃ = (x1, x2, . . . , xn+1, t) and
Q = Ω × (0, T ), ∂Q = ∂Ω × (0, T ) ∪ (Ω × ({T} ∪ {0}). Also, we define the normal
vector ñ =
 (n, 0) on ∂Ω× (0, T )(0, 1) on Ω× {T}
(0,−1) on Ω× {0}
. Let b̃(x̃) = (b(x, t), 1) and ∂Q− = {x̃ ∈ ∂Q |
b̃ · ñ < 0} = (∂Ω− × [0, T ]) ∪ (Ω × {0}), and ∇̃ ≡ (∇, ∂t). Then the problem can be
written as b̃ · ∇̃u + cu = f with u given on ∂Q−. This reformulation has been used
in many works, e.g., in [32].
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