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Introduction
There have been many approaches to hand shape recognition [3, 4, 5, 6] . All these recognition systems display sub-optimal results due to the highly deformable nature of the hand. Any hand shape recognition system needs to be able to cope with slight distortions along the 28 degrees of freedom of the hand.
Another significant problem of hand shape recognition is accurate segmentation of the hand from images. With these issues in mind one important question is how to align these object images. A commonly used approach is to align hand objects based on the centroid of the objects bounding box. However with the aforementioned variances of the hand in mind, this centroid is inconsistent. Therefore the system should also be capable of handling translated object images.
Simard et al. [9] proposed the tangent distance technique to achieve transformation invariance. This method approximates the high dimensional transformation hyper-plane with its tangent plane. Now two images can be compared by finding the distance between their transformation tangent planes.
In section 3 we compare results from our subspace method with that of the Tangent Distance technique.
We propose a transformation subspace technique to combat these issues. Multiple subspace approaches have been employed previously by Wu [1] , where the training data was produced in an ad-hoc manner, then sectioned into subspaces using a-priori knowledge. This method proposed an exhaustive search along subspaces for a given test image. Zhao [2] used an approach to calculate transformation subspaces from original subspaces created from 'perfect' training images for face recognition. They offer a multiresolution search to speed up the exhaustive search of the test image to the original subspaces, along with each transformation subspace. It is important to note that this method only allows for 2D images transformations.
Our proposed method creates the invariant subspace from a sampled subset of all possible transformation images. These images are produced systematically using the commercially available POSER modelling software [10] and can include 3D hand transformation. Performing PCA on these images will generate a subspace that accurately represents the complex transformation hyper-plane.
Instead of performing an exhaustive search on each subspace, we propose a hierarchical tree search that groups similar eigenspaces together. This is achieved by performing a fuzzy k-means algorithm on the origins of the eigenspaces. This allows us to reduce the search involved while retaining accurate search results.
The remainder of the paper is organised as follows: The method of obtaining the complete training set is reported in section 2. In section 3 we outline the proposed technique.
Section 4 details some experimental results and comparisons of the transformation subspace distance with the tangent distance. We finish with the conclusion in Section 5.
Creating training database
One crucial factor in this system is how competently the training images can be produced to accurately represent the transformation hyper-plane.
Using computer animation we can accurately create a model of the hand in any orientation. It is also possible to change all of the characteristics of the hand, for example hand size, direction, orientation and skin colour along with lighting and scene conditions.
In this paper we concentrate on translation, rotation and small random hand configuration transformations. Once the original pose for each hand shape is manually initialised, all subsequent transformations can be generated automatically by manipulating the hand model using the PYTHON scripting tool provided by POSER.
Capturing an image of the hand model at each stance establishes the complete set of hand shape transformations needed to construct its transformation subspace. Using this method of a-priori knowledge to construct the subspaces means we can eliminate the process of automatic subspace segmentation as proposed by [7, 8] . It also allows us to dismiss the need for managing outliers or missing data in our subspaces [8] .
System Overview
In order to create a given subspace, PCA is performed on the set of processed images for each hand shape. Processing involves segmenting hand objects from each image and scaling them to 32*32. Scaling is simply achieved by resizing the pixels contained within the objects bounding box. PCA provides M orthogonal eigenvectors {u1, … ,uM} of the covariance matrix, that correspond to the first M largest eigenvalues, in order to maintain a minimum energy of the dataset. In our experiments we have found that retaining 97% of energy is sufficient to differentiate hand shape subspaces.
The perpendicular distance (D p ) of a point p to a given eigenspace E can then be found using equation (1) .
Where D e = Euclidean distance between p and the origin o of E.
We now have the backbone for a simple finger spelling recognition system. ASL contains 24 static hand gestures. A sample system can be developed as shown in Figure 1 . It is constructed as follows:
Training -Generating a transformation subspace for each hand shape.
Testing -Project the test image into each of the subspaces to find the subspace with the nearest perpendicular distance. This subspace will be representative of one particular hand shape.
Reducing search time Figure 1. Reducing Search Time Overview
Initial experiments have shown that it is possible to reduce the search time from that of an exhaustive search. This can be achieved by organising the PCA reduced subspaces into a hierarchical decision tree. The decision tree can then be constructed using a fuzzy k-means algorithm that divides the dataset into two groups. This process is recursively executed until the stopping condition of the data in a node reaching a variance threshold is reached.
We have found that the origins of the eigenspaces are appropriate constituents to estimate comparability of eigenspaces. Consequently k-means is performed on the origins in order to group eigenspaces and create the search tree.
In a binary tree, at each stage the test image will have the option of following either path. The test image chooses the path by which it has a smaller perpendicular distance to the center eigenspace of that node. The center eigenspace of a node is estimated by, finding both the average origin and average eigenvectors of the eigenspaces contained in that node. We have found this approximation of the center image is sufficient for the test image to successfully navigate the tree.
Once a leaf node is obtained, the nearest subspace in that node to the test image can be found.
Experiments
We have performed a series of tests to assess the transformation subspace technique. We compare it with the Tangent Distance with relation to speed and accuracy. Code used for Tangent Distance is as found at [11] .
All test and training images are obtained using computer animation. The transformation subspace has been trained only on the origin hand shape and origin hand shapes translated in all directions using combinations of 2, 4 and 6 pixels. Each subspaces is therefore created from 49 training images (7*7 manifold of translations in all directions). Translation occurs in the 380*380 image, produced by POSER, before scaling to 32*32. Because of the small number of transformation images used, each subspace can be sufficiently represented using 7 eigenvectors. Figure 2 shows the performance images of the various algorithms. These images illustrate the results of testing with the 19 * 19 manifold of the 24 origin hand shapes images translated in all directions. Table  1 presents a subset of this test set. Here the test set is 96 (24 origin hand shapes, each translated up, down, left and right). It is evident that the tangent distance is only beneficial for small image translation transformations. Conversely the transformation subspace method presents 100% accuracy for the range of images it has been trained on. The Subspace Tree Search compares quite well to the regular subspace search. Also illustrated is the superior speed of the Tangent Distance. However, the subspace technique offers ample efficiency for the task of hand shape recognition in real time. The subspace tree search goes someway to addressing the speed issue but in doing so we compromise, slightly, on accuracy. Note all experiments are run on a standard PC using the matlab interpreter with non-optimised code. Table 2 shows the results of training and testing with both translated and rotated object images. Test images contain the rotations as described in Table 2 along with translation combinations of 1,3 and 5 pixels. The test set for each rotation then contains 1176 images, 24 hand shapes at 49 differing translations. Each hand shape subspace has been created on a set of training images that contain translated origin images, translated origin images rotated 6° left and translated origin images rotated 6° right. As before only translations of 2,4 and 6 pixels are used.
Once again the subspace distance demonstrates a superior performance. The subspace Tree Search offers similar results, while the Tangent Distance technique deteriorates when non-trivial rotations are tested. A reason for the inferior performance is that the object image rotations are acquired in 3D space whereas Tangent Distance aims to approximate 2D image rotation transformations.
In table 3 the result of introducing random shape variations to the test images are displayed. Random variations are achieved by slightly deviating each joint in the hand in an unsystematic manner. The test set for each rotation is 3528, 3 random shape variations of 49 translations for each of the 24 hand shapes. The transformation Subspace was trained as in Table 2 . Clearly the subspace technique and the subspace Tree search provides a better invariance to random hand shape variations.
These experiments show that while Tangent Distance is an effective technique for small 2D image transformations, its usefulness does not compare well with transformation subspace distance for robust hand shape classification.
Conclusions
In this paper, a robust hand shape recognition system has been proposed based on a subspace classifier. The subspaces are constructed, with a-priori knowledge, from images acquired using POSER modeling software. One important aspect of this approach is that once the allowable hand shapes and their bounds have been defined, the set of images of allowable transformation can then be automatically extracted without the expensive need of cameras and actors.
This novel method also means our transformation subspace can be complete and free from outliers allowing for accurate robust recognition. Another important aspect is that the subspaces of 2D images are created from 3D transformations; this further enhances the accuracy of the recognition.
We also introduced a tree-search technique to improve the search time from an exhaustive search. It is hoped that future research will allow us correctly classify a large number of hand shapes from any permissible viewpoint.
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