Introduction {#Sec1}
============

In the brain, electrical signals propagate between neurons of the cortical network through action potentials, which are spikes of polarisation in the membrane of the neuron's axon. These spikes have an amplitude of about 100 mV, typically last about 1 ms^[@CR1]^ and can be recorded using micro-electrodes^[@CR2],[@CR3]^. In order to study the signaling in larger regions of neurons, multielectrode arrays, comprising about 60 electrodes spread across $\documentclass[12pt]{minimal}
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                \begin{document}$$^2$$\end{document}$, are used to capture the collective occurrence of spikes as local field potentials (LFPs). In this setting, the electrodes are extracellular and each is sensitive to electrical signals from several surrounding neurons^[@CR4]--[@CR8]^.

The data of the LFP recordings are processed by putting them into time bins of a few milliseconds duration and by introducing a voltage threshold. In addition, a refractory period is imposed to avoid counting large voltage excursions more than once.

The details of processing can differ slightly between experiments^[@CR5]--[@CR9]^. However, after processing, the data is a time series of two values for each electrode: on (detected signal above threshold) and off (no detected signal or signal below threshold). A *neuronal avalanche* is then defined as a set of uninterrupted signals detected across the micro-electrode array. Each avalanche is both preceded and succeeded by at least one time bin where none of the electrodes detected a signal, defining the avalanche duration as the number of time bins where the avalanche unfolds. Which and how many electrodes detect a signal varies during the avalanche^[@CR5],[@CR6]^. The duration of avalanches typically ranges between a few milliseconds and 30 ms^[@CR10]^. A prominent observable is the avalanche size, which is the total number of recorded signals during the avalanche. If there is only one electrode detecting a signal in each time bin of an avalanche, its size and duration are equal. However, the size of an avalanche is usually larger than its duration due to the simultaneous detection of signals by different electrodes. Histograms of the avalanche size show an apparent *power-law distribution of sizes*, with common small avalanches and rare large avalanches^[@CR5],[@CR6]^, the fingerprint of scale-free phenomena. The exponent of the power law was observed to be $\documentclass[12pt]{minimal}
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                \begin{document}$$-3/2$$\end{document}$ in Ref.^[@CR5]^. However, its exact value was found to be significantly sensitive to the choice of time bin size^[@CR8]^ and spatial sub-sampling of the neural network^[@CR7]^.

The observation of this power-law distribution led to the hypothesis that neuronal avalanches can be modelled adequately by models in the class of self-organized-criticality (SOC)^[@CR5],[@CR8],[@CR11]^ or models of critical branching processes^[@CR5],[@CR12]--[@CR14]^, because both are avalanche models showing power-law distribution of the avalanche size^[@CR15],[@CR16]^. In this article, we focus on modelling neuronal avalanches as branching processes.

A *branching process* is a stochastic process in which a particle can either randomly create identical copies of itself or spontaneously go extinct, triggering an avalanche of particles^[@CR16]--[@CR21],\ [@CR21]--[@CR27]^. The particle number *N* in the branching process is interpreted as the number of electrodes that detect a signal. The creation of a new particle is interpreted as the change of an electrode from no detection to the detection of a signal^[@CR5]^, while the extinction of a particle corresponds to the change from detection to no detection^[@CR8],[@CR14],[@CR28]^. Branching processes display a phase transition from asymptotic extinction with probability 1 to asymptotic survival with a positive probability, depending on the average number of created particles. At the critical point, the avalanche size of a branching process is power-law distributed^[@CR16]^.

Recently, there has been evidence that neuronal activity, when compared to branching processes, is not at criticality but in a reverberating regime close to criticality^[@CR14],[@CR29],[@CR30]^. The reason for the strong interest in the system's distance to a critical point is the criticality hypothesis, which states that information processing in the brain might be optimized by the cortical network being close to a critical point^[@CR10],[@CR12],[@CR13],[@CR31],[@CR32]^. However, fitting power laws is notoriously difficult^[@CR30],[@CR33]^ and other means of verifying the criticality of the neuronal avalanches are essential. For this reason, the *avalanche shape*, defined as the average temporal profile of the avalanches, has received more attention in recent years. It is debated whether, at criticality, the neuronal avalanche shape takes the universal form of an inverse parabola^[@CR16],[@CR26],\ [@CR34]--[@CR38]^, which is the case of a critical branching process. The universality of this shape has been particularly challenged in Ref.^[@CR38]^ by observations of oscillations that modulate the avalanche shape. In Ref.^[@CR38]^, the oscillations are identified as $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma$$\end{document}$-oscillations, which are a particular frequency band of brain waves between 30 and 100 Hz. Brain waves are electric oscillations spanning the entire brain that can be recorded using electroencephalography (EEG)^[@CR39],[@CR40]^. The oscillations are organized into bands covering frequencies between 0.05 Hz (slow 4 band) and 500 Hz (ultra fast band). Their power spectrum follows approximately a 1/*f* distribution^[@CR41]^. Statistically, they are linked to the quiet time distribution between avalanches and correlations between avalanche sizes^[@CR42]^. Their physiological role and the biological mechanisms that sustain them continue to attract attention in neuroscience^[@CR43]--[@CR48]^

The observation of oscillations in the EEG activity on the one hand, and the observation of scale-free avalanches of LFP activity on the other hand raises the question of how these two seemingly incompatible descriptions of the same phenomena can be reconciled. The experimental data in Ref.^[@CR38]^ indicates that $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma$$\end{document}$-oscillations modulate the avalanche shape. Can branching processes incorporate oscillations as well? Will those oscillations modulate the avalanche shape, widely regarded as a universal feature?

To answer these questions, we extend in this paper the field theory in Ref.^[@CR16]^ by incorporating oscillatory extinction rates, see "[Model](#Sec2){ref-type="sec"}". We then calculate observables such as "[Moments](#Sec3){ref-type="sec"}" of the particles number, its "[Covariance](#Sec8){ref-type="sec"}", "[Survival probability](#Sec9){ref-type="sec"}", and the "[Avalanche shape](#Sec10){ref-type="sec"}" (or temporal profile) and compare them qualitatively to experimental results from Ref.^[@CR38]^. We conclude in "[Discussion and conclusion](#Sec14){ref-type="sec"}".

Model {#Sec2}
=====

A branching process in continuous time *t* can be regarded as a reaction of a single particle type *B* that splits into $\documentclass[12pt]{minimal}
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                \begin{document}$$K\in \mathbb {N}_0$$\end{document}$ copies of itself,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} B\xrightarrow {s}KB \, , \end{aligned}$$\end{document}$$with Poissonian rate *s*^[@CR18]--[@CR20]^. The particle number at time *t*, which is also called population size, is denoted by *N*(*t*). In the event of a reaction, the population size increases by $\documentclass[12pt]{minimal}
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                \begin{document}$$K-1$$\end{document}$ particles. The waiting time for an individual particle to undergo any such reaction is exponentially distributed with rate *s*. The number of offspring *K* may be a random variable itself, with probability distribution $\documentclass[12pt]{minimal}
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                \begin{document}$$P(K=k)=p_k$$\end{document}$. We call the reaction in ([1](#Equ1){ref-type=""}) a branching event if $\documentclass[12pt]{minimal}
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                \begin{document}$$K>1$$\end{document}$ and an extinction event if $\documentclass[12pt]{minimal}
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                \begin{document}$$K=0$$\end{document}$. Throughout the present work we initialize the process with one particle at time $\documentclass[12pt]{minimal}
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                \begin{document}$$t_0=0$$\end{document}$, so that $\documentclass[12pt]{minimal}
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                \begin{document}$$N(0)=1$$\end{document}$. The totality of a realisation of a branching process, from the initialization until the termination after which the population size remains 0 indefinitely is referred to as an avalanche. Times between avalanches are not modelled^[@CR49]^ and there are no correlations between avalanches^[@CR42]^.

In Ref.^[@CR16]^, we introduced a Doi--Peliti field theory for the continuous-time branching process with time-independent but arbitrary offspring distribution $\documentclass[12pt]{minimal}
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                \begin{document}$$p_k$$\end{document}$. We refer to such a branching process as *standard branching process*. The action functional of this field theory is$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathcal {A}_0[\phi ,\widetilde{\phi }]= \int \left\{ \widetilde{\phi }\left( -\frac{\mathrm {d}}{\mathrm {d}t}-r\right) \phi +\sum \limits _{j=2}^\infty q_j\widetilde{\phi }^j\phi \right\} \mathrm {d}t \, , \end{aligned}$$\end{document}$$with$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} r=s\left( 1-\mathbb {E}[K]\right) \text { and } q_j=s\sum \limits _{k=j}^\infty \left( {\begin{array}{c}k\\ j\end{array}}\right) p_k\ , \end{aligned}$$\end{document}$$and time-dependent Doi-shifted annihilation and creation fields $\documentclass[12pt]{minimal}
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                \begin{document}$$\widetilde{\phi }(t)$$\end{document}$ respectively. The parameter *r* is called the mass in the context of field theories and is, according to Eq. ([3](#Equ3){ref-type=""}), closely linked to the first moment of the offspring distribution $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {E}[K]$$\end{document}$. Traditionally^[@CR18]^, the branching process is called *sub-critical* if $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathbb {E}[K]<1$$\end{document}$ (and thus $\documentclass[12pt]{minimal}
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                \begin{document}$$r>0$$\end{document}$), it is called *critical* if $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {E}[K]=1$$\end{document}$ (and thus $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$r=0$$\end{document}$), and *super-critical* if $\documentclass[12pt]{minimal}
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                \begin{document}$$r<0$$\end{document}$).

The time-scale of this branching process is set by *s*, the rate with which *any* single-particle event takes place. The rate with which any particle spontaneously disappears, the extinction rate, is thus $\documentclass[12pt]{minimal}
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                \begin{document}$$\epsilon = sp_0$$\end{document}$.

In the following we will focus on binary branching processes, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$p_0=1-p_2$$\end{document}$ in Eq. ([3](#Equ3){ref-type=""}) are determined by $\documentclass[12pt]{minimal}
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                \begin{document}$$r/s=1-2p_2$$\end{document}$. The rest of parameters follow then immediately, such as $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {E}[K]=2p_2$$\end{document}$, $\documentclass[12pt]{minimal}
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                \begin{document}$$q_j=0$$\end{document}$ for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$j\ge 3$$\end{document}$, as well as bounds such as $\documentclass[12pt]{minimal}
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                \begin{document}$$r=\epsilon - q_2$$\end{document}$, so that the branching process is critical if $\documentclass[12pt]{minimal}
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                \begin{document}$$q_2$$\end{document}$ balances the extinction rate. Extensions to branching processes with other time-independent offspring distributions are straight forward^[@CR16]^.

Our extension to this model ([2](#Equ2){ref-type=""}) consists of a *time-dependent*, oscillating extinction rate$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \epsilon (t)=s\big (p_0-A\sin (\nu t)\big ), \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\nu$$\end{document}$ is the frequency of the oscillations. The dimensionless amplitude *A* is the small parameter of the field theoretic perturbation theory about $\documentclass[12pt]{minimal}
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                \begin{document}$$A=0$$\end{document}$. Our model takes the oscillations as given and for simplicity idealizes them as sinus functions^[@CR50]^. It does not model their emergence from underlying mechanisms. In the following, $\documentclass[12pt]{minimal}
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                \begin{document}$$r\ge 0$$\end{document}$ is considered. The magnitude \|*A*\| is bounded by $\documentclass[12pt]{minimal}
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                \begin{document}$$\epsilon (t)$$\end{document}$, as an extinction rate, has to be non-negative at all times. If the amplitude *A* is positive, then the extinction rate is initially suppressed, favouring more branching events. In the field theory, this extension amounts to adding the term (details in "[Extension of the action](#Sec15){ref-type="sec"}"),$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} As\int \left\{ \widetilde{\phi }(t)\phi (t) \sin (\nu t)\right\} \mathrm {d}t \, , \end{aligned}$$\end{document}$$to the original action $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {A}_0$$\end{document}$, Eq. ([2](#Equ2){ref-type=""}), where $\documentclass[12pt]{minimal}
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                \begin{document}$$r=sp_0-sp_2$$\end{document}$ is still the "bare mass". Our extension can be summarised as a standard branching process where binary branching takes place with rate $\documentclass[12pt]{minimal}
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It will turn out that the perturbation remains noticeable at all times in the process in all observables considered. In particular, even at criticality, the "[Avalanche shape](#Sec10){ref-type="sec"}" carries a clear signature of the oscillations despite its expected universality^[@CR34]^. The model and the analysis in the present work therefore provide an explanation for the shape of the temporal profile of neuronal avalanches recently reported by Miller et al.^[@CR38]^.

Figure [1](#Fig1){ref-type="fig"} shows two example trajectories of the population size *N*(*t*), together with the perturbation of the extinction rate, $\documentclass[12pt]{minimal}
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                \begin{document}$$\epsilon (t)/s-p_0=-A\sin (\nu t)$$\end{document}$. In all figures, the latter is shown in green with the ordinate on the right. All data in this work is presented in dimensionless form, in particular time as *st*.

In the following, we state the central results, whose field-theoretic derivation is relegated to the Appendix. In particular, we consider the "[Avalanche shape](#Sec10){ref-type="sec"}" at criticality, which is a common observable in LFP recordings of the brain^[@CR5]--[@CR8]^ and the "[Covariance](#Sec8){ref-type="sec"}", which recently gained more attention in neuroscience as a tool to estimate the system's distance to the critical point^[@CR14],[@CR29],[@CR30]^.Figure 1Two example trajectories of the number of particles *N*(*t*) (purple, left ordinate) of branching processes with $\documentclass[12pt]{minimal}
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                \begin{document}$$-A\sin (\nu t)$$\end{document}$ with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\nu /s\in \{\pi /4,\pi /2\}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$A=0.5$$\end{document}$ is shown in green (right ordinate). When the extinction rate is lower, branching is effectively promoted.

Moments {#Sec3}
=======

First moment {#Sec4}
------------

Since the extinction rate varies periodically, we expect that the first moment varies accordingly. As shown in "[Appendix: First moment](#Sec17){ref-type="sec"}", the expected particle number is,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\Theta (t)$$\end{document}$ is the Heaviside function reflecting the initialization at $\documentclass[12pt]{minimal}
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Figure [2](#Fig2){ref-type="fig"} shows an estimate of the first moment based on Monte-Carlo simulations together with the analytical result Eq. ([6](#Equ6){ref-type=""}) for $\documentclass[12pt]{minimal}
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Because the extinction rate is reduced during the first half-period, Eq. ([4](#Equ4){ref-type=""}), branching dominates the process and the population size increases at first. During the second half-period, extinction dominates and the population size decreases, perfectly balancing, on average, the creation of particles in the first half of the period. According to Eq. ([6](#Equ6){ref-type=""}) and Fig. [2](#Fig2){ref-type="fig"}, the expected population size $\documentclass[12pt]{minimal}
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                \begin{document}$$10^7$$\end{document}$ realizations). Full blue lines: exact analytic predictions, Eq. ([6](#Equ6){ref-type=""}) (left), Eq. ([7](#Equ7){ref-type=""}) (right). Dashed black lines: analytic approximation, see Eqs. ([10](#Equ10){ref-type=""}), ([12](#Equ12){ref-type=""}), ([16a](#Equ16){ref-type=""}), and ([16b](#Equ17){ref-type=""}). The perturbation of the extinction rate, Eq. ([4](#Equ4){ref-type=""}), is shown in green (right ordinate).

Second moment {#Sec5}
-------------

The second moment can be calculated in closed form from a convolution integral involving the first moment only, "[Appendix: Second moment](#Sec18){ref-type="sec"}". From Eqs. ([32b](#Equ34){ref-type=""}), ([33](#Equ35){ref-type=""}) and ([35](#Equ37){ref-type=""}),$$\documentclass[12pt]{minimal}
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Although the extinction is not shifted on average, the second moment is shifted on average due to the oscillations, see Fig. [2](#Fig2){ref-type="fig"}.

n-th moment {#Sec6}
-----------

In principle, all moments of *N*(*t*) can be calculated exactly, following the same lines as in the previous section "[Second moment](#Sec5){ref-type="sec"}" and in "[Appendix: Second moment](#Sec18){ref-type="sec"}". However, even the second moment involves an integral that cannot be carried out in closed form and, for higher moments, the procedure quickly becomes unpleasantly complicated. To calculate higher moments of the population size $\documentclass[12pt]{minimal}
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Following^[@CR16]^, all moments can be written in terms of factorial moments, which are naturally produced by the diagrammatics of the field theory. We denote the *n*-th factorial moment by $\documentclass[12pt]{minimal}
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Further observables {#Sec7}
===================

In the following, we analyse observables that are somewhat more involved to derive in the present framework. In particular, the avalanche shape and covariance are more of immediate interest to experimentalists because these are more accessible from LFP recordings of the brain^[@CR5]--[@CR8],[@CR14],[@CR29],[@CR30]^.

Covariance {#Sec8}
----------
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As shown in "[Appendix: Covariance](#Sec21){ref-type="sec"}", the covariance can be calculated in closed form up to an integral,$$\documentclass[12pt]{minimal}
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Simulation results and analytical expression Eq. ([18](#Equ19){ref-type=""}) are shown together in Fig. [3](#Fig3){ref-type="fig"}a,b. For $\documentclass[12pt]{minimal}
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As an autocorrelation function, the covariance quantifies how the activity in the system at one instance influences the system at later instances. This has recently proven to be a valuable tool for determining the distance of neural networks from the critical point^[@CR14],[@CR29],[@CR30]^. What the imposed oscillations imply for this tool is discussed in "[Discussion and conclusion](#Sec14){ref-type="sec"}".

Survival probability {#Sec9}
--------------------

The "[First moment](#Sec4){ref-type="sec"}" shows that the expected number of particles is on average larger if $\documentclass[12pt]{minimal}
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Based on the derivation in "[Appendix: Probability of survival to first order](#Sec22){ref-type="sec"}", to leading order in *A* we find$$\documentclass[12pt]{minimal}
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Despite the shifted survival probabilities, Fig. [4](#Fig4){ref-type="fig"}, and shifted average number of particles, Fig. [2](#Fig2){ref-type="fig"}, the avalanches do not survive indefinitely. They die eventually with probability 1 at $\documentclass[12pt]{minimal}
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To appreciate better the effect of the extinction oscillations on the ultimate survival $\documentclass[12pt]{minimal}
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We therefore conclude that the ultimate survival increases linearly and continuously from 0 for $\documentclass[12pt]{minimal}
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Avalanche shape {#Sec10}
---------------

### Shape depending on time of death T {#Sec11}

The (temporal) shape of the avalanche *V*(*t*, *T*) is the expectation of *N*(*t*) conditioned to the branching process going spontaneously extinct at some fixed termination time $\documentclass[12pt]{minimal}
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After suitable normalisation^[@CR16]^ the time-homogeneous version of the process displays a universal, parabolic shape. Not least because of its universality, the shape has gained some popularity to serve as a fingerprint of a process^[@CR34],[@CR54],[@CR55]^. However, as shown in Figs. [6](#Fig6){ref-type="fig"} and [7](#Fig7){ref-type="fig"}, the periodic extinction imposes characteristic humps on the shape. They are of course rooted in the periodic extinction, as an analytical calculation shows, see "[Appendix: Avalanche shape to first order](#Sec23){ref-type="sec"}" for details. These oscillations remain visible in the shape *V*(*t*, *T*) at all *T* and all *t*, but become particularly vivid whenever the termination time *T* is commensurate with the period of the oscillations, $\documentclass[12pt]{minimal}
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                \begin{document}$$sT\pm 0.2$$\end{document}$. Full blue lines: analytic prediction to first order in *A*. Full green lines: perturbation of the extinction rate, Eq. ([4](#Equ4){ref-type=""}) (right ordinate).Figure 7Area-normalised expected avalanche shapes $\documentclass[12pt]{minimal}
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### Comparison to experiments {#Sec12}

The mean avalanche shapes, such as in Figs. [6](#Fig6){ref-type="fig"} and [7](#Fig7){ref-type="fig"} can be qualitatively compared to avalanche profiles recorded in the brain. We reproduce in Fig. [8](#Fig8){ref-type="fig"} plots from Miller et al.^[@CR38]^ (Figure 4(a) in Ref.^[@CR38]^), and adapt it by overlaying our analytical plots from Fig. [7](#Fig7){ref-type="fig"}, in accordance with the Creative Commons Attribution 4.0 International License. The data was collected through multielectrode arrays implanted in three adult nonhuman primates (see Ref.^[@CR38]^ for details).Figure 8Comparison of model to experimental data. Underlying figure (grey, black and red colors) from Miller et al.^[@CR38]^, Fig, 4(a) therein, reproduced and adapted under Creative Commons Attribution 4.0 International License. Adaptation: overlay of blue colors: analytical results from Fig. [7](#Fig7){ref-type="fig"} above. On *y*-axis, $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle s\rangle$$\end{document}$ is the mean profile in Ref.^[@CR38]^, corresponding to our *V*(*t*, *T*); on *x*-axis, duration T from Ref.^[@CR38]^ is denoted by time *t* in our article. Data was collected through multielectrode arrays implanted in adult nonhuman primates (see Ref.^[@CR38]^ for details). Grey lines, single electrode data, black line mean of array, red mean size-per-timestep.

The plots show qualitatively a good agreement between the data and our model. The general shape and periodicity is captured extremely well. Small qualitative disagreement occurs in the third and fourth plot in the relative heights of consecutive maxima and minima. This disagreement may be down to higher order correction terms in the amplitude *A*.

The figure illustrates that branching processes, which are commonly used to explain the statistical properties of avalanches recorded in the brain, can be extended to also incorporate neuronal oscillations. Although the observation of non-universal avalanche shapes questioned the criticality hypothesis of the brain^[@CR10],[@CR32],[@CR38]^, our analytical results clearly show that criticality is compatible with avalanche profiles that are modulated by oscillations.

### Universal parabolic shape {#Sec13}

The universal parabolic shape may be recovered by suitably averaging across different termination times *T*. Devising such a scheme in a given numerical or experimental setting may not always be feasible^[@CR56]^. Figure [9](#Fig9){ref-type="fig"} shows the *T*-averaged and *T*-rescaled expected avalanche shape,$$\documentclass[12pt]{minimal}
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                \begin{document}$$10^7$$\end{document}$ trajectories *N*(*t*). Full lines: analytic prediction to first order in *A*.

Discussion and conclusion {#Sec14}
=========================

Our discussion is two-fold: first, we focus on aspects of interest to research in stochastic processes. We then follow with a discussion on the implications for research in the area of neuronal avalanches.

In this paper, we extend the standard branching process by including time-dependent, deterministic variations of a reaction rate. While we focus on varying the extinction rate only, our approach is applicable to any reaction rate in a Doi--Peliti field theory.

Neuronal avalanches can show oscillating behaviour, which we capture with a branching process model with oscillating extinction rate. These oscillations can be observed in any moment, of which we present the zeroth (the survival probability), first and second, and in any correlation function, of which we present the two-time covariance. All of these observables are calculated exactly. Furthermore, we introduce an approximation scheme for factorial moments to first order in the amplitude of the extinction rate oscillations. This allows approximating more complicated observables such as the survival probability and the avalanche shape in the limit of small oscillation amplitudes.

All analytically calculated observables are compared with simulation results from Monte Carlo simulations. While the exact analytic results match perfectly, we also evaluate the first-order approximation scheme and find good agreement in the limit of small oscillation amplitudes.

Although the extinction rate is unchanged on average, its oscillation leads *on average* to a shift in the moments. For example, if the oscillations start with a decrease of the extinction rate, the expected particle number is always greater compared to the process without oscillations. Conversely, if the oscillations start by increasing the extinction rate, the expected number of particles is always lower than without oscillations. Despite the average shift of particle numbers, the onset of indefinite survival is not shifted by the oscillations. We therefore conclude that the critical point remains unchanged.

Both subcritical branching processes and neuronal activity show exponentially decaying auto-correlation functions whose decay rate is independent of the spatial sub-sampling of the neural network^[@CR14]^. In particular, if the neural system is close to the critical point, in the reverberating regime, the exponential decay is slow and can be observed over more than 100ms even in a single neuron's activity^[@CR14]^. As the oscillations in the neuronal activity can have periods well below 100 ms (e.g. in the spindle band), they should be visible in the data.

Similarly, both the oscillating branching process presented here and recordings of neuronal avalanches show oscillating avalanche shapes^[@CR38]^. In our model and in the data, the oscillations modulate the shape and are most pronounced when the avalanche duration is an integer multiple of the period of the oscillations. Surprisingly, these results defy the assumption that the avalanche shape is universal at criticality. However, when the shapes are also rescaled and averaged over the avalanche duration, our simulations indicate that the universal parabola shape is recovered.

In future research, the oscillating branching process should be compared quantitatively to local field potential recordings of oscillating neuronal avalanches. Thus, the presented model can contribute to the understanding of neuronal avalanches by rejecting or supporting the branching process picture of signal propagation in the brain. Furthermore, it would be interesting to find out whether other types of variation of the extinctions rate, such as random fluctuations, result in similar behaviour.

Appendix: Extension of the action {#Sec15}
=================================

The extension of the model consists of making the extinction rate time-dependent. Hence, in the following derivation, we focus on introducing the new extinction rate and ignore the branching process.

Let *P*(*n*, *t*) be the probability that there are *n* particles in the system at time *t*, i.e. $\documentclass[12pt]{minimal}
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In the next step, following^[@CR57]^, the master Eq. ([25](#Equ26){ref-type=""}) is used to derive a corresponding equation for the state vector $\documentclass[12pt]{minimal}
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Appendix: Derivation of moments {#Sec16}
===============================
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Appendix: First moment {#Sec17}
----------------------

In the field theoretic calculation, the first moment is calculated as the propagator. Due to the varying extinction rate the propagator acquires corrections which schematically depicted as diagrams. The red, full lines ![](41598_2020_69705_Figa_HTML.gif){#d30e10820} represent the bare propagator $\documentclass[12pt]{minimal}
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Appendix: Second moment {#Sec18}
-----------------------
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Appendix: n-th factorial moment to first order {#Sec19}
----------------------------------------------

We define the *n*-th factorial moment of *N*(*t*)^[@CR16]^ as the function$$\documentclass[12pt]{minimal}
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Appendix: Covariance {#Sec21}
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Appendix: Probability of survival to first order {#Sec22}
------------------------------------------------
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Appendix: Avalanche shape to first order {#Sec23}
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