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Система (22) содержит ( )22N +  неизвестных и ( )21N +  уравнений, однако, учитывая в (20) тот факт, 
что многочлены Чебышева образуют на отрезке [–1, 1] линейно независимую систему, из (20)  при-
ходим к выводу, что все коэффициенты ,p rc , имеющие хотя бы один нулевой индекс, равны нулю. Ис-
ключив соответствующие столбцы из (22), получаем систему линейных алгебраических уравнений с 
квадратной матрицей: 
1 1
*
1, 1 , , , , ,
=1 =1
= , = 0,1, , , = 0,1, , .
n n
i j p r i j p r i j
p r
c c i n j n
+ +
+ + + µ β∑∑     (23)
Приведем теорему, устанавливающую разрешимость системы (23).
Введем класс функций ( ) , 1, 0 < 1.rW H rµ ≥ µ ≤
Полагаем, что функция ( ) ( ), , 1,rf x y W H r∈ µ ≥  если она по каждой переменной имеет произво-
дные до порядка 1r ≥  и r-я производная из класса ( ) , 0 < 1.H µ µ ≤
Теорема 2. Пусть выполнены условия теоремы 1. Если ( ) ( ) ( ) ( ), , , ; , ;r rk x y t W H f x y W Hτ ∈ µ ∈ µ  
( ) ( ) ( )1 2; ( ) , 1; 0 < 1,r rh y W H h x W H r∈ µ ∈ µ ≥ µ ≤  то при достаточно больших n  система (23) 
разрешима и
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Доказательство проводится по схеме работы [6].
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О. В. шУТ
ОЦЕНКИ СЛОЖНОСТИ РЕШЕНИя ЗАДАч РАСПОЗНАВАНИя С ОБУчЕНИЕМ 
В КЛАССЕ АЛГОРИТМОВ ИНДУКТИВНОЙ РЕЗОЛЮЦИИ
Рассматриваются три алгоритма решения задач распознавания образов, называемые алгоритмами индуктивной резолю-
ции, для случая, когда все признаки объектов принимают конечное количество значений: алгоритм, основанный на методе 
объектных резолюций, алгоритм распознавания, использующий функцию близости объектов, и комбинированный алгоритм. 
Подсчитана вычислительная сложность этих алгоритмов и показано, что сложность алгоритма объектных резолюций и ком-
бинированного алгоритма прямо пропорциональна третьей степени количества объектов, построенных этими алгоритмами. 
Для уменьшения времени работы алгоритмов предложены модификации всех трех алгоритмов, использующие идею метода 
ветвей и границ. Приведены оценки сложности модифицированных алгоритмов. Показано, что с помощью предлагаемой мо-
дификации время работы алгоритмов индуктивной резолюции уменьшается в экспоненциальной зависимости от структуры 
информации о рассматриваемом объекте.
Ключевые слова: распознавание образов; метод резолюций; вычислительная сложность.
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The paper considers three algorithms for solving pattern recognition problems in the case when all signs of objects have a finite 
quantity of values: the first algorithm bases on object resolution method, the second one is a recognition algorithm which uses a 
closeness function of objects, and the third one combines these two algorithms. These algorithms are called inductive resolution 
algorithms. The computational complexity of all three algorithms is calculated. The complexity of the object resolution and combined 
algorithms is shown to be directly proportional to the cube of the quantity of objects built by these algorithms. In order to reduce running 
time of algorithms, modifications, which are based on the idea of branch and bound method, are suggested for all three algorithms. 
Complexities of modified algorithms are estimated. It is shown that, due to the suggested modification, the running time of inductive 
resolution algorithms decreases exponentially depending on the structure of information of the object which is being considered.
Key words: pattern recognition; resolution method; computational complexity.
В [1] предложена схема использования метода резолюций для решения задач распознавания образов 
с обучением. Для этого разработан аналог метода резолюций, работающий с объектами в конечно-
мерном пространстве значений признаков, и построен алгоритм A1, названный алгоритмом объектных 
резолюций. Построен также комбинированный алгоритм AC, объединяющий алгоритм A1 с алгоритмом 
распознавания A2, описанным в [2] и названным в [3] алгоритмом индуктивной резолюции. Комбина-
ция AC также реализует индуктивный вывод, и поэтому AC можно отнести к классу алгоритмов индук-
тивной резолюции. 
Главной идеей алгоритмов указанного класса является перебор объектов, выводимых методом объ-
ектных резолюций из заданного множества либо составляющих обучающую выборку. Поэтому при 
больших размерах выборок возникает необходимость сократить время работы этих алгоритмов. С этой 
целью предлагается использовать технику, описанную в [4], где введены оценки близости значений 
признаков для уменьшения времени работы алгоритма A2 путем применения метода ветвей и границ. 
В данной статье рассматриваются модификации всех данных алгоритмов, основанные на этом методе, 
приведены оценки их вычислительной сложности и показано, что сложность алгоритмов индуктивной 
резолюции может быть уменьшена.
1. Основные обозначения. Ниже используются понятия из [1–4]. Рассматривается задача распозна-
вания образов Z, в которой X обозначает множество объектов, X Xl1, ...,  – классы, X X
0 ⊂  – обучаю-
щую выборку. Потребуются также некоторые дополнительные определения и обозначения: объект – 
отображение p s s Dn
n: ...1 × × → ; S s sn={ , ..., }1  – множество признаков, порядок которых зафиксирован; 
D – конечное множество значений признаков; k D= ; Dj
p  – множество значений признака sj объекта p, 
где D Dj
p ⊂ , Dj
p ≠ ∅, j n=1, . Для описания объектов используется кодировка c, где значение признака 
sj объекта p представлено в виде k-мерного вектора:
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Объект p, обладающий n признаками, представлен в виде kn-мерного вектора 
c p( ) c D c Dp np= ( )( ) ( )( )1 , ...,  . Кроме того, рассмотрим операцию построения объекта r Or p ph= ( )1 2,  , где 
r называется объектной резольвентой:
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2. Постановка задачи. Оценим сложность алгоритмов, предложенных для решения Z. Для этого 
подсчитаем сложность операций, которые используются в этих алгоритмах.
1) Сравнение двух объектов. При использовании кодировки c объекты неравны, если у них не совпа-
дает значение хотя бы одной компоненты из kn. Поэтому необходимо сравнить попарно kn компонент. 
Отсюда следует, что сложность операции равна O(kn).
2) Построение объектной резольвенты. Поскольку c Dj
p1( )  и c Djp2( )  – k-мерные векторы, то для 
вычисления значения одного признака нужно совершить k операций над компонентами векторов. От-
сюда следует, что сложность операции равна O(kn).
3) Проверка существования объекта. Если Dj
p =∅, то p не обладает признаком sj и не рассматрива-
ется в рамках задачи Z. Поэтому при построении r нужно сравнить c Dj
p( )  с (0, …, 0) для j k=1, . От-
сюда следует, что сложность операции также равна O(kn).
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Исходя из этих оценок, нетрудно подсчитать, что вычислительная сложность алгоритмов A1, A2 и AC 
составляет O kQ n3 2( ), O kq n0 2( )  и O kQ n3 2( )  соответственно (см. табл. 1–3), где q X0 0= ; Q – общее 
количество построенных объектов. Предполагается, что множество объектов хранится в виде списка.
Заметим, что k, n и q0 зависят только от исходных данных задачи Z, т. е. зафиксированы. В худшем 
случае алгоритмы A1 и AC могут построить все множество X, поэтому возникает необходимость умень-
шить число объектов, обрабатываемых этими алгоритмами. Исходя из этих соображений, предлагается 
уменьшить сложность алгоритмов путем уменьшения Q. Это и является основной целью данной ра-
боты и представляет собой суть предложенных ниже модификаций в классе алгоритмов индуктивной 
резолюции.
3. Модификация алгоритма A1. Предлагаемая модификация алгоритма A1 основана на следующей 
идее: будем рассматривать признаки по очереди и после рассмотрения каждого признака удалять те 
объекты, которые заведомо не могут быть использованы при выводе x из X 0. Для этого введем функцию 
близости двух объектов по признаку sj, а также функцию близости объекта к множеству объектов по 
признаку sj:
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Пусть L l={ }1, ...,  – множество номеров классов, X X Xi i0 0=  . Разобьем множество L на l подмно-
жеств, содержащих номера классов. Функция  µ j ix Y
1 ,( ) будет играть роль верхней оценки принадлежности 
объекта x текущему классу. Рассмотрим следующий алгоритм:
Ш а г  1. Введем множества Y Xi i=
0, L l={ }1, ..., . Для всех n признаков выполним шаги 2–8. Если все 
признаки уже рассмотрены, перейдем к шагу 9.
Ш а г  2. Выберем признак sj. Для каждого класса Xi, где i ∈ L, выполним шаги 3–5.
Ш а г  3. Выберем из Yi нерассмотренную пару объектов p p1 2,( ). Если все пары объектов уже рас-
сматривались, то возвращаемся на шаг 2.
Ш а г  4. Вычислим r Or p pj= ( )1 2, . Если ∃ =∅j Djr , то возвращаемся на шаг 3.
Ш а г  5. Если r Yi∉ , то добавим r в Yi : Y Y ri i: { }=  . Возвращаемся на шаг 3.
Ш а г  6. Вычислим µ j ix Y
1 ,( )  для всех i ∈ L.
Ш а г  7. Удалим из L те номера классов i, для которых µ j ix Y
1 0,( ) = .
Ш а г  8. Удалим из Yi те объекты p, для которых µ j x p
1 0,( ) = .
Ш а г  9. Алгоритм завершает работу.
Обозначим этот новый алгоритм через AB1 . Его результаты интерпретируются следующим образом: 
если после завершения работы алгоритма L =∅, то с помощью данного алгоритма нельзя сделать ни-
каких выводов о принадлежности x; если же ∃ ∈i L, то x Xi∈ . В частности, если L >1, то это значит, 
что ∃ ≠ ∅i j X Xi j,
0 0
 .
4. Свойства алгоритма AB1. Покажем, что алгоритм AB1  работает правильно в следующем смысле: 
он строит те и только те объекты, которые являются логическим следствием Xi
0. Для упрощения рас-
смотрения пар объектов обобщим операцию построения объектной резольвенты на произвольное ко-
личество объектов:
Or p p Or Or p p pj m j j m m1 1 1, ..., , ..., ,( ) = ( )( )− , где m ≥ 2.
Исследуем свойства обобщенной объектной резольвенты, которые следуют из ее определения и бу-
дут использованы при описании свойств алгоритма AB1 .
Свойство 1. Or p p Or p pj m j m1 1, ..., , ...,( ) ( )( ) = ( )σ σ , где σ – произвольная перестановка номеров при-
знаков (1, …, m).
Свойство 2. p Or p pj= ( ), .
Свойство 3. Or p p Or Or p p Or p pj m j j t j t m1 1 1, ..., , ..., , , ...,( ) = ( ) ( )( )+ , где 1 ≤ t ≤ m.
Покажем, что исключение классов и объектов на шагах 7 и 8 алгоритма AB1  правомерно: если объ-
ект x может быть выведен из X 0 и µ j x p
1 0( , ) =  после рассмотрения признака sj, то в дальнейшем 
объект p не может участвовать в выводе x, поэтому удаление p из Yi не приведет к тому, что x не будет 
построен алгоритмом AB1 .
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Теорема 1. Пусть µ µj jx p x p
1
1
1
2, ,( ) = ( ), где p p Xi1 2, ∈ . Если h ≠ j или µ µj jx p x p1 1 1 2 1, ,( ) = ( ) = , то 
µ µ µj h j jx Or p p x p x p
1
1 2
1
1
1
2, , , ,( )( ) = ( ) = ( ).
Покажем, что порядок рассмотрения признаков в алгоритме AB1  не влияет на результат.
Теорема 2. Пусть объект r Or Or p p Or p pj j j= ( ) ( )( )2 1 11 2 3 4, , ,  был построен алгоритмом AB1  из объ-
ектов p p p p Yi1 2 3 4, , , ∈  при последовательном рассмотрении признаков s j1  и s j2. Тогда объект r будет 
построен и при рассмотрении s j1  и s j2  в обратном порядке:
r Or Or p p Or p p Or p p Or p pj j j j j= ( ) ( ) ( ) ( )( )1 2 2 2 21 3 2 4 1 4 2 3, , , , , , ,  .
Доказательства теорем 1 и 2 носят технический характер и следуют из определений обобщенной 
объектной резольвенты и функции µ j ix Y
1 ,( ).
Покажем, что по окончании работы алгоритма AB1  x Yi∈  тогда и только тогда, когда x является ло-
гическим следствием Xi
0. Заметим, что если Norm Normx p( ) ⊂ ( )  и p Yi∈ , то и x Yi∈ . Поэтому будем 
считать, что если объект p может быть выведен из Xi
0  и Norm Normx p( ) ⊂ ( ), то и x может быть вы-
веден из Xi
0.
Теорема 3. Объект x может быть выведен из Xi
0  с помощью метода объектных резолюций тогда 
и только тогда, когда в результате выполнения алгоритма AB1  i L∈ .
Доказательство. 1. Пусть x может быть выведен из Xi
0. Предположим, что в процессе выполне-
ния алгоритма AB1  признаки рассматриваются в последовательности их номеров S0. Пусть для вывода 
x из Xi
0  методом объектных резолюций нужно построить объектные резольвенты по признакам в по-
следовательности J. Если в J имеются повторяющиеся признаки, то добавим их в S0, что по теореме 1 
и свойствам обобщенной объектной резольвенты не повлияет на результат алгоритма AB1 . Поскольку 
по теореме 2 порядок рассмотрения признаков в алгоритме AB1  не имеет значения, то переставим при-
знаки в S0 в том порядке, в каком они идут в J. Отсюда получаем, что x будет выведен из Xi
0, если при 
выполнении алгоритма AB1  признаки рассматриваются в последовательности J, которая применяется 
при выводе x методом объектных резолюций.
2. Пусть после выполнения алгоритма AB1  i L∈ . Из шагов 7 и 8 следует, что после рассмотрения 
алгоритмом AB1  всех признаков ∀ ∀ ∈ ∀ ∈ ( ) =j i L p Y x pi jµ1 1, . Тогда любой объект p Yi∈  может быть 
выведен из Xi
0  путем построения объектных резольвент в последовательности S0. По определению 
µ j x p
1 ,( )  получаем, что ∀j  µ j x p1 1,( ) =  тогда и только тогда, когда Norm Normx p( ) ⊂ ( ), а тогда и x 
может быть выведен из Xi
0.
Из теоремы 4 следует правильность работы алгоритма AB1 . Таким образом, для алгоритма A
B
1  спра-
ведливы все утверждения, приведенные в [1] для алгоритма A1.
5. Модификация алгоритма A2. Опишем модификацию алгоритма A2, основанную на оценке бли-
зости объектов по части признаков. Как и в алгоритме AB1 , рассмотрим признаки по очереди. Опреде-
лим функцию ρj следующим образом:
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
1
2
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, .
D D
D D
j
x
j
p
j
x
j
p
Значение ρj отражает близость первых j признаков объектов x и p. Введем также функцию верхней 
оценки частичной близости объектов 2jµ  по j признакам:
µ ρj ij
h S
ih j h
x
h
p
h S
x p a a D D2
1
0( , ) max , ,=





 ( )







∈
−
∈
∑ ∑ , где a Rij ∈ , ∀ ≥ ∀ >∑i, j   a ,  i  aij ij
j
0 0.
Здесь aij  – матрица, поставленная в соответствие множеству 1, ..., l S{ }× .
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Заметим, что если h = 0 , то µ j x p
2 1,( ) = . Рассмотрим следующую модификацию алгоритма A2: 
множество L разбивается на l подмножеств, содержащих номера классов, а функция
 
µ j x p
2 1,( ) =
 
применяется в 
качестве верхней оценки принадлежности x текущему классу.
Ш а г  1. Пусть ∀ =i l1,  ji = 0. Выберем произвольный класс Xi.
Ш а г  2. Для всех x Xi
0 0∈  вычислим µ ji x x
2 0,( ).
Ш а г  3. Для всех i l=1,  вычислим P x x xi
x X
j
i
i
( ) = ( ){ }
∈
max ,
0 0
2 0µ .
Ш а г  4. Вычислим P x P x
i i
( ) = ( ){ }max .
Ш а г  5. Пусть P x P xi i i0 ( ) = ( ){ }max . Если j ni0 = , то переходим на шаг 7.
Ш а г  6. Перейдем к следующему признаку в Xi0 :  j ji i0 0 1:= + . Возвращаемся на шаг 2.
Ш а г  7. Занесем объект x в класс Xi0. Алгоритм завершает работу.
Обозначим этот алгоритм через AB2 . Заметим, что в отличие от алгоритма A
B
1  алгоритм A
B
2  опреде-
ляет принадлежность любого объекта x X∈ .
6. Модификация алгоритма AC. Рассмотрим модификацию алгоритма AC, объединяющую алго-
ритмы AB1  и A
B
2 .
Ш а г  1. Пусть L l={ }1, ..., , ∀ =i l1,  ji = 0, Y Xi i= 0. Выберем произвольный класс Xi.
Ш а г  2. Если i L∈ , то выполним шаги 3–8 алгоритма AB1  для класса Xi и признака ji, иначе перейдем 
к шагу 4.
Ш а г  3. Если ∃ ∈ ( ) ⊂ ( )p Y x pi Norm Norm , то обозначим i i0 =  и перейдем к шагу 7.
Ш а г  4. Выполним шаги 2–4 алгоритма AB2 .
Ш а г  5. Пусть P x P xi i i0 ( ) = ( ){ }max . Если j ni0 = , то перейдем к шагу 7.Ш а г  6. Перейдем к следующему признаку в Xi0 : j ji i0 0 1:= + . Возвращаемся на шаг 2.
Ш а г  7. Занесем объект x в класс Xi0. Алгоритм завершает работу.
Обозначим этот алгоритм через AC
B. Поскольку AB2  выдает результат для всех x X∈ , то с помощью 
алгоритма AC
B  также можно определить принадлежность любого x X∈ .
7. Сложность модифицированных алгоритмов. Подсчитаем сложность алгоритмов AB1 , A
B
2  и AC
B . 
В худшем случае их сложность равна сложности алгоритмов A1, A2 и AC соответственно, так как здесь 
в этих трех алгоритмах будут осуществлены все шаги для всех классов и признаков, что и происходит 
при выполнении немодифицированных алгоритмов. Более детальный расчет сложности алгоритмов 
описан в табл. 1–3.
Т а б л и ц а  1
Сложность алгоритмов A1 и 1
BA
Шаг A1 Шаг 1
BA Сложность
Шаги 1–3
Шаг 1 Шаги 2–8 будут выполнены n раз
Шаг 2 Шаги 3–5 будут выполнены l раз
Шаг 3 Шаги 4–5 будут выполнены qi
2 раз, где
 i i
q Y=
Шаг 4 Шаг 4 Построение и проверка существования r: O(kn)
Шаг 5 Шаг 5 Сравнение r с объектами из Yi: O(kqin). Добавление r: O(1)
Шаг 6
Поскольку сложность вычисления
 
( )1 ,j ix Yµ  равна ( )iO kn Y , то сложность шага O kQn( ),
  
где
 1
l
i
i
Q q
=
= ∑
Шаг 7 O(l)
Шаг 8 O(Q)
Шаг 6 Шаг 9 O(1)
Общая сложность ( )3 2O kQ n
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Т а б л и ц а  2
Сложность алгоритмов A2 и 2
BA  
Шаг A2 Шаг 2
BA Сложность
Обучение: шаги 1–4 ( )0O q n , O(ln), O(ln), O(1) соответственно
Распознавание:
Шаг 1 Шаги 1–2
Поскольку сложность вычисления 2 ( , )j x pµ  составляет O(kn), то сложность шагов ( )0iO kq n ,  
где
 
0
0i iX q=
Шаг 2 Шаг 3 ( )0iO q
Шаги 4–5 O(l)
Шаги 1–2 Шаг 6 Шаги 2–5 будут выполнены не более чем ln раз
Шаг 3 Шаг 7 O(1)
Общая сложность 20( )O kq n
Т а б л и ц а  3
Сложность алгоритмов AC и 
B
CA
Шаг AC Шаг 
B
CA
 
Сложность
Шаг 1 Шаги 1–3 ( )3iO kq n
Шаг 2 Шаги 4–5 ( )0iO kq n
Шаг 6 Шаги 2–5 будут выполнены не более чем ln раз
Шаг 3 Шаг 7 O(1)
Общая сложность ( )( )3 20O k Q q n+ . Если 0Q q>> , то ( )3 2O kQ n
Оценим изменение Q в алгоритмах AB1  и AC
B  по сравнению с алгоритмами A1 и AC соответственно. 
Пусть перед рассмотрением признака sj имеется множество объектов Yi. Обозначим через Yi
1  и Yi
B  
множества объектов, построенные в результате рассмотрения sj алгоритмами A1 и A
B
1  соответственно. 
Пусть Y qi i
1 1= , Y qi
B
i
B= . Сравним qi
1  и qi
B. Предположим, что в Yi все значения признаков встречаются 
с одинаковой частотой. Для упрощения не будем удалять совпадающие и несуществующие объекты из 
Yi
1  и Yi
B.
В алгоритме A1 множество Yi
1  состоит из всех резольвент, построенных из объектов Yi по призна-
ку sj. В алгоритме A
B
1  множество Yi
B  состоит только из тех объектов p, для которых µ j x p,( ) =1: если 
c D d dj
x
j
x
jk
x( ) = ( )1, ..., , c D d djp jp jkp( ) = ( )1, ..., , то Y p d d t kiB jtx jtp= ≤ ={ }| , ,1 . Поэтому если d jtx =1, то 
d jt
p =1, а значит, если c Dj
x( )  содержит mj единиц, то в среднем q qiB m ij= −2 1. Тогда, если c(x) содержит 
m mj
j
n
=
=
∑
1
 единиц, то Q Q QB m m mn= ⋅ ⋅ =− − −2 2 21 1 1... , где Q1 и QB – общее количество объектов, постро-
енных алгоритмами A1 и A
B
1  соответственно. Следовательно, в среднем алгоритм A
B
1  работает в 2
3m 
раза быстрее A1, а тогда и алгоритм AC
B  работает в 23m раза быстрее AC.
Таким образом, рассмотрены три алгоритма решения задачи распознавания Z, представляющие 
собой модификации алгоритмов, описанных в [1], использующие метод ветвей и границ. Приведены 
оценки вычислительной сложности предложенных алгоритмов и показано, что в среднем алгоритмы 
индуктивной резолюции работают быстрее их немодифицированных версий, причем уменьшение вре-
мени их работы экспоненциально зависит от структуры информации о рассматриваемом объекте.
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УДК 004.036
В. А. ЛАхнО (УКРАинА)
О ПОСТРОЕНИИ ДИСКРЕТНЫх ПРОЦЕДУР РАСПОЗНАВАНИя УГРОЗ 
ИНФОРМАЦИОННОЙ БЕЗОПАСНОСТИ АВТОМАТИЗИРОВАННЫх СИСТЕМ 
ОБРАБОТКИ ДАННЫх КРИТИчЕСКОГО ПРИМЕНЕНИя
Предлагаемый в работе системный подход к решению задач информационной безопасности (ИБ), предусматривающий 
интеграцию математических моделей обработки и защиты информации, соединяет неуязвимость и гибкость по каждому из 
трех аспектов защищенности (конфиденциальность, доступность и целостность) информации на основе конструктивной 
унификации указанных противоречий. Разработан метод моделирования политики безопасности (ПБ) для обеспечения вы-
соконадежной обработки информации (ВНОИ), отличающийся использованием нового проблемно-ориентированного теоре-
тико-графового аппарата эталонной модели защищенной автоматизированной системы обработки данных критического при-
менения (АСОД КП) для соединения гибкости дискреционной модели с принципиальной безопасностью моделей конечных 
состояний ПБ. В статье предложен новый подход к конструированию дискретных процедур распознавания угроз информаци-
онной АСОД КП. Предложенные процедуры могут быть использованы при создании комплексов систем защиты информации 
предприятий и компаний.
Ключевые слова: информационная безопасность; автоматизированная система обработки данных; угроза; информацион-
ная атака.
The system approach to solving problems of information security, proposed in this work provides for the integration of mathematical 
models of the processing and protection of information, connecting invulnerability and flexibility for each of three aspects of security 
(confidentiality, availability and integrity) of information based on structural unification of these contradictions. The article discusses 
the use of discrete procedures to detect threats for information resources. The method for modeling the security policy (SP) to provide a 
highly reliable information processing (HRIP) that differs by using a new problem-based graph-theoretic unit of standard model of the 
protected automated system for connection flexibility the discretionary model with the principled security of models of the final states 
of the SP has been developed. Analysis of existing methods of HRIP modeling that affect the security of information conducted in this 
research has revealed the impossibility of ensuring for the level of models of invulnerability of processing technology and information 
transfer using flexible protective mechanisms, due to the lack of integration of mathematical models of the processing and protection 
of information.
Key words: information security; automated control systems; threat; information attack.
Постановка проблемы
Сложившийся подход к обеспечению ИБ поддерживается на международном уровне стандартом 
ISO/IEC 15408. Согласно этому подходу надежный информационный процесс (ИП) успешно проти-
водействует заданным угрозам защищенности при заданных внешних условиях его функционирова-
ния [1–3]. 
Целью исследований, результаты которых изложены в данной статье, является разработка теоре-
тических основ моделирования процессов ВНОИ, обеспечивающей как недопущение ее уязвимости 
угрозами различных классов непреднамеренного и преднамеренного характера, так и гибкость защит-
ных механизмов за счет интеграции математических моделей обработки и защиты информации.
Данная цель потребовала решения следующих задач:
 y разработки аппарата конструирования дискретных процедур распознавания угроз (ДПРУ) ИБ для 
АСОД КП;
 y разработки метода моделирования ПБ с учетом классов угроз ИБ для обеспечения ВНОИ.
Методы исследований
Обозначим через MI общее число угроз информации; PA – число возможных целей нарушителя в 
защищаемой АСОД КП; Bpa – множество номеров угроз информации, реализуемых нарушителем при 
достижении pa-й цели.
Обеспечение конфиденциальности моделируется как выполнение комплекса ПБ на эталонной 
модели защищенной автоматизированной системы (ЭМЗАС) или на ее определенном блоке (модуле). 
