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Abstract
Single-parameter persistent homology, a key tool in topological data analysis, has
been widely applied to data problems, with statistical techniques that quantify the
significance of the results. In contrast, statistical techniques for two-parameter per-
sistence, while highly desirable for real-world applications, have scarcely been con-
sidered. We present three statistical approaches for comparing geometric data using
two-parameter persistent homology, and we demonstrate the applicability of these ap-
proaches on high-dimensional point-cloud data obtained from Simple English Wikipedia
articles. These approaches rely on the Hilbert function, matching distance, and bar-
codes obtained from two-parameter persistence modules computed from the point-cloud
data. We demonstrate the applicability of our methods by distinguishing certain sub-
sets of the Wikipedia data, and by comparison with random data. Results include
insights into the construction of null distributions and stability of our methods with
respect to noisy data. Our statistical methods are broadly applicable for analysis of
geometric data indexed by a real-valued parameter.
1 Introduction and Motivation
Topological Data Analysis (TDA) applies the mathematics of algebraic topology to study
the shape of complex data. Persistent homology, a primary tool of TDA, is able to discern
geometric and topological structure in high-dimensional datasets. Multi-parameter variants
of persistent homology are especially appealing, not only for their robustness in the presence
of outliers, but also to analyze data naturally indexed by two or more parameters. While
computational techniques for two-parameter persistence have emerged in recent years [10],
there have yet been few practical applications and statistical techniques in this setting.
We present three statistical methods for two-parameter persistence and demonstrate
the applicability of these methods to data arising from Simple English Wikipedia. Specifi-
cally, we consider large-scale hypothesis tests on Hilbert function values, the distribution of
matching distance between two-parameter persistence modules, and the statistical signifi-
cance of bar length. We show that these methods are able to distinguish our data arising
from Simple English Wikipedia from random point-cloud data. We consider the stability
of these methods, specifically observing the distribution of matching distances as datasets
become more dissimilar, as well as the stability of Hilbert function values with respect to
perturbations of the data.
1.1 Project Data
The data in this project was produced by applying a Word2Vec algorithm to the text of
articles in Simple English Wikipedia, and was supplied to us by Shilad Sen [13]. The
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algorithm converted each of 120,526 articles into a 200-dimension vector, such that articles
with similar content produce vectors that are close together. The data also gives a popularity
score for each article, indicating how frequently the article is accessed in Simple English
Wikipedia. We will not consider the mechanics of producing the vectors and popularity
scores, but rather treat the data as the input for our analyses. Abstractly, our data is a
point cloud of 120,526 points in R200, with a real-valued function on each point; our methods
are applicable in this abstract setting.
1.2 Software
We used the software RIVET, which computes and visualizes certain invariants of two-
parameter persistence modules [10, 11]. RIVET takes geometric data as input and computes
a two-parameter persistence module from the data. RIVET then outputs Hilbert function
values of the module and barcodes along with user-requested linear slices of the module.
These barcodes allow us to compute matching distances between two such modules; these
computations were performed using the pyrivet package [12], which depends on the Hera
code for computing bottleneck distances [6, 7].
1.3 Outline
The organization of the paper is as follows: In Section 2, we provide mathematical back-
ground related to two-parameter persistent homology. In Section 3, we describe the topo-
logical structures in Simple English Wikipedia dataset and the three statistical measures
that were performed on the dataset. We conclude with discussion of results and directions
for future research in Section 4.
2 Mathematical Background
Persistent homology is an algebraic method for identifying topological features, such as
connected components, holes, and voids, in geometric data. We briefly review persistent
homology in the usual, single-parameter setting, and then generalize to the two-parameter
setting that is our focus.
2.1 Single-Parameter Persistence
Single-parameter persistence studies the homology of a filtration, which is a nested sequence
of topological spaces. Often, these topological spaces are simplicial complexes constructed
from a finite set of points, which we refer to as a point cloud, in Euclidean space.
Given a point cloud P and scale parameter , it is common to construct the Vietoris-
Rips (or simply Rips) complex R, which consists of a p-simplex for every (p + 1) points
of P whose pairwise distances are less than . Note that if δ < , then Rδ ⊆ R; thus the
sequence of Rips complexes for increasing  forms a filtration. Assuming that P is finite,
there are only finitely many distinct Rips complexes in the filtration. Thus, it suffices to
consider a discrete filtration
P = R0 ⊂ R1 ⊂ R2 ⊂ · · · ⊂ Rmax, (1)
where Rmax is the complete simplex on P.
Homology gives an algebraic summary of the topological features of a simplicial complex.
We give a brief overview here; more details are found in an algebraic topology text such
as [5]. Given a simplicial complex X and a field F, the set of all i-dimensional simplices
in X forms a basis for a vector space Ci with coefficients in F. The elements of Ci are
called i-chains. The boundary operator ∂i : Ci → Ci−1 takes a i-simplex to the sum of its
(i − 1)-dimensional faces, extending by linearity to i-chains. Let Bi ⊆ Ci be the subspace
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of boundaries, which are images of ∂i+1. Let Zi = {v ∈ Ci | ∂i(v) = 0} be the subspace
of cycles, which are i-chains with zero boundary. Crucially, Bi ⊆ Zi, since ∂i ◦ ∂i+1 = 0.
The homology vector space is the quotient Hi = Zi/Bi. Thus, Hi is a vector space whose
elements are equivalence classes of cycles that are not boundaries; two cycles are equivalent
if they differ by a boundary.
The dimension of Hi(X) is called the ith Betti number of X, which is important for
our purposes. Intuitively, H0(X) is the number of connected components in X, H1(X) the
number of holes, H2(X) the number of voids, and so on. In our work, we focus on degree-0
homology H0 and degree-1 homology H1. Also, we choose F to be the 2-element field, as is
common in TDA.
Importantly, homology is functorial, meaning that a simplicial map X → Y induces a
linear map Hi(X)→ Hi(Y ). Filtration (1) can be written with inclusion maps:
R0 ↪→ R1 ↪→ R2 ↪→ · · · ↪→ Rmax. (2)
Thus, functoriality allows us to take the homology of a filtration, obtaining a sequence of
F-vector spaces and linear maps:
Hi(R0)→ Hi(R1)→ Hi(R2)→ · · · → Hi(Rmax). (3)
The homology of a filtration, as in equation (3), is a persistence module. A persistence
module is an algebraic module over the polynomial ring F[x], where the action of x shifts
module elements forward in the sequence, taking elements ofHi(Rk) to elements ofHi(Rk+1)
via the linear maps in equation (3). By the structure theorem for finitely-generated modules
over principal ideal domains, a persistence module decomposes as a sum of interval modules,
each of which encodes the birth and death of one topological feature of the point cloud.
The set of intervals on which these modules are nontrivial is called the barcode of the
filtration. Each interval corresponds to a topological feature of the filtration; the endpoints
of the interval give the indexes of the birth and death of the feature. For a well-illustrated
introduction to persistent homology, see [3].
A barcode may also be visualized by a persistence diagram, in which each bar is plotted
as an ordered pair. Thus, a persistence diagram consists of a multiset of points (b, d) with
b ≤ d.
We compare two persistence diagrams by matching their points. Specifically, a matching
between persistence diagrams D1 and D2 pairs each point in each diagram with either a
point in the other diagram or a point on the diagonal line. Figure 1 illustrates a matching
between two persistence diagrams.
birth
death
Figure 1: A matching between persistence diagrams D1 (plotted in blue)
and D2 (plotted in red). Some points in each diagram are matched to the
diagonal. If this matching minimizes the L∞ distance between matched points,
then its greatest L∞ distance between matched points is the bottleneck distance
between D1 and D2.
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Given a matching, we compute the maximum L∞ distance between all pairs of matched
points. The smallest such distance, computed over all possible matchings of diagrams D1
and D2, gives the bottleneck distance between D1 and D2.
Definition 1. The bottleneck distance between persistence diagrams D1 and D2 is
dB(D1,D2) = inf
η
sup
x
||x− η(x)||∞,
where the infimum is taken over all matchings η of D1 and D2, and the supremum is taken
over all pairs of matched points x and η(x).
We regard the bottleneck distance between persistence diagrams D1 and D2 as a topo-
logical notion of distance between the point cloud datasets from which D1 and D2 were
computed.
2.2 Two-parameter persistence
A bifiltration is a two-dimensional generalization of a filtration: a set of simplicial complexes,
each indexed by two parameters, with inclusion maps in the direction of increase of each
parameter. Bifiltrations are useful for data simultaneously indexed by two parameters;
we explain one common construction here. Given a point cloud P ⊂ Rd and a function
γ : P → R, we define the function-Rips bifiltration, which we will use in sequel. For a pair
of parameters α and , let Rα, be the Rips complex with scale parameter  constructed
from γ−1((−∞, α]), the subset of points p ∈ P such that γ(p) ≤ α. Thus, we obtain a
bi-indexed set of Rips complexes such that δ <  implies Rα,δ ⊆ Rα,, and also β < α
implies Rβ, ⊆ Rα,. Assuming again that P is finite, we have only finitely many distinct
complexes, so it suffices to consider a discrete bifiltration which we can re-index with integer
indexes, as in the following diagram.
...
...
...
R0,2 R1,2 R1,2 · · ·
R0,1 R1,1 R1,1 · · ·
R0,0 R1,0 R1,0 · · ·
The homology of a bifiltration is a two-parameter persistence module: a bi-indexed set
of vector spaces, with commuting linear maps between them as in the following diagram.
...
...
...
Hi(R0,2) Hi(R1,2) Hi(R1,2) · · ·
Hi(R0,1) Hi(R1,1) Hi(R1,1) · · ·
Hi(R0,0) Hi(R1,0) Hi(R1,0) · · ·
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Figure 2: Given a two-parameter persistence module M and a line ` of non-
negative slope, we define a one-parameter persistence module M` consisting of
homology vector spaces from M at points in `, with their induced linear maps.
The algebraic structure of two-parameter persistence modules is quite complicated. As
such, there is no analog of a barcode for two-parameter persistence modules due to the
complicated algebraic structures of such modules [9]. Instead, we obtain a barcode along
each “slice” with nonnegative slope through the two-parameter persistence module, as we
now explain.
Defining barcodes along slices of a two-parameter persistence moduleM requires return-
ing to the continuous perspective. We work in the α-plane, where α ∈ R is the function
value parameter and  ≥ 0 is the scale parameter. For any pair of parameters (α, ), there
is a Rips complex Rα, with degree-i homology Hi(Rα,). If (β, δ) is such that β ≤ α and
δ ≤ , then there is a linear map Hi(Rβ,δ)→ Hi(Rα,).
Let ` be a line of nonnegative slope in the α-plane. We define a one-parameter persis-
tence moduleM` by taking the “slice” ofM along `. Specifically, to each point (α, ) in line
` we assign the corresponding homology vector space Hi(Rα,), with linear maps induced
by those inM, as illustrated in Figure 2. Thus,M` is a one-parameter family of homology
vector spaces and linear maps. As a one-parameter persistence module, M` has a barcode,
or equivalently, a persistence diagram. More details on slices of two-parameter persistence
modules can be found in the friendly introduction [4] or the comprehensive [10].
Next, we define a distance between two-parameter persistence modules based on the
bottleneck distance between persistence diagrams along all possible lines of nonnegative
slope in the α-plane.
Definition 2. The matching distance, dM , between two-parameter persistence modules M
and N is the supremum of the bottleneck distances between the persistence diagrams along
corresponding lines of non-negative slope in the two modules. Precisely,
dM = sup
`
{dB(D(M`),D(N`)) · weight (slope(`))},
where the supremum is over all lines of nonnegative slope and weight(m) = 1√
1+q2
, where
q = max
(
m, 1m
)
.
We note that in Definition 2, a weight is assigned to each line, which depends on the
slope `. A line with slope 1 is assigned the largest weight, and the weight approaches zero
as the slope approaches zero or infinity. The weight is chosen such that if the interleaving
distance between persistence modulesM and N is 1, then the weighted bottleneck distance
is at most 1 [8, 9].
Furthermore, we introduce two important functions on two-parameter persistence mod-
ules. First, the Hilbert function gives the dimension of the homology vector space Hi(Rα,)
at every pair of parameter values (α, ). Thus, the Hilbert function provides a useful sum-
mary of the structure of the bifiltration. For i = 0, the Hilbert function gives the number
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of connected components in Rα,. For i = 1, the Hilbert function gives the number of holes
(or 1-cycles) in Rα,.
Second, the bigraded Betti numbers count the number of topological features (i.e., com-
ponents for i = 0 and holes for i = 1) that are born or die at each pair of parameter values
(α, ). The zeroth bigraded Betti number, denoted ξ0(α, ), counts the number of topolog-
ical features that are born at parameter pair (α, ). In other words, ξ0(α, ) is the number
of homology classes that exist in Hi(Rα,) but not in Hi(Rβ,δ) if either β < α or δ < .
Similarly, the first bigraded Betti number, denoted ξ1(α, ), counts the number of topolog-
ical features that die at parameter pair (α, ) — homology classes that exist in Hi(Rβ,δ) if
β < α and δ < , but not in Hi(Rα,). Algebraically, ξ0 counts the generators and ξ1 counts
the relations of the persistent homology module at each pair of parameter values. For more
details, see [10].
The RIVET software computes and visualizes both the Hilbert function values and
the bigraded Betti numbers for a two-parameter persistence module. A sample RIVET
visualization is shown in Figure 3. The plot shows the two-parameter plane, with the
function value on the horizontal axis, and the distance scale on the vertical axis. The Hilbert
function values are depicted by grayscale shading, with darker shades of gray indicating
larger values of the Hilbert function. The bigraded Betti numbers are shown as green and
red dots: green dots for ξ0 and red dots for ξ1. The area of the dots is proportional to the
value of ξ0 or ξ1 — the number of topological features that are born or die — at each point
in the two-parameter space. RIVET also displays a barcode along a user-selected slice of
the two-parameter persistence module: the slice line is shown in blue, and the barcode in
purple.
Figure 3: An example RIVET plot. The axes give the the two-parameter
space that indexes the homology vector spaces in a two-parameter persistence
module. Grayscale shading represents the Hilbert function values; this plot
shows larger values in the lower right. Nonzero values of the bigraded Betti
numbers ξ0 and ξ1 are plotted as green and red dots, respectively. The barcode
(purple) of a one-parameter persistence module along a linear slice (blue) is
also shown.
When computing with RIVET, the user must specify the level of discretization, collo-
quially referred to as the number of bins, to be applied to each coordinate axis. A small
number of bins results in a faster, coarser calculation, while a large number of bins yields
finer detail but with considerably longer runtime. The choice of bins determines the res-
olution at which we view the module: if we select m horizontal bins and n vertical bins,
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then we obtain Hilbert function values and bigraded Betti numbers at mn points in the
two-parameter plane. For most of our calculations, we choose 20 bins along each coordinate
axis.
A similar discretization issue arises when approximating a matching distance between
two-parameter persistence modules using pyrivet. The algorithm approximates the matching
distance by computing barcodes along a finite set of lines; each line is determined by its
angle from the horizontal and its offset from the origin. The user must specify how many
angles and offset values to use in the calculation. We used 20 angles and 20 offset values for
our matching distance calculations.
3 Data Analysis
3.1 Sampling
Our Wikipedia dataset consists of 120,526 vectors in R200; each vector is obtained by apply-
ing a Word2Vec algorithm to a Simple English Wikipedia article. We regard the distance
between vectors as indicative of the semantic relatedness of the corresponding articles [13].
Each article vector is also assigned a popularity value, with larger values indicating articles
that are more popular.
We selected three subsets of the Wikipedia dataset, which we refer to as Max, City,
and Wiki-random. The Max dataset consists of the 2000 vectors with the largest popularity
values. The City dataset consists of 2000 vectors randomly chosen from the vectors whose
article title is a city name. The Wiki-random dataset contains 2000 randomly chosen vectors
from the Wikipedia dataset. Part of our analysis required many independent random subsets
of the Wikipedia data; we refer to these as WR1, WR2, and so on, each containing 2000
randomly-chosen vectors from the Wikipedia dataset
Furthermore, we created many random datasets consisting of 2000 vectors in R200. These
vectors were randomly generated such that their components have the same distribution as
the components of the vectors in the Wikipedia dataset. A single such dataset is denoted
Random; a sequence of independently-generated random data sets is denoted R1, R2, etc. We
now compare the topological features between subsets of the Wikipedia data and contrast
these with sets of random vectors.
3.2 Preliminary Observations
Figure 4 shows the Hilbert function and bigraded Betti number visualization produced by
RIVET for the degree-0 homology (H0) of the four data sets; analogous plots for degree-1
homology (H1) appear in Figure 5.
The H0 plots show that the Hilbert function has large values when the scale parameter is
between 0 and a certain threshold, indicated roughly by the orange arrow at left in Figure 4,
above which the Hilbert function value is 1. That is, nontrivial zeroth homology only exists
when the scale parameter is less than this threshold; above the threshold the entire data set
is connected into one large component.
Furthermore, in the City and Wiki-random plots, we notice red dots at small values on the
vertical axis, indicating that some data points are quite close together. This is especially
noticeable in the City data: there exist certain clusters of cities whose articles are close
together in the semantic space. Interestingly, in the Random dataset, the red dots occur
in a narrow band, indicating little variation in the distance from a point to its neighbors;
components only connect at a larger distance scale than in the other data sets, and all the
connections happen within a narrow range of distance values.
In the H1 plots, the Hilbert function value is 0 for small values of the scale parameter,
then large in a certain interval, before becoming zero again. We see that nontrivial first
homology exists only in a narrow range of parameter values as well, indicated roughly by
the orange bracket at left in Figure 5, which is slightly above the range of distance values
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in which zeroth homology exists. This mirrors a phenomena seen elsewhere in random
topology: each dimension of homology dominates the others in a certain interval of scale [1].
Indeed, this phenomena is most pronounced for our Random dataset, for which the nontrival
first homology occurs in a range narrower than the other datasets.
Having observed structure in the RIVET plots, we turn to statistical analysis of the
topological difference between the Wikipedia data sets and the random data sets. We assume
that the Wikipedia datasets contain information not present in the random datasets, which
form our null distribution. We look for statistical significance to tell us that a dataset is not
likely to be random.
3.3 Statistical Methods
3.3.1 Large Scale Hypothesis Testing
The first statistical technique that we used is large scale hypothesis testing. When thousands
of hypothesis tests are to be conducted, this method can be employed to decide which null
hypotheses to reject. For example, large scale testing is used to compare gene expression
levels between cancer patients and a control group; one hypothesis test is performed for
each of thousands of genes under consideration [2]. We use large scale testing to compare
Hilbert function values at corresponding pixels across multiple RIVET plots. We assume
that pixels at the same coordinate in different plots convey information about the same
topological property in different datasets, so the pixel values at the same coordinate across
various plots form a single hypothesis test. Our goal is to identify which pixels differ
significantly between the Wikipedia datasets and random datasets.
The RIVET computation outputs Hilbert function values, visualized in grayscale in
the plots in Figure 4 and Figure 5. Each of these values gives the number of connected
components (for H0 homology) or holes (for H1) for a certain popularity threshold and
distance scale. Since we used 20 bins for each parameter, we obtained 400 values for each
dataset in each homology degree. This results in 400 hypothesis tests for H0 homology, and
another 400 hypothesis tests for H1 homology.
We applied large scale hypothesis testing to compare our Wiki-random and random
datasets. Specifically, we used 15 samples of Wiki-random data WR1, WR2, ..., WR15, and
15 samples of random data R1, R2, ..., R15.
We first examined the Hilbert function values for the H0 homology computed from our
datasets. Using the random datasets, we applied cross-validation to create a null distri-
bution. We ran 500 experiments; in each, we randomly partitioned R1, R2, ..., R15 into
two subsets of size 7 and 8. For each of the 400 pixels, we compared the two subsets by
a two-sample t-test. This resulted in 500 t-statistics for each pixel. Finally, we took the
average of the 500 t-statistics for each pixel, converting them to z-scores to create a null
distribution. The blue curve in Figure 6 shows this null distribution.
Next, we compared the Wiki-random and the random datasets by two-sample t-tests on
each pixel. For each pixel, the null hypothesis is that the mean values are the same for the
Wiki-random and random datasets. Our z-scores for these tests are shown in the histogram
in Figure 6.
We found 298 significant pixels out of 400, meaning that their z-scores lie above the 95th
percentile from the null distribution. These significant pixels are shown in the red region in
Figure 7. This region of the plot shows the range of popularity and scale parameters in which
the Wiki-random and random datasets exhibit significantly different numbers of connected
components. The power of the test is the probability of rejecting the null hypothesis when,
in fact, it is false. The power of this study is proportion of significant pixels, which is
approximately 0.75.
Using the same steps as above but with H1 homology, we again compared the Wiki-
random and random datasets. In this large scale hypothesis testing, we found 192 signifi-
cant pixels out of 400, which again reveals significant differences between the two types of
9
Figure 6: The null distribution of z-scores for the large scale hypothesis test
is plotted in blue, and the histogram shows the actual z-scores when comparing
the Wiki-random and random datasets.
(a) Wiki-random dataset (b) random dataset
Figure 7: Large scale hypothesis testing on H0 homology found 298 significant
pixels, which are indicated here by the red outlines on top of the RIVET plots.
datasets, this time in terms of the number of holes in the Rips complexes constructed from
the data at particular scales.
3.3.2 Two-Sample t-Test on Matching Distance
The second statistical method that we used is the two-sample t-test on matching distance.
As discussed in Section 2.2, the matching distance is a topological notion of distance between
two datasets. In this experiment, we used 100 Wiki-random data sets WR1, WR2, ..., WR100
and 100 random datasets R1, R2, ..., R100.
To create a null distribution, we computed the matching distances between pairs of H0
persistence modules computed from random datasets, since we assume there is no significant
topological difference between random datasets. Since the t-test requires independence,
each random data set can be paired with only one other random data set. Thus, we formed
10
Figure 8: Null distribution of the matching distance is plotted as a histogram
and a smooth curve; the red dashed line gives the 95% percentile of hte distri-
bution.
50 pairs from the datasets R1, R2, ..., R100 and computed the matching distance between
each pair, resulting in 50 matching distances. We used a bootstrapping process, sampling
50 times with replacement from our 50 matching distances, and computed the average
from this sample, obtaining a bootstrapped estimator. We repeated this to compute 1000
bootstrapped estimators, creating a bootstrapped distribution, which we regard as the null
distribution of matching distances.
Figure 8 shows the histogram of the bootstrapped estimators. A smoothed version of
this histogram is plotted in green, and the red dashed line gives the 95th percentile, which
we use as the rejection level for comparing Wiki-random and random data. We note that
the null distribution has very small variance about its mean.
We next computed matching distances between Wiki-random and random datasets, again
for H0 homology. We found that the matching distance between 100 pairs of Wiki-random
and radom datasets are all 0.368 to three significant digits, which is far above the rejection
level identified earlier and shown in Figure 8. Thus, we can say that the matching distance
between Wiki-random datasets and random datasets differs significantly from the matching
distance between pairs of random datasets. We conclude that Wikipedia data sets exhibit
different structure from the random datasets, discernible in H0 persistent homology.
However, we were unable to establish statistical significance when repeating this analysis
for H1 homology. The two-sample t-test on matching distance does not reveal statistically
significant differences in this case. We wonder if this is due to the coarsening used in our
persistence calculation; it would be interesting to re-do the persistence calculation with more
bins, as well as the matching distance calculation with more angle and offset values, to see
if this affects the results of the t-test.
3.3.3 Two-Sample t-Test on Bar Lengths
The third statistical technique that we used is the two-sample t-test on bar lengths. This is
similar to the previous method, but instead of using the matching distance, we examined
the barcodes that realize the matching distance. As explained in Section 2.2, the matching
distance between two persistence modules is a bottleneck distance between two barcodes;
we computed the average lengths of bars in this pair of barcodes that realize the matching
distance. We regard this average length as a measurement of the average persistence of
topological features in the data.
Similar to the previous method, we computed a null distribution of average bar lengths
from the H0 persistent homology of five random datasets, bootstrapping this 1000 times to
compute a null distribution. The resulting null distribution is approximately normal with
11
Figure 9: The green curve at right depicts the null distribution for the average
bar lengths, and the black histogram shows the average bar lengths for the
Wikipedia data.
a mean of 1.492 and a standard deviation of 0.0006. This distribution appears as the green
spike in Figure 9.
We then computed the barcodes that realize the matching distance between pairs of
Wiki-random and random datasets. We found that the average bar lengths from the Wiki-
random barcodes have an approximately normal distribution with mean 1.085 and standard
deviation 0.003, as shown in Figure 9. Thus, the average bar length allows us to easily
distinguish between the Wiki-random and random datasets.
We also noticed that the 100 longest bars arising from the random datasets are longer
than all the bars arising from the Wiki-random datasets. The 100 longest bars arising
from the random datasets tell us that the points in the random datasets are further apart
from each other than are points in the Wiki-random datasets. This is somewhat hard to
conceptualize since these points lie in R200, but we note that 200-dimensional space provides
lots of room for points to be far apart in different dimensions. Still, we observe that we
can distinguish between Wiki-random and random data simply by looking at the top bar
lengths along the line which realizes matching distance.
Turning to the H1 persistent homology, we did not find a significant difference between
the Wiki-random and random datasets. However, we found that power of this analysis is
0.322, which is the probability of correctly rejecting null hypothesis if we assume that the
bar lengths arising from the Wiki-random datasets are longer than the bar lengths arising
from the random datasets. Also, we found that only about 20 longest bars from the random
datasets are longer than the bars from the Wikipedia sets, which is much fewer than in H0
analysis. It appears that the difference between these two types of data is harder to discern
when analyzing holes, and easier to discern when analyzing connected components.
3.4 Distribution of Matching distance
Given that the Wikipedia datasets exhibit different topological structure than the random
datasets, we now investigate how the topological structure of the Wikipedia datasets change
as we replace some of their vectors with vectors from the random datasets. In essence,
we replace some of the Wikipedia signal with noise, and we investigate the ability of the
matching distance to detect this noise.
We used our Max and Random datasets to conduct this experiment. We first computed
the matching distance between these two datasets. Then we selected a vector from Max at
random and replaced it with a vector from Random, obtaining a new dataset that we call
MaxRp1. We computed the matching distance between MaxRp1 and Max. We proceeded
to replace more Wikipedia vectors with random vectors until only 50 Wikipedia vectors
12
0 400 800 1,200 1,600 2,000
0.1
0.2
0.3
Replacement Number
M
a
tc
h
in
g
D
is
ta
n
ce
Figure 10: Plot of matching distance as a function of replacement number
when using 20 bins.
remained in the dataset.
Figure 10 plots the matching distance as a function of the number of vectors in Max
that we replaced with random vectors. Since the average matching distance among random
data sets is about 0.05 (see Figure 8), we regard a matching distance of 0.05 as too small to
indicate a topological difference between datasets. We found that a replacement number of
less than 20 resulted in a matching distance of about 0.05 between the replacement dataset
and Max, indicating that we do not detect a topological difference between the underlying
point clouds.
As we replace more vectors, the matching distance increases to about 0.11, where it
remains until the replacement number gets to 450. The matching distance again jumps
to about 0.21 for replacement numbers between 450 and 1400, and so on, as shown in
Figure 10. The matching distance between Max and Random is 0.368. However, when we
replace 1900 vectors from Max with random vectors, we observe a matching distance less
than 0.368. Thus, we discern that only 100 Wikipedia vectors out of 2000 vectors can affect
the topological structure of a random data set.
We repeated the experiment using 40 bins (instead of 20) in the RIVET calculations (see
Section 2.2). This resulted in a similar plot of matching distances, as shown in Figure 11.
However, we observe that the jumps between the matching distance values is now about 140 .
We conjecture that the intervals between observed matching distance values are indicative
of the number of bins used in the RIVET calculation.
Finally, we compared the replacement datasets with Random. Unsurprisingly, start-
ing with our Max dataset and replacing vectors with random vectors causes the matching
distance to decreases as the number of replacements increases. Notably, the matching dis-
tance remains about 0.34 until we introduce 1400 random vectors. In other words, with
600 Wikipedia vectors and 1400 random vectors in the replacement dataset, we get nearly
the same matching distance as we compare our Max and Random datasets. This indicates
that the presence of 600 Wikipedia vectors allows us to clearly distinguish the topological
structures of replacement dataset from that of Random dataset.
3.5 Stability of Dimension Plots
Considering our three statistical methods in bothH0 andH1 persistent homology, we observe
that large scale hypothesis testing is the most effective method for distinguishing Wikipedia
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Figure 11: Plot of matching distance as a function of replacement number
when using 40 bins.
datasets from random datasets. To take our analysis further, we tested the stability of the
Hilbert function plots as we replace a Wikipedia vectors with random vectors.
Using our Wiki-random datasets WR1, ..., WR15, we computed a null distribution as
described in Section 3.3.1. We chose one dataset as the original, and then created the
replacement datasets. Following the same steps described in Section 3.3.1, we randomly
replaced Wiki-random vectors with random vectors, producing 30 replacement datasets,
ranging from one to 30 replacements. Large-scale hypothesis testing resulted in 234 signif-
icant pixels. These pixels are located in the lower-right corner and in a middle horizontal
band in the RIVET plot, in contrast with the pattern shown in Figure 7. We also note that
the matching distances between Wiki-random and its replacement datasets are relatively
stable: the matching distance is about 0.05 when we replace three or fewer vectors, and the
matching distance increases to about 0.1 when we replace four to thirty vectors.
We performed similar experiment using the random datasets as the null distribution.
This time, we created replacement datasets by replacing random vectors with Wiki-random
vectors. We suspected that we would find less stability in this case. Since Wiki vectors
contain more information than random vectors, including a few Wiki vectors in an otherwise
random dataset should result in different topological structure. However, large scale testing
only revealed 155 significant pixels, all located in the lower half of the RIVET plot. We
conclude that replacing Wiki vectors with random vectors results in a more significant
topological change than replacing random vectors with Wiki vectors.
4 Discussion and Further Research
In summary, we examined three statistical measures on two-parameter persistence and
demonstrated their applicability using data from Simple English Wikipedia. Of the three
methods, large scale hypothesis testing is the easiest to compute, since it is based on the
Hilbert function of the persistence modules, while the other methods require computing
matching distances. While the matching distance is more computationally intensive, the
barcodes involved in the matching distance give deeper insight into the persistence of topo-
logical features in the data. All three techniques are able to distinguish the Wikipedia
datasets from random datasets in H0 analysis, but only large scale hypothesis testing on
Hilbert function values showed significant differences between the Wikipedia datasets and
random datasets in H1 analysis.
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We note that our methodology is limited by the amount of coarsening involved in our
two-parameter persistence computations. Specifically, using more bins when computing the
two-parameter persistence modules, and using more angle and offset values in the matching
distance calculation, would give more accurate results, but at computational cost.
For future work, we would like to explore the robustness of these statistical methods and
apply them to other datasets. We would also like to identify which points in the datasets
correspond with the topological features that we determine to be significant. This would tell
us, for example, which Wikipedia articles form clusters or cycles that we identify in persistent
homology. Unfortunately, RIVET is not able to identify specific points in the point cloud
that contribute to topological features detected in persistent homology calculations, so we
are unable to make such inference at present.
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