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Abstract—Wireless sensor networks as an emerging technology have gar-
nered a lot of attention recently. With the development of wireless sensor net-
works, some problems such as data delay, information loss, and others have 
gradually appeared. In order to cope with these problems, evaluating the service 
quality in wireless sensor networks is crucial. However, how to evaluate the 
service quality in wireless sensor networks and especially how to accurately 
portray the preferences of a decision maker exactly are often difficult. To deal 
with this challenge, firstly, an evaluation system of attributes related to the ser-
vice quality in wireless sensor networks is constructed based on the existing 
studies. Then, the probabilistic linguistic method including the definition of 
probabilistic linguistic term sets, the operators of probabilistic linguistic term 
sets, and the ranking order of probabilistic linguistic term sets are introduced. 
Probabilistic term sets used to denote the preferences of a decision maker are 
considered as more appropriate expressions than classical linguistic term sets, 
2-tuple linguistic term sets, and portion linguistic term sets in the process of 
evaluating the service quality in wireless sensor networks. Finally, the probabil-
istic linguistic method is applied in the constructed service quality in wireless 
sensor networks so as to demonstrate its validity and applicability and further to 
help the decision maker find the problems in the service quality in wireless sen-
sor networks and improve them. 
Keywords—service quality; wireless sensor network; assessment; probabilistic 
linguistic term sets 
1 Introduction 
With the rapid development of computer technologies and communication tech-
nologies, embedded computing technology has been widely adopted and applied in 
many areas, especially wireless sensor networks [1-2]. As these technologies are mu-
tual fusion, micro sensors which have perception, calculation, and communication 
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abilities have been developed and have become the basis of wireless sensor networks. 
Wireless sensor networks combine the advantages of transducer and embedded tech-
nology with distributed information processing and those of communication technol-
ogy. In general, wireless sensor networks have three nodes, namely the managed 
node, aggregated node, and sensor node [2-3]. Here, reliable, self-organizing, and 
multi-hop networks are used to monitor the operation of wireless sensor networks in 
real time and collect and address relative information in a special environment and 
transmit this information to users. Up to date, wireless sensor networks have been 
widely applied in national defense, agriculture and industry, urban management, as 
well as in biological, medical, and environmental monitoring [6-7]. 
Luan et al., (2015) summarized the characteristics of wireless sensor networks as 
follows, namely low cost, small volume, and self-organization and introduced a com-
prehensive evaluation method to evaluate the performance of wireless sensor net-
works [1]. Li (2009) analyzed the existing important models of wireless sensor net-
works, such as the sensor model, communication model, energy model, and so on. He 
further proposed three sub-optimal fusion rules to ensure the high quality of detection 
[2]. 
However, in the process of transmitting information, channel congestion, loss of 
data, and transmission delay may frequently occur. It is therefore necessary to devel-
op a way to improve the service quality in wireless sensor networks. Thus, the first 
step is to introduce a method to evaluate the existing service quality in wireless sensor 
networks. Through this evaluation and analysis, the problems in the existing service 
quality in wireless sensor networks can be easily found, analyzed, and improved.  
Li (2012) designed a wireless sensor network experiment platform, including 
hardware and software, to research and verify wireless sensor networks and the relat-
ed technology of service. In order to improve the standard of service quality in wire-
less sensor networks and reduce the negative impact of inherent network time delay, 
Li proposed a new multi-objective optimization algorithm in his research [3]. Chen 
and Li (2010) introduced a routing algorithm for wireless sensor networks based on 
the geographical location of sensor nodes and energy consumption in order to fit the 
source node and effectively control the transmission path [4]. Finally, Wang and 
Yang (2012) proposed a new protocol specification of ZigBee protocol in wireless 
sensor networks to evaluate the service quality in wireless sensor networks [5]. 
In order to construct an evaluation system for the service quality in wireless sensor 
networks, in this paper, we introduce the fuzzy linguistic method. Linguistic variables 
such as very high, high, very low, low, and so on are introduced to help the decision 
maker or expert express their preferences about some alternatives on several attributes 
[8-9]. Here, in order to copy with different expressions of the decision makers, differ-
ent forms of linguistic information are proposed, including classical linguistic infor-
mation, intuitionistic fuzzy linguistic information, hesitant fuzzy linguistic infor-
mation, dual-hesitant linguistic information, and so on [10-11]. However, these ex-
pressions cannot handle a special situation. For example, when a decision maker 
wants to express some linguistic variables simultaneously instead of a single linguistic 
variable, they are not available. Thus, probabilistic linguistic term sets were intro-
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duced by Pang et al., (2016) to express the preferences of the decision makers exactly 
and comprehensively [12].  
In this paper, a new evaluation system for the service quality in wireless sensor 
networks has been constructed. Firstly, the relative concepts of service quality in 
wireless sensor networks are demonstrated and their meaning analyzed. Secondly, 
several attributes of the service quality in wireless sensor networks are selected based 
on the existing studies of other researchers. An attribute system is then constructed. 
Thirdly, some concepts related to probabilistic linguistic term sets, including the defi-
nitions of classical linguistic term sets and probabilistic linguistic term sets, are dis-
cussed. Then, operational laws and operators of probabilistic linguistic term sets are 
introduced. Owing to some drawbacks of the existing probabilistic linguistic term 
sets, a new, normalized way of probabilistic linguistic term sets has been developed in 
this paper to depict the probability information provided by the decision makers more 
exactly. Finally, based on the proposed probabilistic linguistic method, we evaluate 
the service quality in four wireless sensor networks and select the best one to help 
other networks improve their performance and determine their problems. This process 
also verifies the validity of the constructed evaluation system in the service quality in 
four wireless sensor networks. 
The rest of this paper is organized as follows. The framework of the service quality 
in wireless sensor networks is constructed in Section 2. Section 3 introduces the pro-
posed probabilistic linguistic method and its detailed algorithms. Section 4 demon-
strates the application process of the proposed probabilistic linguistic method in the 
constructed framework of the service quality in four wireless sensor networks and 
analyzes its results to help the decision maker improve the service quality in four 
wireless sensor networks. A conclusion and references follow. 
2 Framework of service quality assessment in wireless sensor 
networks 
Research on wireless sensor networks dates back to that conducted by the military 
in the 1970s. Until 1995, this technology has gradually attracted a lot of attention 
from academic and practical fields. Wireless sensor networks integrate network tech-
nology, integrated circuits, wireless communication, and sensors with MEMS. Re-
cently, the service quality in wireless sensor networks has been a hot topic in the 
academic field. Some factors in the problem of evaluating the service quality in wire-
less sensor networks should be considered. For example, wireless sensor networks 
should be regarded as a whole. The characteristics of nodes in wireless sensor net-
works should be analyzed and the corresponding agreement should be also consid-
ered. Based on the existing studies, several attributes are selected in Figure 2 below. 
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Fig. 2. System of attributes in the evaluation problem 
3 Probabilistic linguistic term sets 
In general, when a decision problem includes not only quantitative information but 
also qualitative information, qualitative information is more important, and linguistic 
term sets are considered an appropriate method to help experts express their prefer-
ences about several alternatives as analyzed in the Introduction. Information in the 
linguistic approach is denoted by means of linguistic variables. 
3.1 Basic concepts related to linguistic term sets
Before the linguistic approach is used, the linguistic descriptors should be firstly 
provided, including several orders of linguistic terms. For example, a set of seven 
terms T can be given as follows. 
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T = {t0 = EL, t1 = VL, t2 = L, t4 = M, t5 = H, t6 = VH, t7 = EH},  
Where N denotes Extreme Low, VL denotes Very Low, L denotes Low, M denotes 
Medium, H denotes High, VH denotes Very High, and P denotes Extreme High. This 
is demonstrated in Figure 1. 
Given a linguistic scale or linguistic term set T = {t0, …, ti, …, tg}, experts can em-
ploy any linguistic term to express their preferences towards alternatives in decision 
making. The classic linguistic term set should satisfy the following operators (Herrera 
et al. 2000). 
1. A negation operator: Neg(ti) = tj such as j = g +1 –i (g+1 is called the cardinality or 
granularity of the linguistic term set). 
2. An order of T: ti<tj, if and only if i<j. 
3. A max operator: max (ti, tj) = ti, if and only if ti>tj. 
4. A min operator: min (ti, tj) = ti, if and only if ti<tj. 
The mentioned classic linguistic term sets are discrete. The fact that aggregated 
linguistic terms cannot be denoted by discrete linguistic term sets directly may lead to 
difficult operation processes. Xu (2004) and Herrera et al. (2000) developed the exist-
ing discrete linguistic term set T and proposed the continuous linguistic term set T = 
{tq!q!  [-p, p]}. Here, parameter p (p>g) represents a sufficiently large positive num-
ber. It is obvious that the aggregated linguistic term may be a continuous linguistic 
term which is named virtual linguistic term.  
Therefore, the operational laws of linguistic term sets can be further defined as fol-
lows. 
(1) jit t!  = j it t! = i jt + ,  
(2) jit t! = i jt + ,  
(3) it! = it! ,  
(4) ( )jit t! " = jit t! !" , [ 1,1]! " # . 
These operational laws should be applied to generate aggregation operators so as to 
help the decision maker aggregate linguistic decision information. 
3.2 Basic concepts of probabilistic linguistic term sets 
As mentioned in the Introduction, with the increasing complexity of decision prob-
lems, a single linguistic term cannot exactly describe experts’ preferences. It is neces-
sary to develop probability linguistic term sets in order to portray decision infor-
mation provided by experts more flexibly, exactly, and comprehensively. That means 
that several linguistic terms could express experts’ preferences simultaneously. In 
particular, ignorance or uncertainty can be described in this expression. It is assumed 
that if the expert does not provide partial decision information, the information should 
be considered in this expression. This idea has been supported by the evidential rea-
soning method proposed by Yang and Xu (2002) [11]. However, the grades in the 
evidential reasoning method are not aggregated directly. The utility theory was intro-
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duced in the evidential reasoning to indicate the value of each grade. However, in 
linguistic decision making, the subscript instead of the utility represents the value of 
each linguistic term. This way is clear and explicit for the decision makers to realize 
the meaning of linguistic terms when they use them. In general, the decision makers 
cannot provide their preferences by using a single linguistic term but need to use 
several linguistic terms simultaneously as mentioned earlier. Thus, probabilistic lin-
guistic term sets as an appropriate way have been developed by Pang et al. (2016) 
[12]. Pang et al., (2016) stated that the decision makers may be hesitant about select-
ing from several possible linguistic terms, especially when they want to express their 
preferences exactly towards some alternatives. Then, the definition of probabilistic 
linguistic term sets is demonstrated as follows. 
Definition 1. Suppose T = {t0, t1, …, tg} represents a linguistic term set. The proba-
bilistic linguistic term set is defined as 
 P = 
#( )
1
( , ) , 0, 1,2,...,#( ), 1
xt
x x x x x x
x
t p t T p x t p
=
! "
# $ = %& '
( )
*
  (1) 
Here, ( , )x xt p as a binary variable denotes a linguistic term xt  and its probability 
xp  provided by the decision makers. #( )xt represents the number of the linguistic 
terms in a linguistic term set. It should be noted that when the sum of probability of 









! , this linguistic term set is 
considered as complete. Or else, it is considered as incomplete when the sum proba-









<! . That means 
that partial information is unknown. The decision makers do not provide all prefer-
ences and they have some hesitancy over decision alternatives due to their limited 
knowledge and work experience. This phenomenon may often occur in real cases, 
especially in evaluating the service quality in wireless sensor networks. In particular, 









! , the preferences of the decision makers towards decision alternatives are 
completely unknown. It is an extreme situation in real cases. Thus, we give an exam-
ple to demonstrate this concept below. 
Example 1. Given a linguistic term set denoted by T = {t0, t1, …, t7}, a decision 
maker gives his preferences towards three cars of the brands Geely, Hyundai, and 
Ford by using probabilistic linguistic term sets as follows. 
P1= { }4 5( ,0.8) ( ,0.2)t t ,  
P2= { }4 5( ,0.5) ( ,0.4)t t ,  
P3= { }4 5 6( ,0.4) ( ,0.4) ( ,0.1)t t t  . 
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3.3 Information aggregation 
Before decision information is aggregated, more importantly, how to address igno-
rance information in a linguistic term set is a challenge. Pang et al. (2016) proposed a 
new way to normalize probabilistic linguistic term sets. 
Definition 2. Suppose T = {t0, t1, …, tg} represents a linguistic term set. The proba-









<! . Then, the normalized probabilistic linguistic term set is defined as 
 { }= ( , ) 1,2,..., #( )x x xP t p x t=
! !
   (2) 












 for all linguistic terms 
denoted by x = 1, 2, …, #( )xt .  
From Definition 2, it is obvious that normalized probabilistic term sets include 
probability information which removes incomplete probability information. In other 
words, unknown information is averagely divided into the known linguistic terms. 
However, there is no additional information provided by the decision makers to ex-
press this preference. Thus, this way to handle ignorance information in a linguistic 
term set is not very appropriate. In particular, some special situations cannot be ex-
plained well. For example, when a decision maker gives a preference denoted by P= 
{ }2( ,0.8)t  using a probabilistic linguistic term set, the normalized probabilistic 
linguistic term obtained is p!= { }2( ,1)t . Obviously, it is inconsistent. This normal-
ized probabilistic linguistic term does not show the exact preferences of the decision 
maker. So, this way of normalizing incomplete linguistic term sets provided by Pang 
et al. (2016) is not reasonable. In order to overcome this difficulty, we propose an 
idea. The unknown information in a probabilistic linguistic term set should not be 
removed and be combined in the aggregation process.  
Through the above analysis, the aggregation operator of probabilistic linguistic 
term sets is proposed in the following. 
Definition 3. Suppose T = {t0, t1, …, tg} represents a linguistic term set and the 











<! . Then, the probabilistic linguistic averaging operator is defined as  
 ( )1,..., ,...,i nPA P P P  = 
( )1
1 ... ...i nP P Pn
! ! ! !
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 = 
{ },1 ,1 , , , ,
1 ... ...x x x i x i x n x nt p t p t pn
! " " ! " " !
.  (3) 
Definition 4. Suppose T = {t0, t1, …, tg} represents a linguistic term set and the 











<! , and attribute weight can be obtained and denoted by 








=! . Then, the probabilistic linguistic weighted aver-
aging operator is defined as  
 ( )1,..., ,...,i nPWA P P P  = ( )1 1 ... ...i i n nw P wP w P! ! ! !  
= { }1 ,1 ,1 , , , ,... ...x x i x i x i n x n x nw t p w t p w t p! " " ! " " !  (4) 
Definition 5. Suppose T = {t0, t1, …, tg} represents a linguistic term set and the 











<! . Then, the probabilistic linguistic geometric operator is defined as  
( )1,..., ,...,i nPG P P P  
= ( ) ( ) ( )( )11 ... ...
n
i nP P P! ! ! !  
 = 
( ) ( ) ( ){ },1 , ,
1
,1 , ,... ...
x x i x n
nt t t
x x i x np p p! ! ! !
.     (5) 
Definition 6. Suppose T = {t0, t1, …, tg} represents a linguistic term set and the 











<! , and attribute weight can be obtained and denoted by 








=! . Then, the probabilistic linguistic weighted geo-
metric operator is defined as  
( )1,..., ,...,i nPWG P P P  = 
( ) ( ) ( )( )11 ... ...i nw ww i nP P P! ! ! !  
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 = 
( ) ( ) ( ){ }1 ,1 , ,,1 , ,... ...x i x i n x nw t w t w tx x i x np p p! ! ! !
.  (6) 
3.4 Ranking alternatives 
After the probabilistic linguistic information is aggregated, the next problem is the 
ranking order of the alternatives. Because a probabilistic linguistic term set as a dis-
tribution includes several linguistic terms, two probabilistic linguistic term sets cannot 
be compared with each other directly. Then, the score of probabilistic linguistic term 
sets is introduced in the following. 
Definition 7. Suppose T = {t0, t1, …, tg} represents a linguistic term set and the 









<! . Then the score of the probabilistic linguistic term set Pi is defined as  



















  (7) 
Thus, for two probabilistic linguistic term sets P1 and P2,  
(1) if V(P1) >V(P2), P1>P2; 
(2) if V(P1) <V(P2), P1<P2; 
(3) ifV(P1) =V(P2), P1=P2. 
4 The procedure of service quality assessment 
As demonstrated in Section 2, the attribute system of service quality in wireless 
sensor networks is constructed. Then, the problem of evaluating the service quality in 
wireless sensor networks is described in the following. 
There are four wireless sensor networks which are considered as alternatives in the 
proposed decision making method and are denoted as 1 2 3 4, , ,A A A A . The set of 
attributes which is applied to assess the four alternatives is denoted as 
1 2 3 4 5 6 7, , , , , ,C C C C C C C , and the weights for these attributes are provided by the 
decision maker and are denoted as w = {0.1, 0.15, 0.1, 0.25, 0.1, 0.2, 0.1} which is 
generated based on the work experience and background of the decision maker related 
to the wireless sensor networks. A set of seven terms T is also provided by the deci-
sion maker as T = {t0 = EL, t1 = VL, t2 = L, t3 = M, t4 = H, t5 = VH, t6 = EH}. He or she 
will express his or her preferences towards the four alternatives on seven attributes by 
using this linguistic term set. 
Then, the decision maker provides assessments by using the probabilistic linguistic 
terms based on his or her preferences for each alternative Ai (i = 1, 2, …, s) with re-
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spect to each attribute Cj (j = 1, 2, …, 7). The decision matrix is obtained and illus-
trated in Table 1. After that, the probabilistic linguistic weighted averaging operator 
mentioned in Eq. (4) is introduced to combine the assessments of each attribute. The 
ranking order is generated by using Eq. (7) and based on Definition 7, which is denot-
ed by 2 4 3 1A A A A> > > . So, the result of this evaluation problem is obtained and 
Ai is considered as the best in this problem. The differences between these networks 
will be further discussed in future research. 
Table 1.  Transposition of the DHF decision matrix 
 A1 A2 A3 A4 
C1 ({t1, 0.5}, {t2, 0.5}) ({t4, 0.4}, {t5, 0.6}) ({t5, 1}) ({t3, 0.7}, {t4, 0.3}) 
C2 ({t4, 0.3}, {t5, 0.7}) ({t2, 0.5}, {t3, 0.5}) 
({t4, 0.3}, {t5, 0.2}, {t6, 
0.4}) ({t2, 0.3}, {t5, 0.6}) 
C3 ({t3, 0.2}, {t4, 0.8}) ({t5, 0.7}, {t3, 0.3}) ({t3, 0.4}, {t4, 0.4}) ({t3, 0.4}, {t4, 0.5}) 
C4 ({t5, 0.9}) ({t5, 0.2}, {t6, 0.8}) ({t3, 0.5}, {t5, 0.4}) ({t3, 0.6}, {t4, 0.3}) 
C5 ({t3, 1}) ({t3, 0.2}, {t4, 0.6}) ({t1, 0.4}, {t2, 0.5}) 
({t2, 0.3}, {t3, 0.3}, {t4, 
0.3}) 
C6 ({t2, 0.5}, {t3, 0.3}, {t4, 0.2}) ({t3, 0.2}, {t5, 0.5}) ({t3, 0.8}) ({t1, 0.8}, {t2, 0.2}) 
C7 ({t1, 0.4}, {t3, 0.5}) ({t4, 1}) ({t2, 0.4}, {t3, 0.5}) 
({t1, 0.5}, {t2, 0.4}, {t3, 
0.1}) 
5 Conclusions 
This paper has proposed a method to evaluate the service quality in wireless sensor 
networks, which are considered as an emerging technology and have attracted a lot of 
attention from the academic and practical fields. Some problems such as data delay, 
information loss, and others have been found in wireless sensor networks recently. In 
order to cope with these problems, firstly, an evaluation system of attributes related to 
the service quality in wireless sensor networks is constructed based on the existing 
studies. Then, the probabilistic linguistic method including the definition of probabil-
istic linguistic term sets, the operators of probabilistic linguistic term sets, and ranking 
order of probabilistic linguistic term sets is introduced. Probabilistic term sets used to 
denote the preferences of a decision maker are considered more appropriate than other 
expressions such as classical linguistic term sets, 2-tuple linguistic term sets, and 
portion linguistic term sets in the process of evaluating the service quality in wireless 
sensor networks. Finally, the probabilistic linguistic method is applied in the con-
structed service quality in wireless sensor networks so as to demonstrate its validity 
and applicability and further help the decision maker find the problems in the service 
quality in wireless sensor networks and improve them. 
In the future, the result of this evaluation problem will be further analyzed and im-
proved. In addition, this method may be applied in wider areas in wireless sensor 
networks. 
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