We study optimal control of stochastic Volterra integral equations (SVIE) with jumps by using Hida-Malliavin calculus. -We give conditions under which there exists a unique solutions of such equations.
Introduction
Stochastic Volterra integral equations (SVIE) are a special type of integral equations. They represent interesting models for stochastic dynamics with memory, with applications to e.g. engineering, biology and finance. In this work, we consider the problem of optimal control of stochastic Volterra integral equations of the form X u (t) = ξ(t) + where T is a fixed given terminal time, and the process u(t) is our control process. The problem is to find a controlû which maximises the performance functional J(u) defined by
f (t, X u (t), u(t))dt + h(X u (T ))].
By using the maximum principle, we obtain an adjoint equation of Volterra type. In general a backward stochastic Volterra integral equation (BSVIE) has the form p(t) = F (t) + T t g(t, s, p(s), q(t, s), r(t, s, ·))ds − T t q(t, s)dB(s) − T t R 0 r(t, s, ζ)Ñ(ds, dζ); t ∈ [0, T ].
An equivalent formulation of this is that p(t) = E[F (t) +
T t g(t, s, p(s), q(t, s), r(t, s, ·))ds|F t ].
An interesting motivation of such an equation is the recursive utility: For a consumption process c(t) ≥ 0, we consider its Volterra recursive utility process p(t) defined by
p(t) = E[F (t) +
T t ϕ(t, s, p(s), q(t, s), r(t, s, ·), c(s))ds|F t ], where F and ϕ are given functions. This is an extension of the classical recursive utility concept of Duffie and Epstein [11] to Volterra integral equation with jumps. Finding an optimal consumption rateĉ which maximises the total Volterra recursive utility U(ĉ) = p(0), is an interesting problem in stochastic control. The problem of optimal control of SVIE has been studied by several authors. See e.g. [19] , [20] , [2] , [3] . In contrast to [19] and [20] , we do obtain a sufficient and a necessary maximum principle of the classical type. The paper which is closest in content to the current paper is [2] . But the current paper differs from [2] in that our Hamiltonian does not involve any Hida-Malliavin derivatives. The price we have to pay for this simplified approach is that we have to assume smoothness with respect to t of the two components q(t, s), r(t, s, ζ) of the solution (p, q, r) of the associated (linear) BSVIE. In the paper [7] it is shown that such smoothness holds for linear BSVIE, under certain conditions.
We outline the content of this paper: In Section 2 we give some background about Hida-Malliavin calculus. In Section 3 we first give conditions under which there exists a unique solutions of such an SVIE. Then we prove both a sufficient maximum principle (a verification theorem) and a necessary maximum principle via Hida-Malliavin calculus. Finally, in Section 4 we illustrate our results by solving a problem of optimal consumption from a cash flow modeled by an SVIE.
Framework
Here B(t) andÑ (dt, dζ) := N(dt, dζ) − ν(dζ)dt is a Brownian motion and an independent compensated Poisson random measure, respectively, jointly defined on a filtered probability space (Ω, F , F = {F t } t≥0 , P ) satisfying the usual conditions. The measure ν is the Lévy measure of the jump measure N, T > 0 is a given constant. Throughout this work, we will use the following spaces:
• S 2 is the set of R-valued F-adapted càdlàg processes (X(t)) t∈[0,T ] such that
• L 2 is the set of R-valued F-adapted processes {Q(t, s)
• L 2 ν is the set of Borel functions K :
where R 0 := R \ {0}.
• H 2 ν is the set of F-adapted predictable processes R :
The generalized Hida-Malliavin derivative
The Malliavin derivative D t was originally introduced by P. Malliavin in [9] as a stochastic calculus of variation used to prove results about smoothness of densities of solutions of stochastic differential equations in R n driven by Brownian motion. The domain of definition of the Malliavin derivative is a subspace D 1,2 of L 2 (P ). We refer to Nulart [12] , Sanz-Solè [16] and Di Nunno et al [10] for information about the Malliavin derivative D t for Brownian motion and, more generally, Lévy processes. Subsequently, in Aase et al [1] the Malliavin derivative was put into the context of the white noise theory of Hida and extended to an operator defined on the whole of L 2 (P ) and with values in the Hida space (S) * of stochastic distributions. This extension is called the Hida-Malliavin derivative. There are several advantages with working with this extended Hida-Malliavin derivative:
• The Hida-Malliavin derivative is defined on all of L 2 (P ), and it is is an extension of the classical Malliavin derivative, in the sense that it coincides with the classical Malliavin derivative on the subspace D 1,2 .
• The Hida-Malliavin derivative combines well with the white noise calculus, including the Skorohod integral and calculus with the Wick product ⋄.
Moreover, it extends easily to a Hida-Malliavin derivative with respect to a Poisson random measure. In the following, we let (S) * denote the Hida space of stochastic distributions.
It was proved in Aase et al [1] that one can extend the Hida-Malliavin derivative operator D t from D 1,2 to all of L 2 (F T , P ) in such a way that, also denoting the extended operator by
Proposition 2.1 (Generalized Clark-Ocone formula [10] 
Moreover, we have the following generalized duality formula, for the Brownian motion: 
As we have mentioned earlier, there is also an extension of the Hida-Malliavin derivative with respect to the Poisson random measure
Note that in this case, there are two parameters t, ζ, where t represents a time and ζ = 0 represents a generic jump size.
We now give a jump diffusion version of the generalized Clark-Ocone formula:
Proposition 2.3 (Generalized Clark-Ocone formula [10] ) For all F ∈ D 1,2 , we have
where we have chosen a predictable version of the conditional expectation
Moreover, we have also an extension of the duality formula for jumps:
Accordingly, note that from now on we are working with this generalized version of the Malliavin derivative. We emphasize that this generalized Hida-Malliavin derivative DX (where D stands for D t or D t,ζ , depending on the setting) exists for all X ∈ L 2 (P ) as an element of the Hida stochastic distribution space (S) * , and it has the property that the conditional expectation
Therefore, when using the Hida-Malliavin derivative, combined with conditional expectation, no assumptions on Hida-Malliavin differentiability in the classical sense are needed; we can work on the whole space of random variables in L 2 (P ).
The following result is the Hida-Malliavin representation for BSVIE:
Theorem 2.5 (Representation theorem for BSVIE) Suppose that the driver f (t, s, p, q, r) :
ν are given F-adapted processes with respect to s ∈ [t, T ], and they satisfy
Then for a.a. t, s and ζ, the following holds:
Proof. We know by Theorem 3.1 in Agram el al [3] that for a Lipschitz driver f and for a terminal value F (t) ∈ L 2 (F T , P, R), the above BSVIE with jumps (2.5) has a unique solution. Moreover, for all t ∈ [0, T ], it holds that
For more details, we refer to Yong [19] (for the Brownian framework) and for the discountinuous case,we refer to Ren [15] . Taking Hida-Malliavin derivatives of (2.8) we get, for α < t,
which implies that
Similarly, for α < t,
Existence and Uniqueness of SVIE
In this section, we prove existence and uniqueness of solutions of SVIE driven by Brownian motion and an independent compensated Poisson random measure under some conditions. The case of SVIE driven by right continuous semimartingales in general has been studied by Protter [14] . Let us consider the stochastic Volterra integral equation with jumps of the form
We impose the following set of assumptions:
(ii) b (t, s, x, u) , σ(t, s, x, u) and γ(t, s, x, u, ζ) are F s -measurable for each (t, s, x, u) and (t, s, x, u, ζ) respectively.
(iii) There exists a constant C > 0, such that, for all 0 ≤ s ≤ t ≤ T, u ∈ U and all b, σ, γ satisfy
(iv) b(t, s, ·, u), σ(t, s, ·, u) and γ(t, s, ·, u, ζ) are Lipschitz continuous w.r.t. x uniformly in t, s, u, i.e. for all x, x ′ ∈ R, we have
Theorem 3.1 Under the above assumptions (i − v), the SVIE (3.1) has a unique solution.
Proof. Existence. Fix u ∈ U. Define X n inductively for n = 0, 1,.., as follows
Let X n := X n+1 − X n . Then, the following estimate holds, for each t ∈ [0, T ] , and n ≥ 1,
Using assumption (iv), we get
.
Now, using the linear growth assumption (v), we obtain similarly as above
Combine this with (3.4), yields
where
is a Cauchy sequence in L 2 (λ ×P ). Finally, taking the limit in the Picard iteration as n → +∞, yields
Uniqueness. The uniqueness is obtained by the estimate of the difference of two solutions, and it is carried out similarly to the argument above.
Stochastic maximum principles
In this section, we study stochastic maximum principles of stochastic Volterra integral systems under partial information, i.e., the information available to the controller is given by a sub-filtration G = {G t } t≥0 such that G t ⊆ F t for all t ≥ 0. The set U ⊂ R is assumed to be convex. The set of admissible controls, i.e. the strategies available to the controller is given by a subset A G of the càdlàg, U-valued and G-adapted processes. The state of our system X u (t) = X(t) satisfies the following SVIE
The performance functional has the form
2) {perf} {perf}
Let us impose the following assumptions: Assumption H1 We suppose that b, σ, f and γ are F s -adapted for all s ≤ t, and continuously differentiable (C 1 ) with respect to t, x and u for each s and g is assumed to be F T -measurable and C 1 in x. Moreover, all the partial derivatives are supposed to be bounded. Note that the performance functional (4.2) is not of Volterra type.
The Hamiltonian and the adjoint equations
Define the Hamiltonian functional associated to our control problem (4.1) and (4.2), as where
(s, t, x, v)ds
We may regard x, p, q, r = r(·) as generic values for the processes X(t), p(t), q(t, t), r(t, t, ·), respectively. The BSVIE for the adjoint processes p(t), q(t, t), r(t, t, ·) is defined by (t, X(t), u(t), p(t), q(t, t), r(t, t, ·)).
Assumption H2
We suppose that t → q(t, s) and t → r(t, s, ·) are C 1 for all s, ζ, ω and that
Note that from equation (4.1), we get for each (t, s)
(4.6) {eq3.6} {eq3.6} and from equation (4.5) under the assumption H2, we have the following differential form dp(t) = −[ ∂H ∂x (t) + (t, s, ζ)Ñ(ds, dζ)]dt +q(t, t)dB(t) + R 0 r(t, t, ζ)Ñ(dt, dζ).
(4.7) {eq3.7} {eq3.7}
Remark 4.1 Assumption H2 is verified in a class of linear BSVIE with jumps. For more details, we refer to Hu and Øksendal [7] .
A sufficient maximum principle
Theorem 4.2 (Sufficient maximum principle) Letû ∈ A G , with corresponding solutionsX(t), (p(t),q(t, t),r(t, t, ·)) of (4.1) and (4.5) respectively. Assume that
and (x, v) → H(t, x, v,p,q,r(·))
are concave.
• (The maximum condition)
Then,û is an optimal control for our problem.
Proof. By considering a sequence of stopping times converging upwards to T , we see that we may assume that all the dB-andÑ-integrals in the following are martingales and hence have expectation 0. We refer to the proof of Lemma 3.1 in [13] for details.
Choose u ∈ A G , we want to prove that J(u) ≤ J(û). By the definition of the cost functional (4.2), we have
where we have used the shorthand notations
and similarly for b(t, t) = b (t, t, X(t), u(t)) , and the other coefficients. By the definition of the Hamiltonian (4.4), we get
X(t),û(t),p(t),q(t, t),r(t, t, ·)).
By the concavity of g and the terminal value of the BSVIE (4.5), we obtain
Applying the Itô formula top(t)X(t), we get
By the Fubini theorem, we get
The generalized duality formula for the Brownian motion (2.3), yields
Fubini's theorem, gives
and by equality (2.6), we end up with
Doing similar considerations as for the Brownian setting for the jumps such as the Fubini's theorem, the generalized duality formula for jumps (2.4) and (2.7), we obtain
Substituting (4.12) , (4.13) and (4.14) combined with (4.3) in (4.9), yields
By the concavity of H, we have
Hence, since u =û is G-adapted and maximizes the conditional Hamiltonian,
which means thatû is an optimal control.
A necessary maximum principle
Suppose that a control u ∈ A G is optimal and that β∈ A G . If the function λ −→ J(u + λβ) is well defined and differentiable on a neighbourhood of 0, then
Under a set of suitable assumptions on the coefficients, we will show that
The details are as follows: For each given t ∈ [0, T ], let η = η(t) be a bounded G t -measurable random variable, let h ∈ [T − t, T ] and define 17) for all β and all u ∈ A G , and all non-zero λ sufficiently small. Assume that the derivative process Y (t), defined by
exists.
Then we see that
and hence
We are now ready to formulate the result: and the corresponding solutionX(t), (p(t),q(t, t),r(t, t, ·)) of (4.1) and (4.5) exists. Then, Proof. By considering a suitable increasing family of stopping times converging to T , we may assume that all the local martingales (dB-andÑ -integrals) appearing in the proof below are martingales. We refer to the proof of Lemma 3.2 in [13] for details. For simplicity of notation we drop the "hat" everywhere and write u in stead ofû, X in stead ofX etc in the following. Consider
Applying the Itô formula, we get
We assume that b 0 (t, s), σ 0 (s) and γ 0 (s, ζ) are given measurable functions of t, s, and ζ, with values in R. For simplicity we assume that these functions are bounded, and we assume that there exists ε > 0 such that γ 0 (s, ζ) ≥ −1 + ε for all s, ζ and the initial value x 0 ∈ R. We want to solve the following maximisation problem: Here θ = θ(ω) is a given F T -measurable random variable. The Hamiltonian H gets the form H(t, x, u,p,q,r(·)) = log(u) + b 0 (t, t)xp − up + σ 0 (t, t)xq + R 0 γ 0 (t, t, ζ) xr(ζ)ν(dζ) + T t ∂b 0 ∂s (s, t)xp(s)ds.
(5.5) {eq5.16} {eq5.16}
Suppose there exists an optimal controlû ∈ A G for (5.4) with correspondingX,p,q,r. Then, by the optimality maximum condition we get for each t, that To find such a solution, we proceed as in Theorem 1.2 in Hu and Øksendal [7] . Define the measure Q by dQ = M(T )dP on is a local Q-martingale, for all predictable processes χ(t, ζ) such that
Fix δ ∈ [0, t]. Taking the conditional Q-expectation on F δ of (5.11), we get
