Abstract. For a large class of linear neutral type systems the problem of eigenvalues and eigenvectors assignment is investigated, i.e. finding the system which has the given spectrum and almost all, in some sense, eigenvectors.
Introduction
One of central problems in control theory is the spectral assignment problem. This question is well investigated for linear finite dimensional systems. It is important to emphasize that the assignment of eigenvalues is not sufficient in several cases. One needs also the assignment of eigenvectors or of the geometric eigenstructure. For infinite dimensional problems (delay systems, partial derivative equations) the problem is much more complicated.
Our purpose is to investigate this kind of problems for a large class of neutral type systems given by the equation where z(t) ∈ R n and A −1 , A 2 , A 3 are n × n matrices. The elements of A 2 and A 3 taking values in L 2 (−1, 0). The neutral type term A −1ż (t − 1) consists on a simple delay, while the other include as multiple as distributed delays. The behavior of such systems can be described mainly by the algebraic and geometric properties of the spectrum of the matrix A −1 (cf. [4, 5] ). It is well known that then spectral properties of this system are described by the characteristic matrix ∆(λ) given by ∆(λ) = λI − λe
The eigenvalues are roots of the equation det ∆(λ) = 0. The eigenvectors of the system (more precisely of the functional operator model of the system) are expressed through the matrix ∆(λ k ), where λ k is an eigenvalue. In fact the problem of an assignment of an infinite number of eigenvalues and eigenvectors is reduced to a problem of assignment of singular values and degenerating vectors of an entire matrix value function ∆(λ). It is remarkable [5] that the roots of det ∆(λ) = 0 are quadratically close to a fixed set of complex number which are the logarithm of eigenvalues of the matrix A −1 . Moreover, the degenerating vectors of ∆(λ k ) are also quadratically close to the eigenvectors of the matrix A −1 .
In this paper we investigate an inverse problem:
What conditions must satisfy a sequence of complex numbers {λ} and a sequence of vectors {v} in order to be a sequence of roots of the characteristic equation det ∆(λ) = 0 and a sequence of degenerating vectors of the characteristic matrix ∆(λ) of equation (1.1) respectively for some choice of matrices A −1 , A 2 (θ), A 3 (θ) ?
One of the possible application of this problem is to investigate a vector moment problem via the solution of the exact controllability property for a corresponding neutral type system by a relation devlopped in [3] .
The present paper is a detailed version of the short note published in Comptes Rendus Mathematiques [7] .
Operator form of perturbation
We consider neutral type systems of the form
where A −1 is a constant n × n matrix, A 2 , A 3 are n × n matrices whose elements belong to
As it is shown in [4] , [5] this system can be rewritten in the operator form d dt
,
and the operator A is given by formula
This operator is noted
The operator A is defined on the same domain D(A). One can consider that the state operator A is a perturbation of the operator A, namely
Then A = A + B 0 P 0 . Denote by X A the set D(A) endowed with the graph norm. Let us show that P 0 browses the set of all linear bounded operators L(X A , C n ) as
run over the set of n × n matrices with components from
where A 2 (·), A 3 (·) are (n × n)-matrices with component from L 2 [−1, 0] and Q 1 is a (n × n) matrix. Let us observe that
and denote
Then, with these notations, the operator Q may be written as
Hence formula (2.2) describes all the operators from L(X A , C n ).
An equation for eigenvalues and eigenvectors of the characteristic matrix (spectral equation)
Consider the operator A = A + B 0 P 0 and assume that λ 0 is an eigenvalue of A and x 0 is a corresponding eigenvector, i.e.
Let us assume further that λ 0 does not belong to spectrum of A and denote by R( A, λ 0 ) = ( A − λ 0 I) −1 , with this notation (3.1) reads as
Let us notice that v 0 = P 0 x 0 = 0, because λ 0 / ∈ σ( A). Then applying operator P 0 to the left hand side of (3.2) we get
This equality means that λ 0 is a point of singularity of the matrix-valued function F (λ) = I + P 0 R( A, λ)B 0 and v 0 is a vector degenerating F (λ 0 ) from the right.
Let w * 0 be a non-zero row such that (3.3) w * 0 F (λ 0 ) = 0. In order to describe the vector w 0 , let us find first another form for the matrix F (λ). For any v ∈ C n we denote
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This gives
and, as
Since the matrix (I − e −λ A −1 ) is invertible (λ / ∈ σ( A)), then we get
and hence
This formula and (2.2) implies
is the characteristic matrix of equation (1.1). Thus, the equality (3.
Summarizing we obtain the following Thus, one can consider the equation w * F (λ) = 0 as an equation whose roots (λ, w) = (λ 0 , w 0 ) describe all eigenvalues and (right) eigenvectors of the characteristic matrix ∆(λ).
A component-wise representation of spectral equation
We recall spectral properties of operators A and A * obtained in [4, 5] . We will assume that the matrix A −1 has a simple non-zero eigenvalues µ 1 , µ 2 , µ 3 , . . . , µ n . In this case the spectrum σ( A) consists of simple eigenvalues which we denote by where y 1 , . . . , y n are eigenvectors of A −1 corresponding to µ 1 , µ 2 , . . . , µ n . The eigenspace corresponding toλ 0 = 0 is n dimensional and its basis is
If some µ m say µ 1 equals 1, thenλ 1 0 =λ 0 = 0. In that case the eigenspace corresponding to 0 is (n + 1)-dimensional and its basis consists of n eigenvectors ϕ 0 j , j = 1, . . . , n, given by (4.2), and one rootvector
All the vectors ϕ 
where λ is the complex conjugate of λ and
It is easy to see that ψ where e i is the canonical basis of C n . Then
and in the case µ m = 1, m = 1, . . . , n, we have
Taking into account the form of eigenvectors (4.3) we find that for all m = 1, . . . , n
So we obtain (4.4) 
In what follows, we shall use the notation
Let us observe that the expression w * 0 P 0 is a linear bounded functional on the space X A , i.e. w * 0 P 0 ∈ L(X A , C). The representation of w * 0 in the basis z j is as follows:
Consider now n functionals z * j P 0 ∈ L(X A , C), j = 1, . . . , n. One can decompose them in the basis Ψ:
In the sequel, we shall assume p j i = 0, i = 1, . . . , n. This means that from now we consider perturbations P 0 satisfying the condition
Then we have w *
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From this relation and expression (4.4) we obtain the equality
With these notations, the equation (3.3) reads
Thus, the condition for a pair (λ 0 , w 0 ) to satisfy the spectral equation can be rewritten in the form of the following system of n equations:
where for any fixed couple m, j, the needed n-tuple p j k,m satisfies (4.5).
Conditions for spectral assignment
Now we discuss the following question:
What conditions must satisfy a sequence of complex numbers {λ} and a sequence of vectors {v} in order to be a sequence of roots of the characteristic equation det ∆(λ) = 0 and a sequence of degenerating vectors of the characteristic matrix ∆(λ) of equation (1.1) respectively for some choice of matrices
We will assume that the corresponding operator A has simple eigenvalues only. Let us remember that we assumed earlier that all eigenvalues of matrix A −1 are also simple. Then one can enumerate those eigenvalues as {λ 
, m 0 = 1, . . . , n; k 0 ∈ Z, satisfying (5.1). We also assume that the index numbering of {λ} is such that if λ 
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Now we would like to rewrite relation (5.6) in a vector-matrix abstract form. In order to do that, we introduce a more convenient notation. Denote
, m, m 0 = 1, . . . , n, we denote infinite matrices with elements
, and by A jm0 , j, m 0 = 1, . . . , n, infinite diagonal matrices
.
With these notations relations (5.6) can be rewritten as
m, m 0 = 1, . . . , n. Now let us fix index m and consider n equations (5.7) with this index and m 0 = 1,2, . . . , n. Consider another infinite diagonal matrix
and multiply both sides of the m-th equality (5.7) (for m 0 = m) by this matrix from the left. This gives the following system of equalities
where we used the fact that diagonal matrices commute : Λ m A jm = A jm Λ m . Finally, we introduce block matrix operators
and present (5.8) in the form
Let us observe that both vectors (p There are several ways to prove this classic result (see [1] ). It may be be obtained, for example, from the Paley-Wiener theorem [2] and Lemma II.4.11 [1] .
Next we prove the following preliminary result. Proof. Let {ϕ k } , {φ k } , k ∈ Z, be two Riesz basis of a Hilbert space H and let R be a bounded operator with a bounded inverse, such that
where {ψ k } k∈Z is the bi-orthogonal with respect basis to {ϕ k } k∈Z . Hence
This means that the infinite matrix R corresponding to R in the basis {ϕ k } is of the form
Let now H = L 2 (0, 1) and { ϕ k } k∈Z be a Riesz basis of the form ϕ k = e , where
Thus R = ε mm0 S mm0 , where ε mm0 is the infinite matrix 
In other words this means that operators Λ m S mm and, as a consequence also its inverse operators (Λ m S mm ) −1 , depend continuously of sequence {λ
Now we are ready to prove our main results on the spectral assignment. 
Such a choice is unique if we put the following additional condition on matrix A 3 (θ):
Proof. First we denote by A −1 the matrix uniquely defined by the relations:
. . , n, and denote by {y j } j=1,...,n the bi-orthogonal basis with respect to {z j } j=1,...,n in In the case µ 1 = 1, the vector
is a generalized eigenvector of A corresponding to λ 0 and the other ϕ Then, one can find a great enough N such that
Next we consider the sequences {α * , m 0 = 1, . . . , n; k 0 ∈ Z and let q m0 k0 be the correspondent components of the vector
where This completes the proof.
Conclusion
We give here some conditions on sets of complex numbers {λ} and n-vectors {d} such that they form a spectral set for a neutral type systems. This is a first etap for solving vector moment problems using the exact controllability properties of a neutral type system related to the given moment problem.
