Abstract-Populations of simulated agents controlled by dynamical neural networks are trained by artificial evolution to access linguistic instructions and to execute them by indicating, touching, or moving specific target objects. During training the agent experiences only a subset of all object/action pairs. During postevaluation, some of the successful agents proved to be able to access and execute also linguistic instructions not experienced during training. This owes to the development of a semantic space, grounded in the sensory motor capability of the agent and organized in a systematized way in order to facilitate linguistic compositionality and behavioral generalization. Compositionality seems to be underpinned by a capability of the agents to access and execute the instructions by temporally decomposing their linguistic and behavioral aspects into their constituent parts (i.e., finding the target object and executing the required action). The comparison between two experimental conditions, in one of which the agents are required to ignore rather than to indicate objects, shows that the composition of the behavioral set significantly influences the development of compositional semantic structures.
I. INTRODUCTION

R
ECENT research on action and language processing in humans and animals clearly demonstrates the strict interaction and codependence between language and action (e.g., [1] - [5] ).
For example, in [3] the authors describe a seminal psychological study showing that the execution of actions (e.g., bringing something close to or far away from to the body) facilitates/disrupts the comprehension of concurrently presented sentences which imply similar/opposite actions (e.g., sentence direction toward/away from the body). According to the authors, the results of this study show that understanding a sentence invokes the same cognitive mechanisms as those used in planning and executing actions. On the neurophysiological side, the authors E. Tuci, T. Ferrauto, G. Massera, and S. Nolfi are with the ISTC-CNR, 00185 Rome, Italy (e-mail: elio.tuci@istc.cnr.it; tomassino.ferrauto@istc.cnr.it; gianluca.massera@istc.cnr.it; stefano.nolfi@istc.cnr.it).
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in [6] performed a study in which by means of single-pulse transcranial magnetic stimulation, either the hand or the foot/leg motor area in the left hemisphere was stimulated in distinct experimental sessions, while participants were listening to sentences expressing hand and foot actions. The results of the study show that processing verbally presented actions activates different sectors of the motor system, depending on the effector used in the described action. The authors conclude that certain action words modulate areas of the brain concerned with performing those actions. Developmental psychology studies based on emergentist and constructivist approaches also support a view of cognitive development strongly dependent on the contribution of various cognitive capabilities (e.g., [7] - [9] ). These studies demonstrate the gradual emergence of linguistic constructions built through the child's experience with her social and physical environment. This is in line with the cognitive linguistic assumption that linguistic categorization involves the same principles and mechanisms that also underlie nonlinguistic cognition (see [10] and [11] ).
In recent years, a fruitful exchange of ideas between roboticists and cognitive linguists has begun to develop. On the one hand, more and more language-related research in robotics embraces key ideas of the usage-based language model developed in cognitive linguistics [12] , [13] . Several roboticists explicitly acknowledge this framework as their main theoretical inspiration on the language side (e.g., [14] - [17] ). On the other hand, it is becoming progressively more common for cognitive linguists to draw on insights and suggestions from works on computational modelling (see, e.g., [18] and [19] ). This is especially evident in the field of language acquisition, where computational modelling has become a prominent aspect of the research agenda of various scientists (see [20] - [22] , for recent reviews).
In this paper, we describe a further robotic model designed to look at aspects related to the emergence of compositional semantic structures in simulated agents. Our results demonstrate how the agents, trained to execute several actions by responding to linguistic instructions, can generalize their linguistic and behavioral skills to never experienced instructions through the production of appropriate behaviors. The analysis of the best agents and the comparison of different experimental conditions, in which the representation of the linguistic instructions is the same but in which the behavioral set is varied, demonstrates how the emergence of compositional semantics is affected by the presence of behavioral regularities in the execution of different actions. Postevaluation tests also unveil further details of 1943 -0604/$26.00 © 2011 IEEE the behavioral and linguistic strategies used by agents equipped with compositional semantics to accomplish the task.
The paper is structured as follow. Section II reviews the most relevant works in the literature and in particular those described in (see [23] - [25] ), which have been particularly inspiring for our work. Section III describes the task investigated in this research work and the agents' morphological structure. In Sections IV, V, and VI, we describe the agent's control system, the evolutionary algorithm and the fitness function used to design it. In Section VII, we illustrate the results of a series of postevaluation analyses. In Section VIII, we express some reflections on potential connections between empirical studies of child language learning and robotic models trying to indicate fruitful directions for future work. Conclusions are presented in Section IX.
II. BACKGROUND
By the term "compositional semantics," we refer to a functional dependence of the meaning of an expression on the meaning of its parts. Compositional semantics in natural language refers to the human ability to understand the meaning of spoken or written sentences from the meaning of their parts, and the way in which these parts are put together. For example, the meaning of an unknown sentence like "Susan likes tulips" can be understood by learning the following three sentences: "Julie likes daisies," "Julie likes tulips," and "Susan likes daisies." In this example, the meaning of the original sentence is achieved through compositional semantics by generalizing the meaning of single words from a known (already learned) to an unknown (yet to be learned) context.
During the cognitivist era, compositionality was supposed to be underpinned by concatenative processes in which the tokens of an expression's constituents (and the sequential relations among them) are preserved in the expression itself [26] . The difficulties shown by classic symbolic AI in accounting for general associations between semantic representations and sensory-motor profiles, and in particular in accounting for the acquisition of linguistic semantics through behavioral experiences, determined a paradigm shift in which an alternative perspective on compositionality emerged (see [27] for a critical perspective on classic AI). In the last decade of the previous century, the connectionist approach to cognition proposed the idea of functional compositionality; that is compositional semantics systems in which the tokens of an expression's constituents (and the sequential relations among them) are not preserved in the expression itself [28] . Various connectionist models proved that artificial neural networks can be employed to physically instantiate functional compositional semantic structures [29] .
More recently, autonomous (real or simulated) robots have been used to investigate how a form of language can emerge and evolve in a population of robots interacting between themselves and with the physical environment [30] - [33] . Moreover, several works have investigated how a robot can acquire a language by interacting with a human user. For example, in [34] , the authors designed robotic experiments with robots that, in addition to react to language commands issued by the user are also able to acquire both the meaning of new linguistic instructions and new behavioral skills on the fly, by grounding the new commands in preexisting motor skills. In [35] the authors designed robots able to cooperate and to share attention with a human user in a restricted experimental setting. This is achieved by allowing the robot to observe the goal-directed behavior exhibited by the user and to adopt her plan. In [36] , the author designed a developmental learning architecture that allows a robot to progressively expand its behavioral repertoire while interacting with a human trainer that shapes its behavior. In [37] , the authors studied how new, higher-order behavioral abilities can be autonomously built upon previously-grounded basic action categories, acquired through language-mediated interactions with human users.
In [23] - [25] , the authors investigate the issue of grounding compositional semantic structures in an agent's sensory-motor skills in tasks that require the shift from rote knowledge to systematized knowledge. In particular, in [23] and [25] a robot learns to execute actions in response to linguistic instructions consisting in two-words sentences. The robots neural controller comprises a behavioral and a linguistic module. The behavioral module is trained through a learning-by-demonstration method in which the sensory-motor states experienced while the robot is moved by the experimenter, through teleoperation or kinesthetic teaching, are used as a training set. The linguistic module is trained to predict the next word of a two-word linguistic instructions in which the words are provided to the agent sequentially. In [25] , both thebehaviorall and the linguistic module are trained only on a subset of all possible linguistic instructions resulting from the combination of all possible objects with all possible actions. In [23] , the linguistic module is trained only on a subset of all possible linguistic instructions whereas the behavioral module is trained to execute all the possible instructions. In all three studies [23] - [25] , the agent proves capable of performing actions associated with linguistic instructions not experienced during training. The authors claim that behavioral and/or linguistic generalization is achieved by "conceiving something not experienced as a recombination of learned examples" (see [23] , for details). The contribution of these works is in bringing evidence for a dynamical perspective on compositional semantic systems, alternative to the one in which neural correlates of language are viewed as atomic elements semantically associated to basic units of the linguistics system. The authors show that compositional systems can be underpinned by neural structures in which the neural correlates of the linguistic instructions are dynamically self-organized topological properties of the neural substrate, induced by similarities among sensory-motor sequences. Each instruction (i.e., action plus object) is represented in a two-dimensional semantic space by a single point which lies in a grid-like geometrical structure in which one dimension refers to actions and the other to objects. The geometrical arrangement of neural correlates that emerged during the simultaneous training of the behavioral and linguistic modules, allows the agent to successfully respond to nonexperienced linguistic instructions.
In this paper, we describe a series of simulations in which a robot is required to perform a task very similar to the one described in [23] . As in [23] , our goal is also to investigate the emergence and the underlying properties of a functionally compositional semantic system in a task that requires the shift from rote knowledge to systematized knowledge. However, we look at the problem with different methods that, as we will see, lead to a qualitatively different type of solution. In our case, a neural controller is trained to execute a subset of possible linguistic instructions through an evolutionary method in which the robot is rewarded for the ability to achieve a certain goal without specifying the sequence of movements through which this goal should be realized. As shown in Section VII, this allows the robot to codevelop linguistic skills to access the meaning of the instructions and behavioral skills to execute them.
III. THE AGENT STRUCTURE AND THE TASK
The experimental scenario concerns a humanoid iCub robot [38] placed in front of a table with a red, green, and blue object as shown in Fig. 1(a) . The robot is trained to execute seven actions on the object by responding to linguistic instructions formed by all the possible combinations of the three action words "INDICATE," "TOUCH," and "MOVE" and the three object word "Red," "Green," and "Blue" with the exception of the sentences "TOUCH Green object" and "MOVE Blue object." After training, the robot is then tested on the two nonexperienced sentences to assess whether it produces the appropriate corresponding behaviors even though it had neither experienced these sentences before nor received training on the two corresponding behaviors. To reduce the computational costs associated to the simulation of such a complex robot, we carried out our experiments on a simpler experimental 2-D scenario involving a two-segments arm described below. We then port the obtained results on a simulated iCub by controlling the robots hand position on the basis of the current position of the end-effector of the simplified arm through the inverse kinematic software described in [39] . The best evolved controllers have been successfully ported on the iCub simulator. 1 In the simple two-dimensional simulated world, an agent is composed of an arm with two segments referred to as (100 cm) and (50 cm), and two degrees of freedom (DOF In the environment there are three objects of different colors (i.e., a blue, a green, and a red object). The objects are placed 150 cm from with their center placed anywhere on the chord delimiting their corresponding Init. sector [see Fig. 1(b) ]. The objects do not move unless pushed by the arm. The agent is equipped with a linear camera with a receptive field of 30 , divided in three sectors, each of which has three binary sensors ( for blue, for green, and for red, with sectors). Each sensor returns 1 if the blue/green/red object falls within the corresponding sector. If no colored object is detected, the readings of the sensors are set to 0 (i.e., the camera perceives a black background). The camera and move together. The experimental set up is built in a way that at each time step there can be only one object in the camera view.
The agent has means to perceive whenever reaches the right or the left bound through the activation of the camera sensors. That is, when reaches the right bound , and are set to 1 (i.e., the first camera sector perceives a white background). When reaches the right bound , and are set to 1 (i.e., the third camera sector perceives a white background). Finally, two binary touch sensors (i.e., ) are placed on the right, and left side of . Collisions between the agent and an object are handled by a simple model in which whenever pushes the object the relative contact points remain fixed.
To assess whether the composition of the behavioral set affects the developmental process and the generalization capabilities of the agents, we run two sets of evolutionary experiments. In the With-Indicate experimental condition, the task consists in the execution of the following instructions: Table I ). The object-label and the action-label are given to the agent concurrently and for the entire duration of a trial.
TOUCH and MOVE require the agent to rotate and until collides with the target object. TOUCH requires an agent to remain in contact with the target object with the right side of (that is, by activating the touch sensor ) for an uninterrupted interval of 100 time steps. During this interval, must not rotate. MOVE requires an agent to rotate more than 35 while is touching the object with its right side. The rotation of while is touching the object determines the movement of the object. INDICATE requires an agent to rotate until the angular distance between and the object is less than 30 . INDICATE is correctly executed only if remains at less than 30 from the target object for more than 100 time steps. IGNORE requires the agent to look at anything except the target object. The agent has to move away from positions in which the target object falls within its visual field. During the execution of INDICATE and IGNORE, an agent must not collide with any object. During the execution of TOUCH and MOVE, an agent must not collide with the nontarget objects (i.e., the objects not mentioned in the current linguistic instruction).
After training, all the agents are evaluated for their capability to access experienced and nonexperienced linguistic instructions and to execute the corresponding behaviors.
IV. THE AGENT CONTROLLER
The agent controller is composed of a continuous time recurrent neural network (CTRNN) of 18 sensor neurons, three interneurons, and four motor neurons [40] . At each time step sensor neurons are activated using an input vector with corresponding to the sensors readings. In particular, and are the readings of touch sensors and , respectively; to are the readings of the camera sensors; is refers to the normalized angular position of with respect to (i.e., ); to are the linguistic input and their value depend on the current linguistic instruction.
, and identify the object, , and identify the action to execute (see Fig. 2 ).
The interneuron network is fully connected. Additionally, each interneuron receives one incoming synapse from each sensory neuron. Each motor neuron receives one incoming synapse from each interneuron. There are no direct connections between sensory and motor neurons. The states of the motor neurons are used to control the movement of and as explained later. The states of the neurons are updated using the following equation: (1) for (2) for (3) with . In these equations, using terms derived from an analogy with real neurons, represents the cell potential, the decay constant, is a gain factor, the intensity of the perturbation on sensory neuron the strength of the synaptic connection from neuron to neuron the bias term, the firing rate (hereafter, ). All sensory neurons share the same bias , and the same holds for all motor neurons
. and with , all the network connection weights , and are genetically specified networks' parameters. At each time step the angular movement of is degrees and of is degrees, where is the Heaviside step function and sgn is the sign function. Cell potentials are set to 0 when the network is initialized or reset, and (2) is integrated using the forward Euler method with an integration time step .
V. THE EVOLUTIONARY ALGORITHM
A simple generational genetic algorithm is employed to set the parameters of the networks [41] . At generation 0, a random population of 100 vectors is generated by initializing each component of each vector to a value chosen uniformly random in the range [0, 1]. Each vector comprises 84 real values (i.e., 75 connection weights , three decay constants , five bias term , and one gain factor shared by all the sensory neurons). Hereafter, using terms derived from an analogy with biological systems, a vector is referred to as genotype and its components as genes.
Generations following the first one are produced by a combination of selection with elitism and mutation. For each new generation, the three highest scoring genotypes ("the elite") from the previous generation are retained unchanged. The remainder of the new population is generated by fitness-proportional selection from the 50 best genotypes of the old population. New genotypes, except "the elite," are produced by applying mutation. Mutation entails that a random Gaussian offset is applied to each gene, with a probability of 0.4. The mean of the Gaussian is 0, and its standard deviation is 0.1. During evolution, all genes are constrained to remain within the range [0, 1]. That is, if due to mutations a gene falls below zero, its value is fixed to 0; if it rises above 1, its value is fixed to 1.
Genotype parameters are linearly mapped to produce network parameters with the following ranges: in in with , with , and , with , and , gain factor . Decay constants with , are firstly linearly mapped into the range and then exponentially mapped into . The lower bound of corresponds to the integration step-size used to update the controller; the upper bound, arbitrarily chosen, corresponds to about 4% of the maximum length of a trial.
VI. THE FITNESS FUNCTION
During evolution, each genotype is translated into an arm controller and evaluated more than once for all the object-action experienced instructions by varying the starting positions. The agents perceive experienced instructions and they are required to execute the corresponding behaviors. Agents are evaluated 14 times initialized in the left and 14 times in the right initialization area, for a total of 28 trials. For each initialization area, an agent experiences all the experienced linguistic instructions twice. The nonexperienced linguistic instructions and are never experienced during the training phase. At the beginning of each trial, the agent is randomly initialized in one of the two initialization area, and the state of the neural controller is reset. A trial lasts 25 simulated seconds ( time steps). A trial is terminated earlier in case the arm collides with a non target object. In each trial , an agent is rewarded by an evaluation function which seeks to assess its ability to execute the desired action on the target object.
A. With-Indicate
In With-Indicate, the fitness attributed to an agent in trial is the sum of three fitness components , and . rewards the agent for reducing the angular distance between and the target object.
rewards the agent for performing the required action on the target object.
rewards the agent for extending when it is perceiving the target object and it is required to touch or to move it (4) , and are computed as follows:
where and are, respectively, the initial (i.e., at ) and final (i.e., at the end of the trail ) angular distances between and the target object and is 1 if , 0 otherwise.
is the penalty factor. It is set to 0.6 if the agent collides with a non target object, otherwise to 1.0. The angle between and the target object can be measured clockwise or anticlockwise . In (5) , and are the minimum between the clockwise and anticlockwise distance, that is . See (6a)-(6b) at the bottom of the page, where if otherwise . For the action INDICATE, steps-on-target refers to the number of time steps during which , and does not touch the target object. For the action TOUCH, steps-on-target refers to the number of time steps during which touches the target object by activating the touch sensor , and does not change its angular position.
is the angular displacement of the orientation of recorded while , and is touching the target object by activating the touch sensor . (7) with corresponding to the angular position of with respect to . is computed only when the target object is falling within the visual field of the agent and in those trials in which the agent is required to touch or to move the target object. If the current linguistic instruction requires the agent to indicate an object and during the time of a trial in which the agent is not steps-on-target max-steps-on-target for or (6a) max-angular-offset (6b) 
B. With-Ignore
With-Ignore differs from With-Indicate only in the computation of and during the execution of the linguistic instructions IGNORE Blue object , IGNORE Green object , and IGNORE Red object . During the trials in which an agent is required to IGNORE an object if at the end of the trial the target object does not fall within the visual field of the agent, otherwise .
steps-out-of-target max-steps-out-of-target for where , and steps-out-oftarget refers to the number of time steps during which , and does not touch the target object.
VII. RESULTS
For each experimental condition (With-Indicate, and With-Ignore), we run ten evolutionary simulations for 6000 generations, each using a different random initialization. Recall that our objective is to generate agents that are capable of successfully accessing and executing experienced linguistic instructions. Moreover, we are interested in investigating whether agents develop semantic structures that are functionally compositional. Agents endowed with functionally compositional semantics should be able to successfully access and execute experienced linguistic instructions and to generalize their linguistic and behavioral skills to nonexperienced instructions (i.e., linguistic instructions never experienced during training). We run two different series of simulations to test whether a different training bears upon the development of the required mechanisms for compositional semantics. Fig. 3 shows the fitness of the best agent at each generation of ten evolutionary Runs per condition. All the curves reach a stable plateau with fitness either firmly fixed or progressing with small oscillation around the maximum score (i.e.,
). There are Runs in which the agents reach the maximum fitness very quickly (e.g., Run n 1 condition With-Indicate, or in Run n 2 condition With-Ignore) other in which it takes longer (e.g., Run n 4 condition With-Indicate, or in Run n 3 condition With-Ignore). For all the Runs, before reaching the last fitness plateau, we have periods of very rapid fitness growth induced by the acquisition of new skills to access and execute either entire linguistic instructions or just single linguistic labels. These periods are always followed by either long or short fitness plateaus characterized by rather small oscillations. Just by looking at the fitness curves, we can say that, at the end of the simulation, most of the best agents in both conditions looked capable of correctly solving the linguistic task. However, to estimate the effectiveness and robustness of some of the best evolved agents, with respect to the initial position of the arm, we postevaluated them for a larger number of trials.
A. First Postevaluation Test: Performances on Experienced and Nonexperienced Linguistic Instructions
In the first postevaluation test, the best five agents of each generation, from generation 4000 to generation 6000, of each evolutionary Run in both conditions, have been repeatedly postevaluated in each experienced and nonexperienced linguistic instruction. We decided to test the best five agents instead of the best one of each generation, because, during evolution, the agents have been ranked according to their fitness, which does not take into account the agent capability to access and execute nonexperienced linguistic instructions. Recall that nonexperienced linguistic instructions have not been presented during evolution. Thus, with respect to the capability to access and execute nonexperienced linguistic instructions, the best agent of each generation may not represent the most effective solution that appeared at each evolutionary time. Overall, 100 000 agents per condition have been postevaluated (i.e., five agents, times 2000 generations, times 10 Runs).
During this postevaluation test, each agent is required to execute 80 times each of the nine instructions [40 trials with the agents randomly initialized in the right initialization area and, 40 trials in the left one, see also Fig. 1(b) ]. The position of the objects is also randomly varied as explained in Section III. In each trial , an agent can be either successful or unsuccessful. It is successful if , otherwise it is unsuccessful (see (4), Section VI for details on ). At the end of the postevaluation test, an agent capability to solve the linguistic and behavioral task is represented by nine scores, one for each linguistic instruction. Recall that each score ranges from 0 to 80, and it represents the number of times an agent is successful at the execution of the corresponding linguistic instruction.
It is worth noting that, the results of this test gave us a rather heterogeneous picture, with performances that, even for a single agent, vary remarkably from one linguistic instruction to the other. We felt that readings and interpreting these data by only concentrating on general trends, it would have significantly impoverished the message or this research work. Therefore, we chose a way of representing the results which gives the reader a coherent and exhaustive, although a bit articulated, synthesis of what the postevaluated agents are capable of doing at the linguistic task. In particular, for each condition, the performances of the agents are compared with respect to four different subtasks. For each subtask, the comparison were accomplished by grouping the 100 000 agents in eleven different categories. We first describe what the subtasks are and then we explain the meaning of each category.
Subtask I takes into account only the seven scores recorded during the execution of the experienced linguistic instructions.
Subtask II takes into account the seven scores recorded during the execution of the experienced linguistic instructions plus the score recorded during the execution of the nonexperienced linguistic instruction MOVE Blue object.
Subtask III takes into account the seven scores recorded during the execution of the experienced linguistic instructions plus the score recorded during the execution of the nonexperienced linguistic instruction TOUCH Green object.
Subtask IV takes into account all the nine scores (i.e., seven of them for the experienced instructions plus two for the nonexperienced instructions).
For each subtask, the agents are allocated to one of eleven possible categories (from to ). For a given subtask, an agent is assigned to with , if its lowest score among those considered for that particular subtask, is within the interval ( ]. comprises all agents that failed to complete a single trial out of 80 attempts on at least one of the instructions. The higher the category, the better the overall performance of the agent. For example, subsumes those agents for whom the lowest score among those considered in a given subtask is within the interval (40, 48] .
subsumes those agents for whom the lowest score among those considered in a given subtask is within the interval (48,56], etc. Let's consider an agent whose performances at the postevaluation test are represented by the following nine scores vector (80, 80, 80, 80, 80, 80, 80, 52, 67), in which the first seven scores refer to the performances while executing experienced instructions, the eighth score refers to the performance while executing the nonexperienced instruction TOUCH Green, and the ninth score refers to the performance while executing the nonexperienced instruction MOVE Blue object. This agent would be assigned to the following categories: 1) category as far as it concerns subtask I; 2) category as far as it concerns subtask II; and 3) category as far as it concerns subtask III and subtask IV. Table II shows the number of postevaluated agents for each category and for each subtask. These results can be summarized in the following:
• for both conditions, more than half of the postevaluated agents (about 60% of the agents in With-Indicate, and about 66% of them in With-Ignore), are perfectly capable of accessing and executing the seven linguistic instruction experienced during evolution (see subtask I, , con- dition With-Indicate, and With-Ignore). This is expected from what was previously observed in the fitness curves shown in Fig. 3 .
• for both conditions, only a very small number of postevaluated agents is perfectly capable of accessing and executing all the experienced plus one single nonexperienced linguistic instruction, no matter which one of the two we consider (see Table II , subtask II, and III, , condition With-Indicate, and With-Ignore). The great majority of the agents in subtask II and III completely fails to access and execute exactly the single nonexperienced linguistic instruction included in the corresponding subtask. This has been confirmed by further checks on the data. However, it can also be inferred from the fact that the same agents that are in for subtask I tend to be in for subtasks II and III.
• for both conditions, only a tiny fraction of the postevaluated agents is perfectly capable of accessing and executing both the experienced and nonexperienced linguistic instructions (see Table II , subtask IV, , With-Indicate, and With-Ignore). From these results, it clearly emerges that only a tiny fraction of the postevaluated agents is capable of accessing and executing all the linguistic instructions, independently from the initial position of the arm. However, since the number of agents in condition With-Indicate, , subtask II, III, and IV, is significantly different from the number of agents in condition With-Ignore, , subtask II, III, and IV (pairwise Wilcoxon test with 99% confidence interval), we conclude that condition With-Indicate facilitates the evolution of agents capable of accessing and executing both experienced and nonexperienced linguistic instructions. In other words, evolutionary pressures to evolve a behavioral repertoire to execute the INDICATE behavior seem to facilitate the development of compositional semantics. In the next Section, we will further investigate this issue and present a closer look at what makes condition WithIndicate more suitable to the evolution of compositional semantic structures.
Obviously, it is important to emphasize the fact that the evolutionary conditions detailed in previous Sections, and in particular those in condition With-Indicate, generate the neural mechanisms required by the agents to go beyond what was experienced during evolution. Nevertheless, the fact remains that in either condition, the agents capable of generalizing their skills are only a tiny fraction of the agents capable of successfully accomplishing the evolutionary task. This can be explained by the fact that: 1) evolution only seldom produced agents fully capable of generalizing their skills; and 2) the selective process does not differentiate between compositional and noncompositional agents since they tend to produce equally good performance with respect to the conditions in which they are evaluated. We noticed that agents capable of generalizing appear only in six Runs out of ten, and they are never more than one or two per generation. 2 When they appear, they generally have the highest fitness recorded at that particular generation, which almost always is the highest possible fitness. However, they tend to appear when there are already many more agents with the same fitness in the population that are nevertheless not capable of generalizing their linguistic and behavioral skills to nonexperienced linguistic instructions. The selection mechanism, which can not distinguish on the basis of the fitness alone, agents capable of generalizing from those not capable of generalizing, tends to favor the latter, to the detriment of the former, simply because the latter are more frequent in the population.
A final point of minor significance is that generalization capabilities with respect to the MOVE Blue object instruction are more frequent than that with respect to the TOUCH Green object instruction. That is, for both conditions, the number of agents in subtask II is significantly different from the number of agents in subtask III (pairwise Wilcoxon test with 99% confidence interval). Although we have no empirical explanation for this finding, we know that the action MOVE, which requires the agents to rotate both arms around their joints, is an action that, in evolutionary terms, appears earlier than the capability to TOUCH an object, which requires the agents to stop rotating both arms. At the beginning of the evolution, when the agents' linguistic and behavioral skills are rather simple, it pays more to be able to rotate the arms in order to approach the target objects, rather than to be able to stop a not existing yet rotation of the arms. This evolutionary progression of the behavioral skills may explain why the nonexperienced instruction which requires to MOVE a target object turns out to be more easily accessible and executable than the nonexperienced instruction that requires to TOUCH a target object.
B. Compositionality: Operational Principles
What kind of operational principles do agents employ to be able to access and execute both experienced and nonexperienced instructions? What are the mechanisms underpinning compositional semantics? By visually inspecting the behavior of some of the agents, we notice that, contrary to the behavior of the agents evolved in condition With-Ignore, the behavior of compositional agents evolved in condition With-Indicate is the result of the combination of two types of elementary behavior: an "INDICATE Red object" or "INDICATE Green object," or "INDICATE Blue object" behavior produced during the first phase of the trial, eventually followed by a "TOUCH" or "MOVE" behavior, in the second phase of the trial. During the first phase of the trial, regardless of the action to be performed on the object, the agents search the target object by rotating in order to reduce the angular distance between the target object and , keeping bent as at start until the target object falls into the agent visual field. During the second phase of the trial, regardless of the target object, the agents rotate without moving if TOUCH is required. They rotate until this segment collides with the target object and then they start rotating again if MOVE is required. They keep pointing to the object and fully bent as at start if INDICATE is required. This qualitative analysis of the behavior of compositional agents suggests that the agents have developed behavioral skills that, being independent from the particular nature of the linguistic instructions in which they are employed, can be used in contexts already experienced as well as in context not experienced during training.
From this observation, we hypothesized that compositional semantics is underpinned by simple mechanisms by which, during the first part of the trial, the agents regulate their actions on the basis of the object-label and not on the basis of the action-label, and vice-versa, during the second part of the trial. This quite intuitive hypothesis suggests that, in any given trial, there may be a first temporal phase, which starts right at the beginning of the trial, in which agents access the part of the linguistic instruction that defines the target object (i.e., the object-label) and act in order to execute the appropriate search behavior. During this phase, the other part of the linguistic instruction (i.e., the action-label) should not influence the agent's behavior. The first phase would be followed by a second one, which begins roughly when the target object is visually found. In the second phase, the agents regulate their behavior on the basis of the action-label only (i.e., the object-label does not have any influence) in case the instruction is TOUCH or MOVE. In the case of INDICATE, instead, the agents keep producing the same behavior during the entire trial. On this account of compositionality, linguistic instructions not experienced during training (i.e., MOVE Blue object, TOUCH Green object), would be:
• accessed by exploiting the capability to extract from a nonexperienced instruction already experienced linguistic labels (i.e., TOUCH, MOVE, Blue object, and Green object). • executed by calling upon known elementary behaviors associated to or triggered by one or the other linguistic label. In what remains of this Section, we show the results of two postevaluation tests designed in order to verify whether the agents temporally and functionally decompose the linguistic and behavioral task into two sequential phases as suggested by our hypothesis. These tests are referred to as the action-transition test and the object-transition test. Both tests follow a similar logic. In the action-transition test, the action-label is changed during the course of a trial, while in the object-transition test, the object-label is changed during the course of a trial. In both tests, the change takes place in a single time step randomly chosen within a 10 time steps interval which starts at the time when the target object falls within an agent visual field. Based on our hypothesis, agents equipped with compositional semantics are expected to execute the second given action-label and neglect 3 the first given one, at the action-transition test. This is because the first given action-label is experienced during the first phase of a trial, when the attention of the agents should be focused on the object-label. At the object-transition test, these agents are expected to neglect the second given object-label. This is because this object-label is experienced during a time in which the agents already see the first given target. Consequently, they should pay attention only to the action-label.
The action-transition test and the object-transition test have been run on a pool of agents selected on their results at the first postevaluation test (see Section VII.A). In particular, for each evolutionary condition (i.e., With-Indicate, and With-Ignore), we chose the agents that proved to be more than 75% successful at executing each experienced instruction. For the purposes of these tests, these agents have been further selected, and the following three categories have been created: 1) noncompositional agents, referring to those agents that, at the first postevaluation test, proved to be less than 10% successful at executing each of the nonexperienced instructions; 2) partially-compositional agents, referring to those agents that, at the first postevaluation test, proved to be more than 75% successful at executing only one of the two nonexperienced instructions, and less than 10% successful at executing the other nonexperienced instructions; and 3) fully-compositional agents, referring to those agents that, at the first postevaluation test, proved to be more than 75% successful at executing each of the nonexperienced instructions.
For both tests, the agents are evaluated 80 times (i.e., 80 trials) on each transition. In half of the trials, the agents are randomly initialize in the right, and in half of the trials, in the left initialization area. In each trial , an agent can either succeed, if at the end of the trial , or fail, if . Following the logic of each test, the fitness components , and are updated with respect to the execution of the second given action-label on the current target object, in the action-transition test, and with respect to the execution of the current action-label on the first given target object, in the object-transition test. For both tests, an agent's overall performance on each specific transition is considered a success if the agent successfully executes the transition in more than 60 out of 80 trials (i.e., 75% success rate). Since both tests are indiscriminately done on noncompositional, partially-compositional, and fully-compositional agents, we removed from the two sets of possible transitions, those which, assuming our hypothesis holds, require a response that noncompositional, and partially-compositional agents are not capable of performing. That is, we remove those transitions which require a MOVE Blue object, or a TOUCH Green object response. 4 Fig . 4(a) and (b) show the results of the action-transition test and of the object-transition test, respectively. In both graphs, each bar indicates the percentage of agents that managed to obtain a success rate higher than 75% in all possible transitions of the corresponding test. Black bars refer to the agents evolved in condition With-Indicate, white bars refer to the agents evolved in condition With-Ignore. Before commenting the results, the reader should be aware of the following. These are quite severe tests since they demands a high success rate on part of the agents on each experienced transition. If our hypothesis on the mechanisms underpinning compositionality holds, we expect noncompositional and partially-compositional agents to be very bad at least in one of the experienced transitions. This is because we assume that the test can be successfully performed only by agents possessing the capability to functionally and temporally decompose the linguistic and behavioral task into two sequential phases, and that this capability can only be found in fully-compositional agents. However, the agents may not need to fully decompose every single trial into two sequential phases in order to be able to successfully access and execute nonexperienced instructions. In this sense, the test may demand more than what is required to be capable of behavioral and linguistic generalization. Moreover, in these tests the agents' performance is influenced by whether the label change takes place exactly at the time when the agents switch the focus of their attention from the object-label to the action-label. For methodological convenience, we treated all the agents in the same way, by arbitrarily making this switch in a single time step randomly located in a 10 time steps interval that starts when the agents see the target object. Nevertheless, this may not fully comply with each agent's own strategy, causing failure even in those agents that can functionally and temporally decompose the task.
In spite of these limitations, these graphs tell us several important things. We first concentrate on the results of the action-transition test. Fig. 4(a) indicates that the majority of fullycompositional agents evolved in condition With-Indicate, relies on strategies in which the action-label does not influence the agents' behavior during the first phase of the task [see Fig. 4(a) , black bar on the left]. This suggests that the capability to neglect the action-label while searching for the target object is associated with the presence of compositional semantic structures, since it tends to be observed in fully-compositional agents. However, some of the partially-compositional and noncompositional agents in condition With-Indicate proved also capable of accomplishing their task without failing in any transition of the action-transition test [see Fig. 4(a) , central and right black bars]. Thus, the first conclusion we draw is that neglecting the action-label while reaching the target object is not sufficient to attain compositionality, since it does not allow those partially-compositional and noncompositional agents that possess it to access and execute nonexperienced instructions. Fig. 4 (a) also shows that the capability to cope with the action-label change is completely absent in the agents evolved in condition With-Ignore. This result seems to suggest that the significant differences, illustrated in the previous Section, between the two evolutionary conditions in the generation of agents capable of accessing and executing nonexperienced linguistic instructions, could be explained by the fact that solutions based on the combination of independent elementary behaviors are more rare in the With-Ignore condition. Thus, we further conclude that the condition With-Indicate seems to contain the evolutionary pressures that facilitate the emergence of compositionality by indirectly favoring those agents whose behavior is not influenced by the action-label while they reach the target object. Fig. 4(b) , which refers to the object-transition test, tell us that the capability to neglect the object-label during the second phase of a trial, when the target object is already within an agent's visual field, is completely absent in agents evolved in condition With-Indicate, and in particular is completely absent in fully-compositional agents. Only some of the partially-compositional and of the noncompositional agents evolved in condition With-Ignore seem to be able to cope with the object-label change [see Fig. 4(b) , central and right white bars]. How do we explain these results? As far as it concerns the unexpected failure of the fully-compositional agents evolved in condition With-Indicate, we found out that, contrary to what hypothesized by us, the agents use the object-label during the second phase of the task to keep the target object within their visual field. We observed that, when the object-label does not match what is visually perceived, fully-compositional, partially-compositional, and noncompositional agents perform a search behavior, loosing visual contact with the object indicated by the first given object-label. Thus, the object-label influences the agents' behavior during both the first and second phase of a trial, by triggering the agents' response of searching and orienting toward the appropriate object. As far as it concerns the performance of the agents evolved in condition With-Ignore, we think that their successes at the object-transition test can be explained by considering the evolutionary circumstances in which they evolved. In particular, the action IGNORE can be accomplished by executing a common act for all the objects. Behavioral inspections have indeed demonstrated that partiallycompositional and noncompositional agents evolved in condition With-Ignore and capable of coping with the object-label change, once required to IGNORE an object simply do not move at all from their position. This is a strategy which can be successfully applied to execute the action IGNORE regardless of the target object. This may have facilitated the emergence of mechanisms to be able to neglect the object-label while executing the required action. However, this is speculative and further analyses are required to test it.
Overall, these tests indicate that in fully-compositional agents obtained in condition With-Indicate, the "INDICATE Red object," "INDICATE Blue object," and "INDICATE Green object" behaviors are executed during the entire trial, as demonstrated by the fact that the agents are able to search for a new object and then keep indicating it when the object-label is modified during the second phase of the trial. The execution of the "INDICATE" behavior during the second phase of the trial is not apparent in normal condition (i.e., when the position or the color of the objects do not change) simply because the execution of this behavior do not produce any movement. Thus, during the second phase of the trial, when the action label is "INDICATE," agents keep producing the same behavior. When the action label is "TOUCH" or "MOVE," the agents perform the corresponding elementary behavior that operates in parallel with the "INDICATE" behavior. The key mechanism that enables compositionality, therefore, is the fact that the action-label does not affect the agents behavior during the first part of the trial. In other words, "TOUCH" and "MOVE" behaviors con-stitute independent behavioral units realized through the execution of the same sequence of micro-actions irrespectively from the object-label. Moreover, we can now state that a different training bears upon the development of the required mechanisms for compositional semantics, and that condition WithIndicate facilitates the emergence of compositionality by favoring the emergence of the functional independence of the action-label from the behavioral experience of searching for the target object.
Indeed, by looking at the phylogeny of fully-compositional and partially-compositional agents in condition With-Indicate, we notice that in early stages of their evolutionary history, one of the first behavioral skill to appear is indeed related to the capability of these agents to systematically reduce the angular distance between and the target object regardless of what type of action the current linguistic instruction is demanding. For example, the ancestors of fully-compositional agents, when required to MOVE or to TOUCH an object, they successfully bring in correspondence of the target object, and they keep bent until the end of the trial, by systematically failing to execute the action MOVE and TOUCH. In other words, these agents proved to be capable of accessing the linguistic label that defines the object without being able to appropriately execute the linguistic label that defines the TOUCH and MOVE actions. The ability to handle these type of actions is developed later. This can be considered a further evidence that, since the early generation of evolution in condition With-Indicate, fully-compositional and partially-compositional agents learn to decompose the trial into two parts, in the first one of which their behavior is entirely triggered by the object-label. It is important to note that the early appearance of the capability to decompose the task into two parts is not enforced by any means by the design of the fitness function, it emerges through the dynamics of evolution, and it is facilitated in condition With-Indicate by the presence of the instruction INDICATE. However, in the absence of further tests, we can not exclude that these phenomena are induced by design constraints, such as the fact that the segment and the vision system are bound together. This is because, this particular constraint makes it impossible for an agent to develop a visual search strategy without concurrently acting as required by the instruction INDICATE.
VIII. DISCUSSION: PERSPECTIVES FOR RESEARCH ON CHILD LANGUAGE ACQUISITION
Computational approaches to language learning are an intensely researched topic in several disciplines (for recent reviews, cf. [20] - [22] ). As yet, however, there is still a marked gap between language learning research in cognitive robotics on the one hand and language acquisition studies in computational linguistics on the other. One reason for this is the different thrust of typical research in the two disciplines: in robotics, the focus is commonly on semantic issues to do with the grounding of individual linguistic symbols in agents' sensory-motor experience [42] . In computational linguistics, the focus is usually on structural issues to do with the induction of complex grammars from unrestricted text [43] , [44] . In a nutshell, roboticists tend to concentrate on words as carriers of meaning (but neglect their combinatorial properties), while linguists tend to concentrate on their grammar (but neglect their meanings).
Given this apparent opposition, it is interesting to note that a currently influential theory of child language acquisition assumes both a phenomenological continuum and a developmental connection between these two seemingly complementary learning targets (i.e., meaningful "words" and meaningless "rules" in traditional terminology). In usage-based models of language learning, children are assumed to acquire linguistic "rules" (i.e., grammatical categories and constructional patterns thereof) through piecemeal abstractions over utterance-length concrete "words" (i.e., unanalyzed holophrastic strings like "there you go" and "look at this" that are associated with a holistic communicative intention, see [9] ). Learners' discovery of the internal structure of these units, coupled with the realization that the segmented building blocks can be productively recombined within the abstracted constructional patterns, marks the crucial transition from finite lexicons to open-ended grammars. From this perspective, the above experiment is therefore concerned with the emergence of a genuine breakthrough on the way to language.
Needless to say, both the learning target and the learning architecture are substantially less complex here. However, most computational models of language acquisition do not purport to provide an accurate representation of the precise learning mechanisms and processes at work in human children. Rather, the more modest aim is usually to show that it is possible to solve a given task through learning at all (i.e., without innate domain-specific biases). In this way, computational models have made an important contribution to the debate over language learnability, innateness and the purported "poverty of the stimulus" (e.g., [45] and [46] ). However, none of the models in these debates is grounded in the way that human children's internal representation of language is. In other words, such research has focused on the combinatorial dimension of language alone, but has ignored the additional challenge of linking linguistic structures to the embodied conceptualizations that constitute their meanings. The present study takes steps towards closing this gap, and several of its findings can indeed be related to similar observations made in empirical studies of child language learning.
To better appreciate these connections, it will be helpful to translate aspects of the design into the terminology of usagebased models of child language acquisition. Agents' capacity to correctly access and execute a nonexperienced linguistic instruction corresponds to their acquisition of an "item-based construction," for example, [move N] in the sense of [9] . As the term "item-based" implies, the generalizations that child language learners have acquired at this developmental stage do not apply across the board. For instance, they may begin to use grammatical marking on some verbs but not on others, indicating that the more inclusive generalization that both items belong to the same overall category has not yet been formed. Empirical evidence for such item-specific effects in early language acquisition is abundant (cf. [9] ), and the theoretical vision of a transition from holophrastic units over networks of item-specific "islands" to ever more schematic grammars has also received support from different computational simulations of (nongrounded) language learning [47] . From this perspective, agents' differential performance on the two nonexperienced instructions in the present experiment does not come as a surprise: also in child language acquisition, the transition from holophrases to compositional grammars is not instantaneous.
Similarly, also the second major finding of this study, that is the significant effect of learning condition (With-Indicate versus With-Ignore) on agents' generalization performance readily translates into a concept of usage-based models of child language learning: if the above assumptions about what makes the behavior INDICATE more similar to MOVE and TOUCH than IGNORE are plausible, agents' poorer generalization performance in condition With-Ignore would be said to be the outcome of a lower cue consistency (i.e., regularity of form-function mapping) of the category "Verb" in this condition. Furthermore, since such constellations of inconsistency, competition and syncretism are in fact taken to be the norm in natural language processing and learning, a look to usage-based acquisition models in linguistics could also suggest certain useful extensions of the present approach that might be worthwhile to explore in future work (e.g., studying agents' generalization performance across more than one construction, with or without semantic similarity between actions and/or referents, with balanced or statistically skewed training input, etc.). In other words, we will investigate the characteristics that favor the emergence of compositional solutions (i.e., that ensure behavioral generalization) and/or that reduce the chance to converge on noncompositional solutions. We will also investigate the possibility to scale the model with respect to the number and the complexity of the linguistic/behavioral repertoire of the agent.
IX. CONCLUSION
In this paper, we described a robotic model that allows a simulated robot to interact with three colored objects (a Red, a Green, and a Blue object) located in its peripersonal space by executing three actions (INDICATE, TOUCH, and MOVE) during a series of trials. In each trial, the agent receives as input a linguistic instruction and is rewarded for the ability to exhibit the corresponding behavior. The results of this study show that dynamical neural networks designed by artificial evolution allow the robot to access and correctly execute the linguistic instructions formed by all the possible combinations of the three action-labels and the three object-labels with the exception of the instructions "TOUCH Green object" and "MOVE Red object," which are nonexperienced during training. Postevaluation tests showed that some of the evolved agents generalize their linguistic and behavioral skills by responding to the two nonexperienced instructions with the production of the appropriate behaviors.
Our study shows that behavioral and linguistic competences can coevolve in a single nonmodularized neural structure in which the semantics is fully grounded in the sensory-motor capabilities of the agents and fully integrated with the neural mechanisms that underpin the agent's behavioral repertoire. Owe to the use of artificial evolution, we leave the agents free to determine how to achieve the goals associated to each linguistic instruction. This allows the agents to oreganos their behavioral skills in ways that facilitate the development of compositionality thus enabling the possibility to display a generalization ability at the level of behaviors (i.e., the ability to spontaneously produce behaviors in circumstances that have not been encountered or rewarded during training).
The comparison between two experimental conditions, in one of which the action-label INDICATE is substituted with the action-label IGNORE, shows that the composition of the behavioral set significantly influences the development of solutions that generalize to nonexperienced instructions. Only individuals evolved in condition With-Indicate are characterized by a particularly successful linguistic and behavioral organization based on the decomposition of the task into two phases, each of which can be associated with the execution of an elementary behavior. In the first phase only the object-label bears upon the agents' behavior by triggering the object search strategy. In the second phase, both the object-label and the action-label determine the agents' response. In particular, the object-label keeps an agent eliciting the same behavior produced during the first phase (i.e., the agent keeps on searching/pointing the target object with the first segment of its arm). At the same time, the action-label triggers a different behavior that consists in bending the second segment of the arm so to touch or move the object. The capability to decompose the task into two sequential phases as described above, and the use of elementary behaviors employed in different circumstances, are features that, although not sufficient per se to explain compositional semantics, they certainly facilitate its evolution.
The use of elementary behavioral skills to generate instructions denoting complex actions resembles the process described in [37] , in which the ability to execute more complex linguistic commands, such as GRAB, is acquired by associating two or more previously acquired elementary behaviors (e.g., CLOSE-LEFT-ARM and CLOSE-RIGHT-ARM). However, in [37] , the relation between complex and elementary behaviors is established through explicit teaching (i.e., through linguistic input such as: GRAB is CLOSE-LEFT-ARM and CLOSE-RIGHT-ARM). By contrast, in the experiments reported in this paper, behavioral decomposition emerge as a side effect of the need to acquire the ability to execute several related linguistic commands. Moreover, the way in which the agents accomplished the required functionality (i.e., by combining in sequence or in parallel relatively independent behavioral units) represents an important prerequisite for the emergence of compositionality. Therefore, leaving the agents as free as possible to organize how they produce the required skills might be advantageous since it might allow them to decompose the problem in a way that maximize skills reuse. This in turn implies that methods such as the evolutionary method that rewards the agent on the basis of the ability to achieve a given functionality without specifying in details the behavioral that should be produced might be advantageous with respect to alternative methods in that respect.
The results of our postevaluation analyses also suggests us that there are further distinctive operational principles underpinning compositionality, other than those considered in this work, that are most probably related to the structural and functional characteristics of the agents' neural controller. In future work, we will specifically target these principles, trying to provide a clear description of their nature. Moreover, we mentioned that compositional agents tend to appear very rarely during evolution. It is our intention to work on the characteristics of the task to identify the elements that bear upon the evolutionary origins of agents equipped with compositional semantic structures. With respect to this issue, we think that it may be worth to vary linguistic features and behavioral aspects of the task. For example, in this simulation, the objects have fixed positions with respect to the agent (i.e., Red object on the left, Green object in front, and Blue object on the right of the agent). We wonder whether the necessity to evolved more robust exploration strategies, induced by the variability of the object position relative to the agent, facilitates or hinders the development of compositional structures. Moreover, we are interested in studying whether the use of more cognitively plausible coding schemes, in which the labels are perceived by the agent in a sequential order and just for a short interval of time, bears upon the emergence of compositional semantics. We are also interested in studying whether the development, during training, of a wider and more heterogeneous behavioral repertoire facilitates the emergence of more robust generalization capabilities.
