We study a quite general family of nonlinear evolution equations of diffusive type with nonlocal effects. More precisely, we study porous medium equations with a fractional Laplacian pressure, and the problem is posed on a bounded space domain. We prove existence of weak solutions and suitable a priori bounds and regularity estimates.
This formula is equivalent to the semigroup formula (1.3) (−∆) s f = 1 Γ(−s)ˆ∞ 0 e t∆ f (x) − f (x) dt t 1+s , see [23, 24] . In Section 4 we use will yet another equivalent characterization of the spectral fractional Laplacian in terms of the so-called cylinder Caffarelli-Silvestre extension, as introduced by [15] in this context. Our aim of this paper is prove the existence of possibly sign-changing, weak solutions to Problem (1.1) for any m 1 , m 2 > 0. Moreover we show that these solutions satisfy a smoothing effect estimate and possess a universal bound when f = 0. Some previous literature: this equation has been studied in the whole space R N as a model for porous medium flows with fractional nonlocal pressure in the case m 1 = m 2 = 1 by Caffarelli and the second author in [18] . It is the most relevant case of the class of equations of the more general form
that arise in the description of the macroscopic evolution of particle systems with long range interactions, [28, 29] . Here, ρ(x, t) ≥ 0 is the macroscopic density, F is a free energy functional, and the mobility function σ s (ρ) ≥ 0 may be degenerate, i.e., it may vanish for some values of ρ (in our case (1.1) we have σ s (ρ) = |ρ| m 1 that vanishes at ρ = 0).
The same equation as in [18] appears in a one-dimensional model in dislocation theory that has also been studied by Biler et al. [6] . Later mathematical works include [19, 17, 20] , where regularity and asymptotic behaviour are established, paper [5] that treats the case m 1 = 1, m 2 > max{ 1−2s 1−s , 2s−1 N }, and the works [36, 38, 39] that treat the cases where m 1 = 1, and [37] that treats general exponents, see also [27] .
In the limit case m 1 = 0 we obtain a different type of equation
that has received many contributions, starting with [25, 26] . In all those works the forcing term f = 0 is put to zero. See [43] for a general reference on recent work on nonlinear diffusion.
No works seem to have treated the same problem posed in a bounded domain when m 1 = 0. As said above, we address this issue in the case where the fractional operator (−∆) −s is the inverse of the spectral fractional Laplacian operator. Attention is also paid to f = 0.
Definition and main results
We introduce next our main contributions. In this paper, we put γ := m 1 + m 2 , this parameter will appear often. This is the definition of weak solution that we are going to use Definition 1. Let u 0 ∈ L 1 (Ω) and f ∈ L 1 (0, T, (W
1,∞ 0
(Ω)) * ). We say that u is a weak solution of problem (1.1) if (Ω)) * ). See more on this in Lemma 4.
The following result contains the basic existence and main properties. (I) Basic L 1 estimate: for every t > 0
In particular, If u 0 , f ≥ 0, then u ≥ 0 in Ω T .
(Ia) We have the three-option estimate
(1.10)
We would like to mention that estimates (Ia) and (Ib) for porous medium equations were established in [4] .
Whole proof of this result is given in Section 4, where a number of other estimates are derived, see Lemma 10. More general, unbounded data will be considered later as limits of this construction. The next result is called Universal Bound, a very important property that is typical of Dirichlet problems in bounded domains and we can also prove in this generality. We have Theorem 2. Let γ > 1, f = 0 and u 0 ∈ L 1 (Ω). Let u be a solution of Problem (1.1) as constructed in Theorem 1. There exists C = C(N, s, γ, Ω) such that
This is proved in Section 5. The point is that the estimate does not depend on the norm of the data, so it will hold for any solution that is obtained as limit of the constructed solutions, a fact that will be used in the last section. Note that the estimate is not useful for t ∼ 0, but is very efficient for large times since we expect the positive solutions to have precisely that size. On the other hand, a universal bound does not hold for γ ≤ 1, see details in Section 5.
Our study is completed with two theorems on the existence of solutions to Problem (1.1) with bad data, which are contained in Section 6. Statements and full proofs are given there.
Some notations. By 1 A we denote the characteristic function of the set A. We will use the distance to the boundary defined as
We gather in Section 7 a list of facts on the Heat Equation that we use in deriving properties of the semigroup generated by the spectral fractional Laplacian.
Approximation of the fractional Laplacian
Clearly, the following two properties are true:
We have
(Córdoba-Córdoba inequality) for any C 2 -convex function Φ satisfying Φ(0) = 0 and for ε ∈ (0, 1], there holds
for all 0 < ε < 1.
for all 0 < ε < 1. In particular,
Proof. 1. Estimates (2.4) and (2.5) were proved in [22] .
Note that, in view of
so, by Hölder's inequality and Plancherel's Theorem yields
Thus,
It is enough to check that
3. As above, we have for any ϕ ∈ L 2 (Ω),
We deduce from (2.9) that
Since,ˆ∞ 0ˆε 0ˆt
thus, we get (2.7). The proof is complete.
Remark 1.
In the proof of (2.6) we also get for any 0 < α < α 0 < 1,
for u ∈ C ∞ c (Ω). Unfortunately, we can not have
By this way, we can not find
Therefore, we next prove this inequality by another way. It is a version of the so-called Stroock-Varadhan inequality, we refer to [42] and [31] where this kind of inequality is proved for general sub-markovian operators.
where
Proof. To prove this, we will use the Stinga-Torrea extension problem in [40] , which is in turn a generalization of the Caffarelli-Silvestre estension problem in [16] . For the equivalence of this problem with the original problem with the spectral Laplacian see for instance [15, 25, 26] . Let U, V be unique solutions of the extended problems
in Ω, resp. . By the extension theorem (see [40] ), we havê Ωˆ∞ 0
Thus, it is enough to show that Ωˆ∞ 0
Using Hölder's inequality we find (2.17). The proof is complete.
Thus, it follows (2.18) from Lemma 2. The proof is complete.
A regularized problem
In this section, we will prove existence of solutions to the following regularized problem:
in Ω, with δ ∈ (0, 1).
of problem (3.1).
In this section, we set
Here and in what follows, we use the following definition:
We say that u ∈ X is a weak solution of
(Ω)) * ) and
In order to construct the weak solution of problem (3.1), we first consider the following problem
in Ω, where s 0 =
(1−2s) + +1 2 ∈ (0, 1), ̟, κ 1 , κ 2 ∈ (0, 1) and
Proof. Let T 0 ∈ (0, 1). We consider
Using (2.3) and (7.1) with u 0 = 0 and
Next, we show that T has a fixed point by the Banach contraction principle provided that
To do that, we have the following claim:
where C 1 (K) is a constant which also depend on s, N, κ 1 , κ 2 , ε, Ω, K. Indeed, set
We have,
where C(K) is a constant which also depend on s, N, κ 1 , κ 2 , ε, Ω, K. Using (7.2) in Lemma 12 with g = E, we get for t ∈ (0, T 0 ),
It follows (3.6). Thus, we get for
This means, T maps B(0, K) into itself and is a contraction. Hence, T has a fixed point in
On the other hand, if
Using Hölder's inequality we obtain
where C does not depend on q. Letting q → ∞, we deduce,
In particular, the norm
. Hence, u is a weak solution of (3.4). The proof is complete.
Remark 4. By standard regularity, we can see that the solution of u in Proposition (1) belongs to W 1,r (τ, T ; W 2,r (Ω)) for all r < ∞ and τ ∈ (0, T ). Moreover, if u 0 , f are smooth functions, then u is too.
The following is a variant of Simon's compactness Lemma for Space L 1 (0, T ; X) which will be used several times in this paper.
for all n ∈ N. Thus, by Simon's compactness Lemma, see [35, Theorem 1 and Lemma 4], we find the conclusion for case α 1 ≥ 1. We now consider case
(Ω)) * is compact and 
(Ω)) * ). By a standard compact argument, see [35, Lemma 8] , for any η > 0, there is a constant
The proof is complete.
Remark 5. If q = 1, we can show that there exists a subsequence of
Proposition 2. Let u ε be a solution of problem (3.4) obtained in Proposition 1. Then, there exists a subsequence of {u ε } converging to a solution u ∈ X of problem
Proof. Choosing u ε as test function in (3.4) we get
By Lemma 3, there exists a subsequence of {u ε } converging to u in L 1 (Ω T ) as ε → 0. Moreover, we also have u ∈ X and lim
. Therefore, u is a weak solution of problem (3.11). The proof is complete.
Proposition 3. Let u κ 1 be a solution of problem (3.11) obtained in Proposition 2. Then, there exists a subsequence of {u κ 1 } converging to a solution u ∈ X of problem (3.12)
in Ω,
where constant C does not depend on u and κ 2 .
Proof. As in Proof of Proposition 2, we have
On the other hand, we also have
As proof of Proposition 2, there exists a subsequence of {u κ 1 } converging to a weak solution u ∈ X of (3.12) in
Letting κ 1 → 0, we find (3.13). The proof is complete.
Proposition 4. Let u κ 2 be a solution of problem (3.12) obtained in Proposition 3. Then, there exists a subsequence of {u κ 2 } converging to a solution u ∈ X of problem
Proof. We have
We will prove that
, 1). So now we only consider case s ∈ (0,
By (7.11) in Lemma 15,
we have
Combining this with (3.19) and (3.18), we get (3.17). Hence, from (3.17) and (3.16) we have
By Lemma 3, there exists a subsequence of {u κ 2 } converging to u in L 1 (Ω T ) as κ 2 → 0. Moreover, we also have u ∈ X and lim
Therefore, it is easy to check that u is a solution of problem (3.15).
Proof of Proposition 3. Let u ̟ be a solution of problem (3.15) obtained in Proposition 4. We need to show that there exists a subsequence of {u ̟ } converging to a solution u ∈ X of problem (3.1) as ̟ → 0. Indeed, choosing (|u ̟ | + η) θ−1 u ̟ with θ > 0 as a test function of (3.15),
By Lemma 2 and then letting η → 0, we get (3.20) with γ = m 1 + m 2 . Thus, for any θ ∈ (0, 1)
By Lemma 4 below, we have
for some r > 1, ϑ ∈ (0, 1). Hence,
Therefore, it is easy to check that u is a solution of problem (3.1) and belongs to X. The proof is complete.
In proof of Proposition 3, we have used the following basic lemma.
Lemma 4. There exists ϑ = ϑ(s, m 1 , m 2 ) ∈ (0, 1/2) and r = r(s, m 1 , m 2 , N) ∈ (2, ∞) such that
Proof of Lemma 4 . It is easy to prove (3.21) in case s ∈ [
, 1). Thus, we only consider case s ∈ (0, 1 2 ). Let β ∈ (s, 1/2) be such that
Since for a > 0 and b ∈ (0, 1)
which implies (3.21). The proof is complete.
Existence of weak solutions via approximation
In this section, we prove Theorem 1 by using the approximate problems of the preceding section.
. The proof of the theorem will be obtained from Lemma 5, 6, 7, 8, 9 and 10 with u = u δ . The complete proof is at Lemma 11.
Lemma 5 (Estimates for
In particular, if u 0 , f ≥ 0, then u ≥ 0,
for all l > 1, and
Proof. Choosing T k (u) := min{|u|, k}sgn(u) as test function of (3.1), 
which implies (4.2). In particular, if u 0 , f ≥ 0, then u ≥ 0.
1. Proof of (4.3). First, we prove that
where η k (s) = kη(s/k), η is a smooth function in R such that η(s) = 0 if |s| ≤ 1/2, |η ′ (s)| = 1 if 1 ≤ |s| ≤ 2 and |η(s)| = 3 if |s| > 3.
Set v = |u| m 2 −1 u, we have from (4.5) that
Let V (.) = V (t, .) be a unique solution of the extended problem
For the equivalence of this problem with the original problem with the spectral Laplacian see for instance [15, 25, 26] . We havê Ωˆ∞ 0
From this and (4.9) we deduce for all k > 0
Let W (.) = W (t, .) be a unique solution of the extended problem
Using Hölder's inequality and the fact that
M.
From this and
we find (4.7). By (7.7), (7.8), (7.9) in Lemma 13, we havê
Combining this with (4.7), we deduce
, for any l > 1
Therefore, we get (4.3).
Proof of (4.4)
. Let χ be a smooth function in R + such that χ(s) = 1 if |s| ≤ 1, and
be a unique solution of the extended problem
in Ω.
As proof of (4.7), we havê
as k → ∞, we derive from (4.13) that
which implies (4.4).
In particular, (i)
.
for all t ∈ (0, T ).
(ii).ˆΩ
for all t ∈ (0, T ). By Lemma (2) and Corollary 1 and then Letting ε → 0, we have
Thus, we find (4.14) and (4.15).
2. Applying (4.14) to p = γ + 1, we have
So, using Hölder's inequality we derive (4.16).
Lemma 7.
Proof. From (4.14), we get
Fix λ > T , we have
Hölder's inequality
which implies (4.18).
Proof. Choosing (−∆)
−s u as test function of (3.1), we find (4.19).
Proof. Applying (4.14) to f = 0,
By (7.7), (7.8) and (7.9) in Lemma 13, we have
for all p > p 0 > 1, since
It is enough to prove (4.20) with ||u 0 || L q 0 (Ω) = 1. By (4.15), we have ||u(t)|| L q 0 (Ω) ≤ 1.
. We have from (4.22) that
By interpolation inequality,
Now we apply this to
where c κ , ϑ k satisfy c 0 = 1, ϑ 0 = 0 and
It follows,
There exists k 0 ≥ 10 such that
It is equivalent to
This means,
Hence, (4.24) implies
Using interpolation inequality, we get , we omit the details.
Proof. First, we prove that if (4.27) for some α > 0, then
Indeed, let χ ε be the standard mollifiers in R with supp χ ε ⊂ B ε (0). Let t > 0 be such that lim ε→0 (χ ε * F )(t) = F (t). We have for all ε ∈ (0, t/8),
Applying a mean value principle to the smooth function χ ε * F yields
Letting ε → 0, we get (4.28). By (4.14), we havê Proof. From (4.15) and (4.18), we havê
Indeed, if s ≥ 1/2, it is easy to find (4.30) since
If s < 1/2, we deduce from (3.21) in Lemma (4) below that
It follows (4.30). Hence, from (4.30) and (4.29) we have
for some r ∈ (1, 2). By Lemma 3,, there exists a subsequence of {u δ } converging to u in L 1 (Ω T ) as δ → 0. Moreover, u satisfies the properties stated in Lemmas 5, 6, 7, 8,9 and 10 with δ = 0. and
From proof of Lemma 4, we see that
which implies that u satisfieŝ
(Ω)) * ). Hence, u is a solution of problem (1.1). The proof is complete.
Universal bound
The property of universal boundedness depends on general arguments that we stress here because of their possible use in other settings. We recall that we consider equations with zero right-hand side. Suppose we have already proved the a priori estimate
for some exponents α, β > 0, where a constant C that does not depend on the data, it depends only on N, s and Ω. Suppose the equation has the following Invariance Property: If u(x, t) is a solution in our admissible class, so is
In the case of our model (1.1) the result holds and γ depends only on the powers of the equation, actually γ = m 1 + m 2 . We need to assume that γ > 1.
Proposition 5.
Under those assumptions we get the universal estimate
valid for all solutions that we have constructed.
Proof. (i)
We begin with an initial data bounded above by constant 1. Since Ω is bounded this datum is in L 1 (Ω). We and use the a priori estimate to find a time t 1 = t 1 such that
(ii) Let us now apply the result to data with an estimate ||u 0 || L 1 (Ω) ≤ 2 j . We define the new solution u k (x, t) = ku(x, k γ−1 t) with k = 2 −j and apply the previous step to show that
and
when we put t j = k γ−1 t 1 = 2 −j(γ−1) t 1 . We may now apply iteratively the argument after displacing the origin of time and get
the conclusion is that for data less than 2 j we need to wait T j seconds to get the bound ||u|| L ∞ (Ω) ≤ 1.
(iii) Consider now a general initial datum u 0 , not necessarily integrable or bounded. We approximate from below by bounded data and conclude that there is a limit solution with the estimate
This estimate should be valid for all our constructed solutions. This is a particular case of the universal estimate.
(iv) To get estimate (5.2) for any t = t 2 > 0 fixed, use again the scaling
The estimate follows with
Remark 6. The result is not true for m 1 + m 2 ≤ 1 as many particular cases show. Thus, when m 1 + m 2 = 1 any multiple of a solution is still a solution so that no a priori estimate may exist independent of the size of the initial data. For m 1 + m 2 ≤ 1 we have the transformation (5.1) but now with γ − 1 ≤ 0. Suppose for contradiction that we have an a universal priori estimate
with C a universal constant and F (t) > 0 and nonincreasing. We consider u k (., t) = ku(., k γ−1 t). Then,
Letting k → ∞, we find the contradiction. We recall that sharp asymptotics in those cases have been explored for the fast diffusion equation u t − ∆(|u| γ−1 u) = 0 and also the fractional porous medium u t + (−∆) s (|u| γ−1 u) = 0. Phenomena of extinction in finite time occur.
Existence of solutions with bad data
In this section, we establish the existence of solutions to Problem (1.1) with bad data.
Moreover, when f = 0 the Universal Bound (1.11) holds for these solutions.
Proof of Theorem 4. Let u k be a solution of problem (1.1) in Theorem 1 with
We have from (4.16) of Lemma 6
So, by (3.21) in Lemma 4, we have
for some ϑ ∈ (0, 1), r ∈ (1, ∞). By Lemma 3, there exists a subsequence of {u δ } converging to u in L 1 (Ω T ) as δ → 0. Moreover, u satisfies the properties stated in Lemmas 5, 6, 7, 8,9 and 10 with δ = 0. and the Universal bound (5.2) and
in L 1 (0, T ; W −2,r (Ω)) for some r ∈ (1, 2). It is easy to check that u is a weak solution of problem (1.1). The proof is complete.
We need a new definition of solution when the data are measures.
Here and in what follows, we denote by M b (D), the set of bounded Radon measures in a set D. We can state the following theorem.
Then, the Problem (1.1) admits a distribution solution satisfying
. Moreover, the Smoothing Effect (1.9) and the Universal Bound (1.11) holds for these solutions.
Proof of Theorem 5. Let σ n , µ n be in L ∞ (Ω) and L ∞ (Ω T ) converging weakly to σ and µ in M b (Ω) and M b (Ω T ) such that
Let u n be a solution of problem (1.1) in Theorem 1 with u 0 = σ n and f = µ n . We have
Estimate:
for some ν > 2.
Estimate: I 1 . It is easy to see that if s ≥ 1/2,
for some ν > 2. So, it is enough to assume s ∈ (0, 1/2). We will prove that (6.14) holds for some ν 1 , ν 2 > 1. Indeed, for β ∈ (0, 1/2)
By Lemma 16, . Using interpolation inequality yields
for some ν > 2. So, we get (6.14).
Case 2. m 1 < m 2 . We take β ∈ (s, 1/2) such that
for ̺ > 0 small enough. By [41, Proposition 5.1, Chapter 2]
So, it follows from (6.15) and (6.16) that
Thus, as in case 1., using interpolation inequality and (6.9) we get
for some ν > 1. Case 3. m 2 > m 1 . Similarly, we also obtain
for some ν > 1. Therefore, we deduce (6.12).
for some ν ≥ 2. By Lemma 3, there exists a subsequence of {u n } converging to u in L 1 (Ω T ) as n → ∞. Moreover, u satisfies the properties stated in Lemmas 5, 6, 7, 8,9 and 10 with δ = 0 and the Universal bound (5.2) and
Thus, we derive from proof of (6.12) that
Thus, u is a distribution solution of problem (1.1). The proof is complete.
Appendix
In this section, we collect some basic estimates of the semi-group e t∆ and the fractional operator that we have used throughout the paper.
Lemma 12. Let e t∆ be the semi-group in bounded domain Ω. Then, the following properties hold
We refer to [32, 33] for L p estimates for the semi-group e t∆ . Let H(t, x, y) be the Heat kernel in Ω × (0, ∞). We recall some basic properties of H, see [22] ,
It is not hard to show that these properties of the Heat kernel imply (7.1),(7.2) and (7.3). We omit the details. (Ω) |f (y)|dy
with R = 2 diam(Ω). Thus, by the standard potential estimate, see [3] we get (7.7), (7.8) and (7.9).
Lemma 14. Let β ∈ ( see [30] , it follows
so, we find (7.11). The proof is complete.
Lemma 16. Let β ∈ (0, 1/2), p > 1 and ε > 0. Then, (7.12) for all h ∈ W 2β,p (Ω) supp h ⊂ Ω\Ω ε 0 and
for all g ∈ W 1−2β,p (Ω) supp g ⊂ Ω\Ω ε 0 .
Proof. ≤ C||(−∆)
, which implies (7.12). As above, we get |e t∆ R N div(χg)(x) − χ(x)w(x, t)| ≤ C min{t, t −4 }||g|| L 1 (Ω) , thus,
which implies (7.13). The proof is complete.
Comments and related problems
• We could do the same program with the spectral Laplacian replaced by the other standard option, the so-called natural or restricted Laplacian on bounded domains. Other more general integro-differential operators could also be considered.
• Concerning similar problems posed on bounded domains, there is much recent work for porous medium equations involving nonlocal fractional operators in the case of the model equation (7.14) ∂ t u + (−∆) s (F (u)) = 0 usually for F (u) = cu m , m > 0. This includes the references [12, 13, 10, 14, 8, 7] . Higher regularity is treated in [44] and [7] . The linear case is treated in [11] , and a case with m < 0 in [9] .
As in the just mentioned model, we also want to address a number of questions. Our present model seems to be more difficult to analyze.
• There is a very important question of uniqueness for our model that cold be solved in one space dimension by using the viscosity ideas of [6] .
• Questions of regularity that must be proved: C α regularity, higher regularity. Also the question of potential estimates.
• Question of finite speed of propagation, cf. works [37, 38, 39] for problems posed in the whole space. Regularity of free boundary problems, with open questions even for PME with nonlocal pressure, [18] .
• Questions of asymptotic behaviour, cf. the work [10] for equation (7.14) .
• An interesting case in which a related problem is treated in a bounded domain concerns the work of Serfaty et al. [1, 2, 34] on equations of superconductivity, which formally corresponds to m 1 = m 2 = 1 with s = 1.
• In order to study the Cauchy problem in R N , we may use as approximations the problems posed in a sequence of balls B Rn (0). Using the previous results in bounded domains (Theorems 1, 4, 5), and passing then to the limit R n → ∞ we can obtain existence and estimates for the solutions of the same equation posed in the whole space with bounded and integrable data, or with merely integrable data, or bounded Radon measures. This is to be compared with the previous results of [5, 38, 39] . Note that in these references only one nonlinearity is considered at a time, the approach is different, and f = 0. This proposal needs careful elaboration.
