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LPVP V Abschluss Fachnr.
Mathematik 28FP
Mathematik 1 103 PL 120min6 0 7691
Mathematik 2 6 10PL 120min03 7692
Numerische Mathematik 01 4SL2 764
Stochastik 01 4SL2 762
Naturwissenschaften 10FP
Physik 1 52 PL 90min2 0 666
Physik 2 2 5PL 90min02 667
Elektrotechnik 15FP
Allgemeine Elektrotechnik 1 52 PL 120min2 0 1314
Allgemeine Elektrotechnik 2 2 5PL 120min02 1315
Informationstechnik 01 52 PL 120min 1357
Elektronik und Systemtechnik 13FP
Elektronik 2 5PL 120min02 1579
Elektrische Messtechnik 01 4PL 90min2 1360
Grundlagen der Schaltungstechnik 01 4PL 120min2 1325
Konstruktive und fertigungstechnische Grundlagen 5FP
Technische Mechanik 1.1 02 52 PL 120min 1480
Signale und Systeme 8FP
Signale und Systeme 1 01 4SL 120min2 1398
Signale und Systeme 2 0 41 PL 120min2 1399
Automatisierung 8FP
Regelungs- und Systemtechnik 1 02 52 SL 120min 1722
Regelungs- und Systemtechnik 2 0 31 PL 120min2 1723
Integrierte Hard- und Softwaresysteme 4FP
Integrierte Hard- und Softwaresysteme 1 01 42 PL 20min 1733
Technische Informatik 8FP
Technische Informatik 1 41 PL 90min2 0 1406
Technische Informatik 2 2 4PL 90min01 1407
Praktische Informatik 7FP
Algorithmen und Programmierung 41 PL 90min2 0 1313
Softwaretechnik 00 3PL 90min2 1737
Theoretische Informatik 3FP
Formale Sprachen und Komplexität 1 3PL 90min2 0 1752
Spezielle Informatik 13FP
Betriebssysteme 01 3PL 90min2 252
Datenbanksysteme 01 3PL 90min2 244
Neuroinformatik 01 32 PL 90min 1389
Telematik 1 01 42 PL 90min 1749
Softwareprojekt 8FP
Softwareprojekt 0 022 80 PL0 1745
Interdisziplinäres Grundlagenpraktikum 4MO
Interdisziplinäres Grundlagenpraktikum 1 1000 40 SL20 0 1392
Wirtschaftswissenschaftliche Grundlagen 2MO
Grundlagen der BWL 1 0 20 SL2 488
Integrierte Hard- und Softwaresysteme 21FP
Hardwarebeschreibungssprachen 0 31 PL 90min2 5635
Systementwurf 0 41 PL 20min2 979
CAE-Entwurf diskret-kontinuierlicher Systeme 0 3PL 20min2 0 646
Programmierbare Logikbausteine 0 2PL 90min1 1 5452
Projektseminar IHS 4 4PL0 0 217
Rechnerentwurf 1 3PL1 0 169
Rechnernetze der Prozessdatenverarbeitung 1 3PL1 0 170
Kognitive Technische Systeme 21FP
Grundlagen der Bildverarbeitung und
Mustererkennung
0 31 PL 90min2 5446
Künstliche Intelligenz 0 41 PL 90min2 219
Angewandte Neuroinformatik 1 4PL 90min2 0 1718
Grundlagen der Farbbildverarbeitung 1 3PL 60min2 0 237
Parallelprogrammierung 0 2PL2 0 634
Softcomputing 1 4PL 90min2 0 1719
Softwarequalitätssicherung 1 3PL 60min2 0 6230
Medizintechnik 21FP
Anatomie und Physiologie 1 0 30 PL 60min2 618
Bildgebende Systeme in der Medizin 1 0 2PL 60min2 0 1693
Biosignalverarbeitung 1 1 3PL 90min2 0 1355
Grundlagen der Medizinischen Messtechnik 1 4PL 120min2 0 1373
Informationsverarbeitung in der Medizin 1 3PL 60min2 0 1379
Klinische Verfahren 1 1 3PL 60min2 0 1696
Neurobiologische Informationsverarbeitung 1 3PL 90min2 0 1700
Praktikum BMT 0 3SL0 2 8410
Technische Sicherheit und Qualitätssicherung in der
Medizin
0 2PL 60min2 0 1404
Multimediale Informations- und Kommunikationstechnik 21FP
Leistungsbewertung 0 41 PL 90min2 5646
Multimediale Übertragungssysteme 0 31 PL 20min2 1559
Network Security 0 41 PL 20min2 5645
Interaktive Computergrafiksysteme / Virtuelle Realität 0 3PL2 0 236
Multimedia-Systeme 1 3PL 20min2 0 216
Projektseminar MIKS 4 4PL0 0 8470
Spezifikation von Kommunikationssystemen 1 3PL 20min2 0 8471
Technische Kybernetik - Automatisierung 21FP
Digitale Regelungen 0 31 PL 90min2 1424
Automatisierungstechnik 1 1 4PL 30min2 0 1319
Labor Automatisierungstechnik und Systemtechnik 0 2SL0 1 6418
Labor Kybernetik 0 2SL0 1 8472
Matlab für Ingenieure 1 4SL 90min2 0 5550
Prozessoptimierung 1 1 3PL 30min2 0 1469
Regelungs- und Systemtechnik 3 1 4PL 30min2 0 1470
Systemanalyse 1 4PL 20min2 0 8530
Wissensbasierte Systeme 1 1 3PL 30min2 1 5553
Telekommunikationstechnik 21FP
Nachrichtentechnik 0 41 PL 120min2 1388
Analoge und digitale Filter 1 3PL 30min2 0 1317
Drahtlose Nachrichtenübertragung 1 3PL 30min2 0 51
Elektromagnetisches Feld 2 5PL 120min2 0 1660
Elektromagnetische Wellen 2 5PL 30min2 0 1339
Hochfrequenztechnik 2: Subsysteme 1 4PL 30min2 0 1336
Praktikum: Vertiefung der IKT 0 2SL0 2 1337
Projektseminar Telekommunikationstechnik 4 4PL0 0 8473
Wahlpflichtfach Elektrotechnik 10FP
Digitale Signalverarbeitung 0 31 PL 90min2 1356
Grundlagen der Biomedizinischen Technik 0 31 PL 90min2 1372
Hochfrequenztechnik 1: Komponenten 0 42 PL 30min2 1333
Integrierte Systeme 0 31 PL 30min2 1327
Kommunikationsnetze 0 31 PL 30min2 614
Modellbildung 0 31 PL 30min2 6316
Prozessmess- und Sensortechnik für II und IN 0 31 PL 90min2 429
Digitale Regelungen 1 3PL 90min2 0 1424
Elektronische Messtechnik 2 4PL 30min2 0 559
Praktikum Elektrotechnik 1 0 10 SL00 1 8474
Simulation 1 3PL 30min2 0 1400
Wahlpflichtfach Informatik 10FP
Computergrafik 0 41 PL 60min3 5367
Integrierte Hard- und Softwaresysteme 2 0 31 PL 20min2 7792
Künstliche Intelligenz 0 41 PL 90min2 219
Mobilkommunikationsnetze 0 31 PL 20min2 5749
Rechnerarchitekturen 2 0 31 PL 90min2 5383
Telematik 2 0 30 PL 90min2 5638
Algorithmen und Datenstrukturen 1 4PL 90min2 0 198
Datenbank-Implementierungstechniken 2 4PL2 0 248
Echtzeitsysteme 1 3PL 90min2 0 638
Praktikum Informatik für II 1 0 10 SL00 1 5125
Systemtheorie 1 3PL 90min2 0 5389
Hauptseminar 3MO
Hauptseminar 2 3SL0 0 1731
Studium generale und Fremdsprache 4MO
Fachsprache der Technik (Fremdsprache) 02 20 SL 1556
Studium generale 22 SL0 0 1609
Bachelor-Arbeit mit Kolloquium 14FP
Abschlusskolloquium zur Bachelorarbeit 2PL 45min 6071
Bachelorarbeit 12BA 6 6078
Bachelor Ingenieurinformatik 2008
Die Vorlesung Mathematik überstreicht einen Zeitraum von drei Semestern. Aufbauend auf die Mathematikausbildung in den
Schulen, werden mathematische Grundlagen gelegt und in steigendem Maße neue mathematische Teilgebiete zwecks
Anwendung im physikalisch-technischen Fachstudium vermittelt. Der Studierende soll • sicher und selbstständig rechnen
können. Dabei sollen die neuen mathematischen Inhalte, einschließlich der neuen mathematischen Begriffe und
Schreibweisen verwendet werden, • die physikalisch-technischen Anwendungsfälle der neuen mathematischen Disziplinen
erfassen, bei vorgelegten physikalisch-technischen Aufgaben das passende mathematische Handwerkszeug auswählen und
richtig verwenden können, • in der Lage sein, den Zusammenhang und den Unterschied von mathematischen und
physikalisch-technischen Modellen zu erfassen und hieraus folgernd in der Lage sein, den Geltungsbereich mathematischer
Ergebnisse in Bezug auf technische Aufgabenstellungen abzuschätzen und die durch die Mathematik gelieferten
Vorhersagen für das Verhalten von technischen Systemen zu beurteilen. In den Vorlesungen und Übungen werden Fach-




























V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafelbild, Folien, Vorlesungsskript





  Lernergebnisse / Kompetenzen
In Mathematik I werden Grundlagen für eine zweisemestrige Vorlesung Mathematik vermittelt. Der Studierende soll - unter
Verwendung von Kenntnisse aus der Schulzeit solide Rechenfertigkeiten haben, - den Inhalt neuer Teilgebiete der
Mathematik (und die zugehörige Motivation) erfassen und Anwendungsmöglichkeiten der Mathematik für sein
ingenieurwissenschaftliches Fachgebiet erkennen In Vorlesungen und Übungen werden Fach- und Methodenkompetenz
vermittelt.
  Literatur
- Meyberg K., Vachenauer,P.: Höhere Mathematik 1 und 2, Lehrbücher zur Ingenieurmathematik für Hochschulen, Springer
Verlag 1991 - Hofmann A., Marx B., Vogt W.: Mathematik für Ingenieure I, Lineare Algebra, Analysis-Theorie und Numerik.
Pearson Verlag 2005 - Emmrich, E., Trunk, C.: Gut vorbereitet in die erste Mathe-Klausur, 2007, Carl Hanser Verlag Leipzig.
- G. Bärwolff: Höhere Mathematik für Naturwissenschaftler und Ingenieure. Spektrum Akademischer Verlag 2006
10Leistungspunkte: Workload (h): 300 199Anteil Selbststudium (h): SWS: 9.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
241Fachgebiet:
Art der Notengebung: Gestufte Noten
siehe Modultafel
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Fahrzeugtechnik 2008
Bachelor Ingenieurinformatik 2008





LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafelbild, Folien, Vorlesungsskript




Abiturstoff, Vorlesung Mathematik 1
  Lernergebnisse / Kompetenzen
Fortführung der Grundlagenausbildung bei steigendem Anteil von Anwendungsfällen. Der Studierende soll - selbstständig
und sicher rechnen können, - die Einordnung der neuen mathematischen Teildisziplinen in das Gesamtgebäude der
Mathematik erfassen und die jeweiligen Anwendungsmöglichkeiten dieser Disziplinen (innermathematische und
fachgebietsbezogene) erkennen, - die Fähigkeit entwickeln, zunehmend statt Einzelproblemen Problemklassen zu
behandeln, - den mathematischen Kalkül und mathematische Schreibweisen als Universalsprache bzw. Handwerkszeug zur
Formulierung und Lösung von Problemen aus Naturwissenschaft und Technik erfassen und anwenden können. In
Vorlesungen und Übungen werden Fach- und Methodenkompetenz vermittelt.
  Literatur
- Meyberg K., Vachenauer,P.: Höhere Mathematik 1 und 2, Lehrbücher zur Ingenieurmathematik für Hochschulen, Springer
Verlag 1991 - Hofmann A., Marx B., Vogt W.: Mathematik für Ingenieure I, Lineare Algebra, Analysis-Theorie und Numerik.
Pearson Verlag 2005 - G. Bärwolff: Höhere Mathematik für Naturwissenschaftler und Ingenieure. Spektrum Akademischer
Verlag 2006
10Leistungspunkte: Workload (h): 300 199Anteil Selbststudium (h): SWS: 9.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
241Fachgebiet:
Art der Notengebung: Gestufte Noten
siehe Modultafel
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Fahrzeugtechnik 2008






LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript
Numerische lineare Algebra: LU-Zerlegungen, Iterationsverfahren; Nichtlineare Gleichungssysteme: Fixpunkt-, Newton-
Verfahren; Interpolation und Approximation: Speicherung und Rekonstruktion von Signalen, Splines; Integration: Newton-
Cotes-Quadraturformeln; Entwurf von Pseudocodes.
  Inhalt
  Vorkenntnisse
Mathematik- Grundvorlesungen für Ingenieure (1.-3.FS)
  Lernergebnisse / Kompetenzen
Die Studierenden - kennen die wichtigsten grundlegenden Verfahren der numerischen Mathematik, - sind fähig, diese in
Algorithmen umzusetzen und auf dem Computer zu implementieren, - sind in der Lage, einfache praktische Fragestellungen
zum Zweck der numerischen Simulation zu analysieren, aufzubereiten und auf dem Computer umzusetzen, - können die
Wirkungsweise angebotener Computersoftware verstehen, kritisch analysieren und die Grenzen ihrer Anwendbarkeit
einschätzen.
  Literatur
F. Weller: Numerische Mathematik für Ingenieure und Naturwissenschaftler, Vieweg 2001
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
2413Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
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Bachelor Medientechnologie 2013
Master Biomedizinische Technik 2009
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
S. Vogel: Vorlesungsskript "Stochastik", Folien und Tabellen
Wahrscheinlichkeitstheorie: Axiomensystem, Zufallsgrößen (ZFG) und ihre Verteilungen, bedingte W., Unabhängigkeit,
Kenngrößen von Verteilungen, Transformationen von ZFG, multivariate ZFG, Gesetze der großen Zahlen, zentr.




Höhere Analysis, einschließlich Mehrfachintegrale
  Lernergebnisse / Kompetenzen
Die Studierenden sind in der Lage, die grundlegenden Begriffe, Regeln und Herangehensweisen der
Wahrscheinlichkeitsrechnung und Statistik richtig einzusetzen sowie Statistik-Software sachgerecht zu nutzen und die
Ergebnisse kritisch zu bewerten.
  Literatur
Lehn, J.; Wegmann, H.: Einführung in die Statistik. 5. Auflage, Teubner 2006. Dehling, H.; Haupt, B.: Einführung in die
Wahrscheinlichkeitstheorie und Statistik. 2.Auflage, Springer 2004.
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
2412Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008









Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Kybernetik und Systemtheorie 2013
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Bachelor Ingenieurinformatik 2008
Die Vorlesung Physik 1 gibt eine Einführung in die physikalischen Grundlagen der Ingenieurwissenschaften in den
Teilgebieten - Messen und Masseinheiten, - Kinematik und Dynamik von Massenpunkten, - Arbeit, Energie und Leistung -
Rotation von Massenpunktsystemen - Der starre Körper, Schwerpunkt und Massenträg- heitsmomente, Grundgesetz der
Rotation, - Mechanik der deformierbaren Körper, - Mechanische Schwingungen. Die Studierenden sollen auf der Basis der
Präsenzveranstaltungen in der Lage sein, Aufgabenstellungen unter Anwendungen der Differential-, Integral- ud
Vektorrechnung erfolgreich zu bearbeiten. Die Methodik des physikalischen Erkenntnisprozesses soll dazu führen, dass der
Studierende zunehmend eine Brücke zwischen grundlegenden physikalischen Effekten und Anwendungsfeldern der
Ingenieurpraxis schlagen kann. Darüber hinaus soll er befähigt werden, sein physikalisches Wissen zu vertiefen sowie
Fragestellungen konstruktiv zu analysieren und zu beantworten. Die Übungen (2 SWS) zur Physik I auf der Grundlage der
wöchentlich empfohlenen Übungsaufgaben dienen einerseits der Festigung der Begriffe, physikalischen Grundgesetze und
Einheiten physikalischer Grössen, insbesondere der eigenverantwortlichen Kontrolle des Selbststudiums sowie der
Förderung der Teamfähigkeit bei der Lösung von anspruchsvollen Aufgaben. Im Fach Physik 1 werden zugleich die
Voraussetzungen für den Aufbau und die Funktionsweise von Messapparaturen und die Auswertung und Diskussion von
Messdaten für das Interdisziplinäre Grundlagenpraktikum bereitgestellt. Im Fach Physik 2 werden die Teilgebiete -
Thermodynamik, - Wellen und -Grundbegriffe der Quantenphysik als Grundlage der ingenieurwissenschaftlichen Ausbildung
gelehrt. Die Studierenden sollen auf der Basis der Hauptsätze der Thermodynamik Einzelprozesse charakterisieren können,
Prozess- und Zustandsänderungen berechnen können sowie in der Lage sein, das erworbene Wissen auf die Beschreibung
von technisch relevaten Kreisprozessen wie z.B. Stirling-, Diesel- und Otto-Prozessen, Kältemaschinen und Wärmepumpen
anzuwenden. Fragestellungen zur Irreversibilität natürlicher und technischer Prozesse und der Entropiebegriff
anwendungsorioentiert behandelt. Zugleich werden Kenntnisse aus dem Modul Mathematik zur Beschreibung der
Gesetzmäßigkeiten in differentieller und integraler Darstellung verstärkt genutzt und in den Übungen zur Vorlesung
exemplarisch ausgebaut. Die Methodik des physikalischen Erkenntnisprozesses im Teilgebiet Wellen soll dazu führen, die im
Fach Physik 1 erworbenen Kenntnise zum Gebiet der Schwingungen auf räumlich miteinander gekoppelte Systeme
anzuwenden. Der Studierende soll zunehmend die Verbindung zwischen grundlegenden Gesetzmäßigkeiten auf dem Gebiet
der Wellen und Anwendungsfeldern der Ingenieurwissenschaften (z.B. Radartechnik, Lasertechnik, Signalübertragung,
Messtechniken im Nanometerbereich, Ultraschalltechnik,...) erkennen und befähigt werden, sein physikalisches Wissen auf
weitere relevante Fragestellungen anzuwenden. Die Einführung in die Quantenphysik wird im Wesentlichen auf den
Kenntnissen im Gebiet der Mechanik und der Wellen aufgebaut. Auf der Basis des Verständnisses vom Aufbau und der
Wechselwirkung in atomaren Strukturen sollen insbesondere die Grundlagen moderner Messtechniken (z.B.
Röntgenanalyse, Tomographie,...) vorgestellt werden. Der Fundus der experimentellen Möglichkeiten in der Vorlesung wird
zur Erkenntnisgewinnung stets begleitend eingesetzt.
Modulnummer:







Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Scripten, Folien, wöchentliche Übungsserien Folien aus der Vorlesung und die Übungsserien können durch die
Studierenden von der Homepage des Instituts für Physik/FG Technische Physik II / Polymerphysik (www.tu-
ilmenau.de/techphys2) abgerufen werden.
Das Lehrgebiet im 1. Fachsemester beinhaltet folgende Schwerpunkte: • Messen und Maßeinheiten • Kinematik und
Dynamik von Massenpunkten (NEWTONsche Axiome, Kraftstoß, Impuls- und Impulserhaltung, Reibung) • Arbeit, Energie
und Leistung; Energieerhaltung; elastische und nichtelastische Stossprozesse • Rotation von Massenpunktsystemen
(Drehmoment, Drehimpuls und Drehimpulserhaltungssatz) • Starrer Körper (Schwerpunkt, Massenträgheitsmomente,
kinetische und potentielle Energie des starren Körpers, Satz von STEINER, freie Achsen und Kreiselbewegungen sowie
deren Anwendungsbereiche) • Mechanik der deformierbaren Körper (Dehnung, Querkontraktion, Scherung, Kompressibilität,
Aerostatik, Fluiddynamik, Viskosität, Turbulenz) • Mechanische Schwingungen (Freie ungedämpfte, gedämpfte und




  Lernergebnisse / Kompetenzen
Die Vorlesung gibt eine Einführung in die physikalischen Grundlagen der Ingenieurwissenschaften in den Teilgebieten der
Mechanik von Punktmassen, starrer Körper und deformierbarer Körper sowie mechanische Schwingungen. Die Studierenden
sollen auf der Basis der Präsenzveranstaltungen die Physik in ihren Zusammenhängen begreifen und in der Lage sein,
Aufgabenstellungen unter Anwendung der Differential- Integral- und Vektorrechung erfolgreich zu bearbeiten. Die Methodik
des physikalischen Erkenntnisprozesses soll dazu führen, dass der Studierende zunehmend eine Brücke zwischen
grundlegenden physikalischen Effekten und Anwendungsfeldern der Ingenieurpraxis schlagen kann. Darüber hinaus soll er
befähigt werden, sein physikalisches Wissen zu vertiefen und Fragestellungen konstruktiv zu analysieren und zu
beantworten. Die Übungen (2 SWS) zur Physik 1 auf der Grundlage der wöchentlich empfohlenen Übungsaufgaben dienen
einerseits der Festigung der Vorlesungsinhalte, insbesondere der eigenverantwortlichen Kontrolle des Selbststudiums, sowie
der Förderung der Teamfähigkeit bei der Lösung von anspruchsvollen Aufgaben. Im Modul Physik 1 werden zugleich die
physikalischen Voraussetzungen für den Aufbau und die Funktionsweise von Messapparaturen, der Messung selbst, der
Auswertung und Diskussion von Messdaten für das Interdisziplinäre Grundlagenpraktikum (Module im 1 und 2 Semester)
bereitgestellt. Das Vorlesungsgebiet „Mechanik der deformierbaren Körper“ liefert darüber hinaus Grundkenntnisse zum
Modul Technische Mechanik.
5Leistungspunkte: Workload (h): 150 105Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
242Fachgebiet:
Art der Notengebung: Gestufte Noten
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  Literatur
Hering, E., Martin, R., Stohrer, M.: Physik für Ingenieure. Springer-Verlag, 9. Auflage 2004 Gerthsen, Kneser, Vogel: Physik.
17. Aufl., Springer-Verlag, Berlin 1993 Stroppe, H.: Physik für Studenten der Natur- und Technikwissenschaften.
Fachbuchverlag Leipzig, 11. Auflage 1999 Orear, Jay: Physik. Carl-Hanser Verlag, München 1991 Zeitler, J., G. Simon:
Physik für Techniker und technische Berufe. Fachbuchverlag Leipzig-Köln 1992
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Elektrotechnik und Informationstechnik 2008











Bachelor Optische Systemtechnik/Optronik 2013
Bachelor Optronik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Kybernetik und Systemtheorie 2013
Bachelor Werkstoffwissenschaft 2013
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung MB
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Das Lehrgebiet im 2. Fachsemester beinhaltet folgende Schwerpunkte: Teilgebiet: Thermodynamik * Kinetische Theorie des
Gasdruckes, Temperatur, Wärme und innere Energie, Wärmekapazität, 1. Hauptsatz * Thermodynamische Prozesse,
Kreisprozesse, Wärmekraftmaschinen und Kältemaschinen, Wärmepumpe * Entropie und 2. Hauptsatz der Thermodynamik
Teilgebiet: Wellen * Mechanische Wellen, Schallwellen, elektromagnetische Wellen * Strahlung und Materie, Wechselwirkung
von elektromagnetischer Strahlung mit Materie, Überlagerung von Wellen: Gruppengeschwindigkeit, stehende Wellen,
Schwebung und Interferenz, Kohärenz * Auflösungsvermögen von Gitter und Prisma, Polarisation und Doppelbrechung
Teilgebiet: Grundlagen der Quantenphysik * PLANCKsches Strahlungsgesetz * Welle – Teilchen – Dualismus (Photoeffekt,




  Lernergebnisse / Kompetenzen
Im Modul Physik 2 werden die Teilgebiete Thermodynamik, Wellen und die Grundbegriffe der Quantenmechanik als
Grundlage der ingenieurwissenschaftlichen Ausbildung gelehrt. Die Studierenden sollen auf der Basis der Hauptsätze der
Thermodynamik Einzelprozesse charakterisieren, Prozess- und Zustandsänderungen berechnen sowie in der Lage sein, das
erworbene Wissen auf die Beschreibung von technisch relevanten Kreisprozessen wie z.B. Stirling-, Diesel- und Otto-
Prozessen, Kältemaschinen sowie Wärmepumpen anzuwenden. Fragestelllungen zur Irreversibilität natürlicher und
technischer Prozesse und der Entropiebegriff werden behandelt. Zugleich werden Kenntnisse aus den Modulen der
Mathematik zur Beschreibung der Gesetzmäßigkeiten in differentieller und integraler Darstellung verstärkt genutzt und in den
Übungen zur Vorlesung exemplarisch ausgebaut. Die Methodik des physikalischen Erkenntnisprozesses im Teilgebiet
Wellen soll dazu führen, die im Modul 1 erworbenen Kenntnisse zum Gebiet der Schwingungen auf räumlich miteinander
gekoppelte Systeme anzuwenden. Der Studierende soll zunehmend die Brücke zwischen grundlegenden physikalischen
Effekten auf dem Gebiet der Wellen und Anwendungsfeldern der Ingenieurpraxis (z.B. Radartechnik, Lasertechnik,
Messtechniken im Nanometerbereich) erkennen und befähigt werden, sein physikalisches Wissen auf relevante
Fragestellungen anzuwenden. In Einführung in die Quantenphysik soll auf den Kenntnissen aus der Mechanik (Modul Physik
1) und dem Gebiet der Wellen aufbauen. Auf der Basis des Verständnisses vom Aufbau und der Wechselwirkungen in
atomaren Strukturen sollen insbesondere moderne Messtechniken ( z.B. Röntgenanalyse, Tomographie) vorgestellt werden.
Die Übungen (2 SWS) zum Modul Physik 2 auf der Grundlage der wöchentlich empfohlenen Übungsaufgaben dienen
einerseits der Festigung der Vorlesungsinhalte, der eigenverantwortlichen Kontrolle des Selbststudiums sowie der Förderung
der Teamfähigkeit bei der Lösung von anspruchsvollen Aufgaben. Es werden zugleich die physikalischen Voraussetzungen
für den Aufbau und die Funktionsweise von Messapparaturen, der Messung, der Auswertung und Diskussion von Messdaten
für das Interdisziplinäre Grundlagenpraktikum (Module im 1 und 2 Semester) bereitgestellt.
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  Medienformen
Tafel, Scripten, Folien,Computersimulation, wöchentliche Übungsserien Folien aus der Vorlesung und die Übungsserien
können durch die Studierenden von der Homepage des Instituts für Physik/FG Technische Physik II / Polymerphysik
(www.tu-ilmenau.de/techphys2) abgerufen werden.
Wasserstoffatom, Quantenzahlen) * Spontane und stimulierte Emission, Laser * PAULI-Prinzip und Periodensystem der
Elemente * Röntgenstrahlung
  Literatur
Hering,E., Martin,R., Stohrer, M.: Physik für Ingenieure. Springer-Verlag, 9. Auflage 2004 Orear, Jay: Physik. Carl-Hanser
Verlag, München 1991 Stroppe, H.: Physik für Studenten der Natur- und Technikwissenschaften. Fachbuchverlag Leipzig,
11. Auflage 1999 Gerthsen, Kneser, Vogel: Physik. 15. Aufl., Springer-Verlag, Berlin 1986
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Elektrotechnik und Informationstechnik 2008











Bachelor Optische Systemtechnik/Optronik 2013
Bachelor Optronik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Kybernetik und Systemtheorie 2013
Bachelor Werkstoffwissenschaft 2013
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung ET
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Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung MB
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
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Bachelor Ingenieurinformatik 2008
Das Modul Elektrotechnik umspannt einen Zeitraum von drei Semestern. Den Studierenden werden zunächst das
notwendige Grundlagenwissen und Verständnis auf dem Gebiet der Elektrotechnik vermittelt. Darauf aufbauend werden den
Studierenden Schritt für Schritt die neuen Teilgebiete der Elektrotechnik erschlossen. Die Studierenden erwerben das
notwenige Verständnis für die physikalischen Zusammenhänge und Erscheinungen des Elektromagnetismus sowie der
Umwandlung von elektrischer Energie in andere Energieformen. Die Studierenden sind in der Lage, elektrische und
elektronische Schaltungen und Systeme zu analysieren, deren Verhalten mathematisch zu beschreiben und auf die Praxis
anzuwenden. Mit Abschluss des Moduls Elektrotechnik sind die Studierenden fähig - selbstständig ein konkretes Problem
aus der Elektrotechnik, z.B. in Form einer komplexen Schaltung, sicher zu analysieren, zu beschreiben und zu neuen
Lösungen zu kommen und ggf. alternative Lösungswege aufzeigen sowie - ihre erworbenen Kenntnisse und Fertigkeiten auf
dem Gebiet der Elektrotechnik auch auf anderen Anwendungsgebieten im Laufe ihres Studiums oder der
ingenieurwissenschaftlichen Praxis anzuwenden. In den Vorlesungen wird hauptsächlich Fach- und Systemkompetenz, in
den Übungen zusätzlich Methodenkompetenz. Sozialkompetenz erwerben die Studierenden im Rahmen des
Interdisziplinären Grundlagenpraktikums, an dem die Elektrotechnik beteiligt ist.
Modulnummer:






Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Präsenzstudium mit Selbststudienunterstützung durch webbasierte multimediale Lernumgebungen (www.getsoft.net)
- Grundbegriffe und Grundbeziehungen der Elektrizitätslehre (elektrische Ladung, Kräfte auf Ladungen, Feldstärke,
Spannung, Potenzial) - Vorgänge in elektrischen Netzwerken bei Gleichstrom (Grundbegriffe und Grundgesetze,
Grundstromkreis, Kirchhoffsche Sätze, Superpositionsprinzip, Zweipoltheorie für lineare und nichtlineare Zweipole,
Knotenspannungsanalyse, Maschenstromanalyse) - Elektrothermische Energiewandlungsvorgänge in Gleichstromkreisen
(Grundgesetze, Erwärmungs- und Abkühlungsvorgang, Anwendungsbeispiele) - Das stationäre elektrische Strömungsfeld
(Grundgleichungen, Berechnung symmetrischer Felder in homogenen Medien, Leistungsumsatz, Vorgänge an Grenzflächen)
- Das elektrostatische Feld, elektrische Erscheinungen in Nichtleitern (Grundgleichungen, Berechnung symmetrischer Felder,
Vorgänge an Grenzflächen, Energie, Energiedichte, Kräfte und Momente, Kapazität und Kondensatoren, Kondensatoren in
Schaltungen bei Gleichspannung, Verschiebungsstrom, Auf- und Entladung eines Kondensators) - Der stationäre
Magnetismus (Grundgleichungen, magnetische Materialeigenschaften, Berechnung, einfacher Magnetfelder, Magnetfelder
an Grenzflächen, Berechnung technischer Magnetkreise bei Gleichstromerregung, Dauermagnetkreise) - Elektromagnetische




  Lernergebnisse / Kompetenzen
Die Studierenden sollen die physikalischen Zusammenhänge und Erscheinungen des Elektromagnetismus verstehen, den
zur Beschreibung erforderlichen mathematischen Apparat beherrschen und auf einfache Problemstellungen anwenden
können. Die Studierenden sollen in der Lage sein, lineare zeitinvariante elektrische und elektronische Schaltungen und
Systeme bei Erregung durch Gleichgrößen, sowie bei einfachsten transienten Vorgängen zu analysieren. Weiterhin soll die
Fähigkeit zur Analyse einfacher nichtlinearer Schaltungen bei Gleichstromerregung vermittelt werden. Die Studierenden
sollen die Beschreibung der wesenlichsten Umwandlungen von elektrischer Energie in andere Energieformen und umgekehrt
kennen, auf Probleme der Ingenieurpraxis anwenden können und mit den entsprechenden technischen Realisierungen in
den Grundlagen vertraut sein.
  Literatur
Seidel, H.-U.; Wagner, E.: Allgemeine Elektrotechnik Gleichstrom - Felder - Wechselstrom, 3., neu bearbeitete Auflage , Carl
Hanser Verlag München Wien 2003
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schriftl. Prüfung 120 Min.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008








Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Physik 2011
Bachelor Werkstoffwissenschaft 2009
Bachelor Werkstoffwissenschaft 2011
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung MB
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Präsenzstudium mit Selbststudienunterstützung durch internetbasierte multimediale Lernumgebungen (www.getsoft.net)
- Elektromagnetische Induktion (Teil 2) (Grundgleichungen, Gegeninduktion und Gegeninduktivität, Induktivität und
Gegeninduktivität in Schaltungen, Ausgleichsvorgänge in Schaltungen mit einer Induktivität bei Gleichspannung) - Energie,
Kräfte und Momente im magnetischen Feld (Grundgleichungen, Kräfte auf Ladungen, Ströme und Trennflächen,
Anwendungsbeispiele, magnetische Spannung) - Wechselstromkreise bei sinusförmiger Erregung (Zeitbereich)
(Kenngrößen, Darstellung und Berechnung, Bauelemente R, L und C) - Wechselstromkreise bei sinusförmiger Erregung
mittels komplexer Rechnung (Komplexe Darstellung von Sinusgrößen, symbolische Methode, Netzwerkanalyse im
Komplexen, komplexe Leistungsgrößen, graf. Methoden: topologisches Zeigerdiagramm, Ortskurven, Frequenzkennlinien
und Übertragungsverhalten, Anwendungsbeispiele) - Spezielle Probleme der Wechselstromtechnik (Reale Bauelemente,
Schaltungen mit frequenzselektiven Eigenschaften: HP, TP, Resonanz und Schwingkreise, Wechselstrommessbrücken,




  Lernergebnisse / Kompetenzen
Die Studierenden sollen in der Lage sein, lineare zeitinvariante elektrische und elektronische Schaltungen und Systeme bei
Erregung durch einwellige Wechselspannungen im stationären Fall zu analysieren, die notwendigen Zusammenhänge und
Methoden kennen und die Eigenschaften von wesentlichen Baugruppen, Systemen und Verfahren der Wechselstromtechnik
verstehen und ihr Wissen auf praxisrelevante Aufgabenstellungen anwenden können.
  Literatur
Seidel, H.-U.; Wagner, E.: Allgemeine Elektrotechnik Gleichstrom - Felder - Wechselstrom, 3. neu bearbeitete Auflage , Carl
Hanser Verlag München Wien 2003 Seidel, H.-U.; Wagner, E.: Allgemeine Elektrotechnik Wechselstromtechnik -
Ausgleichsvorgänge - Leitungen, 3. neu bearbeitete Auflage, Carl Hanser Verlag München Wien 2005
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
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Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Physik 2008
Bachelor Technische Physik 2011
Bachelor Werkstoffwissenschaft 2009
Bachelor Werkstoffwissenschaft 2011
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung MB
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
    •  Analoge Modulationsverfahren
Amplitudenmodulation, Winkelmodulation
 
    •  Stochastische Prozesse
Grundlagen, Scharmittelwerte, Zeitmittelwerte
 
    •  Signalraumdarstellung
- Geometrische Darstellung von Signalen
- Transformation des kontinuierlichen AWGN Kanals in einen Vektor-Kanal
- Kohärente Detektion verrauschter Signale 
- Fehlerwahrscheinlichkeit
 
    •  Digitale Modulationsverfahren
  Inhalt
  Vorkenntnisse
Pflichtfächer in den Semestern 1 bis 3
  Lernergebnisse / Kompetenzen
Den Studierenden werden grundlegende Aspekte der Informationstechnik vermittelt. Zunächst lernen die Hörer elementare
Verfahren kennen, um Analogsignale über Kanäle mit Bandpasscharakter zu übertragen. Dabei erwerben die Studenten das
Wissen, um die Verfahren bzgl. ihrer spektralen Eigenschaften und ihrer Störresistenz zu beurteilen. Die Grundstrukturen der
zugehörigen Sender und Empfänger können entwickelt und ihre Funktionsweise beschrieben werden. Den Schwerpunkt der
Vorlesung bildet die Übertragung und Verarbeitung diskreter Informationssignale. Nachdem die Kenntnisse der Studierenden
bzgl. der Beschreibung stochastischer Signale gefestigt und durch die Einführung von Mittelwerten höherer Ordnung
erweitert wurden, erlernen die Studenten die Beschreibung von Energiesignalen mit Hilfe der Signalraumdarstellung. Sie
werden so befähigt, diskrete Übertragungssysteme, und im vorliegenden Fall diskrete Modulationsverfahren, effizient zu
analysieren und das Prinzip optimaler Empfängerstrukturen zu verstehen. Im letzten Teil der Vorlesung werden die
Grundbegriffe der Informationstheorie vermittelt. Die Studierenden werden in die Lage versetzt, auf diskrete Quellen
verlustfreie Kompressionsverfahren (redundanzmindernde Codierung) anzuwenden und deren informationstheoretischen
Grenzen anzugeben. Zudem werden die informationstheoretischen Grenzen für die störungsfreie (redundanzbehaftete)
Übertragung über gestörte diskrete Kanäle vermittelt; eine Fortsetzung finden die Betrachtungen in der Vorlesung -
Nachrichtentechnik-.
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  Medienformen
Handschriftliche Entwicklung auf Präsenter und Präsentation von Begleitfolien über Videoprojektor Folienscript und
Aufgabensammlung im Copy-Shop oder online erhältlich Literaturhinweise online
- Kohärente PSK Modulation
- Hybride Amplituden- und Winkelmodulationsverfahren
- Kohärente FSK




    •  Grundbegriffe der Informationstheorie
- Informationsgehalt und Entropie
- Shannon`sches Quellencodierungstheorem
- Datenkompression




    •  J. Proakis and M. Salehi: Communication Systems Engineering. Prentice Hall, 2nd edition, 2002.
    •  J. G. Proakis and M. Salehi: Grundlagen der Kommunikationstechnik. Pearson Education Deutschland GmbH, 2004.
    •  S. Haykin: Communication Systems. John Wiley & Sons, 4th edition, 2001.
    •  K. Kammeyer: Nachrichtenübertragung. Teubner Verlag, 2. Auflage, 1996.
    •  H. Rohling: Einführung in die Informations- und Codierungstheorie. Teubner Verlag, 1995.
    •  F. Jondral: Nachrichtensysteme. Schlembach Fachverlag, 2001.
    •  F. Jondral and A. Wiesler: Grundlagen der Wahrscheinlichkeitsrechnung und stochastischer Prozesse für Ingenieure.
Teubner Verlag, Stuttgart/Leipzig, 2000.
    •  A. Papoulis: Probability, Random Variables, and Stochastic Processes. McGraw-Hill, 2nd edition, 1984.
    •  J. R. Ohm and H. D. Lüke: Signalübertragung. Springer Verlag, 8. Auflage, 2002.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Ingenieurinformatik 2013
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Bachelor Medientechnologie 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Wirtschaftsingenieurwesen 2009 Vertiefung ET
Master Wirtschaftsingenieurwesen 2010 Vertiefung ET
Master Wirtschaftsingenieurwesen 2011 Vertiefung ET
Master Wirtschaftsingenieurwesen 2013 Vertiefung ET
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Bachelor Ingenieurinformatik 2008
Modulnummer:






Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Tafelbild, Tageslichtprojektor und Beamer
Grundlagen zu den folgenden Themengebieten: 1. Elektronische Eigenschaften von Metallen, Halbleiter und Isolatoren 2.
Passive Bauelemente 3. Funktionsweise von Halbleiterdioden 4. Funktion und Anwendungen von Transistoren 5. Verstärker-




  Lernergebnisse / Kompetenzen
Die Einführungsvorlesung in die Elektronik beschäftigt sich mit der Analog-Elektronik, die in der Regel am Beginn der
Messdatenerfassung oder der Realisierung von ersten elektronischen Schaltungen steht. Es werden die wichtigsten
Grundgesetze der Elektronik wiederholt, sowie die bedeutendsten elektronischen Bauelemente und ihre Grundschaltungen
behandelt. Dabei wird die Erklärung von Schaltungen und Funktionsweisen möglichst physikalisch gehalten. Ziel der
Vorlesung ist es, in die Begriffswelt der Elektronik einzuführen, um das Verständnis für Funktionen und
Anwendungsmöglichkeiten zu Fördern und dem Studenten die Möglichkeit zu geben, Schaltungen (z.B. Verstärker) aus einer
Kombination von einfachen elektronischen Bauelementen (Widerständen, Kapazitäten, Spulen) sowie Dioden und
Transistoren, selbst zu entwerfen.
  Literatur
Vorlesungsskript auf der Web-Seite: http://www.tu-ilmenau.de/site/fke_nano/Vorlesungen Rohe, K.H.: Elektronik für Physiker.
Teubner Studienbücher 1987 ISBN 3-519-13044-0 Beuth, K.; Beuth, O.: Elementare Elektronik. Vogel 2003 ISBN 380-2318-
196 Vogel, H.: Gerthsen Physik. Springer Verlag 2001 ISBN 3-540-65479-8
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Fahrzeugtechnik 2008







Bachelor Technische Physik 2011
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung MB
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
PowerPoint-Folien mit Tafelunterstützung; Aufgabensammlung für Übung
Grundbegriffe der Messtechnik, Messkette, Messdynamik, zufällige und systematische (statische und dynamische)
Messfehler, Fehlerfortpflanzung, Kenngrößen von Signalen; Strom- und Spannungsmessung, mechanische Messwerke,
Analog-Digital-Konverter, Gleichrichter, analoges und digitales Oszilloskop, Logikanalysator; Messung von Leistung und
Energie; Zeit- und Frequenzmessung, Zeit- und Frequenznormale, Messbrücken; Messungen an Zwei- und Vierpolen
(Kleinsignalparameter und Betriebskenngrößen), Sensoren für geometrische und mechanische Größen, Temperatur,
optische, induktive, resistive und kapazitive Sensoren
  Inhalt
  Vorkenntnisse
Allgemeine Elektrotechnik 1. und 2. Semester, Mathematik 1. und 2. Semester, Grundlagen der Physik; Signale und
Systeme; Elektronik, Grundlagen der Schaltungstechnik
  Lernergebnisse / Kompetenzen
Ausgehend von der Einführung grundlegender Messverfahren zur Bestimmung der wichtigsten elektrischen Größen und
einiger nichtelektrischer Größen wird der Student in die Lage versetzt, selbständig Messprobleme zu bearbeiten und zu
bewerten. Durch Arbeiten mit Blockschaltbildern wird das "Systemdenken" geschult, um komplexere Problemstellungen
analysieren und gezielt in Teilprobleme untergliedern zu können und darauf aufbauend geeignete Messstrategien zu
entwerfen. Die Erfassung, Wandlung und Verarbeitung von Messwerten wird in erster Linie anhand digitaler Methoden
erläutert, damit der Studierende die Vorteile der digitalen Messdatenverarbeitung erkennt und diese gewinnbringend bei der
Lösung von Messaufgaben einsetzen kann.
  Literatur
E. Schrüfer: Elektrische Messtechnik. Carl Hanser Verlag München
J. Sachs: Grundlagen der Elektrischen Messtechnik. PowerPoint-Folien, TU Ilmenau
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
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Bachelor Biomedizinische Technik 2013
Bachelor Elektrotechnik und Informationstechnik 2008




Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Physik 2011




LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Tafelbild, Powerpoint-Folien (Präsentation)
Verfahren und mathematische Grundlagen der Netzwerktheorie zur Berechnung elektrischer Schaltungen (Zeit-,
Frequenzbereich, Stabilität, Netzwerkelemente einschließlich Nulloren, Superknoten- und Supermaschenanalyse,
insbesondere mit gesteuerten Quellen), Ideale Operationsverstärker & Schaltungen mit Operationsverstärkern,
Transistorgrundschaltungen (Kennlinien, DC-Modelle, Einstellung des Arbeitspunktes, Bipolar, MOS, Kleinsignal-
Ersatzschaltungen für Transistoren), Mehrstufige Verstärker (Kettenschaltung von Verstärkerstufen), Grundschaltungen der
integrierten Schaltungstechnik (Differenzstufen, Stromspiegel, reale Operationsverstärker), Rechnergestützte Analyse mit





  Lernergebnisse / Kompetenzen
Die Studierenden kennen die wichtigsten elektronischen Bauelemente und ihre Grundschaltungen sowie die dazugehörigen
Beschreibungsmittel. Sie kennen die IC-Schaltkreisfamilien und ihre Eigenschaften. Die Studierenden verstehen die
schaltungstechnischen Grundprinzipien, insbesondere Stabilisierung, Rückkopplung und Superposition und können sie
anwenden. Die Studierenden kennen die wichtigsten Kompositionsprinzipien der Schaltungstechnik. Sie sind in der Lage, die
Funktion zusammengesetzter Transistorschaltungen zu verstehen und anhand von Schaltungssimulationen zu bewerten. Die
funktionale Analyse ist als Methode zum Erschließen der Funktion von Transistorschaltungen anwendbar. Die Studierenden
sind in der Lage, wechsel- und gleichstromgekoppelte Schaltungen topologisch zu synthetisieren und für relevante
Anwendungsfälle zu dimensionieren.
  Literatur
Hering/Bressler/Gutekunst: Elektronik für Ingenieure. Springer, Berlin 2005
Tietze/Schenk: Halbleiterschaltungstechnik. Springer-Verlag 2002
Justus: Berechnung linearer und nichtlinearer Netzwerke mit PSpice-Beispielen. Hanser Fachbuchverlag 1994
Köstner/Möschwitzer: Elektronische Schaltungen. Fachbuchverlag Leipzig 1993
Seifart: Analoge Schaltungen. Verlag Technik 2003
Seifart: Digitale Schaltungen. Verlag Technik 1998
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2144Fachgebiet:
Art der Notengebung: Gestufte Noten
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008




Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Physik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008 Vertiefung MR
Master Fahrzeugtechnik 2009
Master Fahrzeugtechnik 2014
Master Mathematik und Wirtschaftsmathematik 2008
Master Wirtschaftsingenieurwesen 2009 Vertiefung ET
Master Wirtschaftsingenieurwesen 2010 Vertiefung ET
Master Wirtschaftsingenieurwesen 2011 Vertiefung ET
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Bachelor Ingenieurinformatik 2008
Spezifische Konstruktions- und Berechnungsmethoden (Synthese und Analyse), norm-und regelgerechte Darstellung
technischer Gebilde sowie fertigungstechnische Grundlagen werden in Vorlesungen vermittelt und deren Anwendung in
Seminaren und Belegen vertieft und gefestigt. Während der Vorlesungen und Übungen wird daher vorwiegend Fach-,
Methoden- und Systemkompetenz vermittelt. Die Lehrveranstaltungen bilden ein Bindeglied zwischen den Natur- (vor allem
Mathematik und Physik) und Technikwissenschaften.
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Klaus Zimmermann
Modul:
Modulverantwortlich:
Konstruktive und fertigungstechnische Grundlagen
6850
Lernergebnisse
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel (ergänzt mit Overhead-Folien) Integration von E-Learning Software in die Vorlesung
1. Statik - Kräfte und Momente in der Ebene und im Raum - Lager- und Schnittreaktionen - Reibung 2. Festigkeitslehre -
Spannungen und Verformungen - Zug/Druck - Torsion kreiszylindrischer Stäbe - Gerade Biegung 3. Kinematik - Kinematik
des Massenpunktes (Koordinatensysteme, Geschwindigkeit, Beschleunigung) - Kinematik des starren Körpers (EULER-
Formel, winkelgeschwindigkeit) 4. Kinetik - Kinetik des Massenpunktes (Impuls-, Drehimpuls-, Arbeits-, Energiesatz) - Kinetik
des starren Körpers (Schwerpunkt-, Drehimpuls-, Arbeits-, Energiesatz)
  Inhalt
  Vorkenntnisse
Grundlagen der Mathematik (Vektorrechnung, Lineare Algebra, Differentialrechnung)
  Lernergebnisse / Kompetenzen
Die auf die Vermittlung von Fach- und Methodenkompetenz ausgerichtete Lehrveranstaltung bildet eine Bindeglied zwischen
den Natur- (vor allem Mathematik und Physik) und Technikwissenschaften (Konstruktionstechnik, Maschinenelemente) im
Ausbildungsprozess. Die Studierenden werden mit dem methodischen Rüstzeug versehen, um den Abstraktionsprozess vom
realen technischen System über das mechanische Modell zur mathematischen Lösung realsieren zu können. Dabei liegt der
Schwerpunkt neben dem Kennen und Verstehen von Methoden (Schnittprinzip, Gleichgewicht, u.a.) vor allem auf der
sicheren Beherrschung dieser beim Anwenden. Durch eine Vielzahl von selbständig bzw. im Seminar gemeinsam gelösten
Aufgaben sind die Studierenden in der Lage aus dem technischen Problem heraus eine Lösung zu analytisch oder auch
rechnergestützt numerisch zu finden.
  Literatur
1. Zimmermann: Technische Mechanik-multimedial. Hanser Fachbuchverlag 2003 2. Hahn: Technische Mechanik.
Fachbuchverlag Leipzig 1992 3. Magnus/Müller: Grundlagen der Technischen Mechanik. Teubner 2005 4. Dankert/Dankert:
Technische Mechanik





Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
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Bachelor Biomedizinische Technik 2013
Bachelor Elektrotechnik und Informationstechnik 2008





Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Kybernetik und Systemtheorie 2013
Bachelor Technische Physik 2008
Bachelor Werkstoffwissenschaft 2011
Bachelor Werkstoffwissenschaft 2013
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung ET
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
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Bachelor Ingenieurinformatik 2008
Im vorliegenden Modul sollen den Studenten die Grundlagen der Signal- und Systemtheorie in Verbindung mit modernen
Anwendungen vermittelt werden. Durch die "Systemtheorie" werden die Studenten befähigt, physikalisch / technische
Systeme zur Informationsübertragung und –verarbeitung auf einer einheitlichen, stark abstrahierenden Basis zu beschreiben
und zu analysieren. Dazu wird die "Signaltheorie" vorausgesetzt. In diesem Zusammenhang lernen die Studenten die
zweckmäßige Methode der spektralen Darstellung kennen und "frequenzmäßig zu denken". Durch die abstrakte
mathematische Modellbildung werden die Studenten befähigt, technische Zusammenhänge intuitiv zu erfassen. So können
die Studenten beispielsweise prinzipielle Leistungsgrenzen oder Leistungsreserven linearer Systeme erkennen und bekannte
Lösungen aus anderen technischen Disziplinen auf das ihnen vorliegende, konkrete Problem übertragen.
Modulnummer:






Pflichtfächer in den Semestern 1 und 2
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss




Signale und Systeme 1
WintersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Handschriftliche Entwicklung auf Präsenter und Präsentation von Begleitfolien Folienscript und Aufgabensammlung im Copy-
Shop oder online erhältlich Literaturhinweise online
    •  Überblick und Einleitung Signaltheorie (Grundlagen) 
    •  Fourier-Reihe 
    •  Fouriertransformation 
    •  Fourierintegrale 
    •  Eigenschaften der Fouriertransformation 
    •  Fouriertransformation verallgemeinerter Funktionen 
    •  Fouriertransformation periodischer Signale 
    •  Abtastung im Zeit- und Frequenzbereich Rekonstruktion aus Abtastwerten im Zeitbereich 
    •  Abtasttheorem 
    •  Diskrete Fouriertransformation 
    •  Berechnung der DFT Spektralanalyse mit Hilfe der DFT Matrixdarstellung der DFT 
    •  Lineare Systeme Lineare zeitinvariante (LTI) Systeme 
    •  Lineare frequenzinvariante (LFI) Systeme 
    •  Eigenschaften und Beschreibungsgrößen von LTI-Systemen
  Inhalt
  Vorkenntnisse
Pflichtfächer in den Semestern 1 und 2
  Lernergebnisse / Kompetenzen
Den Studenten werden grundlegende Kenntnisse auf dem Gebiet der Signal- und Systemtheorie vermittelt. Durch die
Systemtheorie werden die Studenten befähigt, physikalisch/technische Systeme zur Informationsübertragung und -
verarbeitung effizient und auf einheitlicher Basis zu beschreiben und zu analysieren. Dazu wird die Signaltheorie
vorausgesetzt. In diesem Zusammenhang lernen die Studenten die zweckmäßige Methode der spektralen Darstellung
kennen und frequenzmäßig zu denken. Durch den vermittelten sicheren Umgang mit den Gesetzen der Fouriertransformation
erwerben die Studenten zugleich das Wissen über die Grundgesetze der Signalübertragung in linearen Systemen. Die Hörer
erlernen zudem, die Diskrete Fouriertransformation (DFT) als Werkzeug in der Signal- und Systemanalyse, aber auch als
Grundelement in der modernen Signalverarbeitung einzusetzen.
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2111Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
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  Literatur
    •  D. Kreß and D. Irmer: Angewandte Systemtheorie. Oldenbourg Verlag, München und Wien, 1990.
 
    •  S. Haykin: Communication Systems. John Wiley & Sons, 4th edition, 2001. 
 
    •  A. Fettweis: Elemente nachrichtentechnischer Systeme. Teubner Verlag, 2. Auflage, Stuttgart/Leipzig, 1996. 
 
    •  J. R. Ohm and H. D. Lüke: Signalübertragung. Springer Verlag, 8. Auflage, 2002. 
 
    •  B. Girod and R. Rabenstein: Einführung in die Systemtheorie. Teubner Verlag, 2. Auflage, Wiesbaden, 2003. 
 
    •  S. Haykin and B. V. Veen: Signals and Systems. John Wiley & Sons, second edition, 2003. 
 
    •  T. Frey and M. Bossert: Signal- und Systemtheorie. Teubner Verlag Wiesbaden, 1. ed., 2004.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Elektrotechnik und Informationstechnik 2008










Bachelor Optische Systemtechnik/Optronik 2013
Bachelor Optronik 2008
Bachelor Technische Kybernetik und Systemtheorie 2013
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung ET
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM




Signale und Systeme 2
WintersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS





- Idealisierte Phasencharakteristiken 
 
    •  Zusammenhänge zwischen der Fourier-Transformation, der Laplace-Transformation und der Z-Transformation
- Laplace-Transformation
- Z-Transformation (einseitige Z-Transformation) 
 
    •  Filter
- Verzweigungsnetzwerk
- Pole und Nullstellen in der p- und z-Ebene
- Realisierbare Elementarsysteme für diskrete Systeme
- Zeitdiskrete rekursive (IIR) und nichtrekursive (FIR) Systeme
  Inhalt
  Vorkenntnisse
Pflichtfächer in den Semestern 1 bis 4
  Lernergebnisse / Kompetenzen
Die in der Vorlesung 'Signale und Systeme 1' erlernten Methoden zur effizienten theoretischen Beschreibung von Signalen
und Systemen werden in dieser weiterführenden Vorlesung deutlich erweitert. So wird den Studenten der Umgang mit der
Laplace- und Z-Transformation vermittelt, um Verzweigungsnetzwerke bzw. Filter mit zeitkontinuierlicher bzw. zeitdiskreter
Impulsantwort zweckmäßig analysieren zu können. Die Studenten werden in die Lage versetzt, mit Hilfe von Pol-
Nullstellendiagrammen Aussagen über die Stabilität oder die Übertragungscharakteristik von Systemen machen zu können
und solche zu entwerfen. In diesem Zusammenhang lernen die Studenten auch wichtige realisierbare Elementarsysteme
kennen. Im Rahmen der Behandlung zeitdiskreter nichtrekursiver Systeme wird die Matrixdarstellung solcher Systeme
vermittelt, durch welche die Hörer einen tiefen Einblick in die mit der Diskreten Fouriertransformation verbundenen
Formalitäten bekommen. Weiterhin wird der Umgang mit komplexwertigen Tiefpass-Signalen und -Systemen vermittelt, so
dass die Studenten die grundlegenden Fähigkeiten erwerben, um Bandpasssignale und -systeme effizient zu modellieren
und zu analysieren.
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2111Fachgebiet:
Art der Notengebung: Gestufte Noten
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  Medienformen
• Handschriftliche Entwicklung auf Präsenter und Präsentation von Begleitfolien, Folienscript und Aufgabensammlung im
Copyshop oder online erhältlich, Literaturhinweise online.
- Matrixdarstellung von FIR Systemen 
 
    •  Komplexe Signale und Systeme
- Darstellung reeller Bandpasssignale im Basisband
- Komplexwertige Systeme
  Literatur
    •  D. Kreß and D. Irmer: Angewandte Systemtheorie. Oldenbourg Verlag, München und Wien, 1990.
 
    •  S. Haykin: Communication Systems. John Wiley & Sons, 4th edition, 2001.
    •  A. Fettweis: Elemente nachrichtentechnischer Systeme. Teubner Verlag, 2. Auflage, Stuttgart/Leipzig, 1996.
    •  J. R. Ohm and H. D. Lüke: Signalübertragung. Springer Verlag, 8. Auflage, 2002.
    •  B. Girod and R. Rabenstein: Einführung in die Systemtheorie. Teubner Verlag, 2. Auflage, Wiesbaden, 2003.
    •  S. Haykin and B. V. Veen: Signals and Systems. John Wiley & Sons, second edition, 2003.
    •  T. Frey and M. Bossert: Signal- und Systemtheorie. Teubner Verlag Wiesbaden, 1. ed., 2004.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
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Bachelor Ingenieurinformatik 2008
Die Studierenden können
    •  fortgeschrittene automatisierungs- und systemtechnische Methoden in den genannten Fächern anwenden,
    •  Analyse-, Simulations- und Entwurfsaufgabenstellungen an praktisch relevanten Themenstellungen entwerfen, lösen und
bewerten sowie
    •  Experimente an praxisnahen Versuchsaufbauten ausführen.
Modulnummer:






Grundlagen der Mathematik, Physik, Elektrotechnik, Maschinenbau
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss




Regelungs- und Systemtechnik 1
SommersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester








2. Modellierung von Regelungssystemen
- Modellierung mit Differentialgleichungen (Lineare Regelstrecken; Linearisierung nichtlinearer Strecken)
- Modellierung von Sensor/Aktor/Regler
- Modellierung mit Laplace-Transformation (Übertragungsfunktion/Blockschaltbild)
3. Analyse von Regelungssystemen im Zeitbereich
- Typische Testsignale ( Eingangsgrößen)- Dynamik von Strecken (PT1-/PT2-Strecke, Strecken höherer Ordnung;
Stationärer Fehler des Systems)
- Stabilitätsanalyse
- Wirkung der typischen Regler (P/PI/PD/PID)
4. Analyse und Synthese von Regelkreise im Frequenzbereich




Grundlagen der Mathematik, Physik, Elektrotechnik, Maschinenbau
  Lernergebnisse / Kompetenzen
Die Studierenden können
    •  die Grundlagen, Problemstellungen und Methoden der Regelungs- und Systemtechnik/technische Kybernetik
klassifizieren,
    •  Systembeschreibungen ableiten,
    •  Methoden zur Systemanalyse anwenden,
    •  die Stabilität  analysieren sowie
    •  einschleifige Regelkreise für industrielle Prozesse analysieren, entwerfen und bewerten.
5Leistungspunkte: Workload (h): 150 105Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2212Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
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  Literatur
J. Lunze: Regelungstechnik 1, 2, Springer-Verlag
R. Unbehauen: Regelungstechnik 1, 2, Vieweg-Verlag
O. Föllinger: Regelungstechnik, Hüthig-Verlag
E. Freud: Regelungssysteme im Zustandsraum I, Oldenbourg
K. Reinisch: Analyse und Synthese kontinuierlicher Regelungs- und Steuerungssysteme, Verlag Technik
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008




Regelungs- und Systemtechnik 2
WintersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Entwurf Regelungssysteme im Frequenzbereich:
- Einfluss der Arbeitsfrequenz
- Grafische Darstellung
- Nyquist-Diagramm, Bode-Diagramm
- Stabilitätsanalyse im Frequenzbereich




- Kopplung und Entkopplung
Zustandsraumdarstellung:
- Modellierung von Mehrgrößensystemen
- Lösung der Zustandsgleichungen
- Stabilität von Mehrgrößensystemen
Analyse und Synthese von Mehrgrößenregelungssystemen:
- Steuerbarkeit und Beobachtbarkeit
- Zustandsrückführung




Grundlagen der Mathematik, Physik, Elektrotechnik, Maschinenbau, Regelungs- und Systemtechnik 1
  Lernergebnisse / Kompetenzen
Die Studierenden können
    •  fortgeschrittene Problemstellungen und Methoden der Regelungs- und Systemtechnik/technische Kybernetik
klassifizieren,
    •  Systembeschreibungen im Zeit-, Frequenz- und Bildbereich ableiten,
    •  Methoden zur Systemidentifikation anwenden,
    •  die Stabilität von Mehrgrößensystemen  analysieren sowie
    •  ein- und mehrschleifige Regelkreise, Zustandsregelungen sowie Mehrgrößensysteme für industrielle Prozesse
analysieren, entwerfen und bewerten.
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2212Fachgebiet:
Art der Notengebung: Gestufte Noten
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  Medienformen
Präsentation, Vorlesungsskript, Tafelanschrieb
- Identifikation einer Strecke
- Identifikation der Zustandsdarstellung
- Parameteroptimierung
  Literatur
J. Lunze: Regelungstechnik 1, 2, Springer-Verlag
R. Unbehauen: Regelungstechnik 1, 2, Vieweg-Verlag
O. Föllinger: Regelungstechnik, Hüthig-Verlag
E. Freund: Regelungssysteme im Zustandsraum I, Oldenbourg
K. Reinisch: Analyse und Synthese kontinuierlicher Regelungs- und Steuerungssysteme, Verlag Technik
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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Bachelor Ingenieurinformatik 2008
Die Studierenden verfügen über Kenntnisse und vertieftes Wissen zu speziellen Strukturen und Funktionen von digitaler und
programmierbarer Hardware und haben ein vertieftes Verständnis für die praktisch relevanten Problemstellungen und deren
Komplexität. Sie sind in der Lage, komplexe digitale Schaltungen zu analysieren und zu synthetisieren. Sie können auch
umfangreichere Steuerungen sowohl mit Hilfe von diskreten Gatterschaltungen als auch mit Hilfe programmierbarer




Integrierte Hard- und Softwaresysteme
1732
Lernergebnisse
- Technische Informatik 1
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Integrierte Hard- und Softwaresysteme
Bachelor Ingenieurinformatik 2008
Modul:












V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Tafel und Powerpoint, Applets im Internet, PowerPoint Präsentationen, Arbeitsblätter, Lehrbuch
· Einführung · Entwurf kombinatorischer Schaltungen: Verallgemeinerte Wertverlaufsgleichheit; Implizite Gleichungssysteme;
Struktursynthese, Minimierung; Dynamische Probleme · Entwurf sequentieller Automaten: Partielle, nichtdeterminierte
Automaten; Struktursynthese mit unterschiedlichen Flip-Flop-Typen; Operations- und Steuerwerke · Entwurf paralleler




  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verfügen über Kenntnisse und vertieftes Wissen zu speziellen Strukturen und Funktionen
von digitaler und programmierbarer Hardware und haben ein vertieftes Verständnis für die praktisch relevanten
Problemstellungen und deren Komplexität. Methodenkompetenz: Die Studierenden sind in der Lage, komplexe digitale
Schaltungen zu analysieren und zu synthetisieren. Sie können auch umfangreichere Steuerungen sowohl mit Hilfe von
diskreten Gatterschaltungen als auch mit Hilfe programmierbarer Schaltkreise erstellen. Sie können beim Entwurf
systematisch vorgehen und ihre Entwürfe verifizieren. Systemkompetenz: Die Studierenden sind in der Lage,
Programmsysteme zum Entwurf digitaler Steuerungen und Schaltungen anzuwenden. Sozialkompetenz: Die Studierenden
erarbeiten Problemlösungen komplexer digitaler Schaltungen in der Gruppe, wobei einzelne Teilfunktionen von
unterschiedlichen Personen entworfen werden. Sie können die von ihnen synthetisierten Schaltungen und
Modellsteuerungen gemeinsam in einem Praktikum erproben, auf Fehler analysieren und korrigieren.
  Literatur
· Wuttke, H.-D.; Henke, K: Schaltsysteme - Eine automa-tenorientierte Einführung, Verlag: Pearson Studium, 2003 · Krapp,
M.: Digitale Automaten Verlag Technik, Berlin 1989 · Roth, Ch.H.: Fundamentals of Logic design,PWS publish-ing company,
Boston, 1995
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2235Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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Master Mathematik und Wirtschaftsmathematik 2008
Master Wirtschaftsinformatik 2009
Master Wirtschaftsinformatik 2011
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Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden verstehen detailliert Aufbau und Funktionsweise von digitalen Schaltungen, Prozessoren
und Rechnern. Die Studierenden verstehen Entwicklungstendenzen der Rechnerarchitektur. Die Studierenden sind mit
algorithmischen Modellen, Basisalgorithmen und grundlegenden Datenstrukturen der Informatik vertraut.
Methodenkompetenz: Die Studierenden sind in der Lage, adäquate Beschreibungsmittel für die Modellierung von Strukturen
und Abläufen mit formalen Mitteln anzuwenden. Die Studierenden entwerfen und analysieren einfache digitale Schaltungen
und maschinennahe Programme. Sie sind in der Lage, Basisalgorithmen und grundlegenden Datenstrukturen hinsichtlich
ihrer Eigenschaften und Anwendbarkeit für konkrete Problemstellungen zu bewerten und in eigenen kleineren
Programmierprojekten in der Programmiersprache Java anzuwenden. Sozialkompetenz: Die Studierenden sind in der Lage,
praktische Problemstellungen der Informatik in der Gruppe zu lösen.
Modulnummer:



























V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Tafel und Powerpoint, Video zur Vorlesung, Applets im Internet, PowerPoint Präsentationen, Arbeitsblätter.
Lehrbuch
Link zu den Materialien
1. Mathematische Grundlagen Aussagen und Prädikate, Abbildungen, Mengen Anwendung der BOOLEschen Algebra und
der Automatentheorie auf digitale Schaltungen 2. Struktur und Funktion digitaler Schaltungen BOOLEsche
Ausdrucksalgebra, Schaltalgebraische Ausdrücke, Normalformen, Minimierung Funktions- und Strukturbeschreibung
kombinatorischer und sequenzieller Schaltungen, programmierbare Strukturen Analyse und Synthese einfacher digitaler
Schaltungen 3. Informationskodierung / ausführbare Operationen Zahlensysteme (dual, hexadezimal) Alphanumerische
Kodierung (ASCII) Zahlenkodierung (BCD-Kodierung, Zweier-Komplement-Zahlen) Gleitkomma-Zahlen 4.




  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verfügen über Kenntnisse und Überblickwissen zu den wesentlichen Strukturen und
Funktionen von digitaler Hardware und haben ein Grundverständnis für den Aufbau und die Wirkungsweise von
Digitalrechnern. Methodenkompetenz: Die Studierenden sind in der Lage, einfache digitale Schaltungen zu analysieren und
zu synthetisieren. Sie können einfache Steuerungen sowohl mit Hilfe von diskreten Gatterschaltungen als auch mit Hilfe
programmierbarer Schaltkreise erstellen. Sie kennen die Grundbefehle von Digitalrechnern und können die zur
rechnerinternen Informationsverarbeitung gehörigen mathematischen Operationen berechnen. Systemkompetenz: Die
Studierenden verstehen das grundsätzliche Zusammenspiel der Baugruppen eines Digitalrechners als System. Sie erkennen
den Zusammenhang zwischen Maschinen- und Hochsprachprogrammierung anhand praktischer Übungen. Sozialkompetenz:
Die Studierenden erarbeiten Problemlösungen einfacher digitaler Schaltungen in der Gruppe. Sie können die von ihnen
synthetisierten Schaltungen gemeinsam in einem Praktikum auf Fehler analysieren und korrigieren.
  Literatur
Wuttke, H.-D.; Henke, K: Schaltsysteme - Eine automatenorientierte Einführung, Verlag Pearson Studium, 2003 Krapp, M.:
Digitale Automaten Verlag Technik, Berlin 1991 Flick, T.; Liebig, H.: Mikroprozessortechnik Springer-Verlag, Berlin 1990
Schiffmann, W.; Schmitz, R.: Technische Informatik Band I und II, Springer-Verlag, Berlin 1992
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen





LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung: Folien (Beamer erforderlich), Arbeitsblätter (Online und Copyshop) Übung: Arbeitsblätter und Aufgabensammlung
(Online und Copyshop) Allgemein: Webseite (Materialsammlung und weiterführende Infos) http://www.tu-ilmenau.de/ra
- Begriff der Rechnerarchitektur - Architekturmodellierung mit Petrinetzen - Innenarchitektur von Prozessoren -
Befehlssatzarchitektur und Assemblerprogramme - Außenarchitektur von Prozessoren - Aufbau und Funktion von




Vorlesung und Übung 'Technische Informatik 1' oder vergleichbare Veranstaltung
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verstehen detailliert Aufbau und Funktionsweise von Prozessoren und Rechnern. Die
Studierenden verstehen Entwicklungstendenzen der Rechnerarchitektur.
Methodenkompetenz: Die Studierenden sind in der Lage, ein Beschreibungsmittel für die Modellierung von Strukturen und
Abläufen mit formalen Mitteln anzuwenden. Die Studierenden entwerfen und analysieren einfache maschinennahe
Programme.
Sozialkompetenz: Die Studierenden sind in der Lage, praktische Problemstellungen der Rechnerarchitektur in der Gruppe zu
lösen.
  Literatur
Primär: Eigenes Material (Online und Copyshop) Sekundär: W. Fengler, I. Philippow: Entwurf Industrieller Mikrocomputer-
Systeme. ISBN 3-446-16150-3, Hanser 1991. C. Märtin: Einführung in die Rechnerarchitektur - Prozessoren und Systeme.
ISBN 3-446-22242-1, Hanser 2003. T. Flik: Mikroprozessortechnik. ISBN 3-540-22270-7, Springer 2005. Allgemein:
Webseite http://tu-ilmenau.de/ra (dort auch gelegentlich aktualisierte Literaturhinweise und Online-Quellen).
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Bachelor Biomedizinische Technik 2008





LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008 Vertiefung IN
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008 Vertiefung IN
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Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden verstehen detailliert den Aufbau von grundlegenden Datenstrukturen und Algorithmen.
Sie kennen den Unterschied von prozeduraler und objektorientierter Programmierung und dem entsprechend der
strukturierten und objektorientierten Softwareentwicklung. Die Studierenden kennen und verstehen die unterschiedlichen
Vorgehensmodelle, Phasen und die Basiskonzepte für den Entwurf großer, komplexer Softwaresysteme.
Methodenkompetenz: Die Studierenden sind in der Lage, adäquate Beschreibungsmittel für die Modellierung von Strukturen
und Abläufen anzuwenden. Sie sind fähig, Basiskonzepte hinsichtlich ihrer Eigenschaften und Anwendbarkeit für konkrete
Problemstellungen zu bewerten und in eigenen kleineren Softwareprojekten mit der Zielsprache Java anzuwenden.
Systemkompetenz: Die Studierenden kennen und verstehen die Abhängigkeiten zwischen den unterschiedlichen
Abstraktionsniveaus im Verlauf der Softwareentwicklung und der Artefakte einer Softwareentwicklung. Sozialkompetenz: Die
Studierenden kennen die Problematik der Informatik, Aufgaben im Team zu bearbeiten.
Modulnummer:






Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Präsentation und Tafel, Handouts, Moodle
Historie, Grundbegriffe, Grundkonzepte von Java; Algorithmenbegriff, Sprachen & Grammatiken, Datentypen; Struktur von
Java-Programmen, Anweisungen; Entwurf von Algorithmen; Applikative und imperative Algorithmenparadigmen;
Berechenbarkeit und Komplexität; Ausgewählte Algorithmen: Suchen und Sortieren; Algorithmenmuster: Rekursion, Greedy,




  Lernergebnisse / Kompetenzen
Nachdem Studierende diese Veranstaltung besucht haben, können sie die Grundlagen algorithmischer Modelle beschreiben
und verstehen die Wirkungsweise von Standardalgorithmen und klassischen Datenstrukturen. Sie sind in der Lage, kleinere
Programme zu entwerfen sowie in der Programmiersprache Java zu implementieren und dabei Algorithmenmuster
anzuwenden.
Die Studierenden sind in der Lage, algorithmische Lösungen hinsichtlich ihrer Eigenschaften und Anwendbarkeit für konkrete
Problemstellungen zu bewerten und in eigenen Programmierprojekten anzuwenden.
  Literatur
Saake, Sattler: Algorithmen und Datenstrukturen: Eine Einführung mit Java, 4. Auflage, dpunkt-Verlag, 2010.
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keine
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Angewandte Medienwissenschaft 2011
Bachelor Biomedizinische Technik 2008
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Bachelor Biomedizinische Technik 2013
Bachelor Elektrotechnik und Informationstechnik 2008







Bachelor Optische Systemtechnik/Optronik 2013
Bachelor Technische Kybernetik und Systemtheorie 2010








Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2013 Vertiefung MB
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
1. Einführung in die Softwaretechnik, Merkmale von Softwareprodukten, Softwarelebenszyklus
2. Vorgehensmodelle für die Softwareentwicklung
•Phasen, Aktivitäten und Produkte
•Wasserfallmodell, V-Modell, RUP-Modell, Agiles Vorgehen
3. Anforderungsanalyse
•Grobanalyse, Aufwandsschätzung mit Function Points
•Feinanalyse, Klassifikation und Beschreibung (als Text und graphisch) von Anforderungen
4. Systemanalyse
•Konzepte zur Strukturierten Analyse




•Wiederverwendung, von Klassen, Frameworks, Komponenten
  Inhalt
  Vorkenntnisse
Fach: Algorithmen und Programmierung.
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verfügen über Kenntnisse zu den wesentlichen Vorgehensmodellen im
Softwareentwicklungsprozess und den Methoden und Modellen in den einzelnen Entwicklungsphasen für einen strukturierten
und einen objektorientierten Entwurf. Sie verfügen über Überblickswissen zum Projektmanagement und der
Qualitätssicherung bei der Softwareentwicklung.
Methodenkompetenz: Die Studierenden sind in der Lage, einfache Anforderungen an eine Software zu erfassen. Sie können
einfache Softwaresysteme entwerfen. Sie kennen die Basiskonzepte des Softwareentwurfs.
Systemkompetenz: Die Studierenden verstehen die grundsätzliche Wechselwirkungen und Abhängigkeiten zwischen den
Aktivitäten und Artefakten der unterschiedlichen Entwicklungsphasen.
Sozialkompetenz: Die Studierenden verfügen über Kenntnisse psychologischer Aspekte während der Softwareentwicklung
und der Notwendigkeit der ausgeprägten Teamarbeit.
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
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  Medienformen
PowerPoint Präsentationen, elektronisch: Script Arbeitsblätter, Dokumente zu einem Projektbeispiel.
•Klassenintegration, Entwurfsmuster
6. Implementierung und Wartung
•Implementierungsprinzipien
•Aufgaben und Probleme der Wartung




•Überblick: Konstruktive und analytische Maßnahmen zur Qualitätssicherung
  Literatur
Balzert, Helmut: Lehrbuch der Softwaretechnik. Spektrum Akademischer Verlag Heidelberg, Berlin, Oxford 2000
Ludewig, Jochen; Lichter, Horst: Software Engineering. dpunkt.verlag 2007
Sommerville: Software Engineering. Pearson Verlag 2007 Weiterführende Literatur im Script
  Detailangaben zum Abschluss
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Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden kennen die wesentlichen Grundzüge der Theorie der Automaten und Formalen Sprachen
(endliche Automaten, Kellerautomaten, Grammatiken, Syntaxanalyse) sowie der Berechenbarkeitstheorie
(Unentscheidbarkeit insbesondere von Semantikfragen) und der NP-Vollständigkeitstheorie.
Methodenkompetenz: Sie können endliche Transitionssysteme als Automaten modellieren und zu gegebenen Sprachen
kontextfreie Grammatiken entwerfen. Sie beherrschen die Technik der Anwendung des Pumping-Lemmas und die
grundlegenden Verfahren zur Manipulation von Sprachbeschreibungen wie Automaten und Grammatiken. Sie können in
Standardfällen die Unentscheidbarkeit eines Problems feststellen bzw. die Relevanz der Feststellung erklären, dass ein
Berechnungsproblem NP-vollständig ist.
Modulnummer:







Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss




Formale Sprachen und Komplexität
SommersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung: Folien
Übung: Übungsblätter (Online) Allgemein: Webseite
    1.  Formale Sprachen - Deterministische endliche Automaten - reguläre Sprachen, lexikalische Analyse -
Nichtdeterministische endliche Automaten - Reguläre Ausdrücke - Erkennen von Nichtregularität - Kontextfreie Grammatiken
und kontextfreie Sprachen - Normalformen - EBNF-Formalismus - Ableitungsbäume und Ableitungen - Kellerautomaten -
Parsing
    2.  Komplexität - Maschinenmodelle, Äquivalenz der Modelle, Church-Turing-These - Entscheidbarkeit und
Berechenbarkeit - Unentscheidbarkeit des Halteproblems - Unentscheidbarkeit von semantischen Fragen zu Programmen -




Fach "Algorithmen und Programmierung" und "Mathematik 1-2"
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden kennen die Grundkonzepte der Theorie der Formalen Sprachen und der Automaten. Sie
kennen die grundlegenden Methoden zur Konstruktion von Automaten und das Konzept eines Äquivalenzbeweises. Sie
kennen verschiedene Maschinenmodelle, das Konzept der Simulation. Sie kennen Berechenbarkeit / Entscheidbarkeit und
das Phänomen der Nicht-Berechenbarkeit, und sind mit den einschlägigen Beispielen vertraut. Sie kennen Grundkonzepte
der Komplexitätstheorie wie die in polynomieller Zeit lösbaren Probleme, das Konzept der NP-Vollständigkeit und der
Reduktion zwischen Problemen. Sie kennen typische NP-vollständige Probleme und verstehen die Relevanz dieser
Eigenschaft.
Methodenkompetenz: Die Studierenden sind in der Lage, die behandelten Algorithmen und Konstruktionsverfahren an
Beispieleingaben auszuführen (Automaten-, Grammatiktransformationen, TM-Simulationen). Sie können Nicht-
Regularitätsbeweise an einfachen Beispielen durchführen. Sie können für vorgegebene Sprachen / Probleme Automaten
und/oder Grammatiken konstruieren. Sie können die zentralen Sätze der Unentscheidbarkeitstheorie anwenden, um die
Unentscheidbarkeit semantischer Fragen zu Programmen zu demonstrieren. Sie können einfache Reduktionen zum Beweis
der NP-Vollständigkeit von Problemen angeben und erläutern.
  Literatur
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2241Fachgebiet:
Art der Notengebung: Gestufte Noten
Seite 64 von 231
    •  Schöning "Theoretische Informatik kurzgefasst"
    •  Asteroth, Baier "Theoretische Informatik"
  Detailangaben zum Abschluss




Seite 65 von 231
Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden lernen die Grundlagen der Neuroinformatik und der Künstlichen Neuronalen Netze als
wesentliche Säule der "Computational Intelligence" kennen. Sie verstehen die grundsätzliche Herangehensweise und kennen
die wesentlichen Lösungsansätze, Modellierungs- und Implementierungstechniken beim Einsatz von neuronalen und
probabilistischen Methoden im Unterschied zu klassischen Methoden der Informationsverarbeitung und Mustererkennung.
Die Studierenden sind mit Entwurfsmethoden und Nutzung (Anfragen, Anwendungsentwicklung) von Datenbanken vertraut
und kennen die grundsätzliche Arbeitweise von DBMS. Die Studierenden verstehen detailliert Aufbau und Funktionsweise
von Rechner- und Telekommunikationsnetzen (OSI Schichten 1-4), und sie erwerben grundlegendes Wissen über
Konstruktionsprinzipien, Funktionen und Eigenschaften eines breiten Spektrums von Betriebssystemen.
Methodenkompetenz: Die Studierenden sind in der Lage, Fragestellungen aus den o. g. Problemkreisen zu analysieren,
durch Anwendung des behandelten Methodenspektrums neue Lösungskonzepte zu entwerfen und umzusetzen, sowie
bestehende Lösungen zu bewerten. Die Studierenden können ausgehend von einer Problemanalyse und unter Anwendung
von formalen Entwurfstechniken eigene Datenbanken erstellen und anfragen. Die Studierenden sind in der Lage
grundlegende Protokollfunktionen geeignet zu spezifizieren (z.B. mit erweiterten endlichen Automaten), prototypisch zu
implementieren (z.B. mit Java) und in ihrem Leistungsverhalten einzuschätzen. Die Studierenden können Betriebssysteme in
Bezug auf ihre Leistungen in gegebenen Anwendungsdomänen analysieren, bewerten und sie problemspezifisch adaptieren.
Sozialkompetenz: Die Studierenden sind in der Lage, praktische Problemstellungen der speziellen Informatik in der Gruppe
zu lösen.
Modulnummer:






siehe Voraussetzungen der einzelnen Fachbeschreibungen
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Projektor und Tafel, über Web-Plattform, Skript/Folien-Handouts, Bücher, Fachaufsätze, Übungsblätter,
Diskussionsblätter
Betriebssysteme bilden das Software-Fundament aller informationstechnischen Systeme. Ihre funktionalen und vor allem ihre
nichtfunktionalen Eigenschaften wie Robustheit, Sicherheit oder Wirtschaftlichkeit üben einen massiven Einfluss auf
sämtliche Softwaresysteme aus, die unter ihrer Kontrolle ablaufen.
Dieser Kurs vermittelt Wissen über die grundlegenden Aufgaben, Funktionen und Eigenschaften von Betriebssystemen. Er
stellt ihre elementaren Abstraktionen und Paradigmen vor und erklärt Prinzipien, Algorithmen und Datenstrukturen, mit denen
funktionale und nichtfunktionale Eigenschaften realisiert werden.
  Inhalt
  Vorkenntnisse
Rechnerorganisation, Rechnerarchitekturen 1, Programmierparadigmen,Kommunikationsmodelle, Algorithmen und
Programmierung, Algorithmen und Datenstrukturen
  Lernergebnisse / Kompetenzen
Die Kursteilnehmer sollen Betriebssysteme als strukturierte Systeme aus Komponenten mit individuellen Aufgaben und
hochgradig komplexen Beziehungen verstehen; sie erwerben die Fähigkeit , Betriebssysteme bezüglich ihrer Eignung und
Leistungen in unterschiedlichen Anwendungsdomänen zu analysieren, zu bewerten und einzusetzen.
  Literatur
Siehe Webseiten der Veranstaltung
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
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LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008 Vertiefung IN
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008 Vertiefung IN
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Präsentation und Tafel, Handouts, Moodle
Grundbegriffe von Datenbanksystemen;  Phasen des Datenbankentwurfs, Datenbankentwurf im Entity-Relationship-Modell,
Relationaler Datenbankentwurf, Entwurfstheorie, Funktionale Abhängigkeiten und Normalformen; Grundlagen von Anfragen:
Algebra und Kalküle; SQL: relationaler Kern und Erweiterungen, rekursive Anfragen mit SQL; Transaktionen und
Integritätssicherung; Sichten und Zugriffsknotrolle; XPath & XQuery als Anfragesprachen für XML
  Inhalt
  Vorkenntnisse
Vorlesung Algorithmen und Programmierung
  Lernergebnisse / Kompetenzen
 
Nach dem Besuch dieser Veranstaltung können die Studierenden Datenbanksysteme anwenden. Sie kennen die Schritte des
Entwurfs von Datenbanken und können die relationale Entwurfstheorie beschreiben. Weiterhin können sie deklarative
Anfragen in SQL und XPath/XQuery formulieren sowie Integritätsbedingungen definieren.
Die Studierenden sind in der Lage, gegebene praktische Problemstellungen zu analysieren, im ER-Modell zu modellieren
und in einer relationalen Datenbank abzubilden sowie SQL zur Anfrageformulierung zu nutzen.
 
  Literatur
Saake, Sattler, Heuer: Datenbanken – Konzepte und Sprachen, 4. Auflage, mitp-Verlag, 2010.
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Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Die Lehrveranstaltung vermittelt das erforderliche Methodenspektrum aus theoretischen Grundkenntnissen und praktischen
Fähigkeiten zum Verständnis, zur Implementierung und zur Anwendung neuronaler und probabilistischer Techniken der
Informations- und Wissensverarbeitung in massiv parallelen Systemen mit den Schwerpunkten Datenanalyse,
Signalverarbeitung, Mustererkennung und Optimierung für verschiedene Ingenieursdisziplinen. Sie vermittelt sowohl
Faktenwissen als auch begriffliches Wissen aus folgenden Themenbereichen:
-    Informationsverarbeitung und Lernen in biologischen neuronalen Systemen
-    Wichtige Neuronenmodelle (Biologisches Neuron, I&F Neuron, Formale Neuronen)
-    Netzwerkmodelle - grundlegende Verschaltungsprinzipien & Architekturen
-    Lernen in Neuronalen Netzen: wesentliche Arten des Lernens, wesentliche Lernparadigmen (Supervised / Unsupervised /
Reinforcement Learning)
-    Grundprinzip des überwachten Lernens: Multi-Layer-Perzeptron & Error-Backpropagation (EBP)-Lernregel
-    Grundprinzip des unüberwachten Lernens: Self-Organizing Feature Maps (SOFM), Neural Gas, Growing Neural Gas ? als
adaptive Vektorquantisierer
-    Weitere wichtige Entwicklungen: Erweiterungen zum EBP-Algorithmus; Netzwerke mit Radialen Basisfunktionen, Support
Vector Machines (SVM), Neuro-Fuzzy-Systeme, aktuelle Entwicklungen
-    Anwendungsbeispiele aus den Bereichen Mustererkennung, Signal-/Bildverarbeitung, Biomedizin, Robotik, Neuro-Control
-    exemplarische Software-Implementationen neuronaler Netze für nichtlineare Klassifikationsprobleme
Die Studierenden erwerben auch verfahrensorientiertes Wissen, indem für reale Klassifikations- und




  Lernergebnisse / Kompetenzen
In der Vorlesung "Neuroinformatik" lernen die Studierenden die Grundlagen der Neuroinformatik und der Künstlichen
Neuronalen Netze als wesentliche Säule der "Computational Intelligence" kennen. Sie verstehen die grundsätzliche
Herangehensweise dieser Form der konnektionistischen Informations- und Wissensverarbeitung  und kennen die
wesentlichen Lösungsansätze, Modellierungs- und Implementierungstechniken beim Einsatz von neuronalen und
probabilistischen Methoden im Unterschied zu klassischen Methoden der Informations- und Wissensverarbeitung. Die
Studierenden sind in der Lage, Fragestellungen aus dem o. g. Problemkreisen zu analysieren, durch Anwendung des
behandelten Methodenspektrums auf Fragestellungen aus den behandelten Bereichen (Mustererkennung, Signal- und
Bildverarbeitung, Optimierung für Robotik, Control und Biomedizin)  neue Lösungskonzepte zu entwerfen und umzusetzen
sowie bestehende Lösungen zu bewerten.
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  Medienformen
Powerpoint-Folien, Demo-Applets, Videos
umgesetzt werden. Dies ist auch Bestandteil des NI-Contests, der die softwaretechnische Implementierung eines
Funktionsapproximators mittels eines überwacht trainierten Neuronalen Netzes zum Gegenstand hat.
SG BA-BMT: Im Rahmen des NI-Praktikums (0.5 SWS) werden die behandelten methodischen und technischen Grundlagen
der neuronalen und probabilistischen Informationsverarbeitungs- und Lernprozesse  durch die Studierenden mittels
interaktiver Demo-Applets vertieft und in Gesprächsgruppen aufgearbeitet.
  Literatur
Zell, A.: Simulation Neuronaler Netzwerke. Addison-Wesley 1997
Bishop, Ch.: Neural Networks for Pattern Recognition. Oxford Press, 1996
Ritter, Martinetz, Schulten: Neuronale Netze. Addison-Wesley, Oldenbourg, 1994
Görz, G., Rollinger, C.R., Schneeberger, J.: Handbuch der Künstlichen Intelligenz, Oldenbourg Verlag 2003
Lämmel, Cleve: Künstliche Intelligenz – Lehr- und Übungsbuch. Fachbuchverlag, Leipzig, 2004
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008







Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
1. Einführung und Überblick: Grundsätzlicher Netzaufbau; Protokollfunktionen; Spezifikation; Architektur; Standardisierung;
OSI- und Internet-Architekturmodell
2. Physikalische Schicht: Begriffe: Information, Daten und Signale; Physikalische Eigenschaften von Übertragungskanälen
(Dämpfung, Verzerrung, Rauschen); Grenzen erreichbarer Datenübertragungsraten (Nyquist, Shannon);
Taktsynchronisation; Modulationsverfahren (Amplituden-, Frequenz- und Phasenmodulation, kombinierte Verfahren)
3. Sicherungsschicht: Rahmensynchronisation; Fehlererkennung (Parität, Checksummen, Cyclic Redundancy Code;
Fehlerbehebung (Forward Error Correction, Automatic Repeat Request); ARQ-Protokolle: Stop and Wait, Go-Back-N, Se-
lective Reject; Medienzugriffsverfahren (ALOHA, Slotted ALOHA, Token-Ring, CSMA/CD); Ethernet; Internetworking:
Repeater, Brücken und Router
4. Netzwerkschicht: Virtuelle Verbindungen vs. Datagramnetze; Aufgaben, Funktion und Aufbau eines Routers; Internet
Procol (IP): Paketaufbau und Protokollfunktionen, Hilfsprotokolle und Protokollversionen; Routingalgorithmen: Distanzvektor-
und Link-State-Verfahren; Routingprotokolle des Internet (RIP, OSPF, BGP)
5. Transportschicht: Adressierung und Multiplexing; Verbindungsloser vs. verbindungsorientierter Transportdienst;




Grundlagenvorlesung in Informatik oder Programmierung (z.B. „Algorithmen und Programmierung“ oder eine vergleichbare
Grundlagenvorlesung)
  Lernergebnisse / Kompetenzen
    •  Fachkompetenz: Die Studierenden verfügen über Kenntnisse und Überblickswissen zu Aufbau und Funktionsweise von
Netzen, insbesondere des Internet.
    •  Methodenkompetenz: Die Studierenden sind in der Lage, einfache Protokollfunktionen zu spezifizieren und in
Programmfragmente umzusetzen. Sie können die Auswirkungen bestimmter Entwurfsentscheidungen bei der Realisierung
einzelner Protokollfunktionen auf grundlegende Leistungskenngrößen einschätzen. Sie kennen Darstellung von
Protokollabläufen in Form von Message Sequence Charts und können gültige Protokollabläufe auf der Grundlage von
Zustandsautomaten nachvollziehen.
    •  Systemkompetenz: Die Studierenden verstehen das grundsätzliche Zusammenwirken der Komponenten eines Netzes
als System.
    •  Sozialkompetenz: Die Studierenden erarbeiten Problemlösungen einfacher Protokollfunktionen (z.B. Routing,
Fehlerkontrolle, Flusskontrolle etc.) durch Bearbeiten von Übungsaufgaben in Gruppen und vertiefen bei Behandlung des
Themas Geteilter Medienzugriff die technische Motivation für die Vorteile einer koordinierten Zusammenarbeit.
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
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  Medienformen
Vorlesung mit Tafel und Folien-Präsentationen, Arbeitsblätter, Lehrbuch
  Literatur
· A. S. Tanenbaum. Computernetzwerke. Pearson Education. · J. F. Kurose, K. W. Ross. Computernetze. Pearson
Education.
  Detailangaben zum Abschluss
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Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden kennen den Softwareentwicklungsprozess. Sie verfügen über anwendbare
Grundkenntnisse in der Qualitätssicherung und der Wiederverwendung. Sie kennen die Herausforderungen der Teamarbeit
sowie den Teamentwicklungsprozess. Methodenkompetenz: Die Studierenden sind in der Lage eine unscharfe
Aufgabenstellung für ein Softwareprojekt zu analysieren, einen Lösungsvorschlag daraus abzuleiten und diesen
programmiertechnisch umzusetzen. Sie können grundlegende Schritte der Qualitätssicherung durchführen und ein einfaches
Versionsmanagement umsetzen.Die Studenten sind in der Lage gut lesbare technische Dokumentationen zu verfassen.
Sozialkompetenz: Die Studierenden können selbständig eine Aufgabenstellung arbeitsteilig im Team durchführen. Die
Studierenden verstehen die Herausforderung einer guten Kommunikation. Sie besitzen rhetorische Fähigkeiten, zum einen
Ergebnisse in Form eines Vortrages darzustellen als auch als gleichberechtigtes Mitglied in einem Team aufzutreten. Sie
sind in der Lage Teambesprechungen zu vorzubereiten, durchzuführen sowie nachzubereiten sowie ein Kurzprotokoll zu
verfassen. Die Studierenden wenden grundlegende Kenntnisse im Projektmanagement und Zeitmanagement an.
Modulnummer:






Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
In Teams von 5 Personen wird ein Softwareprojekt durchgängig von der Aufgabenstellung bis zur Abnahme und Wartung in
zwei Stufen bearbeitet.
3. Semester:
Einarbeitung · Teamentwicklung · Auffrischen der notwendigen Kenntnisse (Softwaretechnik, Java) · Vorbereitung der
technischen Voraussetzungen · Einarbeitung in ein Framework Anforderungsanalyse · Kundenbefragung · Entwickeln eines
Projektplanes · Pflichtenheft · UML-Klassendiagramme, Sequenz- bzw. Aktivitäts-Diagramme · Abnahme des Pflichtenheftes
4. Semester:
Entwurf · Entwurfsdiagramme (Überarbeitung der Diagramme der Analyse-Phase) · Verfeinerter Projektplan (Festlegung: wer
ist für die Implementierung welcher Klassen zuständig incl. Zeitplan) Codierung und Test · Programmierung · Durchführung
von Modultests · Systemtest Wartung und Pflege · Bearbeitung von nachträglichen Änderungen in der Aufgabenstellung
  Inhalt
  Vorkenntnisse
Vorlesung: Algorithmen und Programmierung Vorlesung: Softwaretechnik
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden kennen den Softwareentwicklungsprozess. Sie verfügen über anwendbare
Grundkenntnisse in der Qualitätssicherung und der Wiederverwendung. Sie kennen die Herausforderungen der Teamarbeit
sowie den Teamentwicklungsprozess.
Methodenkompetenz: Die Studierenden sind in der Lage eine unscharfe Aufgabenstellung für ein Softwareprojekt zu
analysieren, einen Lösungsvorschlag daraus abzuleiten und diesen programmiertechnisch umzusetzen. Sie sind in der Lage
ein Pflichtenheft zu erstellen und beherrschen Methoden für den objektorientierten Entwurf. Die Studierenden sind in der
Lage vorhandene Software zu analysieren und diese im Sinne einer Wiederverwendung in eigene Entwicklungen zu
integrieren. Sie besitzen Erfahrungen im Einsatz einer Software-Entwicklungsumgebung sowie im Umgang mit Werkzeugen,
die die einzelnen Software-Entwicklungsphasen unterstützen. Die Studierenden können ein einfaches Versionsmanagement
umsetzen und grundlegende Schritte der Qualitätssicherung durchführen. Die Studenten sind in der Lage gut lesbare
technische Dokumentationen zu verfassen.
Sozialkompetenz: Die Studierenden können selbständig eine Aufgabenstellung arbeitsteilig im Team durchführen. Sie sind in
der Lage Verantwortung für ausgewählte Aufgaben zu übernehmen und unterschiedliche Rollen im Team zu akzeptieren. Die
Studierenden verstehen die Herausforderung einer guten Kommunikation. Sie setzen zielgerichtet technische Möglichkeiten
zum Kommunikationsunterstützung ein. In fachspezifischen Diskussionen können sie als gleichberechtigter
Diskussionspartner im Team auftreten. Ergebnisse präsentieren sie vor größeren Gruppen.Sie sind in der Lage
Teambesprechungen zu vorzubereiten, durchzuführen sowie nachzubereiten sowie ein Kurzprotokoll zu verfassen. Die
Studierenden wenden grundlegende Kenntnisse im Projektmanagement und Zeitmanagement an.
8Leistungspunkte: Workload (h): 240 195Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2232Fachgebiet:
Art der Notengebung: Gestufte Noten
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  Medienformen
Einführungseminar zur Teambildung Umfangreiches Online-Lehrmaterial zum Selbststudium CD mit der Konfiguration für die
Softwareentwicklung.
·Entwicklung der Dokumentation Abnahme · Vortrag und Präsentation der Ergebnisse
  Literatur
Basisliteratur: Balzert, Helmut: Lehrbuch der Softwaretechnik. Spektrum Akade-mischer Verlag Heidelberg, Berlin, Oxford
Ian Sommerville: Software Engineering - München: Pearson Studi-um, 2001
Bernd Oestereich: Objektorientierte Softwareentwicklung: Analyse und Design mit der UML 2.0, 7. Auflage Oldenbourg 2004,
ISBN 3-486-57654-2, 44,80
Umfangreichere Literaturempfehlungen zum jeweiligen Thema sind im online für die Studenten verfügbar.
  Detailangaben zum Abschluss
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Modulnummer:
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Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Präsenzstudium mit Selbststudienunterstützung durch internetbasierte multimediale Lernumgebungen (www.getsoft.net)
GET1: Vielfachmesser, Kennlinien und Netzwerke GET2: Messungen mit dem Digitalspeicheroszilloskop GET3:
Schaltverhalten an C und L GET4: Spannung, Strom, Leistung im Drehstromsystem GET5: Messbrücken GET6:
Frequenzverhalten einfacher Schaltungen GET7: Gleichstrommaschinen GET8: Technischer Magnetkreis GET9: Messung
der Kraft-Weg-Kennlinie von Gleichstrommageneten
  Inhalt
  Vorkenntnisse
1. Fachsemester: Allgemeine Hochschulreife 2. Fachsemester: Allgemeine Elektrotechnik 1 3. Fachsemester: Allgemeine
Elektrotechnik 1 und 2
  Lernergebnisse / Kompetenzen
Das Ziel des Praktikums besteht in der Erweiterung und Vertiefung theoretischer Erkenntnisse, dem Erwerb praktischer
Fähigkeiten und grundlegender Fertigkeiten im Umgang mit elektrischen und elektronischen Bauelementen und Baugruppen,
Messinstrumenten, Geräten, Apparaten, Maschinen und Anlagen. Gleichzeitig sollen die allgemeinen Bestimmungen des
Gesundheits-, Arbeits- und Brandschutzes, insbesondere der Schutz gegen Elektrizität beim Umgang mit offenen
Experimentieranlagen, kennen gelernt und in der weiteren Arbeit beachtet und trainiert werden(Verständnis für
arbeitsschutzgerechtes Verhalten). Im Praktikum macht sich der Student durch Messungen an realen Messobjekten mit dem
qualitativen physikalischen und elektrischen Verhalten der Bauelemente und Baugruppen vertraut und lernt durch Umsetzen
der Messergebnisse in die jeweiligen Modellparameter bzw. in die Größen der Ersatzschaltbilder die Wirksamkeit derselben,
aber auch ihre Grenzen kennen. Außerdem vermitteln ihm die Messungen quantitative Größenvorstellungen über die
physikalischen Messgrößen an den realen Messobjekten für unterschiedliche Einsatzbereiche in der Technik wie auch
Kenntnisse über den störenden Einfluss der Messgeräte auf das Messobjekt und regen zu Überlegungen an, wie diese
Störungen durch geeignete Auswahl der Messgeräte und ihrer Schaltungsanordnung zu minimieren sind
Fehlerbetrachtungen).
  Literatur
Seidel, H.-U.; Wagner, E.: Allgemeine Elektrotechnik, Gleichstrom - Felder - Wechselstrom, 3., neu bearbeitete Auflage, Carl
Hanser Verlag München Wien 2003 Seidel, H.-U.; Wagner, E.: Allgemeine Elektrotechnik, Wechselstromtechnik -
Ausgleichsvorgänge - Leitungen, 3. neu bearbeitete Auflage, Carl Hanser Verlag München Wien 2005
4Leistungspunkte: Workload (h): 120 75Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2116Fachgebiet:
Art der Notengebung: Generierte Noten
  Detailangaben zum Abschluss
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  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008







LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008
Seite 80 von 231
Bachelor Ingenieurinformatik 2008
Die Studierenden lernen die grundsätzlichen betriebswirtschaftlichen Sachverhalte und Zusammenhänge kennen und sind in
der Lage daraus Konsequenzen für das unternehmerische Handeln abzuleiten. Die Studierenden kennen die grundsätzliche
Aufbaustruktur eines Unternehmens und deren organisatorische Abläufe. Die Studierenden haben sich Wissen über die
gängigen Gesellschaftsformen und den damit verbundenen wichtigen Konsequenzen wie Haftung und Kapitalstammeinlagen
für die Unternehmensgründung angeeignet. Die Studierenden beherrschen Kalkulationsmodelle (Deckungsbeitrag, Break-
even-Point, ...) und kennen die Grundzüge des Marketings. In der Vorlesung wird hauptsächlich Fach- und
Methodenkompetenz vermittelt.
Modulnummer:







Vorraussetzungen für die Teilnahme
Modulabschluss:
Detailangaben zum Abschluss
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen













  Lernergebnisse / Kompetenzen
Die Studierenden lernen im Rahmen der Veranstaltung die grundsätzlichen betriebswirtschaftlichen Zusammenhänge
kennen und sind in der Lage, daraus Konsequenzen für das unternehmerische Handeln abzuleiten.
Neben dem Wissen über gängige Marktformen sind den Studierenden auch Problembereiche im Zusammenhang mit
Unternehmensgründungen (Rechtsform- und Standortwahl) bekannt. Aufbauend auf der Aufbaustruktur eines Unternehmens
sowie dessen Wertschöpfungskette verstehen sie die grundsätzlichen Problembereiche der einzelnen betrieblichen
Grundfunktionen und kennen grundlegende methodische Ansätze zu deren Bewältigung. Der Praxisbezug wird über aktuelle
Beispiele aus der Praxis und Fallstudien hergestellt.
  Literatur
    •  Hutzschenreuter, Allgemeine Betriebswirtschaftslehre, 4. Auflage, 2011
    •  Wöhe, Einführung in die Allgemeine Betriebswirtschaftslehre, 24. Auflage, 2010
    •  Wöhe/Kaiser/Döring, Übungsbuch zur Allgemeinen Betriebswirtschaftslehre, 13. Auflage, 2010
    •  Diverse Artikel aus Fachzeitschriften (zum Download eingestellt)
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Biotechnische Chemie 2013
Bachelor Elektrotechnik und Informationstechnik 2008














Bachelor Optische Systemtechnik/Optronik 2013
Bachelor Optronik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Kybernetik und Systemtheorie 2013
Bachelor Technische Physik 2008
Bachelor Technische Physik 2011
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Detailliertes Verständnis für und Fähigkeiten zu Aufbau, Funktion, Modellierung und Entwurf integrierter Hard- und
Softwaresysteme
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Wolfgang Fengler
Modul:
Modulverantwortlich:
Integrierte Hard- und Softwaresysteme
8373
Lernergebnisse
Pflichtfächer der Technischen Informatik
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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  Medienformen
Powerpoint-Präsentation, Folien, Tool-Präsentation mittels Beamer
Motivation / Vorteile der Nutzung von Hardwarebeschreibungssprachen, Erlernen der syntaktischen Grundelemente von
VHDL, Überblick über gängige Simulations- und Synthesewerkzeuge, Unterschiede zur Hardwarebeschreibungssprache




Digitale Schaltungstechnik, Entwurf integrierter Systeme 1 + 2
  Lernergebnisse / Kompetenzen
Die Studierenden sind in der Lage, auf verschiedenen Abstraktionsniveaus zu modellieren. Sie besitzen die Fach- und
Methodenkompetenz, die Modelle für Verifikation und Synthese entsprechend zu konfektionieren. Dabei sind sie in der Lage,
applikationsspezifisch verschiedene Modellierungssprachen geeignet einzusetzen.
  Literatur
Hunter, R.D., Johnson, T.T.: Indruction to VHDL. Springer US 1995 Sjoholm, St., Lindh, L.: VHDL for Designers. Prentice Hall
1996 Reichardt, J.: VHDL-Synthese. Oldenbourg 2003
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2144Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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  Medienformen
Handouts
Eingebettete Systeme Systementwurfsphasen/ebenen Entwurf auf Missionsebene, modellbasierter Entwurf Spezifikation
Methoden und Beschreibungsmittel Simulation Entwurfsprozess Fehler/Fehlertoleranz Anwendungen
  Inhalt
  Vorkenntnisse
keine besonderen Vorkenntnisse; Mathematik und Grundlagen der technischen Informatik
  Lernergebnisse / Kompetenzen
Studenten erhalten System- und Fachkompetenz für den modellbasierten Entwurf komplexer eingebetteter Systeme
  Literatur
Systems Engineering; Aslaksen & Belcher; Hardware - Software - Co-Design; Jürgen Teich
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2236Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Wirtschaftsinformatik 2009
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  Medienformen
Arbeitsblätter, elektronisch und el. Präsentation
Zur Methodik des rechnergestützten Entwurfs: Hierarchisches Konzept (Top-Down-Entwurf), Die Entwurfsebenen und deren
Darstellungsarten, Höhere Abstraktionsebenen, RT Beschreibung, Hardwarebeschreibungssprachen, Entwurfsablauf und
Modellierungs-konzepte, Beschreibungsmittel für gemischt analog/digitale Hardware-Systeme Entwurfsdarstellung und -
verifikation mit CAE-Werkzeugen: Circuit-Simulation, Logiksimulation, Mixed-Mode-Simulation, Circuit-Simulation mit
PSPICE, VHDL, MATLAB Ziel: Vermittlung von Kenntnissen über Methoden und Techniken der Entwurfsautomatisierung.
Bevorzugt wird der Entwurf diskret-kontinuierlicher (Hardware)Systeme betrachtet. Außerdem sollen die Studierenden
Grundfertigkeiten bei der Verwendung moderner CAE-Entwurfs-werkzeuge erwerben.
  Inhalt
  Vorkenntnisse
Grundkenntnisse der analogen und digitalen Schaltungstechnik
  Lernergebnisse / Kompetenzen
Fachkompetenz: 50%
  Literatur
- Siegl, J.; Eichele, H.: Hardwareentwicklung mit ASIC, Hüthig Buch Verlag 1990 - Lehmann, G.; Wunder, B.; Selz, M.:
Schaltungsdesign mit VHDL, Franzis Verlag 1994 - Bleck, A.; Goedecke, M.; Huss, S. A.; Waldschmidt, K.: Praktikum des
modernen VLSI-Entwurfs, B. G. Teubner Verlag 1996 - Ashenden, P. J.: The designer´s guide to VHDL, Morgan Kaufmann
Verlag, San Francisco 2002 - Sjoholm, S.; Lennart, L.: VHDL for Designers, Prentice Hall Europe 1997 - Heinemann, R.:
PSPICE: Einführung in die Elektroniksimulation, Hanser Verlag 2004 - Kurz, G.: Elektronische Schaltungen simulieren und
verstehen mit PSpice, Vogel Verlag 2000
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2231Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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  Medienformen
Powerpointpräsentation, Skript
Einarbeitung in die Entwurfssoftware Max+Plus II von Altera, Einführung und Besonderheiten der
Hardwarebeschreibungssprache AHDL, Systematisierung der gebräuchlichen PLD, unterschiedliche Bausteinarchitekturen
und deren Vor- bzw. Nachteile, Programmiertechnologien, Verbindungsarchitekturen, Möglichkeiten der Speicherrealisierung
in komplexen PLD, CPLD und FPGA, Handhabung von Intellectually Property in PLD, Embedded Processor Solutions am
Beispiel eines 32bit Prozessors (Softcore) in einem PLD mit zusätzlicher Hardware, technische Parameter des Prozessors,
Programmierung des Prozessors. Überblick über analoge PLD, Einschränkung, Vorstellung eines Analogmasters, Vergleich
von PLD verschiedener Hersteller (Altera, XILINX, Lattice u.a.) Im Praktikum Entwurf eines PLD (von der formellen




  Lernergebnisse / Kompetenzen
Die Studierenden sind in der Lage, die verschiedensten angebotenen Bausteine in die unterschiedlichen Architekturen von
PLD einzuordnen und die sich daraus ergebenden Konsequenzen für den Entwurf von digitalen Schaltungen abzuleiten. Sie
können für konkrete Anwendungen eine optimale Bausteinauswahl treffen und den Entwurf unter Anwendung moderner
Designmethoden (Hierarchischer Entwurf, Hardwarebeschreibungssprache usw.) realisieren. Ökonomische Parameter
fließen genauso bei der Auswahl geeigneter Bausteine in die Überlegungen ein wie technische. Dadurch besitzen die
Studenten ein strategisches Wissen, dass es Ihnen ermöglicht, auch Neueinführungen auf dem Markt zu beurteilen. Durch
die Praktikas ist Ihnen der Entwurfsablauf von der Problematik (Pflichtenheft) über die Schaltungseingabe, Verifikation,
Programmierung bis hin zur Testung geläufig und auf andere Anforderungen übertragbar.
  Literatur
Wannemacher: Das FPGA-Kochbuch
2Leistungspunkte: Workload (h): 60 26Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2144Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
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Bachelor Ingenieurinformatik 2008
Bachelor Medientechnologie 2008
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  Medienformen
Literaturstudium, Internetrecherche, Gruppenarbeit, Vorträge




Grundkenntnisse im gewählten Thema
  Lernergebnisse / Kompetenzen
Vermittlung von Methoden zur Erarbeitung und Aufarbeitung wissenschaftlicher Fachliteratur und deren Einordnung;
Selbständige Durchführung von Recherchen der Fachliteratur und des Internets; kritische Dokumentation, Einordnung und
Präsentation des gewählten Forschungsthemas; Arbeit im Team
  Literatur
ausgewählte Fachliteratur abhängig vom konkreten Thema
4Leistungspunkte: Workload (h): 120 75Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2235Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
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  Medienformen
Anschriebe, Foliensätze, Demonstrationsobjekte
Entwurf eingebetteter Systeme; dabei: Grundbegriffe, Entwurfsebenen, Beschreibungsmittel, Zielplattformen,
Entwurfsentscheidungen, Entwurfswerkzeuge und Beispielentwürfe,Test- und Inbetriebnahmetechnik; Konkretes
Entwurfsprojekt unter Verwendung eines grafischen Entwurfswerkzeuges von der Systemspzifikation über modellbasierten
Entwurf und simulationsgestützte Validierung und Codegenerierung bis zur Inbetriebnahme in realer Umgebung
  Inhalt
  Vorkenntnisse
notwendig: Rechnerarchitekturen 1 oder vergleichbare Veranstaltung
empfohlen: Rechnerarchitekturen 2 oder vergleichbare Veranstaltung
  Lernergebnisse / Kompetenzen
Detailliertes Verständnis für das Entwerfen eigebetteter Rechnersysteme in Hard- und Software
  Literatur
J. Teich: "Digitale Hardware/Software-Systeme"(ISBN 3-540-62433-3).
Introduction to MLDesigner; MLDesign Technologies, Inc. 2230 St. Francis Drive Palo Alto, CA 94303.
Allgemein: Webseite http://www.tu-ilmenau.de/?r-re (dort auch gelegentlich aktualisierte Literaturhinweise und Online-
Quellen).
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2231Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss





Master Mathematik und Wirtschaftsmathematik 2008
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Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Foliensätze, Anschriebe
Spezifik von Kommunikationssystemen in der Online-Prozesskopplung in den Ebenen Feldbus, Realtime-Bus und Fabrikbus;




Pflichfächer zu Telematik und Rechnernetzen
Prozessinformatik oder vergleichbare Veranstaltung
  Lernergebnisse / Kompetenzen
Detailliertes Verständnis von Funktionsweise, Anwendung, Realisierung und Implementierung von prozessnahen
Kommunikationssystemen
  Literatur
Schnell, G.: Bussysteme in der Automatisierungstechnik. ISBN: 3-528-46569-7 Vieweg 2003 Bender, K.: Profibus - der
Feldbus der Automation. ISBN: 3-446-17283-1, Hanser 1992 Etschberger, K.: Controller-Area-Network : Grundlagen,
Protokolle, Bausteine, AnwendungenISBN: 3-446-21776-2, Hanser 2002.
Allgemein: Webseite http://tu-ilmenau.de/?r-rnp
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2231Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
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Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden kennen "Kognitive Technische Systeme" (z.B. Assistenz- und Serviceroboter, Mensch-
Maschine Systeme, Fahrerassistenzsysteme, Intelligente Inspektions- oder Überwachungssysteme), die ihre
Einsatzumgebung wahrnehmen, darin zielgerichtet agieren und durch Interaktion mit der Einsatzumgebung selbstständig
neues Wissen erwerben können. Sie verstehen die Methoden/Algorithmen, die solche interaktiven Systeme mit Sensoren,
Aktuatoren, Wahrnehmungs- und Entscheidungskomponenten auszeichnen. Methodenkompetenz: In Bezug auf konkrete
kognitive Systeme sind die Studierenden in der Lage, Verfahren und Algorithmen zu bewerten, geeignet auszuwählen und
auf das spezifische kognitive System hin anzupassen. Systemkompetenz: Auf Basis der vermittelten Methodik sind die
Studierenden in der Lage, Methoden der Konzeption technischer Assistenzsysteme auch auf neue Systeme anzuwenden
und erfolgreich einzusetzen. Sie können dabei auf ein breites Methodenwissen aus den Bereichen Neuroinformatik und
Robotik, Bild- und Signalverarbeitung sowie Softwareengineering zurückgreifen. Lernziele: Die Studenten sind nach
Absolvierung des Studienschwerpunktes in der Lage, mit Hilfe der erworbenen methodischen und technischen Kenntnisse
die Informationsverarbeitung für kognitive technische Systeme zu entwerfen, zu implementieren und zu analysieren.
Studienobjekte und Demonstratoren aus den Bereichen Servicerobotik, Mensch-Maschine-Systeme sowie Assistenzsysteme
für Inspektion und Überwachung dienen dazu, dass die Studenten die vermittelten Konzepte und Methoden praxisnah auf
Richtigkeit und Anwendbarkeit analysieren und bewerten können.
Modulnummer:







Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss




Grundlagen der Bildverarbeitung und Mustererkennung
unbekanntTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript Grundlagen der Digitalen Bildverarbeitung (ISSN 1432-3346) Experimentiermodul VIP-Toolkit für praktische Übungen
Primärwahrnehmung (Bestrahlung und Licht, Abbildung, Vektorräume und Bildtransformationen (von Fourier, DFT bis
Wavelets), systemtheoretische Aspekte der BV) Bildkodierung (psychovisuell und statistisch mit Schwerpunkt LPC incl.
Entwurfsmethoden für Prädiktor und Quantisierer, Transformationskodierung incl. Wavelets, Blockkodierung,
Interpolationskodierung) geometrische Bildtransformationen (lin., nichtlin., Resamplingmethoden und deren
Frequenzeigenschaften) Grauwertstatistik (Histogramme, Momente, 2D-Statistiken und entspr. Merkmale für Texturen)
homogene und inhomogene Punktoperationen (Histogrammtransformationen, Shadingkorrektur, . . .) lokale
Faltungsoperatoren (im Orts- und Frequenzbereich) Methoden der effizienten Implementierung (Dekomposition, Separierung,
Updating, . . ) nichtlineare Filter zur Bildverbesserung (Median, bedingte Filterung, kombinierte Ansätze) Morphologie
(Basisoperationen, Hit&Miss, komplex) Luminanzkanten (linear / nichtlinear / morphologisch, Gaborfilter) Segmentierung
(regional, Linienbildanalyse und approximation, Vektorisierung) Bildfolgenanalyse Merkmalextraktion (morphometrisch, aus
Funktionaltransformationen, Konturmerkmale, Fourierdeskriptoren) Klassifikationsansätze (Bayes und weitere statistische




Mathematische Grundlagen systemtheoretische Grundlagen (günstig) Grundlagen der Statistik (günstig)
  Lernergebnisse / Kompetenzen
Fachkompetenz: Naturwissenschaftliche und theoretische Grundlagen mit hohem interdisziplinären Anteil (Mathematik,
Physik, Wahrnehmungsphysiologie und -psychologie) sowie deren Anwendung, technische Entwicklungstrends, neuesten
Methoden und Techniken der 2D-Signalverarbeitung, Einbindung angewandten Grundlagenwissens der
Informationsverarbeitung --> Die Studierenden sind in der Lage, auch komplexe Aufgaben der Bildverarbeitung zu
analysieren, zu bewerten und Systemlösungen unter Berücksichtigung von tehnischen Randbedingungen zu synthetisieren.
Methodenkompetenz: Methoden der Modellbildung, Planung, Simulation und Bewertung komplexer Systeme --> Durch
praktische Übungen werden die Studierenden befähigt, geeignete Modelle und Methoden auszuwählen, weiterzuentwickeln
und praxisrelevant zum Einsatz zu bringen. Systemkompetenz: Fachübergreifendes, systemorientiertes Denken --> Die
Studierenden sind in der Lage, dem stark interdisziplinären Anspruch von Lösungen auf dem Gebiet der Bildverarbeitung
gerecht zu werden. Sozialkompetenz: Durch gemeinsames Lernen (praktische Übungen) festigen die Studenten
Arbeitstechniken und werden zu Kommunikation, Teamwork sowie Präsentation von Ergebnissen befähigt.
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2252Fachgebiet:
Art der Notengebung: Gestufte Noten
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  Literatur
B. Jähne, Digitale Bildverarbeitung, Springer-Verlag Berlin Heidelberg, 1997, 3-540-61379-x. K. R. Castleman, Digital Image
Processing. Englewood Cliffs, New Jersey 07632: Prentice-Hall, 1996, 0-13-211467-4. W. K. Pratt, Digital Image Processing,
New York, Chichester: John Wiley & Sons Inc., 2001, 0-471-37407-5 R. M. Haralick and L. G. Shapiro, Computer and Robot
Vision. New York, Bonn, Tokyo, Paris. 1992, 0-201-10877-1. T. Strutz, Bilddatenkompression - Grundlagen, Codierung,
JPEG, MPEG, Wavelets. Braunschweig, Wiesbaden: F. Vieweg & Sohn Verlagsgesellschaft, 2002, 3-528-13922-6
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
























V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript, Power-Point Präsentation, Aufgabensammlung
(1) Einordnung der KI in die Informatik, Forschungsgebiete der KI, Historisches, (2) Logische Grundlagen: Prädikatenkalkül
der ersten Stufe, Folgerungsbegriff, Ableitungsverfahren, Vollständigkeit und Korrektheit von Inferenzverfahren (3) Logische
Programmierung: Einordnung des logischen Programmierparadigmas, algorithmische Realisierung des ROBINSON-schen
Inferenzverfahrens, komplexitätstheoretische Betrachtung verschiedener Rekursionsarten, Differenzlistentechnik (4)
Wissensbasierte Systeme: Wesen und Architektur (5) Wissensdarstellungen der KI und Implementationsvarianten:
Prädikatenlogik (und einige Erweiterungen davon), Semantische Netze, Frames, Produktionsregel-Systeme
  Inhalt
  Vorkenntnisse
Grundkenntnisse in mathematischer Logik: Prädikatenkalkül der 1. Stufe
  Lernergebnisse / Kompetenzen
naturwissenschaftliche und angewandte Grundlagen, Einbindung des angewandten Grundlagenwissens der
Informationsverarbeitung
  Literatur
(1) Luger: Künstliche Intelligenz: Strategien zur Lösung komplexer Probleme. München: Pearson Studium (Übersetzung aus
dem Addison-Wesley Verlag), 4. Aufl., 2001 (2) Russel/Norvig: Künstliche Intelligenz: Ein moderner Ansatz, München:
Pearson Studium (Übersetzung aus dem Addison-Wesley Verlag), 2004 (3) Knauf: Logische Programmierung und
Wissensbasierte Systeme: Eine Einführung. Aachen: Shaker, 1993
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2238Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript, Power-Point Präsentation, Aufgabensammlung
(1) Einordnung der KI in die Informatik, Forschungsgebiete der KI, Historisches, (2) Logische Grundlagen: Prädikatenkalkül
der ersten Stufe, Folgerungsbegriff, Ableitungsverfahren, Vollständigkeit und Korrektheit von Inferenzverfahren (3) Logische
Programmierung: Einordnung des logischen Programmierparadigmas, algorithmische Realisierung des ROBINSON-schen
Inferenzverfahrens, komplexitätstheoretische Betrachtung verschiedener Rekursionsarten, Differenzlistentechnik (4)
Wissensbasierte Systeme: Wesen und Architektur (5) Wissensdarstellungen der KI und Implementationsvarianten:
Prädikatenlogik (und einige Erweiterungen davon), Semantische Netze, Frames, Produktionsregel-Systeme
  Inhalt
  Vorkenntnisse
Grundkenntnisse in mathematischer Logik: Prädikatenkalkül der 1. Stufe
  Lernergebnisse / Kompetenzen
naturwissenschaftliche und angewandte Grundlagen, Einbindung des angewandten Grundlagenwissens der
Informationsverarbeitung
  Literatur
(1) Luger: Künstliche Intelligenz: Strategien zur Lösung komplexer Probleme. München: Pearson Studium (Übersetzung aus
dem Addison-Wesley Verlag), 4. Aufl., 2001 (2) Russel/Norvig: Künstliche Intelligenz: Ein moderner Ansatz, München:
Pearson Studium (Übersetzung aus dem Addison-Wesley Verlag), 2004 (3) Knauf: Logische Programmierung und
Wissensbasierte Systeme: Eine Einführung. Aachen: Shaker, 1993
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2238Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
Master Wirtschaftsinformatik 2009
Master Wirtschaftsinformatik 2011
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Powerpoint-Folien, Java-Applets
Vertiefung der Vorlesung "Neuroinformatik" (und ggf. Neuroinformatik 2) zur Ergänzung der Grundlagen um
applikationsspezifisches Wissen. Die Lehrveranstaltung vermittelt sowohl Faktenwissen als auch begriffliches Wissen aus
den folgenden Kernbereichen: Entwicklung von Systemlösungen mit Neuronalen Netzen; Wesentliche Module eines
Mustererkennungssystems; typische Netzwerkein- und Ausgabekodierung; Merkmalsauswahl mittels Signifikanzanalyse;
Dimensionsreduktion und Datendekorrelation mittels Hauptkomponentenanalyse (PCA); Quellenseparierung mittels
Independent Component Analysis (ICA); Bootstrapping-Algorithmen zur Effektivierung des Lernens; Boosting-Techniken zur
Organisation leistungsfähiger Klassifikatoren; exemplarische Anwendungsbeispiele und Implementierungen aus den





  Lernergebnisse / Kompetenzen
Im weiterführenden Ausbau der Lehrveranstaltung "Neuroinformatik" erwerben die Studenten System- und Fachkompetenz
für die Anwendung von Methoden der Neuroinformatik in anspruchsvollen biomedizinischen Anwendungsfeldern der
Signalverarbeitung und Mustererkennung. Sie verfügen über Kenntnisse zur Strukturierung von Problemlösungen unter
Einsatz von neuronalen und probabilistischen Techniken in anwendungsnahen, konkreten Projekten. Die Studierenden sind
in der Lage, praktische Fragestellungen zu analysieren, durch Anwendung des behandelten Methodenspektrums
Lösungskonzepte zu entwerfen und diese umzusetzen sowie bestehende Lösungen zu bewerten und ggf. zu erweitern. Sie
erwerben Kenntnisse zu verfahrens¬orientiertem Wissen, indem für praktische Klassifikations- und
Approximations¬probleme verschiedene neuronale Lösungsansätze vergleichend behandelt und anhand von konkreten
biomedizinischen Anwendungen demonstriert werden.
  Literatur
Zell, A.: Simulation Neuronaler Netze, Addison-Wesley, 1994 Bishop, C.M.: Neural Networks for Pattern Recognition, Oxford
University Press, 1997 Jähne, B.: Digitale Bildverarbeitung, Springer Verlag 2002 Hyvärinen, A., Karhunen, J. Oja, E.:
Independent Component Analysis. Wiley & Sons, 2001 Stone, J. V.: Independent Component Analysis. MIT Press, 2004
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2233Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
Seite 99 von 231
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Wirtschaftsinformatik 2009
Master Wirtschaftsinformatik 2011
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript Grundlagen der Farbbildverfahren (157 Seiten, ISSN 1432-3346), Experimentiermodul VIP-Toolkit für Sebststudium,
Evaluation Board zur Farbsensorik
Geschichtliches, wahrnehmungsphysiologische und -psychologische Grundlagen, Modell der Farbe, Farbreizmetrik,
Farbsysteme, Farbräume und reduzierte Farbräume, Farbmessung, Farbkalibrierung, Farbsensorik, Color-Management,
Statistik im Farbraum, Farbvalenztransformationen, referenzfreie Farbadaption auf PCA-Basis, Color-Indexing und
Histogramm-Matching, unscharfe Chroma-Orts-Histogramme, Clusterung mittels Graphenansatz, Störunterdrückung in




GDV 1, systemtheoretische Grundlagen (günstig); Grundlagen der Statistik (günstig)
  Lernergebnisse / Kompetenzen
Naturwissenschaftliche und angewandte Grundlagen, frühzeitige Einbindung von Entwicklungstrends, Vermittlung neuester
Techniken mit neuesten Methoden, Einbindung des angewandten Grundlagenwissens der Informationsverarbeitung
  Literatur
R. S. Berns, Billmeyer and Saltzman`s Principles of Color Technology, 3. Ausgabe ed. New York, Chichester, Weinheim:
John Wiley & Sons, 2000, 0-471-19459-X. K. R. Castleman, Digital Image Processing. Englewood Cliffs, New Jersey 07632:
Prentice-Hall, 1996, 0-13-211467-4. R. Gierling, Farbmanagement. Bonn: mitp-Verlag, 2001, 3-8266-0679-5. R. M. Haralick
and L. G. Shapiro, Computer and Robot Vision. New York, Bonn, Tokyo, Paris, . . . 1992, 0-201-10877-1. G. Hauske,
Systemtheorie der visuellen Wahrnehmung. Stuttgart: B. G. Teubner, 1994, 3-519-06156-2. W. K. Prett, Digital Image
Processing, Third Edition ed. New York, Chichester: John Wiley & Sons Inc., 2001, 0-471-37407-5.
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2252Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
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Bachelor Optronik 2008
Master Elektrotechnik und Informationstechnik 2014 Vertiefung ATE
Master Medientechnologie 2009
Master Medientechnologie 2013
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Script, elektronisch und Power Point Präsentation Arbeitsblätter.
- Einführung in die Parallelprogrammierung: Parallelitätsebenen, Parallele und Sequentielle Algorithmen, Anforderungen an
nebenläufige Prozesse
- Konzepte der Prozesserzeugung: Ablauforientierte Prozesserzeugung, Deklaration und Erzeugung von Prozessen
- Probleme bei der asynchronen Parallelität: Inkonsistente Daten, Lebendigkeit, Sicherheitsspezifikation,
Lebendigkeitsproblematik; Einführung: kritischer Abschnitt, Erzeuger-Verbraucher-Problem, Leser-Schreiber-Problem, -
Schlossvariable zum gegenseitigen Ausschluss, Algorithmus von Dekker - Semaphoren: Definition des Semaphorbegriffes,
Lösungskonzepte mit Semaphoren
- Abstraktionen von Semaphoren: Kritische Regionen, Pfadprogrammierung
- Monitor: Definition des Monitors, Anwendung und Implementierung des Monitorkonzeptes
- Synchronisation durch Nachrichtenaustausch, Rendezvouskonzept Die Prozessprogrammiersprachen PEARL und Ada
werden beispielhaft vorgestellt. Die Synchronisationskonzepte an der Beispielsprache Java vertieft.
  Inhalt
  Vorkenntnisse
Grundlagen der Praktischen und Technischen Informatik, Betriebssysteme, Rechnernetze.
  Lernergebnisse / Kompetenzen
Die Studenten sind fähig, die Synchronisationskonzepte auf der Basis von Semaphoren, Monitoren und Nachrichten




Hertwich, Ralf.; Hommel, Günther: Nebenläufige Programme. Springer Verlag 1994
Boles, Dieter:Parallele Programmierung spielend gelernt mit dem Java-Hamster-Modell. Teubner Verlag 2008.
Jobst,Fritz: Programmieren in JAVA, Hanser Verlag 5. Auflage 2006
2Leistungspunkte: Workload (h): 60 38Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2232Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen




















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Powerpoint-Folien, Java-Applets, MatLab-Demonstrationen, Übungsaufgaben
Die Vorlesung Softcomputing soll ergänzend zu den Neuroinformatik-Vorlesungen die Grundlagen für alternative Verfahren
der Informations- und legen. Damit würde der Absolvent über breite methodische und anwendungsorientierte Grundlagen der
"Computational Intelligence" verfügen, die im Masterstudiengang vervollkommnet werden können.
Die Lehrveranstaltung vermittelt sowohl Faktenwissen als auch begriffliches Wissen aus den folgenden Kernbereichen:
Fuzzy-Set-Theorie: Überblick, Einordnung und Historie; Grundlagen der Fuzzy-Logik (Basisvariablen, Linguistische
Variablen, Terme, Zugehörigkeitsfunktionen, Fuzzyfizierung, Fuzzy-Operatoren); Fuzzy-Regeln, unscharfes und plausibles





  Lernergebnisse / Kompetenzen
In der Vorlesung Softcomputing lernen die Studenten die Begriffswelt der Fuzzy-Logik verstehen. Sie verstehen
übergreifende Ansätze zur Lösung von Klassifikations- und Regelungs- und Optimierungsproblemen mit Fuzzy-Methoden.
Die Studierenden sind in der Lage, Fragestellungen aus dem o. g. Problemkreisen zu analysieren, durch Anwendung des
behandelten Methodenspektrums Lösungskonzepte zu entwerfen und diese auf technische biomedizinische Fragestellungen
zu applizieren, sowie bestehende Lösungskonzepte zu bewerten.
  Literatur
Zimmermann, H.-J.: Fuzzy Set Theorie - and its Applications. Kluver in Boston, 1991
Kosko, B.: Neural Networks and Fuzzy-Systems. Prentice Hall, New Jersey, 1992
Böhme, G.: Fuzzy-Logik. Springer-Vlg., Berlin..., 1993
Bothe, H.-H.: Fuzzy-Logik - Einführung in Theorie und Anwendungen. Springer-Vlg., Berlin, Heidelberg, 1995
Bothe, H.-H.: Neuro-Fuzzy-Methoden. Springer-Vlg., Berlin, Heidelberg, 1998
Fuller, R.: Introduction to Neuro-Fuzzy Systems. Physica-Verlag, Heidelberg, 2000
Tizhoosh, H. R.: Fuzzy-Bildverarbeitung. Springer-Vlg., Berlin, Heidelberg, 1998
Höppner, F., Klawonn, F., Kruse, R.: Fuzzy-Clusteranalyse. Viehweg-Vlg., Braunschweig, 1997
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2233Fachgebiet:
Art der Notengebung: Gestufte Noten
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Gerdes; Klawonn; Kruse.: Evolutionäre Algorithmen: Genetische Algorithmen - Strategien und Optimierungsverfahren –
Beispielanwendungen. Viehweg, Wiesbaden, 2004
Weicker, K.: Evolutionäre Algorithmen. Teubner, Stuttgart, 2002
Rechenberg, I.: Evolutionsstrategie 94. Frommann-Holzboog, Stuttgart, 1994
(u.v.a.m., Reihung ohne Wichtung!)
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen





















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
PowerPoint-Folien, auch als elektronisches Script.
•Einführung: Qualitätsmerkmale, Total Quality Management; Softwarequalität und Produktivität
•Qualitätssicherungssysteme, Zertifizierung, Fehlerbehandlung
•Software-Prozess-Assessment (CMMI, SPICE)
•Konstruktive Maßnahmen zur Qualitätssicherung






  Lernergebnisse / Kompetenzen
Die Studierenden sind fähig Methoden und Techniken aus den Grundlagen der ingenieurmäßigen Softwareentwicklung zu
nutzen. Sie kennen die vorgestellten Phasen und Methoden und vertiefen diese in einem darauf folgenden Softwareprojekt.
Die Vorlesung Softwarequalitätssicherung baut auf diesen Vorkenntnissen auf. Die Studierenden sind fähig unter
Verwendung ihrer Vorkenntnisse den parallel und verzahnt zur Softwareentwicklung laufenden Prozess zur
Qualitätssicherung umfassend verstehen.
Die Studierenden können die Maßnahmen zur Qualitätssicherung und die dafür geeignete Methoden sinnvoll einsetzen und
anwenden.
  Literatur
Liggesmeyer, P.: Software-Qualität . Spektrum Akademischer Verlag 2002
Hoffmann, Dirk: Softwarequalität. Springer Verlag 2007 Weitere vertiefende Literaturquellen sind im Vorlesungsskript
angegeben
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Bachelor Ingenieurinformatik 2008
Der Absolvent der Vertiefungsrichtung soll das aktuelle Wissen und die Methodik der Ingenieurwissenschaften und der
Informatik zur Lösung von Problemen in der Medizintechnik einsetzen können. Er soll die besonderen Sicherheitsaspekte der
Medizintechnik kennen und bei der Lösung von technischen Problemen sowie bei der Überwachung technischer
Einrichtungen in der Medizin verantwortungsvoll einsetzen können. Der Absolvent soll die medizinische diagnostische und
therapeutische Fragestellung verstehen und geeignete technische Lösungen entwerfen und realisieren können. Er soll die
besonderen Aspekte bei der Wechselwirkung technischer Systeme mit dem menschlichen Körper kennen und
berücksichtigen. Der Absolvent soll die Grundprinzipien der klinischen Arbeitsweise bei diagnostischen und therapeutischen
Verfahren kennen.
Modulnummer:






AET 1+2, Mathematik 1+2
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss




Anatomie und Physiologie 1
WintersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Präsentation, Tafel, Anatomie am Lebenden, e-Learning (moodle)
Einführung: • Der Systembegriff • Der medizinische Normalitätsbegriff in Abgrenzung zum Pathologischen • Saluto- vs.
Pathogenese • Innere Logik der medizinischen Fächergliederung • Medizinische Terminologie Allgemeine Anatomie: •
Pariser Nomina Anatomica (PNA), Terminologia Anatomica • Orientierungsbegriffe. • Gewebegliederung, Grundbegriffe der
Zytologie Histologie. Spezielle Anatomie, Physiologie und relevante Biochemie folgender Systeme in speziell für
Ingenieurstudenten aufbereiteter Form: • Bewegungsapparat: o Muskulatur o Knochen o Gelenke (Diarthrosen,
Amphiarthrosen) o Interaktion des Muskels mit den übrigen Elementen des Bewegungsapparates o Kinematische Ketten •
Herz-Kreislauf-System: o Blut o Arterien vs. Venen, Definitionen, Aufbau, Funktionen o Flussbild Gesamtsystem,
Volumenströme, Drucke o Zeitaufgelöste Pumpfunktionen, Windkesseleffekt o Herzwandaufbau, Höhlen, Einbindung in die
Umgebung, topographische Konsequenzen o Herzmechanik o Erregungsbildung und -leitung • Atmung (äußere, innere): o
Äußere Atmung – Gastransport im Blut – Innere Atmung o Atemmechanik o Aufbau der Luftwege o Bilanzen der Gasströme,




Curriculares Abiturwissen Biologie, Chemie und Physik
  Lernergebnisse / Kompetenzen
Lernziele und erworbene Kompetenzen sind am Berufsbild "Biomedizinische Technik" orientiert.
1. Die Studierenden haben ein Grundverständnis für die innere logische Gliederung der Medizin (Wissenschaft und Praxis).
2. Die Studierenden können mit Ärzten und medizinischem Hilfspersonal fachlich korrekt und terminologisch verständlich
kommunizieren (Frage- und Antwortfähigkeit). 3. Die Studierenden besitzen Grundkenntnisse über Bau und Funktionen
ausgewählter Organsysteme: 3.a. Bewegungsapparat 3.b. Herz-Kreislauf-System 3.c. Atmungssystem 4. Die Studierenden
kennen die Grenzen ihrer medizinischen Kenntnisse und Fähigkeiten. Weitere Kapitel zum Themenkomplex werden in den
Veranstaltungen "Anatomie und Physiologie 2", "Elektro- und Neurophysiologie" / "Neurobiologie" und "Biokompatible
Werkstoffe" erarbeitet. 5. Die Studierenden kennen den Rechtsrahmen ärztlichen Handelns (wem ist unter welchen
Bedingungen mit Einwilligung des Patienten eine Körperverletzung erlaubt?).
  Literatur
Allgemeine Primärempfehlung (Prüfungswissen): • Aumüller et al.: Anatomie, MLP Duale Reihe, Thieme, Stuttgart. •
Silbernagel et al.: Taschenatlas der Physiologie. Thieme, Stuttgart.
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Biotechnische Chemie 2013







Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Röntgenstrahlung:
Röntgendiagnostische Technik - Begriffe, Zuordnung; Röntgendiagnostischer Prozess.
Röntgenstrahlenquellen - Diagnostikröntgenröhren, Anforderungen; Festanodenröntgenröhren; Drehanodenröntgenröhren,
Leistungsparameter, Elektrische Eigenschaften, Betriebsarten, Alterung, Herstellungstechnologie; Drehkolbenröhren;
Röntgendiagnostikgeneratoren, Arten, Überblick, Einpuls-Transformator-Generator, Konvertergenerator.
Streustrahlung – Entstehung; Wirkung auf den Kontrast; Minimierung der Streustrahlung, Am Ort der Entstehung,
Abstandstechnik, Streustrahlenraster.
Röntgenbildwandler - Fotografische Registrierung, Röntgenfilm,
Verstärkerfolien, Film-Folien-Systeme; Digitale Röntgenbildwandler, Möglichkeiten, Speicherphosphorfolien,
Flachbilddetektoren; Elektronenoptischer Röntgenbildverstärker, Aufbau, Bildwandlungen, Übertragungsverhalten,
Arbeitsmöglichkeiten; Röntgenfernsehen, Bildzerlegung, Digitales Röntgenfernsehen; Digitale Subtraktionsangiografie;
Dosisbedarf u. Auflösungsvermögen v. Röntgenbildwandlern. Computertomografie - Historische Entwicklung; Gerätetechnik,
Bilddarstellung und –auswertung; Aktuelle technische Entwicklungen; Abbildungsgüte.
Gammastrahlung:  
Nuklearmedizinische Technik - Begriffe; Nuklearmedizinische Methoden.
Radionuklide, Radiopharmaka - Möglichkeiten der Radionukliderzeugung; Radiopharmaka, Anforderungen.
Szintillationskamera – Kollimatoren; Aufbau; Detektion von Ort und Energie; Übertragungsverhalten.
Emmissions-Computertomographie – Prinzip; SPECT-Kamerasysteme..
  Inhalt
  Vorkenntnisse
Strahlenbiologie/Medizinische Strahlenphysik, Strahlungsmesstechnik, Signale und Systeme 1, Klinische Verfahren 1 -2
  Lernergebnisse / Kompetenzen
Die Kerninhalte orientieren sich überwiegend an methodenorientierten Kenntnissen der Bildsignalgenerierung im Ergebnis
des genutzten physikalischen Wechselwirkungsprozesses sowie der Übertragung, Visualisierung und Speicherung des
Bildsignales. Gerätetechnische Kenntnisse werden als aktuelle Anwendungsbeispiele gestaltet. Die Studierenden begreifen
Bilderzeugungssysteme in der Medizin als spezialisierten Gegenstands- und Methodenbereich der Biomedizinischen
Technik, der sich mit Analyse, Synthese und Optimierung sowie mit der Qualitätssicherung der Anwendung von
radiologischen Bilderzeugungssystemen in der Medizin beschäftigt. Die Studierenden sind in der Lage, auf der Ebene des
Signalübertragungsprozesses Aufbau und Funktion der Bilderzeugungssysteme zu erkennen und zu analysieren
einschließlich der Aufwärtseffekte der genutzten physikalischen Wechselwirkungsprozesse. Sie verstehen die komplexen
Zusammenhänge Bildgebender Systeme als technische Hilfsmittel zum Erkennen von Krankheiten. Sie sind in der Lage,
deren Aufwand, Nutzen und Risiko im medizinischen Versorgungs- und ärztlichen Betreuungsprozess zu bewerten.
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  Medienformen
Tafel, Arbeitsblätter, Powerpoint-Präsentation
PET – Prinzip; Positronenstrahler; Ortsdetektion; PET-Scanner.
  Literatur
    1.  Angerstein, W., Aichinger, H.: Grundlagen der Strahlenphysik und radiologischen Technik in der Medizin. 5. Aufl. Berlin:
Hoffmann 2005.
    2.  Buzug, T.M.: Computed tomography. From photon statistics to modern cone-beam CT : with 10 tables. Berlin: Springer
2008.
    3.  Dössel, O.: Bildgebende Verfahren in der Medizin. Von der Technik zur medizinischen Anwendung. Berlin: Springer
2000.
    4.  Kalender, W.A.: Computed tomography. Fundamentals, system technology, image quality, applications. 3rd rev. ed.,
Germany: Publicis Pub 2011.
    5.  Krieger, H.: Strahlungsquellen für Technik und Medizin. 1. Aufl. Wiesbaden: Teubner 2005.
    6.  Morneburg, H.: Bildgebende Systeme für die medizinische Diagnostik. Röntgendiagnostik und Angiographie,
Computertomographie, Nuklearmedizin, Magnetresonanztomographie, Sonographie, Integrierte Informationssysteme. 3. Aufl.
Erlangen: Publicis MCD Verl 1995.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008




Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Folien mit Beamer für die Vorlesung, Tafel, Computersimulationen. Whiteboard und rechentechnisches Kabinett für das
- Grundlagen der Statistik zur Analyse stochastischer Prozesse
- Stationarität, Ergodizität
- Leistungsdichtespektrum: Direkte und Indirekte Methoden
- Fensterung
- Periodogramm: Methoden nach Bartlett und Welch
- Schätzung von Korrelationsfunktionen: Erwartungstreue und Biasbehaftete
- Kreuzleistungsdichte und Kohärenz
- Spektrale Schätzung mit parametrischen Modellen, lineare Prädiktion
- Fourierreihe und –transformation, DFT, FFT
- Methoden der Zeit-Frequenzanalyse, Zeitvariante Verteilungen
- STFT und Spektrogramm




- Signale und Systeme
- Mathematik
- Medizinische Grundlagen
- Elektro- und Neurophysiologie
- Elektrische Messtechnik
- Prozessmess- und Sensortechnik
  Lernergebnisse / Kompetenzen
Die Studierenden kennen die wichtigsten Biosignale im Amplituden- und Frequenzverhalten. Sie sind in der Lage, die
grundlegenden Algorithmen und Abläufe zur Beschreibung spezifischer Biosignale zu analysieren und zu verstehen. Dabei
erwerben sie die Kompetenz, aus der Vielzahl der zur Verfügung stehenden Methoden die relevanten zur Lösung einer
speziellen Analyseaufgabe auszuwählen und die Möglichkeiten und Beschränkungen dieser zu bewerten. Die Studierenden
entwerfen eigene Lösungsansätze und Programme unter MatLab, um charakteristische Merkmale aus medizinischen
Beispieldaten zu extrahieren und zu klassifizieren. Sie sind dabei in der Lage, im Team diese Lösungen zu diskutieren und
zu beurteilen.
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Seminar
  Literatur
1. Bronzino, J. D. (Ed.): The Biomedical Engineering Handbook, Vol. I + II, 2nd ed., CRC Press, Boca Raton 2000
2. Husar, P.: Biosignalverarbeitung, Springer, 2010
3. Akay M.: Time Frequency and Wavelets in Biomedical Signal Proessing. IEEE Press, 1998
4. Bendat J., Piersol A.: Measurement and Analysis of Random Data. John Wiley, 1986
5. Hofmann R.: Signalanalyse und -erkennung. Springer Verlag, Berlin, Heidelberg, New York, 1998
6. Hutten H.: Biomedizinische Technik Bd.1 u. 3. Springer Verlag, New York, Berlin, Heidelberg, 1992
7. Proakis, J.G, Manolakis, D.G.: Digital Signal Processing, Pearson Prentice Hall, 2007
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008
Master Wirtschaftsingenieurwesen 2009
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT




Grundlagen der Medizinischen Messtechnik
ganzjährigTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Mitschriften, Folien, computerbasierte Präsentationen, Demonstration, Übungsaufgaben
Einführung: Grundkonzepte der medizinischen Messtechnik, spezifische Problemfelder bei Messungen am biologischen
Objekt, Anforderungen an medizinische Messverfahren und –geräte
Biomedizinische Sensoren: Physiologische Messgrößen, Physikalische Messprinzipien, medizinische Anwendungen,
bioelektromagnetische Sensoren, optische Sensoren in der Medizintechnik
Bioelektrische und biomagnetische Signale: Signalquellen, Eigenschaften, Erfassung bioelektrischer Potentiale, Erfassung
biomagnetischer Felder, Einfluss und Ausschaltung von Störsignalen




Mathematik 1-3, Physik 1-2, Anatomie und Physiologie 1, Elektro- und Neurophysiologie, Allgemeine Elektrotechnik 1-3,
Theoretische Elektrotechnik
  Lernergebnisse / Kompetenzen
Ziel der Veranstaltung ist es Grundlagen der Medizinischen Messtechnik zu vermitteln. Die Studierenden kennen und
verstehen die grundlegenden Messprinzipien in der Biomedizinischen Technik, die damit verbundenen spezifischen
Problemfelder und die Anforderungen an medizinische Messgeräte. Die Studierenden können vorliegende Messaufgaben im
biomedizinischen Umfeld analysieren, bewerten und geeignete Lösungsansätze entwickeln. Die Studierenden sind in der
Lage medizinische Messgeräte zu analysieren und zu bewerten. Die Studierenden kennen und verstehen Grundlagen der
Biomedizinischen Sensorik, deren Messgrößen und Prinzipien und sind in der Lage biomedizinische Sensoren zu
analysieren, zu bewerten, anzuwenden und in den Syntheseprozess bei medizinsicher Messtechnik einfließen zu lassen. Die
Studierenden kennen und verstehen Messtechnik für bioelektrische und biomagnetische Signale, können diese in der Klinik
und der Grundlagenforschung anwenden, analysieren und bewerten. Die Studierenden besitzen methodische Kompetenz bei
der Entwicklung von Messtechnik für bioelektrische und biomagnetische Signale. Die Studierenden sind in der Lage
messtechnische Sachverhalte in der Medizin klar und korrekt zu kommunizieren. Die Studierenden sind in der Lage
Systemkompetenz für medizinische Messtechnik in interdisziplinären Teams zu vertreten.
  Literatur
1. Hutten, H. (Hrsg.), Biomedizinische Technik Bd. 1, Springer-Verlag Berlin/Heidelberg/New York, 1992
2. Meyer-Waarden, K.: Bioelektrische Signale und ihre Ableitverfahren, Schattauer-Verlag Stuttgart/New York 1985
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3. Webster, J.G. (Ed.): Medical Instrumentation - Application and Design, Houghton Mifflin Co. Boston/Toronto, 1992
4. Bronzino, J. D. (Ed.): The Biomedical Engineering Handbook, Vol. I + II, 2nd ed., CRC Press, Boca Raton 2000
5. Malmivuo, J.: Bioelectromagnetism, Oxford University Press, 1995
6. Haueisen, J.: Numerische Berechnung und Analyse biomagnetischer Felder. Wissenschaftsverlag Ilmenau, 2004
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
Master Wirtschaftsingenieurwesen 2013 Vertiefung BT




Informationsverarbeitung in der Medizin
unbekanntTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Präsentation, Demonstration
• Einsatz von Informationsverarbeitungssystemen (IV) im ärztlich/pflegerischen sowie im wirtschaftlichen Bereich, Struktur
und Aufgaben der medizinischen IV; • Krankenhausinformationssysteme – Architektur, Automatisierungsgrad, Aufgaben; •
medizinische Dokumentation – Ziele, Umsetzung, konventionelle und elektronische Patientenakte, klinische
Basisdokumentation; • Datenschutz und Datensicherheit, Sicherheitskonzept; • elektronischer Datenaustausch – HL7,




  Lernergebnisse / Kompetenzen
• Die Studierenden haben ein Grundverständnis für den Aufbau und die Organisation des Gesundheitswesens • Die
Studierenden können mit Ärzten und medizinischem Hilfspersonal fachlich korrekt und terminologisch verständlich
kommunizieren. • Die Studierenden besitzen Grundkenntnisse über Datenverarbeitungsaufgaben und EDV-Systeme im
Krankenhaus. • Die Studierenden kennen den Rechtsrahmen ärztlichen Handelns (Datenschutz) und die daraus abgeleiteten
Aufgaben (Datensicherheit).
  Literatur
Seelos, H.-J.: Medizinische Informatik, Biometrie und Epidemiologie. De-Gruyter 1997 Lehmann, T.: Handbuch der
Medizinischen Informatik. Hanser 2005 Kramme, R. (Hrsg.): Medizintechnik - Verfahren, Systeme, Informationsverarbeitung.
Springer 2002 Haux, R.: Management von Informationssystemen: Analyse, Bewertung, Auswahl. Teubner 1998 Haas, P.:
Medizinische Informationssysteme und elektronische Krankenakte. Springer 2005 Jähn, K. e-Health. Springer 2004
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  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Elektrotechnik und Informationstechnik 2008








Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Präsentation, Demonstrationsobjekte, Demonstration von Fallbeispielen
Grundlagen der medizinischen Diagnostik (klinische Untersuchungsverfahren der ärztlichen Routinediagnostik, einfache
apparative Untersuchungstechniken, spezielle Therapieverfahren).
Krankheitsbilder:
- Herzkreislauferkrankungen mit Schwerpunkt auf Herzinfarkt, coronare Durchblutungsstörung, Herzklappenerkrankung,
angeborene Herzfehler
- Moderne interventionelle und operative Therapieverfahren bei Herz-Kreislauferkrankungen









- Herzschrittmachertherapie einschl. CRT
- Elektrochirurgie
- Lasertherapie und -diagnostik
  Inhalt
  Vorkenntnisse
1. Abiturwissen Biologie und Chemie
2. Medizinisches Grundlagenwissen in Tiefe und Umfang wie im Fach Anatomie und Physiologie 1 vermittelt
  Lernergebnisse / Kompetenzen
1. Die Studierenden verstehen die Grundprinzipien ärztlichen Handelns. 2. Die Studierenden besitzen Grundkenntnisse über
ausgewählte Krankheitsbilder (Klinik, Pathologie – Prävention, Diagnostik, Therapie). 3. Die Studierenden überblicken die
Möglichkeiten ausgewählter diagnostischer und therapeutischer Verfahren und verstehen die Zuordnung zu
Indikationsstellungen. 4. Die Studierenden kennen Bedeutung, Möglichkeiten und Grenzen der Epidemiologie. 5. Die
Studierenden besitzen einen Überblick über Berufsfelder und Zuständigkeiten in der Medizin sowie die relevanten
Rechtsnormen. 6. Die Studierenden können medizin-ethische Diskussionen fachlich fundiert verstehen und führen.
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  Literatur
Speziell zusammengestellter „Reader“
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013





Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Powerpoint-Folien, Demo-Applets
Die Kerninhalte konzentrieren sich auf begriffliches Wissen und Fakten aus der Biologie, soweit sie für das Verständnis der
informationsverarbeitenden Prozesse im Organismus erforderlich sind. Es werden die biologischen, biochemischen und
physikalischen Grundlagen der Signalentstehung, -weiterleitung und -verarbeitung auf unterschiedlichen Niveaus von
verschiedenen sensorischen Inputs zu Aktuatoren vermittelt, die Ansatzpunkte für eine Vielzahl diagnostischer und
therapeutischer Methoden in der Biomedizintechnik sind.
Die Lehrveranstaltung vermittelt sowohl Aufbau und Arbeitsweise von Rezeptoren, Organisation in rezeptiven Feldern;
Aufbau und Funktion von Neuronen, Physiologie der Membran, Informationsübertragung und -verarbeitung in neuronalen
Strukturen; elementare neuronale Verschaltungsprinzipien (Divergenz, Konvergenz, laterale Inhibition), biologisch orientierte
Neuronenmodelle unterschiedlicher Abstraktionsgrade; Neurobiologische Grundlagen und Formen der neuronalen
Informationsverarbeitungs- und Speicherprozesse; Funktionale Abgrenzung zentralnervöser Strukturen,




Anatomie und Physiologie (Prof. Witte)
  Lernergebnisse / Kompetenzen
Die Vorlesung Neurobiologische Informationsverarbeitung vermittelt ein Grundverständnis für die informationsverarbeitenden
Prozesse in Organismen.
Die Studierenden sind in der Lage, das erworbene Grundlagenverständnis prozess- und methodenorientiert in allen darauf
aufbauenden Fächern anzuwenden. Sie erwerben die Fähigkeiten, um auf der Basis der vermittelten Erkenntnisse über die
nervale Informationsverarbeitung in Organismen Möglichkeiten und Grenzen gemessener bioelektrischer Erscheinungen für
Therapie und Diagnostik zu analysieren und zu bewerten.
  Literatur
Schmidt, R. F., Thews, G. (Hrsg.): Physiologie des Menschen. Springer-Verlag, Berlin, Heidelberg,.., 1987 u. neuere
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Schmidt, R. F. (Hrsg.): Grundriß der Neurophysiologie. Springer-Verlag, Berlin, Heidelberg,.., 6. Aufl., 1987
Schmidt, R. F., Schaible, H.-G. (Hrsg.): Neuro- und Sinnesphysiologie. Springer-Verlag, Berlin, Heidelberg,.., 4. Aufl., 2001
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen




















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Arbeitsunterlagen für jedes einzelne Praktikum mit Grundlagen, Versuchsplatz, Versuchsaufgaben und Versuchsauswertung





  Lernergebnisse / Kompetenzen
Die Praktikumsinhalte orientieren sich an den Kerninhalten der Fächer. Die Studierenden vertiefen die methodischen
Kenntnisse durch experimentelle Verfahren und Ergebnisse. Sie erwerben praktische Fähigkeiten und Fertigkeiten auf
spezifisch technischer Wechselwirkungsebene und gleichzeitig Erfahrungen über Aufwand, Nutzen und Risiko
Biomedizinischer Technik und Medizinischer Informatik als technisches Hilfsmittel im medizinischen Versorgungs- und
Betreuungsprozess.
  Literatur
Versuchsbezogen aus der Anleitung zu entnehmen
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
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Pflichtkennz.:
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Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008




Technische Sicherheit und Qualitätssicherung in der Medizin
SommersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Mitschriften, Folien, computerbasierte Präsentationen, Demonstration, Übungsaufgaben
Einführung: Gefahrenquellen und Risiken im Krankenhaus, Patientensicherheit und technische Sicherheit Physiologie und
Pathologie der Stromeinwirkung: Begriffe, Definitionen, Körperimpedanz und Stromverteilung, Reaktionen des Organismus
auf äußere elektrische Energieeinwirkung, Stromschwellenwerte, Gefährdungsfaktoren und Grenzwerte, Elektrische
Stromeinwirkung am Herzen Schutzmaßnahmen gegen gefährliche Körperströme: Begriffe, Definitionen, Schutzklassen
elektrischer Geräte, Typen und Eigenschaften von Wechselstromnetzen, Maßnahmen zum Schutz gegen direktes und
indirektes Berühren Starkstromanlagen in medizinischen Einrichtungen: Begriffe, Definitionen, Schutz gegen gefährliche
Körperströme Elektrische Sicherheit von elektromedizinischen Geräten: Begriffe, Definitionen, Klassifikation der Geräte,
Ableitströme, Ersatzableitströme, Geräteprüfungen unter Einsatzbedingungen, Elektromagnetische Verträglichkeit Rechtliche
Regelungen für den Verkehr mit Medizinprodukten: Normen und Zuständigkeiten, Medizinproduktegesetz (MPG),
Medizinprodukte-Betreiberverordnung Qualitätssicherung: Begriffe, Grundlagen Qualitätssicherung in
Gesundheitseinrichtungen, Standard operating procedures, Zertifizierungs- und Akkreditierungsverfahren
  Inhalt
  Vorkenntnisse
Mathematik 1-3, Physik 1-2, Anatomie und Physiologie 1, Elektro- und Neurophysiologie, Allgemeine Elektrotechnik 1-3,
Grundlagen der Biomedizinischen Technik
  Lernergebnisse / Kompetenzen
Ziel der Veranstaltung ist es Technische Sicherheit und Qualitätssicherung in der Biomedizinischen Technik zu vermitteln.
Die Studierenden kennen und verstehen Gefahrenquellen und Risiken im Krankenhaus und bei medizintechnischen
Produkten. Die Studierenden können Gefahrenquellen und Risiken im Krankenhaus und bei medizintechnischen Produkten
analysieren und bewerten, sowie angemessene Maßnahmen zur Korrektur einleiten. Die Studierenden kennen und
verstehen die wesentlichen physiologischen Grundlagen der Stromeinwirkung auf den menschlichen Organismus. Die
Studierenden können grundlegende Effekte der Stromeinwirkung auf den Organismus analysieren und bewerten. Die
Studierenden kennen und verstehen die relevanten Normen und rechtlichen Reglungen für technische Sicherheit bei
medizintechnischen Produkten und können diese in der Praxis anwenden. Die Studierenden können medizintechnische
Geräte bezüglich wesentlicher sicherheitsrelevanter Aspekte analysieren und bewerten. Die Studierenden sind in der Lage,
basierend auf den geltenden Vorschriften, Prüfverfahren für medizintechnische Geräte zu entwerfen. Die Studierenden sind
in der Lage sicherheitsrelevante Prüfungsergebnisse medizintechnischer Geräte zu analysieren und zu bewerten. Die
Studierenden sind in der Lage sicherheitsrelevante Sachverhalte in der Biomedizinischen Technik klar und korrekt zu
kommunizieren.
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  Literatur
• Hutten, H. (Hrsg.), Biomedizinische Technik Bd. 1, Springer-Verlag Berlin/Heidelberg/New York, 1992 • Meyer-Waarden, K.:
Bioelektrische Signale und ihre Ableitverfahren, Schattauer-Verlag Stuttgart/New York 1985 • Webster, J.G. (Ed.): Medical
Instrumentation - Application and Design, Houghton Mifflin Co. Boston/Toronto, 1992 • Bronzino, J. D. (Ed.): The Biomedical
Engineering Handbook, Vol. I + II, 2nd ed., CRC Press, Boca Raton 2000 • Webster, J.G. and A.M. Cook: Clinical
Engineering - Principles and Practices, Prentice Hall/Englewood Cliffs, Bos-ton 1979 • Reilly, J.P. Electrical Stimulation and
Electropathology, Cambridge University Press, 1992 • Schmidt, R. F., Thews, G., Lang, F. (Hrsg.): Physiologie des
Menschen, 28. Aufl., Springer-Verlag Berlin/ Heidel-berg/ New York, 2000
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
Master Wirtschaftsingenieurwesen 2009
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
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Bachelor Ingenieurinformatik 2008
Fachkompetenz:
Die Studierenden kennen die grundlegenden Methoden zur Spezifikation und Bewertung von Kommunikationssystemen und
-netzen. Darüber hinaus können sie die Anforderungen an eine multimediale Kommunikation bestimmen und die zur
Erbringung notwendigen Mechanismen beschreiben. Des Weiteren sind sie vertraut mit Struktur und Funktionsweise
multimediafähiger Hard- und Softwaresysteme und beherrschen die Grundzüge der Mensch-Computer-Interaktion.
Methodenkompetenz:
Die Studierenden sind in der Lage, Verfahren zur Spezifikation und Simulation von Kommunikationssystemen und Netzen
anzuwenden und deren Ergebnisse zu interpretieren. Sie sind vertraut mit verschiedenen symmetrischen und
asymmetrischen kryptografischen Verfahren und kennen die Vorgehensweisen zur Integration von Sicherheitsdiensten in
Kommunikationsarchitekturen. Zusätzlich sind sie vertraut mit Algorithmen zur Audio-, Bild- und Videocodierung.
Modulnummer:
Univ.-Prof. Dr. rer. nat. Jochen Seitz
Modul:
Modulverantwortlich:
Multimediale Informations- und Kommunikationstechnik
8376
Lernergebnisse
Pflichtfächer der ersten vier Semester
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Tafel und Folien-Präsentationen
1. System- & Modellbegriff, Leistungskenngrößen, Grundtechniken der Leistungsbewertung (Experiment, Simulation,
theoretische Analyse)
2. Auffrischung grundlegender mathematischer Zusammenhänge: Zufallsexperiment, Stichprobe,
Wahrscheinlichkeitsdichtefunktion, Wahrscheinlichkeitsverteilungsfunktion, Mittelwert und Varianz, zentraler Grenzwertsatz,
Konfidenzintervall, Transientenerkennung
3. Simulative Leistungsbewertung: Discrete Event Simulation, prozessbasierte und ereignisgesteuerte Programmierung von
Simulationsmodellen, Fallbeispiel: OMNet++ ein objektorientiertes Discrete Event Simulation Framework, Simulation von
Queueing-Modellen mittels OMNet++, Ergebnisaufzeichnung und Auswertung
4. Analytische Leistungsbewertung: Grundbegriffe der Warteschlangentheorie, Kendall`s Notation, Ankunftsprozesse,
Bedienprozesse, Little`s Theorem, Markovprozesse, statistisches Gleichgewicht
5. Elementare Wartesysteme, Ermittlung der Leistungskenngrößen
6. Offene und geschlossene Wartesysteme, Methoden zur Bestimmung der Leistungskenngrößen (Das Jackson-Theorem für
offene Netze, Gordon/Newell -Theorem für geschlossene Netze.
7. Systematische Evaluierung großer Systeme
  Inhalt
  Vorkenntnisse
Hochschulzulassung; Vorlesung „Algorithmen und Programmierung“. Der vorherige Besuch der Vorlesung „Telematik 1“ wird
empfohlen.
  Lernergebnisse / Kompetenzen
    •  Fachkompetenz: Die Studierenden verfügen über Kenntnisse und Überblickswissen zur Leistungsbewertung von
Kommunikationssystemen mittels diskreter Ereignissimulation und mathematischer Modellierung mittels Markov-Ketten und
Warteschlangennetze. Die Studenten können Eigenschaften von Netzwerken erfassen und selbstständig evaluieren.
    •  Methodenkompetenz: Die Studierenden sind in der Lage, die grundlegende Verfahren und Methoden der
Leistungsbewertung zur Bestimmung von Leistungskenngrößen anzuwenden und die ermittelten Werte systematisch
auszuwerten.
    •  Systemkompetenz: Die Studierenden verstehen die grundlegenden Konzepte und Grenzen der diskreten Simulation
sowie der Modellierung mit Warteschlangensystemen.
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
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  Literatur
[1] A. M. Law, W. D. Kelton. Simulation Modeling and Analysis. McGraw-Hill.
[2] R. Jain. The Art of Performance Analysis. John Wiley & Sons
[3] G. Bolch. Leistungsbewertung von Rechensystemen. Teubner Verlag
[4] L. Kleinrock. Queuing Systems. John Wiley & Sons
  Detailangaben zum Abschluss
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Powerpoint-Folien, Tafelanschrieb, Tafelbilder, Audio-Beispiele, Folien im Internet
Grundlagen Audio/ Videocodierung
Grundlagen Übertragungscodierung / Kanalcodierung Systeme in der Praxis (DAB, DVB, H.32x, …), und relevante
Standards Vorlesungsübersicht:
1. Einführung - Geschichte
2. Quantisierung, AD- / DA-Umsetzer
3. Nachrichtentheorie: Modulation, Kanal-Codierung, Entropy Codierung
4. Redundanz, Gedächtnis von Quellen, Quellenmodelle
5. Quellencodierung (Prädiktion, Teilbandcodierung)
6. Psychophysik, Wahrnehmung - Auge und Ohr , Irrelevanz




Vorlesung, Übungen und Praktika Grundlagen der Medientechnik
  Lernergebnisse / Kompetenzen
Ausgehend vom Verständnis der Audiovisuelle Wahrnehmung von Auge und Ohr sind die Studierenden in der Lage,
relevante Relationen von Redundanz und Irrelevanz bei der Digitalisierung von Audio- und Videomaterial zu analysieren und
den vorgestellten Kompessions- und Codierverfahren zuzuordnen.
Die Studierenden entwickeln dabei ein Grundverständnis für die Problematik der Quellencodierung und kennen die in der
Audio- und Videotechnik angewandten Verfahren für Fehlerschutz und Kanalcodierung.
Die Sudierenden sind in der Lage, die grundsätzlichen Anforderungen an Übertragungssysteme im Medienbereich zu
charakterisieren und auszuwählen.
Fachkompetenz:
Kenntnisse der bereits in der Praxis eingeführten Verfahren
Methodenkompetenz:
Analyse der Anforderungen eines Übertragungssystems und Anwendung von technologischen Grundlagen zur
Problemlösung
  Literatur
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
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- A.V. Oppenheim, R.W. Schafer: Zeitdiskrete Signalverarbeitung, Oldenbourg, 2004
- Martin S. Roden: Digital Communication Systems, Prentice Hall, 1988
- K.D. Kammeyer: Nachrichtenübertragung, B.G. Teubner, Stuttgart, 2004
- Ohm, Lüke: Signalübertragung, Springer Verlag 2007
- N.S. Jayant, Peter Noll: Digital Coding of Waveforms, Principles and Applications to Speech and Video, Prentice Hall, 1984
- Reimers: Digitale Fernsehtechnik,Springer, Berlin 2007




  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
1. Einleitung: Bedrohungen und Sicherheitsziele, Sicherheitsanalyse für Netze, Maßnahmen der Informationssicherheit,
zentrale Begriffe der Kommunikationssicherheit
2. Grundbegriffe der Kryptologie: Überblick über kryptografische Verfahren; Angriffe auf kryptografische Verfahren;
Eigenschaften und Klassifizierung von Chiffrieralgorithmen
3. Symmetrische kryptografische Verfahren: Betriebsarten von Blockchiffren; der Data Encryption Standard (DES); der
Advanced Encryption Standard (AES); der RC4-Algorithmus, KASUMI
4. Asymmetrische kryptografische Verfahren: Grundidee asymmetrischer kryptografischer Verfahren; mathematische
Grundlagen; der RSA-Algorithmus; das Diffie-Hellman-Schlüsselaustauschverfahren; Grundlagen der Kryptografie auf
elliptischen Kurven
5. Kryptografische Prüfwerte: kryptografische Hashfunktionen, Message Authentication Codes; Message Digest 5 (MD5);
Secure Hash Algorithm SHA-1; SHA-2; SHA-3, Authentisierte Verschlüsselung
6. Die Erzeugung sicherer Zufallszahlen: Zufallszahlen und Pseudozufallszahlen; die Erzeugung von Zufallszahlen;
statistische Tests für Zufallszahlen; die Erzeugung kryptografisch sicherer Pseudozufallszahlen
7. Kryptografische Protokolle: Nachrichten- und Instanzenauthentisierung; Needham-Schroeder Protokoll; Otway-Rees
Protokoll; Kerberos v4 & v5; X.509-Schlüsselzertifikate; X.509-Authentisierungsprotokolle; Formale Bewertung
kryptografischer Protokolle
8. Sichere Gruppenkommunikation
9. Zugriffskontrolle: Begriffsdefinitionen und Konzepte; Security Labels; Kategorien von Zugriffskontrollmechanismen
  Inhalt
  Vorkenntnisse
Vorlesung „Telematik 1“ 
Der (ggf. gleichzeitige) Besuch der Vorlesung „Telematik 2“ wird empfohlen, ist jedoch keine notwendige Voraussetzung.
  Lernergebnisse / Kompetenzen
• Fachkompetenz: Die Studierenden verfügen über Kenntnisse und Überblickswissen zur Netzwerksicherung mittels
kryptografischer Verfahren. Ihnen sind gebräuchliche Sicherheitsprotokolle, ihre Einordnung in das Schichtenmodell und ihre
Eigenschaften bekannt.  Sie sind darüberhinaus in der Lage Sicherheitseigenschaften weiterer Protokolle eigenständig zu
analysieren.
• Methodenkompetenz: Die Studenten besitzen das erforderliche Überblickswissen zur Bewertung und Anwendung sicherer
Netzwerklösungen in der Informationstechnologie.
• Systemkompetenz: Die Studierenden verstehen das grundsätzliche Zusammenwirken der Komponenten von
Sicherheitsarchitekturen der Netzwerkkommunikation.
•Sozialkompetenz: Die Studierenden besitzen die grundlegende Fähigkeit sich in die Perspektive eines Angreifers zu
versetzen und aus diesem Blickwinkel heraus Schwachstellen in Protokollen und Systemen zu erkennen.
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
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  Medienformen
Vorlesung mit Tafel und Folien-Präsentationen, Arbeitsblätter. Lehrbuch
10. Integration von Sicherheitsdiensten in Kommunikationsarchitekturen:
11. Sicherheitsprotokolle der Datensicherungsschicht: IEEE 802.1Q, 802.1X, 802.1AE; PPP; PPTP
12. Die IPsec-Sicherheitsarchitektur
13. Sicherheitsprotokolle der Transportschicht: Secure Socket Layer (SSL); Transport Layer Security (TLS); Secure Shell
(SSH)
14. Sicherheitsaspekte der Mobilkommunikation
15. Sicherheit in drahtlosen lokalen Netzen: IEE 802.11; IEEE 802.11 Task Group i;
16. Sicherheit in GSM- und UMTS-Netzen
17. Sicherheit mobiler Internetkommunikation: Mobile IP
  Literatur
• G. Schäfer. Netzsicherheit - Algorithmische Grundlagen und Protokolle. dpunkt.verlag
• A. J. Menezes, P. C. Van Oorschot, S. A. Vanstone. Handbook of Applied Cryptography. CRC Press Series on Discrete
Mathematics and Its Applications, CRC Press
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
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Multimediale Informations- und Kommunikationstechnik
Bachelor Ingenieurinformatik 2008
Modul:
Interaktive Computergrafiksysteme / Virtuelle Realität
SommersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Scripte und Folienkopien
1. Teil: Grundzüge der Mensch-Computer Interaktion: Von Eingabegeräten über Betriebssystemunterstützung zur
Softwaretechnik. Aspekte der Benutzerfreundlichkeit anhand von Standardsoftware sowie Spezialanwendungen - Input
Handling (logical devices / GKS, request, sampling, event-mode, Vergleich der Methoden) - Softwaretechnologiekonzepte für
GUI: Objekt-orientiertes Event-handling / Widgets - GUI Design (Anforderungen und Entwurfsgrundsätze) - Softwaretechnik
für GUI: Aspect-orientierter Entwurf vs. objekt-orientierte Methoden, Entwurfsmuster, UIMS - Diskussion spezieller
Interaktions-Konzepte f. 2D- und 3D-Interaktion für das "Desktop Paradigma" (Usability Aspekte, Diskussion der
Entwurfsregeln an Beispiel-Anwendungen) 2. Teil beschäftigt sich mit speziellen Geräten und Methoden der Virtuellen und
Erweiterten Realität - Virtual Reality: Grundlagen & Geräte, Tracking Systeme - Augmented Reality: Geräte und Methoden
  Inhalt
  Vorkenntnisse
Grundlagen der Computergrafik Erwünscht: Objektorientiertes Programmieren
  Lernergebnisse / Kompetenzen
Die Vorlesung nähert sich dem vielschichtigen Thema grafisch interaktiver Mensch-Computerschnittstellen aus
verschiedenen Richtungen und schafft dadurch einen Überblick über die Methodiken. Studierende sollen mit den vermittelten
Grundagen (nach eventueller Vertiefung im Detail, bzw. mit geeigneten Softwarewerkzeugen) selbständig interaktive
Anwendungen entwerfen und umsetzen können.
  Literatur
1) Computer Graphics, Principles and Practice. J.D. Foley, A. van Dam, S.K. Feiner, J.F. Hughes, Addison-Wesley, 1991 2)
3D User Interfaces: Theory and Practice, Doug A. Bowman, Ernst Kruijff, Joseph J. Laviola, Addison-Wesley Longman,
Amsterdam (26. Juli 2004) 3) Video «Doing with Images Makes Symbols» (Dr. Alan Kay, 1987): Teil 1:
http://www.archive.org/details/AlanKeyD1987 Teil 2: http://www.archive.org/details/AlanKeyD1987_2 4) Design Patterns -
Elements of Reusable Object-Oriented Software. Erich Gamma, Richard Helm, Ralph Johnson und John Vlissides, Addison
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
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  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung, Video zur Vorlesung, Applets im Internet, Power-Point Präsentationen.
1. Einführung: Begriffe, Medien in Bezug zur menschlichen Sinneswahrnehmung 2. Audio: physikalische Grundlagen
(Hörbereich, Sensitivität), Sampling (Zeit-/ Frequenzbereich, Sample-Rate, Aliasing), MIDI (Kommandos, Schnittstelle,
Dateiformat) 3. Video: Farbmodelle (RGB, CMY, YUV, YIQ), Pixel, TV-Standards & Videosignale (NTSC, PAL, Composite
Video, S-Video, Digital Video) 4. Kompression: Anforderungen, Kodierungsverfahren (Entropie-Kodierung (Huffman, LZW),




Grundkenntnisse in Technischer Informatik und Rechnerarchitekturen
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verfügen über Kenntnisse und vertieftes Wissen zu Multimedia-Systemen und den
zugrunde liegenden Verarbeitungsalgorithmen und haben ein vertieftes Verständnis für die praktisch relevanten
Problemstellungen und deren Komplexität. Sie können abschätzen, für welche Medien bei welchen
Komprimierungsverfahren welcher Rechen- und Speicheraufwand entsteht. Sie können Eigenschaften menschlicher
Sinneswahrnehmungen in Bezug zu multimediafähigen Hardware-/Softwaresystemen stellen. Methodenkompetenz: Die
Studierenden sind in der Lage, Komprimierungsverfahren für digitale Medien zu klassifizieren und zu analysieren. Sie können
gegebene Informationsströme nach verschiedenen Verfahren komprimieren. Systemkompetenz: Die Studierenden sind in der
Lage, Multimedia-Systeme bzgl. Ihrer Leistungsfähigkeit und Einschränkungen einzuschätzen. Sozialkompetenz: Die
Studierenden erarbeiten in Teams Recherchen zu aktuellen Themen multimedialer Systeme und fassen diese in Form von
schriftlichen Arbeiten zusammen und präsentieren die Ergebnisse vor der Gruppe.
  Literatur
Ralf Steinmetz, Klara Nahrstedt: Multimedia Systems, Springer 2004, ISBN 3-540-40867-3 Ze-Nian Li and Mark S. Drew :
Fundamentals of Multimedia, ISBN: 0130618721, Prentice-Hall, Oct. 2003. Henning, Peter A.: Taschenbuch Multimedia,
Fachbuchverlag Leipzig, 2003 Hendrich, Norman: Vorlesung Medientechnologie, Uni Hamburg Ze-Nian Li and Mark S. Drew
: Fundamentals of Multimedia, Demos
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  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Literaturreferenzen Web-Ressourcen Programmieranleitungen
Wechselnde Aufgabenstellungen, die von den am Studienschwerpunkt Multimediale Informations- und




  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden vertiefen ihre in den Vorlesungen erworbenen grundlegenden Kenntnisse über
multimediale Informations- und Kommunikationssysteme an einem praktischen Beispiel.
Methodenkompetenz: Sie sind dadurch in der Lage, die bisher meist theoretisch behandelten Algorithmen und Verfahren
auch praktisch anzuwenden
Systemkompetenz: Die Studierenden werden durch die praktische Aufgabenstellung mit dem übergreifenden Ziel der
Realisierung von multimedialen Informations- und Kommunikationssystemen vertraut.
Sozialkompetenz: Die Studierenden erarbeiten praktische Lösungen, die sie abschließend in einem Vortrag darstellen und in
der Gruppe analysieren und bewerten.
  Literatur
Abhängig von der jeweiligen Themenstellung
4Leistungspunkte: Workload (h): 120 75Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2115Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
    1.  Einführung und Begriffsklärung
    2.  Spezifikation und Konformität
    3.  Protokollspezifikation mit endlichen Automaten
    4.  Abstract Syntax Notation One (ASN.1)
    5.  Einführung in die "Specification and Description Language"SDL
    6.  SDL-Basiskonstrukte für die Spezifikation von Prozessen
    7.  Strukturierung in SDL




  Lernergebnisse / Kompetenzen
Kommunikationsendgeräte und -netze sind aus dem heutigen Leben nicht mehr wegzudenken. Entsprechende Standards
ermöglichen es, dass Systeme verschiedener Hersteller miteinander kommunizieren können. Diese Standards müssen aber
einheitlich spezifiziert und unmissverständlich niedergeschrieben werden. Hierzu existieren verschiedene Mechanismen und
Vorgehensweisen, die in dieser Vorlesung behandelt werden. So lernen die Studierenden die Grundlagen einer formellen
Spezifikation kennen und können Kommunikationsprotokolle mit endlichen Automaten (englisch "Finite State Machines")
spezifizieren. Auf dieser Basis werden sie mit der Specification and Description Language (SDL) vertraut gemacht und üben
deren Anwendung am PC. Darüber hinaus beschäftigen Sie sich mit simulativer und analytischer Modellierung von
Kommunikationssystemen, um so die Vorteile der jeweiligen Modellierungsart verstehen zu können. Zudem lernen sie die
Grundzüge der Unified Modelling Language UML kennen. Schließlich bekommen sie einen Einblick in die Grundlagen der
Zuverlässigkeitstheorie. 
Fachkompetenz: Die Studierenden verfügen über grundlegende Kenntnisse verschiedener Verfahren zur Spezifikation und
Simulation von Kommunikationssystemen und -netzen.
Methodenkompetenz: Sie sind in der Lage, diese hinsichtlich ihrer Eigenschaften und Anwendbarkeit für konkrete
Problemstellungen zu bewerten. Darüber hinaus sind sie durch die Übungen mit einem konkreten verfahren (nämlich der
Specification and Description Language SDL) vertraut.
Systemkompetenz: Die Studierenden verstehen, wie eine Spezifikation für ein Kommunikationssystem zu lesen und zu
erstellen ist. Zudem kennen sie die wesentlichen Zielgrößen bei der Spezifikation von Kommunikationssystemen.
Sozialkompetenz: Die Studierenden erarbeiten Lösungen zu einfachen Spezifikationsaufgaben und können diese in der
Gruppe analysieren und bewerten.
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  Medienformen
Vorlesung mit Folein und Tafelanschrieb
Übungen mit Tafelanschrieb, Folien und aktiver Mitarbeit der Studierenden am Rechner (mit Spezifikations-Software)
    9.  Analytische Modellierung
    10.  Zuverlässigkeitsuntersuchungen
    11.  Unified Modeling Language UML
    12.  Netzsimulation mit verschiedenen Netzsimulatoren
  Literatur
    •  J. Seitz, M. Debes, M. Heubach, R. Tosse: Digitale Sprach- und Datenkommunikation. Netze - Protokolle - Vermittlung.
Fachbuchverlag Leipzig im Carl Hanser Verlag, 2007.
    •  O. Dubuisson: ASN.1 Communication between Heterogeneous Systems. http://asn1.elibel.tm.fr/en/book/, Juni 2000.
    •  J. Ellsberger, D. Hogrefe, A. Sarma: SDL Formal Object-oriented Language for Communicating Systems. Prentice Hall
Europe, 1997.
    •  F. Belina, D. Hogrefe, A. Sarma: SDL with Applications from Protocol Specification. Prentice Hall / Carl Hanser, 1991.
    •  Ulrich Hofmann: Modellierung von Kommunikationssystemen, Manz Verlag Schulbuch (Fortis), 2000.
    •  A. Birolini: Zuverlässigkeit von Geräten und Systemen. Springer-Verlag, 1997.
    •  K. Fall und K. Varadhan: The ns Manual (formerly ns Notes and Documentation), Juli 2006,
http://www.isi.edu/nsnam/ns/tutorial/index.html
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
Master Elektrotechnik und Informationstechnik 2014 Vertiefung IKT
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Bachelor Ingenieurinformatik 2008
Die Studierenden können
    •  fortgeschrittene automatisierungs- und systemtechnische Methoden in den genannten Fächern anwenden,
    •  Analyse-, Simulations- und Entwurfsaufgabenstellungen an praktisch relevanten Themenstellungen entwerfen, lösen und
bewerten sowie
    •  Experimente an praxisnahen Versuchsaufbauten ausführen.
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Pu Li
Modul:
Modulverantwortlich:
Technische Kybernetik - Automatisierung
8377
Lernergebnisse
Grundlagen der Mathematik, Physik, Elektrotechnik, Maschinenbau, Regelungs- und Systemtechnik 1 + 2
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Entwicklung an der Tafel, Folienpräsentationen, Simulationen,
Beiblätter, Übungsblätter und Simulationsbeispiele unter:
http://www.tu-ilmenau.de/regelungstechnik/
    •  Charakterisierung des Abtastregelkreises (Abtastung, Zustandsraumbeschreigung, Lösung von Systemen von
Differenzengleichungen, Eigenbewegungen, Stabilität, Abbildung der Eigenwerte durch Abtastung)
    •  Zustandsraumbeschreibung zeitdiskreter Systeme (Errreichbarkeit, Zustandsrückführung, Formel von Ackermann, Dead-
beat Regler, Beobachtbarkeit, Zustandsbeobachter, Separationsprinzip, PI-Regler mit Zustandsrückführung,
Störgrößenaufschaltung mit Zustandsbeobachter)
    •  Ein- Ausgangsbeschreibung von zeitdiskreten Systemen (z-Transformation, Übertragungsfunktion zeitdiskreter Systeme,
kanonische Realisierungen zeitdiskreter Übertragungsfunktionen)
    •  Reglerentwurf für Abtastsysteme im Frequenzbereich (Übertragungsfunktion eines Abtastsystems, diskreter
Frequenzgang, Tustin-Transformation, Frequenzkennlinienverfahren für Abtastsysteme, Wahl der Abtastzeit, Approximation
zeitkontinuierlicher Regler)
    •  Regelkreisarchitekturen (Störgrößenaufschaltung, Kaskadenregelung, Internal Model Control, Anti Wind-up Schaltung)
  Inhalt
  Vorkenntnisse
Abgeschlossenes gemeinsames ingenieurwissenschaftliches Grundstudium (GIG). Regelungs- und Systemtechnik 1
  Lernergebnisse / Kompetenzen
Nach erfolgreichem Abschluss des Moduls:
    •  Kennen die Studierenden die Beschreibung von Abtastsystemen und deren Anwendung auf digitale Regelungen.
    •  Kennen und verstehen die Studierenden die Beschreibung linearer zeitdiskreter Systeme im Zustandsraum sowie deren
Ein-Ausgangsverhalten als z-Übertragungsfunktion.
    •  Können die Studierenden zeitdiskrete Zustandsraummodelle auf ihre grundlegenden strukturellen Eigenschaften
untersuchen.
    •  Kennen die Studierenden die gängigen Verfahren zum Entwurf zeitdiskreter Regelungen und sind in der Lage diese
anzuwenden.
    •  Sind die Studierenden in der Lage typische Softwarewerkzeuge zur Analyse und zum Entwurf von digitalen Regelkreisen
zu verwenden.
    •  Können die Studierenden zeitdiskrete Regler auf gängigen Plattformen implementieren.
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2213Fachgebiet:
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lehre/digitale-regelungen
  Literatur
    •  Franklin, Powell, Workman, "Digital Control of Dynamic Systems, Addison Wesley, 1997
    •  Gausch, Hofer, Schlacher, "Digitale Regelkreise", Oldenbourg Verlag, 1993
    •  Goodwin, Graebe, Salgado, "Control System Design", Prentice Hall, 2001
    •  Horn, Dourdouma, "Regelungstechnik", Pearson, 2004
    •  Lunze, "Regelungstechnik 2", Springer, 2001
    •  Rugh, “Linear System Theory”, Prentice Hall, 1996
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008








Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT












V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Lernergebnisse / Kompetenzen
Nach erfolgreichem Abschluss des Moduls:
    •  Kennen die Studierenden die Beschreibung von Abtastsystemen und deren Anwendung auf digitale Regelungen.
    •  Kennen und verstehen die Studierenden die Beschreibung linearer zeitdiskreter Systeme im Zustandsraum sowie deren
Ein-Ausgangsverhalten als z-Übertragungsfunktion.
    •  Können die Studierenden zeitdiskrete Zustandsraummodelle auf ihre grundlegenden strukturellen Eigenschaften
untersuchen.
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  Medienformen
Entwicklung an der Tafel, Folienpräsentationen, Simulationen,
Beiblätter, Übungsblätter und Simulationsbeispiele unter:
http://www.tu-ilmenau.de/regelungstechnik/
lehre/digitale-regelungen
    •  Charakterisierung des Abtastregelkreises (Abtastung, Zustandsraumbeschreigung, Lösung von Systemen von
Differenzengleichungen, Eigenbewegungen, Stabilität, Abbildung der Eigenwerte durch Abtastung)
    •  Zustandsraumbeschreibung zeitdiskreter Systeme (Errreichbarkeit, Zustandsrückführung, Formel von Ackermann, Dead-
beat Regler, Beobachtbarkeit, Zustandsbeobachter, Separationsprinzip, PI-Regler mit Zustandsrückführung,
Störgrößenaufschaltung mit Zustandsbeobachter)
    •  Ein- Ausgangsbeschreibung von zeitdiskreten Systemen (z-Transformation, Übertragungsfunktion zeitdiskreter Systeme,
kanonische Realisierungen zeitdiskreter Übertragungsfunktionen)
    •  Reglerentwurf für Abtastsysteme im Frequenzbereich (Übertragungsfunktion eines Abtastsystems, diskreter
Frequenzgang, Tustin-Transformation, Frequenzkennlinienverfahren für Abtastsysteme, Wahl der Abtastzeit, Approximation
zeitkontinuierlicher Regler)
    •  Regelkreisarchitekturen (Störgrößenaufschaltung, Kaskadenregelung, Internal Model Control, Anti Wind-up Schaltung)
  Inhalt
  Vorkenntnisse
Abgeschlossenes gemeinsames ingenieurwissenschaftliches Grundstudium (GIG). Regelungs- und Systemtechnik 1
    •  Kennen die Studierenden die gängigen Verfahren zum Entwurf zeitdiskreter Regelungen und sind in der Lage diese
anzuwenden.
    •  Sind die Studierenden in der Lage typische Softwarewerkzeuge zur Analyse und zum Entwurf von digitalen Regelkreisen
zu verwenden.
    •  Können die Studierenden zeitdiskrete Regler auf gängigen Plattformen implementieren.
  Literatur
    •  Franklin, Powell, Workman, "Digital Control of Dynamic Systems, Addison Wesley, 1997
    •  Gausch, Hofer, Schlacher, "Digitale Regelkreise", Oldenbourg Verlag, 1993
    •  Goodwin, Graebe, Salgado, "Control System Design", Prentice Hall, 2001
    •  Horn, Dourdouma, "Regelungstechnik", Pearson, 2004
    •  Lunze, "Regelungstechnik 2", Springer, 2001
    •  Rugh, “Linear System Theory”, Prentice Hall, 1996
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008








Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Folien zur Vorlesung, Tafelanschrieb
Spezifikation von Automatisierungsaufgaben




Systematischer Entwurf von Steuerungen
Verifikation von Steuerungen





Keine Vorkenntnisse erforderlich (wünschenswert sind Vorkenntnisse in Regelungs- und Systemtechnik)
  Lernergebnisse / Kompetenzen
Die Studierenden erwerben die Grundlagen zur Modellierung, Steuerung und Verifikation diskreter Systeme. Die
Veranstaltung ist somit eine ideale Ergänzung zur Regelungs- und Systemtechnik, in der die Regelung kontinuierlicher
Systeme gelehrt wird. Neben den theoretischen Grundlagen werden auch in der Praxis verbreitete Programmiersprachen
nach der Norm IEC 61131-3 zur Implementierung von Steuerungen vermittelt.
 
  Literatur
L. Litz: Grundlagen der Automatisierungstechnik, Oldenbourg Wissenschaftsverlag, 2005.
J. Lunze: Automatisierungstechnik, Oldenbourg Wissenschaftsverlag, 2008.
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Pflichtfach
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  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
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Technische Kybernetik - Automatisierung
Bachelor Ingenieurinformatik 2008
Modul:
Labor Automatisierungstechnik und Systemtechnik
unbekanntTurnus:
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  Medienformen
Versuchsanleitungen (im Internet verfügbar), Vorlesungsskripte, Lehrbücher
Versuche: Industrielle Kompaktregler, SPS-Programmierung, Ausgewählte Methoden der Korrelationsanalyse, Methoden der
statischen Modellbildung, Nichtlineare Optimierung, Mehrgrößenregelungen - Dreitanksystem, Numerische
Integrationsverfahren zur Lösung von Simulationsaufgaben
  Inhalt
  Vorkenntnisse
Grundlagen der Automatisierungs-, Regelungs-, Systemtechnik, Prozessoptimierung 1, Simulation, Modellbildung,
Prozessanalyse
  Lernergebnisse / Kompetenzen
Anwendung der erworbenen Kenntnisse in Vorlesungen und Seminaren an industriell eingesetzten Reglern und
speicherprogrammierbaren Steuerungen; Anwendung von Modellbildungs- und Prozessanalysemethoden an
praxisrelevanten Aufgabenstellungen; Auslegung von Mehrgrößenregelungen und Test am Laboraufbau Dreitanksystem;
Formulierung und Lösung von Simulations- und Optimierungsaufgaben unter Anwendung unterschiedlicher Methoden mit
Praxishintergrund
  Literatur
Lehrbücher zu Automatisierungs-, Regelungs-, Systemtechnik, Modellbildung, Systemanalyse, Parameteroptimierung,
Simulation
2Leistungspunkte: Workload (h): 60 38Anteil Selbststudium (h): SWS: 1.0
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Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Die Teilnehmer arbeiten mit der spezifischen Hard- und Software der Versuche. Es gibt zu jedem Versuch eine Beschreibung
(als PDF im Netz verfügbar) zur Vorbereitung und Begleitung des Versuchs.
Analyse linearer Systeme im Zeit- und Frequenzbereich; Realisierung von Reglern; Linearer einschleifiger Regelkreis;
Steuerung einer Flaschenfüllanlage mit einer speicher-programmierbaren Steuerung bzw. Ablaufsteuerung für ein Parkhaus;
Ausgewählte Aspekte der Korrelationsanalyse; Methoden der statischen Modellbildung; Nichtlineare Optimierung;
Mehrgrößenregelungen, Dreitanksystem; Modell-prädiktive Regelung; Industrieller Kompaktregler an einer Wärmestrecke;
Einführung SPS-Programmierung; Regelung am Modell eines chemischen Reaktors (8 aus 12 Versuchen)
  Inhalt
  Vorkenntnisse
Grundlagen der Regelungstechnik, z.B. aus den Vorlesungen Regelungs- und Systemtechnik 1 und 2
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden können für typische Aufgabenstellungen Regler entwerfen und in Betrieb nehmen.
Ebenso können sie einfache Automatisierungsaufgaben lösen. Methodenkompetenz: Die Studierenden kennen verschiedene
Möglichkeiten der Reglerrealisierung und können einen geeigneten Ansatz für ein gegebenes Projekt auswählen. Sie
gewinnen Erfahrung über spezifische Realisierungsprobleme (z.B. Skalierung von Größen, Wirkung von Störungen).
Systemkompetenz: Die Studierenden kennen Software- und Hardware-Lösungen für den Reglerentwurf. Auf dieser Basis ist
es Ihnen bei zukünftigen Projekten möglich, geeignete Lösungen effizient umzusetzen. Sozialkompetenz: Die
Praktikumsversuche werden in Gruppen bearbeitet. Teamarbeit und arbeitsteiliges Arbeiten wird so erlernt.
  Literatur
Föllinger, O: Regelungstechnik, 10. Auflage, Hüthig, 2008. Lunze, J.: Regelungstechnik 1 - Systemtheoretische Grundlagen,
Analyse und Entwurf einschleifiger Regelungen, Springer, 7. Auflage, 2008. Lunze, J.: Regelungstechnik 2 -
Mehrgrößensysteme. Digitale Regelung, Springer, 5. Auflage, 2008.
2Leistungspunkte: Workload (h): 60 49Anteil Selbststudium (h): SWS: 1.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2213Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Präsentation, Vorlesungsskript, Tafelanschrieb, Übungen im PC-Pool, Hausbeleg am PC
Einführung in MATLAB/Simulink; Kopplung zu anderen Simulationssystemen/-sprachen; Numerische Integration von
Differenzialgleichungssystemen, Beispiele; Simulation dynamischer Systeme mittels SIMULINK, Beispiele;
Regelungstechnik: Ein-/ Ausgangsmodelle, Zustandsraummodelle, kontinuierliche und zeitdiskrete Modelle,
Modelltransformationen, Stabilitätsprüfung, regelungstechnische Analyse- und Syntheseverfahren im Zeit-, Frequenz- und
Bildbereich, zugehörige Tools, Beispiele; Formulierung und Lösung von Optimierungsaufgaben, Beispiele
  Inhalt
  Vorkenntnisse
Grundlagen der Mathematik, der Physik, der Elektrotechnik sowie Regelungs- und Systemtechnik 1 + 2
  Lernergebnisse / Kompetenzen
Die Studierenden können die Grundzüge des Simulationssystems MATLAB/Simulink und dessen Kopplungsmöglichkeiten zu
anderen Simulationssystemen/   -sprachen beschreiben. Sie wenden numerische Integrationsverfahren zur Lösung von
Differenzialgleichungssystemen an. Sie sind in der Lage, Simulationsaufgabenstellungen mit der grafischen
Benutzeroberfläche von Simulink zu implementieren und zu lösen. Typische Simulationsaufgaben im regelungstechnischen
Umfeld (Nutzung unterschiedlicher Modellbeschreibungen, Stabilitätsprüfung, Analyse und Syntheseaufgaben) werden durch
die Studierenden analysiert und entwickelt. Ebenso werden lineare und nichtlineare Optimierungsaufgabenstellungen
charakterisiert, beurteilt und entworfen, um mit Optimierungsverfahren gelöst zu werden. In einem benoteten Hausbeleg
weist jeder Studierende seine Fähigkeit nach, mit dem vorgestellten Simulationswerkzeug MATLAB/Simulink eine gestellte
Aufgabe zu lösen und auszuwerten.
  Literatur
Biran, A., Breiner, M.: MATLAB 5 für Ingenieure, Addison-Wesley, 2000.
Bossel, H.: Simulation dynamischer Systeme, Vieweg, 1987.
Bossel, H.: Modellbildung und Simulation, Vieweg, 1992.
Dorf, R.C., Bishop, R.H.: Moderne Regelungssysteme. Pearson Studium. 2006
Hoffmann, J.: MATLAB und SIMULINK, Addison-Wesley, 1998.
Franklin, G.F., Powell, J.D., Emami-Naeini, A.: Feedback control of dynamic systems. Pearson Education. 2006
Hoffmann, J., Brunner, U.: MATLAB und Tools: Für die Simulation dynamischer Systeme, Addison-Wesley, 2002.
Lunze, J.: Regelungstechnik 1. Springer. 1999
Lunze, J.: Regelungstechnik 2. Springer. 1997
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Papageorgiou, M.: Optimierung. Oldenbourg. 1991
Scherf, H.E.: Modellbildung und Simulation dynamischer Systeme, Oldenbourg, 2003.
Schwetlick, H., Kretzschmar, H.: Numerische Verfahren für Naturwissenschaftler und Ingenieure, Fachbuchverlag Leipzig,
1991.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
Master Elektrotechnik und Informationstechnik 2014 Vertiefung AST
Master Wirtschaftsingenieurwesen 2009
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2013 Vertiefung AT
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Optimierung des Designs und des Betriebs industrieller Prozesse
• Lineare und Nichtlineare Programmierung
• Mixed-Integer Optimierung
• Anwendung von Optimierwerkzeugen (GAMS) am Rechner
• Praktische Anwendungsbeispiele
Lineare Programmierung:
Theorie der linearen Programmierung, Freiheitsgrad, zulässiger Bereich, graphische Darstellung/Lösung, Simplexmethode,
Dualität, Mischungsproblem, optimale Produktionsplanung.
Nichtlineare Optimierung:
Konvexitätsanalyse, Probleme ohne und mit Nebenbedingungen, Optimalitätsbedingungen, Methode des goldenen Schnitts,
das Gradienten-, Newton-, Quasi-Newton-Verfahren, Probleme mit Nebenbedingungen, Kuhn-Tucker-Bedingungen, SQP-
Verfahren (Sequentiell Quadratische Programmierung), „Active-Set“-Methode, Approximation der Hesse-Matrix, Anwendung
in der optimalen Auslegung industrieller Prozesse.
Mixed-Integer Nichtlineare Programmierung (MINLP):
Mixed-Integer Lineare und Nichtlineare Programmierung (MILP, MINLP), Branch-and-Bound-Methode,  Master-Problem,
Optimierungssoftware GAMS, Anwendung im Design industrieller Prozesse.
  Inhalt
  Vorkenntnisse
Grundlagen der Mathematik, Physik,  Elektrotechnik, Regelungs- und Systemtechnik
  Lernergebnisse / Kompetenzen
Die Studierenden können
    •  die Grundlagen, Problemstellungen und Methoden der statischen Prozessoptimierung klassifizieren,
    •  Methoden und Werkzeuge anwenden,
    •  unterschiedliche Problemstellungen und mathematische Herleitungen  analysieren und generieren sowie
Anwendungsfälle für industrielle Prozesse analysieren, entwickeln und bewerten.
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U. Hoffmann, H. Hofmann: Einführung in die Optimierung. Verlag Chemie. Weinheim. 1982
T. F. Edgar, D. M. Himmelblau. Optimization of Chemical Processes. McGraw-Hill. New York 1989
K. L. Teo, C. J. Goh, K. H. Wong. A Unified Computational Approach to Optimal Control Problems. John Wiley & Sons. New
York. 1991
C. A. Floudas: Nonlinear and Mixed-Integer Optimization. Oxford University Press. 1995
L. T. Biegler, I. E. Grossmann, A. W. Westerberg. Systematic Methods of Chemical Process Design. Prentice Hall. New
Jersey. 1997
M. Papageorgiou. Optimierung. Oldenbourg Verlag. München. 2006
J. Nocedal, S. J. Wright. Numerical Optimization. Springer-Verlag. 1999
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
Master Mechatronik 2008
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
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Technische Kybernetik - Automatisierung
Bachelor Ingenieurinformatik 2008
Modul:
Regelungs- und Systemtechnik 3
unbekanntTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen





Abgeschlossenes gemeinsames ingenieurwissenschaftliches Grundstudium (GIG),
Regelungs- und Systemtechnik 2 – Profil EIT
  Lernergebnisse / Kompetenzen
    •  Die Studierenden können Normalformen für lineare Mehrgrößensysteme beim Regelungs- und Beobachterentwurf
gezielt einsetzen.
    •  Die Studierenden kennen die wichtigsten Eigenschaften von Übertragungsfunktionen im Mehrgrößenfall und können
deren Einfluß auf die Performance im Regelkreis bewerten.
    •  Die Studierenden sind befähigt, die gängigen Sensitivitätsfunktionen im Standardregelkreis zu bestimmen und beim
Reglerentwurf, z.B. im loop-shaping-Verfahren zu nutzen.
    •  Die Studierenden verstehen die Relevanz von Matrix-Riccati-Differentialgleichungen beim optimierungsbasierten Entwurf
und können diese numerisch lösen.
    •  Die Studierenden sind in der Lage, auf quadratischen Gütefunktionalen basierende Regelungen und Beobachter zu
entwerfen.
    •  Die Studierenden können robuste Ausgangsrückführungen entwerfen.
  Literatur
    •  Antsaklis, P., Michel, A., A Linear Systems Primer, Springer, 2007
    •  Sánchez-Peña, R., Sznaier, M., Robust Systems: Theory and Applications, Wiley, 1998
    •  Skogestad, S., Postlethwaite, I., Multivariable Feedback Control - Analysis and Design, Wiley, 2005
    •  Zhou, K., Doyle, J.C., Essentials of Robust Control, Prentice Hall, 1997
    •  Zhou, K., Doyle, J.C., Glover, K., Robust and Optimal Control, Prentice Hall, 1995
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  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
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  Medienformen
Die Konzepte werden während der Vorlesung an der Tafel entwickelt. Über Beamer steht ergänzend das Skript mit
Im Rahmen der Veranstaltungen werden Methoden zur Identifikation von zeitabhängigen Signalen und dynamischen
Systemen vermittelt.
Als Einstieg steht zunächst die Signalanalyse im Vordergrund.  Dazu werden zuerst einfache, modellfreie Ansätze 
vorgestellt, die z.B. zur Verarbeitung von Primärdaten genutzt werden können. Anschließend werden deterministische und
stochastische Signalmodelle eingeführt.
Der zweite Schwerpunkt liegt in der experimentellen Analyse zeitkontinuierlicher Systeme. Es werden nicht-periodische,
periodische und stochastische Testsignale am Systemeingang unterschieden und überwiegend nicht-parametrische Modelle
(wie beispielsweise ein Frequenzgang) bestimmt.
Der dritte Schwerpunkt ist der Identifikation zeitdiskreter Systeme gewidmet. Wie kann aus der Messung von Systemein- und
-ausgang ein parametrisches Modell, z.B. in Form einer Übertragungsfunktion bestimmt werden? Erweiterungen betreffen
nichtlineare und stochastische Systeme.
Im vierten und letzten Vorlesungsschwerpunkt werden Online-Verfahren vorgestellt, mit deren Hilfe Zustände bzw.
Parameter  im laufenden Betrieb des Systems fortwährend ermittelt werden können.
Gliederung:
Signalmodelle (1. Primärdatenverarbeitung, 2. Signalmodelle)
Experimentelle Analyse zeitkontinuierlicher Systeme  (3. Nichtperiodische Testsignale, 4. Periodische Testsignale, 5.
Stochastische Testsignale)
Experimentelle Analyse zeitdiskreter Systeme (6. Least-Square Identifikationsverfahren, 7. Erweiterung auf nichtlineare
Systeme, 8. Erweiterung auf stochastische Systeme)
Online-Verfahren (9. Parameterschätzung, 10. Kalman-Filter)
  Inhalt
  Vorkenntnisse
Vorausgesetzt wird der erfolgreiche Abschluss der „Regelungs- und Systemtechnik 1“. Hilfreiche, aber nicht zwingend
erforderliche Grundlagen bieten die Veranstaltungen „Reglungs- und Systemtechnik 2“ und „Modellbildung“.   
  Lernergebnisse / Kompetenzen
Die Hörer und Hörerinnen kennen Modellansätze zur Beschreibung technischer Prozesse oder gemessener Signalverläufe
und können diese Modelle auf Basis von Messdaten offline oder online identifizieren.  Sie verstehen die Methoden und
Algorithmen zur Identifikation und Analyse dynamischer Systeme und können diese in Bezug auf ein konkretes Projekt
bewerten, auswählen und anpassen.
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Beispielen und Zusammenfassungen zur Verfügung. Zur Veranschaulichung werden numerische Simulationen gezeigt.
Das Skript kann im Copyshop erworben oder im PDF-Format frei herunter geladen werden. Auf der Vorlesungs-Webseite
finden sich weiterhin aktuelle Informationen, Übungsaufgaben und Unterlagen zur Prüfungsvorbereitung.
  Literatur
    •  R. Isermann, M. Münchhof: Identification of Dynamic Systems – An Introduction with Applications, Springer Verlag, 2011
    •  D. Schröder: Intelligente Verfahren – Identifikation und Regelung nichtlinearer Systeme, Springer 2010
    •  J. Wernstedt: Experimentelle Prozessanalyse, VEB Verlag Technik, 1989
    •
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
Master Fahrzeugtechnik 2009
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  Medienformen
Die Konzepte werden während der Vorlesung an der Tafel entwickelt. Zur Veranschaulichung werden Overhead-Projektionen
eingefügt. Ein Script im PDF-Format wird angeboten.
Grundlagen wissensbasierterter Systeme (Wissensarten, Wissensdarstellung/-repräsentation, Architekturen, Design),
Methoden der Entscheidungstheorie (Entscheidungssituationen, Darstellung der Entscheidungssituationen,
Entscheidungsregeln bei Ungewissheit, Entscheidungsregeln bei Risiko), Automatische Klassifikation (Grundlagen, Bayes-
Klassifikator, Abstandsklassifikatoren, Trennfunktionsklassifikatoren, Punkt-zu-Punkt-Klassifikator), Expertensysteme
(Darstellung deklarativen Wissens, Suchstrategien, Besonderheiten großer Fuzzy-Systeme)
  Inhalt
  Vorkenntnisse
Prozessanalyse/Modellbildung, Wahrscheinlichkeitsrechnung/Statistik, Fuzzy Control (von Vorteil)
  Lernergebnisse / Kompetenzen
Der Hörer erhält eine Übersicht über Konzepte und Methoden des Entwurfs wissensbasierter Systeme. Er soll in die Lage
versetzt werden, solche Systeme eigenständig designen zu können. Die Vorlesung soll darüber hinaus die methodische und
begriffliche Basis legen, um sich spezielle Lösungsansätze aus Textbüchern oder Veröffentlichungen aneignen zu können.
  Literatur
    •  H. Laux: Entscheidungstheorie, Springer Verlag 2005
    •  H. Wiese: Entscheidungs- und Spieltheorie, Springer Verlag 2002
    •  F. Puppe: Einführung in Expertensysteme, Springer Verlag 1991
    •  H. H. Bock: Automatische Klassifikation, Vandenhoeck & Ruprecht 1971
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  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
Master Wirtschaftsingenieurwesen 2009
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
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Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden kennen die Grundprinzipien der modernen Telekommunikationstechnik mit besonderem
Schwerpunkt auf dem Gebiet der mobilen, drahtlosen Nachrichtenübertragung. Sie verstehen und beherrschen die
grundlegenden Prinzipien der analogen und digitalen Signalverarbeitung, der Antennen und Wellenausbreitung, der
Modulation und Kodierung sowie der Funkzugriffsverfahren. Sie kennen die Grundprinzipien digitaler Funknetze und der
Funktionsmechanismen von digitalen Empfängern und Sendern für Mobilfunk, Satellitenfunk und Rundfunksysteme. Sie
beherrschen die grundsätzlichen Methoden des Entwurfs, der Simulation und der Evaluierung analoger und digitalen
Komponenten von Funksystemen. Methodenkompetenz: Die Studierenden sind in der Lage, die Funktion des Physical
Layers moderner mobile Funksysteme zu verstehen und zu analysieren. Sie können einfache Antennen- und
Hochfrequenzschaltungen entwerfen, aufbauen und meßtechnisch charakterisieren. Sie können die grundsätzlichen
Algorithmen der Funkschnittstelle in einer Simulationssprache programmieren und verstehen die Wege zur Implementierung
auf dedizierter Hardware.
Modulnummer:






Signal- und Systemtheorie, Elektrische und Elektronische Messtechnik, Grundlagen der Elektrotechnik, Analoge
Schaltungstechnik
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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    •  Grundbegriffe der Informationstheorie (Fortsetzung)
- Differentielle Entropie und Transinformation für kontinuierliche Quellen
- Informationstheoretisches Kapazitätstheorem
- Realisierungsgrenzen beim Systementwurf
    •  Stochastische Prozesse
- Zeitmittelwerte von deterministischen Signalen
- Fouriertransformierte (Spektralfunktion) der AKF o Kreuzkorrelationsfunktionen und zugehörige Spektralfunktionen
- Korrelationsempfang gestörter periodischer Signale
- Abgetastete stochastische Vorgänge
 
    •  Stochastische Signale und lineare zeitinvariante Systeme
- Linearer Mittelwert des Ausgangssignals
- AKF des Ausgangssignals
- Spektrale Leistungsdichte des Ausgangssignals
  Inhalt
  Vorkenntnisse
Pflichtfächer in den Semestern 1 bis 4
  Lernergebnisse / Kompetenzen
In der Vorlesung "Informationstechnik" wurde den Studenten wichtiges Basiswissen über diskrete Modulationsverfahren
sowie informationstheoretische Aspekte der Nachrichtenübertragung vermittelt. Die vorliegende Vorlesung vervollständigt
zunächst die Kenntnisse der Studenten über die realisierungstechnischen Grenzen der Nachrichtenübertragung, indem
kontinuierliche Kanäle und Quellen informationstheoretisch betrachtet werden. Im Anschluss wird den Studenten der sichere
Umgang mit stochastischen Prozessen im Kontext mit dem Übertragungssystem vermittelt. Die Studenten lernen
vollständigere Beschreibungsmöglichkeiten nicht-determinierter Stör- bzw. Nutzsignale kennen, können den Einfluss des
Systems auf diese Signale untersuchen und Systemarchitekturen angeben, die auf unterschiedliche Störeinflüsse im Sinne
bestimmter Gütekriterien (wie das Signal-Rauschverhältnis) optimal angepasst sind. Das vermittelte Wissen auf dem Gebiet
der statistischen Signalbeschreibung bildet die Grundlage für die Betrachtung von Vielfachzugriffssystemen auf der Basis von
Spreiz- und Mehrträgerverfahren. Die Studenten lernen das Grundprinzip der Verfahren sowohl bei Eigeninterferenzen (z.B.
durch Mehrwegeausbreitung) oder durch Multiuser-Interferenzen kennen und verstehen.
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  Medienformen
Entwicklung auf Präsenter und Präsentation von Begleitfolien über Videoprojektor. Folienscript und Aufgabensammlung im
Copy-Shop oder online erhältlich Literaturhinweise online
- Mittlere Leistung des Ausgangssignals (Berechnung im Frequenz- und Korrelationsbereich)
- KKF zwischen Eingangs- und Ausgangssignal o Frequenzinvariante Systeme und stochastische Signale 
 
    •  Komplexe Signale und Systeme
- Komplexwertige stochastische Prozesse
- Basisbanddarstellung stochastischer Bandpasssignale
 
    •  Nachrichtenübertragung über Kanäle mit additiven Rauschstörungen
- Signalangepasste Filterung (Matched Filter)
- Kosinus-Roll-Off-Filter o Korrelationsempfänger (Wdh.)
- Signalangepasstes Filter für farbiges Rauschen
 
    •  Nachrichtenübertragung mittels orthogonaler Signale
- Vielfachzugriffsverfahren
- TDMA, FDMA
- Code Division Multiple Access (CDMA)
- Spreizung bei DS-CDMA
- Einfluss von Interferenz





    •  C. E. Shannon, ''A mathematical theory of communication,'' Bell System Technical Journal, vol. 27, pp. 379-423 and 623-
656, July and October, 1948.
    •  D. Kreß and D. Irmer, Angewandte Systemtheorie. Oldenbourg Verlag, München und Wien, 1990.
    •  S. Haykin, Communication Systems. John Wiley & Sons, 4th edition, 2001.
    •  F. Jondral and A. Wiesler, Grundlagen der Wahrscheinlichkeitsrechnung und stochastischer Prozesse für
Ingenieure. Teubner Verlag, Stuttgart/Leipzig, 2000.
    •  A. Papoulis, Probability, Random Variables, and Stochastic Processes. McGraw-Hill, 2nd edition, 1984.
 
    •  A. Fettweis, Elemente nachrichtentechnischer Systeme. Teubner Verlag, 2. Auflage, Stuttgart/Leipzig, 1996.
    •  J. R. Ohm and H. D. Lüke, Signalübertragung. Springer Verlag, 8. Auflage, 2002.
 
    •  J. G. Proakis and M. Salehi, Grundlagen der Kommunikationstechnik. Pearson Education Deutschland GmbH, 2004.
    •  K.-D. Kammeyer, Nachrichtenübertragung. Teubner Verlag, 3 ed., 2004.
 
    •  I. A. Glover and P. M. Grant, Digital Communications. Person Prentice Hall, 1 ed.
  Detailangaben zum Abschluss
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  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Ingenieurinformatik 2008
Master Wirtschaftsingenieurwesen 2009
Master Wirtschaftsingenieurwesen 2009 Vertiefung ET
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ET
Master Wirtschaftsingenieurwesen 2011 Vertiefung ET
Master Wirtschaftsingenieurwesen 2013 Vertiefung ET




Analoge und digitale Filter
SommersemesterTurnus:
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Analoge Filter
    •  Grundlagen
- Phasen- und Gruppenlaufzeit, Dämpfung
- Paley-Wiener-theorem
- Laplace-Transformation
- Minimalphasen- und Allpasskonfiguration
- Randbedingungen für den Dämpfungsverlauf
 
    •  Filter 1. Ordnung
Tiefpass, Hochpass, Shelving-Tiefpass, Shelving-Hochpass, Allpass
    •  Filter 2. Ordnung
  Inhalt
  Vorkenntnisse
Signale und Systeme 1, Signale und Systeme 2
  Lernergebnisse / Kompetenzen
In der Vorlesung 'Analoge und digitale Filter' lernen die Studenten Methoden kennen, um sowohl analoge als auch digitale
Filter entwerfen und analysieren zu können. Im ersten Teil -- analoge Filter -- werden zunächst Filter 1. und 2. Ordnung
eingehend behandelt, durch deren Kaskadierung Filter beliebiger Ordnung synthetisiert werden können. Im Anschluss
kennen die Studenten die wesentlichen Eigenschaften und Realisierungsvarianten solcher Filter, die sich anhand Ihrer Pol-
Nullstellenkonfigurationen kategorisieren lassen. Den Schwerpunkt bildet danach der Standard-Tiefpass-Entwurf von
Analogfiltern. Die Studenten lernen die spezifischen Eigenschaften von Butterworth-, Tschebyscheff-, Bessel- und
Cauerfiltern kennen und können jedes Filter anhand seiner Polynombeschreibung und Pol-Nullstellenkonfiguration
identifizieren und mit Hilfe von Matlab entwerfen. Das vermittelte Wissen bildet die Grundlage für die anschließenden
Transformationen, durch die die Studenten in die Lage versetzt werden, auch Hochpässe, Bandpässe und Bandsperren zu
entwerfen. Im zweiten Teil der Vorlesung erlernen die Studenten den Entwurf von Digitalfiltern. Im Kapitel 'Rekursive digitale
Filter' lernen die Studenten zwei Transformationen kennen, um aus Analogfiltern mit bekannter Übertragungsfunktion ein
entsprechendes Digitalfilter zu gewinnen. Zudem wird den Studenten der Einfluss der Quantisierung vermittelt. Mit Hilfe von
Matlab-Beispielen untersuchen die Studenten selbstständig, wie sich Koeffizientenquantisierung und Rundungsfehler
(Rauschen, Grenzzyklen) bei unterschiedlichen Filterstrukturen auswirken. Im Kapitel 'FIR-Filter' lernen die Studenten
schließlich Methoden kennen, um linearphasige FIR-Filter mit bestimmten Zieleigenschaften zu entwickeln.
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Elektrotechnik und Informationstechnik
Pflichtkennz.:
2114Fachgebiet:
Art der Notengebung: Gestufte Noten
Seite 165 von 231
  Medienformen
Tafelentwicklung, Präsentation von Begleitfolien, Folienscript (online), Matlab-Beispiele 
Tiefpass, Hochpass, Bandpass, Notch-Filter, Notch-Tiefpass, Allpass
    •  Standard Tiefpass Approximationen
Potenz-,  Tschebyscheff-, Cauer-, Bessel-tiefpass
 
    •  Transformationen
Tiefpass-Hochpass-Transformation
Digitale Filter 
    •  Rekursive zeitdiskrete Filter
- Bilinear-Transformation 
- Impulsinvariant-Methode
- Einfluss der Quantisierung
 
    •  Entwurf von FIR-Filtern mit der Fenstermethode
- Typen linearphasiger Filter 
- Standard-Fenster 
- Kaiser-Fenster 
- Verhalten an Sprungstellen 
  Literatur
    •  L. D. Paarmann, Design And Analysis of Analog Filters: A Signal Processing Perspective. Kluwer Academic Publishers,
2001.
 
    •  D. Kreß and D. Irmer, Angewandte Systemtheorie. Oldenbourg Verlag, M¨unchen und Wien, 1990.
 
    •  O. Mildenberger, Entwurf analoger und digitaler Filter. Vieweg, 1992.
 
    •  R. Schaumann and Mac E. Van Valkenburg, Design of Analog Filters. Oxford University Press, 2001.
    •  A.V. Oppenheim and R.W. Schafer, Zeitdiskrete Signalverarbeitung. R. Oldenbourg Verlag, 1999.
 
    •  K.D. Kammeyer and Kristian Kroschel, Digitale Signalverarbeitung. Vieweg + Teubner, 2009.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Ingenieurinformatik 2008
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  Medienformen
• Tafelentwicklung
• Präsentation von Begleitfolien über Videoprojektor
• Folienscript im Copy-Shop oder online erhältlich
• Literaturhinweise und Liste mit Prüfungsfragen online
    •  Einführung
 
    •  Drahtlose Übertragungskanäle
 
    •  Diversity
 
    •  Blockübertragung mit Cyclic Prefix
 
    •  Spektrale Spreizung und Multiple Access
 
    •  Synchronisationsverfahren
  Inhalt
  Vorkenntnisse
Pflichtfächer in den Semestern 1-4
  Lernergebnisse / Kompetenzen
Im Rahmen der Vorlesung werden wesentliche nachrichtentechnische Aspekte der drahtlosen Übertragung behandelt. Dabei
stehen "Wireless Personal Area Networks" (wie Bluetooth) und "Wireless Local Area Networks" (wie WiFi) im Mittelpunkt.
Beide weißen nur eingeschränkte Anforderungen bzgl. der Mobilität auf. Ausgangspunkt bildet der Mehrwege-Funkkanal. Die
Mehrwegeausbreitung ist mit den Problemen Fading und Dispersion verbunden. Beide Punkte sind wesentliche
Herausforderungen bei der drahtlosen Übertragung. Im Anschluss werden Techniken (wie Diversity Verfahren,
Blockübertragung mit Cyclic Prefix, Spreizverfahren) vorgestellt, die den Eigenschaften des Übertragungskanals angepasst
sind. Den Abschluss bilden Synchronisationsverfahren, insbesondere rein digitale Varianten.
  Literatur
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    •  A. F. Molisch, Wireless Communications. IEEE PRESS, John Wiley & Sons, Ltd., 2006.
 
    •  J. G. Proakis and M. Salehi, Grundlagen der Kommunikationstechnik.Pearson Education Deutschland GmbH, 2004.
 
    •  S. Haykin and M. Moher, Modern Wireless Communications. Pearson Education, Inc., 2005.
 
    •  B. Sklar, Digital Communications: Fundamentals and Applications. Prentice Hall, 1988.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008
Bachelor Optronik 2008
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  Medienformen
Medienformen: Folien und Aufgabensammlung, gedrucktes Vorlesungsskript
Maxwellsche Gleichungen zur Modellierung des elektromagnetischen Feldes; Verhalten der Feldgrößen an Grenzflächen;
Elektrostatik: Feld für gegebene Ladungsverteilungen; Lösung der Laplace- und Poisson-Gleichung; Berechnungsverfahren
dazu; Kapazität, Energie und Kraft. Stationäres magnetisches Feld: Verallgemeinertes Durchflutungsgesetz; Vektorpotential;
Biot-Savartsches Gesetz; Induktivität, Energie und Kraft. Quasistationäres Feld: Verallgemeinertes Induktionsgesetz; Lösung
der Diffusionsgleichung, Fluss- und Stromverdrängung, Skineffekt. Rasch veränderliche Felder: Poyntingscher Satz;
Modellierung; Klassifizierung elektromagnetischer Wellen; Wellenausbreitungen längs Leitungen; Wellengleichung der
Feldstärken; allgemeine Lösung der Wellengleichung; Hertzscher Dipol;
  Inhalt
  Vorkenntnisse
Voraussetzungen: Mathematik; Physik, Grundlagen der Elektrotechnik
  Lernergebnisse / Kompetenzen
Fachkompetenz: - Naturwissenschaftliche und angewandte Grundlagen Methodenkompetenz: - Systematisches Erschließen
und Nutzen des Fachwissens/Entwicklung des Abstraktionsvermögens Systemkompetenz: - Fachübergreifendes system-
und feldorientiertes Denken, Training von Kreativität Sozialkompetenz: - Lernvermögen, Flexibilität - Teamwork, Präsentation
  Literatur
[1] Uhlmann, F. H.: Vorlesungsskripte zur Theoretischen Elektrotechnik, Teile I, II/TU Ilmenau
[2] Philippow, E.: Grundlagen der Elektrotechnik, 9. Aufl.
[3] Küpfmüller, K., Mathis, W., Reibiger, A.: Theoretische Elektrotechnik, 16. Aufl.
[4] Schwab, A.: Begriffswelt der Feldtheorie, 5. Aufl.
weiterführende Literatur:
[1] Simonyi, K.: Theoretische Elektrotechnik, 10. Aufl.
[2] Lehner, G.: Elektromagnetische Feldtheorie, 5. Aufl.
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  Medienformen
Grundlagen und anwendungsorientierte Behandlung elektromagnetischer Wellen in schaltungsbasierten und strahlenden
Systemen der HF- und Mikrowellentechnik; Zusammenhang mit Eigenschaften und Begrenzungen von
Übertragungssystemen der Informations- und Kommunikationstechnik, Navigation und Sensorik. Vertiefung durch
Anwendungsbeispiele in Übungsgruppen und selbständige Aufgabenlösung.
1. Einführung und Grundlagen
2. Elektromagnetische Strahlung: Leistungsbilanz und Umkehrbarkeit, Strahlungsfelder, Kenngrößen und Typen von
Antennen
3. Elektromagnetische Wellen in Materie: Oberflächenimpedanz, Skineffekt, dynamische Leitfähigkeit, Supraleiter, Halbleiter,
Dielektrika, Ferrite
4. Geführte elektromagnetische Wellen: Wellenleitertypen und Wellenformen, Dispersions- und Ausbreitungseigenschaften,
periodische Strukturen, Resonatoren und Filter






  Lernergebnisse / Kompetenzen
Die Studierenden vertiefen ihre bisher erworbenen Kenntnisse der allgemeinen und theoretischen Elektrotechnik, indem sie
diese auf die Beschreibung spezifischer Eigenschaften elektromagnetischer Wellen anwenden. Sie verstehen spezielle
Phänomene und Funktionsprinzipien zur Nutzung rasch veränderlicher elek-tro-magnetischer Felder. Sie wenden
ingenieurwissenschaftliche Entwurfs- und Berechnungsmethoden zur Beschreibung von Wellenleiterbauelementen und
Antennen an und verstehen deren problemspezifische Handhabung. Sie analysieren aktuelle Beispiele hinsichtlich
besonders kritischer Entwurfsparameter, die den Schlüssel für anwendungsnahe Entwicklungen bilden.
Fachkompetenzen: Natur- und ingenieurwissenschaftliche Grundlagen, neueste Techniken und Methoden.
Methodenkompetenz: Systematisches Erschließen und Nutzen des Fachwissens und Dokumentation von
Arbeitsergebnissen.
Systemkompetenzen: Überblickwissen über angrenzende Fachgebiete, die für die Gestaltung von Systemen wichtig sind,
fachübergreifendes, systemorientiertes Denken.
Sozialkompetenz: Kommunikation, Teamwork, Präsentation.
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Tafelbild, interaktive Entwicklung der Stoffinhalte
Illustrationen zur Vorlesung (in elektronischer Form verfügbar)
Hinweise zur persönlichen Vertiefung
Identifikation vorlesungsübergreifender Zusammenhänge
Vorlesungsbegleitende Aufgabensammlung zur selbständigen Nacharbeitung (in elektronischer Form verfügbar)
  Literatur
Kummer: Grundlagen der Mikrowellentechnik
H.G. Unger: Elektromagnetische Wellen I, II, Hochschullehrbuch, Braunschweig, Vieweg 1986.
Zinke, Brunswig: Hochfrequenztechnik 1 und 2, Springer-Verlag 1999/2000.
G. Lehner: Elektromagnetische Feldtheorie, Springer 2006
Zahlreiche Internet-basierte Quellen und Animationen
Skript zur Vorlesung 'Theoretische Elektrotechnik'
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Ingenieurinformatik 2008
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  Medienformen
Tafelbild, interaktive Entwicklung der Stoffinhalte
Einführung in Funktionen und Architekturen HF-technischer Systeme; Erläuterung der Bedeutung solcher Systeme für
Anwendungsfelder wie z.B. Kommunikationstechnik, Medientechnik, Biomedizintechnik, Fahrzeugtechnik und
Sensorik/Erkundung. Vertiefung der Inhalte durch typische Anwendungsbeispiele in Übungsgruppen.
1. Einführung: Motivation, Frequenzbereiche, Architekturen und Funktionen HF-technischer Systeme
2. HF-Empfänger: Rauschphänomene, Rauschen in HF-Schaltungen, Rauschtemperatur
3. Frequenzsynthese: Direkte analoge Frequenzsynthese, indirekte Frequenzsynthese, direkte digitale Synthese
4. HF-Sender: Nichtlinearitäten, übersteuerter Selektivverstärker, C-Betrieb, Signalverzerrungen durch Nichtlinearitäten des
Verstärkers, Entwicklungstendenzen
5. Analoge Modulations- und Demodulationsverfahren: Ampliduten-(De)modulation, Winkel-(De)modulation (Frequenz und
Phase)
6. Digitale Modulations- und Demodulationsverfahren: Übersicht, Amplituden- und Winkel-Umtastung, Quadraturverfahren
  Inhalt
  Vorkenntnisse
Pflichtmodul im Studienschwerpunkt 1 "Informations- und Kommunikationstechnik" hilfreich
  Lernergebnisse / Kompetenzen
Die Studierenden verstehen die Funktionen und Architekturen hochfrequenztechnischer Subsysteme. Sie analysieren die
Bedeutung solcher Subsysteme für diverse Anwendungsfelder wie Kommunikationstechnik, Medientechnik oder Sensorik
und diskutieren die Besonderheiten bei höheren Frequenzlagen. Die Studierenden erkennen Zusammenhänge mit
Nachbardisziplinen wie der Mikrowellentechnik, Nachrichtentechnik oder Messtechnik. Durch Vertiefung der
Fachkompetenzen aus der Vorlesung durch angeleitete oder selbständige Aufgabenlösungen vermögen die Studierenden
spezifische Subsysteme zu charakterisieren. Der eigenständige Entwurf projektbezogener Baugruppen oder Maßnahmen der
analogen Signalverarbeitung wird motiviert.
Fachkompetenzen: Grundlagen, Entwicklungstrends, neueste Techniken und Methoden.
Methodenkompetenzen: systematisches Erschließen und Nutzen des Fachwissens und Dokumentation von
Arbeitsergebnissen, Modellbildung, Planung, Simulation und Bewertung komplexer Systeme.
Systemkompetenz: Überblickwissen über angren-zende Fachgebiete, die für die Gestaltung von Systemen wichtig sind,
fachübergreifendes, systemorientiertes Denken.
Sozialkompetenzen: Kommunikation, Teamwork, Präsentation, Erkennen von Schnittstellen technischer Problemstellungen
zu gesellschaftlichen Anforderungen und Auswirkungen.
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Illustrationen zur Vorlesung (in elektronischer Form verfügbar)
Hinweise zur persönlichen Vertiefung
Identifikation vorlesungsübergreifender Zusammenhänge
Vorlesungsbegleitende Aufgabensammlung zur selbständigen Nacharbeitung (in elektronischer Form verfügbar)
  Literatur
Zinke, Brunswig: Hochfrequenztechnik 1 und 2, Springer-Verlag 1995
Meinke, Gundlach: Taschenbuch der Hochfrequenztechnik. Springer, Berlin 1992
B. Schiek: Meßsysteme der HF-Technik, Hüthig Verlag
Tietze, U., Schenk, Ch.: Halbleiter-Schaltungstechnik, 12.Auflage oder ff., Springer-Verlag, 2002
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Anleitung zu und Durchführung von selbständigen Laborversuchen, Auswahl von Versuchen nach vorgegebenen Kriterien
Die Inhalte orientieren sich an den Vorlesungsinhalten des zugehörigen Moduls. Die Versuchsauswahl wird laufend
aktualisiert bzw. ergänzt. Elektronische Messtechnik: Digital-Speicheroszilloskop, Messung von Empfängerkenngrößen,
Messdatenverarbeitung mit PC. Elektromagnetische Wellen: Messleitung, Antennen, Lichtwellenleitertechnik. HF-Technik 2 -




Gemäß Zugehörigkeit zum Wahlmodul 1.1: Informations- und Kommunikationstechnik, Pflichtfächer 1.1: Weiterführende
Kapitel der Informations- und Kommunikationstechnik
  Lernergebnisse / Kompetenzen
Die Studierenden vertiefen ihr Verständnis für die Funktionen, Architekturen und Messverfahren hochfrequenztechnischer
Subsysteme an Hand ausgewählter Versuchsaufbauten / Demonstratoren, indem sie die Problemstellung anhand der
zugehörigen Vorlesungsinhalte und Praktikumsdokumentationen identifizieren. Sie vervollständigen ggf. die
Messapparaturen nach ausgewählten Lösungskriterien und führen selbständig Versuche damit durch. Sie analysieren deren
Funktionsweise bzw. deren diverse Anwendungsfelder in der Kommunikationstechnik, Medientechnik oder Sensorik und
erkennen anwendungsspezifische Besonderheiten. Dabei werden die charakteristischen Eigenschaften des Versuchs
interpretiert und bewertet. Der eigenständige Entwurf projektbezogener Baugruppen oder Maßnahmen der analogen bzw.
digitalen Signalverarbeitung wird praxisrelevant motiviert und unterstützt. Fachkompetenzen: Grundlagen,
Entwicklungstrends, neueste Techniken und Methoden, Einbindung des angewandten Grundlagenwissens der
Informationsverarbeitung. Methodenkompetenzen: Systematisches Erschließen und Nutzen des Fachwissens und
Dokumentation von Arbeitsergebnissen, Modellbildung, Planung, Simulation und Bewertung komplexer Systeme.
Systemkomp.: Fachübergreifendes, systemorientiertes Denken. Sozialkompetenz: Kommunikation, Teamwork, Präsentation.
  Literatur
Versuchsbeschreibungen mit Angaben von Primär- und Sekundärliteratur (Fachbücher und -artikel)
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  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Literaturstudium, Internetrecherche, Vorträge, praktische-experimentelle Arbeiten, Programmierung
Vertiefung von Themen aus den Forschungsschwerpunkten des Institutes zu Fragestellungen der
Telekommunikationstechnik und Messtechnik. Bearbeitung von wissenschaftliche-praktischen Themen eigener Wahl.
  Inhalt
  Vorkenntnisse
Grundkenntnisse zum gewählten Thema
  Lernergebnisse / Kompetenzen
Das Projektseminar zielt auf eine selbständige Bearbeitung eines wissenschaftlich-praktischen Themas ab. Die Bearbeitung
wird durch einen wissenschaftlichen Betreuer unterstützt und begleitet. Ergebnisse und Methodik der Themenbearbeitung
sind schriftlich darzulegen und zu verteidigen.
  Literatur
ausgewählte Fachliteratur abhängig vom gewählten Thema
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  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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Bachelor Ingenieurinformatik 2008
Die Studierenden lernen in diesem Modul die Grundlagen der Informations- ,Kommunikations- und Messtechnik kennen und
werden befähigt die erworbenen Kenntnisse auch auf spezielle Probleme der Regelungstechnik und der biomedizinischen
Technik anzuwenden. Die Studenten werden befähigt, messtechnische Prinzipien (LV „Prozessmess- und Sensortechnik für
II und IN” und „Elektronische Messtechnik”) zur Parameterbestimmung für Systeme verschiedener Charakteristik
anzuwenden und das für den jeweiligen Anwendungsfall geeignete Prinzip auszuwählen. Durch das in den LV „Digitale
Signalverarbeitung”, „Integrierte Digitale Systeme” und „Digitale Regelungen” vermittelte Wissen können die Studierenden
grundlegende digitale Signalverarbeitungsalgorithmen für Anwendungen in der Regelungstechnik sowie für den Entwurf
integrierter Systeme nutzen. Die Studierenden lernen Verfahren zur experimentellen Prozessanalyse (LV „Modellbildung”)
kennen und können auf der Basis dieses Wissens bemessene Steuerungen und Regelungen vor der praktischen
Implementierung durch Simulation am Rechner untersuchen (LV „Simulation”). Die Studierenden können aufbauend auf dem
erworbenen Wissen über komplexe Signale und Systeme sowie Nachrichtenübertragung (LV „Nachrichtentechnik” und
„Hochfrequenztechnik 1”) Möglichkeiten der Signalübertragung über moderne Kommunikationsnetze analysieren und
beurteilen (LV „Kommunikationsnetze”) Mit dem in der LV „Grundlagen der biomedizinischen Technik” erworbenen Wissen
kennen die Studierenden die wichtigsten Biosignale und können diese analysieren. Außerdem werden die spezifischen
Anforderungen an medizinische Messgeräte und den medizinischen Gerätebau vermittelt.
Modulnummer:



























V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Folienpräsentation Elektronische Präsentationen Übungsscript Tafelanschrieb Folienskript bei Copy-Shop erhältlich
Literaturverweise und Liste mit Prüfungsfragen online
- Analog-Digital-Umsetzer und Digital-Analog-Umsetzer; - Rhythmische und arhythmische Interpolationsverfahren: Tiefpaß-,
Lagrange- und Spline-Interpolation. - Ein- und mehrdimensionale diskrete Transformationen: Diskrete Fouriertransformation,
Fast-Fourier-Transformation, Hartley-Transformation, Diskrete Cosinus-Transformation, Walsh/Hadamard-Transformation,
Haar-Wavelets, Karhunen-Loeve-Transformation; Gram-Schmidt-Verfahren, Laplace- und Z-Transformation. - Zeitdiskrete
Systeme, Digitale Filter - Strukturen und Beschreibung im Zeit- und Frequenz-bereich - Katalog-Filterrealisierungen, Lattice-
Filter - Beschreibung Digitaler Filter durch Zustandsgrößen. - Numerisches Glätten, Differenzieren und Integrieren. - Diskrete
Faltung, diskrete Autokorrelationsfunktion und diskrete Kreuzkorrelationsfunktion - Zufallsgeneratoren, Fehlerkorrektur,
Chiffrierung - Einsatz von Signalprozessoren in der Digitalen Signalverarbeitung
  Inhalt
  Vorkenntnisse
Pflichtfächer in den Semestern 1-4, Nachrichtentechnik Sem. 5 (Vorlauf)
  Lernergebnisse / Kompetenzen
Die Studierenden kennen grundlegende Zusammenhänge der diskreten Signalverarbeitung. Sie bewerten Verfahren der
Analog-Digital-Wandlung in Bezug auf ihre Anwendungseigenschaften. Die Studierenden wenden grundlegende
Signalverarbeitungsalgorithmen (diskrete Transformationen, Korrelation, Faltung, sowie zeitdiskrete Filter, Fehlerkorrektur,
Chiffrierung und numerische Algorithmen) und analysieren ihren Einsatz in komplexen Signalverarbeitungsaufgaben. Sie
analysieren und synthetisieren zeitdiskrete Filter und diskrete Transformationen in modernen Anwendungen der Sprach- und
Bildverarbeitung sowie Messtechnik. Die Studierenden wenden grundsätzliche Zusammenhänge der
Fehlerkorrekturverfahren und Chiffrierung an. Die Studierenden sind in der Lage, Verfahren der Digitalen Signalverarbeitung
anzuwenden, zu bewerten und differenzierte Soft- und Hardware-Realisierungen zu synthetisieren.
  Literatur
Kreß,D. ; Irmer, R. : Angewandte Systemtheorie, Verlag Technik 1990 Harmuth, H.F.: Transmission of information by
Orthogonal Functions, Springer Verlag 2. Aufl. 1972 Schrüfer, E.: Signalverarbeitung, Carl Hanser Verlag 1992 Johnson, J.
R.: Digitale Signalverarbeitung, Carl Hanser Verlag 1991 Krüger, K.-E.: Transformationen, Vieweg 2002 Kroschel, K.:
Statistische Nachrichtentheorie, 3. Auflage Springer-Verlag 1999, ISBN 3-540-61306-4 Fliege,N.: Multiraten-
Signalverarbeitung, B.G.Teubner Stuttgart 1993, ISBN 3-519-06140-6 Pratt,W.K.: Digital Image Processing, Wiley & Sons
Inc. 2001, ISBN 0-471-37407-5 Mertins,A.: Signaltheorie, Teubner-Verlag 1996, ISBN 3-519-06178-3
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
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Grundlagen der Biomedizinischen Technik
WintersemesterTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Mitschriften, Folien, computerbasierte Präsentationen, Demonstration, Übungsaufgaben
Einführung (Begriffsdefinition, Spezifik der Modellierung biologischer Systeme, Modell und Experiment,
Modellierungsstrategien in Physiologie und Medizin); Kompartmentmodelle (Grundlagen, Parameterschätzung, Validierung,
medizinische Anwendungen); Herz- und Kreislaufmodellierung (Vorteile und Grenzen des Patientenmodells, Gefäßmodelle,
Herzmodelle, kombinierte Herz-Kreislauf-Modelle, neurale und humorale Steuerung); Modellierung und Steuerung der
Atmung (Regelungshierarchie der Atmung, Modelle der Atmungssteuerung, Optimierung der Beatmung,
Schlussfolgerungen); Methoden und Werkzeuge zur Identifikation physiologischer Systeme; Steuerung von
Bewegungssystemen Ethische Aspekte der biomedizinischen Technik: Berufsethik in der Biomedizinischen Technik,




Mathematik 1-3, Physik 1-2, Anatomie und Physiologie 1-2, Elektro- und Neurophysiologie, Allgemeine Elektrotechnik 1-3,
Theoretische Elektrotechnik
  Lernergebnisse / Kompetenzen
Ziel der Veranstaltung ist es Grundlagen der Biomedizinischen Technik zu vermitteln. Die Studierenden kennen und
verstehen die Modellierungsstrategien in biologischen Systemen, können diese analysieren, bewerten und anwenden. Die
Studierenden sind in der Lage für gegebene Teilsysteme Modelle zu entwerfen. Die Studierenden besitzen Fach- und
Methodenkompetenz bei Kompartmentmodellen, Herz- und Kreislaufmodellierung, Modellierung und Steuerung der Atmung
und der Steuerung von Bewegungssystemen. Die Studierenden sind in der Lage ethische Aspekte in der Medizintechnik zu
verstehen und zu bewerten, sowie bei der Entwicklung von Medizintechnikprodukten zu berücksichtigen. Die Studierenden
sind in der Lage grundlegende Sachverhalte der Biomedizinischen Technik klar und korrekt zu kommunizieren.
  Literatur
Hutten, H. (Hrsg.), Biomedizinische Technik Bd. 1, Springer-Verlag Berlin/Heidelberg/New York, 1993 Meyer-Waarden, K.:
Bioelektrische Signale und ihre Ableitverfahren, Schattauer-Verlag Stuttgart/New York 1985 Webster, J.G. (Ed.): Medical
Instrumentation - Application and Design, Houghton Mifflin Co. Boston/Toronto, 1992 Bronzino, J. D. (Ed.): The Biomedical
Engineering Handbook, Vol. I + II, 2nd ed., CRC Press, Boca Raton 2000 Hendee, W.R., Ritenour, E.R.: Medical imaging
physics, Wiley-Liss, Inc., New York, 2002 Malmivuo, J.: Bioelectromagnetism, Oxford University Press, 1995 Haueisen, J.:
Numerische Berechnung und Analyse biomagnetischer Felder. Wissenschaftsverlag Ilmenau, 2004
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008





Bachelor Technische Kybernetik und Systemtheorie 2010
Master Technische Physik 2008
Master Technische Physik 2011
Master Technische Physik 2013
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafelbild, interaktive Entwicklung der Stoffinhalte
Illustrationen zur Vorlesung (in elektronischer Form verfügbar)
1. Inhaltsübersicht, Einordnung in Studienverlauf, Motivation
2. Kleinsignal-Breitbandverstärker: Grundschaltungen, RC-Kopplung, Bodediagramm, Frequenzgang, Grenzfrequenzen,
Verstärkung-Bandbreite-Produkt, mehrstufige Verstärker
3. Selektiv-Verstärker: Verstärkung und Selektion, Rückwirkung, Stabilität, Anpassungstransformation, mehrstufige
Verstärker, HF-Bandfilter-Verstärker
4. Verstärkungsregelung, Mischung, Modulation: Elek-tronische Verstärkungsstellung, steuerbare Differenzverstärker, Zwei-
und Vier-Quadranten-Multiplizierer
5. Leistungsverstärker, Großsignalbetrieb, Kenngrößen, Betriebsarten, Eintakt- und Gegentakt-Endver-stär-ker,
Schaltungstypen
6. Oszillatoren, Rückkopplung, Stabilität, Zweipol- und Vierpoloszillatoren, Dreipunktschaltungen, LC- und RC-Oszillatoren
Vorlesungsbegleitend: praktische Übungen und Textaufgaben zu Entwurf und Simulation von Schaltungen – Ergänzung,






  Lernergebnisse / Kompetenzen
Die Studierenden verstehen die grundlegenden Funktionsweisen und Entwurfsparameter zentraler Bestandteile
hochfrequenztechnischer Schaltungen (vgl. Inhalt) und wenden ihre bisher erworbenen Kenntnisse auf die analoge
Signalverarbeitung in informations- und kommunikationstechnischen Systemen mit Schwerpunkt auf den HF-Eigenschaften
an. Durch Vertiefung der Fachkompetenzen aus der Vorlesung durch angeleitete und selbständige Aufgabenlösungen
vermögen die Studierenden spezifische Schaltungen zu analysieren und zu bewerten. Der eigenständige Entwurf
projektbezogener Komponenten wie Verstärker, Oszillatoren, Mischer u.a. wird motiviert.
Fachkompetenzen: Grundlagen, Entwicklungstrends, neueste Techniken und Methoden.
Methodenkompetenzen: Systematisches Erschließen und Nutzen des Fachwissens und Dokumentation von
Arbeitsergebnissen, Modellbildung, Planung, Simulation und Bewertung komplexer Systeme.
Systemkompetenz: Fachübergreifendes, systemorientiertes Denken.
Sozialkompetenz: Kommunikation, Teamwork, Präsentation.
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Hinweise zur persönlichen Vertiefung
Identifikation vorlesungsübergreifender Zusammenhänge
Vorlesungsbegleitende Aufgabensammlung zur selbständigen Nacharbeitung (in elektronischer Form verfügbar)
  Literatur
Fuchs, G., Neumann, P., Priesnitz, J., Rehn, A.: Grundlagen der elektronischen Bauelemente und Schaltungen, Lehrbriefe 7-
13, VMS Verlag Modernes Studieren Hamburg-Dresden GmbH, 1991-1993
Köstner, R., Möschwitzer, A.: Elektronische Schaltungstechnik, Verlag Technik Berlin, 1989
Meinke, Gundlach: Taschenbuch der Hochfrequenztechnik, Springer-Verlag 1992
Tietze, U., Schenk, Ch.: Halbleiter-Schaltungstechnik, 12.Auflage oder ff., Springer-Verlag
Seifart, M.: Analoge Schaltungen und Schaltkreise, Verlag Technik Berlin, 1998
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Ingenieurinformatik 2008
Master Wirtschaftsingenieurwesen 2013 Vertiefung ET
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  Medienformen
Tafel, Folien, Powerpoint-Präsentation
Methodik des systematischen Entwurfs, Entwurf komplexer Komponenten des Datenpfads und Steuerwerks integrierter




  Lernergebnisse / Kompetenzen
Die Studierenden sind in der Lage, komplexe Komponenten des Datenregs und Steuerwerks eines digitalen Systems
zielorientiert unter Berücksichtigung von Randbedingungen zu entwerfen. Diese Fähigkeit basiert auf der Kenntnis
existierender Kategorien von Lösungsansätzen und Architekturen, der Beherrschung systematischer Entwurfsmethodiken
und der Anwendung adäquater Entwurfsstile.
  Literatur
Gajski, D.: High-Level-Synthesis, Springer 2002
Koren, I.: Computer Arithmetic Algorithms, B&T 2001
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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    1.  Einführung Trends in der Informations- und Kommunikationstechnologie -- Vernetzung -- Kommunikationsdienst und -
protokoll -- Grundmodell der Telekommunikation -- Kommunikationsdienstgüte
    2.  Prinzipien und Definitionen Standardisierung -- Charakterisierung von Kommunikationsvorgängen --
Kommunikationsarchitekturen -- Definition von Kommunikationsdienst und Kommunikationsprotokoll
    3.  Beschreibungsmethoden Weg-/Zeit-Diagramme -- Zustandsübergangsdiagramme -- Ablauffestlegungen --
Formatfestlegungen -- Vollständiges Beispiel: Alternating Bit Protocol
    4.  Übertragungstechnik Signalklassen -- Quellen- und Leitungscodierung -- Multiplexverfahren --
Mehrfachzugriffsverfahren
    5.  Vermittlungstechnik Leitungsvermittlung -- Raummultiplex versus Zeitmultiplex -- Speichervermittlung -- Paket- und
Nachrichtenvermittlung -- Virtuelle Verbindung -- Datagrammvermittlung
    6.  Integrated Services Network Digitalisierung des Fernsprechnetzes -- ISDN-Referenzpunkte -- Teilnehmerschnittstelle
S0 -- Anschlussleitung Uk0 -- ISDN-Protokollreferenzmodell
    7.  Der Aufbau des digitalen Telefonnetzes Synchrone und Plesiochrone Digitale Hierarchie -- Netzinterne Signalisierung --
Das Intelligente Netz -- Aktive Netze
    8.  Paketvermittelte Kommunikation Das Internet -- X.25 -- Frame Relay
    9.  Mobilkommunikation Infrastruktur- und Ad-hoc-Netze -- Grundlagen der Mobilkommunikation -- Öffentliche
Mobilkommunikation: GSM, GPRS, UMTS
    10.  Breitbandkommunikation Arbeitsweise des asynchronen Transfermodus ATM -- ATM-Protokollreferenzmodell -- ATM
Adaptation Layer AAL -- B-ISDN-Referenzkonfiguration -- Breitbandiger Netzzugang (Digitale Subscriber Line DSL) --
  Inhalt
  Vorkenntnisse
Pflichtfächer in den Semestern 1-4
  Lernergebnisse / Kompetenzen
Studierenden werden in dieser Veranstaltung die Grundlagen der Kommunikationsnetze näher gebracht. Sie erkennen die
grundlegenden Unterschiede von leitungsvermittelten und speichervermittelten Netzen, sind in der Lage, deren
Leistungsfähigkeit zu beurteilen und können so aktuelle Kommunikationsnetze kategorisieren und differenzieren. Darüber
hinaus bekommen Sie das Rüstzeug zur Definition von Kommunikationsdiensten und -protokollen vermittelt, sodass Sie
bestehende Protokolle analysieren und – anhand gegebener Anforderungen – neue spezifizieren können. Diese Vorlesung
bietet somit die Grundlage für weiterführende Veranstaltungen, in denen die hier vermittelten Kenntnisse vertieft werden
können.
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  Medienformen
Folienkopien als Skript (auch online verfügbar)
Vorlesung mit PowerPoint und Beamer wenige online-Demos
verschiedene DSL-Standards -- Realisierung -- Asymmetric DSL-Referenzmodell -- ADSL über Satellit
  Literatur
ABECK, S.; LOCKEMANN, P.C.; SCHILLER, J.; SEITZ, J.: Verteilte Informationssysteme. BOCKER, P.: ISDN — Digitale
Netze für Sprach-, Text-, Daten-, Video-, und Multimediakommunikation COMER, D.E.: Computernetzwerke und Internets mit
Internet-Anwendungen. GROTE, H.; SEITZ, J.; STÖPEL, U.; TOSSE, R.: Mobile digitale Kommunikation – Standards, Netze
und Applikationen. HALSALL, F.: Data Communications, Computer Networks, and Open Systems. HASSLINGER, G.;
KLEIN, T.: Breitband-ISDN und ATM-Netze. KANBACH, A.; KÖRBER, A.: ISDN — die Technik. Schnittstellen, Protokolle,
Dienste, Endsysteme. KRÜGER, G.; RESCHKE, D. (Hrsg.): Lehr- und Übungsbuch Telematik: Netze – Dienste – Protokolle.
KUROSE, J.F.; ROSS, K.W.: Computer Networking – A Top-Down Approach Featuring the Internet. LOCHMANN,D.: Digitale
Nachrichtentechnik — Signale, Codierung, Übertragungssysteme, Netze. LOCKEMANN, P.C.; KRÜGER, G.; KRUMM, H.:
Telekommunikation und Datenhaltung. PETERSON, L.; DAVIE, B.S.: Computernetze — Eine systemorientierte Einführung.
SEITZ, J.; DEBES, M.; HEUBACH, M.; TOSSE, R.: Digitale Sprach- und Datenkommunikation. Netze - Protokolle -
Vermittlung. SIEGMUND, G.: Technik der Netze. SIEGMUND, G. (Hrsg.): Intelligente Netze. SIEGMUND, G.: Next
Generation Networks – IP-basierte Telekommunikation. STALLINGS, W.: Data & Computer Communications. STALLINGS,
W.: High-Speed Networks and Internets – Performance and Quality of Service. Second Edition. STEIN, E.: Taschenbuch
Rechnernetze und Internet. TANENBAUM, A.S.: Computernetzwerke.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
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Möchte man das Verhalten eines technischen Systems vor seiner Realisierung simulativ untersuchen oder eine Regelung für
das System entwerfen, benötigt man ein Modell (also eine mathematische Beschreibung) des Systems. Die Entwicklung
eines geeigneten Modells kann sich in der Praxis als aufwändig erweisen. In der Vorlesung werden systematische
Vorgehensweisen und Methoden für eine effiziente Modellbildung entwickelt. Dabei wird in die Wege der theoretischen und
experimentellen Modellbildung unterschieden.
Nach einer Einführung (Kapitel 1) werden zunächst Methoden der theoretischen Modellbildung (Kapitel 2-3) vorgestellt.
Ausgangspunkt sind Modellansätze und Modellbildungsprinzipien in verschiedenen physikalischen Domänen wie z.B. der
Mechanik. Diese werden durch Analogierbetrachtungen und die Darstellung im Blockschaltbild miteinander verknüpft. Für
eine anschließende Modellvereinfachung werden Methoden der Linearisierung, Ordnungsreduktion, Orts- und
Zeitdiskretisierung vermittelt.
Für die experimentelle Modellbildung (Kapitel 4-6) werden allgemeine Modellansätze eingeführt und anschließend Methoden
Identifikation von Modellparametern aus Messdaten entwickelt. Zur effizienten experimentellen Analyse von Systemen mit
mehreren Einflussfaktoren wird eine geeignete Versuchsplanung und -analyse entwickelt. Den Abschluss bildet eine
Klassifikation der ermittelten Modelle (Kapitel 7).  
 Die Kapitel der Vorlesung gliedern sich wie folgt:
    1.  Einführung
    2.  Physikalische („Whitebox“) Modelle
    3.  Modellvereinfachung
    4.  Allgemeine („Blackbox“) Modelle
    5.  Parameteridentifikation
    6.  Experimentelle Versuchsplanung und -analyse
  Inhalt
  Vorkenntnisse
Vorausgesetzt wird der erfolgreiche Abschluss folgender Fächer:   
    •  Mathematik 1 und 2
    •  Physik 1 und 2
    •  Elektrotechnik  1
  Lernergebnisse / Kompetenzen
Die Studierenden können für wesentliche technische Systeme ein mathematisches Modell aufbauen, das für Analyse,
Simulation und Reglerentwurf geeignet ist. Sie kennen wesentliche Modellbildungsprinzipien der theoretischen Modellbildung
und können im Rahmen einer experimentellen Modellbildung eine Versuchsplanung und Parameteridentifikation durchführen.
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  Medienformen
Die Konzepte werden während der Vorlesung an der Tafel entwickelt. Über Beamer steht ergänzend das Skript mit
Beispielen und Zusammenfassungen zur Verfügung. Zur Veranschaulichung werden numerische Simulationen gezeigt.
Das Skript kann im Copyshop erworben oder im PDF-Format frei herunter geladen werden. Auf der Vorlesungs-Webseite
finden sich weiterhin aktuelle Informationen, Übungsaufgaben und Unterlagen zur Prüfungsvorbereitung.
    7.  Modelle
  Literatur
    •  R. Isermann, M. Münchhof: Identification of Dynamic Systems – An Introduction with Applications, Springer Verlag, 2011
    •  J. Wernstedt: Experimentelle Prozessanalyse, VEB Verlag Technik, 1989
    •  K. Janschek: Systementwurf mechatronischer Systeme, Methoden – Modelle – Konzepte, Springer, 2010
    •  W. Kleppmann: Taschenbuch Versuchsplanung, Produkte und Prozesse optimieren, 7. Auflage, Hanser, 2011
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Maschinenbau 2013
Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Kybernetik und Systemtheorie 2013
Master Electrical Power and Control Engineering 2013
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2013 Vertiefung AT
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  Medienformen
Tafel und Kreide, Präsentation mit Beamer/Laptop/Präsentationssoftware, kapitelweise nummerierte Arbeitsblätter mit
Skizzen der Messprinzipien und -geräte, mit der Präsentation identisch.
Alle digitalen Unterlagen sind grundsätzlich nur uniintern (IP-Bereich) zugänglich. Praktikumsanleitungen http://www.tu-
ilmenau.de/pms/studium/lehrveranstaltungen/praktika/; Spezialliteratur im Semesterapparat Prozessmesstechnik in der
Unibibliothek bzw. der DBT http://www.db-thueringen.de/servlets/DerivateServlet/Derivate-12710/index.msa; Ergänzender
Messtechnische Grundbegriffe, SI-Einheiten, Messabweichungen und Ermittlung der
Messunsicherheit nach GUM/DIN_V_ENV_13005, Messgeräte und Sensoren
zur elektrischen Messung nichtelektrischer Größen (Weg, Länge, Dehnung und
mechanische Spannungen, Kraft, Masse, Beschleunigung, Druck, Durchfluss und




Naturwissenschaftlich-technische Grundlagen des gemeinsamen ingenieurwissenschaftlichen Grundstudiums 
  Lernergebnisse / Kompetenzen
Die Studierenden sind mit der metrologischen Begriffswelt vertraut, kennen die wichtigsten nationalen und internationalen
metrologischen Institutionen mit ihren Aufgaben und besitzen Einblick in die mit der Metrologie verbundenen
Wechselwirkungen in Wirtschaft und Gesellschaft.
Die Studierenden überblicken, eingebettet in die systemische Betrachtungsweise der Mess- und Automatisierungstechnik,
die wichtigsten Messverfahren der Längenmesstechnik, Spannungs-, Dehnungs- und Kraftmesstechnik,
Trägheitsmesstechnik, Druckmesstechnik, Durchflussmesstechnik und Temperaturmesstechnik hinsichtlich ihrer Funktion,
Eigenschaften, mathematischen Beschreibung für statisches und dynamisches Verhalten, Anwendungsbereich und Kosten.
Die Studierenden können in bestehenden Messanordnungen die eingesetzten Prinzipien erkennen und bewerten. Die
Studierenden sind fähig, Aufgaben der elektrischen Messung 2 von 2 nichtelektrischer Größen zu analysieren, geeignete
Messverfahren zur Lösung der Messaufgaben auszuwählen, Quellen von Messabweichungen zu erkennen und den Weg der
Ermittlung der Messunsicherheit mathematisch zu formulieren und bis zum vollständigen Messergebnis zu gehen.
Mit der Lehrveranstaltung erwerben die Studierenden zu etwa 60% Fachkompetenz. Die verbleibenden 40% verteilen sich
mit variierenden Anteilen auf Methoden- und Systemkompetenz. Sozialkompetenz erwächst aus praktischen Beispielen in
den Lehrveranstaltungen, der gemeinsamen Problemlösung im Seminar und der gemeinsamen Laborarbeit. 
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operativer Downloadbereich mit variablem Inhalt.
  Literatur
    •  Ein aktuelles Literaturverzeichnis ist Bestandteil des Lehrmaterials!
    •  Internationales Woerterbuch der Metrologie = International
vocabulary of metrology, Beuth 2010, ISBN 3-410-20070-3
    •  DIN_V_ENV_13005, Leitfaden zur Angabe der Unsicherheit beim Messen
    •  Prozessmesstechnik z.B. Bentley, John P.: Principles of Measurement Systems, Longman
Prentice Hall 4.Aufl. 2004, ISBN 0-470-23445-8 
    •  Temperaturmesstechnik z.B. Bernhard, Frank: Technische Temperaturmessung, Springer 1. Aufl. 2004, ISBN 3-540-
62672-7
    •  Durchfluss- und Strömungsmesstechnik z.B. Bohl, Willi und Elmendorf, Wolfgang: Technische Strömungslehre :
Stoffeigenschaften von Flüssigkeiten und Gasen, …, Strömungsmesstechnik, Vogel 14., überarb. und erw. Aufl. 2008, ISBN
3-8343-3129-5
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
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  Medienformen
Entwicklung an der Tafel, Folienpräsentationen, Simulationen,
Beiblätter, Übungsblätter und Simulationsbeispiele unter:
    •  Charakterisierung des Abtastregelkreises (Abtastung, Zustandsraumbeschreigung, Lösung von Systemen von
Differenzengleichungen, Eigenbewegungen, Stabilität, Abbildung der Eigenwerte durch Abtastung)
    •  Zustandsraumbeschreibung zeitdiskreter Systeme (Errreichbarkeit, Zustandsrückführung, Formel von Ackermann, Dead-
beat Regler, Beobachtbarkeit, Zustandsbeobachter, Separationsprinzip, PI-Regler mit Zustandsrückführung,
Störgrößenaufschaltung mit Zustandsbeobachter)
    •  Ein- Ausgangsbeschreibung von zeitdiskreten Systemen (z-Transformation, Übertragungsfunktion zeitdiskreter Systeme,
kanonische Realisierungen zeitdiskreter Übertragungsfunktionen)
    •  Reglerentwurf für Abtastsysteme im Frequenzbereich (Übertragungsfunktion eines Abtastsystems, diskreter
Frequenzgang, Tustin-Transformation, Frequenzkennlinienverfahren für Abtastsysteme, Wahl der Abtastzeit, Approximation
zeitkontinuierlicher Regler)
    •  Regelkreisarchitekturen (Störgrößenaufschaltung, Kaskadenregelung, Internal Model Control, Anti Wind-up Schaltung)
  Inhalt
  Vorkenntnisse
Abgeschlossenes gemeinsames ingenieurwissenschaftliches Grundstudium (GIG). Regelungs- und Systemtechnik 1
  Lernergebnisse / Kompetenzen
Nach erfolgreichem Abschluss des Moduls:
    •  Kennen die Studierenden die Beschreibung von Abtastsystemen und deren Anwendung auf digitale Regelungen.
    •  Kennen und verstehen die Studierenden die Beschreibung linearer zeitdiskreter Systeme im Zustandsraum sowie deren
Ein-Ausgangsverhalten als z-Übertragungsfunktion.
    •  Können die Studierenden zeitdiskrete Zustandsraummodelle auf ihre grundlegenden strukturellen Eigenschaften
untersuchen.
    •  Kennen die Studierenden die gängigen Verfahren zum Entwurf zeitdiskreter Regelungen und sind in der Lage diese
anzuwenden.
    •  Sind die Studierenden in der Lage typische Softwarewerkzeuge zur Analyse und zum Entwurf von digitalen Regelkreisen
zu verwenden.
    •  Können die Studierenden zeitdiskrete Regler auf gängigen Plattformen implementieren.
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    •  Franklin, Powell, Workman, "Digital Control of Dynamic Systems, Addison Wesley, 1997
    •  Gausch, Hofer, Schlacher, "Digitale Regelkreise", Oldenbourg Verlag, 1993
    •  Goodwin, Graebe, Salgado, "Control System Design", Prentice Hall, 2001
    •  Horn, Dourdouma, "Regelungstechnik", Pearson, 2004
    •  Lunze, "Regelungstechnik 2", Springer, 2001
    •  Rugh, “Linear System Theory”, Prentice Hall, 1996
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008








Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
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  Lernergebnisse / Kompetenzen
Nach erfolgreichem Abschluss des Moduls:
    •  Kennen die Studierenden die Beschreibung von Abtastsystemen und deren Anwendung auf digitale Regelungen.
    •  Kennen und verstehen die Studierenden die Beschreibung linearer zeitdiskreter Systeme im Zustandsraum sowie deren
Ein-Ausgangsverhalten als z-Übertragungsfunktion.
    •  Können die Studierenden zeitdiskrete Zustandsraummodelle auf ihre grundlegenden strukturellen Eigenschaften
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  Medienformen
Entwicklung an der Tafel, Folienpräsentationen, Simulationen,
Beiblätter, Übungsblätter und Simulationsbeispiele unter:
http://www.tu-ilmenau.de/regelungstechnik/
lehre/digitale-regelungen
    •  Charakterisierung des Abtastregelkreises (Abtastung, Zustandsraumbeschreigung, Lösung von Systemen von
Differenzengleichungen, Eigenbewegungen, Stabilität, Abbildung der Eigenwerte durch Abtastung)
    •  Zustandsraumbeschreibung zeitdiskreter Systeme (Errreichbarkeit, Zustandsrückführung, Formel von Ackermann, Dead-
beat Regler, Beobachtbarkeit, Zustandsbeobachter, Separationsprinzip, PI-Regler mit Zustandsrückführung,
Störgrößenaufschaltung mit Zustandsbeobachter)
    •  Ein- Ausgangsbeschreibung von zeitdiskreten Systemen (z-Transformation, Übertragungsfunktion zeitdiskreter Systeme,
kanonische Realisierungen zeitdiskreter Übertragungsfunktionen)
    •  Reglerentwurf für Abtastsysteme im Frequenzbereich (Übertragungsfunktion eines Abtastsystems, diskreter
Frequenzgang, Tustin-Transformation, Frequenzkennlinienverfahren für Abtastsysteme, Wahl der Abtastzeit, Approximation
zeitkontinuierlicher Regler)
    •  Regelkreisarchitekturen (Störgrößenaufschaltung, Kaskadenregelung, Internal Model Control, Anti Wind-up Schaltung)
  Inhalt
  Vorkenntnisse
Abgeschlossenes gemeinsames ingenieurwissenschaftliches Grundstudium (GIG). Regelungs- und Systemtechnik 1
untersuchen.
    •  Kennen die Studierenden die gängigen Verfahren zum Entwurf zeitdiskreter Regelungen und sind in der Lage diese
anzuwenden.
    •  Sind die Studierenden in der Lage typische Softwarewerkzeuge zur Analyse und zum Entwurf von digitalen Regelkreisen
zu verwenden.
    •  Können die Studierenden zeitdiskrete Regler auf gängigen Plattformen implementieren.
  Literatur
    •  Franklin, Powell, Workman, "Digital Control of Dynamic Systems, Addison Wesley, 1997
    •  Gausch, Hofer, Schlacher, "Digitale Regelkreise", Oldenbourg Verlag, 1993
    •  Goodwin, Graebe, Salgado, "Control System Design", Prentice Hall, 2001
    •  Horn, Dourdouma, "Regelungstechnik", Pearson, 2004
    •  Lunze, "Regelungstechnik 2", Springer, 2001
    •  Rugh, “Linear System Theory”, Prentice Hall, 1996
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Ingenieurinformatik 2008
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Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
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  Medienformen
Skript
Einführung, Signale und Störungen, lineare und nichtlineare Verzerrungen; Spannungs-, Leistungs- und Phasenmessung,
quadratischer Detektor, phasenempfindlicher Gleichrichter, PLL, Quadraturdemodulator; systematische und zufällige Fehler,
Pegel und Dämpfung; Schallpegelmesser, HF-Leistungsmesser; Messung im Zeitbereich, Oszilloskop, Sampling-
Oszilloskop-Tastkopf, Bandbreite, Anstiegszeit und Empfindlichkeit; Systemanalyse im Zeitbereich, Impulsreflektometrie,
Analyse digital modulierter Signale (Augendiagramm, Zustandsdiagramm) Messung im Frequenzbereich, Spektralanalysator,
selektiver Messempfänger (Auflösung, Empfindlichkeit, Verzerrungen, Dynamikbereich, Spiegelfrequenzen,
Mehrfachumsetzer), Vektorvoltmeter; Netzwerk- und Systemanalyse im Frequenzbereich, Verzerrungsmessungen,
Modulationsanalyse, digitaler Signalanalysator, Abtastung, Digitalisierung und Analoginterface, Messdatenverarbeitung
  Inhalt
  Vorkenntnisse
Signal- und Systemtheorie, Elektrotechnik, analoge und digitale Schaltungstechnik
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Hörer sollen in die Lage versetzt werden, die wichtigsten in der Nachrichten- und Informationstechnik
angewendeten Messverfahren und Messgerätekonzepte in ihren Grundzügen zu verstehen, ihre Leistungsparameter
beurteilen und Messaufgaben lösen zu können. (60%) Methodenkompetenz: Besonderer Wert wird auf die Methoden zur
Analyse von informationstechnischen Signalen und Systemen im Zeit- und Frequenzbereich und auf die Untersuchung des
Einflusses von Störungen, linearen und nichtlinearen Verzerrungen gelegt. (20 %) Systemkompetenz: Erläuterung der
Messmethoden als allgemeine Prinzipien, die nicht nur auf elektrotechnische Problemstellungen anwendbar sind. (10 %)
Sozialkompetenz: Diskussion von Einsatz- und Optimierungsgesichtspunkten messtechnischer Lösungen für Entwicklungs-
und Produktionsaufgaben. (10 %)
  Literatur
[1] Kreß, D.; Irmer, R.: Angewandte Systemtheorie. Verlag Technik, Berlin (1989) [2] Meyer, G.: Oszilloskope. Hüthig Verlag,
Heidelberg (1989) [3] Lange, K.; Löcherer, K.-H.: Taschenbuch der Hochfrequenztechnik. Springer-Verlag, Berlin (1986) [4]
Schuon, E.; Wolf, E.: Nachrichtenmeßtechnik. Springer-Verlag, Berlin (1981), (1987) [5] Mäusl, R.; Schlagheck, E.:
Meßverfahren in der Nachrichtenübertragungstechnik. Hüthig-Verlag, Heidelberg (1986) [6] Thumm, M.; Wiesbeck, W.; Kern,
S.: Hochfrequenzmeßtechnik. Teubner, Stuttgart (1997) [7] Becker; Bonfig; Höring: Handbuch Elektrische Meßtechnik.
Hüthig-Verlag, Heidelberg (2000) [8] van Etten, W.: Introduction to Random Signals and Noise. John Wiley, 2005
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Elektrotechnik und Informationstechnik 2013
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Wirtschaftsingenieurwesen 2013 Vertiefung ET
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen




Besuch der jeweiligen Lehrveranstaltungen
  Lernergebnisse / Kompetenzen
- Die Studierenden sind in der Lage komplexe theoretische Zusammenhänge so zu abstrahieren, dass praktische
realisierbare Lösungen für den jeweiligen Anwendungsbereich (z.B. Messtechnik, Regelungstechnik) entstehen. - Die
Studierenden können das aus den Vorlesungen bekannte Wissen an Modellprozessen praktische anwenden. - Die
Studierenden lernen mit den Standardwerkzeugen (Softwaretools) entsprechend umzugehen.
  Literatur
Anleitungen zu den jeweiligen Versuchen und Fachliteratur des jeweiligen Faches
1Leistungspunkte: Workload (h): 30 8Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2213Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Präsentation, Vorlesungsskript, Tafelanschrieb, Übungen im PC-Pool, Hausbeleg am PC
Einführung: Einsatzgebiete, Abgrenzung, Rechenmittel, Arbeitsdefinition, Systematik bei der Bearbeitung von Simulations-
und Entwurfsaufgaben; Systembegriff (zeitkontiniuerlich, zeitdiskret, qualitativ, ereignis-diskret, chaotisch) mit
Aufgabenstellungen ; Analoge Simulation: Wesentliche Baugruppen und Programmierung von Analogrechnern, Vorzüge und
Nachteile analoger Berechnung, heutige Bedeutung ; Digitale Simulation: blockorientierte Simulation, Integrationsverfahren,
Einsatzempfehlungen, algebraische Schleifen, Schrittweitensteuerung, steife Differenzialgleichungen, Abbruchkriterien;
zustandsorientierte Simulation linearer Steuerungssysteme; physikalische objektorientierte Modellierung und Simulation;
Simulationssprachen und -systeme: MATLAB (Grundaufbau, Sprache, Matrizen und lineare Algebra, Polynome,
Interpolation, gewöhnliche Differenzialgleichungen, schwach besetzte Matrizen, M-File-Programmierung, Visualisierung,
Simulink, Toolboxen, Beispiele); Scilab (Grundaufbau, Befehle, Unterschiede zu MATLAB/Simulink, Beispiele);
objektorientierte Modellierungssprache Modelica und Simulationssystem OpenModelica (Merkmale,
Modellierungsumgebung, Bibliotheken, Beispiele, Optimierung); PHASER (Grundaufbau, vorgefertigte und eigene
Problemstellungen, Zeitverhalten, Phasendiagramm, Beispiele)
  Inhalt
  Vorkenntnisse
Grundlagen der Mathematik, der Physik, der Modellbildung sowie der Regelungs- und Systemtechnik
  Lernergebnisse / Kompetenzen
Die Studierenden können Grundbegriffe der Modellierung und Simulation und die historische Einordnung der analogen
Simulation im Vergleich zum Schwerpunkt der Veranstaltung, der digitalen Simulation zeitkontinuierlicher und zeitdiskreter
Systeme, darlegen. Sie sind in der Lage, Simulationsaufgabenstellungen zu bewerten und eine systematische
Herangehensweise an die Problemlösung anzuwenden. Die Studierenden testen und beurteilen sowohl die blockorientierte,
die zustandsorientierte als auch die objektorientierte Simulation einschließlich der Spezifika, wie z.B. numerische
Integrationsverfahren, physikalische Modellierung. Durch vorgestellte Simulationssprachen, -systeme und –software
(MATLAB/SIMULINK, Scilab, OpenModelica, PHASER) können die Studierenden typische Simulationsaufgaben im
regelungstechnischen Umfeld und darüber hinaus bewerten und entwickeln. In einem Hausbeleg weist jeder Studierende
seine Fähigkeit nach, eine Simulationsaufgabe zu lösen und auszuwerten.
  Literatur
Biran, A., Breiner, M.: MATLAB 5 für Ingenieure, Addison-Wesley, 1999.
Bossel, H.: Simulation dynamischer Systeme, Vieweg, 1987.
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Bossel, H.: Modellbildung und Simulation, Vieweg, 1992.
Bub, W., Lugner, P.: Systematik der Modellbildung, Teil 1: Konzeptionelle Modellbildung, Teil 2: Verifikation und Validation,
VDI-Berichte 925, Modellbildung für Regelung und Simulation, VDI-Verlag, S. 1-18, S. 19-43, 1992.
Cellier, F. E.: Coninuous System Modeling, Springer, 1991.
Cellier, F. E.: Integrated Continuous-System Modeling and Simulation Environments, In: Linkens, D.A. (Ed.):  CAD for Control
Systems, Marcel Dekker, New York, 1993, pp. 1-29.
Fritzson, P.: Principles of object-oriented modeling and simulation with Modelica 2.1, IEEE Press, 2004.
Fritzson, P.: Introduction to Medeling and Simulation of Technical and Physical Systems with Modelica. Wiley-IEEE Press.
2011
Gomez, C.: Engineering and scientific computing with Scilab, Birkhäuser, 1999.
Hoffmann, J.: MATLAB und SIMULINK, Addison-Wesley, 1998.
Hoffmann, J., Brunner, U.: MATLAB und Tools: Für die Simulation dynamischer Systeme, Addison-Wesley, 2002.
Kocak, H.: Differential and difference equations through computer experiments, (... PHASER ...), Springer, 1989.
Otter, M.: Objektorientierte Modellierung Physikalischer Systeme, Teil 1, at - Automatisierungstechnik, (47(1999)1, S. A1-A4
(und weitere 15 Teile von OTTER, M. als Haupt-- bzw. Co-Autor und anderer Autoren in Nachfolgeheften).
Scherf, H.E.: Modellbildung und Simulation dynamischer Systeme, Oldenbourg, 2003.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Kybernetik und Systemtheorie 2013
Master Electrical Power and Control Engineering 2008
Master Electrical Power and Control Engineering 2013
Master Wirtschaftsingenieurwesen 2009
Master Wirtschaftsingenieurwesen 2009 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2010
Master Wirtschaftsingenieurwesen 2010 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2011 Vertiefung ABT
Master Wirtschaftsingenieurwesen 2013 Vertiefung AT
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Bachelor Ingenieurinformatik 2008
Im Rahmen des Bachelor-Studiums ist das Modul Informatik eines von zwei Wahlpflichtmodulen (neben dem WPF-Modul
Elektrotechnik) mit jeweils 10 Leistungspunkten. Die 10 LP werden dabei durch die Wahl von drei Fächern und ein
verpflichtendes Praktikum erreicht. Das Praktikum ist abhängig von den gewählten Fächern. Zu jedem gewählten Fach muss
ein Praktikum im Umfang von 1/3 LP absolviert werden. Je nach Fach sind das 1 oder 2 Versuche. Je nach Wahl der Fächer
können am Ende auch 11oder 12 LP erbracht worden sein, das Modul wird jedoch weiterhin nur mit 10 LP in die Endnote
eingehen. Hinweis: Der Katalog kann jährlich aktualisiert und vom Fakultätsrat verabschiedet werden.
Modulnummer:






- IHS 1 für die Lehrveranstaltung IHS 2
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Folien, Buch Brüderlin, Meier: Computergrafik und geometrisches Modellieren (s. unten)
Einführung: Überblick über das Fach Grafische Datenverarbeitung. Einführung: Vektoren und Matrizen, Transformationen,
Homogene Vektorräume, 2D, 3D-Primitiven und Operationen, View-Transformationen Farbwahrnehmung, Tristimulus
Ansatz, Farbmodelle: RGB, CMY, HSV, CIE. Spektrale Ansätze. Additive und Subtraktive Mischung. Lichtquellen und Filter.
Rastergrafik-Hardware: Farbdiskretisierung, Farbbildröhre, LCD, Laserprinter, Ink-jet, etc. Rastergrafik: Rasterkonvertierung
von Linien und Polygonen (Bresenham-Algorithmus, Polygonfüll-Algorithmus). Bildbearbeitung und Erkennung: Operationen
auf dem Bildraster, Bildtransformationen (Skalierung, Drehung), Resampling und Filterung (Bilinear, Gauß) Dithering,
Antialiasing, Flood Filling, Kantenverstärkung (Kantenerkennung) Licht und Beleuchtung: (physikalische Größen:
Wellenlänge, Leuchtdichte, Leuchtstärke), Wechselwirkung von Licht und Material, Lichtausbreitung und Reflexion,
Refraktion, Beleuchtungsmodelle, Materialeigenschaften (geometrische Verteilung) Farbige Lichtquellen (spektrale
Verteilung) (Phong: diffuse, spekulare Reflexion). Cook-Torrance, Mehrfachreflexion, Lichteffekte: Schatten, Halbschatten,
Kaustik. Bildsynthese: Rendering basierend auf Rasterkonvertierung: Z-Buffer, Flat-Shading, Gouraud shading, Phong
Shading Global Illumination, Raytracing, Photontracing, Radiosity Texturemapping / Image-based Rendering: Affines und
perspektivisches Texturemapping, projektives Texturemapping, Environment Mapping, Bumpmaps Effiziente Datenstrukturen
zum räumlichen Sortieren und Suchen. Kd-Tree, Hüllkörper-Hierarchie, Anwendungen in der Grafik Ray-tracing,
Kollisionserkennung. OpenGL, GPU-Renderpipeline, Szenegraphen, Effizientes Rendering grosser Szenen. Ausblick:
Überblick geometrischer und physikalischer Modelldatenstrukturen: CSG, B-Rep, Voxel, Octree, parametrische Flächen




Programmierkenntnisse Grundlagen Algorithmen & Datenstrukturen
  Lernergebnisse / Kompetenzen
Vermitteln der Grundlagen der Computergrafik bestehend aus Lineare Algebra/homogene Vektorräumen, Physik des Lichts,
Rasteroperationen, Bildsynthese, Bildverarbeitung und effiziente geometrische Algorithmen und Datenstrukturen. Die
Vorlesung bildet die Grundlagen für "photorealistische" Bildsynthese, wie sie in der Industrie sowie bei den Medien
Verwendung finden (z. B. Filmindustrie, Computer-Aided Design, Computerspiele, Styling). Vermittlung von Grundlagen für
weiterführende Vorlesungen: Geometrisches Modellieren, Interaktive Grafische Systeme / Virtuelle Realität, Technisch-
wissenschaftliche Visualisierung, Fortgeschrittene Bildsynthese, Bildverarbeitung I & II.
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  Literatur
Brüderlin, B., Meier, A., Computergrafik und geometrisches Modellieren, Teubner-Verlag, 2001 Weiterführende Literatur:
José Encarnação, Wolfgang Straßer, Reinhard Klein: Graphische Datenverarbeitung 1: Gerätetechnik, Programmierung und
Anwendung graphischer Systeme. 4th, revised and extended edition, Oldenbourg, Munich, Germany, 1996. José
Encarnação, Wolfgang Straßer, Reinhard Klein: Graphische Datenverarbeitung 2: Modellierung komplexer Objekte und
photorealistische Bilderzeugung. 4th, revised and extended edition, Oldenbourg, Munich, Germany, 1997. James D. Foley,
Andries van Dam, Steven K. Feiner, John F. Hughes: Computer Graphics: Principles and Practice, Second Edition in C. - 2nd
edition, Addison-Wesley, Reading, MA, USA, 1990. Alan Watt: 3D-Computergrafik. 3rd edition, Addison-Wesley, Reading,
MA, USA, 2001.
  Detailangaben zum Abschluss






LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008 Vertiefung IN
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008 Vertiefung IN
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM




Integrierte Hard- und Softwaresysteme 2
unbekanntTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Powerpoint-Präsentationen, Tafelarbeit, Diskussion, unterstützende E-Learning-Materialien
Einführung in die Entwicklung integrierter HW/SW-Systeme, insb. deren Entwurf auf der Basis von




IHS 1, Grundkenntnisse der Software- und Systementwicklung, Grundkenntnisse Rechnerarchitektur und Betriebssysteme
  Lernergebnisse / Kompetenzen
Verständnis des Entwicklungsprozesses von integrierten HW/SW-Systeme und der Methoden zum Entwurf, der funktionalen
Validierung und der Leistungsbewertung und Optimierung entsprechender Systeme.
  Literatur
wird in der Vorlesung bekanntgegeben
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Biomedizinische Technik 2009
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Wirtschaftsinformatik 2009
Master Wirtschaftsinformatik 2011
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript, Power-Point Präsentation, Aufgabensammlung
(1) Einordnung der KI in die Informatik, Forschungsgebiete der KI, Historisches, (2) Logische Grundlagen: Prädikatenkalkül
der ersten Stufe, Folgerungsbegriff, Ableitungsverfahren, Vollständigkeit und Korrektheit von Inferenzverfahren (3) Logische
Programmierung: Einordnung des logischen Programmierparadigmas, algorithmische Realisierung des ROBINSON-schen
Inferenzverfahrens, komplexitätstheoretische Betrachtung verschiedener Rekursionsarten, Differenzlistentechnik (4)
Wissensbasierte Systeme: Wesen und Architektur (5) Wissensdarstellungen der KI und Implementationsvarianten:
Prädikatenlogik (und einige Erweiterungen davon), Semantische Netze, Frames, Produktionsregel-Systeme
  Inhalt
  Vorkenntnisse
Grundkenntnisse in mathematischer Logik: Prädikatenkalkül der 1. Stufe
  Lernergebnisse / Kompetenzen
naturwissenschaftliche und angewandte Grundlagen, Einbindung des angewandten Grundlagenwissens der
Informationsverarbeitung
  Literatur
(1) Luger: Künstliche Intelligenz: Strategien zur Lösung komplexer Probleme. München: Pearson Studium (Übersetzung aus
dem Addison-Wesley Verlag), 4. Aufl., 2001 (2) Russel/Norvig: Künstliche Intelligenz: Ein moderner Ansatz, München:
Pearson Studium (Übersetzung aus dem Addison-Wesley Verlag), 2004 (3) Knauf: Logische Programmierung und
Wissensbasierte Systeme: Eine Einführung. Aachen: Shaker, 1993
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript, Power-Point Präsentation, Aufgabensammlung
(1) Einordnung der KI in die Informatik, Forschungsgebiete der KI, Historisches, (2) Logische Grundlagen: Prädikatenkalkül
der ersten Stufe, Folgerungsbegriff, Ableitungsverfahren, Vollständigkeit und Korrektheit von Inferenzverfahren (3) Logische
Programmierung: Einordnung des logischen Programmierparadigmas, algorithmische Realisierung des ROBINSON-schen
Inferenzverfahrens, komplexitätstheoretische Betrachtung verschiedener Rekursionsarten, Differenzlistentechnik (4)
Wissensbasierte Systeme: Wesen und Architektur (5) Wissensdarstellungen der KI und Implementationsvarianten:
Prädikatenlogik (und einige Erweiterungen davon), Semantische Netze, Frames, Produktionsregel-Systeme
  Inhalt
  Vorkenntnisse
Grundkenntnisse in mathematischer Logik: Prädikatenkalkül der 1. Stufe
  Lernergebnisse / Kompetenzen
naturwissenschaftliche und angewandte Grundlagen, Einbindung des angewandten Grundlagenwissens der
Informationsverarbeitung
  Literatur
(1) Luger: Künstliche Intelligenz: Strategien zur Lösung komplexer Probleme. München: Pearson Studium (Übersetzung aus
dem Addison-Wesley Verlag), 4. Aufl., 2001 (2) Russel/Norvig: Künstliche Intelligenz: Ein moderner Ansatz, München:
Pearson Studium (Übersetzung aus dem Addison-Wesley Verlag), 2004 (3) Knauf: Logische Programmierung und
Wissensbasierte Systeme: Eine Einführung. Aachen: Shaker, 1993
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2238Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
Master Wirtschaftsinformatik 2009
Master Wirtschaftsinformatik 2011
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Powerpoint-Präsentationen, Tafelarbeit, Diskussion, unterstützende E-Learning-Materialien
- Einführung in die Grundlagen der mobile Datenkommunikation mit Schwerpunkt auf Protokolle und Systeme - Grundlagen
der drahtlose Übertragung - Medienzugriffsverfahren - Mobilitätsmanagement - Transportprotokolle - Dienstgüte - Sicherheit -
Kommunikationssysteme (802.11, GSM/GPRS, UMTS)
  Inhalt
  Vorkenntnisse
Lehrveranstaltung Telematik oder Rechnernetze
  Lernergebnisse / Kompetenzen
Fachkompetenz: Durch die vertiefende Vermittlung von fundierten Kenntnissen auf den Gebieten der drahtlosen
Übertragung, Medienzugriffsverfahren, Mobilitätsmanagement, Dienstgüte- und Sicherheitsaspekte beherrschen die
Studierenden Grundprinzipien und grundlegenden Protokolle IP-basierter Mobilkommunikationsnetze. Methodenkompetenz:
Die Studierenden sind in der Lage, WLAN-Systeme auf der Basis des 802.11-Standards zu analysieren. Fähigkeiten zur
kritischen Beurteilung und Abgrenzung gegenüber zellularen Systeme, insbesondere GSM und UMTS befähigen, die
erlernten Kenntnisse durch Versuche in realen Systemen und durch Simulationen zu vertiefen. Systemkompetenz: Mit Hilfe
formaler Methoden können sie Mobilkommunikationsnetze analysieren und validieren. Sozialkompetenz: Die Vorlesung wird
durch Übungen ergänzt, in denen die Studierenden Problemlösungen in der Gruppe erarbeiten. Die erlernten Kenntnisse
werden durch Versuche in realen Systemen und durch Simulationen gemeinsam vertieft.
  Literatur
Wird in der Vorlesung bekannt gegeben, Spezielle Literatur unter www.tu-ilmenau.de/iks
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Master Wirtschaftsinformatik 2011
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung: Folien (Beamer erforderlich), Arbeitsblätter (Online und Copyshop) Übung: Übungsmaterial (Online und
Copyshop) Allgemein: Webseite (Materialsammlung und weiterführende Infos) http://tu-ilmenau.de/ra
Entwicklung der Prozessorarchitektur: Complex-Instruction-Set-Computing (CISC), Reduced-Instruction-Set-Computing
(RISC); Befehls-Pipelining; Skalare Prozessorarchitektur, Very-Long-Instruction-Word-Architektur, Out of Order-Execution;
Simultaneous Multithreading. Entwicklung der Speicherarchitektur: Adresspipelining, Burst Mode und Speicher-Banking;
Speicherhierarchie, Cache-Prinzip, Cache-Varianten; Beispielarchitekturen; Spezialrechner: Aufbau eines Einchip-
Controllers; Einchipmikrorechner des mittleren Leistungssegments, Erweiterungen im E/A-Bereich; Prinzip der digitalen
Signalverarbeitung, Digitale Signalprozessoren (DSP), Spezielles Programmiermodell; Leistungsbewertung: MIPS, MFLOPS;
Speicherbandbreite; Programmabhängiges Leistungsmodell (Benchmarkprogramme); Parallele Rechnerarchitekturen: Single
Instruction Multiple Data, Multiple Instruction Single Data, Multiple Instruction Multiple Data; Enge und Lose Kopplung,




Vorlesung und Übung „Rechnerarchitekturen 1” oder vergleichbare Veranstaltung
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verstehen detailliert Aufbau und Funktionsweise von fortgeschrittenen Prozessoren und
Rechnern. Die Studierenden verstehen Entwicklungstendenzen der modernen Rechner- und Systemarchitektur.
Methodenkompetenz: Die Studierenden sind in der Lage, Anwendungsbeispiele und Architekturvarianten zu entwickeln. Die
Studierenden analysieren Leistungskennwerte von Rechnern und Rechnersystemen. Systemkompetenz: Die Studierenden
verstehen das Zusammenwirken der Funktionsgruppen von fortgeschrittenen Rechnern als System und in Rechnersystemen.
Sie erkennen den Zusammenhang zwischen Architektur, Leistung und Anwendung anhand praktischer Übungen.
Sozialkompetenz: Die Studierenden sind in der Lage, praktische Problemstellungen der Rechnerarchitektur in der Gruppe zu
lösen.
  Literatur
Primär: Eigenes Material (Online und Copyshop) Sekundär: C. Märtin: Einführung in die Rechnerarchitektur - Prozessoren
und Systeme. ISBN 3-446-22242-1, Hanser 2003. J. L. Hennessy, D. A. Patterson: Rechnerorganisation und -entwurf. ISBN
3-8274-1595-0, Elsevier 2005. W. Stallings: Computer Organization & Architecture. ISBN 0-13-035119-9, Prentice Hall 2003.
A. S. Tanenbaum, J. Goodman: Computerarchitektur. ISBN 3-8273-7016-7, Pearson Studium 2003. Allgemein: Der primäre
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Anlaufpunkt ist der Webauftritt! http://tu-ilmenau.de/ra Dort gibt es die aktuellen Fassungen des Lehrmaterials sowie
gelegentlich aktualisierte Literaturhinweise, Online-Quellen und Zusatzinfos.
  Detailangaben zum Abschluss






















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Tafel und Folien-Präsentationen, Arbeitsblätter, Lehrbuch
1. Anwendungsorientierte Schichten: Sitzungsschicht, Darstellungsschicht und Anwendungsschicht, Grundarchitekturen
verteilter Anwendungen: Client-Server, Peer-to-Peer, hybride Ansätze, Konkrete Protokolle der Anwendungsschicht: HTTP,
SMTP, DNS
2. Multimediaanwendungen: Anforderungen und Realisierung im Internet
3. Dienstgüteunterstützung im Internet





Vorlesung Telematik 1 
  Lernergebnisse / Kompetenzen
    •  Fachkompetenz: Die Studierenden verfügen über Kenntnisse und Überblickswissen zu den anwendungsorientierten
Schichten von Netzen und deren Protokolle, insbesondere des Internet. Sie verstehen die spezifischen
Dienstgüteanforderungen von Multimediaanwendungen und können alternative Systemkonzepte für die Einführung einer
Dienstgüteunterstützung in das Internet bewerten. Weiterhin sind sie mit den verschiedenen Möglichkeiten der Umsetzung
einer Punkt-zu-Mehrpunkt-Kommunikation (Multicast) vertraut. Die Studierenden kennen die grundlegenden
Sicherheitsanforderungen an Kommunikationsdienste und Mechanismen zu ihrer Erfüllung.
    •  Methodenkompetenz: Die Studierenden sind in der Lage, anhand der Anforderungen von Applikationen Architekturen
und Protokolle zu identifizieren, die zur Realisierung notwendig sind.
    •  Systemkompetenz: Die Studierenden verstehen das grundsätzliche Zusammenwirken der Komponenten eines Netzes
als System.
    •  Sozialkompetenz: Die Studierenden erarbeiten Problemlösungen verteilter Anwendungen in der Gruppe.
  Literatur
[1] A. S. Tanenbaum. Computernetzwerke. Pearson Education.
[2] J. F. Kurose, K. W. Ross. Computernetze. Pearson Education.
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Spezifikation von Berechnungsproblemen und von abstrakten Datentypen. Analyse von Algorithmen: Korrektheitsbeweise für
iterative und rekursive Verfahren, Laufzeitbegriff, O-Notation, Laufzeitanalyse.  Grundlegende Datenstrukturen (Listen,
Stacks, Queues, Bäume). Binäre Suchbäume, Mehrwegsuchbäume, balancierte Suchbäume  (AVL- und/oder Rot-Schwarz-
  Inhalt
  Vorkenntnisse
Algorithmen und Programmierung, Grundlagen und Diskrete Strukturen, Mathematik für Informatiker 1
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden kennen die Grundprinzipien des Algorithmenentwurfs und der Korrektheitsanalyse und
Zeitanalyse von Algorithmen und Datenstrukturen. Die Studierenden kennen beispielhaft Verfahren für die Spezifikation von
Datentypen. Sie kennen die O-Notation und ihre Regeln, sowie die Anwendung der O-Notation bei der Laufzeitanalyse. Die
Studierenden kennen die grundlegenden Datenstrukturen „Array“, „Liste“, „Stack“, „Queue“, „gerichteter Baum“ und
„Binärbaum“  mit ihren Implementierungsmöglichkeiten und können die zentralen Perfomanzparameter benennen und
begründen. Sie kennen den Datentyp „binärer Suchbaum“ mit seinen Methoden für Einfügen und Suchen und den Datentyp
„Mehrwegsuchbaum“. Die Studierenden kennen die Algorithmen für mindestens eine Variante von balancierten Binärbäumen
und können sie an Beispielen durchführen. Die Studierenden kennen das Prinzip von einfachen Hashverfahren, verstehen
die Funktionsweise und können das zu erwartende Verhalten für die verschiedenen Verfahren beschreiben. Sie kennen
Konstruktionen einfacher randomisierter Hashklassen.  Die Studierenden kennen die grundlegenden Sortieralgorithmen
(Quicksort, Heapsort, Mergesort sowie Radixsort), können die Korrektheit der Verfahren begründen und ihre Laufzeit
berechnen. Sie kennen die untere Schranke für vergleichsbasierte Sortierverfahren sowie den grundlegenden Datentyp
 „Priority Queue“ und seine Implementierung auf der Basis von binären Heaps. Die Studierenden kennen die Grundbegriffe
der Graphentheorie, soweit sie algorithmisch relevant sind, und können mit ihnen umgehen. Sie kennen die wesentlichen
Datenstrukturen für die Darstellung von Graphen und Digraphen mit den zugehörigen Methoden und Performanzparametern,
sowie einfache Graphdurchmusterungsverfahren (Breitensuche, Tiefensuche). Sie kennen einen Algorithmus für die
Ermittlung eines minimalen Spannbaums.
Methodenkompetenz: Die Studierenden sind in der Lage, die behandelten Algorithmen an Beispielen auszuführen. Sie
können Berechnungsprobleme und einfache abstrakte Datentypen wie Stack, Queue, Liste, Priority Queue und Varianten
syntaktisch und semantisch spezifizieren (mathematisches Modell). Sie können mit Hilfe der O-Notation Zeitanalysen von
einfachen iterativen und rekursiven Algorithmen vornehmen, Algorithmen nach ihrer Laufzeit klassifizieren und ihre
Nützlichkeit einschätzen. Sie können die Korrektheitsanalyse für die in der Lehrveranstaltung untersuchten Algorithmen
vornehmen und sie auf Varianten anpassen. Sie können für Problemstellungen geeignete Datenstrukturen und Algorithmen
auswählen und deren Eignung nachweisen. Sie können Algorithmenparadigmen einsetzen, um für mit den behandelten
Bereichen verwandte Themen neue Algorithmen zu finden und die Korrektheit zu  beweisen und die Laufzeit zu analysieren.
4Leistungspunkte: Workload (h): 120 75Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2242Fachgebiet:
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  Medienformen
Projektion von Folien, Folien und Übungsblätter auf der Vorlesungswebseite.
Bäume, B-Bäume). Einfache Hashverfahren, universelles Hashing. Sortierverfahren: Quicksort, Heapsort, Mergesort,
Radixsort. Priority Queues mit der Implementierung als Binärheaps. Grundbegriffe der Graphentheorie (ungerichtete und
gerichtete Graphen, Markierungen an Knoten und Kanten, Wege und Kreise, Bäume und Wälder,
Zusammenhangskomponenten). Datenstrukturen für Graphen (Adjazenzmatrix, Kantenliste, Adjazenzlisten, Adjazenzarrays).
Durchmustern von Graphen: Breitensuche, Tiefensuche, Zusammenhangskomponenten, Entdecken von Kreisen. Minimale
Spannbäume. Begleitend: Methoden für die Analyse von Laufzeit und Korrektheit.
  Literatur
*  G. Saake, K.-U. Sattler, Algorithmen und Datenstrukturen, 4. Auflage, dpunkt, 2010.
* R. Sedgewick, Algorithmen in C++, Pearson Studium, 2001.
*  T. Ottmann, P. Widmayer, Algorithmen und Datenstrukturen, Spektrum Akademischer Verlag, 4., überarb. Aufl. 2002
* R. H. Güting, S. Dieker: Datenstrukturen und Algorithmen, Teubner, 2004
*  T. Cormen, C. Leiserson, R. Rivest, C. Stein, Introduction to Algorithms, Second Edition, MIT Press 2001. (Auch auf
deutsch erhältlich.)
* M. T. Goodrich, R. Tamassia, Data Structures and Algorithms in Java, 2. Auflage, Wiley, 2003.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Ingenieurinformatik 2008
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008 Vertiefung IN
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008 Vertiefung IN
Master Wirtschaftsinformatik 2009
Master Wirtschaftsinformatik 2011
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Präsentation und Tafel, Handouts, Moodle
Architektur von DBMS; Verwaltung des Hintergrundspeichers; Pufferverwaltung; Dateiorganisation und Zugriffsstrukturen:
indexsequentielle Speicherung, B-Baum, Hashing; Spezielle Indexstrukturen: Dynamisches Hashing, mehrdimensionale
Speichertechniken, geometrische Zugriffsstrukturen, Indexierung von Texten; Basisalgorithmen für DB-Operationen: unäre
Operatoren, binäre Operatoren, Verbund-implementierungen; Optimierung von Anfragen: Phasen der Anfrageoptimierung,




  Lernergebnisse / Kompetenzen
Nach dem Besuch dieser Veranstaltung kennen die Studierenden Architektur und Aufbau von
Datenbankmanagementsystemen. Sie verstehen die Aufgaben und Prinzipien der einzelnen DBMS-Komponenten sowie
deren Zusammenwirken.
Die Studierenden können verschiedene Techniken zur Speicherung und Verwaltung großer Datenbestände sowie zur
Verarbeitung von Anfragen erklären und hinsichtlich ihrer Vor- und Nachteile für verschiedene Einsatzzwecke bewerten. Sie
sind in der Lage, diese Techniken in eigenen Entwicklungen zum Datenmanagement anzuwenden.
 
  Literatur
Saake, Sattler, Heuer: Datenbanken: Implementierungstechniken, 3. Auflage, mitp-Verlag, 2011.
4Leistungspunkte: Workload (h): 120 75Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
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keine
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Folie, Powerpoint, Objekte
Echtzeitanforderungen: Gleichzeitigkeit, Rechtzeitigkeit, Vollständigkeit Echtzeitbedingungen, Echtzeitbetriebssysteme,
Kommunikations- und Synchronisationskonzepte, Prozessbedienungs- und Einplanungsstrategien,




Grundlagen der Technischen Informatik, Betriebssysteme
  Lernergebnisse / Kompetenzen
Verständnis von in Echtzeit arbeitenden Systemen der Prozessdatenverarbeitung/Prozessinformatik Entwurf und Beurteilung
dieser Systeme Echtzeitsysteme als gemischt analoge und digitale Systeme
  Literatur
Skript, Folievorlagen, S-Aufgaben, P-Anleitungen Diverse Fachbücher und Internetquellen
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2232Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Siehe jeweilige Fachbeschreibung im Fächerkatalog
Für dieses Modul sind drei Fächer aus folgendem Angebot wählbar, für das jeweils ein Pflichtpraktikum angeboten wird: -
Echtzeitsysteme - Rechnerachitekturen 2 - DB-Implementierungstechniken - Systemtheorie - Künstliche Intelligenz -
Integrierte Hard- und Softwaresysteme 2 - Mobilkommunikationsnetze - Telematik 2 - Computergrafik
  Inhalt
  Vorkenntnisse
Siehe jeweilige Fachbeschreibung im Fächerkatalog
  Lernergebnisse / Kompetenzen
Siehe jeweilige Fachbeschreibung im Fächerkatalog
  Literatur
Siehe jeweilige Fachbeschreibung im Fächerkatalog
1Leistungspunkte: Workload (h): 30 8Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2235Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Begleitendes Lehrmaterial steht auf der Webseite http://www.TU-Ilmenau.de/sse unter Lectures Für die Beispiele und
Übungen wird das Softwaresystem MLDesigner verwendet
Übersicht über Methoden und Anwendungen der Systemtheorie Modellierung für die modellbasierte Entwicklung technischer
Systeme und Prozesse der Systementwicklung analyitische und Computer unterstützte Analyse von Systemen Entwicklung




  Lernergebnisse / Kompetenzen
Die Studierenden sollen verstehen wie man Probleme und Systeme methodisch analysiert und optimiert. Mathematische
Grundlagen der Modelierung, modellbasierte Analyse und modellbasierter Entwurf, Vorteile von verifizierten ausführbaren
Spezifikationen für die Entwicklung komplexer Systeme
  Literatur
primär eigenes Material
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
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Bachelor Ingenieurinformatik 2008
Fachkompetenz: Die Studierenden vertiefen ihre Kenntnisse auf eine speziellen Forschungsgebiet. 
Methodenkompetenz: Die Studierenden sind in der Lage, die in den Lehrveranstaltungen erworbenen Kenntnisse für
konkrete Problemstellungen zu bewerten und auf diese anzuwenden.Sie erlernen und üben grundlegende Fertigkeiten zum
Erstellen wissenschaftlicher Papiere und Präsentattionen.
Systemkompetenz: Die Studierenden erkennen Abgängigkeiten verschiedener Lehrfächer und können neue
Zusammenhänge ableiten. Sie beherrschen effiziente Wege, ihr Wissen schriftlich und mündlich an andere zu vermitteln.
Sozialkompetenz: Die Studierenden erarbeiten geeignete Präsentationen, stellen diese vor und beantworten Fragen der
anderen Teilnehmer. Sie verfolgen die Präsentationen anderer Teilnehmer und stellen hierzu Fragen.
Modulnummer:







Vorraussetzungen für die Teilnahme
Modulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Workshops mit Präsentation (Tafel, Handouts, Laptop)
Das Hauptseminar besteht in der selbstständigen Bearbeitung eines Forschungsthemas, welches als solches nicht direkt
Bestandteil der bisherigen Ausbildung war. Das Ziel besteht darin, zu Thema den state of the art zu erfassen, einzuordnen
und zu bewerten. Der Student hat folgende Aufgaben zu erfüllen: · Einarbeitung und Verständnis des Themenbereichs auf
der Basis bisherigen Ausbildung, der vorgegebenen und weiterer für die umfassende Behandlung und das Verständnis
notwendiger, selbst zu findender Literaturquellen. · Einordnung des Themenbereichs in das wissenschaftliche Spektrum
ingenieur-informatischer Fragestellungen auf der Basis der bis dahin in der Ausbildung vermittelten Erkenntnisse ·




  Lernergebnisse / Kompetenzen
    •  Fachkompetenz: Die Studierenden vertiefen ihre Kenntnisse auf eine speziellen Forschungsgebiet.
    •  Methodenkompetenz: Sie sind in der Lage, die in den Pflichtveranstaltungen erworbenen Kenntnisse für konkrete
Problemstellungen zu bewerten und auf diese anzuwenden.
    •  Systemkompetenz: Die Studierenden erkennen Abgängigkeiten verschiedener Grundlagenfächer und können neue
Zusammenhänge ableiten.
    •  Sozialkompetenz: Die Studierenden erarbeiten geeignete Präsentationen, um ihr Wissen weiterzugeben.
  Literatur
Themenspezifische Vorgabe
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 2.0
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  verwendet in folgenden Studiengängen
Bachelor Ingenieurinformatik 2008
Bachelor Ingenieurinformatik 2013
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Bachelor Ingenieurinformatik 2008
Die Studierenden können über fachspezifische technische Problemstellungen in der englischen Sprache kommunizieren. Die
Studierenden sind zudem in der Lage soziale, philosophische, politische, wirtschaftliche und kulturelle Fragen zu erörtern, die








Vorraussetzungen für die Teilnahme
Modulabschluss:
Die Abschlüsse zu den einzelnen Fächern werden in der Fachbeschreibung ausgewiesen.
Detailangaben zum Abschluss
Seite 222 von 231
Studium generale und Fremdsprache
Bachelor Ingenieurinformatik 2008
Modul:
Fachsprache der Technik (Fremdsprache)
unbekanntTurnus:










V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
DVD, CD, Audio- und Videokassetten, Overhead
Fachsprache der Technik - GK: Fachübergreifende Themen aus an der TU Ilmenau vertretenen Wissenschaftsbereichen
der Technik; Vermittlung relevanter, themenspezifischer Lexik und Grammatik; Training von typischen Sprachhandlungen in
relevanten Situationen unter Einbeziehung entsprechender Textsorten und Kommunikationsverfahren Fachsprache der
Technik - AK: Fachübergreifende Themen aus den an der TU Ilmenau vertretenen Wissenschaftsbereichen der Technik mit
Schwerpunkt IT; Vermittlung relevanter, themenspezifischer Lexik und Grammatik; Training von typischen Sprachhandlungen
in relevanten Situationen unter Einbeziehung entsprechender Textsorten und Kommunikationsverfahren einschließlich des




GK: Abiturniveau, Stufe B1 des Europäischen Referenzrahmens AK: Erfolgreicher Abschluss des GK bzw. Stufe B2 des
Europäischen Referenzrahmens
  Lernergebnisse / Kompetenzen
GK: Stufe B2 des Europäischen Referenzrahmens Die Studierenden sind in der Lage, die Hauptinhalte komplexer Texte zu
konkreten und abstrakten technischen Themen sowie Fachdiskussionen im eigenen Spezialgebiet zu verstehen. Sie können
sich spontan und fließend zu Themen ihres Fachgebietes in Diskussionen verständigen. Die Studierenden können sich zu
einem breiten Themenspektrum der Technik klar und detailliert ausdrücken, einen Standpunkt zu einer aktuellen technischen
Frage erläutern und Vor- und Nachteile technischer Geräte und Prozesse angeben. AK: Stufe C1 des Europäischen
Referenzrahmens Die Studierenden sind in der Lage, ein breites Spektrum anspruchsvoller, längerer Texte zu konkreten und
abstrakten technischen Themen sowie Fachdiskussionen im eigenen Spezialgebiet zu verstehen, auch wenn diese nicht klar
strukturiert sind. Sie können spontan und fleißend zu Themen ihres Fachgebietes in Diskussionen verständigen, ohne öfter
deutlich erkennbar nach Worten suchen zu müssen. Die Studierenden können sich im mündlichen und schriftlichen Bereich
zu komplexen technischen Sachverhalten klar, strukturiert und detailliert ausdrücken, einen Standpunkt zu einer aktuellen
technischen Frage erläutern und Vor- und Nachteile technischer Geräte und Prozesse angeben und dabei verschiedene
Mittel zur Textverknüpfung angemessen verwenden.
  Literatur
selbsterarbeitete Skripte mit Auszügen aus kopierbaren Lehrmaterialien, Originalliteratur und relevanten Internetmaterialien
sowie Mitschnitte von Fernsehsendungen zur entsprechenden Thematik





Art der Notengebung: Testat / Gestufte Noten
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008








Bachelor Technische Kybernetik und Systemtheorie 2010
Bachelor Technische Physik 2008
Bachelor Technische Physik 2011
Bachelor Werkstoffwissenschaft 2009
Bachelor Werkstoffwissenschaft 2011
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V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Skript, Power-Point, Overhead, Tafel, Audio- und Video-Material (in Abhängigkeit vom jeweiligen Kurs)
Beim Studium generale der TU Ilmenau handelt es sich um ein geistes- und sozialwissenschaftliches Begleitstudium, in dem
den Studierenden Inhalte anderer Disziplinen vermittelt werden. Mit den wahlobligatorischen Lehrveranstaltungen des
Studium generale wird ein breites Spektrum an aktuellen und historischen Themen abgedeckt, wobei sowohl Problemfelder
behandelt werden, die sich unmittelbar aus der Entwicklung der Technik- und Naturwissenschaften ergeben, als auch solche,
die sich mit allgemeineren sozialen, wirtschaftlichen, politischen, philosophischen und kulturellen Fragen beschäftigen. Die
Studierenden wählen dabei aus einem Katalog angebotener Lehrveranstaltungen des Studiums generale Kurse




  Lernergebnisse / Kompetenzen
Die Studierenden können die Entwicklungen in den Technik- und Naturwissenschaften, insbesondere in den Disziplinen ihres
Studienfaches in aktuelle und historische Entwicklungen in der Gesellschaft in politischer, kultureller und philosophischer
Hinsicht einordnen und interpretieren. Sie erwerben zudem Sozialkompetenzen sowie allgemeine Methodenkompetenzen
wissenschaftlichen Arbeitens.
Das Themenspektrum umfasst die Kompetenz- und Wissensbereiche:
Basiskompetenz: Vermittlung notwendiger Kompetenzen für ein erfolgreiches Studium und die spätere Berufstätigkeit auf
den.
Orientierungswissen: Vermittlung fachübergreifender Studieninhalte, die Bezüge zwischen verschiedenen
Wissenschaftsdisziplinen herstellen und vertiefen sowie weitergehende geistige Orientierung geben.
  Literatur
keine Angabe möglich, da jedes Semester verschiedenen Angebote an Themen; Literatur wird zu Beginn des jeweiligen
Faches bekannt gegeben





Art der Notengebung: Testat / Gestufte Noten
In Abhängigkeit vom jeweiligen Kurs werden Klausuren oder Hausarbeiten geschrieben bzw. Seminarvorträge gehalten.
  Detailangaben zum Abschluss
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  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008


















Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2008 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2010 Vertiefung MB
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung ET
Bachelor Wirtschaftsingenieurwesen 2011 Vertiefung MB
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Bachelor Ingenieurinformatik 2008
Die Studierenden vertiefen in einem speziellen fachlichen Thema ihre bisher erworbenen Kompetenzen. Die Studierenden
sollen befähigt werden, eine komplexe und konkrete Problemstellung zu beurteilen und unter Anwendung der bisher
erworbenen Theorie- und Methodenkompetenzen selbstständig zu bearbeiten. Das Thema ist gemäß wissenschaftlicher
Standards zu dokumentieren und die Studierenden werden befähigt, entsprechende wissenschaftlich fundierte Texte zu
verfassen. Die Studierenden erwerben Problemlösungskompetenz und lernen es, die eigene Arbeit zu bewerten und
einzuordnen.
Modulnummer:







Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Mündliche Präsentation, Powerpoint Präsentation
Vorbereitung und Durchführung des Abschlusskolloquiums
  Inhalt
  Vorkenntnisse
Die Bachelorarbeit muss abgegeben sein.
  Lernergebnisse / Kompetenzen
Das bearbeitete wissenschaftliche Thema muss vor einem Fachpublikum in einem Vortrag vorgestellt werden. Die
Studierenden werden befähigt, ihre Arbeitsweise und erreichten Ergebnisse zu präsentieren und die gewonnenen
Erkenntnisse sowohl darzustellen als auch in der Diskussion zu verteidigen.
  Literatur
Einschlägige Literatur, ist selbstständig zu recherchieren
2Leistungspunkte: Workload (h): 60 60Anteil Selbststudium (h): SWS: 0.0
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Ingenieurinformatik 2013
















V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
schriftliche Dokumentation
Selbstständige Bearbeitung eines fachspezifischen Themas unter Anleitung, Dokumentation der Arbeit:- Konzeption eines
Arbeitsplanes- Einarbeitung in die Literatur- Erarbeitung der notwendigen wissenschaftlichen Methoden (z. B. Mess- und
Auswertemethoden), Durchführung und Auswertung, Diskussion der Ergebnisse,- Erstellung der Bachelorarbeit
  Inhalt
  Vorkenntnisse
Es dürfen maximal 8 LP aus den Fächern des Curicculums offen und das Fachpraktikum muss zumindest angemeldet sein.
  Lernergebnisse / Kompetenzen
Bachelorarbeit: Die Studierenden vertiefen in einem speziellen fachlichen Thema ihre bisher erworbenen Kompetenzen. Die
Studierenden sollen befähigt werden, eine komplexe und konkrete Problemstellung zu beurteilen und unter Anwendung der
bisher erworbenen Theorie- und Methodenkompetenzen selbstständig zu bearbeiten. Das Thema ist gemäß
wissenschaftlicher Standards zu dokumentieren und die Studierenden werden befähigt, entsprechende wissenschaftlich
fundierte Texte zu verfassen. Die Studierenden erwerben Problemlösungskompetenz und lernen es, die eigene Arbeit zu
bewerten und einzuordnen.
  Literatur
wird zu Beginn bekannt gegeben bzw. ist selbstständig zu recherchieren
12Leistungspunkte: Workload (h): 360 360Anteil Selbststudium (h): SWS: 0.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2253Fachgebiet:
Art der Notengebung: Generierte Note mit 2
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Biomedizinische Technik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Ingenieurinformatik 2013
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K=Kompetenzfeld; M=Modul; P,L,U= Fach (Prüfung,Lehrveranstaltung,Unit)
