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1. Introduction
Three familiar families of algebras over a field k are the group algebras k[Sr ] whereSr
is the symmetric group on r elements, the semigroup algebras k[τr ], where τr is the full
transformation semigroup on r elements, and the Schur algebras Sk(n, r). We will define
and analyze a new family of algebras Bk(n, r). The relation between Bk(n, r) and k[τr ] is
analogous to that between Sk(n, r) and k[Sr ], while the connection between Bk(n, r) and
Sk(n, r) is similar to that between k[τr ] and k[Sr ].
2. Properties of Bk(n, r)
Except where otherwise noted, let k be a field, not necessarily algebraically closed, of ar-
bitrary characteristic. Our algebras will have representations as algebras of endomorphisms
of various polynomial spaces. Let Pn = k[x1, . . . , xn] be the polynomial algebra over k
on n variables x1, x2, . . . , xn; let Pn·r be the polynomial algebra on n · r double subscripted
variables xi,j ,1  i  n,1  j  r ; and let Pn·r,r be the subspace of Pn·r consisting of
homogeneous polynomials of degree r . Finally, let P ′n·r,r be the subspace of Pn·r,r spanned
by monomials xi1,j1 . . . xir ,jr in which the second subscripts take on each value from 1 to
r exactly once. (So j1 . . . jr is just a permutation of 1,2, . . . , r .) Notice that P ′n·r,r can be
identified with the tensor product
⊗r
j=1 kn of r copies of the standard n-dimensional vec-
tor space kn. We will list some known properties of the algebras k[τr ], k[Sr ], and Sk(n, r)
and then describe the corresponding properties of our new algebras Bk(n, r).
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The algebra k[Sr ] acts on P ′n·r,r by “permuting the second subscript”. That is, for
σ ∈ Sr and a monomial m = xi1,j1 . . . xir ,jr we define σm = xi1,σ (j1) . . . xir ,σ (jr ). This
makes P ′n·r,r a left k[Sr ] -module. The Schur algebra Sk(n, r) can be defined as the alge-
bra of endomorphisms of P ′n·r,r which commute with the action of k[Sr ]. In other words,
Sk(n, r) = Endk[Sr ](P ′n·r,r ). For n r , the Schur algebra Sk(n, r) contains an idempotent,
e, such that:
(1) eS(n, r)e ∼= k[Sr ]op (the opposite algebra of k[Sr ]).
(2) S(n, r)e ∼= P ′n·r,r .
Under these identifications, the natural right action of eS(n, r)e on S(n, r)e corre-
sponds to the natural left action of k[Sr ] on P ′n·r,r mentioned above. It is then not hard
to show that
(3) EndS(n,r)(P ′n·r,r ) ∼= k[Sr ].
Thus the algebras Sk(n, r) and k[Sr ] are full commutators of each other in Endk(P ′n·r,r ).
When n r and char(k) = 0 or char(k) > r , we also have
(4) S(n, r)eS(n, r) ∼= S(n, r) and
(5) there is a one-to-one correspondence between isomorphism classes of irreducible
Sk(n, r)-modules and isomorphism classes of irreducible k[Sr ]-modules.
To define our new algebras Bk(n, r), we make Pn·r,r into a left k[τr ]-module by letting
τr act on the second subscript. We then define Bk(n, r) to be the algebra of all endomor-
phisms of Pn·r,r which commute with the action of k[τr ]. That is,
Definition 1. Bk(n, r) = Endk[τr ](Pn·r,r ).
We will prove the following result.
Theorem 1. For n r the algebra Bk(n, r) contains an idempotent, e, such that:
(1) eB(n, r)e ∼= k[τr ]op (the opposite algebra of k[τr ]).
(2) B(n, r)e ∼= Pn·r,r . The natural right action of eB(n, r)e corresponds to the natural left
action of k[τr ] on the second subscript.
(3) EndB(n,r)(Pn·r,r ) ∼= k[τr ].
If, in addition, we have char(k) = 0 or char(k) > r , then
(4) Bk(n, r)eBk(n, r) ∼= Bk(n, r) and
(5) there is a one-to-one correspondence between isomorphism classes of irreducible
Bk(n, r)-modules and isomorphism classes of irreducible k[τr ]-modules.
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of each other in Endk(Pn·r,r ).
2.2. Z-forms
The Schur algebras Sk(n, r) have “Z-forms” SZ(n, r) with Sk(n, r) ∼= SZ(n, r) ⊗Z k.
We can prove a similar result for our Bk(n, r) algebras.
Theorem 2. There exists a basis {bi} for BQ(n, r) such that bibj =∑k ckij bk for certain
integer coefficients ckij ∈ Z. Let BZ(n, r) be the Z-algebra having {bi} as a free Z-basis
and with the multiplication given by bibj =∑k ckij bk . Then for any field k, Bk(n, r) ∼=
BZ(n, r) ⊗Z k.
2.3. Filtered structures and indices of irreducible representations
k[τr ] is filtered by two-sided ideals Ji = Jik[τr ]:
0 ⊆ J1 ⊆ J2 ⊆ · · · ⊆ Jr = k[τr ]
(Ji = Jik[τr ] is spanned by elements σ ∈ τr such that |image of σ | i). The “top” quotient
of this filtration, k[τr ]/Jr−1, is isomorphic to k[Sr ]. In fact, if i : k[Sr ] → k[τr ] is the
natural inclusion and π : k[τr ] → k[τr ]/Jr−1 is the natural projection, then π ◦ i is an
isomorphism of k-algebras.
There exists a family of idempotents ei ∈ Ji (with er = 1 and eiej = emin(i,j)) such that:
(1) eik[τr ]ei ∼= k[τi] (with eiJj ei ∼= Jjk[τi] for all j  i) and
(2) JieiJi = Ji .
Any k[τr ]-module, M , will be filtered 0 ⊆ J1M ⊆ J2M ⊆ · · · ⊆ JrM = M by k[τr ]-
modules JiM . If I is an irreducible k[τr ]-module, then each submodule JkI must be
either 0 or I , so I has a well-defined index, i, defined by Ji−1I = 0, JiI = I . The
idempotent ei takes k[τr ]-modules M to eik[τr ]ei -modules eiM which can be identi-
fied with k[τi]-modules by (1). The general idempotent theory, as in [5], now says that
if I is irreducible, then eiI is either irreducible or 0. But then property (2) insures that
eiI = 0 ⇔ JiI = 0 ⇔ index(I ) > i. So isomorphism classes of irreducible k[τr ]-modules
I of index j  i correspond one-to-one with isomorphism classes of irreducible k[τi]-
modules eiI of index j . Finally, if I is a k[τi]-module of top index i, then Ji−1I = 0, so I
is actually a k[τi]/Ji−1 ∼= k[Si]-module. The end result is that for each i = 1,2, . . . , r there
is a one-to-one correspondence between isomorphism classes of irreducible k[τr ]-modules
of index i and isomorphism classes of irreducible k[Si]-modules. (See, for example, [1].)
Our new algebras Bk(n, r) have similar properties.
Theorem 3. The algebra B = Bk(n, r) is filtered by two-sided ideals JiB:
0 ⊆ J1B ⊆ J2B ⊆ · · · ⊆ JrB = Bk(n, r).
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ural inclusion i :Sk(n, r) → Bk(n, r) such that π ◦ i is an isomorphism of k-algebras,
where π :B → B/Jr−1B is the natural projection. When n r and either char(k) = 0 or
char(k) > r , there exists a family of idempotents ei ∈ JiB (with er = 1 and eiej = emin(i,j))
such that:
(1) eiBk(n, r)ei ∼= Bk(n − r + i, i) (with eiJjBei ∼= JjBk(n − r + i, i) for all j  i);
(2) JiBeiJiB = JiB;
(3) I → eiI gives a one-to-one correspondence between isomorphism classes of irre-
ducible Bk(n, r)-modules I of index j  i and isomorphism classes of irreducible
eiBk(n, r)ei ∼= Bk(n − r + i, i)-modules of index j ; and
(4) for each i = 1,2, . . . , r there is a one-to-one correspondence between isomorphism
classes of irreducible Bk(n, r)-modules of index i and isomorphism classes of irre-
ducible Sk(n − r + i, i)-modules.
As in the case of k[τr ]-modules, we define the index of an irreducible B(n, r)-module I
to be the unique integer, i, such that (Ji−1B)I = 0, (JiB)I = I .
Note that Theorem 3 and the known results for irreducible modules over the Schur
algebras Sk(n − r + i, i) give a “classification” for irreducible Bk(n, r)-modules when
char(k) = 0 or char(k) > r ; namely, there is one isomorphism class of irreducibles of in-
dex i for each (proper) partition of i into n parts. (This would also follow from Theorem 3
and known results for k[τr ].) However, the restriction on the characteristic in Theorems 3
and 1 appears to be necessary, and we are not aware of any general “classification” of
irreducibles when char(k) < r . For example, for char(k) = p and n = r = p + 1, the
isomorphism classes of irreducible Bk(p + 1,p + 1)-modules of index p can be shown
to correspond one-to-one with isomorphism classes of irreducible k[Sp]-modules. Thus
there is a class only for each p-regular partition of p (one less class than Theorem 3 would
predict).
2.4. Cellularity and quasi-hereditary properties
The group algebras k[Sr ] and the Schur algebras Sk(n, r) are known to be cellular
algebras in the sense of Graham and Lehrer [4]. However, it can be shown (see the end of
Section 3 below) that the algebras k[τr ] and Bk(n, r) are not cellular (except, of course, in
the simple case r = 1).
The Schur algebras Sk(n, r) (with any characteristic for k) are also quasi-hereditary
algebras [7], while the group algebras k[Sr ] are quasi-hereditary only when char(k) = 0
or char(k) > r (in which case they are actually semi-simple). For our new algebras Bk(n, r)
we have
Theorem 4. Assume n r and either char(k) = 0 or char(k) > r . Then Bk(n, r) is quasi-
hereditary if and only if k[τr ] is quasi-hereditary.
When k = C, the field of complex numbers, Putcha [8], has shown that k[τr ] is in fact
quasi-hereditary. Then Theorem 4 gives
528 R. May, W. Abrams / Journal of Algebra 295 (2006) 524–542Theorem 5. For k = C and n r , Bk(n, r) is quasi-hereditary.
The only property of the field k which seems to be required in Putcha’s proof that
k[τr ] is quasi-hereditary is that the corresponding group algebras k[Si] are semi-simple
for all i  r . So k[τr ] and Bk(n, r) would be quasi-hereditary whenever n r and either
char(k) = 0 or char(k) > r . Whether Bk(n, r) is quasi-hereditary for char(k) < r remains
an open question.
2.5. Relations to Lie algebras
The Lie algebra gl(n, k) of n by n matrices over k can be regarded as the vector space
of derivations of degree 0 of the polynomial algebra Pn = k[x1, . . . , xn]. The natural ac-
tion of gl(n, k) and its universal enveloping algebra U ≡ U(gl(n, k)) on Pn extends to
an action ψn,r = ψ :U → Endk(P ′n·r,r ) on P ′n·r,r . Then for n r and either char(k) = 0 or
char(k) > r , we have the standard result that image(ψ) = Sk(n, r). In [3], the kernel of ψ is
described explicitly in terms of a finite number of relations on U . Now let Wn be the graded
Lie algebra of all derivations of Pn, [2]. The graded action of Wn and its universal envelop-
ing algebra U ≡ U(Wn) on Pn extends to a graded action ψn,r ≡ ψ :U → Endk(Pn·r )
on Pn·r . Let U0 be the subalgebra of U consisting of elements of degree 0. (Notice that
U0 ⊇ U(gl(n, k)).) Then the endomorphisms of Pn·r in ψn,r (U0) preserve degree, so we
get a map of algebras ψn,r :U0 → Endk(Pn·r,r ). We will show the following.
Theorem 6. If n r and either char(k) = 0 or char(k) > r , then image(ψn,r ) = Bk(n, r).
The kernel of ψ can be described in terms of a finite number of relations in U0, although
not quite as explicitly as for the Schur algebra case in [3].
2.6. Outline of remainder of paper
In Section 3 we define our algebras Bk(n, r), work out the “multiplication rule” for
the algebras, prove Theorem 2 concerning Z-forms, and check that the algebras Bk(n, r)
are not cellular. In Section 4 we verify the commutator properties for Bk(n, r) (part (3)
of Theorem 1). The remainder of Theorem 1, connecting Bk(n, r) and k[τr ], is proved in
Section 5, which also contains the proofs of Theorems 4 and 5 concerning quasi-hereditary
properties. In Section 6 we define the filtration on Bk(n, r) and begin the proof of Theo-
rem 3. Section 7 reduces the rest of the proof of Theorem 3 to three lemmas, which in turn
are proved in Section 8. Section 9 discusses the relations of Bk(n, r) to certain Lie algebras
and sketches the proof of Theorem 6.
3. The algebra Bk(n, r)
Recall that Bk(n, r) is defined as the algebra of endomorphisms of the polynomial
space Pn·r,r which commute with the left action of k[τr ] on the second subscripts. We
begin with the natural basis for Pn·r,r given by all monomials m = xi ,j xi ,j . . . xir ,jr1 1 2 2
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variables xi,j ,1 i  n,1 j  r . We will also write m = xi, j , where the multi-indicesi = (i1, i2, . . . , ir ) and j = (j1, j2, . . . , jr ) can be thought of as mappings from {1,2, . . . , r}
to {1,2, . . . , n} and {1,2, . . . , r}. The symmetric groupSr acts on the right on these multi-
indices by composition. The corresponding action on a monomial m just permutes the
factors and thus leaves m invariant. The distinct monomials correspond to the orbits of
multi-index pairs i, j under this action.
Each multi-index i determines a partition λ = (λ1, λ2, . . . , λn) of r into n parts, where
λi  0,
∑n
i=1 λi = r , and λi = the number of times i appears in i. Let P(n, r) be the set of
all partitions of r into n parts. Notice that i and iσ determine the same partition λ for any
σ ∈Sr . Also, for any partition λ there is a unique corresponding index i ≡i(λ) which is
in standard order: i1  i2  · · · ir . Let Sλ ∼=∏λi>0Sλi be the “Young subgroup” ofSr
corresponding to λ, that is, Sλ is the subgroup of Sr which leaves i(λ) fixed.
Any element α ∈ τr determines a multi-index j ≡ j(α) where ji = α(i). We will
write bλ,α for the monomial xi(λ), j(α). Then bλ,α = bμ,β ⇔ (i(μ), j(β)) = (i(λ), j(α))σ
for some σ ∈ Sr . Evidently this requires μ = λ, σ ∈ Sλ, and β = ασ . Thus our ba-
sis element bλ,α can be characterized by a partition λ and a “right Sλ-coset in τr”,
[α]λ = {ασ : σ ∈Sλ}. Let A(λ) ⊆ τr contain exactly one representative α for each right
coset [α]λ. Then our standard basis for Pn·r,r becomes {bλ,α: λ ∈ P(n, r), α ∈ A(λ)}. No-
tice that the left action of k[τr ] is given by βbλ,α = bλ,βα for β ∈ τr .
For each partition λ ∈ P(n, r), let Mλ = the space spanned (over k) by bλ,α , α ∈ τr .
Then each Mλ is invariant under the left action of k[τr ] and we get a direct sum decom-
position of left k[τr ]-modules: P = Pn·r,r =⊕λ Mλ. This gives a corresponding decom-
position Endk(P ) ∼=⊕μ,λ Homk(Mλ,Mμ). For f ∈ Endk(P ) we will write f =⊕fλ,μ
where fλ,μ ∈ Homk(Mλ,Mμ). Then f commutes with the action of k[τr ] if and only
if each component fλ,μ does. Thus we have a decomposition Bk(n, r) ≡ Endk[τr ](P ) ∼=⊕
μ,λ Homk[τr ](Mλ,Mμ). So to find a basis for Bk(n, r) it will be enough to find bases for
the subspaces Homk[τr ](Mλ,Mμ).
Mλ is generated as a k[τr ]-module by the single element bλ,1 (where 1 is the iden-
tity in τr ). So any f ∈ Homk[τr ](Mλ,Mμ) is completely determined by the image
f (bλ,1) ∈ Mμ. But for any σ ∈ Sλ we have bλ,1 = bλ,σ = σbλ,1, so we must also have
f (bλ,1) = f (σbλ,1) = σf (bλ,1). That is, the polynomial f (bλ,1) ∈ Mμ must be invariant
under the (left) action of Sλ ⊆Sr ⊆ τr . Notice that Sλ acts on Mμ by permuting the set
{bμ,α: α ∈ A(μ)} of basis vectors for Mμ. Then if bμ,α and bμ,β , α,β ∈ A(μ), are in the
same Sλ-orbit and a polynomial p ∈ Mμ is invariant under Sλ, the coefficients of bμ,α
and bμ,β in p must be the same. So p will be a linear combination of sums of the form∑
1il bμ,σiα where the sum is over the Sλ-orbit {σ1α = α,σ2α, . . . , σlα} of an element
[α]μ in the set of right Sμ-cosets of τr . The collection of all such sums then form a basis
for the space of Sλ-invariant polynomials in Mμ.
Such a Sλ-orbit is determined by an element α ∈ τr , where two such elements de-
termine the same orbit if and only if they are in the same “Sλ-Sμ double coset” of τr .
That is, α1 and α2 determine the same orbit if and only if α1 = σα2ρ for some σ ∈Sλ,
ρ ∈Sμ. Let A(λ,μ) ⊆ τr be a set containing exactly one representative α for each such
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invariant polynomials in Mμ.
We can now define our basis for Bk(n, r). We have one basis element, designated fλ,μ,α ,
for each λ,μ ∈ P(n, r) and α ∈ A(λ,μ). fλ,μ,α is characterized by the property
fλ,μ,α(bν,1) =
{0, if ν = λ,∑
i bμ,σiα =
∑
i σiαbμ,1, if ν = λ.
(1)
Here the sum is over representatives σiα of the elements in the Sλ-orbit of the Sμ-coset
[α]μ.
It is convenient to rewrite this expression when char(k) = 0 or char(k) > r . Let
G(λ,α,μ) be the subgroup of Sλ which leaves the coset [α]μ fixed and let n(λ,α,μ)
be the order of G(λ,α,μ). Notice that n(λ,α,μ) must divide r! = order of Sr . We then
find that
∑
σ∈Sλ σbμ,α = n(λ,α,μ)fλ,μ,α(bλ,1) since each monomial in the orbit is re-
peated n(λ,α,μ) times. As a factor of r!, n(λ,α,μ) will be invertible in k if char(k) = 0
or char(k) > r , so we get
fλ,μ,α(bλ,1) = 1
n(λ,α,μ)
∑
σ∈Sλ
σbμ,α = 1
n(λ,α,μ)
∑
σ∈Sλ
σαbμ,1. (2)
The multiplication in our algebra Bk(n, r) is just composition of endomorphisms. We want
to find the multiplication rule for multiplying two basis elements in Bk(n, r). First notice
that fλ2,μ2,α2 ◦ fλ1,μ1,α1 = 0 if μ1 = λ2. So assume μ1 = λ2 = ν and consider fν,μ2,α2 ◦
fλ1,ν,α1 . This function is determined by its action on bλ1,1, so we calculate
fν,μ2,α2 ◦ fλ1,ν,α1(bλ1,1) = fν,μ2,α2
(∑
σiα1
bν,σiα1
)
=
∑
σiα1
σiα1fν,μ2,α2(bν,1) =
∑
σiα1
∑
ρj α2
σiα1ρjα2bμ2,1.
Here the first sum is over representatives σiα1 of the Sλ1 -orbit of [α1]ν , while the sec-
ond sum is over representatives ρjα2 of the Sν -orbit of [α2]μ2 . The sum∑
σiα1
∑
ρj α2
σiα1ρjα2bμ2,1 must be invariant under Sλ1 , so it must break down into
sums over Sλ1 -orbits in the set of right μ2 cosets of τr :
∑
σiα1
∑
ρj α2
σiα1ρjα2bμ2,1 =
∑
k
mk
∑
σki βk
σki βkbμ2,1
where the mk are positive integers, the first sum is over the different Sλ1 -orbits occurring
and the second sum is over representatives σki βk for the kth orbit. This gives the following
multiplication rule:
fν,μ2,α2 ◦ fλ1,ν,α1 =
∑
mkfλ1,μ2,βk (3)
k
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βk = α1ρkα2 for ρk ∈Sν .
This rather unwieldy rule becomes simpler for “nice” partitions λ where each λi = 0
or 1 and therefore Sλ = {1}. For example, if ν is “nice”, the only possibility for βk is
βk = α11α2 = α1α2, so
fν,μ2,α2 ◦ fλ1,ν,α1 = mfλ1,μ2,α1α2 (4)
for some integer m. If λ1 and ν are both “nice”, then all orbits involved contain only one
element, and we get the simplified rule
fν,μ2,α2 ◦ fλ1,ν,α1 = fλ1,μ2,α1α2 . (5)
(Notice the switch in the order of α1, α2.)
It will be useful to rewrite these rules for the cases char(k) = 0 or char(k) > r . Using (2)
we calculate
fν,μ2,α2 ◦ fλ1,ν,α1(bλ1,1) = fν,μ2,α2
(
1
n(λ1, α1, ν)
∑
σ∈Sλ1
bν,σα1
)
= 1
n(λ1, α1, ν)
∑
σ∈Sλ1
σα1fν,μ2,α2(bν,1)
= 1
n(λ1, α1, ν)
∑
σ∈Sλ1
1
n(ν,α2,μ2)
∑
ρ∈Sν
σα1ρα2bμ2,1
= 1
n(λ1, α1, ν)
1
n(ν,α2,μ2)
∑
ρ∈Sν
∑
σ∈Sλ1
σα1ρα2bμ2,1.
But also by (2) we have
∑
σ∈Sλ1
σα1ρα2bμ2,1 = n(λ1, α1ρα2,μ2)fλ1,μ2,α1ρα2(bλ1,1).
Combining these expressions gives the new version of the multiplication rule:
fν,μ2,α2 ◦ fλ1,ν,α1
= 1
n(λ1, α1, ν)
1
n(ν,α2,μ2)
∑
ρ∈Sν
n(λ1, α1ρα2,μ2)fλ1,μ2,α1ρα2 . (6)
When ν is “nice”, we have Sν = {1}, ρ = 1, and the formula simplifies to
fν,μ2,α2 ◦ fλ1,ν,α1 =
n(λ1, α1α2,μ2)
n(λ1, α1, ν)n(ν,α2,μ2)
fλ1,μ2,α1α2 . (7)
Notice this is not zero if char(k) > r .
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{fλ,μ,α: λ,μ ∈ P(n, r), α ∈ A(λ,μ)} for BQ(n, r) as a free Z-basis for BZ(n, r). No-
tice that the coefficients in the multiplication rule (3) for BQ(n, r) are integers, so we get
a multiplication in BZ(n, r). It is then easy to check that f kλ,μ,α ↔ f Zλ,μ,α ⊗ 1 gives an
isomorphism Bk(n, r) ∼= BZ(n, r) ⊗Z k proving Theorem 2.
We can also use our basis {fλ,μ,α: λ,μ ∈ P(n, r), α ∈ A(λ,μ)} and the multiplication
rule to check the result, mentioned in 2.4, that Bk(n, r) and k[τr ] are not cellular algebras.
We need the following result (see Theorem 3.7 of [4]): If e is a primitive idempotent in a
cellular algebra A with anti-involution ∗, then the projective indecomposable A-modules
Ae and Ae∗ are isomorphic. Since ∗ is bijective and linear, we also have a vector space
isomorphism between Ae∗ and (Ae∗)∗ = e∗∗A∗ = eA. Combining these results, we find
that as k-vector spaces the left ideal Ae and the right ideal eA are isomorphic and must have
the same dimension. But (when r > 1) for either Bk(n, r) or k[τr ] we can find a primitive
idempotent e for which the left and right ideals are of different dimensions, showing that
the algebra cannot be cellular.
For each 1 i  r , define pi ∈ τr by pi(j) = i for j = 1,2, . . . , r . For A = k[τr ], we
can take e = pr . Then e is a primitive idempotent for which eA is one-dimensional (with
basis e), while Ae has dimension r (with basis {pi : 1 i  r}), so A is not cellular. For
A = Bk(n, r), let λ be the partition with λ1 = r − 1, λ2 = 1 and put e = fλ,λ,pr . Some
computation using the multiplication rule shows that e is a (primitive) idempotent, that the
left ideal Ae has a basis {fλ,μ,pr : μ ∈ P(n, r)}, while the right ideal eA has as a basis a
set of elements of the form fμ,λ,pi , μ ∈ P(n, r), 1  i  r , which contains exactly one
element for each distinct double coset μ[pi]λ. For r > 1, we get dim(eA) > dim(Ae), so
A cannot be cellular.
4. Commutator properties
By definition our algebra Bk(n, r) is the full commutator of k[τr ] in Endk(Pn·r,r ).
In this section we will show that, for n  r , k[τr ] is also the full commutator of
Bk(n, r): EndBk(n,r)(Pn·r,r ) ∼= k[τr ]. (This is part (3) of Theorem 1.) It is clear that
k[τr ] ⊆ EndBk(n,r)(Pn·r,r ), so we need to prove only the reverse inclusion. Since n  r ,
we can choose a “nice” partition ν. In fact, define ν by νi = 1 for i = 1,2, . . . , r , νi = 0 for
i > r . Consider the corresponding basis element b ≡ bν,1 ∈ Pn·r,r . Notice that b is “cyclic”
for the action of Bk(n, r), that is, any element x ∈ Pn·r,r can be written as x = f b for some
element f ∈ Bk(n, r). In fact, for any basis element bλ,α ∈ Pn·r,r we get bλ,α = fν,λ,αbν,1
(using 1 and the fact that Sν = {1}, so there can be only one term in any Sν -orbit). It
follows that elements in EndBk(n,r)(Pn·r,r ) are completely determined by their action on b:
if g,h ∈ EndBk(n,r)(Pn·r,r ) and g(b) = h(b), then g = h. We will show that for any element
g ∈ EndBk(n,r)(Pn·r,r ) there is an element z ∈ k[τr ] such that g(b) = zb and therefore g = z.
For each i, 1 i  n, define a “degree operator” Di ∈ Endk(Pn·r,r ) by Di(bλ,α) = λibλ,α .
(Di multiplies each monomial by its “total xi -degree”, that is, the number of factors whose
first subscript is i.) Di commutes with the action of k[τr ] (since k[τr ] only affects the
second subscript), so Di ∈ Bk(n, r). Also notice that
Di(b) =
{
b, if i  r ,
0, if i > r .
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Dig(b) = gDi(b) =
{
g(b), if i  r ,
0, if i > r .
This means that for each basis element bλ,α ∈ Pn·r,r that appears with a nonzero coefficient
in the expansion of g(b) we must have
Di(bλ,α) =
{
bλ,α, if i  r ,
0, if i > r .
So we must have λi = 1 for i  r , λi = 0 for i > r . But this means λ = ν for every mono-
mial in the expansion of g(b). So we can write g(b) =∑α∈τr cαbν,α =∑α∈τr cααbν,1 =
zbν,1 = zb where z =∑α∈τr cαα ∈ k[τr ]. Thus g = z and we are done.
5. Relations between Bk(n, r) and k[τr ]
In this section we will finish proving the rest of Theorem 1, giving a correspondence
between irreducible Bk(n, r)-modules and irreducible k[τr ]-modules. Here we are as-
suming n  r . Then there will always exist a “nice” partition, for example, νi = 1 for
i = 1,2, . . . , r , νi = 0 for i > r . So take any “nice” partition ν. Let e = fν,ν,1. Us-
ing (5), we find that e is an idempotent element. It is not hard to check that eBk(n, r)e ∼=
Homk[τr ](Mν,Mν). But rule (5) gives fν,ν,α2 ◦ fν,ν,α1 = fν,ν,α1α2 . So α → fν,ν,α gives
an isomorphism between k[τr ]op and eBk(n, r)e ∼= Homk[τr ](Mν,Mν). Now consider
Bk(n, r)e. For any basis element fλ,μ,α ∈ B(n, r), we get fλ,μ,αe = 0 if ν = λ, while
fν,μ,αe = fν,μ,α . Thus Bk(n, r)e is spanned by the fν,μ,α and fν,μ,α → bμ,α gives a
k[τr ]-module isomorphism between Bk(n, r)e and Pn·r,r . We should also check that the
right action of eBk(n, r)e on Bk(n, r)e corresponds to the left k[τr ] action. But for any
fν,μ,β ∈ B(n, r)e and any fν,ν,α ∈ eBk(n, r)e, we get fν,μ,β ◦ fν,ν,α = fν,μ,αβ = αfν,μ,β
as desired. This proves parts (1) and (2) of Theorem 1.
We proved part (3) in Section 4.
General idempotent theory, as in [5] or [6], says that for any irreducible Bk(n, r)
module, I , the k[τr ]-module eI will be either irreducible or 0. Furthermore, I ↔ eI is
a one-to-one correspondence between isomorphism classes of irreducible Bk(n, r) mod-
ules I such that eI = 0 and isomorphism classes of all irreducible k[τr ] modules. But if
Bk(n, r)eBk(n, r) ∼= Bk(n, r), as claimed in part (4) of Theorem 1, then eI = 0 ⇔ I = 0.
So we will also have part (5) of the theorem: there is a one-to-one correspondence between
isomorphism classes of all irreducible Bk(n, r) modules and isomorphism classes of all ir-
reducible k[τr ] modules. Thus to complete the proof of the theorem we need only show that
Bk(n, r)eBk(n, r) ∼= Bk(n, r). Here we will need the condition char(k) = 0 or char(k) > r .
Evidently it will be enough to check that any basis element fλ,μ,α ∈ Bk(n, r) factors
through e. Consider the product fν,μ,1efλ,ν,α . Using (5) we find fν,μ,1e = fν,μ,1fν,ν,1 =
fν,μ,1. Then the rule (7) gives
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n(λ,α, ν)n(ν,1,μ)
fλ,μ,α(bλ,1)
= mfλ,μ,α(bλ,1)
where m = n(λ,α,μ)
n(λ,α,ν)n(ν,1,μ) is nonzero in k given our restriction on the characteristic. Then
fλ,μ,α = 1mfν,μ,1efλ,ν,α gives the desired factorization through e.
We can also use the idempotent e defined above to prove that Bk(n, r) is quasi-
hereditary if and only if k[τr ] is (Theorem 4). In fact, part (4) of Theorem 1 says that
e is a full idempotent, so the exact functor M → eM gives an equivalence of categories be-
tween left Bk(n, r)-modules and left eBk(n, r)e ∼= k[τr ]op-modules as in [6, 18.30]. Using
this one-to-one correspondence between isomorphism classes of modules, it is clear that
left Bk(n, r)-modules form a highest weight category (and Bk(n, r) is quasi-hereditary)
if and only if left k[τr ]op-modules form a highest weight category (and k[τr ]op is quasi-
hereditary). But an algebra is quasi-hereditary if and only if its opposite algebra is [7, 4.3],
so Theorem 4 follows.
Notice that the result of Putcha [8, Theorem 2.1] implies that k[τr ] is quasi-hereditary
when k = C, the field of complex numbers, and Theorem 5 then follows immediately from
Theorem 4.
6. Filtration of Bk(n, r)
In this section we will define a filtration 0 ⊆ J1B ⊆ J2B ⊆ · · · ⊆ JrB = Bk(n, r) of
Bk(n, r) by two-sided ideals JiB and show that the “top” quotient Bk(n, r)/Jr−1B is iso-
morphic to Sk(n, r). Let ji be the sub-semigroup of τr consisting of all elements of rank
at most i, that is, ji = {α ∈ τr : |image(α)|  i}. ji is a two-sided ideal in τr , that is, for
any α ∈ ji and β ∈ τr we have αβ ∈ ji and βα ∈ ji . Let Ji be the two-sided ideal in k[τr ]
spanned by ji . Then for any k[τr ] module M , we get a filtration by k[τr ] submodules JiM .
In particular, we have submodules JiPn·r,r for the k[τr ] module Pn·r,r .
Definition 2. JiB = Homk[τr ](Pn·r,r , JiPn·r,r ) ⊆ Bk(n, r).
Evidently JiB has a basis {fλ,μ,α: λ,μ ∈ P(n, r), α ∈ ji ∩ A(λ,μ)}. Since ji is a two-
sided ideal in τr , the multiplication rule (3) for Bk(n, r) in Section 3 shows that JiB is a
two-sided ideal in Bk(n, r).
We can define a natural injective homomorphism i :Sk(n, r) → Bk(n, r). First identify
Sk(n, r) with EndSr (P ′n·r,r ). Then any f˜ ∈ Sk(n, r) has a unique extension to f = i(f˜ ) ∈
Bk(n, r) defined by
f (bλ,α) = αf˜ (bλ,1).
Since f˜ is just the restriction of this f = i(f˜ ) to P ′n·r,r ⊆ Pn·r,r , the map f˜ is determined
by f . So the correspondence i : f˜ → f must be one to one. Since multiplication in both
Sk(n, r) and Bk(n, r) is composition of endomorphisms, the map i is an algebra homomor-
phism.
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{
f˜λ,μ,α: λ,μ ∈ P(n, r), α ∈Sr ∩ A(λ,μ)
}
for Sk(n, r) maps to a basis
{
fλ,μ,α: λ,μ ∈ P(n, r), α ∈Sr ∩ A(λ,μ)
}
for the image i(Sk(n, r)). Since
{
fλ,μ,α: λ,μ ∈ P(n, r), α ∈ A(λ,μ)
}
is a basis for all of Bk(n, r), while
{
fλ,μ,α: λ,μ ∈ P(n, r), α ∈ jr−1 ∩ A(λ,μ) = A(λ,μ) −Sr ∩ A(λ,μ)
}
is a basis for Jr−1B , we get a vector space decomposition Bk(n, r) = i(Sk(n, r))⊕Jr−1B .
Then if π : Bk(n, r) → Bk(n, r)/Jr−1B is the natural projection, π restricted to i(Sk(n, r))
must be an isomorphism. So composition gives an isomorphism π ◦ i :Sk(n, r) →
Bk(n, r)/Jr−1B as desired.
7. Proof of Theorem 3
Theorem 3 relates irreducible Bk(n, r) modules of index i to irreducible Sk(n− r + i, i)
modules. In this section we will reduce the proof of Theorem 3 to three lemmas which
will be proved in Section 8. Throughout this section we assume n  r and that either
char(k) = 0 or char(k) > r .
For any λ ∈ P(n − r + i, i), define an element λ¯ ∈ P(n, r) by
λ¯j =
{
λj , if j  n − r + i,
1, if n − r + i < j  n,
Let u = uλ be the smallest integer such that λu > 0. For 1  j  i, define elements δj ∈
ji ⊆ τr by
δj (l) =
{
l, if l  i,
j, if i < l  r .
Notice that δj δk = δk , and each δk is an idempotent of rank i. For any λ ∈ P(n − r + i, i)
we now define an element eλ ∈ Bk(n, r) by eλ = 1λu fλ¯,λ¯,δ1 . (Notice that λu  i  r <
p = char(k), so λu = 0 in k.) Evidently eλ ∈ JiB and we will show it is an idempotent
element. By 3.1, fλ¯,λ¯,δ1(bλ¯,1) =
∑
σδ1
σδ1bλ¯,1 where the sum is over the orbit of the right
Sλ¯-coset [δ1]λ¯ under the action of Sλ¯ =Sλ. But for any σ ∈Sλ¯, we have σδ1 = δσ(1)σ ,
where 1 σ(1) λu. So the orbit of [δ1]λ¯ consists of the λu elements [δj ]λ¯, 1 j  λu.
Then if we define c(λ) = δ1+δ2+···+δλu ∈ Ji ⊆ k[τr ], we find eλ(b¯ ) = c(λ)b¯ . A simpleλu λ,1 λ,1
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in Bk(n, r):
eλeλ(bλ¯,1) = eλc(λ)bλ¯,1 = c(λ)eλbλ¯,1 = c(λ)c(λ)bλ¯,1 = c(λ)bλ¯,1 = eλ(bλ¯,1).
For different partitions λ,μ ∈ P(n−r + i, i), the idempotents eλ, eμ will be orthogonal,
so we get a new idempotent in Bk(n, r) by defining ei =∑λ∈P(n−r+i,i) eλ. We again have
ei(bλ¯,1) = eλ(bλ¯,1) = c(λ)bλ¯,1. It is not hard to check that eiej = emin(i,j).
Now put R = eiBk(n, r)ei . Then R is a subring of Bk(n, r) with identity ei . We claim
that R is actually isomorphic to Bk(n − r + i, i). For any α ∈ τi , define α¯ ∈ τr by
α¯(j) =
{
α(j), if j  i,
j, if i < j  r .
Notice that for any λ,μ ∈ P(n − r + i, i) and any α,β ∈ τi , α and β are in the same
Sλ −Sμ double coset if and only if α¯ and β¯ are in the same Sλ¯ −Sμ¯ double coset of τr .
So we can define a map φ :Bk(n − r + i, i) → R by φ(fλ,μ,α) = eifλ¯,μ¯,α¯ei .
The following three lemmas will be proved in Section 8.
Lemma 1. φ :Bk(n − r + i, i) → R is bijective.
Lemma 2. φ is a homomorphism of rings.
Lemma 3. φ(JjBk(n − r + i, i)) = eiJjBk(n, r)ei for j  i.
It follows from the lemmas that φ is an isomorphism of rings (and preserves the filtration
by Jk’s), giving part (1) of Theorem 3. We now turn to the proof of part (2): JieiJi = Ji
(where we will now write Jj for JjBk(n, r)). Evidently it will suffice to show that any
Ji -basis element, fλ,μ,α where α ∈ ji , will factor through ei : fλ,μ,α = xeiy for some
x, y ∈ Ji . It is easy to check that in k[τr ] any α ∈ ji can be factored through δ1: α = βδ1γ
for some β,γ ∈ ji . Also, since n  r we can find a “nice” partition ν ∈ P(n − r + i, i),
for example, ν(j) = 1 for j  i, ν(j) = 0 for j > i. Then ν¯ ∈ P(n, r) will also be “nice”.
Also, νu = 1, so eν = fν¯,ν¯,δ1 . Consider fν¯,μ,γ eifλ,ν¯,β ∈ JieiJi . Using the multiplication
rules (5) and (7), we find
fν¯,μ,γ eifλ,ν¯,β = fν¯,μ,γ eνfλ,ν¯,β = fν¯,μ,γ fν¯,ν¯,δ1fλ,ν¯,β = fν¯,μ,δ1γ fλ,ν¯,β
= mfλ,μ,βδ1γ = mfλ,μ,α
where m = n(λ,α,μ)
n(λ,β,ν¯)n(ν¯,δ1γ,μ)
will be nonzero given our restrictions on char(k). Then we get
the desired factorization:
fλ,μ,α = 1
m
fν¯,μ,γ eifλ,ν¯,β .
This completes the proof of part (2).
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Corollary 1. JleiJl ⊇ JleleiJl = JlelJl = Jl whenever i  l.
For part (3) of the theorem, suppose I is an irreducible Bk(n, r) module. Then eiI is
either 0 or irreducible. Since ei ∈ Ji , we certainly have eiI = 0 if I has index j > i. On the
other hand, we have eiI = 0 ⇒ JiI = 0 (since Ji = JieiJi) ⇒ index of I > i. So eiI =
0 ⇔ index of I > i. General idempotent theory then gives a one-to-one correspondence
I ↔ eiI between isomorphism classes of irreducible Bk(n, r) modules of index j  i and
isomorphism classes of eiBk(n, r)ei ∼= Bk(n− r + i, i) modules. We want to show that this
correspondence preserves indices. By Lemma 3, JlBk(n− r + i, i) is identified with eiJlei .
So by definition eiI has index j as a eiBk(n, r)ei ∼= Bk(n − r + i, i) module if and only if
eiJleiI = eiJlei(eiI ) =
{
eiI, for i  l  j ,
0, for l < j .
Suppose I has index j  i as a Bk(n, r) module. We will show that eiI has index j
as a eiBk(n, r)ei ∼= Bk(n − r + i, i) module. For l < j we get JlI = 0 ⇒ JleiI = 0 ⇒
eiJleiI = 0, while for i  l  j we have JlI = I ⇒ JleiJlI = I (using Corollary 1)
⇒ eiJleiJlI = eiI ⇒ eiJleiI = eiI . Thus eiI does in fact have index j , and the corre-
spondence I ↔ eiI preserves the index of irreducibles. This completes the proof of part
(3) of Theorem 3.
Part (4) of Theorem 3 now follows easily: We have shown that the isomorphism classes
of irreducible Bk(n, r) modules of index i correspond one-to-one to those of irreducible
Bk(n − r + i, i) modules of index i. But then these classes of irreducible Bk(n − r + i, i)
modules I such that Ji−1B(I) = 0 correspond one-to-one with those of irreducible Bk(n−
r + i, i)/Ji−1B ∼= Sk(n − r + i, i) modules.
8. Proofs of the lemmas
In this section we will prove the three lemmas in Section 7 concerning the mapping
φ :Bk(n − r + i, i) → R = eiBk(n, r)ei defined by φ(fλ,μ,α) = eifλ¯,μ¯,α¯ei = eμfλ¯,μ¯,α¯eλ.
Recall the definition from Section 6:
c(λ) = δ1 + δ2 + · · · + δλu
λu
,
where
δj (l) =
{
l, if l  i,
j, if i < l  r .
We found that eibλ¯,1 = eλbλ¯,1 = c(λ)bλ¯,1. Also, for σ ∈Sλ =Sλ¯, we have σδj = δσ(j)σ
and σ restricted to {1,2, . . . , λu} is just a permutation. So σ commutes with c(λ):
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= δσ(1)σ + δσ(2)σ + · · · + δσ(λu)σ
λu
= δ1σ + δ2σ + · · · + δλuσ
λu
= c(λ)σ.
We now prove some preliminary lemmas.
Lemma 4. For any β ∈ τr and λ,μ ∈ P(n − r + i, i),
eifλ¯,μ¯,βei =
λu(λ)∑
i=1
μu(μ)∑
j=1
cij,βfλ¯,μ¯,δiβδj
where cij,β = n(λ¯,δiβδj ,μ¯)λu(λ)μu(μ)n(λ¯,β,μ¯) .
Proof. As usual it is sufficient to show that
eifλ¯,μ¯,βei(bλ¯,1) =
λu(λ)∑
i=1
μu(μ)∑
j=1
cij,βfλ¯,μ¯,δiβδj (bλ¯,1).
We calculate using (2)
eifλ¯,μ¯,βei(bλ¯,1) = eifλ¯,μ¯,β
(
c(λ)bλ¯,1
)= c(λ)eifλ¯,μ¯,β(bλ¯,1)
= c(λ)ei 1
n(λ¯, β, μ¯)
∑
σ∈Sλ
σβbμ¯,1 = c(λ) 1
n(λ¯, β, μ¯)
∑
σ∈Sλ
σβei(bμ¯,1)
= c(λ) 1
n(λ¯, β, μ¯)
∑
σ∈Sλ
σβc(μ)bμ¯,1 = 1
n(λ¯, β, μ¯)
∑
σ∈Sλ
σc(λ)βc(μ)bμ¯,1
where we have used the fact that c(λ) commutes with any σ ∈Sλ. But by (2) again,
λu(λ)∑
i=1
μu(μ)∑
j=1
cij,βfλ¯,μ¯,δiβδj (bλ¯,1)
=
λu(λ)∑
i=1
μu(μ)∑
j=1
cij,β
1
n(λ¯, δiβδj , μ¯)
∑
σ∈Sλ¯
σ δiβδj bμ¯,1
= 1
λu(λ)μu(μ)n(λ¯, β, μ¯)
λu(λ)∑
i=1
μu(μ)∑
j=1
∑
σ∈Sλ¯
σ δiβδj bμ¯,1
= 1
n(λ¯, β, μ¯)
∑
σ∈Sλ
σ
∑λu(λ)
i=1 δi
λu(λ)
β
∑μu(μ)
j=1 δj
μu(μ)
bμ¯,1 = 1
n(λ¯, β, μ¯)
∑
σ∈Sλ
σc(λ)βc(μ)bμ¯,1.
So both sides agree and the lemma is proved. 
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Proof. Using Lemma 4 we get φ(fλ,μ,α) = eifλ¯,μ¯,α¯ei =
∑λu
i=1
∑μu
j=1 cij,βfλ¯,μ¯,δi α¯δj . This
is clearly nonzero if char(k) = 0, but for char(k) = p = 0 we need a proof. First notice that
δi α¯δj = δ1α¯δj for all i. So our sum simplifies to
φ(fλ,μ,α) =
λu∑
i=1
μu∑
j=1
n(λ¯, δ1αδj , μ¯)
λuμun(λ¯, α, μ¯)
fλ¯,μ¯,δ1α¯δj =
μu∑
j=1
n(λ¯, δ1αδj , μ¯)
μu(μ)n(λ¯, α, μ¯)
fλ¯,μ¯,δ1α¯δj .
Let J be a set of indices such that {λ[δ1α¯δj ]μ: j ∈ J } gives all the distinct double cosets
appearing in the sum and let mj be the number of times the j th coset appears. Then we
have
φ(fλ,μ,α) =
∑
j∈J
mjn(λ¯, δ1αδj , μ¯)
μu(μ)n(λ¯, α, μ¯)
fλ¯,μ¯,δ1α¯δj .
Now 1  mj  μu(μ)  i  r < p and n(λ¯, δ1αδj , μ¯) is a factor of r! where r < p. It
follows that the coefficients of the independent elements fλ¯,μ¯,δ1α¯δj , j ∈ J , are nonzero
in k, which proves the lemma. 
Now for λ,μ ∈ P(n − r + i, i) and α ∈ τi define a subspace M(λ,μ,α) ⊆ Bk(n, r) by
letting M(λ,μ,α) = space spanned by
{fλ¯,μ¯,δi α¯δj : 1 i  λu(λ),1 j  μu(μ)}.
Notice that by the formula in Lemma 4 we have φ(fλ,μ,α) ∈ M(λ,μ,α).
Lemma 6. If λ[α]μ =λ [β]μ, then M(λ,μ,α) ∩ M(λ,μ,β) = {0}.
Proof. If M(λ,μ,α) ∩ M(λ,μ,β) = {0}, then there is a common basis element:
fλ¯,μ¯,δi α¯δj = fλ¯,μ¯,δkβ¯δl .
Then δi α¯δj = σδkβ¯δlρ for some σ ∈ Sλ and ρ ∈ Sμ. But then restricting both sides to
{1,2, . . . , i} gives α = σβρ, so α and β determine the same double coset. 
We can now prove that φ is injective. Suppose φ(z) = 0 for some z ∈ Bk(n − r + i, i).
Expand z in terms of independent basis elements giving
φ(z) =
∑
ciφ(fλi ,μi ,αi ) = 0
where the αi belong to distinct double cosets. By Lemma 6, the φ(fλi ,μi ,αi ) lie in disjoint
subspaces of Bk(n, r), so we must have ciφ(fλi ,μi ,αi ) = 0 for each i. But by Lemma 5,
φ(fλ ,μ ,α ) = 0. So we have ci = 0 for each i, and therefore z = 0. Thus φ is injective.i i i
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Since eifλ˜,μ˜,αei = 0 unless λ˜ = λ¯ and μ˜ = μ¯ for some λ,μ ∈ P(n− r + i, i), it will suffice
to show that any eifλ¯,μ¯,αei is in the image of φ. Since ei is an idempotent, we get (using
Lemma 4)
eifλ¯,μ¯,αei = eieifλ¯,μ¯,αeiei = ei
λu∑
k=1
μu∑
j=1
ckj,αfλ¯,μ¯,δkαδj ei =
λu∑
k=1
μu∑
j=1
ckj,αeifλ¯,μ¯,δkαδj ei .
So if we can show that each eifλ¯,μ¯,δkαδj ei is in the image of φ we will be done. Write
β = δkαδj ∈ τr and γ = β restricted to {1, . . . , i}, so γ ∈ τi . Notice that δkβδl = δkγ¯ δl for
all k, l  i. It follows that ckl,β = mckl,γ¯ where m = n(λ¯,γ¯ ,μ¯)n(λ¯,β,μ¯) . Then using the formula of
Lemma 4 again we find
eifλ¯,μ¯,δkαδj ei = eifλ¯,μ¯,βei =
λu∑
i=1
μu∑
j=1
cij,βfλ¯,μ¯,δiβδj
= m
λu∑
i=1
μu∑
j=1
cij,γ¯ fλ¯,μ¯,δi γ¯ δj = meifλ¯,μ¯,γ¯ ei = φ(mfλ,μ,γ ).
Thus φ is surjective and we have proved Lemma 1.
We now turn to the proof of Lemma 2 showing that φ is a homomorphism of rings. We
must show that
φ(fν,μ,βfλ,ν,α) = φ(fν,μ,β)φ(fλ,ν,α).
Using (6), the left side becomes
φ(fν,μ,βfλ,ν,α)(bλ¯,1)
=
∑
ρ∈Sν
n(λ,αρβ,μ)
n(λ,α, ν)n(ν,β,μ)
φ(fλ,μ,αρβ)(bλ¯,1)
=
∑
ρ∈Sν
n(λ,αρβ,μ)
n(λ,α, ν)n(ν,β,μ)
eμ(fλ¯,μ¯,α¯ρ¯β¯ )eλ(bλ¯,1)
= c(λ)
n(λαν)n(νβμ)
∑
ρ∈Sν
n(λ,αρβ,μ)eμ
1
n(λ¯, αρβ, μ¯)
∑
σ∈Sλ
σαρβbμ¯,1.
Since n(λ,αρβ,μ) = n(λ¯, αρβ, μ¯), this simplifies to
c(λ)
n(λ,α, ν)n(ν,β,μ)
∑ ∑
σαρβc(μ)bμ¯,1.ρ∈Sν σ∈Sλ
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φ(fν,μ,β)φ(fλ,ν,α)(bλ¯,1) = eμ¯fν¯,μ¯,β¯ eν¯fλ¯,ν¯,α¯eλ¯(bλ¯,1)
= eμ¯fν¯,μ¯,β¯ eν¯
c(λ)
n(λ¯, α¯, ν¯)
∑
σ∈Sλ
σ α¯bν¯,1
= c(λ)
n(λ¯, α¯, ν¯)
∑
σ∈Sλ
σ α¯eμfν¯,μ¯,β¯ c(ν)bν¯,1
= c(λ)
n(λ¯, α¯, ν¯)n(ν¯, β¯, μ¯)
∑
σ∈Sλ
∑
ρ∈Sν
σ α¯c(ν)ρβ¯c(μ)bμ¯,1.
Comparing this with the previous expression for the left-hand side and using the fact that
n(λ,α, ν) = n(λ¯, α¯, ν¯), etc., we see that we will be done if σ α¯ρβ¯c(μ) = σ α¯c(ν)ρβ¯c(μ).
Since each δk in c(ν) acts as the identity when restricted to {1,2, . . . , i}, it is clear that
σ α¯ρβ¯ = σ α¯c(ν)ρβ¯ when considered as elements in k[τi]. (That is, when all semi-group el-
ements are restricted to {1,2, . . . , i}.) But then since each δk in c(μ) maps into {1,2, . . . , i},
we do in fact have an identity σ α¯ρβ¯c(μ) = σ α¯c(ν)ρβ¯c(μ) in k[τr ].
So φ is a homomorphism and Lemma 2 is proved.
Now consider Lemma 3: φ(JjBk(n − r + i, i)) = eiJjBk(n, r)ei for any j  i. Since
rank(β) j ⇒ rank(δkβδl) j , the formula in Lemma 4 shows that
φ
(
JjBk(n − r + i, i)
)⊆ eiJjBk(n, r)ei .
To show that φ maps JjBk(n− r + i, i) onto eiJjBk(n, r)ei , we need only modify slightly
the proof given above that φ is surjective. For any eifλ¯,μ¯,αei in eiJjBk(n, r)ei , we can
assume rank(α) j . It is easy to check that the β and γ appearing in that proof will then
also have rank j . So eifλ¯,μ¯,αei is the image under φ of a sum of terms of the form fλ,μ,γ
where rank(γ ) j , that is, terms in JjBk(n − r + i, i).
9. Relations to Lie algebras
Let Wn be the graded Lie algebra of all derivations of the polynomial algebra Pn. The set
of elements of the form xl ∂/∂xi , where xl = xl1xl2 . . . xlm is a monomial of some degree m
(possibly m = 0), form a basis for Wn. Such a basis element has degree m − 1, where
m is the degree of the monomial. Then Wn is a graded Lie algebra, i.e., deg([x, y]) =
deg(x) + deg(y) for basis elements x, y. The universal enveloping algebra U ≡ U(Wn) is
a graded algebra generated by the elements xl ∂/∂xi , where deg(xy) = deg(x)+deg(y) for
generators x, y. Then the subset U0 of U consisting of elements of degree 0 is a subalgebra
of U .
We can extend the action of Wn and U to Pn·r by taking xl ∂/∂xi →
∑r
j=1 xl,j ∂/∂xi,j
where xl,j = xl1,j xl2,j . . . xlm,j . This gives a homomorphism ψ :U → Endk(Pn·r ). These
actions are graded in the sense that deg(xp) = deg(x) + deg(p) for any x ∈ W or U and
any homogeneous polynomial p. In particular, elements in U0 preserve degree.
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∑r
j=1 xl,j ∂/∂xi,j ∈ Endk(Pn·r ) commute with
the usual left action of k[τr ] on Pn·r , so the image ψ(U) ⊆ Endk[τr ](Pn·r ). Finally, since
the elements in ψ(U0) preserve degree, we can restrict to polynomials of homogeneous
degree r , getting a map ψ :U0 → Endk[τr ](Pn·r,r ) ≡ Bk(n, r). We will sketch the proof of
Theorem 6 which says: If n r and either char(k) = 0 or char(k) > r , then image(ψ) =
Bk(n, r).
First notice that the universal enveloping algebra U(gl(n, k)) ⊆ U0 and that ψ
maps U(gl(n, k)) into Sk(n, r) ⊆ Bk(n, r). (Since terms of the form xi∂/∂xj generate
U(gl(n, k)), it is enough to compute that each ψ(xi∂/∂xj ) takes any bλ,1 to either 0 or
a sum of terms of the form bμ,α where α ∈ Sr .) But is known that the restricted map
ψ :U(gl(n, k)) → Sk(n, r) is surjective (for n r and either char(k) = 0 or char(k) > r).
So any basis element of the form fλ,μ,α with α ∈Sr is in image(ψ).
Since n  r , we have the standard “nice” partition νi = 1 if i  r , νi = 0 for i > r .
Recall that α ↔ fν,ν,α gives an anti-isomorphism between k[τr ] and fν,ν,1Bk(n, r)fν,ν,1.
We already know that fν,ν,α ∈ image(ψ) for any α ∈Sr . In particular, fν,ν,1 ∈ image(ψ)
A simple computation gives
ψ
(
xrxr−1
∂
∂xr−1
∂
∂xr
)
fν,ν,1 = fν,ν,δ
where δ ∈ τr is given by δ(i) = i if i  r − 1, δ(r) = r − 1. So we get fν,ν,δ ∈ image(ψ).
It is well known that the semigroup τr is generated by Sr ∪ {δ}. So as an algebra
{fν,ν,α: α ∈ τr} = fν,ν,1Bk(n, r)fν,ν,1 ∼= k[τr ]op is generated by {fν,ν,α: α ∈Sr}∪ {fν,ν,δ}
and is thus contained in image(ψ).
Now consider any basis element fλ,μ,α ∈ Bk(n, r). Using (5) and (7) we find
fν,μ,1fν,ν,αfλ,ν,1 = fν,μ,αfλ,ν,1 = n(λ,α,μ)
n(λ,1, ν)n(ν,α,μ)
fλ,μ,α.
We have seen that each factor on the left is in image(ψ). But given our restriction on the
characteristic of k, the coefficient on the right is nonzero, so we find fλ,μ,α ∈ image(ψ).
This completes the proof that ψ is surjective.
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