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Abstract. In the semantics of stochastic rewriting systems (SRSs) based
on rule algebras, the evolution equations for average expected pattern
counts are computed via so-called commutators counting the distinct se-
quential compositions of rules and observable patterns regarded as iden-
tity rules. In this paper, we consider the commutators for conditional
SRS in the Sesqui-Pushout (SqPO) approach. However, graphs are often
subject to constraints. To minimise the construction of spurious composi-
tions prohibited by such constraints, we develop strategies for computing
rule composition, both theoretically and using the SMT solver Z3 with its
Python interface. Our two equivalent solutions for checking constraints
include a straightforward generate-and-test approach based on forbidden
graph patterns and a modular solution, where the patterns are decom-
posed as pushouts of monic spans into forbidden relation patterns. The
implementation is based on a framework that allows a direct and modu-
lar representation of the categorical and logical theory in Python/Z3. For
an example of SqPO rewriting of rigid multigraphs modelling polymer
formation in organic chemistry, we assess and compare the performance
of the two strategies.
Keywords: Sesqui-Pushout rewriting · rule algebra · applications of
SMT solvers · stochastic mechanics
1 Introduction
Stochastic rewrite systems (SRS) [6,1,3] are categorical generalisations of stochas-
tic graph rewrite systems such as kappa [9] deriving an algebraic structure on
rewrite steps to support stochastic analyses of biological systems. Instead of
stochastic simulation and model checking with their well-known scalability is-
sues, SRS aim at the derivation of a system of evolution equations which, for a
set of graph patterns as observables, predict their number of occurrences over
time. For example in models of biochemistry, a pattern could represent a type
ar
X
iv
:2
00
3.
11
01
0v
1 
 [c
s.L
O]
  2
4 M
ar 
20
20
2 N. Behr et al.
of molecule and the number of occurrences of the pattern in a given graph the
number of molecules of this type in a given cell. Beyond expressing expected
values of such pattern counts over time, we may be interested in equations for
higher moments, such as variances expressing how closely the values are spread
about the mean. These are important to understand the quality of an approxi-
mation of a rule-based system by a set of equations and can be used to derive
confidence intervals for error margins in predictions of the model.
In the semantics of SRS based on rule algebras [6,1,3], the evolution equations
for average expected pattern counts are derivable via so-called commutators com-
puted by counting the distinct sequential compositions of rules and observable
patterns regarded as identity rules. The time-dependent average of the count
of a pattern P changes proportionally to the average value of the commutator
describing the effect of rules on the number of occurrences of P .
Commutators are computed by counting the distinct sequential composi-
tions of rules and patterns regarded as identity rules. However, graphs are often
subject to additional constraints, causing the algorithmic challenge of avoid-
ing where possible the construction of spurious rule compositions forbidden by
such constraints. In this paper, we consider different strategies for computing
rule compositions in the Sesqui-Pushout (SqPO) approach [8], both theoreti-
cally and using the SMT solver Z3 with its Python interface. We compare two
equivalent options for implementing the checking of constraints. The straightfor-
ward generate-and-test strategy is based on forbidden graph patterns, where we
first compose rules based on spans describing how they overlap and then check
that none of the forbidden graph patterns can be embedded into the composi-
tion. A more modular strategy is based on a decomposition of graph patterns
as pushouts of monic spans representing forbidden relation patterns, which are
used in order to curate admissible overlaps of rules before they are composed.
The embedding of a graph pattern into the pushout object of the span relating
the first rule’s right-had side with the second rule’s left-hand side is an injective
graph morphism. Instead, the embedding of a relation pattern into that span is
by means of a triple of injections forming two pullbacks. We show that both are
equivalent, i.e. given a graph pattern P and all its pushout decompositions S,
for any pushout graph G over a span s there exists a graph embedding from P
iff there exists a span in S with a double-pullback embedding into s.
We implement both strategies in Z3 and Python in a class architecture fol-
lowing the categorical concepts of the theory, including classes for graphs, mor-
phisms, rules and spans, pushouts, etc. The declarative nature of SMT solving,
where models are only determined up to isomorphism, is a good fit for the cat-
egorical theory of graph rewriting, allowing a very direct translation. Based on
this implementation we evaluate and discuss both the correctness of both strate-
gies and their relative performance in terms of time and space requirements.
As a case study we consider an example of SqPO rewriting of rigid multi-
graphs representing polymers in organic chemistry. A multigraph is rigid if it
does not contain occurrences of patterns with two edges either in parallel, start-
ing or ending in the same node, or as parallel loops. Based on a simple set
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of rules for creating and deleting edges we can model polymer formation, such
that the evolution equations derivable via the commutators computed predict
the number of polymers of a particular length and shape for any time of the
reaction. However, the contribution of this paper is to the theory and efficient
implementation of rule compositions subject to graph constraints.
2 Rule algebras for Conditional SqPO Rewriting
We provide some background on the recent extension of Sesqui-Pushout (SqPO)
rewriting [8] to application conditions [4] and describe the additional assump-
tions on the underlying category to admit a rule algebra construction [1]. We
refer the readers to [5] for the extended discussion of the mathematical concepts.
2.1 Categorical setting
Assumption 1 ([4]). We assume that C ≡ (C,M) is a finitary M-adhesive
category with M-effective unions, M-initial object, an epi-M-factorisation, ex-
istence of final pullback complements (FPCs) for all pairs of composable M-
morphisms and with stability of M-morphisms under FPCs.
Example 1. The prototypical category suited for rewriting in the above sense is
the category FinGraph of finite directed multigraphs. It is well-known [16] that
the category Graph of all (not necessarily finite) multigraphs is adhesive (i.e.
M-adhesive for M = mono(Graph)), and thus due to results of [12] so is its
finitary restriction FinGraph. The finitary restriction preserves the epi-mono-
factorisation, the property of mono-effective unions as well as the mono-initial
object ∅ (the empty graph). Finally, according to [8], FPCs exist for arbitrary
pairs of composable monos, and monos are stable under FPCs.
2.2 Application conditions
While the theory of SqPO-type rewriting for rules with conditions as presented
in [4] has been developed for the general case of nested application conditions,
in the present paper we will only consider the special case of simple (i.e. non-
nested) conditions. For the readers’ convenience, we recall in Appendix A.1 some
of the relevant background material and standard notations. Conceptually, ap-
plication conditions are defined such as to constrain the matches of rewriting
rules. Another important special case are conditions over the M-initial object
∅. Such global constraints describe properties of all objects, such as invariants.
Example 2. Our running example throughout this paper will be the category
rGraph of finite rigid directed multigraphs. Referring to [10] for an extended
discussion of the rigidity phenomenon, suffice it here to introduce this category
as a refinement of the category FinGraph via imposing the following global
constraint formulated via a set N of forbidden patterns:
cN :=
∧
N∈N
¬∃(∅ ↪→ N) , N := { , , , } . (1)
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Graphs in rGraph are thus either “directed paths” of edges, or closed directed
loops of edges (possibly with individual loops on vertices, albeit we will only
consider loop-less graphs in our applications).
2.3 SqPO direct derivations and rule compositions
The theory of “compositional” SqPO rewriting as introduced in [1,4] is an exten-
sion of the traditional SqPO theory [8] by concurrency and associativity theorems
that hold under suitable assumptions on the underlying categories.
Remark 1. Contrary to standard conventions we will read rewriting rules from
input to output, i.e. in particular from right to left. This is so as to be
compatible with the standard mathematical convention of left-multiplication for
matrices (see below in the context of representations).
Definition 1. Let C be an M-adhesive category satisfying Assumption 1, and
let Lin(C) denote the set of linear rewriting rules with conditions,
Lin(C) := {(O ←↩ K ↪→ I; cI) | (K ↪→ O), (K ↪→ I) ∈M, cI ∈ cond(C)} . (2)
Let Lin(C)∼ be the set of equivalence classes of linear rules with conditions under
the equivalence relation ∼ defined as follows:
(r, cI) ∼ (r′, c′I) :⇔ r ∼= r′ ∧ cI ≡ c′I . (3)
Here, r ∼= r′ iff there exist isomorphisms (ω : O → O′), (κ : K → K ′), (ι : I →
I ′) ∈ iso(C) such that the evident diagram commutes.
The following definition provides a notion of direct derivations for SqPO rules
with conditions.
Definition 2 ([4], Def. 17; compare [8], Def. 4). Given an object X ∈
obj(C) and a linear rule with condition R = (r, cI) ∈ Lin(C), we define the set
of admissible matches MsqR(X) as
MsqR(X) := {(m : I → X) ∈M | m ⊨ cI} . (4)
O K I
X ′ K X
m∗ kPO FPC m
(5)
A direct derivation of X along R with match
m ∈ MsqR(X) is defined via constructing the
diagram on the right, with final pullback com-
plement marked FPC and pushout marked PO.
We write Rm(X) := X
′ for the object “pro-
duced” by the above diagram, and we refer to m∗ as the comatch of m.
The second main definition of SqPO-type “compositional” rewriting theory is
given by a notion of sequential composition for rules with application conditions.
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Definition 3 ([4]). With notations as above, let Rj = (rj , cIj ) ∈ Lin(C)∼ be
two equivalence classes of linear rules with conditions (j = 1, 2). Fixing concrete
representatives (Oj ←↩ Kj ↪→ Ij ; cIj ), and for monic span µ = (I2 ←↩ M21 ↪→
O1), we define µ to be an SqPO-admissible match of R2 into R1, denoted µ ∈
MsqR2(R1), if the pushout complement marked POC in the diagram below exists,
O2 K2 I2
cI2
M21 O1 K1 I1
cI1
O21 K
′
2 N21 K
′
1 I21
cI21
K21
FPCPO PO POC PO
PB
= =
(6)
and if in addition cI21 ̸≡ falseI21 , where
cI21 = Shift(I1 ↪→ I21, cI21) ∧ Trans(N21 ←↩ K ′1 ↪→ I21,Shift(I2 ↪→ N21), cI2) .
In this case, we define the SqPO-type composition of R2 with R1 along µ21 as
the following equivalence class:
R2
µ
∢ R1 := [(O21 ←↩ K21 ↪→ I21; cI21)]∼ . (7)
2.4 SqPO-type rule algebra construction
Intuitively, an interesting and computationally versatile possibility to encode
the non-determinism in the composition of rules with conditions is the following
precise implementation of “summing over all possibilities to compose two rules”:
Definition 4 ([5]). Given an M-adhesive category C satisfying Assumption 1,
let RC denote the R-vector space whose set of basis vectors is in bijection with
the set of equivalence classes Lin(C)∼ of rules with conditions (via some bijection
δ : Lin(C)∼ → basis(RC)). Then the SqPO-type rule algebra over C, denoted
RSqPOC := (RC,⊙C), is defined via equipping the R-vector space RC with a
binary operation ⊙C that is defined via its action on basis vectors,
∀R1, R2 ∈ Lin(C)∼ : δ(R2)⊙C δ(R1) :=
∑
µ∈MsqR2 (R1)
δ
(
R2
µ
∢ R1
)
. (8)
Theorem 1 ([5]). RSqPOC is a unital, associative algebra, with unit element
δ(R∅), for R∅ = (∅←↩ ∅ ↪→ ∅; true).
Crucially, we will be able to utilise a certain device referred to as a represen-
tation of a SqPo-type rule algebra in order to “convert” back and forth between
applying rules sequentially to objects vs. applying composites of rules to objects
(i.e. a form of generalised notion of concurrency theorem).
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Definition 5 ([5]). Let Cˆ be an R-vector space whose set of basis vectors is in
bijection with the set obj(C)∼= of isomorphism classes of objects of C (via some
bijection |.⟩ : obj(C)∼= → basis(C)). Then the canonical representation ρC of
RSqPOC is defined via its action on generic R ∈ Lin(C)∼ and X ∈ obj(C)∼= as
ρC : R
SqPO
C → EndR(Cˆ) , ρC (δ(R)) |X⟩ :=
∑
m∈MsqR(X)
|Rm(X)⟩ . (9)
Theorem 2 ([5]). ρC is an algebra homomorphism (and thus indeed a well-
defined representation), i.e. we have that (for all R1, R2 ∈ Lin(C)∼)
ρC (δ(R∅)) = IdEndR(Cˆ) , ρC (δ(R2)) ρC (δ(R1)) = ρC (δ(R2)⊙C δ(R1)) .
(10)
2.5 Commutators
One of the central computational strategies in rule-algebraic constructions is
played by the notion of commutators.
Definition 6. For two rule algebra elements A,B ∈ RSqPOC , the commutator
of A and B is defined as
[A,B]⊙ := A⊙C B −B ⊙C A . (11)
By standard mathematical convention, we reserve the symbol [, ] without the ⊙
index for the commutator of the representations of A and B,
[ρC (A) , ρC (B)] := ρC (A) ρC (B)− ρC (B) ρC (A) . (12)
Intuitively, given two rule algebra elements δ(R1) and δ(R2) (for R1, R2 ∈
Lin(C)∼) and some X ∈ obj(C)∼=, the computation encoded in
[ρC (δ(R2)) , ρC (δ(R1))] |X⟩
= ρC (δ(R2)) ρC (δ(R1)) |X⟩ − ρC (δ(R1)) ρC (δ(R2)) |X⟩
(13)
evaluates to the difference of all ways to apply first R1 and then R2 to X minus
all outcomes of applying first R2 and then R1. The rule algebra framework and
in particular the computational properties described in Theorem 2 permit to
simplify the above computation via
[ρC (δ(R2)) , ρC (δ(R1))] = ρC ([δ(R2), δ(R1)]⊙) . (14)
From a high-level perspective, commutators encode computationally crucial causal
information on a given rewriting system. A famous example to illustrate this
point is given by the following commutator for C = uGraph:
a := ρC
(
δ(∅←↩ ∅ ↪→ )) , a† := ρC (δ( ←↩ ∅ ↪→ ∅))
⇒ [a, a†] = IdEndR(C) .
(15)
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Here, the annihilation operator a and the creation operator a† are the represen-
tations of the rules of vertex deletion and creation, respectively. Intuitively, the
commutator of these operators evaluated against some graph state |X⟩ expresses
the fact that if one first applies vertex creation and then vertex deletion to X,
either the deletion picks a vertex from X, or it picks the vertex just created.
The latter option just returns X itself. In the reverse order of rule application,
the latter option is not present. Thus the difference evaluates precisely to the
identical operation on X, a result known in the literature as the canonical com-
mutation relation, which is of central importance in the theory of generating
functions, mathematical chemistry and quantum physics (cf. e.g. [7] for further
details).
In the setting of continuous-time Markov chain (CTMC) theory for stochas-
tic rewriting systems as developed in [2,6,3,1,7,5], commutator computations
are quintessential for deriving the dynamical evolution equations for statisti-
cal moments of pattern-count observables. As a prototypical example of such a
computation, the evolution equation for the average value ⟨OPP ⟩(t) of a pattern-
count observable OPP := ρC (δ(P ←↩ P ↪→ P ; cP )) of some CTMC for a rewriting
system with infinitesimal generator H :=
∑n
j=1 κjρC
(
δ(Oj ←↩ Kj ↪→ Ij ; cIj )
)
(where the parameters κj ∈ R>0 are the base rates of the individual rules) reads
d
dt ⟨OPP ⟩(t) = ⟨[OPP , H]⟩(t) . (16)
Referring to loc. cit. for further details and background information, it is pre-
cisely this application scenario that motivated us to search for an automated
algorithmic implementation of commutator calculations.
3 Constraint-checking Strategies in Rule Compositions
When computing SqPO-type compositions of conditional rules, an algorithmi-
cally expensive step consists in verifying the satisfaction of both the global and
application conditions in a given overlap, followed by computing the derived
application conditions of the admissible composites. Both in order to experi-
ment with the implementations of such algorithms via Z3 (see next Section) and
out of a theoretical interest, we consider different implementation strategies for
the steps involved in this rule composition operation. We will present here the
“direct” strategy (i.e. following precisely the traditional constructions involving
Shift and Trans) as well as an alternative strategy based upon certain span (non-)
embedding criteria. From this section onwards, we will fix a category C satisfy-
ing Assumption 1, and assume a set of global conditions cN as in (2) on objects.
Let us further assume that all rules are endowed with application conditions
that ensure the preservation of cN .
Definition 7 (direct strategy). Given two linear rules with conditions Rj ≡
(rj , cIj ) ∈ Lin(C) (j = 1, 2) and a candidate match (i.e. monic span) µ = (I2 ←↩
M21 ↪→ O1), the direct strategy to verify whether µ is an admissible match is
defined as follows:
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1. Construct the pushout (I2 ↪→ N21 ←↩ O1) of µ. Verify that N21 ⊨ cN , and
that (I2 ↪→ N21) ⊨ cI2 .
2. If the pushout complement of (N21 ←↩ O1, O1 ←↩ K1) exists, perform the
SqPO-type composition of the plain rules. Verify that the composite rule’s
application condition satisfies cI21 ̸≡false, with
cI21 := Shift(I1 ↪→ I21, cI1) ∧ Trans(N21 ↼ I21,Shift(I2 ↪→ N21, cI2)) . (17)
If both steps are successful, µ is an admissible SqPO-type match of R2 into R1.
As an alternative strategy, let us restate the “forbidden” patterns N ∈ N
via their pushout decompositions, defined as follows:
Definition 8. We define the set of “forbidden relations” SN as
SN := {s = (C1 ←↩ D ↪→ C2) | C1, D,C2 ⊨ cN ∧ ∃N ∈ N : PO(s) ∼= N} . (18)
Example 3. For the category rGraph as introduced in Ex. 2, one may compute
the following set of “forbidden relations” (with colours encoding the respective
embeddings):
SN =
{
←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→ ,
←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→ ,
←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→ ,
←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→ , ←↩ ↪→
 .
(19)
The pushout decompositions of forbidden patterns allows an modular ap-
proach to testing admissibility of rule overlaps that does not require to find
embeddings of patterns into the pushout of the overlap, but double-pullback
embeddings (DPEs) of forbidden spans into the monic spans representing the
overlaps.
Theorem 3. With notations as above, given a pushout P of a monic span (I1 ←↩
M21 ↪→ O1), the violation of cN is equivalently verified as follows:
P ̸⊨ cN ⇔ ∃s = (C2 ←↩ D ↪→ C1) ∈ SN :
∃(C2 ↪→ I2), (D ↪→M21), (C1 ↪→ O1) ∈ mono(C) :
(C2 ←↩ D ↪→M21) = PB(C2 ↪→ I2 ←↩ M21)
∧ (C2 ←↩ D ↪→M21) = PB(C2 ↪→ I2 ←↩ M21) .
(20)
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Here, each DPE mentioned in (20) encodes a commutative diagram of the form
C2 D C1
I2 M21 O1
PB PB . (21)
Proof. See Appendix B.
The alternative test for constraint satisfaction via DPEs of spans of SN
according to Theorem 3 permits to formulate the following alternative SqPO-
type rule composition strategy:
Definition 9 (modular strategy). Given two linear rules with conditions
Rj ≡ (rj , cIj ) ∈ Lin(C) (j = 1, 2) and a candidate match (i.e. monic span)
µ = (I2 ←↩ M21 ↪→ O1), the modular strategy to verify whether µ is an admissi-
ble match is defined as follows:
1. Verify that there does not exist any double-pullback embedding of a span of
SN into the span µ.
2. Verify that (I2 ↪→ N21) ⊨ cI2 .
3. If the pushout complement of (N21 ←↩ O1, O1 ←↩ K1) exists, perform the
SqPO-type composition of the plain rules. Verify that the application condi-
tion cI21 of the composite rule satisfies cI21 ̸≡false, with
cI21 := Shift(I1 ↪→ I21, cI1) ∧ Trans(N21 ↼ I21,Shift(I2 ↪→ N21, cI2)) . (22)
If all steps are successful, µ is an admissible SqPO-type match of R2 into R1.
Finally, a useful corollary of Theorem 3 is the following alternative algorithm
for minimal constraint-preserving application conditions for SqPO-type rules:
Corollary 1. With notations as above, given a “plain” linear rule r = (O ←↩
K ↪→ I) ∈ Lin(C), perform the following steps:
1. For each (C2 ←↩ D ↪→ C1) ∈ SN ,
(a) Find all pullback embeddings of (C2 ←↩ D) into (O ←↩ K), i.e. pairs of
M-morphisms (C2 ↪→ O) and (D ↪→ K) s.th. D = PB(C2 ←↩ D ↪→ K).
(b) For each pullback embedding, construct (C1 ↪→ P ←↩ I) by taking the
pushout of the span (C1 ←↩ D ↪→ K ↪→ I); if P ⊨ cN , then this pullback
embedding contributes a negative condition of the form ¬∃(I ↪→ P, true).
Then the (minimal) constraint-preserving application condition cI is given by
the conjunction over all individual contributions computed above.
Proof. See Appendix C.
A heuristic solution for this problem has been proposed in [17]. For the case of
forbidden graph patterns and negative conditions, our result makes it easy to
satisfy our assumption that all rules should preserve the constraints in SN while
avoiding the expensive Shift and Trans constructions and subsequent minimisa-
tion [13,11].
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4 Rule Composition with Graph vs. Relation Patterns
This section discusses the implementation of the theory presented above using
the SMT solver Z3. SMT solvers are well suited to encode categorical construc-
tions [15] since they are declarative by nature and models are determined only
up to isomorphism. Using Z3 through its Python API allows an object-oriented
design where classes represent concepts of the problem domain (i.e., category
theory and graph transformation) to generate assertions in Z3.
4.1 The category of directed multigraphs in Z3/Python
Every Python class in the below diagram corresponds to a categorical structure
in the theory. For example Graph and GraphMorph correspond to graph and
graph morphism respectively.
Each class has a constructor that initialises any objects created and generates
the Z3 structures to keep their data and constraints. Objects can either be
given as input or constructed by Z3. To facilitate both cases, the constructors
declares (rather than defines by enumerating elements and mappings) any sorts
and functions required. For example, when an object of class Graph is created, if
no vertices or edges are given, two Set objects only declare a sort for the vertex
and edge sets but do not assert any other distinct elements. If an object is fixed,
the closeRange method is called. The source and target functions in a Graph
object are declared but the mapping is not fixed in the constructor. Its definition
can be added to the solver by calling the method initFs.
Two classes are not shown in the diagram: 1) ForbiddenGraph, and 2)
ForbiddenRelation. These are designed to read the forbidden graphs/relations
from GraphML files, encode them logically and add them to the solver. Based on
our experiments, the checking of logically encoded constraints is more efficient
than the direct approach where forbidden graphs/relations are categorical struc-
tures and the solver checks the existence of morphisms into the graphs/spans.
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4.2 Curating rule compositions
Given two graphs X and Y and a set S of forbidden graphs, the aim is to test if
there is a pushout graph P of X and Y such that none of the forbidden graphs
in N has an embedding in P .
1. Direct strategy: find all spans sp : X ← I → Y between X and Y whose
pushout graph P has no embedding of any of the forbidden graphs in N .
2. DPE strategy: with S the set of all spans obtained as pushout decompo-
sitions of graphs in N , find all spans sp : X ← I → Y such that none of the
spans in S can be embedded into sp by a double pullback.
As an example, consider input X =
f1
x1 x2
, Y =
h1
y1 y2
, and the forbidden
graph N =
e1 e2
u1 u2 u3
. In the direct approach, a pushout graph P is calculated
and the assertion preventing an embedding of N into P is as follows:
# for a l l nodes u1 , u2 , u3 , and edges e1 and e2 in P,
ForAll([u1, u3, u2, e1, e2],
# i t i s not True that
Not(And(
# u1, u2 , u3 and nul l are a l l d is t inct , and
Distinct(u1, u2, u3, null),
# e1 , e2 , and nul l are dis t inct , and
Distinct(e1, e2, null),
po−src(e1) == u2, # the source of e1 in P is u2 , and
po−tar(e1) == u1, # the target of e1 in P is u1 , and
po−src(e2) == u2, # the source of e2 in P is u2 , and
po−tar(e2) == u3))) # and the target of e2 in P is u3
In the DPE approach, the first step is to generate all decompositions s of N ,
i.e., all proper sub-graphs whose union is N , see Table 1. Then, for each of these
Table 1. Decompositions of forbidden relation N
(
e1
u1 u2 u3
,
e2
u2 u3
) (
e1
u1 u2 u3
,
e2
u1 u2 u3
)
(
e1
u1 u2
,
e2
u1 u2 u3
) (
e1
u1 u2
,
e2
u2 u3
)
forbidden relation patterns we derive an assertion and add it to the solver. For
example for the first one we have the Python code shown below the table.
# there do not ex i s t nodes u1X, u2X, u3X and
# edge e1X in X and nodes u2I , u3I in I and
# nodes u2Y and u3Y and edge e2Y in Y s . t .
Not(Exists([u1X, u2X, u3X, e1X, u2I, u3I, u2Y, u3Y, e2Y],
# u2I and u3I and nul l are dis t inct , and
And(Distinct(u2I, u3I, null),
# u1X, u2X, u3X, and nul l are dis t inct , and
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Distinct(u1X, u2X, u3X, null),
e1X != null, # e1X is not null , and
X−src(e1X) == u2X # source of e1X in X is u2X, and
X−tar(e1X) == u1X # target of e1X in X is u1X, and
# u2Y and u3Y and nul l are dis t inct , and
Distinct(u2Y, u3Y, null),
e2Y != null, # e2Y is not null , and
Y−src(e2Y) == u2Y # source of e2Y in Y is u2Y, and
Y−tar(e2Y) == u3Y, # target of e2Y in Y is u3Y, and
IXV(u2I) == u2X, # morphism of u2I in I to X is u2X, and
IXV(u3I) == u3X, # morphism of u3I in I to X is u3X, and
IYV(u2I) == u2Y, # morphism of u2I in I to Y is u2Y, and
IYV(u3I) == u3Y))) # morphism of u3I in I to Y is u3Y
The number of variables and quantifications is clearly higher in the DPE strategy.
Next we discuss correctness and compare the performance of the two approaches.
4.3 Correctness
For the running example, both strategies produce the same set of solutions.
Table 2 shows the number of distinct solutions for each ordered pair of rules.
The diagonal elements are disregarded because the order of (r, r) is irrelevant
and so in the computation of commutators the number of solutions for (r, r) is
both added and subtracted, rendering it inconsequential.
Table 2. Number of solutions in running example
delete-edge create-edge delete-node create-node
delete-edge - 6 2 unsat
create-edge 4 - 2 unsat
delete-node unsat unsat - unsat
create-node 2 2 1 -
For the right-hand side of create-edge
f1
u1 u2
and the left-hand side of delete-
node
e1
v1 v2
the solutions are:
f1
u1 u2
e1
v1 v2
f1
u1 u2
e1
v1 v2
f1
u1 u2
e1
v1 v2
f1
u1 u2
e1
v1 v2
In more complex examples, the solver (which employs a randomised search
strategy) sometimes returns unknown rather than sat (when a solution is found
or unsat (when there are no further solutions). To ensure that we get all solu-
tions, a naive implementation of either strategy runs the algorithm repeatedly
until it returns unsat. However, it would be wasteful to discard solutions found
in runs ending in unknown. Therefore we save such solutions and in subsequent
iterations ask the solver to find solutions that are distinct from all previous ones.
Because for complex formulae it can be inherently difficult to find even a single
solution, we introduce additional optimisation below.
Commutators for Stochastic Rewriting Systems 13
4.4 Evaluation
For selected indicators, average measurements over 10 runs are given for each
strategy in Table 3. The mean execution time is measured only for the satisfi-
ability check with a single solution once all assertions are added to the solver.
Table 3. Running Example
Indicator Direct Strategy DPE Strategy
exe time 0.2 0.63
memory 119.8 216.04
mk bool var 5063.87 32314.07
quant instantiations 1890.03 17993.04
Here the direct strategy outperforms DPE. However, for more complex graphs
DPE performs better. Consider two rules, break-chain and create-chain, in a
polymer model. Both rules have a path of length n in their left-hand side. In the
RHS, the former deletes an edge whereas the latter connects the ending node
to the starting node forming a cycle of length n + 1. Table 4 shows results for
n = 2 and n = 5 averaged over 5 runs for each permutation of the rules.
Table 4. Naive Implementations ran on Polymer Model with 2 and 5 edges
Indicator Polymer model with 2 edges Polymer model with 5 edges
Direct Strategy DPE Strategy Direct Strategy DPE Strategy
exe time 4.91 11.17 45.53 36.85
memory 173.55 136.6 196.22 256.49
mk bool var 44993.8 40270.45 490215.5 48485.7
quant instantiations 19109.4 22138.1 209256.0 26435.9
This shows that DPE is more scalable than the direct strategy. However,
it still struggles to give a definite answer (either sat or unsat) when the input
graphs get more complex (e.g. the polymer model with 7 edges). We have imple-
mented several optimisations for both strategies. One is based on the observation
that quantification is one of the most expensive operations and so performance
can be enhanced by factoring out quantifiers where possible. For example given
the two formulae ∃[x, y]. Condition1 and ∃[x, y, z]. Condition2, one can factor
out the shared quantification over x and y and obtain ∃[x, y]. (Condition1 ∧
∃[z]. Condition2). Table 5 shows the impact of this optimisation on the perfor-
mance of the two strategies in the polymer model with 2 and 5 edges:
The preliminary results show that the advantage of optimisation by factoring
out quantifiers scales with the DPE strategy whereas for the direct one the
improvement is not as significant and is gradually lost as the size of the problem
increases. In fact the optimised DPE also finds a solution for the polymer model
with 7 edges in average time of 1.89 but even the optimised direct strategy
remains unresponsive for too long.
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Table 5. Optimised Implementations ran on Polymer Model with 2 and 5 edges
Indicator Polymer model with 2 edges Polymer model with 5 edges
Direct Strategy DPE Strategy Direct Strategy DPE Strategy
exe time 2.97 0.2 28.11 0.64
memory 172.57 20.97 192.66 73.94
mk bool var 38009.7 3199.55 344336.0 6129.4
quant instantiations 13945.9 1552.3 167608.1 3064.15
4.5 Discussion
Our experiments showed that the DPE strategy substantially outperforms the
direct one and that, moreover, it is amenable to optimisation of quantifiers. We
believe this is down to two factors. First, the DPE strategy avoids constructing
pushouts for spans where the pushout object would violate the constraints. More
significant, we suspect, is the fact that we match several smaller sub-graphs
rather than their unions. This decomposition of graphs leads to a reduction in
complexity, which is exponential in the size of the graphs matched.
The quantifier optimisation is more effective in the case of DPE because it
addresses a specific weakness of that approach. When we replace a forbidden sub-
graph check by a check for all forbidden spans arising from its decompositions
(4 on average in our example), in the naive implementation every one of those
spans gives rise to a constraint that is quantified separately. By joining these
constraints we therefore avoid this replication of quantifiers.
The evaluation currently only gives limited insights into the scalability of the
solution to real examples, especially to larger rules with many more potential
embeddings. However, more complex models are usually also typed, reducing
the number of matches. While our categorical theory applies to typed graphs
directly, the implementation following categorical principles is easy to adapt to
different graph models. There are further opportunities for optimisation, e.g.
using pattern-based quantification in Z3 or breaking down large problems into
smaller, more manageable ones to address scalability bottlenecks.
5 Conclusion, Related Work and Outlook
We have presented results of both theoretical and experimental nature on the
efficient construction of overlap spans with constraints for the computation of
commutators for stochastic rewrite systems. On the theoretical side we showed
how commutators are constructed for SqPO rules with application conditions,
how the constraint checking step in this construction can be modularised, avoid-
ing the direct generate-and-test strategy (of first composing rules and then vali-
dating them) by replacing checks for forbidden graph patterns by checks for for-
bidden relation patterns, and how the same technique can be used to efficiently
derive minimal negative conditions preserving forbidden graph constraints. On
the experimental side, we have provided an implementation of both strategies in
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Z3 based on the categorical concepts and constructions of the theory, evaluated
the correctness of both implementations by testing them against each other and
compared their performance through a series of experiments, which showed that
with increasing problem size the modular strategy outperforms the direct one
and, moreover, is amenable to quantifier optimisation.
Apart from the references already discussed, there is related work on the
derivation of systems of differential equations from rewrite rules, all in the con-
text of or inspired by kappa [9]. Such approaches are generalised by the rule
algebra construction [3]. The computation of relations between rules subject to
constraints is also an element of critical pair analysis [14]. A detailed compar-
ison of the different implementation approaches ad their applicability to more
substantial examples is a subject of future work.
We also plan to implement the complete commutator computation, including
constructing rules with conditions and counting their isomorphism classes, and
explore applications in rule-based models of biochemistry and adaptive networks
to derive their evolution equations.
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A Background material on SqPO-rewriting for rules with
conditions
A.1 Application conditions
Definition 10 (cf. e.g. [13,11]). Given an M-adhesive category C satisfying
Assumption 1, the conditions cond(C) over C are recursively defined as follows:
1. For all objects X ∈ obj(C), trueX is a condition.
2. For every M-morphism (f : X ↪→ Y ) ∈ M and for every condition cY ∈
cond(C) over Y , ∃(f, cY ) is a condition.
3. If cX ∈ cond(C) is a condition over X, so is ¬cX .
4. If c
(1)
X , c
(2)
X ∈ cond(C) are conditions over X, so is c(1)X ∧ c(2)X .
The satisfaction of a condition cX by an M-morphism (h : X ↪→ Z ∈ M is
recursively defined as follows:
1. h ⊨ trueX .
2. h ⊨ ∃(f : X ↪→ Y, cY ) iff there exists (g : X ↪→ Y ) ∈ M such that h = g ◦ f
and g ⊨ cY .
3. h ⊨ ¬cX iff h¬ ⊨ cX .
4. h ⊨ c(1)X ∧ c(2)X iff h ⊨ c(1)X and h ⊨ c(2)X .
Two conditions cX , c
′
X ∈ cond(C) are equivalent, denoted cX ≡ c′X , iff for every
(h : X ↪→ Z) ∈M we find that f ⊨ cX implies f ⊨ c′X and vice versa.
We will employ the following standard shorthand notations:
∃(f : X ↪→ Y ) := ∃(f : X ↪→ Y, trueY ) ,∀(f : X ↪→ Y, cY ) := ¬∃(f : X ↪→ Y,¬cY ) .
An auxiliary construction [13] embeds conditions into a larger context.
Theorem 4. With notations as above and for (f : X ↪→ Y ) ∈ M, there exists
a shift construction Shift such that
∀cX ∈ cond(C),∀(h : X ↪→ Z) ∈M : ∃(g : Y ↪→ Z) ∈M : h = g ◦ f
⇒ (h ⊨ cX ⇔ g ⊨ Shift(f, cX)) .
(23)
Proof. See e.g. [4] for a concrete construction and further details.
For the computation of SqPO rule compositions for rules with conditions, we
need an additional auxiliary construction for the calculus of conditions:
Theorem 5 ([4], Thm. 7). Given a linear rule r = (O ←↩ K ↪→ I) ∈ Lin(C)
and a condition cO ∈ cond(C) over O, there exists a transport construction
Trans such that for any object X ∈ obj(C) and for any SqPO-admissible match
m ∈ Msqr (X) of r into X, if (m∗ : O ↪→ rm(X)) ∈M denotes the comatch of m,
the following holds:
m∗ ⊨ cO ⇔ m ⊨ Trans(r, cO) . (24)
B Proof of Theorem 4
The statement of the theorem follows from the M-vanKampen property of the
category C.
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C2 D
N C1
I2 M21
P O1
∃
For the ⇒ direction, suppose that P ̸⊨ cN ,
which entails that there exists an N ∈ N and
an embedding (N ↪→ P ). Construct the com-
mutative cube on the left via (1) taking pull-
backs in order to obtain objects C2 and C2
and (2) letting D be defined as the pullback
of (C2 ↪→ N ←↩ C1). By stability of M mor-
phisms and by their decomposition properties,
all arrows in the top square and all vertical
arrows are M-morphisms. Since the bottom
square is a pushout along M-morphisms and thus a pullback, and since the
front and top squares are pullbacks, by pullback-pullback decomposition the
back square is a pullback, and analogously so is the right square. Thus by the
M-vanKampen property, the top square is a pushout, and we have proved that
(C2 ←↩ D ↪→ C1) is in SN .
C2 D D
I2 M21 D
P O1 C1
(1) (2)
(3) (4)
For the ⇐ direction, suppose the bottom
pushout square as well as the back and left pullback
squares were given (with all involved morphisms in
M), and such that (C2 ←↩ D ↪→ C1) ∈ SN . Then
lettingN be the pushout of (C2 ←↩ D ↪→ C1) (which
by definition of SN entails that N ∈ N ), there ex-
ists by universal property of the pushout a mor-
phism (N ↪→ P ). It remains to demonstrate that
(N → P ) is in M. To this end, let us assemble the auxiliary above right. By
assumption, squares (1) and (4) are pullbacks, square (3) a pushout along M-
morphisms (and thus a pullback), while squares of the form (2) are pullbacks
by universal category theory. Consequently, we find by composition of pullbacks
that D is the pullback of (C2 ↪→ P ←↩ C1). Thus finally by virtue of the assump-
tion of M-effective unions, we can confirm that (N ↪→ P ) is in M.
C Proof of Corollary 1
⇒ direction: Let us assume that a given SqPO-type direct derivation along rule
(O ←↩ K ↪→ I) with candidate match (m : I ↪→ X0) ∈ M results in an object
X1 with X1 ̸⊨ cN . By definition of satisfiability and of cN , this entails that
there exists an N ∈ N and an M-morphism (N ↪→ X1) ∈ M. In complete
analogy to the proof of Theorem 3 as given in the previous section, construct
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the commutative cube below over the SqPO-type direct derivation diagram:
C2 D
N C1
O K I
X1 X0 X0
∃
(25)
Here, C1 and C2 are constructed by taking pullbacks, which by stability of M-
morphisms under pullbacks entails that the newly constructed morphism are
also in M. D is constructed as a pullback of (C2 ↪→ N ←↩ C1) (with M-
morphisms in the resulting span), while the morphism (D → K) is an M-
morphism by the decomposition property of M-morphisms. Since the bottom
left square is a pushout along M-morphisms and thus a pullback, we find via
pullback-pullback decomposition that also the squares □D,C2,O,K (back left) and
□D,C1,X0,K (middle vertical) are pullbacks, and thus by theM-VK property the
top left square is a pushout. Next, construct the following three pushouts:
D := PO(C1 ←↩ D ↪→ K) , C2 := PO(O ←↩ K↪→ D) , P := PO(D ←↩K ↪→ I) .
As depicted in the diagram below, by the universal properties of the relevant
pushouts and via M-effective unions, there exist morphisms (drawn below with
dotted lines) that are in fact M-morphisms:
C2 D
N C1
O K I
C2 D P
X1 X0 X0
(26)
Finally, there are two cases to consider: if P ⊨ cN , we have exhibited a M-
morphism (I ↪→ P ) through which (I ↪→ X0) factors, and which thus by the
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above construction proves that the rewrite will lead to an X1 with at least one
embedding of a “forbidden pattern” N ∈ N . If on the other hand P ̸⊨ cN ,
we have proved that X0 ̸⊨ cN ; consequently, the M-morphism (I ↪→ P ) would
in this case not contribute to a constraint-preserving application condition for
(O ←↩ K ↪→ I).
⇐ direction: Let us assume we were given the data of the diagram below (i.e. a
SqPO-type direct derivation ofX0 along candidate match (I ↪→ X0) ∈M as well
as a pattern P such that (I ↪→ X0) factors through some (I ↪→ P ) constructed
according to the statement of the Corollary):
C2 D
N C1
O K I
D P
X1 X0 X0
∃
(27)
Here, in order to demonstrate the existence of the morphism (D → X0), let
us first introduce a useful auxiliary formula: given a commutative diagram of
M-morphisms as below left,
A B
C D E
PO
=
⇝
A B B
C D E
PO (28)
this data yields the diagram above right. Since the right square is a pullback
and the left square a pushout along M-morphisms and thus also a pullback, we
find by composition of pullbacks that □A,C,E,B is a pullback.
Back to the diagram in (27), since □K,X0,X0,I is by assumption a final pull-
back complement and □K,D,X0,I is a pullback by virtue of the auxiliary formula,
the universal property of FPCs entails the existence of (D →X0), which by
the decomposition property of M-morphisms is an M-morphism. Moreover, by
FPC-pushout decomposition [4], □D,X0,X0,P is an FPC.
It then suffices to construct the pushout C2 := PO(O ←↩ K↪→ D), which
through the universal properties of the various pushouts involved yields the ex-
istence of morphisms (N→ C) and (C →X1) (resulting in a diagram of the form
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in (26). Utilising pushout-pushout decompositions (yielding that □C2,N,C2,O and
□D,C2,X1,X0 are pushouts), stability ofM-morphisms under pushouts, the above
auxiliary formula (i.e. to demonstrate that □C2,N,X1,O and □D,C1,X0,K are pull-
backs) and the property of M-effective unions, we find that (N → C2) ∈ M
and (C2 → X1) ∈ M, such that we have in summary exhibited a M-morphism
(N ↪→ X1) ∈M, which verifies that X1 ̸⊨ cN .
