Abstract
Introduction
Let [n] k denote the collection of all k-subsets of [n] = {1, . . . , n}. A fundamental result in extremal combinatorial set theory is the Erdős-Ko-Rado theorem which asserts that if a family A ⊆ [n] k is t-intersecting (i.e. |A ∩ B| t for any A, B ∈ A) and 2k − t < n, then |A| n−t k−t Theorem 1.1. (Erdős, Ko and Rado [5] , Frankl [9] , Wilson [12] .) Suppose A ⊆ [n] k , 2k − t < n, is t-intersecting. Then, for n (k − t + 1)(t + 1),
Moreover, if n > (k − t + 1)(t + 1), equality holds if and only if A = {A ∈
[n] k : T ⊆ A} for some t-set T . This paper is motivated by several Erdős-Ko-Rado type results for permutations and set partitions. Deza and Frankl [4] first considered such a problem for permutations in a context of coding theory. Let Sym([n]) denote the collection of all permutations of [n] . A family A ⊆ Sym([n]) is t-intersecting if any two elements g, h ∈ A have at least t positions in common, i.e. |{x: g(x) = h(x)}| t, or equivalently, the Hamming distance between g and h is at most n − t. Among other results, they proved that for t = 1, the maximum size of such a family is (n − 1)!. Later, it was proved by Cameron and Ku [2] and independently by Larose and Malvenuto [10] that the only 1-intersecting families of maximal size are the cosets of point stabilizers. [2, 4, 10] .) Let n 2. For general t > 1, it was conjectured in [4] that the maximum size of a t-intersecting family is (n − t)! for n n 0 (t). It was proved in [4] that the conjecture is true when t = 2 and n is a prime power; t = 3 and n is a prime power plus one. The conjecture remains open. It was stated without proof in [3] that the following holds: Theorem 1.3. (Deza and Frankl [3] .) Suppose A ⊆ Sym([n]) such that any three elements of A have at least t positions in common. Then for n n 0 (t), |A| (n − t)!.
Theorem 1.2. (See
In this paper, we provide a proof of the above result for n 0 (t) = O(t 2 ). Moreover, we show that, for all such n, equality holds if and only if A is a coset of the stabilizer of t points (see Corollary 2.8).
We further introduce a new notion of intersection for permutations. This notion seems to be natural when we write permutations in their cycle decomposition. We say that A ⊆ Sym([n]) is t-cycle-intersecting if any two elements of A, when written in their cycle decomposition, have at least t cycles in common. Clearly, if A is t-cycle-intersecting, then A is t-intersecting. The converse, however, is not true. For example, consider the families A = {g 1 = (1 2 3 4 5), g 2 = (1 2)(3)(4 5), g 3 = (1 2 3)(4 5)} and B = {h 1 = (1)(2)(3)(4 5), h 2 = (1 2)(3)(4)(5), h 3 = (1 2)(3)(4 5)} of permutations of [5] . Both A and B are 1-intersecting. Since g 1 is a cyclic shift, the only permutation which can have a common cycle with g 1 is g 1 itself, so A cannot be 1-cycle-intersecting. On the other hand, B is 1-cycle-intersecting since all its elements contain the cycle (3) .
In view of Theorem 1.2, we shall be interested in t-cycle-intersecting families of maximum size for t 2. One of our main results is the following:
)! with equality if and only if A is the stabilizer of t fixed points.
Note that Theorem 1.4 is not true if n is too small compared to t. For example, take n = 8 and t = 4. The stabilizer of 4 points has size 24 while the family consisting of the identity and all transpositions interchanging i and j , where i = j , has size 29.
Similar problems for set partitions have also received some attention. Recall that a set partition of [n] is a collection of pairwise disjoint non-empty subsets (called blocks) of [n] whose union is [n]. Let B(n) denote the set of all set partitions of [n]. Then |B(n)| is the nth Bell number B n . A family A ⊆ B(n) is said to be t-intersecting if any two elements of A have at least t blocks in common.
A set partition is called a k-partition if it has k blocks. Denote by P n k the set of all k-partitions of [n]. Further, denote by U n k the set of all k-partitions of [n] such that every block has the same size. Two simple constructions of t-intersecting families in P n k and U n k are:
The maximum size of a t-intersecting family in P n k and U n k respectively has been determined: [6] .) Let n k t 1. As in Theorem 1.4, the condition that n being sufficiently large compared to t is also necessary in Theorem 1.8. For example, take n = 6 and t = 2. Then the family consisting of all set partitions with 2 fixed singletons has B 4 = 15 elements while the family consisting of all set partitions with 4 or more singletons has 16 elements.
Theorem 1.5. (Erdős and Székely
The rest of the paper is organized as follows. In Section 2, we prove Theorem 1.3 and characterize the case of equality. This is followed by a proof of Theorem 1.4. Next, proofs of Theorems 1.7 and 1.8 are presented in Section 3. An important tool in the study of intersecting families of finite sets is the well-known shifting operation. Our approach uses an analogue of such operation for permutations and set partitions. Our methods are similar to those given in [2] .
Cycle-intersecting family of permutations

Fixing operation
We introduce an analogue of shifting operation for permutations and prove some properties which are useful for the study of cycle-intersecting families of permutations. The following operation was first introduced in [2] .
Let i, j ∈ [n], i = j , and g ∈ Sym([n]). We define the ij -fixing of g to be the permutation [ij ] g defined as follows:
For example, g = (2 3 1 4)(5 6)(7) ∈ Sym( [7] ). Then [12] g = g and [14] g = (1)(2 3 4) (5 6)(7). When applying the fixing operation, it is often helpful to think of g in terms of its cycle decomposition. Suppose i = j and g = c 1 ⊕ · · · ⊕ c q is the cycle decomposition of g such that the cycle
where c p denotes the cycle (
, i = j , and a family A ⊆ Sym([n]), decompose A as follows:
where A ij = {g ∈ A: [ij ] g / ∈ A}. Now, define the ij -fixing of A to be
Clearly the fixing operator ij preserves the size of the family, i.e. | ij (A)| = |A|.
Proposition 2.1. Let n t + 1. Suppose A ⊆ Sym([n]) is t-cycle-intersecting. If ij (A) is the stabilizer of t points, then so is A.
Proof. If n = t +1, then both ij (A) and A consist of just the identity permutation. Let n > t +1.
. Suppose g ∈ A and h is another permutation in A which contains the cycle (x t+1 · · · x n ). Since h must have at least another t − 1 cycles in common with g, we must have h = g, which is a contradiction. So all permutations in A must fix x 1 , . . . , x t , i.e. A has the required form.
Therefore, we may assume that g / ∈ A. The fact that g ∈ ij (A) implies that g = [ij ] h for some h ∈ A. Since h has exactly t cycles and A is t-cycle-intersecting, we deduce that A = {h}, which is a contradiction. 2
Let I (n, t) denote the set of all t-cycle-intersecting families of permutations of [n].
Proposition 2.2. Let i, j ∈ [n], i = j . Let A ∈ I (n, t). Then ij (A) ∈ I (n, t).
Proof. Clearly
Let g ∈ A \ A ij and h ∈ [ij ] A ij . We will show that g and h have at least t cycles in common.
Then g and h (and hence g and h ) must have at least t common cycles which do not involve i or j . These t cycles also belong to g and h.
Clearly g and h have at least t common cycles which do not involve i or j . These cycles also belong to h. 2 A family A of permutations is said to be compressed if for any i, j ∈ [n], i = j , we have
Proposition 2.3. Given a family A ∈ I (n, t), by repeatedly applying fixing operations, we eventually obtain a compressed family A * ∈ I (n, t) with |A * | = |A|.
Proof. For a permutation g, let fix(g) denote the number of fixed points of g, that is the number of cycles of length 1 in g. For a family A of permutations, let w(A) = g∈A fix(g).
We construct a sequence of families
We observe that w(A 0 ) < w(A 1 ) < · · ·. Since this sequence cannot continue indefinitely, there must exist a positive integer q such that ij (A q ) = A q for all i, j ∈ [n], i = j . Moreover |A q | = |A| and A q ∈ I (n, t) by Proposition 2.2. Therefore A * = A q is the required family. 2
For a family A, let Fix(A) = {Fix(g): g ∈ A}, where Fix(g) = {x: g(x) = x}.
Proposition 2.4. If A ∈ I (n, t) is compressed, then Fix(A) is a t-intersecting family of subsets of [n].
Proof. Assume, for a contradiction, that there exist g, h ∈ A such that |Fix(g) ∩ Fix(h)| < t. Since g, h ∈ A ∈ I (n, t), there are at least t − |Fix(g) ∩ Fix(h)| common cycles in g and h which do not involve any points in Fix(g) ∪ Fix(h) . Let c 1 , . . . , c s be these cycles, where s t − |Fix(g) ∩ Fix(h)|. Note that these cycles have length at least 2. For i = 1, . . . , s, we may assume that x i → y i occurs in the cycle c i , where x 1 , y 1 , . . . , x s , y s are all distinct.
The idea is to use the fixing operation [x i y i ] to destroy the cycle c i which involves them in h so that the resulting permutation and g would no longer have c i in common. More precisely, the
and g have less than t common cycles, contradicting the fact that both g and h * belong to A (since A is compressed). 2
Proof of Theorem 1.4
We require the following well-known results in extremal set theory.
Proposition 2.5 (LYM Inequality). Let F be an antichain of subsets of
Proof.
by applying the LYM Inequality. 2
We proceed to prove the main theorem in this section: Proof. Let F be the set of all minimal elements in Fix(A) partially ordered by inclusion. Then
where F is a t-intersecting antichain with |F | t for all F ∈ F . Clearly if F contains an element of size t or | F ∈F F | t, then the theorem holds. Also, note that |F | n − 2 since F is an antichain and no permutation fixes exactly n − 1 points. Thus, we may assume that t +1 |F | n−2 for all F ∈ F and | F ∈F F | < t. For a contradiction, we shall prove that |A| < (n − t)! if n c 0 t 2 for some absolute constant c 0 . Consider the following cases:
i denote the set of elements of size i in F . Then, applying Lemma 2.6 to 
Since n t+1 +t−1 i=t+2 1 (i−t)! < e−2 < 0.75 (where e = 2.718 . . . is the base of the natural logarithm), it suffices to show that
for n c 0 t 2 for some absolute constant c 0 . Indeed, (1) holds if
Using the fact that n! > (n/e) n , the above holds if
, which, after a simple calculation, holds for all n c 0 t 2 for some absolute constant c 0 .
Case II. F contains an element of size t + 1.
Let F t+1 = {F ∈ F: |F | = t + 1} be the collection of all the sets of size t + 1 in F . Since F t+1 is t-intersecting, there are two possibilities: either all the sets in F t+1 contain t fixed points (see Subcase (i) below) or there exist three sets F 1 , F 2 and F 3 such that F 1 ∩ F 2 F 3 . In the later, F 3 must contain the symmetric difference F 1 F 2 , and since |F 3 ∩ F i | t for i = 1, 2, F 3 must take the form (F 1 ∪ F 2 ) \ {x} for some x ∈ F 1 ∩ F 2 . Indeed, all sets in F t+1 other than F 1 and F 2 must also have this form (see Subcase (ii) below).
Without loss of generality, we may consider the following subcases:
Subcase (i). F t+1 consists of (t + 1)-sets of the following form: 
2, 3, 4, . . . , t, (t + 1), (t + c)
for some c ∈ {1, 2, . . . , n − t}.
so that |A| = t + c − 1. Hence any permutation g ∈ A such that Fix(g) ⊇ F must lie in the set of all permutations h with h(a) = a for all a ∈ A. There are at most (n − (t + c − 1))! such permutations. 
There are n−(t+c) 2 choices for such {a, b}, and so there are at most
and thus |F | t + c − 1. As there are (t − 1) choices for i, there are at most (t − 1)(n − (t + c − 1))! such permutations. Therefore,
where the first term on the right-hand side is the upper bound for the number of permutations whose fixed-point sets contain some element of F t+1 . Meanwhile, the rest of the terms come from the possibilities discussed in the preceding three paragraphs. After simplifications, we have
Suppose that c = n − t. Let F ∈ F \ F t+1 . If 2 / ∈ F , then by (2), |F | > n − 2, which is impossible. So 2 ∈ F . But this is again impossible by (3) and (4). Hence F = F t+1 . Consequently,
So we may assume that 1 c n − t − 1. Suppose for a moment that 2 c n − t − 1. Choosing n > 5t and using (5), it is readily checked that |A| < (n − t)!.
We are left to consider the case when c = 1. Using the argument in Case I, we deduce that for n O(t 2 ),
Subcase (ii). F t+1 consists of (t + 1)-sets of the following form:
for some c ∈ {1, 2, . . . , t + 1}.
Clearly |F t+1 | = c + 1. Suppose c 2 and let F ∈ F \ F t+1 . Since F is a t-intersecting antichain, F ⊇ {1, 2, . . . , t, t + 1, t + 2} \ {i} for some i ∈ {3, . . . , t + 1} and so |F | t + 1. Hence, for n > 3t + 1,
So c = 1. Again, by the argument in Case I, we have, for n O(t 2 ),
This concludes the proof. Proof. Without loss of generality, we may assume that the identity permutation Id ∈ A and 
Intersecting family of set partitions
Splitting operation
Let i, j ∈ [n], i = j , and P ∈ B(n). Denote by P i the block of P which contains i. We define the ij -split of P to be the following set partition:
For a family A of set partitions, let s ij (A) = {s ij (P ): P ∈ A}. Any family A of set partitions can be decomposed with respect to given i, j ∈ [n] as follows:
where A ij = {P ∈ A: s ij (P ) / ∈ A}. Define the ij -splitting of A to be the family
Let I s (n, t) denote the set of all t-intersecting families of set partitions of [n] . Say that a family of set partitions of [n] is trivially t-intersecting if it consists of all set partitions containing t fixed singletons. It is readily checked that the following statements hold for set partitions. Since the proofs are similar to that of Propositions 2.1, 2.2, 2.3 and 2.4, respectively, we omit some of the details.
Proposition 3.1. Let n t + 1. Suppose A ⊆ B(n) is t-intersecting. If S ij (A) is trivially tintersecting, then A is trivially t-intersecting.
Proof. We may assume that n > t + 1 and S ij (A) consists of all set partitions containing t singletons {x 1 }, . . . , {x t }. We may also assume, for a contradiction, that the set partition P = {{x 1 }, {x 2 }, . . . , {x t }, {x t+1 , . . . , x n }} / ∈ A where {x 1 , . . . , x n } = [n]. Then P = s ij (Q) for some Q ∈ A. So Q must have exactly t blocks. Since A is t-intersecting, we deduce that A = {Q}, contradicting the fact that |A| = |S ij (A)| > 1. 2
Proof. Let P ∈ A \ A ij and Q ∈ s ij (A). We want to show that P and Q have at least t blocks in common. Let Q ∈ A ij such that s ij (Q ) = Q. If j ∈ P i , then s ij (P ) ∈ A (since P / ∈ A ij ) and so s ij (P ) and Q have at least t common blocks which do not involve i or j . These blocks also belong to P and Q. If j / ∈ P i , then P and Q would have t common blocks which belong to P and Q. 2 A family A of set partitions is compressed if for any i, j ∈ [n], i = j , we have S ij (A) = A. For a set partition P , let σ (P ) = {x: {x} ∈ P } denote the union of its singletons (block of size 1). For a family A of set partitions, let σ (A) = {σ (P ): P ∈ A}. Proposition 3.3. Given a family A ∈ I s (n, t), by repeatedly applying splitting operations, we eventually obtain a compressed family A * ∈ I s (n, t) with |A * | = |A|.
Proof. For a family A of set partitions, let w s (A) = P ∈A |σ (P )|. It is enough to observe that if S ij (A) = A, then w s (A) < w s (S ij (A)). 2 Proposition 3.4. If A ∈ I s (n, t) is compressed, then σ (A) is a t-intersecting family of subsets of [n].
Proof. Assume, for a contradiction, that there exist P , Q ∈ A such that |σ (P ) ∩ σ (Q)| < t. Suppose there are s t − |σ (P ) ∪ σ (Q)| common blocks of P and Q (each of size at least 2), say B 1 , . . . , B s , which are disjoint from σ (P )∪ σ (Q). Fix two distinct points x i , y i from each B i . Then Q * = s x s y s (· · · (s x 1 y 1 (Q)) · · ·) ∈ A since A is compressed. But both P and Q * have less than t common blocks, which is a contradiction. 2
Proof of Theorem 1.7
For a proof of Theorem 1.7, we require a known solution to a combinatorial optimization problem for set systems. Let w be a function from the set 2 [n] of all subsets of [n] into the reals, and for any family A of subsets, define w(A) by
Then, given a collection L of families of subsets of [n], a general problem is to determine which A ∈ L maximizes w(A) over L. There are some interesting conjectures on these problems, to which [1, 7, 8] provides a good introduction. Here, we are interested in the special case L = M n , where M n denote the set of all maximal (with respect to inclusion) 1-intersecting families of subsets of [n] . Note that every element of M n contains [n] and has exactly 2 n−1 subsets of [n]. In particular, the following result is useful. It remains to show that A has the same structure as A * . This follows immediately from Proposition 3.1. 2
Proof of Theorem 1.8
LetB n denote the number of singleton-free set partitions of [n] . Note that the sequence {B n } obeys the recurrence:
An easy consequence of (6) is that for any given r > 0,
B n+2
B n > r,
for all n r. We may assume that A ⊆ B(n) is a t-intersecting family of maximum size. By Propositions 3.1, 3.3 and 3.4, we may further assume that A is compressed and σ (A) is not trivially t-intersecting, i.e. | F ∈σ (A) F | < t. We want to show that |A| < B n−t for sufficiently large n.
Clearly, |A| 
A concluding remark
In principle, having a good approximation for Bell numbers {B n } and using an analysis of the structure of σ (A) similar to that given in the proof of Theorem 2.7, one should be able to obtain a better estimation for the constant n 0 (t) in Theorem 1.8. However, we have avoided this as it seems harder to deal with B n in such a calculation.
