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Abstract
Fan and Lv (2008) proposed the path-breaking theory of sure independence
screening (SIS) and an iterative algorithm (ISIS) to effectively reduce the
predictor dimension for further variable selection approaches. Fan et al.
(2009) extended ISIS to generalized linear models and introduced the Vanilla
ISIS (Van-ISIS) algorithm, allowing selected predictors to be screened out
in upcoming iterations. The success of SIS depends on its sure screening
property, which was obtained by Fan and Lv (2008) under the marginal
correlation assumption. However, despite wide applications of ISIS and
Van-ISIS in various scientific fields, their sure screening properties have
not been proved during the past decade. To fill this gap, we prove the sure
screening properties of three different types of iterative algorithms for linear
models without relying on the marginal correlation assumption, where ISIS
and Van-ISIS can be regarded as two special cases of them.
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1. Introduction
In the big data era, scientists are confronted with unprecedentedly massive and
complex data in various fields, such as genomics, finance and earth sciences, etc.
For high dimensional data with myriads of predictors, often very few of them are
believed to be truly relevant to the response. Thus, how to extract key information
and identify relevant predictors from high dimensional datasets becomes a great
challenge for statisticians.
The past decade has witnessed an explosion in the development of variable
screening techniques, which are designed to efficiently reduce the predictor dimen-
sion to a manageable size so that variable selection approaches, such as the LASSO
(Tibshirani, 1996), the SCAD (Fan and Li, 2001), the adaptive LASSO (Zou, 2006),
the elastic net (Zou and Hastie, 2005) and others, can be implemented smoothly
afterwards to identify relevant predictors. The advance in variable screening tech-
niques can be traced back to 2008 when Fan and Lv (2008) proposed the seminal
sure independence screening (SIS) method. SIS could efficiently conduct the di-
mension reduction through ranking marginal correlations between predictors and
the response. For ultrahigh dimensional data, applying SIS before variable selec-
tion techniques can significantly lower the computational cost of directly solving
large-scale optimization problems. Most importantly, SIS could preserve all rel-
evant predictors in the screening process with an overwhelming probability under
certain assumptions, which is referred to as the sure screening property (Fan and Lv,
2008).
The sure screening property is a main consideration when designing variable
screening techniques since it ensures that all relevant predictors can be preserved
with an overwhelming probability for upcoming variable selection procedures. Nev-
ertheless, the sure screening property of SIS relies on the marginal correlation as-
sumption, requiring marginal correlations between relevant predictors and the re-
sponse to be bounded away from zero. Consequently, as pointed out by Fan and Lv
(2008), SIS may break down when any relevant predictor is jointly correlated but
marginally uncorrelated with the response, or many irrelevant predictors have higher
marginal correlations with the response than some relevant ones do.
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To avoid such undesirable results, Fan and Lv (2008) introduced the iteratively
sure independence screening (ISIS) method, which iteratively employs SIS on re-
maining predictors and the residual vector obtained from the regression between
the response and selected predictors to select candidate predictors. Then some
variable selection approach, such as LASSO or SCAD, can be applied on those
candidate predictors to determine which ones to be added to the selected model.
Moreover, Fan et al. (2009) extended ISIS to generalized linear models and proposed
the Vanilla ISIS (Van-ISIS) algorithm, allowing predictors selected in previous steps
to be screened out in the upcoming iterations. Saldana and Feng (2018) slightly
modified the Van-ISIS algorithm and implemented it in the R package “SIS” to
facilitate its applications in various fields.
Despite the outstanding performances of these iterative approaches in both simu-
lation studies (Fan et al., 2009) and real data analyses (Fang et al., 2015), their sure
screening properties have not been theoretically verified during the past decade. In
previous literatures, asymptotic properties of the variable selection methods and the
variable screening techniques are always investigated separately. However, it is nec-
essary to study them simultaneously for both ISIS and Van-ISIS since each iteration
of the algorithms can be regarded as a two-stage procedure, where some variable
selection technique is applied on candidate predictors obtained from the screening
results. Furthermore, the proof of the sure screening property for Van-ISIS can
be even more challenging considering the fact that relevant predictors obtained in
previous iterations can be dropped from the models selected afterwards.
To overcome these challenges, inspired by Wang (2009)’s proof of the screening
consistency of forward regression (FR), we begin with proving the sure screening
properties of a type of simplified iterative screening algorithms, where no variable
selection approach is applied in each iteration. FR also falls into this category and
our proof could lead to a sharper result than that in Wang (2009). In the next,
applying similar techniques, we prove the sure screening properties of the other two
types of iterative algorithms with some variable selection method employed in each
iteration. Consequently, the sure screening properties of ISIS and Van-ISIS can be
achieved directly as special cases of these two types of algorithms.
The rest of the paper is organized as follows. In Section 2, we review the ISIS
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and Van-ISIS methods in detail and introduce the three types of iterative algorithms
considered in our main theorems. We then list required assumptions for our theoret-
ical results and formally describe the sure screening properties of these three types
of algorithms in Section 3. Next, we present some preliminary results and prove
our main theorems in Section 4, where the detailed proofs of preliminary results can
be referred to the Appendix. Finally, we briefly summarize our results and discuss
potential work in the future.
2. Background
In this section, we introduce necessary notation and review the SIS-based iterative
screening methods for linear models, including ISIS (Fan and Lv, 2008), Van-ISIS
(Fan et al., 2009) and one of its variants (Saldana and Feng, 2018). And three types
of iterative algorithms are introduced at the end of this section as generalizations of
them.
2.1 Models and notation
Throughout the paper, we consider the classic linear model
y = x⊤β + ǫ,
where y denotes the response, x = (x1, · · · , xp)⊤ denotes the predictor vector, β =
(β1, · · · , βp)⊤ denotes the regression coefficient vector and ǫ denotes the random
error. With n realizations of y and x, the model can be written as
Y = Xβ + ǫ,
where Y = (Y1, · · · , Yn)⊤ ∈ Rn is the response vector, X = [X1, · · · , Xp] ∈ Rn×p
denotes the design matrix and ǫ = (ǫ1, · · · , ǫn)⊤ ∈ Rn consists of n i.i.d random
errors. Additionally, we denote T = {j : βj 6= 0} as the true model of size |T | = t,
including indices of all the relevant predictors.
For any index set S ⊂ {1, · · · , p}, let βS denote the subvector of β consisting
of the j-th entry in β with j ∈ S and XS denote the submatrix of X with columns
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corresponding to S. Furthermore, denote C(XS) as the linear space spanned by
columns of XS and C(XS)⊥ as its orthogonal complement. Then, if XS is of full
column rank, the orthogonal projection matrix on C(XS) can be expressed as HS =
XS(X⊤S XS)
−1X⊤S and MS = In − HS represents the orthogonal projection matrix
on C(XS)⊥ with In denoting the n× n identity matrix.
2.2 Iterative screening algorithms
Initially, we review the ISIS algorithm proposed by Fan and Lv (2008), which works
as follows.
Step 1. Select the model A1 of size a1 as
A1 =
{
1 ≤ i ≤ p : |X⊤i Y | is among the first a1 largest of all
}
.
Then obtain the submodel B1 from A1 through minimizing the penalized
least squares (PLS) as
min
β∈Ra1
[∣∣∣∣Y −XA1β∣∣∣∣2 + n a1∑
j=1
pλn(|βj|)
]
,
where ||·|| denotes the L2 norm of vectors and pλn(·) is some penalty function
with a tuning parameter λn > 0. Define S1 = B1 and the remaining model
as Sc1 = {1, · · · , p} − S1.
Step 2. Based on the selected model Sk of size sk, select the model Ak+1 of size ak+1
as
Ak+1 =
{
i ∈ Sck : |X⊤i MSkY | is among the first ak+1 largest of all
}
,
where MSkY denotes the residual vector from regressing Y over XSk . The
submodel Bk+1 is obtained from Ak+1 by minimizing PLS between the resid-
ual vector and XAk+1 as
min
β∈Rak+1
[∣∣∣∣MSkY −XAk+1β∣∣∣∣2 + n
ak+1∑
j=1
pλn(|βj|)
]
.
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Set Sk+1 = Sk ∪ Bk+1 and Sck+1 = {1, · · · , p} − Sk+1.
Step 3. Iterate Step 2 until we obtain the model Sk with k = κ for some predeter-
mined maximum number of iterations κ.
In the ISIS algorithm, predictors selected in each iteration are included in the
final model. However, it is not the case for the Van-ISIS (Fan et al., 2009) approach,
which operates as follows.
Step 1. Select the model A1 of size a1 as
A1 =
{
1 ≤ i ≤ p : ||MiY ||2 is among the first a1 smallest of all
}
,
that is, model A1 corresponds to predictors that lead to the smallest residual
sums of squares (RSS) in the componentwise regression with the response.
Then model S1 is obtained through solving the PLS problem
min
β∈Ra1
[∣∣∣∣Y −XA1β∣∣∣∣2 + n a1∑
j=1
pλn(|βj|)
]
.
Step 2. Based on the model Sk of size sk, we choose the model Ak+1 as
Ak+1 =
{
i ∈ Sck : ||MSk∪{i}Y ||2 is among the first ak+1 smallest
}
,
where MSk∪{i}Y denotes the residual obtained from regressing Y over XSk
and Xi for each i ∈ Sck. The model Sk+1 is determined by the variable
selection procedure on XSk∪Ak+1 = [XSk , XAk+1] as
min
β∈Rsk+ak+1
[∣∣∣∣Y −XSk∪Ak+1β∣∣∣∣2 + n
sk+ak+1∑
j=1
pλn(|βj|)
]
.
Step 3. Iterate Step 2 until we obtain the model Sk with k = κ for some predeter-
mined maximum number of iterations κ.
Saldana and Feng (2018) slightly modified the Van-ISIS algorithm and imple-
mented it in the R package “SIS”. We denote the modified algorithm as Van-ISIS-R
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and the only difference between Van-ISIS and Van-ISIS-R arises in the criterion of
selecting Ak+1. Instead of choosing the predictors that minimize the RSS, Van-ISIS-
R computes
(βˆSk , βˆi) = argmin
βSk∈Rsk ,β∈R
∣∣∣∣Y −XSkβSk −Xiβ∣∣∣∣2, (1)
and determines Ak+1 as
Ak+1 =
{
i ∈ Sck :
∣∣βˆi∣∣ is among the first ak+1 largest of all ∣∣βˆi∣∣s} .
Each iteration of aforementioned iterative algorithms can be regarded as a two-
stage variable selection procedure, where some variable selection method is applied
after the set of candidate predictors is determined. To investigate their sure screen-
ing properties, we begin with considering a type of simplified iterative algorithms
with no variable selection method applied, including the non-penalized versions
of ISIS, Van-ISIS and Van-ISIS-R, where the new model Sk+1 is determined as
Sk+1 = Sk ∪ Ak+1 in each iteration of these three algorithms. It is also noteworthy
that FR is equivalent to the non-penalized version of Van-ISIS with ak = 1 for k ≥ 1.
After scrutinizing these penalized and their non-penalized versions, we see that
each of them can be regarded as a combination of some screening procedure de-
termining Ak+1 based on Sk, and certain selection procedure choosing Sk+1 from
Ak+1 and Sk. For the screening procedure, we can choose among the following three
criteria.
1. Ak+1 = {i ∈ Sck : |X⊤i MSkY | is among the first ak+1 largest of all}.
2. Ak+1 = {i ∈ Sck : ||MSk∪{i}Y ||2 is among the first ak+1 smallest of all}.
3. Ak+1 = {i ∈ Sck : |βˆi| is among the first ak+1 largest of all}, where βˆi is com-
puted as in equation (1).
For the selection procedure, we also have the following three choices.
1. Sk+1 = Sk ∪Ak+1.
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2. Sk+1 = Sk ∪ Bk+1, where Bk+1 is obtained by solving
min
β∈Rak+1
[∣∣∣∣MSkY −XAk+1β∣∣∣∣2 + n
ak+1∑
j=1
pλn(|βj |)
]
.
3. Sk+1 is determined by solving
min
β∈Rsk+ak+1
[∣∣∣∣Y −XSk∪Ak+1β∣∣∣∣2 + n
sk+ak+1∑
j=1
pλn(|βj|)
]
.
For simplicity, we only consider LASSO and SCAD in the selection procedure
throughout the paper. LASSO employs the L1 penalty with the form
pλn(θ) = λn|θ|. (2)
And the derivative of the SCAD penalty function is given by
p′λn(θ) = λn
{
I(θ ≤ λn) + (aλn − θ)+
(a− 1)λn I(θ > λn)
}
for some a > 2, (3)
where pλn(0) = 0 and a is often set to 3.7.
Therefore, there are totally nine combinations of the screening and selection
criteria, which could cover all aforementioned iterative algorithms. For instance,
the non-penalized version of ISIS is equivalent to the algorithm that applies the
Screening Criterion 1 and the Selection Criterion 1, which can be denoted as SCR1-
SEL1. Similarly, ISIS is equivalent to SCR1-SEL2, Van-ISIS can be written as
SCR2-SEL3, Van-ISIS-R is the same as SCR3-SEL3 and FR can be regarded as
SCR2-SEL1 with ak = 1 for k ≥ 1. In the rest of the paper, we consider the sure
screening properties of the three types of iterative algorithms corresponding to the
three different selection criteria.
3. Sure screening properties of iterative algorithms
In this section, we introduce necessary assumptions for our theoretical results and
formally describe the sure screening properties of three types of iterative algorithms
in three theorems.
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3.1 Technical assumptions
Our main theorems rely on the following four technical assumptions.
(A1) There exist positive constants ct, cp, cβ and cy, together with ξt, ξy ≥ 0 and
ξp, ξβ > 0 satisfying that ξp + 3ξλ < 1 with ξλ = ξt + ξy + 2ξβ, such that
t = |T | ≤ ctnξt , log n < log p ≤ cpnξp,
and
βmin = min
i∈T
|βi| ≥ cβn−ξβ , var(y) = σ2y ≤ cynξy .
(A2) The distribution of x satisfies that, for any constant s = O(nξs) with some ξs
satisfying that ξp + 3ξs < 1, there exists some positive constant cs such that
P
[
τmin ≤ min|S|≤sλmin{Σˆ(S)} ≤ max|S|≤s λmax{Σˆ(S)} ≤ τmax
]
≥ 1− O (exp (−csn1−2ξs)) ,
where Σˆ(S) = X⊤S XS/n, λmin{Σˆ(S)} and λmax{Σˆ(S)} denote the smallest and
largest eigenvalues of Σˆ(S) respectively, and τmin and τmax are some constants
satisfying 0 < τmin < τmax <∞.
(A3) The random error ǫ is independent of x and follows a sub-Gaussian distribution
with zero mean and finite variance σ2.
(A4) The response y follows a mean-zero distribution satisfying that there exist
some positive constants cY and ξY , such that
P
(
1
n
n∑
i=1
Y 2i ≥ 2σ2y
)
≤ O (exp (−cY nξY )) .
In assumption (A1), we set restrictions on the size of true model and the number
of predictors, which coincides with the sparse model assumption and allows the
predictor dimension to increase exponentially with the sample size. The assumption
on βmin was adopted in various literatures (Fan and Lv, 2008; Wang and Leng, 2016;
Wang, 2009) to prevent non-zero coefficients from converging to zero too fast such
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that they can be identified consistently. And we also allow the variance of the
response to diverge with the sample size.
Wang (2009) proved that assumption (A2) holds when x ∼ N(0,Σ) and the
eigenvalues of Σ satisfy that
2τmin ≤ λmin(Σ) ≤ λmax(Σ) ≤ 0.5τmax. (4)
Moreover, applying similar techniques and the Hoeffding’s inequality (Hoeffding,
1963), we can prove assumption (A2) for bounded predictors with the covariance
matrix satisfying condition (4).
Under assumption (A3), we have the following result for the weighted sum of
random errors.
Proposition 1 (Vershynin, 2010, Proposition 5.10). Suppose that ǫ follows a mean-
zero sub-Gaussian distribution and let {ǫi}ni=1 be n independent realizations of ǫ.
Then for any v = (v1, · · · , vn) ∈ Rn with ||v||2 = 1 and any z > 0, we have
P
(∣∣∣∣
n∑
i=1
viǫi
∣∣∣∣ > z
)
≤ O(exp(−cǫz2)),
where cǫ is some positive constant depending on the distribution of ǫ.
According to Definition 1 in Wang and Leng (2016) and Proposition 5.16 in
Vershynin (2010), similar probability bounds exist for weighted sums of sub-exponential
distributed variables. Thus, our main theorems hold for sub-exponential distributed
random errors with slightly different probability bounds. For simplicity, we only
consider sub-Gaussian distributed random errors in our proof, including normal dis-
tributed, Bernoulli distributed and other bounded random errors.
Finally, by Proposition 5.10 and 5.16 in Vershynin (2010), assumption (A4) holds
for the normally distributed response and the bounded response. From the above
discussion, we notice that assumptions (A1)-(A4) can be achieved simultaneously
in at least two common scenarios, where the predictors and random error follow the
normal distribution with a covariance matrix satisfying condition (4) or all of them
as well as the response are bounded with the same covariance matrix. It is also
noteworthy that our proof does not need the marginal correlation assumption that
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the sure screening property of SIS relies on, which corroborates with the numerical
results in Fan and Lv (2008) and Fan et al. (2009).
3.2 Main theorems
In the following theorems, we formally describe the sure screening properties of three
types of iterative screening methods corresponding to the three selection criteria,
where each type includes three algorithms employing different screening criterion
but the same selection criterion. Then, the sure screening properties of ISIS, Van-
ISIS and Van-ISIS-R can be obtained directly from these results.
We begin with algorithms that apply the Selection Criterion 1, where no penal-
ized variable selection technique is involved in each iteration.
Theorem 1. Let Sκ be the model obtained at the κ-th step of the iterative algo-
rithm applying the Selection Criterion 1, satisfying that κ ≥ cκnξy+2ξβ with cκ =
8cyτ
3
max
/(c2βτ
4
min
) and
∑κ
k=1 ak ≤ csnξs for some positive constants cs and ξs with
ξp + 3ξs < 1. Then under assumptions (A1), (A2), (A3) and (A4), we have
P (T ⊂ Sκ) ≥ 1− O
(
exp
(−cnξ)) ,
where c is some positive constant and ξ = min{ξY , ξp + 3ξ∗s − 2ξβ, 1− 2ξ∗s} with
ξ∗s = ξt ∨ ξs.
Remark 1. The non-penalized versions of ISIS, Van-ISIS and Van-ISIS-R can be
regarded as algorithms that apply the Selection Criterion 1 and FR is equivalent to
the non-penalized Van-ISIS with ak = 1 for k ≥ 1. Therefore, their sure screening
properties can be achieved directly from Theorem 1.
Remark 2. Under the assumption that x ∼ N(0,Σ) with Σ satisfying condition
(4), Wang (2009) proved that FR could identify the true model within O(n2ξt+4ξβ)
steps with an overwhelming probability.
Under the same assumption, we have
cyn
ξy ≥ var(y) > β⊤Σβ ≥ λmin(Σ) · ||β||2 ≥ 2τminc2βn−2ξβ · t,
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which indicates that
t ≤ cynξy+2ξβ/(2τminc2β).
Therefore, in this case one can take ξt ≥ ξy+2ξβ, and the minimum required number
of iteration for the sure screening of FR indicated by Theorem 1 (O(nξy+2ξβ)) is less
than the square root of that (O(n2ξt+4ξβ)) in Wang (2009).
Next, we investigate the sure screening properties of algorithms applying the
Selection Criterion 2 and Selection Criterion 3, where LASSO or SCAD is employed
in the determination of selected models.
Theorem 2. Let Sκ be the model obtained at the κ-th step of the iterative algorithm
applying the Selection Criterion 2 using LASSO or SCAD with a tuning parameter
λn ≤ τ 2mincβn−ξβ/(4τmax). Then if κ ≥ 2cκnξy+2ξβ with cκ = 8cyτ 3max/(c2βτ 4min) and∑κ
k=1 ak ≤ csnξs for some positive constants cs and ξs with ξp + 3ξs < 1, under
assumptions (A1), (A2), (A3) and (A4), we have
P (T ⊂ Sκ) ≥ 1− O
(
exp
(−cnξ)) ,
where c is some positive constant and ξ = min{ξY , ξp + 3ξ∗s − 2ξβ, 1− 2ξ∗s} with
ξ∗s = ξt ∨ ξs.
Remark 3. ISIS is equivalent to the algorithm applying the Selection Criterion 2
with the Screening Criterion 1 and thus its sure screening property can be obtained
from Theorem 2.
For the iterative algorithms applying the Selection Criterion 3, predictors selected
in previous steps can be screened out in the later iterations. Therefore, the statement
T ⊂ Sk does not necessarily imply that T ⊂ Sk+1. Then we consider a weakened
sure screening property for this third type of algorithms in the following theorem.
Theorem 3. Let Sκ be the model obtained at the κ-th step of the iterative al-
gorithm applying the Selection Criterion 3 with LASSO or SCAD, satisfying that
κ ≥ 2cκnξy+2ξβ with cκ = 8cyτ 3max/(c2βτ 4min),
∑κ
k=1 ak ≤ csnξs for some positive con-
stants cs and ξs with ξp + 3ξs < 1 and λn ≤ τ 4minc2βn−2ξβ−(ξ∗s+ξy)/2/(8
√
c∗τ 3max) with
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c∗ = 4cy(ct∨cs)/τmin. Then under assumptions (A1), (A2), (A3) and (A4), we have
P (T ⊂ Sk for some 1 ≤ k ≤ κ) ≥ 1− O
(
exp
(−cnξ)) ,
where c is some positive constant and ξ = min{ξY , ξp + 3ξ∗s − 2ξβ, 1− 2ξ∗s} with
ξ∗s = ξt ∨ ξs.
Remark 4. Theorem 3 indicates that both Van-ISIS and Van-ISIS-R could identify
the true model at least once in the first κ iterations. Notice that when applying the
Selection Criterion 3, if we obtain Sk = Sk+1 for some k, then we have Sk = Sk+j for
any j > 0. This is the reason to terminate the Van-ISIS and Van-ISIS-R algorithms
in real data analysis when Sk = Sk+1 is achieved. Intuitively, if one could find a
consistent variable selection method with P (M = T ) converging to 1 exponentially
fast, where M denotes the submodel selected from any model that covers the true
model, then one can show that T ⊂ Sκ with an overwhelming probability in the third
type of algorithms.
4. Technical details
In this section, we introduce several necessary results for the proof of our main
theorems, and their proofs can be referred to the appendix. Based on these results,
we then prove the sure screening properties of the three types of iterative screening
methods.
4.1 Preliminary results
Initially, we establish a lower bound for the reduction of RSS in terms of the rescaled
marginal correlations between predictors and the residual.
Proposition 2. For any disjoint index sets S and A, denote XS∪A = [XS , XA]. If
XS∪A is of full column rank, then we have
||MSY ||2 − ||MS∪AY ||2 ≥
∑
i∈A
(X⊤i MSY )
2/λmax(X
⊤
AMSXA).
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Corollary 1. For any index set S and any index i 6∈ S, denote XS∪{i} = [XS , Xi].
If XS∪{i} is of full column rank, we have
||MSY ||2 − ||MS∪{i}Y ||2 = (X⊤i MSY )2/||X⊤i MS ||2.
Corollary 1 indicates that choosing the smallest ||MSk∪{i}Y ||2 is equivalent to
finding the largest (X⊤i MSkY )
2/||X⊤i MSk ||2 in the Screening Criterion 2. More-
over, we could also establish the following relationship between βˆi evaluated in the
Screening Criterion 3 and the marginal correlation.
Proposition 3. For any index set S and any index i 6∈ S, we compute βˆi as
(βˆS , βˆi) = argmin
βS∈R|S|,β∈R
∣∣∣∣Y −X⊤S βS −Xiβ∣∣∣∣2.
If XS∪{i} = [XS , Xi] is of full column rank, we have
βˆ2i = (X
⊤
i MSY )
2/||X⊤i MS ||4.
Proposition 3 further implies that choosing the largest |βˆi| in the Screening Crite-
rion 3 is equivalent to selecting the largest (X⊤i MSkY )
2/||X⊤i MSk ||4. From Corollary
1 and Proposition 3, we see that the Screening Criteria 1-3 can be applied through
evaluating scaled terms of (X⊤i MSkY )
2. In the following proposition, we establish a
lower bound of the maximum value of (X⊤i MSkY )
2 for unidentified relevant predic-
tors.
Proposition 4. For any index set S and the true model T , denote T cS = T −S and
S∗ = S ∪ T . Then, if T cS is non-empty and XS∗ = [XS , XT cS ] is of full column rank,
we have
max
i∈T cS
(X⊤i MSY )
2 ≥ β
2
min
2
· λ2
min
(X⊤S∗XS∗)−max
i∈T cS
(X⊤i Xi) ·max
i∈T cS
(
X⊤i MSǫ
||X⊤i MS ||
)2
.
4.2 Proof of main theorems
Proof of Theorem 1. Recall that when applying the Selection Criterion 1, model
Sk+1 is determined as Sk+1 = Sk∪Ak+1. Let κ = cκnξy+2ξβ with cκ = 8cyτ 3max/(c2βτ 4min).
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Without loss of generality, we assume that κ is an integer. Denoting S∗κ = Sκ ∪ T ,
under the assumption that t ≤ ctnξt and
∑κ
k=1 ak ≤ csnξs, we have
|S∗κ| ≤ t+
κ∑
k=1
ak ≤ s∗κ = 2C∗snξ
∗
s ,
where C∗s = ct∨cs and ξ∗s = ξt∨ξs. Moreover, we notice that
∑κ
k=1 ak ≥ κ, indicating
that ξs ≥ ξy + 2ξβ > ξβ.
Let E denote the event that T 6⊂ Sκ. To achieve the sure screening property, it
is sufficient to prove that limn→∞ P (E) = 0. Moreover, define the event Eλ as
Eλ =
{
τmin ≤ min|S|≤s∗κ λmin{Σˆ(S)} ≤ max|S|≤s∗κ λmax{Σˆ(S)} ≤ τmax
}
.
Thus, according to assumption (A2) with ξp + 3ξ
∗
s < 1, there exists some positive
constant c∗s, such that
P (E cλ) ≤ O
(
exp
(−c∗sn1−2ξ∗s )) , (5)
where E cλ denotes the complement of event Eλ.
Finally, for ξǫ = ξp + 3ξ
∗
s − 2ξβ, we consider the event
Eǫ =

 maxi∈T
S6∋i, |S|<s∗κ
(
X⊤i MSǫ
||X⊤i MS ||
)2
< nξǫ

 .
Notice that when the event Eλ holds, for any i ∈ T and any S 6∋ i with |S| < s∗κ,
XS is of full column rank and
||X⊤i MS ||2 = ||[In −XS(X⊤S XS)−1X⊤S ]Xi||2
= ||[Xi, XS ][1, X⊤i XS(X⊤SXS)−1]⊤||2
≥ λmin(X⊤S∪{i}XS∪{i}) · (1 + ||X⊤i XS(X⊤S XS)−1||2)
≥ nτmin > 0, (6)
where XS∪{i} = [XS , Xi]. Therefore, X⊤i MS/||X⊤i MS || is well defined and has the
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unit L2 norm. Consequently, by Proposition 1 and assumption (A1), we have
P (E cǫ ∩ Eλ) ≤
∑
i∈T
∑
S6∋i, |S|<s∗κ
P
({(
X⊤i MSǫ
||X⊤i MS ||
)2
≥ nξǫ
}⋂
Eλ
)
≤ t · ps∗κ · O (exp (−cǫnξǫ))
≤ O (nξt · exp (2C∗s cpnξp+ξ∗s − cǫnξǫ))
≤ O (exp (−cǫnξǫ/2)) ,
where ξp + ξ
∗
s < ξǫ = ξp + 3ξ
∗
s − 2ξβ since ξ∗s > ξβ. Therefore, from the inequality
(5), we obtain that
P (E cǫ ) ≤ P (E cǫ ∩ Eλ) + P (E cλ)
≤ O (exp (−cǫnξǫ/2))+O (exp (−c∗sn1−2ξ∗s )) . (7)
Denoting S0 = ∅ and MS0 = In, for k ≥ 1, we define
ρk = min
β∈Rsk−1
||Y −XSk−1β||2 = ||MSk−1Y ||2.
In the next, we will prove the uniform lower bound for ρk − ρk+1 for 1 ≤ k ≤ κ
under events E , Eλ and Eǫ. Notice that event E implies that T 6⊂ Sk for any
1 ≤ k ≤ κ. Thus, we have T ck−1 = T − Sk−1 6= ∅ and define
i∗k = argmax
i∈T c
k−1
(X⊤i MSk−1Y )
2.
Denoting S∗k−1 = Sk−1 ∪ T , from Proposition 4, we obtain that
(X⊤i∗
k
MSk−1Y )
2 = max
i∈T c
k−1
(X⊤i MSk−1Y )
2
≥ β
2
min
2
· λ2min(X⊤S∗
k−1
XS∗
k−1
)− max
i∈T cSk−1
(X⊤i Xi) · max
i∈T cSk−1
(
X⊤i MSk−1ǫ
||X⊤i MSk−1 ||
)2
,
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which together with events Eλ and Eǫ, imply that
(X⊤i∗
k
MSk−1Y )
2 ≥ c
2
βτ
2
min
2
n2−2ξβ − τmax · n1+ξǫ
=
c2βτ
2
min
2
n2−2ξβ
[
1− 2τmax
c2βτ
2
min
nξp+3ξ
∗
s−1
]
≥ c
2
βτ
2
min
4
n2−2ξβ , (8)
where the last inequality comes from the fact that ξp + 3ξ
∗
s < 1. Then, the lower
bound of ρk − ρk+1 can be evaluated separately in the i∗k ∈ Ak and i∗k 6∈ Ak cases.
Case 1: If i∗k ∈ Ak, by Proposition 2, we have
ρk − ρk+1 = ||MSk−1Y ||2 − ||MSkY ||2
≥
∑
i∈Ak
(X⊤i MSk−1Y )
2/λmax(X
⊤
AkMSk−1XAk)
≥ (X⊤i∗
k
MSk−1Y )
2/λmax(X
⊤
AkXAk). (9)
Then by event Eλ and inequality (8), inequality (9) is followed by
ρk − ρk+1 ≥
c2βτ
2
min
4
n2−2ξβ/nτmax =
c2βτ
2
min
4τmax
n1−2ξβ . (10)
Case 2: If i∗k 6∈ Ak, let i∗∗k denote an arbitrary element in Ak. Under events E ,
Eλ and Eǫ, the lower bound of ρk − ρk+1 in algorithms applying the three different
screening criteria can be evaluated as follows.
Screening Criterion 1: When applying the Screening Criterion 1, the set of
candidate predictors is determined as
Ak = {i ∈ Sck−1 : |X⊤i MSk−1Y | is among the first ak largest of all}.
Consequently, with i∗k 6∈ Ak and i∗∗k ∈ Ak, we have
(X⊤i∗∗
k
MSk−1Y )
2 ≥ (X⊤i∗
k
MSk−1Y )
2.
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Therefore, under event Eλ, inequalities (8) and (9) imply that
ρk − ρk+1 ≥ (X⊤i∗∗
k
MSk−1Y )
2/λmax(X
⊤
AkXAk)
≥ (X⊤i∗
k
MSk−1Y )
2/λmax(X
⊤
AkXAk)
≥ c
2
βτ
2
min
4τmax
n1−2ξβ . (11)
Screening Criterion 2: When applying the Screening Criterion 2, Ak is se-
lected as
Ak = {i ∈ Sck−1 : ||MSk−1∪{i}Y ||2 is among the first ak smallest of all}.
According to Corollary 1, we have
(X⊤i∗∗
k
MSk−1Y )
2
||X⊤i∗∗
k
MSk−1||2
≥
(X⊤i∗
k
MSk−1Y )
2
||X⊤i∗
k
MSk−1||2
.
From event Eλ and inequality (6), for any i ∈ Sck−1, we have
nτmin ≤ ||X⊤i MSk−1 ||2 ≤ X⊤i Xi ≤ nτmax. (12)
Then we obtain that
(X⊤i∗∗
k
MSk−1Y )
2 ≥ ||X⊤i∗∗
k
MSk−1 ||2 ·
(X⊤i∗
k
MSk−1Y )
2
||X⊤i∗
k
MSk−1||2
≥ τmin
τmax
· (X⊤i∗
k
MSk−1Y )
2. (13)
Thus, from inequalities (8), (9) and (13), we achieve that
ρk − ρk+1 ≥ (X⊤i∗∗
k
MSk−1Y )
2/λmax(X
⊤
AkXAk)
≥ τmin
τmax
·
(X⊤i∗
k
MSk−1Y )
2
λmax(X⊤AkXAk)
≥ c
2
βτ
3
min
4τ 2max
n1−2ξβ . (14)
Screening Criterion 3: When applying the Screening Criterion 3, Ak is chosen
as
Ak = {i ∈ Sck−1 : |βˆi| is among the first ak largest of all}.
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According to Proposition 3, we have
(X⊤i∗∗
k
MSk−1Y )
2
||X⊤i∗∗
k
MSk−1||4
≥
(X⊤i∗
k
MSk−1Y )
2
||X⊤i∗
k
MSk−1||4
.
Then, from inequality (12), we achieve that
(X⊤i∗∗
k
MSk−1Y )
2 ≥ ||X⊤i∗∗
k
MSk−1 ||4 ·
(X⊤i∗
k
MSk−1Y )
2
||X⊤i∗
k
MSk−1||4
≥ τ
2
min
τ 2max
· (X⊤i∗
k
MSk−1Y )
2. (15)
Similarly, from inequalities (8), (9) and (15), we also obtain that
ρk − ρk+1 ≥ (X⊤i∗∗
k
MSk−1Y )
2/λmax(X
⊤
AkXAk)
≥ τ
2
min
τ 2max
·
(X⊤i∗
k
MSk−1Y )
2
λmax(X⊤AkXAk)
≥ c
2
βτ
4
min
4τ 3max
n1−2ξβ . (16)
Combining the results in inequalities (10), (11), (14) and (16), with the fact that
τmin < τmax, we obtain the following uniform lower bound for ρk−ρk+1 under events
E , Eλ and Eǫ in both i∗k ∈ Ak and i∗k 6∈ Ak cases,
ρk − ρk+1 ≥
c2βτ
4
min
4τ 3max
n1−2ξβ . (17)
Consequently, events E , Eλ and Eǫ together imply that
ρ1 ≥ ρ1 − ρκ+1 =
κ∑
k=1
(ρk − ρk+1) ≥ κ ·
c2βτ
4
min
4τ 3max
n1−2ξβ = 2cyn1+ξy .
Notice that ρ1 = ||Y ||2 and σ2y ≤ cynξy . Then, under assumption (A4), we have
P
(
ρ1 ≥ 2cyn1+ξy
)
= P
(
1
n
||Y ||2 ≥ 2cynξy
)
≤ P
(
1
n
||Y ||2 ≥ 2σ2y
)
≤ O (exp (−cY nξY )) ,
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which indicates that
P (E ∩ Eλ ∩ Eǫ) ≤ O
(
exp
(−cY nξY )) .
Finally, from probability bounds (5) and (7), we obtain that
P (T 6⊂ Sκ) = P (E) ≤ P (E ∩ Eλ ∩ Eǫ) + P (E cλ) + P (E cǫ )
≤ O (exp (−cY nξY ))+O (exp (−cǫnξǫ/2))+O (exp (−c∗sn1−2ξ∗s ))
≤ O (exp (−cnξ)) ,
where c is some positive constant and ξ = min{ξY , ξp + 3ξ∗s − 2ξβ, 1− 2ξ∗s} with
ξ∗s = ξt ∨ ξs.
Proof of Theorem 2. In the Selection Criterion 2, model Sk+1 is determined as Sk+1 =
Sk ∪ Bk+1, where Bk+1 is obtained by solving the PLS problem
min
β∈Rak+1
[∣∣∣∣MSkY −XAk+1β∣∣∣∣2 + n
ak+1∑
j=1
pλn(|βj|)
]
.
In the theorem, we only consider LASSO and SCAD for simplicity. According
to the definitions of their penalty functions in equations (2) and (3), we obtain that
pλn(|θ|) ≤ λn|θ| holds for both methods.
By setting κ = 2cκn
ξy+2ξβ with cκ = 8cyτ
3
max/(c
2
βτ
4
min), we consider the following
three events same as in the proof of Theorem 1.
1. The objective event is defined as E = {T 6⊂ Sκ}.
2. The event concerning extreme eigenvalues of Gram matrices is defined as
Eλ =
{
τmin ≤ min|S|≤s∗κ λmin{Σˆ(S)} ≤ max|S|≤s∗κ λmax{Σˆ(S)} ≤ τmax
}
,
where s∗κ = 2C
∗
sn
ξ∗s with C∗s = ct ∨ cs and ξ∗s = ξt ∨ ξs.
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3. The event concerning weighted sums of elements in ǫ is given by
Eǫ =

 maxi∈T
S6∋i, |S|<s∗κ
(
X⊤i MSǫ
||X⊤i MS||
)2
< nξǫ

 ,
where ξǫ = ξp + 3ξ
∗
s − 2ξβ.
For events E cλ and E cǫ , we have the probability bounds (5) and (7), respectively.
Denoting S0 = ∅ and MS0 = In, for k ≥ 1, we define
ρk = min
β∈Rak
[
||MSk−1Y −XAkβ||2 + n
ak∑
j=1
pλn(|βj|)
]
= min
β∈Rbk
[
||MSk−1Y −XBkβ||2 + n
bk∑
j=1
pλn(|βj|)
]
.
From the definition of ρk, we obtain that
ρk ≥ min
β∈Rbk
||MSk−1Y −XBkβ||2 ≥ ||MSkY ||2, (18)
and
ρk ≤
[
||MSk−1Y −XBkβ||2 + n
bk∑
j=1
pλn(|βj|)
]∣∣∣∣∣
β=0
≤ ||MSk−1Y ||2. (19)
We then evaluate the uniform lower bound of ρk − ρk+1 for 1 ≤ k ≤ κ when
events E , Eλ and Eǫ hold. For 1 ≤ k ≤ κ, we define T ck = T − Sk and
i∗k+1 = argmax
i∈T c
k
(X⊤i MSkY )
2.
Case 1: If i∗k+1 ∈ Ak+1, we have
ρk+1 = min
β∈Rak+1
[
||MSkY −XAk+1β||2 + n
ak+1∑
j=1
pλn(|βj|)
]
≤ ||MSkY −Xi∗k+1 βˆ∗||2 + nλn|βˆ∗|.
where βˆ∗ = (X⊤i∗
k+1
Xi∗
k+1
)−1X⊤i∗
k+1
MSkY is the OLS estimate of the coefficient in the
componentwise regression between MSkY and Xi∗k+1. Therefore, from inequality
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(18), we have
ρk − ρk+1 ≥ ||MSkY ||2 − ||Mi∗k+1MSkY ||2 − nλn|βˆ∗|
= ||Hi∗
k+1
MSkY ||2 − nλn
|X⊤i∗
k+1
MSkY |
X⊤i∗
k+1
Xi∗
k+1
=
(X⊤i∗
k+1
MSkY )
2
X⊤i∗
k+1
Xi∗
k+1
− nλn
|X⊤i∗
k+1
MSkY |
X⊤i∗
k+1
Xi∗
k+1
. (20)
From inequality (8), we know that
(X⊤i∗
k+1
MSkY )
2 ≥ c
2
βτ
2
min
4
n2−2ξβ .
Therefore, if we choose λn ≤ cβτminn−ξβ/4, inequality (20) is followed by
ρk − ρk+1 ≥
(X⊤i∗
k+1
MSkY )
2
2X⊤i∗
k+1
Xi∗
k+1
≥ c
2
βτ
2
min
8τmax
n1−2ξβ . (21)
Case 2: If i∗k+1 6∈ Ak+1, let i∗∗k+1 denote an arbitrary element in Ak+1 and
compute
βˆ∗∗ = (X⊤i∗∗
k+1
Xi∗∗
k+1
)−1X⊤i∗∗
k+1
MSkY.
Then we have
ρk+1 ≤ ||MSkY −Xi∗∗k+1 βˆ∗∗||2 + nλn|βˆ∗∗|,
and
ρk − ρk+1 ≥
(X⊤i∗∗
k+1
MSkY )
2
X⊤i∗∗
k+1
Xi∗∗
k+1
− nλn
|X⊤i∗∗
k+1
MSkY |
X⊤i∗∗
k+1
Xi∗∗
k+1
. (22)
In events E , Eλ and Eǫ, we evaluate the lower bound of ρk − ρk+1 for the three
different screening criteria.
Screening Criterion 1: When applying the Screening Criterion 1, we have
(X⊤i∗∗
k+1
MSkY )
2 ≥ (X⊤i∗
k+1
MSkY )
2 ≥ c
2
βτ
2
min
4
n2−2ξβ .
Thus, if we choose the same tuning parameter satisfying λn ≤ cβτminn−ξβ/4, inequal-
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ity (22) is followed by
ρk − ρk+1 ≥
(X⊤i∗∗
k+1
MSkY )
2
2X⊤i∗∗
k+1
Xi∗∗
k+1
≥ c
2
βτ
2
min
8τmax
n1−2ξβ . (23)
Screening Criterion 2: In the Screening Criterion 2, from inequality (13), we
have
(X⊤i∗∗
k+1
MSkY )
2 ≥ τmin
τmax
· (X⊤i∗
k+1
MSkY )
2 ≥ c
2
βτ
3
min
4τmax
n2−2ξβ .
If we choose λn ≤ cβτ 3/2minn−ξβ/(4τ 1/2max), we obtain that
ρk − ρk+1 ≥
(X⊤i∗∗
k+1
MSkY )
2
2X⊤i∗∗
k+1
Xi∗∗
k+1
≥ c
2
βτ
3
min
8τ 2max
n1−2ξβ . (24)
Screening Criterion 3: In the Screening Criterion 3, from inequality (15), we
have
(X⊤i∗∗
k+1
MSkY )
2 ≥ τ
2
min
τ 2max
· (X⊤i∗
k+1
MSkY )
2 ≥ c
2
βτ
4
min
4τ 2max
n2−2ξβ .
If we choose λn ≤ cβτ 2minn−ξβ/(4τmax), we achieve that
ρk − ρk+1 ≥
(X⊤i∗∗
k+1
MSkY )
2
2X⊤i∗∗
k+1
Xi∗∗
k+1
≥ c
2
βτ
4
min
8τ 3max
n1−2ξβ . (25)
Combining the results in inequalities (21), (23), (24) and (25), we obtain that,
when E , Eλ and Eǫ hold, if we choose a tuning parameter satisfies that λn ≤
cβτ
2
minn
−ξβ/(4τmax), then
ρk − ρk+1 ≥
c2βτ
4
min
8τ 3max
n1−2ξβ .
Consequently, events E , Eλ and Eǫ together imply that
ρ1 ≥ ρ1 − ρκ+1 =
κ∑
k=1
(ρk − ρk+1) ≥ κ ·
c2βτ
4
min
8τ 3max
n1−2ξβ ≥ 2cyn1+ξy .
From inequality (19), we know that ρ1 ≤ ||Y ||2. Then, under assumption (A4), we
have
P
(
ρ1 ≥ 2cyn1+ξy
) ≤ P ( 1
n
||Y ||2 ≥ 2σ2y
)
≤ O (exp (−cY nξY )) ,
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which indicates that
P (E ∩ Eλ ∩ Eǫ) ≤ O
(
exp
(−cY nξY )) .
Consequently, from probability bounds (5) and (7), we obtain that
P (T 6⊂ Sκ) = P (E) ≤ P (E ∩ Eλ ∩ Eǫ) + P (E cλ) + P (E cǫ )
≤ O (exp (−cY nξY ))+O (exp (−cǫnξǫ/2))+O (exp (−c∗sn1−2ξ∗s ))
≤ O (exp (−cnξ)) ,
where c is some positive constant and ξ = min{ξY , ξp + 3ξ∗s − 2ξβ, 1− 2ξ∗s} with
ξ∗s = ξt ∨ ξs.
Proof of Theorem 3. In the Selection Criterion 3, model Sk+1 is obtained by mini-
mizing the penalized least squares
min
β∈Rsk+ak+1
[∣∣∣∣Y −XSk∪Ak+1β∣∣∣∣2 + n
sk+ak+1∑
j=1
pλn(|βj|)
]
.
Setting κ = 2cκn
ξy+2ξβ with cκ = 8cyτ
3
max/(c
2
βτ
4
min), we will prove that T ⊂ Sk
for some 1 ≤ k ≤ κ with an overwhelming probability. Similarly, we consider the
following four events.
1. The objective event is defined as E = ⋂κk=1{T 6⊂ Sk}.
2. The event concerning extreme eigenvalues of Gram matrices is defined as
Eλ =
{
τmin ≤ min|S|≤s∗κ λmin{Σˆ(S)} ≤ max|S|≤s∗κ λmax{Σˆ(S)} ≤ τmax
}
,
where s∗κ = 2C
∗
sn
ξ∗s with C∗s = ct ∨ cs and ξ∗s = ξt ∨ ξs.
3. The event concerning weighted sums of elements in ǫ is given by
Eǫ =

 maxi∈T
S6∋i, |S|<s∗κ
(
X⊤i MSǫ
||X⊤i MS||
)2
< nξǫ

 ,
where ξǫ = ξp + 3ξ
∗
s − 2ξβ.
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4. The event concerning the response defined as Ey =
{||Y ||2 < 2cyn1+ξy}.
The probability bounds for E cλ and E cǫ are already presented in inequalities (5)
and (7). And according to assumption (A4), we also have
P
(E cy) ≤ O (exp (−cY nξY )) . (26)
Denoting S0 = ∅ and MS0 = In, for k ≥ 1, we define
ρk = min
β∈Rsk−1+ak
[
||Y −XSk−1∪Akβ||2 + n
sk−1+ak∑
j=1
pλn(|βj |)
]
= min
β∈Rsk
[
||Y −XSkβ||2 + n
sk∑
j=1
pλn(|βj|)
]
.
From the definition of ρk, we have
ρk ≥ min
β∈Rsk
||Y −XSkβ||2 = ||MSkY ||2, (27)
and
ρk ≤
[
||Y −XSk−1∪Akβ||2 + n
sk−1+ak∑
j=1
pλn(|βj|)
]∣∣∣∣∣
β=0
≤ ||Y ||2. (28)
Notice that event E also indicates that T ck = T −Sk 6= ∅ for all 1 ≤ k ≤ κ. Then
we evaluate the uniform lower bound of ρk − ρk+1 in events E , Eλ, Eǫ and Ey. For
1 ≤ k ≤ κ, we define
i∗k+1 = argmax
i∈T c
k
(X⊤i MSkY )
2.
Case 1: If i∗k+1 ∈ Ak+1, we have
ρk+1 = min
β∈Rsk+ak+1
[
||Y −XSk∪Ak+1β||2 + n
sk+ak+1∑
j=1
pλn(|βj|)
]
≤ ||MSk∪{i∗k+1}Y ||2 + n
sk+1∑
j=1
pλn(|βˆ∗j |),
where βˆ∗ = (βˆ∗1 , · · · , βˆ∗sk+1)⊤ = (X⊤Sk∪{i∗k+1}XSk∪{i∗k+1})
−1X⊤Sk∪{i∗k+1}Y is the OLS esti-
mate of the coefficient in the regression between Y and XSk∪{i∗k+1}. Therefore, from
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inequality (27), we have
ρk − ρk+1 ≥ ||MSkY ||2 − ||MSk∪{i∗k+1}Y ||2 − n
sk+1∑
j=1
pλn(|βˆ∗j |)
≥
(X⊤i∗
k+1
MSkY )
2
X⊤i∗
k+1
Xi∗
k+1
− nλn
sk+1∑
j=1
|βˆ∗j |, (29)
where the last inequality comes from Corollary 1. For the first term on the right-
hand side of inequality (29), according to inequality (8), we have
(X⊤i∗
k+1
MSkY )
2
X⊤i∗
k+1
Xi∗
k+1
≥ c
2
βτ
2
min
4τmax
n1−2ξβ .
When it comes to the second term, for any i 6∈ Sk, we compute
βˆ = (βˆ1, · · · , βˆsk+1)⊤ = (X⊤Sk∪{i}XSk∪{i})−1X⊤Sk∪{i}Y.
Then, when events Eλ and Ey hold, we obtain that
(
sk+1∑
j=1
|βˆj|
)2
≤ (sk + 1) ·
sk+1∑
j=1
βˆ2j
= (sk + 1) · Y ⊤XSk∪{i}(X⊤Sk∪{i}XSk∪{i})−2X⊤Sk∪{i}Y
≤ (sk + 1) · Y ⊤HSk∪{i}Y/λmin(X⊤Sk∪{i}XSk∪{i})
≤ s∗κ · ||Y ||2/λmin(X⊤Sk∪{i}XSk∪{i})
≤ 2C∗snξ
∗
s · 2cyn1+ξy/(nτmin)
= c∗nξ
∗
s+ξy , (30)
where c∗ = 4cyC∗s/τmin. Therefore, inequality (29) can be followed by
ρk − ρk+1 ≥
(X⊤i∗
k+1
MSkY )
2
X⊤i∗
k+1
Xi∗
k+1
− nλn
sk+1∑
j=1
|βˆ∗j |
≥ c
2
βτ
2
min
4τmax
n1−2ξβ −√c∗ · λnn1+(ξ∗s+ξy)/2
=
c2βτ
2
min
4τmax
n1−2ξβ
(
1− 4
√
c∗τmax
c2βτ
2
min
λnn
2ξβ+(ξ
∗
s+ξy)/2
)
. (31)
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Consequently, if we choose a tuning parameter satisfying that
λn ≤
c2βτ
2
min
8
√
c∗τmax
· n−2ξβ−(ξ∗s+ξy)/2,
then inequality (31) is followed by
ρk − ρk+1 ≥
c2βτ
2
min
8τmax
n1−2ξβ . (32)
Case 2: If i∗k+1 6∈ Ak+1, let i∗∗k+1 denote an arbitrary element in Ak+1 and
compute
βˆ∗∗ = (βˆ∗∗1 , · · · , βˆ∗∗sk+1)⊤ = (X⊤Sk∪{i∗∗k+1}XSk∪{i∗∗k+1})
−1X⊤Sk∪{i∗∗k+1}Y.
Thus, similar to inequality (29), we can achieve
ρk − ρk+1 ≥
(X⊤i∗∗
k+1
MSkY )
2
X⊤i∗∗
k+1
Xi∗∗
k+1
− nλn
sk+1∑
j=1
|βˆ∗∗j |. (33)
Moreover, we notice that inequality (30) also holds for βˆ∗∗ under Eλ and Ey, that is
(
sk+1∑
j=1
|βˆ∗∗j |
)2
≤ c∗nξ∗s+ξy .
Screening Criterion 1: When applying the Screening Criterion 1, we have
(X⊤i∗∗
k+1
MSkY )
2 ≥ (X⊤i∗
k+1
MSkY )
2 ≥ c
2
βτ
2
min
4
n2−2ξβ .
If we choose a tuning parameter satisfying λn ≤ c
2
β
τ2
min
8
√
c∗τmax
n−2ξβ−(ξ
∗
s+ξy)/2, inequality
(33) is followed by
ρk − ρk+1 ≥
c2βτ
2
min
4τmax
n1−2ξβ −√c∗ · λnn1+(ξ∗s+ξy)/2 ≥
c2βτ
2
min
8τmax
n1−2ξβ . (34)
Screening Criterion 2: In the Screening Criterion 2, from inequality (13), we
have
(X⊤i∗∗
k+1
MSkY )
2 ≥ τmin
τmax
· (X⊤i∗
k+1
MSkY )
2 ≥ c
2
βτ
3
min
4τmax
n2−2ξβ .
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If we choose λn ≤ c
2
β
τ3
min
8
√
c∗τ2max
n−2ξβ−(ξ
∗
s+ξy)/2, we obtain that
ρk − ρk+1 ≥
c2βτ
3
min
4τ 2max
n1−2ξβ −√c∗ · λnn1+(ξ∗s+ξy)/2 ≥
c2βτ
3
min
8τ 2max
n1−2ξβ . (35)
Screening Criterion 3: When applying the Screening Criterion 3, from in-
equality (15), we have
(X⊤i∗∗
k+1
MSkY )
2 ≥ τ
2
min
τ 2max
· (X⊤i∗
k+1
MSkY )
2 ≥ c
2
βτ
4
min
4τ 2max
n2−2ξβ .
If we choose λn ≤ c
2
β
τ4
min
8
√
c∗τ3max
n−2ξβ−(ξ
∗
s+ξy)/2, inequality (33) is followed by
ρk − ρk+1 ≥
c2βτ
4
min
4τ 3max
n1−2ξβ −√c∗ · λnn1+(ξ∗s+ξy)/2 ≥
c2βτ
4
min
8τ 3max
n1−2ξβ . (36)
Combining the results in inequalities (32), (34), (35) and (36), when events E , Eλ,
Eǫ and Ey hold with a tuning parameter satisfying that λn ≤ c
2
β
τ4
min
8
√
c∗τ3max
n−2ξβ−(ξ
∗
s+ξy)/2,
then we have
ρk − ρk+1 ≥
c2βτ
4
min
8τ 3max
n1−2ξβ .
Consequently, events E , Eλ, Eǫ and Ey together imply that
ρ1 ≥ ρ1 − ρκ+1 =
κ∑
k=1
(ρk − ρk+1) ≥ κ ·
c2βτ
4
min
8τ 3max
n1−2ξβ ≥ 2cyn1+ξy .
From inequality (28), we know that ρ1 ≤ ||Y ||2. Then, under assumption (A4), we
have
P
(
ρ1 ≥ 2cyn1+ξy
) ≤ P ( 1
n
||Y ||2 ≥ 2σ2y
)
≤ O (exp (−cY nξY )) ,
which indicates that
P (E ∩ Eλ ∩ Eǫ ∩ Ey) ≤ O
(
exp
(−cY nξY )) .
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Finally, from probability bounds (5), (7) and (26), we obtain that
P (T 6⊂ Sk for all 1 ≤ k ≤ κ) = P (E)
≤ P (E ∩ Eλ ∩ Eǫ ∩ Ey) + P (E cλ) + P (E cǫ ) + P
(E cy)
≤ O (exp (−cY nξY ))+O (exp (−cǫnξǫ/2))+O (exp (−c∗sn1−2ξ∗s ))
≤ O (exp (−cnξ)) ,
where c is some positive constant and ξ = min{ξY , ξp + 3ξ∗s − 2ξβ, 1− 2ξ∗s} with
ξ∗s = ξt ∨ ξs.
5. Discussion
In this paper, we prove the sure screening properties of three types of iterative
screening algorithms under reasonable assumptions, where the sure screening prop-
erties of many classical screening methods, such as FR, ISIS and Van-ISIS, can be
achieved directly from our results. Currently, we only consider iterative algorithms
on linear models. In the future work, we will investigate the sure screening properties
of iterative screening methods applying general loss functions.
A. Proof of preliminary results
Proof of Proposition 2. Recall that
HS∪A =
[
XS XA
]X⊤S XS X⊤SXA
X⊤AXS X
⊤
AXA


−1 [
XS XA
]⊤
.
Notice that X⊤AMSXA is invertible when [XS , XA] is of full column rank. Then,
denoting D1 = (X
⊤
SXS)
−1, D2 = X⊤S XA, D3 = X
⊤
AXS and D4 = (X
⊤
AMSXA)
−1, by
the blockwise inverse formula (Bernstein, 2009), we have

X⊤SXS X⊤S XA
X⊤AXS X
⊤
AXA


−1
=

D1 +D1D2D4D3D1 −D1D2D4
−D4D3D1 D4

 .
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Consequently, we have
[
XS XA
]X⊤SXS X⊤S XA
X⊤AXS X
⊤
AXA


−1 [
XS XA
]⊤
= HS −MSXAD4X⊤AHS +MSXAD4X⊤A
= HS +MSXA(X⊤AMSXA)
−1X⊤AMS .
Therefore, we achieve that
MS −MS∪A = HS∪A −HS =MSXA(X⊤AMSXA)−1X⊤AMS .
Consequently, we have
||MSY ||2 − ||MS∪AY ||2 = Y ⊤MSXA(X⊤AMSXA)−1X⊤AMSY (37)
≥ λmin{(X⊤AMSXA)−1} · ||X⊤AMSY ||2
≥
∑
i∈A
(X⊤i MSY )
2/λmax(X
⊤
AMSXA).
Proof of Corollary 1. The conclusion can be achieved directly from inequality (37)
by setting A = {i}.
Proof of Proposition 3. For any i 6∈ S, βˆi can be regarded as the last entry in the
OLS estimate
(X⊤S∪{i}XS∪{i})
−1X⊤S∪{i}Y.
Therefore, according to the blockwise inverse formula (Bernstein, 2009), the estimate
βˆi can be expressed as
βˆi = [0, · · · , 1](X⊤S∪{i}XS∪{i})−1X⊤S∪{i}Y
= [−(X⊤i MSXi)−1X⊤i XS(X⊤S XS)−1X⊤S + (X⊤i MSXi)−1X⊤i ]Y
= (X⊤i MSXi)
−1X⊤i MSY. (38)
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Proof of Proposition 4. Recall that MSXS = 0. Then for any i ∈ T cS , we have
X⊤i MSY = X
⊤
i MSXT cSβT cS +X
⊤
i MSǫ. (39)
For the first term in the right-hand side of equation (39), we have
max
i∈T cS
(X⊤i MSXT cSβT cS )
2 ≥ |T cS |−1 ·
∑
i∈T cS
(X⊤i MSXT cSβT cS )
2
= |T cS |−1 · ||X⊤T cSMSXT cSβT cS ||
2
≥ |T cS |−1 · ||β⊤T cS ·X
⊤
T cSMSXT cSβT cS ||
2/||βT cS ||2
= |T cS |−1 · ||MSXT cSβT cS ||4/||βT cS ||2. (40)
Meanwhile, under the condition that XS∗ is of full column rank, we obtain
||MSXT cSβT cS ||2 = ||[XT cS −XS(X⊤S XS)−1X⊤S XT cS ]βT cS ||2
= ||[XS , XT cS ][−G⊤, I]⊤βT cS ||2
≥ λmin(X⊤S∗XS∗) · ||[−G⊤, I]⊤βT cS ||2
≥ λmin(X⊤S∗XS∗) · ||βT cS ||2, (41)
where G = (X⊤SXS)
−1X⊤S XT cS . Then combining inequalities (40) and (41), we have
max
i∈T cS
(X⊤i MSXT cSβT cS )
2 ≥ |T cS |−1 · λ2min(X⊤S∗XS∗) · ||βT cS ||2
≥ λ2min(X⊤S∗XS∗) · β2min. (42)
With the fact that X⊤i Xi ≥ ||X⊤i MS ||2, equation (39) is followed by
max
i∈T cS
(X⊤i MSY )
2 ≥ 1
2
max
i∈T cS
(X⊤i MSXT cSβT cS )
2 −max
i∈T c
S
(X⊤i MSǫ)
2
≥ β
2
min
2
· λ2min(X⊤S∗XS∗)−max
i∈T c
S
(X⊤i Xi) ·max
i∈T cS
(
X⊤i MSǫ
||X⊤i MS ||
)2
.
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