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Resumen. Desde hace tiempo la mezcla de ontologías es una actividad 
necesaria, sin embargo, los actuales métodos de mezcla de ontologías no tienen 
una casuística detallada ni una formalización precisa. Para la validación de 
estos métodos, es conveniente disponer de una casuística lo más completa 
posible. Por ello, en este artículo se presenta el modelo OEGMerge, 
desarrollado a partir de la experiencia del Grupo de Ingeniería Ontológica 
(OEG) de la UPM, en el que se describe detallada y formalmente la casuística 
de mezcla y las acciones a realizar en cada caso. En esta primera aproximación 
sólo se abarca taxonomía de conceptos, atributos y relaciones. 
1. Introducción 
Las ontologías permiten capturar conocimiento consensuado de un dominio dado de 
una forma genérica y formal, para ser reutilizado y compartido por aplicaciones y 
grupos de personas. Desde esta definición se puede inferir erróneamente que hay una 
sola ontología para modelar un dominio. Sin embargo, se puede encontrar en la 
literatura varias ontologías que modelan el mismo conocimiento de diferentes formas. 
Por ejemplo, hay varias ontologías top-level que difieren en el criterio seguido para 
clasificar los conceptos más generales de la taxonomía (ej. [7]), y en el campo del 
comercio electrónico hay varios estándares e iniciativas conjuntas para la 
clasificación de productos y servicios (UNSPSC1, e-cl@ss2, RosettaNet3, etc.). Esta 
heterogeneidad en ontologías también se presenta en otros muchos dominios 
(medicina, ley, arte, ciencias, etc.). 
Para Noy y Musen [10] el alineamiento de ontologías (ontology alignment) 
consiste en el establecimiento de diferentes clases de mappings (o correspondencias) 
entre los componentes de dos ontologías, preservando con esto las ontologías 
originales; y la mezcla de ontologías (ontology merging) propone generar una única 
ontología a partir de las ontologías originales. Este artículo se va a centrar en la 
mezcla de ontologías, aunque algunas ideas presentadas puedan ser utilizadas para el 
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alineamiento de las mismas. De hecho, antes de mezclar dos ontologías hay que 
establecer correspondencias entre los términos de las ontologías a mezclar. 
Hasta ahora, aunque se han publicado algoritmos que permiten mezclar ontologías 
sencillas, los autores de estos algoritmos no han proporcionado las casuísticas que se 
pueden presentar a la hora de hacer mezcla, ni tan siquiera de taxonomías. 
En el Grupo de Ingeniería Ontológica (OEG4) se ha elaborado, e implementado 
como un plug-in de WebODE [1], el modelo OEGMerge, para la mezcla de 
ontologías que especifica la casuística encontrada en las mezclas realizadas en 
diferentes proyectos. Una de las características más relevantes de este modelo es que 
no se trata realmente de un algoritmo, sino de un sistema basado en reglas. De hecho, 
las características del problema de mezcla (uso de conocimiento incompleto, de 
heurísticas, de conocimiento de ingenieros ontológicos, etc.) hacen pensar que un 
modelo basado en reglas es más adecuado que un algoritmo procedimental, teniendo 
como base de conocimiento las ontologías y el conjunto de mappings entre ellas. 
En la sección 2 de este artículo se revisan los métodos de mezcla de ontologías 
propuestos, en la sección 3 se presenta el conocimiento previo del que se parte, 
formalizado de manera sencilla, en la sección 4 se presenta el modelo OEGMerge y 
en la sección 5 se presenta la implementación parcial de OEGMerge: ODEMerge. Por 
último,  en la sección 6 se muestran las conclusiones y los trabajos futuros. 
2. Estado de la cuestión sobre los métodos de mezcla de ontologías 
Las contribuciones más importantes sobre cómo mezclar ontologías son ONIONS [6], 
FCA-Merge [14] y PROMPT [11]. 
ONIONS. Con este método se puede crear una biblioteca de ontologías 
provenientes de diferentes fuentes. En los primeros estadíos de la integración, las 
fuentes son unificadas sin considerar las teorías generales que se usan en la 
modelización (teorías de parte-todo o desconectividad, por ejemplo). Después, estas 
teorías se incorporan como una base de la biblioteca y se integran como caras de un 
mismo poliedro. De esta manera, las ontologías de la biblioteca están conectadas a 
través de los términos de las teorías genéricas compartidas. Desde el punto de vista 
estricto no se puede considerar mezcla de ontologías puesto que no se genera un 
ontología única a partir de las fuentes, pero sí se trata la biblioteca completa como si 
fuera una ontología. 
FCA-Merge [14]. Este enfoque es muy diferente al de los otros presentados en esta 
sección. FCA-Merge toma como entrada dos ontologías a mezclar y un conjunto de 
documentos del dominio de las ontologías. La mezcla se hace identificando los 
documentos que contienen información que se identifica como instancias que 
pertenecen a conceptos de ambas ontologías. 
El método PROMPT [11]. La principal asunción de PROMPT es que las ontologías 
a mezclar están formalizadas con un modelo de conocimiento común basado en 
marcos. Existe un plug-in de Protégé-2000 mezcla ontologías de acuerdo al método 
PROMPT. Este método propone primero elaborar una lista de las operaciones a ser 
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realizadas para mezclar las dos ontologías (por ejemplo: mezclar dos clases, mezclar 
dos atributos, etc.). Esta actividad es llevada a cabo automáticamente por el plug-in de 
PROMPT. Acto seguido, comienza un proceso cíclico. En cada ciclo el ingeniero 
ontológico selecciona una operación de la lista y la ejecuta. Se genera entonces una 
lista de conflictos resultantes de la ejecución de la operación y la lista de operaciones 
posibles para las iteraciones siguientes se actualiza. Algunas de estas nuevas 
operaciones son incluidas en la lista porque son útiles para resolver los conflictos. 
Las propuestas anteriormente mencionadas suponen un punto de inicio en la 
investigación sobre la mezcla de ontologías, sin embargo, sus autores no proporcionan 
detalles de las casuísticas que se presentan a la hora de llevar a cabo la mezcla. A lo 
largo de los apartados siguientes, se va a presentar OEGMerge, un modelo, 
implementado parcialmente en WebODE [1], que está detallado utilizando una serie 
de reglas basadas en los casos que se pueden presentar al mezclar taxonomías. Las 
premisas de estas reglas, serán los casos posibles a los que la mezcla se enfrenta. 
Existen otros sistemas de mezcla de ontologías, pero que no representan métodos 
en sí, sino soluciones para un determinado lenguaje o para una determinada acción: 
OntoMerge5, CUPID [9], GLUE [4], etc. 
3. Conocimiento previo 
Para mostrar el modelo, primero se proporcionarán las definiciones de ontología y de 
conjunto de mappings en que se apoya. Así, esto funcionará como base de 
conocimiento del sistema basado en reglas. 
La formalización de ontología que se expresa a continuación se basa en la 
definición de Studer y colegas [13]: una ontología es una especificación formal y 
explícita de una conceptualización compartida. 
 
Definición 1.- Una ontología es una tupla O = (C, A, atributoDeO, subclaseDeO, R) 
donde C es un conjunto de conceptos, A es un conjunto de atributos, atributoDeO ⊆ A 
× C,  subclaseDeO ⊆ C × C y R⊆ C × C el conjunto de relaciones ad hoc. 
 
Entre las observaciones a tener en cuenta sobre la definición 1, en primer lugar, 
hay que hacer notar que está pensada para describir la primera versión de OEGMerge. 
Para otros propósitos, sería necesaria una definición más amplia. En segundo lugar, 
las relaciones atributoDeO y subclaseDeO llevan la etiqueta O para indicar que está 
particularizadas a la ontología O. Por último, los términos “concepto”, “atributo” y 
“relación” se consideran primitivos a efectos de este artículo y, por tanto, no se van a 
definir formalmente aquí. 
 
Por ejemplo, la ontología de la figura 1 se representa, de acuerdo con la definición 
1, de la siguiente manera: 
 
Oanimales = (C = {hombre, perro, animal}, 
                                                          
5 http://cs-www.cs.yale.edu/homes/dvm/daml/ontology-translation.html 
A = {fecha de nacimiento, 
lugar de nacimiento}, 
atributoDeOanimales = 
{(fecha de nacimiento, animal), 
(fecha de nacimiento, perro), 
(fecha de nacimiento, hombre), 
(lugar de nacimiento, animal), 
(lugar de nacimiento, perro), 
(lugar de nacimiento, hombre)}, 
subclaseDeOanimales = 
{(hombre, animal), (perro, animal)}, 
R = Ø) 
Figura 1: Ejemplo de ontología de animales 
 
Definición 2.- El conjunto de mappings entre las ontologías O1 y O2 es una tupla M = 
(O1, O2, elMismoQueM, subclaseDeM, superclaseDeM) donde elMismoQueM ⊆ P(T1) × 
P(T2) y subclaseDeM, superclaseDeM ⊆ C1 × C2, siendo C1 el conjunto de conceptos 
de O1, y C2 el conjunto de conceptos de O2, y siendo T1 = C1 ∪ A1 ∪ R1 y T2 = C2 ∪ 
A2 ∪ R2 los términos de O1 y O2. 
Obsérvese que la relación elMismoQueM se establece entre cualquier término, por 
ejemplo, entre un atributo y una relación, o incluso entre conjuntos de términos (por 
eso se hace referencia a P, todos los subconjuntos posibles en el conjunto de 
términos). Así, por ejemplo, un atributo de una ontología, como es el caso de nombre, 
puede corresponderse con varios atributos de la otra ontología: nombre, apellido 1 y 
apellido 2. 
 
A modo de ejemplo, el conjunto de los mappings de la figura 2 se representa, de 
acuerdo con la definición 2, de la siguiente manera: 
 
Manimales = (O1, O2, elMismoQueManimales = {(animal, animal), 
(hombre, animal racional) }, 
subclaseDeManimales = ∅, 
superclaseDeManimales = {(perro, San Bernardo), 
 (perro, pastor alemán)}) 
 
 Figura 2: Ejemplo de mappings entre dos ontologías 
Al igual que ocurría con la definición 1, aquí también se está considerando sólo lo 
imprescindible para definir nuestro modelo OEGMerge. Además, según la definición 
2, un mapping establece relaciones de identidad, de superclase de y de subclase de 
entre los conceptos de la ontología O1 y de la ontología O2. En futuros trabajos, se 
extenderá la semántica para abarcar etiquetas como unión, parte de, etc. Por último, la 
generación automática de estos mappings, utilizando similitudes entre etiquetas, 
documentos, estructuras, instancias, etc. está fuera del alcance de este artículo 
(véanse, por ejemplo, [2] o [5]). 
 
Una vez que se ha definido qué es una ontología y el conjunto de mappings entre 
las ontologías, se está en condiciones de definir el modelo de mezcla OEGMerge. 
4. OEGMerge 
El modelo OEGMerge surge de la experiencia del Grupo. Esta experiencia realizada 
metódicamente ha dado lugar a la identificación de una casuística, detallada en este 
artículo. El modelo parte de dos ontologías originarias para producir una nueva 
ontología que contenga todo el conocimiento de las dos originarias. 
Es importante tener en cuenta que el modelo aquí expuesto no considera 
ontologías con contradicciones, por ejemplo, que en una se modelice que a es 
subclase de b, y en otra que b es subclase de a. Por esta razón, se recomienda llevar a 
cabo una tarea de evaluación antes de realizar la mezcla. También hay que considerar 
el hecho de que las casuísticas que se exponen son fruto de la experimentación y, por 
consiguiente, no son necesariamente exhaustivas. 
Las dos ontologías originales se van a identificar a partir de ahora como ontología 
base y ontología auxiliar. La elección de la ontología base y, por tanto, de la auxiliar 
no influye en el resultado final de la mezcla. Se realiza la diferencia sólo para tomar 
una de las ontologías como punto de referencia. No obstante, la experiencia 
recomienda elegir como ontología base la más completa por número de términos y 
atributos. 
 
Definición 3.- La mezcla de dos ontologías Oaux, Obase utilizando un conjunto de 
mappings M es una función MezclaOntología: Oaux × Obase × M → Ores que obtiene la 
ontología resultado después de aplicar los siguientes pasos: 
Paso 1) Se establece Ores = Obase 
Paso 2) Se ejecutan las reglas que se muestran en la Tabla 1, que, a su vez, ejecuta 
la acción MezclaIdentidad. Esta acción también ejecuta una serie de reglas: 
las mostradas en la Tabla 2. 
En todas las tablas se asume que la estrategia de control de ejecución de las 
reglas es el orden de numeración dentro de la tabla. 
Las condiciones de la casuística de las tablas 1 y 2 se muestran en la Tabla 3, y las 
acciones, en la Tabla 4. 
Tabla 1: Reglas de definición de la función MezclaOntología 
Caso Condición Acción 
1 elMismoQueM(caux, cbase) MezclaIdentidad(caux, cbase, oaux, obase, mapping) 
2 superclaseDeM(caux, cbase) insertarSubclaseDe(cbase, caux) 
3 subclaseDeM(caux, cbase) insertarSubclaseDe(caux, cbase) 
 
La regla 1 establece que si el concepto de la ontología auxiliar es el mismo, según 
el mapping, que el de la ontología base, entonces se lleva a cabo la acción 
MezclaIdentidad, definida en la Tabla 2. Los predicados que aparecen en las 
condiciones están definidos en la Tabla 3, y los de las acciones están definidos en la 
Tabla 4. Las reglas 2 y 3 trasladan a la ontología resultado la relación subclase de 
establecida en el mapping. Aquí es importante tener en cuenta que, en caso de estar 
trabajando con una herramienta gráfica, hay que borrar las relaciones taxonómicas 
redundantes que surjan después de introducir nuevos enlaces subclase de. Así, por 
ejemplo, si se tiene subclaseDe(a, b), subclaseDe(b, c) y subclaseDe(a, c), en la 
herramienta gráfica habría que borrar subclaseDe(a, c). 
Tabla 2: Reglas de definición de la función MezclaIdentidad 
Caso Condición Acción 
I-1 atributoNuevoAuxiliar(aaux, cres, ores, 
mapping)i 
insertarAtributo(aaux, cres, ores) 
I-2 atributosConcretosAuxiliar(atributosaux, 
abase, cres, ores) 
insertarConjuntoAtributos(atributos
, cres, ores) 
borrarAtributo(abase, cres, ores) 
I-3 atritubosConcretosBase(atributosbase, aaux) << Sin acción >> 
I-4 relacionNuevaAuxiliar(raux, cres, ores, 
mapping)i 
insertarRelación(raux, cres, ores, oaux) 
I-5 atributoBaseEsRelacionAuxiliar(aaux, rbase) insertarRelación(raux, cres, ores, oaux) 
borrarAtributo(abase, cres, ores) 
I-6 atributoAuxiliarEsRelaciónBase(abase, raux) << Sin acción >> 
I-7 ascendentesCorrespondientes(cbase, cbase’, 
caux, caux’) 
<< Sin acción >> 
I-8 ascendenteHermano(cbase’, caux, caux’, oaux) insertarSubclaseDe (caux, cbase’) 
I-9 ascendentesNoCorrespondientes (cbase, 
cbase’, caux, caux’) 
insertarSubclaseDe (cbase, cbase’) 
 
Los tres primeros casos de la Tabla 2 se corresponden con las situaciones ante los 
atributos que se pueden encontrar en la ontología auxiliar: existencia de un atributo 
que no existe en la base (caso I-1), existencia de atributos auxiliares que concretan 
uno base (caso I-2) y existencia de atributos base que concretan uno auxiliar (caso I-
3). 
Los siguientes tres casos corresponden a las situaciones que se dan en la mezcla de 
relaciones: existencia de una relación auxiliar que no existe en la base (caso I-4), 
existencia de una relación auxiliar que es atributo base (caso I-5) y existencia de 
atributo auxiliar que es relación base (caso I-6). 
Los tres últimos casos que recoge la tabla son los correspondientes a las diferencias 
en las relaciones taxonómicas, siendo éstos: existencia de ascendente común 
(concepto base y auxiliar que tengan correspondencia) (caso I-7), existencia de un 
ascendente auxiliar que es hermano en la ontología base (caso I-8) y existencia de un 
ascendente auxiliar que no corresponde con ningún ascendente base (caso I-9). Este 
último caso se corresponde con la aparición de herencia múltiple como producto de la 
mezcla, no existente en las ontologías originales. 
Es importante tener en cuenta que se asume que es preferible considerar varios 
atributos en vez de uno sólo que los sintetice a todos (casos I-2 e I-3). Además, se ha 
considerado que es preferible establecer relaciones entre dos conceptos, que un 
atributo cuyo tipo es un concepto (casos I-5 e I-6). Estas acciones se han determinado 
así por la experiencia del Grupo en las mezclas realizadas. Puesto que quizás no todos 
los investigadores estén de acuerdo con todas estas suposiciones, pueden hacer los 
cambios oportunos en el procedimiento de mezcla, modificando la acción a realizar en 
cada caso. Aun así, los casos que se consideran aquí serían los mismo, sólo 
implicando cambio en su tratamiento. 
En la columna de acción de la Tabla 2 aparece en cuatro ocasiones “<<Sin 
Acción>>”. En la mezcla, según los criterios seguidos, no ha de realizarse ninguna 
acción para estos casos. Sin embargo, puesto que lo que se pretende es detallar toda la 
casuística que la mezcla va a encontrar, hemos reflejado el caso aunque no conllevara 
la realización de una acción. 
Tabla 3: Predicados de las condiciones 
Predicado Definición formal 
atributoNuevoAuxiliar(a, c, o, mapping) ¬ atributoDeO(a, c) ∧ 
¬ ∃ términos tq elMismoQueM({a}, términos) 
atritubosConcretosAuxiliar(atributosaux, abase) elMismoQueM(atributosaux, abase) ∧ 
∃ c ∈ oaux tq atributoDeObase(a, c) 
∀ a ∈ atributos 
atritubosConcretosBase(atributosbase, aaux) elMismoQueM(atributosbase, aaux) ∧ 
∃ c ∈ obase tq atributoDeOaux(a, c) 
∀ a ∈ atributos 
relaciónNuevaAuxiliar(r, c, o, mapping) ¬ ∃ c’ relaciónEntreO(r, c, c’) ∧ 
¬ ∃ términos tq 
       elMismoQueM({r}, términos) 
atributoAuxiliarEsRelaciónBase(abase,raux) esMismoQueM(abase, raux) 
atributoBaseEsRelacionAuxiliar(aaux,rbase) esMismoQueM(aaux,rbase) 
ascendentesCorrespondientes(cbase, cbase’, 
caux, caux’) 
elMismoQueM(cbase’, caux’) ∧ 
subclaseDeOaux(caux, caux’) ∧ 
subclaseDeObase(cbase,cbase’) 
DifusiónDeNiveles(cbase, cbase’, caux, caux’) ¬ subclaseDeObase(cbase, cbase’) ∧ 
elMismoQueM(cbase’, caux’) ∧ 
subclaseDeOaux(caux, caux’) 
ascendenteHermano(cbase’, caux, caux’, oaux) ¬ subclaseDeObase(cbase, cbase’) ∧ 
elMismoQueM(cbase’, caux’’) ∧ 
subclaseDeOaux(caux, caux’) ∧ 
subclaseDeOaux(caux’’, caux’) 
 
La Tabla 3 recoge la formalización de los predicados que aparecen en las 
condiciones de las tablas de reglas (tablas 1 y 2). En la Tabla 4 se recoge la 
formalización de los predicados que aparecen en las acciones de las tablas de reglas 
(tablas 1 y 2). 
Tabla 4: Predicados de las acciones 
Acción Definición informal Definición formal 
insertarSubclaseDe(c, c’) Se inserta un enlace de 
subclase de entre dos 
conceptos. 
subclaseDeO i+1 = subclaseDeO i ∪ {(c, 
c’)} 
COi+1 = COi ∪ {c, c’} 
insertarAtributo(a, c, o) Se añade el atributo a al 
concepto c de la 
ontología o. 
atributoDeO i+1 = atributoDeO i ∪ {(a, 
c)}; 
AOi+1 = AOi ∪ a 
borrarAtributo(a, c, o) Se borra el atributo a 
del concepto c de la 
ontología o. 
atributoDeO i+1 = atributoDeO i - {(a, 
c)}; 
AOi+1 = AOi - a 
insertarConjuntoAtributos
(atributos, c, o) 
Se añade cada uno de 
un conjunto de atributos 
al concepto c de la 
ontología o. 
atributoDeO i+1 = atributoDeO i ∪ 
              {(a, c) | a ∈ atributos}; 
AOi+1 = AOi ∪ {(a, c) | a ∈ atributos} 
insertarRelación(raux, cres, 
ores, oaux) 
Se añade la relación raux 
al concepto cres de la 
ontología cres 
considerando el destino 
que tiene la relación en 
la ontología oaux. 
relaciónEntreO i+1 = relaciónEntreO i ∪ 
{(raux, cres, c’) | (raux, cres, c’) ∈ 
relaciónEntreOaux}; 
ROi+1 = ROi ∪ raux 
 
El modelo OEGMerge, tanto de manera manual como automática (véase el 
apartado 5) se ha utilizado desde el año 2001 [3; 12] para mezclar ontologías en el 
Grupo de Ingeniería Ontológica. La implementación parcial del método, ODEMerge, 
está disponible para el uso de todos los usuarios de WebODE, más de 200 repartidos 
por todo el mundo. Incluso los resultados de esta implementación se usan para 
trabajos externos, como [8]. 
5. ODEMerge 
Con la realización de numerosas mezclas de ontologías siguiendo el modelo 
OEGMerge y utilizando la técnica descrita con el ejemplo del apartado 4, apareció la 
necesidad de eliminar en la medida de lo posible el proceso de edición 
correspondiente a la modificación de la ontología base con el contenido de la 
ontología auxiliar. Para ello, se desarrolló un servicio integrado en la plataforma 
WebODE: ODEMerge. 
ODEMerge [12] es un servicio que realiza la mezcla automática de las taxonomías 
de dos ontologías a partir de las ontologías y de dos tablas, que generará el ingeniero 
ontológico, con información semántica sobre sinonimia e hiperonimia entre los 
conceptos de las ontologías (información semántica que tiene como entrada el 
servicio equivalen a la información aportada por el experto del dominio en el método, 
es decir, el conjunto de mappings). Los detalles referentes a formato de las tablas y 
limitaciones del servicio se pueden encuentrar en la ayuda de la plataforma y en [12]. 
Así, ODEMerge pretende realizar, en la medida de lo posible y de una manera 
automática, las acciones de la mezcla taxonómica del modelo OEGMerge. La 
automatización conlleva la eliminación de la copia de una ontología para tomarla 
como base, puesto que ya no se trabaja sobre una de las ontologías para producir la 
unificada, sino que la ontología unificada se genera independientemente. Además, en 
la última versión de este servicio se ha incorporado a la automatización la inserción 
de atributos de clase sobre el componente de la ontología original del que proviene el 
concepto, lo que proporciona trazabilidad al proceso mezcla. 
6. Conclusiones y trabajos futuros 
Con el trabajo aquí presentado mediante el modelo OEGMerge, el Grupo de 
Ingeniería Ontológica establece de forma explícita la casuística fruto de su 
experiencia en la mezcla de ontologías, y establece las acciones resolutorias para 
llevar a cabo el proceso para el caso reducido de conceptos, atributos y relaciones 
(tres de los componentes fundamentales de toda ontología bajo el paradigma de 
marcos). 
Además, se ha presentado el software desarrollado para la automatización de parte 
del modelo sobre una plataforma de ingeniería ontológica como es WebODE, 
cubriendo así otra tarea más del ciclo de vida de las ontologías. Tanto el modelo como 
el software presentado se han probado desde su desarrollo en numerosos procesos de 
mezcla llevados a cabo por el Grupo de Ingeniería Ontológica de la UPM. 
Queda para un trabajo futuro el seguir ampliando tanto OEGMerge como 
ODEMerge para conseguir abarcar el resto de componentes de ontologías que ahora 
no abarca (axiomas, referencias, grupos, etc.) tanto bajo el paradigma de marcos 
como otros. Además, como se ha indicado ya, habría que contemplar en la definición 
de los mappings predicados nuevos para expresar correspondencias con más 
semántica. 
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