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Abstract 
Molecular-level understanding of properties of hydrogen-bonding liquids and 
their mixtures at solid-liquid interfaces plays a significant role in several applications 
including membrane-based separations, shale gas production, etc. Liquid water and 
ethanol are common hydrogen-bonding fluids. All-atom equilibrium molecular 
dynamics simulations were employed to gain insights regarding the structure and 
dynamics of these hydrogen-bonding liquids on various free-standing solid surfaces. 
Models for silica, alumina, and magnesium oxide were used in these works. The 
results show a highly well-ordered layer of the hydrogen-bonding liquids near solid 
substrates and a pronounced dipolar orientation of the hydrogen-bonding molecules 
found in this layer, which is dependent on the surface chemistry of the substrate. Our 
simulated results are in good agreement with the experimental data. Many studies 
have paid attention to mixtures of hydrogen-bonding fluids such as liquid water-
ethanol mixtures due to their critical roles in industrial applications. We have 
conducted simulations to examine the sorptivity, structure and dynamics of liquid 
water-ethanol mixtures confined in alumina pores. Analysis of the structure and 
dynamics suggests the possibility of using alumina as perm-selective membranes to 
produce anhydrous ethanol from liquid water-ethanol solutions. In addition, it is 
important to understand properties of mixtures of water and volatile hydrocarbons 
under confinement as recently water is used as fracturing-fluid to stimulate 
subsurface formations in the practice of hydraulic fracturing. We have investigated 
the behaviour of aqueous methane confined in 1 nm-wide pores obtained from 
materials such as silica, alumina, and magnesium oxide. Our results show that 
methane solubility in confined water strongly depends on the confining material, 
with silica yielding the highest solubility. Studying dynamical properties of confined 
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aqueous methane suggests a direct proportional coupling between methane and water 
dynamics. These results help refer to multiple possible applications for fluid 
transport.  
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Chapter 1 Introduction 
Much attention has been focused on hydrogen-bonding fluids and their mixtures 
over past decade due to their involvement in many geological, chemical and 
biological processes [1-8]. Liquid water is an exceptional hydrogen-bonding fluid. 
Interfacial water properties govern a variety of phenomena in engineered and natural 
systems. Understanding the behaviour of water at solid−liquid interfaces is crucial 
for developing and improving multiple applications, for example, ion 
adsorption/desorption processes on solid substrates, diffusion of ions in nanopores, 
biological membranes, and ion channels [1-3, 9, 10]. Particular attention was paid to 
the interface between liquid water and metal oxides, which is essential for various 
industrial and environmental processes. Many oxide surfaces receive significant 
research interests as their roles of catalysts or catalyst supports [11, 12]. The 
presence of thin water films on metal oxide surfaces somehow enhances the catalytic 
activities of those materials. Additionally, water – mineral oxide chemistry is 
considered to dictate properties of hydrodynamic and reactivity at Earth’s subsurface 
[13-16]. Many theoretical [17-21] and experimental [21-24] efforts have been carried 
out to gain insight into water – metal oxide interfacial behaviour. The experimental 
data confirm a significant different behaviour of interfacial water compared to that of 
bulk water [25-29]. Catalano recently reported specular X-ray reflectivity data for the 
sapphire – water interface and show one dense layer of adsorbed water with density 
perturbations that extend for ∼1 nm into the bulk [30]. Fenn et al. investigated 
orientational dynamics of water at neutral and ionic interfaces using ultrafast infrared 
spectroscopy and reported a slower orientational relaxation of interfacial water than 
that found for bulk water [29]. Interpreting experimental data often requires high-
level theoretical approaches. Monte Carlo and molecular dynamics (MD) simulations 
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techniques are considered as highly efficient tools for providing molecular-level 
insights into properties of interfacial water on solid surfaces. Mamontov et al. [25] 
investigated the properties of interfacial water on rutile using MD simulations as well 
as neutron scattering techniques and show that the structure and dynamics of water is 
governed by the chemistry of rutile substrate. Argyris et al. [17-19, 31] have 
intensively studied the structural and dynamical properties of interfacial water on 
various materials such as silica, alumina, and graphite employing MD simulation 
techniques. Our contribution attempts to build on recent progress in this field. In 
Chapter 3 we conducted MD simulations to compare the properties of interfacial 
water predicted on magnesium oxide when it is treated as rigid versus when its atoms 
are allowed to vibrate. We also compare with those reported earlier for water on 
alumina, and on silicon dioxide surfaces. 
While numerous research efforts in the field of liquid water at solid-liquid 
interfaces are available [26, 29, 32-36], only a few investigations have been carried 
out for other hydrogen-bonding liquids, including alcohols. A variety of applications 
in industry, geology, petroleum, and environment employ amphiphilic molecules in 
contact with solid substrates [5-7]. These molecules could act as lubricants, or could 
dislocate other adsorbed fluids. In an attempt to document the behaviour of 
hydrogen-bonding and amphiphilic fluids at interfaces, in Chapter 4 we have 
examined the structural and dynamical properties of ethanol within thin liquid films 
formed on two alumina surfaces – C-plane (0001) and R-plane (11 ̅02) terminations 
of the hydroxylated -Al2O3 – at ambient conditions using equilibrium MD 
simulations. Comparing to experimental data reported by Shen et al. [37] who 
studied ethanol on the R-plane alumina surface using sum frequency vibrational 
spectroscopy, our simulation results show good agreement.  
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Hydrogen-bonding fluid mixtures are ubiquitous in chemistry, biology, and 
physics [8, 38-41]. Of particular interest is liquid water – ethanol mixture. Since 
ethanol has become a promising oil alternative fuel or biofuel additive to gasoline 
[42, 43], an increasing number of approaches toward producing anhydrous ethanol 
from liquid water – ethanol solutions are studied. Water that is always present in 
ethanol even at very small concentrations during biomass productions must be 
removed in order for ethanol to be a usable fuel. As a consequence, the separation of 
water from water – ethanol solutions becomes challenging, particularly, the 
production of anhydrous ethanol beyond the azeotrope because traditional distillation 
processes could not surpass this azeotropic point [44]. Azeotropic distillation has 
been proposed but still requires tremendous energy [45]. Recent alternative methods 
such as employing molecular sieves as membrane materials are possible for splitting 
water from liquid water – ethanol solutions [46]. To complement the developed 
membrane-based materials implemented for water – ethanol separations (e.g. zeolites 
3A, silicalite crystal, polymers, etc. [47-52]), we have investigated the opportunity of 
using porous alumina as membrane materials for manufacturing anhydrous ethanol 
by analysing the preferential adsorption of liquid water – ethanol mixture confined in 
the C-plane (0001) hydroxylated -Al2O3 pores in Chapter 5. We also studied the 
structure and dynamics of water – ethanol solutions under confinement and compare 
to those found in the bulk.  
In a recently developed important application, high-pressure water is used to 
stimulate subsurface formations in the practice of hydraulic fracturing. In this 
process the rock is fractured to increase gas and oil permeation [53]. Recent 
investigations [54] reported the low recovery of hydraulic fracture water during well 
clean-up and flow back operations, suggesting that large amounts of water remain 
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trapped within the sub-surface formations. King [54] suggested that hydraulic 
fracturing water may also be trapped in micro-fractures and small pores caused by 
pressure release. Because water entrapment in the shale may affect the well 
productivity, understanding systems composed of water and volatile hydrocarbons 
under confinement could play a significant role in the design of hydraulic fracturing 
processes toward enhancing well performance and hydrocarbon recovery, and more 
in general could help rationalize the geochemical processes at Earth’s subsurface as 
well as deep within the crust and mantle [55, 56], which affect technologies such as 
carbon sequestration [57, 58]. In addition, the association of volatile hydrocarbon in 
water under pertinent conditions could initiate the gas hydrate information. Inspired 
by the fact that a few experimental and computational efforts focused on the effect of 
solid surfaces or porous matrices on the gas hydrate formation [59-62], in Chapter 6 
we carried out equilibrium MD simulations for methane – water mixtures confined 
within 1 nm slit-shaped silica pores in equilibrium with bulk methane at moderate 
conditions. Our aim is to not only study the significance of confinement in the 
behaviour of confined aqueous methane but try to answer whether hydrates can be 
found inside the small silica pore at modest conditions and what could induce the 
hydration formation in confined phase. Finally, in an effort to quantify the effect of 
surface chemistry and heterogeneity on the structural and dynamical properties of 
confined hydrocarbon fluid mixtures, in Chapter 7 we performed equilibrium MD 
simulations for aqueous methane confined within 1 nm slit-shaped nanopores from 
various materials at same conditions with the previous work reported in Chapter 6. 
Silica, alumina and magnesium oxide (MgO) were used as solid substrates in this 
work because they are fundamental components of many minerals found in the 
subsurface. We have investigated methane solubility in water confined in the pores, 
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the structural properties and the mobility of aqueous methane confined within the 
three pores of interest. Analysis of the methane solubility in water inside the pores 
suggests the large increase of methane solubility in confined water compared to that 
observed in the bulk water. This could help improve some technological processes 
including hydraulic fracturing, shale gas exploration, wastewater treatment, etc.     
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Chapter 2 Simulation Methodology 
2.1 Molecular Dynamics Simulations 
2.1.1 Introduction 
Developed by Alder and Wainwright in the late 1950s and Rahman in the early 
1960s [63], MD is considered as a useful approach for computer simulation of 
multiple-body systems modelled at the atomistic level. Atoms in systems interact via 
forces and potential energies, giving a picture of their motion for a period of time. 
The trajectories of atoms are obtained by solving numerically Newton’s equations of 
motion. Forces between interacting atoms and potential energy are defined by atomic 
force fields for systems. 
2.1.2 Atomic Force Fields 
Atomic force field models are built with empirical potentials with a particular 
functional form, showing the physical and chemical properties of the systems of 
interest. A common force field employed in the simulation of systems of N 
interacting atoms is expressed in the following form: 
𝑈(𝑟1, … , 𝑟𝑁) =  ∑
𝑎𝑖
2𝑏𝑜𝑛𝑑𝑠
(𝑙𝑖 − 𝑙𝑖0)
2 +  ∑
𝑏𝑖
2
(𝜃𝑖 − 𝜃𝑖0)
2 𝑎𝑛𝑔𝑙𝑒𝑠 +  ∑
𝑐𝑖
2𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠
[1 +
cos (𝑛𝜔𝑖 − 𝛾𝑖] +  ∑ 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] +  ∑ 𝑓
𝑞𝑖𝑞𝑗
𝜀𝑟𝑟𝑖𝑗
𝑎𝑡𝑜𝑚 𝑝𝑎𝑖𝑟𝑠𝑎𝑡𝑜𝑚 𝑝𝑎𝑖𝑟𝑠  (2.1) 
The first three terms represent the bonded interactions. The summation indices 
run over all the bonds, angles and torsion angles determined by the covalent structure 
of the system. Specifically, the first two terms describe energies of deformations of 
the bond length li and bond angle i from the equilibrium values li0 and i0, 
respectively. The harmonic form of these terms (with force constants ai and bi) 
provides the correct chemical structure, but avoids modelling chemical changes (e.g. 
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bond breaking). The third term describes rotations around the chemical bond, which 
are expressed by periodic energy terms (with periodicity determined by n and heights 
of rotational barriers defined by ci). The last two terms represent the non-bonded 
interactions. The fourth term illustrates the van der Waals repulsive and attractive 
(dispersion) interactions between atoms i and j separated by a distance rij in the form 
of the Lennard-Jones 12-6 potential with the diameter  and the well depth . The 
last term is the Coulomb electrostatic potential where qi, qj are the partial atomic 
charges for atoms i and j, 𝑓 =  
1
4𝜋𝜖0
 is Coulomb’s constant with the permittivity of 
free space 𝜖0 and r is the relative dielectric constant. The cross Lennard-Jones term 
between unlike species is defined by the Lorentz-Berthelot combining rules [64]: 
𝜎𝑖𝑗 =
𝜎𝑖𝑖+ 𝜎𝑖𝑗
2
 and 𝜀𝑖𝑗 = √𝜀𝑖𝑖𝜀𝑗𝑗 for ideal mixtures. For non-ideal mixtures, for 
example, methane – water mixtures, this cross Lennard-Jones term is obtained from 
𝜎𝑖𝑗 =
𝜎𝑖𝑖+ 𝜎𝑖𝑗
2
 and 𝜀𝑖𝑗 = (1 − 𝑘𝑖𝑗)√𝜀𝑖𝑖𝜀𝑗𝑗 with kij being the solid – fluid binary 
interaction parameter. 
Based on the potential energy U(r1, …, rN) as a function of their positions 
𝑟𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), the force acting upon ith atom is computed by the gradient regarding 
to atomic displacements as shown:  
𝐹𝑖⃗⃗⃗ =  −∇𝑟𝑖𝑈(𝑟1, … , 𝑟𝑁) =  − (
𝜕𝑈
𝜕𝑥𝑖
,
𝜕𝑈
𝜕𝑦𝑖
,
𝜕𝑈
𝜕𝑧𝑖
)     (2.2) 
In these works, we used the CLAYFF force field [65] to describe solid substrates 
such as silica, alumina, and MgO; the Optimized Potential for Liquid Simulation in 
the United Atom form [66] to describe ethanol and methane; and finally rigid SPC/E 
model [67] to simulate water. 
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2.1.3 Algorithms  
2.1.3.1 Leap-frog algorithm 
Solving Newton’s equations of motion for a system of N interacting atoms 
∑ ?⃗?𝑖𝑗 = 𝑚𝑖
𝑑2𝑟𝑖(𝑡)
𝑑𝑡2𝑗
, where 𝑟𝑖(𝑡) = (𝑥𝑖(𝑡), 𝑦𝑖(𝑡), 𝑧𝑖(𝑡)) is the position vector of ith 
atom and 𝐹𝑖⃗⃗⃗ is the force acting upon ith atom at time t determined by the potential 
energy and mi is the mass of the atom, the position and velocity of each atom in the 
system is updated by a stepwise progression. To integrate the above equations of 
motion, the random initial positions and velocities calculated from Boltzmann 
distribution are needed [68]. 
Due to a tremendous number of atoms in the system, it is impractical to solve the 
equations of motion analytically. Instead, MD simulations use numerical methods to 
avoid this problem. Many numerical solutions for integrating the equations of motion 
are proposed, for example, the Verlet and leap-frog algorithm [68]. In these studies, 
we applied the leap-frog algorithm to solve Newton’s equations of motion. This 
algorithm gives positions and velocities at time t in the following forms:  
𝑟(𝑡 + 𝛿𝑡) = 𝑟(𝑡) + ?⃗?(𝑡 +
1
2
𝛿𝑡)𝛿𝑡      (2.3) 
?⃗? (𝑡 +
1
2
𝛿𝑡) = ?⃗? (𝑡 −
1
2
𝛿𝑡) + 
?⃗?(𝑡)
𝑚
𝛿𝑡     (2.4) 
In this algorithm, initially the velocities are calculated at time t + 1/2t; and then 
they are used to calculate the positions, r, at time t + t. Thus, the velocities leap over 
the positions, and then the positions leap over the velocities. The velocities at time t 
can be calculated approximately by equation: 
?⃗?(𝑡) =  
1
2
[?⃗? (𝑡 +
1
2
𝛿𝑡) + ?⃗? (𝑡 − 
1
2
𝛿𝑡)]     (2.5) 
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2.1.3.2 Constraint algorithms 
Constraints for bond lengths and angles can be imposed by using LINCS. The 
LINCS algorithm is capable of resetting bonds and angles to their correct values after 
an unconstrained update [69]. The algorithm operates in two steps (see Figure 2.1). 
In the first step, the real bond lengths are not set to the recommended lengths, but the 
projections of the new bonds on the old bonds. These projections are set to zero. In 
the second step, a correction is implemented for the extending of the bonds due to 
rotation. In order to correct for the rotation of bond, the projection of the bond on the 
old direction is set to 𝑝 =  √2𝑑2 − 𝑙2 where d is the old bond length and l is the bond 
length after the first projection. The corrected positons are expressed as [69]: 
?⃗⃗?𝑛+1
∗ = (𝑰 − 𝑻𝒏𝑩𝒏)?⃗⃗?𝑛+1 + 𝑻𝒏?⃗⃗?      (2.6) 
where (I - TnBn) is projection matrix which sets the constrained coordinates to zero, 
T transforms motions in the constrained coordinates into motions in Cartesian 
coordinates T = M
-1
B
T
(BM
-1
B
T
)
-1
, M is a diagonal matrix consisting of the masses of 
the particles and B is matrix containing the directions of the constraints.  
 
Figure 2.1. The three position updates in the LINCS algorithm. The blue dashed line is the old bond 
of length d, and the red solid lines are the new bonds l = dcos and p = (2d2 – l2)1/2.  
 
For the specific case of rigid water models (TIP3P, SPC, SPC/E), another 
algorithm, called SETTLE, is introduced for resetting the positions and velocities to 
satisfy constraints on the rigid water model. In this case, three bonds are constrained, 
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for example, two real O-H bonds with the same lengths and one fictitious H-H bonds 
[70]. More details about the SETTLE algorithm are discussed in ref. [70]. The 
SETTLE algorithm is quite precise, fast and easily applied in standard MD packages.  
2.1.4 Force Calculation and Long-Range Interactions 
In order to update the positions and velocities in the stepwise numerical 
integration method, the forces acting upon the atoms have to be recalculated at each 
step. A summation for non-bonded interactions including van der Waal and 
electrostatic interactions has to be computed for all non-bonded pairs. Therefore, the 
non-bonded interaction calculation step costs tremendous simulation time. To speed 
up the calculation, the cutoff distance is introduced. This indicates that the non-
bonded pair forces for two atoms separated by a distance larger than the given cutoff 
distance are excluded. This method handles well for the van der Waal interactions; 
however, it is not applicable for the systems with charged atoms due to the 
importance of the long-range electrostatic interactions. Many efficient techniques 
have been developed to deal with the electrostatic interactions such as the one which 
is to divide the electrostatic interactions into a long-range and short-range 
component. While the short-range component is computed in real space, the long-
range one is calculated in Fourier space using different approaches, for example, 
Ewald, particle-mesh Ewald (PME), and Particle-Particle Particle-Mesh methods 
[68]. These approaches help reduce the computational time compared to the direct 
summation using the equation. In our simulations, we employ the PME algorithm to 
account for the long-range electrostatic interactions. 
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2.1.5 Periodic Boundary Conditions 
Due to the limited computational resource and to speed up the simulations, only 
a finite sample of an extended system with an atomically detailed representation can 
be described explicitly in a computer model. Thus, the periodic boundary condition 
method is developed and implemented to allow a large system to be simulated. The 
MD algorithm is built up in such a way that the central box is surrounded by its 
images in all directions as shown in Figure 2.1. One atom in the central box interacts 
with other atoms in the same box as well as the atoms in the image box. 
Consequently, the atoms in the simulated box encounter the forces in the same way 
as in a large system. We build the simulation box with a cubic form in our studies 
and applied periodic boundary conditions in all directions.   
 
Figure 2.2. Illustration for periodic boundary conditions in MD simulations. 
 
2.1.6 Thermostat 
All of our simulations were conducted in the canonical ensemble NVT where the 
number of atoms N, volume V, and temperature T are taken to be constant. Using 
thermostat not only controls the temperature of the system but also prevents the 
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steady energy drift from the equilibrium state. Multiple thermostat approaches are 
introduced such as Andersen, Berendsen, Nosé-Hoover [68]. Among these methods, 
Nosé-Hoover thermostat is considered to be the most appropriate method that 
produces a correct canonical ensemble for studying the structure as well as the 
dynamics of systems of interest [68]. In the Nosé-Hoover thermostat the equation of 
motion is modified as 
𝑑2𝑟𝑖
𝑑𝑡2
=
?⃗?𝑖
𝑚𝑖
−
𝑝
𝑄
𝑑𝑟𝑖
𝑑𝑡
, where the friction parameter  is a dynamic 
quantity which impedes or accelerates particles until the temperature T approaches 
the desired value T0, Q determines the relaxation of the dynamics of the friction and 
its own momentum p is expressed as 
𝑑𝑝
𝑑𝑡
= (𝑇 −  𝑇0). 
The results from the equilibrium MD simulations are evaluated after 
approaching the equilibrium state. To ensure that the simulated systems reach 
equilibrium, the temperature, structural and dynamical properties which are recorded 
as a function of time are checked. The equilibrium state is obtained only when these 
properties do not change with the simulation time.          
2.2 Umbrella Sampling Technique 
The calculation of free energy landscape or potential of mean force (PMF) is 
essential for understanding many industrial and engineered processes such as 
chemical reactions, biochemistry, and rational drug design. 
The free energy or PMF along a particular reaction coordinate , A(), is 
defined as 𝐴() =  −
1
𝛽
log 𝑄(), where Q() is the probability of the system at a 
specific reaction coordinate and  is equal to 1/(kBT) with kB being the Boltzmann’s 
constant, T being the absolute temperature. In our studies, the reaction coordinate is 
defined as the absolute position of the centers of mass of the group of interested in 
the system. The output trajectories of atoms versus time from the simulations allow 
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us to calculate the probability of the system at a specific reaction coordinate Q(). 
Then by reversing the Boltzmann distribution function, we are able to compute the 
state of energy at this configuration. 
The probability distribution Q() of the system along the reaction coordinate is 
defined as followed [71]: 
𝑄() =
∫ 𝛿[(𝑟)− ]𝑒−𝛽𝐸(𝑟)𝑑𝑁𝑟
∫ 𝑒−𝛽𝐸(𝑟)𝑑𝑁𝑟 
       (2.7) 
where E(r) is the potential energy, and N is the number of degrees of freedom of the 
system.   
In MD simulations, Q() can be determined as the time average P() in an 
ergodic system. The time average P() is computed by equation 𝑃() =
 lim𝑡→∞
1
𝑡
∫ 𝜌[(𝑡′)]𝑑𝑡′
𝑡
0
, where t, ρ stand for the time and the frequency of  in a 
specific interval, respectively. 
However, the problem is that the time average P() converges slowly because 
of barriers along reaction coordinate . Therefore, in order to accelerate the barrier 
crossings, the umbrella sampling technique is implemented. In umbrella sampling, 
bias potentials along a reaction coordinate are introduced to move a system from one 
thermodynamic state to another. The intermediate steps are filled by a series of 
windows, at each of which an MD simulation is conducted. At each window a bias 
potential wi() is implemented to pull the reaction coordinate to the target value. 
Thus, the simulation of each window is biased with the potential energy E
b
(r) = E(r) 
+ wi() . Then the biased distribution P
b
() is calculated using the equation with the 
biased potential energy E
b
 instead of E. To obtain the unbiased PMF Ai(), first we 
have to compute the unbiased distribution Pi() from the biased distribution Pi
b
() 
[71]: 
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𝑃𝑖() = 𝑃𝑖
𝑏()𝑒𝛽𝑤𝑖()〈𝑒−𝛽𝑤𝑖()〉      (2.8) 
and then the PMF of the window i, Ai(), is computed as: 
𝐴𝑖() =  −𝑤𝑖() −
1
𝛽
log 𝑃𝑖
𝑏() +  𝐹𝑖     (2.9) 
where the bias potential often takes a quadratic form: 𝑤𝑖() =  
𝑘
2
( −  𝑖)
2; the 
biased distribution Pi
b
() is calculated from MD simulations and the constant Fi is 
computed using Weighted Histogram Analysis Method (WHAM) [72, 73].   
In Chapter 5 we employed the umbrella sampling technique to calculate the 
PMF profiles for water and ethanol molecules as they approach the -Al2O3 (0001) 
surface from the bulk solutions. In Chapter 7 we used this technique to obtain the 
umbrella sampling trajectories for the calculations of the diffusion profile for 
methane across the hydrated pores.    
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Chapter 3 Molecular Structure and Dynamics in Thin Water Films 
at Metal Oxide Surfaces: Magnesium, Aluminum, and Silicon 
Oxide Surfaces 
The material presented in this section was published in 2012 in volume 116, 
pages 15962-15973 of The Journal of Physical Chemistry C. 
3.1 Abstract 
All-atom equilibrium molecular dynamics simulations were employed to 
investigate the structural and dynamical properties of interfacial water on the 
magnesium oxide surface. The solid support was modelled utilizing two different 
formalisms, both based on the CLAYFF force field. In one case, the atoms in the 
MgO substrate are allowed to vibrate, whereas in the other they are maintained rigid. 
The properties of water within the thin film are assessed in terms of density profiles 
in the direction perpendicular to the substrate as well as along planes parallel to the 
substrate, in-plane radial distribution functions, density of hydrogen bonds, residence 
times in contact with the substrate, and orientation distribution of interfacial water 
molecules. The contact angle for a small droplet on various substrates (MgO, SiO2, 
Al2O3) was also calculated and compared with experimental observations. On MgO, 
the substrate in which the atoms are maintained fixed is the one that most closely 
reproduces experimental contact angles. This contrasts with results on other 
substrates, for example, silicon dioxide, on which the vibrations of the solid atoms 
were found to be useful for better predicting experimental observations. These 
differences suggest that proper force-field validation is necessary before 
investigating the structure of interfacial water on solid substrates. In the case of 
MgO, our analysis suggests that the vibrations of the solid atoms yield atomic-scale 
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roughness. This, in turn, causes water molecules to spread on the substrate. A brief 
comparison of water properties on MgO, alumina, and silica is provided. 
3.2 Introduction 
Magnesium oxide is used as support for metal catalysts and high temperature 
superconductors. It also provides a catalyst in its own right, occurs as the mineral 
periclase in a number of geological systems, and is a fundamental component of 
many minerals found in the subsurface. Because the MgO surface is well-
characterized both by computational [74-76] and experimental efforts [77], it is a 
widely used model system for investigating interfacial processes. Several 
experimental [78-83] and theoretical studies [84-87] have investigated the properties 
of the water/MgO interface. Scamehorn et al. [88] studied water adsorption on a 
three-layer (001) MgO film using density functional theory (DFT) at the Hartree-
Fock level. Minot et al. [89] employed DFT to study ice filling the inter-space 
between MgO (100) layers. It was found that water molecules close to the interface 
can dissociate under high pressure. 
McCarthy et al. [90] studied the structure and dynamics of an isolated water 
molecule as well as those of water multilayers on a perfect MgO (001) surface, 
identifying the most favourable adsorbate/surface geometry. Ab initio potential 
energy results were then used to parameterize atomistic simulations, implemented to 
determine the density profiles and the probability distributions of angular orientation 
for interfacial water molecules in a thin supported film.  
To complement these early results, we employ here extensive all-atom 
equilibrium MD simulations to investigate the structure of water molecules within 
thin films supported on MgO. In the case of SiO2, it was found that accounting for 
atomic vibrations in the solid substrate is essential for capturing correctly the 
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dynamics of interfacial water [20, 21, 36], thereby supporting the contention that 
considering a substrate as completely immobile might lead to distortions in the 
predicted structure and dynamics of interfacial water [65]. Here we compare the 
results obtained when MgO is treated as rigid versus when its atoms are allowed to 
vibrate, finding better reproduction of experimental contact angles when the MgO 
atoms are maintained rigid. The resultant properties of interfacial water are compared 
to those reported earlier for water on alumina and silica dioxide [19, 20].  
3.3 Simulation Methodology and Details 
The MgO surface was represented as a solid film of thickness 10.51 Å. A 
theoretical study indicates that this is the thinnest film in which the charge density of 
the atoms in the center layer is similar to those found in the bulk material [75, 88]. 
Previous studies, both experimental [77, 91-93] and theoretical [75], have suggested 
that no significant surface reconstruction or relaxation occurs upon cleavage of a 
MgO crystal along the (001) plane. Therefore, the symmetry of the bulk is retained in 
the solid substrate. The plane group used to describe the (001) surface is derived 
from the space group Fm3m. The solid MgO substrate is aligned parallel to the XY 
plane of the simulation box, and a thin water film is prepared along the Z direction, 
following the procedures of prior investigations [18-20, 31]. The simulations were 
carried out in orthorhombic simulation boxes of constant volume. The X and Y 
dimensions of the simulation boxes reflect the periodicity of the solid crystalline 
substrate with values of 10.5 nm. The Z dimension was set to 16.27 nm.  
The CLAYFF force field was implemented to simulate MgO [65]. To prevent 
vibrations of the solid atoms (non-vibrating MgO), we froze all atoms in the 
substrate. To allow vibrations of the atoms in the substrate (vibrating MgO), we kept 
the Mg and O atoms within the atomic layer furthest from the interface frozen, 
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whereas all other atoms were allowed to move as prescribed by CLAYFF. In Figure 
3.1, the top view of the MgO surface (left panel), studied here, is compared with the 
fully hydroxylated alumina (middle panel) and silica surfaces (right panel) used in 
previous studies [19, 20]. The crystal structure of MgO (001) is cubic with octahedral 
Mg and O ions. By comparison, the oxygen ions on the (0001) crystallographic face 
of corundum -Al2O3 surface yield a hexagonal close-packed structure with 
aluminum ions filling two-thirds of the octahedral interstices. The silica surface 
shown in Figure 3.1 is obtained from the -cristobalite SiO2 crystal [20, 31].  
The rigid SPC/E model was used to simulate water [67]. The model is known to 
reproduce reasonably well the structure and dynamics of the bulk liquid at ambient 
conditions. Although CLAYFF was derived for solid substrates interacting with the 
SPC model of water, using either the SPC/E or the SPC models was found to yield 
no difference at the water-silica interface [20]. In the present work the SPC/E water 
bonds and angles were kept fixed by employing the SETTLE algorithm [70]. We 
simulated 15,000 water molecules to create a thin water film of 45 Ȧ thickness on 
MgO. As the Z dimension of the simulation box was 16.27 nm, and as the solid 
substrate thickness was 10.51 Ȧ, an empty gap remains between the thin film and the 
periodic image of the solid substrate, as in prior studies [19, 20, 31].  
Non-bonded interactions were modelled by means of dispersive and electrostatic 
forces. The electrostatic interactions were modelled by the Coulombic potential. 
Dispersive interactions were modelled with a 12-6 Lennard-Jones potential. The 
Lennard-Jones parameters for unlike interactions were determined by Lorentz-
Berthelot combining rules [64] from the values of like components. The cutoff 
distance for all interactions was set to 9 Å. Long range corrections to electrostatic 
interactions were treated using the PME method [94]. 
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All simulations were performed in the canonical ensemble (NVT), where the 
number of particles (N), the simulation volume (V), and the temperature (T) were 
held constant. T was fixed at 300 K and controlled by a Nosé-Hoover thermostat [95, 
96] with a relaxation time of 100 fs. Periodic boundary conditions were applied in 
the three directions. The equations of motion were solved using the simulation 
package GROMACS [68, 69] by implementing the leapfrog algorithm [97] with time 
step of 1.0 fs. Total simulation time is 3ns. Data analysis was conducted over the last 
2ns of the simulations, after 1 ns of equilibration were completed.  
Additional simulations were carried out for computing contact angles, in which 
case 1000 water molecules were supported on the solid substrates for 5 ns. 
 
Figure 3.1. Top view of the magnesium oxide substrate used for the simulations reported here (left 
panel), of the fully hydroxylated alumina (middle panel) and of the low-OH-density hydroxylated 
silica (right panel) used in the prior works [12, 19, 20, 98]. Green, yellow, tan, red and white spheres 
represent magnesium, aluminum, silicon, oxygen and hydrogen atoms, respectively. The crystal 
structure of MgO is described as face-centered-cubic with six coordinated oxygen and magnesium 
atoms. The crystal structure of hydrated -Al2O3 (0001) consists of aluminum atoms surrounded by 
six oxygen atoms, which yield a dense hexagonal packing. Hydrogen atoms are located at three 
specific positions bonding with oxygen atoms. For silica, all the silicon atoms which are parts of an 
incomplete tetrahedral were removed, and one silicon atom is bonded to non-bridging oxygen atoms, 
which were saturated with hydrogen atoms [31]. 
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3.4 Results and Discussion 
3.4.1 Contact Angle 
It remains difficult to characterize the properties of a solid-water interface, in 
particular, when appropriate comparisons to experimental observations are 
attempted. Garde and coworkers [99] found that water density fluctuations near a 
substrate are related to a number of macroscopic phenomena, including the 
adsorption free energy of several compounds on hydrophilic versus hydrophobic 
surfaces. In general, however, the contact angle is one of the quantities that yields a 
straightforward comparison between experimental and simulation studies, despite a 
few known limitations (e.g., the simulated contact angle depends on the droplet size 
[100], experimental data suggest that the dynamic contact angle is a more reliable 
quantification of surface hydrophobicity in some applications than the static contact 
angle [101]. The atomic-level morphology of a surface strongly affects the contact 
angle in heterogeneous surfaces [102], and the static contact angle alone is not 
sufficient to characterize a surface toward macroscopic quantities such as 
hydrodynamic boundary conditions [103]).  
We carried out simulations with 1000 water molecules placed on the substrates 
to quantify the contact angle for water on the model MgO surfaces considered. The 
snapshots obtained after 5ns of simulation are shown in Figure 3.2 for a non-
vibrating (top) and a vibrating MgO surface (bottom panel). In both cases, the water-
MgO interactions are described by the CLAYFF force field. 
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Figure 3.2. Representative simulation snapshots of a droplet of 1000 water molecules on a non-
vibrating (top panel) and a vibrating MgO surface (bottom panel). Red, white and green spheres 
represent oxygen, hydrogen and magnesium atoms, respectively. 
 
When the atoms in the MgO surface are maintained rigid, the nanodroplet yields 
a well-defined shape. The simulated contact angle, obtained following the method 
proposed by Giovambattista et al. [104], is of ~ 47 at 300K and ~ 56 at 293K, 
which is in reasonable agreement with the experimental value of 58.1 [105]. 
Surprisingly, when the MgO surface atoms vibrate, water molecules spread, yielding 
a monolayer and suggesting that the surface is much more ‘hydrophilic’ than 
reported by experiments. Because of the better agreement with experiments, the 
results in Figure 3.2 suggest that the CLAYFF force field could be used to simulate 
the water-MgO interface provided the solid atoms are not allowed to vibrate. 
It remains to be understood why the vibration of the MgO atoms has such an 
important effect on the simulated water contact angle. It should be noted that the 
simulation started with a thin film of 1000 water molecules on the non-vibrating 
MgO surface yields a water droplet (i.e., the water molecules de-wet the surface). It 
should also be pointed out that when simulations are conducted in the NVE ensemble 
(the energy is maintained constant while the temperature fluctuates) the contact angle 
observed on the rigid MgO substrate is comparable to the one obtained conducting 
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the simulations in the NVT ensemble, provided that results obtained when the system 
is maintained at the same temperature. 
In the force field implemented here, the atoms in the solid substrate are not 
bound to each other, and their vibrations are due to thermal fluctuations coupled to 
interactions with other atoms in the solid and in the interfacial liquid water. Although 
these modes of vibration are expected to be realistic, it is possible that describing the 
solid atoms as charged Lennard-Jones spheres does not fully capture the properties of 
the solid. However, it should be pointed out that the CLAYFF force field has been 
successful in reproducing experimental observations for a number of mineral 
substrates – water interfaces. An alternative explanation for the different contact 
angle might be related to effective temperature effects. (Preventing the solid atoms 
vibrations might effectively lower the temperature of the interfacial system). 
However, in the NVT ensemble, all the water molecules are maintained at the desired 
temperature. 
To better understand the molecular reasons beyond the observed differences 
between the simulated contact angles when the MgO support is allowed to vibrate or 
not we conducted additional simulations in the NVT ensemble. For these simulations 
we used as the initial configuration for the solid substrate the final configuration 
obtained simulating water on the vibrating MgO substrate (Figure 3.2, bottom). The 
simulations were then conducted maintaining the MgO atoms frozen. This substrate 
is characterized by atomic-scale roughness as the atoms move by less than 0.2 nm 
from their crystal positions. The 1000 water molecules simulated on this substrate 
were found to spread on it whether they were initially in a thin film or in a 3-D 
rectangular arrangement. Therefore, we conclude that allowing for the MgO atoms to 
vibrate induces atomic-scale roughness. It is this roughness that causes the water 
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molecules to spread on the substrate yielding a contact angle larger than that 
observed experimentally. 
Although the contact angle differed on non-vibrating versus vibrating surfaces, 
other interfacial water properties, such as density profiles away from the solid, radial 
distribution functions (RDFs), planar density distributions, hydrogen bond (HB) 
network, and residence times are similar within thin water films supported on the two 
surfaces, as discussed below. The orientation of water molecules within the first 
hydration layer, however, is found to depend on whether the solid substrate vibrates. 
3.4.2 Atomic Density Profiles  
 
Figure 3.3.  Oxygen (left panel) and hydrogen (right panel) atomic density profiles of water as a 
function of the vertical distance z from a vibrating (blue curve) and a non-vibrating (red curve) MgO 
surface. 
 
In Figure 3.3, atomic density profiles of water oxygen (left panel) and hydrogen 
atoms (right panel) are reported as a function of the distance from a non-vibrating 
(red curve) and a vibrating MgO surface (blue curve). For the rigid MgO surface, the 
reference (z = 0) corresponds to the top plane of magnesium and oxygen atoms in the 
solid substrate. For the vibrating surface, because surface atoms oscillate around their 
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equilibrium positions, the averaged location of top layer atoms is considered as the 
reference.     
The oxygen atomic density profiles (left panel) indicate the formation of a well-
defined hydration layer at z=2.55 Å on the non-vibrating as well as on the vibrating 
surface. The comparable intensity of these peaks and the similar profiles suggest that 
surface atom vibrations do not affect the water structure.  
The results obtained for the hydrogen atomic density profiles presented in the 
right panel support the observation summarized in the previous paragraph. By 
comparing the density profiles of oxygen and hydrogen atoms, the orientation of 
water molecules can be also studied, as discussed in detail elsewhere [18-20, 103]. 
Our results suggest that 60% of the water molecules found in the first hydration 
layer near MgO project one of their hydrogen atoms toward the solid substrate, 
whereas the remaining waters tend to maintain both OH bonds pointing away from 
the surface.  
In Figure 3.4 the density profile for oxygen atoms of water obtained from our 
simulations on the non-vibrating MgO surface is compared to that reported by 
McCarthy et al. [90], who also considered a non-vibrating MgO surface. McCarthy et 
al. [90] used the correlation-corrected periodic Hartree-Fock (PHF) theory to 
compute ab initio electronic structure energy data. They then used the results to fit 
the parameters A, B, and C of a pairwise additive potential energy expression: 
     (3.1) 
The particle charges on the MgO ions were obtained by implementing a 
Mulliken population analysis of the PHF charge density results. The partial charges q 
obtained were +1.966 e and -1.966 e on magnesium and oxygen atoms, 
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respectively. In eq (3.1), r is the distance and subscripts i and j denote different 
atoms. 
In CLAYFF, the Lennard-Jones (12-6) potential is chosen to describe van der 
Waals interactions, which are augmented by electrostatic forces as described by the 
following expression: 
   .        (3.2) 
In CLAYFF, the particle charges on MgO are +1.05 e and -1.05 e on 
magnesium and oxygen, respectively. Ro and Do are interaction parameters. The 
force field parameters implemented by McCarthy et al. and those used in the present 
work are summarized in Table 3.1. 
McCarthy et al. [90] simulated either 64 or 128 water molecules and reported the 
density profiles in terms of the number of water molecules per MgO unit cell (n). 
They found a well-pronounced first hydration layer at z  2.25 Ȧ from the substrate, 
which is in good agreement with our results. The intensity they reported for this first 
hydration layer, ~2.8 water molecules per MgO unit cell, corresponds to an atomic 
density of ~0.1524 (1/Ȧ3), which is slightly larger than that obtained from our 
simulations. This slight difference could be due to the larger number of water 
molecules considered in our simulations and to differences in the force fields 
implemented, but, in general our results show good agreement with those reported by 
McCarthy et al.  
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Table 3.1. Force field parameters implemented by McCarthy et al. and those implemented herein 
(CLAYFF). 
 
Force fields implemented by McCarthy et 
al. [90] 
This work  
A 
(kcal/mol) 
B 
(Ȧ-1) 
C(kcal/mol) 
Ȧ6 
q 
Do
 
(kcal/mol) 
Ro
 
(Ȧ) 
q(e) 
Owater 331568 4.35 154 -0.82 0.1554 3.55 -0.82 
Hwater 700 3.37 18 0.41 0 0 0.41 
Mgsurf 22645 4.24 1224 1.97 9.029810
-7 5.90 1.05 
Osurf 95810 4.36 252 -1.97 0.1554 3.55 -1.05 
 
More significant differences include a pronounced gap evidenced by the density 
profile proposed by McCarthy et al. in between the first and the second hydration 
layers, which is not present in our results, and a much more pronounced ratio 
between the density of the first hydration layer and the density far from the surface 
(at ~1 nm) observed by McCarthy et al. than in our results. These details suggest that 
the force fields implemented by McCarthy et al. yield a slightly more structured 
hydration layer, which could affect the prediction of macroscopic phenomena such as 
hydrodynamic slip and macromolecular adsorption. Experimental scattering results 
are necessary for discriminating which of the results shown in Figure 3.4 is the most 
realistic. 
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Figure 3.4. Oxygen atomic density profile as a function of distance z from the rigid MgO surface 
obtained in our simulation (left panel) and that reported by McCarthy et al. [90] (right panel). In the 
right panel, the number of water molecules simulated is either 64 (solid curve) or 128 (dotted curve). 
In the y axis, n (z) is the number of water molecules per MgO unit cell. The right panel is reproduced 
from Ref 88. 
 
3.4.3 In-plane Radial Distribution Functions 
In-plane RDFs for oxygen-oxygen, hydrogen-hydrogen, and oxygen-hydrogen 
pairs are calculated to quantify the different structural properties within the first 
hydration layer compared with those observed for water molecules in the second 
hydration layer or in the bulk. For these calculations, water molecules within a thin 
water slab parallel to the surface are considered. The thickness (z) of the slab is 1 Å 
in all cases, and the center of a slab corresponds to one of the peaks in the density 
profiles shown in Figure 3.3. The bulk is identified as the center of the thin 
interfacial water film (z > 14 Å). 
In Figure 3.5, results of oxygen-oxygen (left), hydrogen-hydrogen (middle) and 
oxygen-hydrogen (right) RDFs are shown for water in the first layer, second layer, 
and in the bulk (data obtained on the non-vibrating MgO). The results for gOO(r) and 
gOH(r) obtained for different hydration layers do not show significant differences, 
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although the data obtained in the first hydration layer suggest a slightly more 
pronounced structuring of water within the first layer (see left panel). More 
pronounced differences are observed for gHH. In particular, several pronounced peaks 
are observed in the gHH(r) data obtained within the first hydration layer, suggesting 
significant water orientational ordering. The results obtained for the second hydration 
layer are very similar to those obtained for bulk water, indicating that MgO surface 
perturbs the water structure only at short distances, in qualitative agreement with the 
density profiles in Figure 3.3. Data for gOH do not seem to depend much on the layer 
position, although the water molecules in the first hydration layer show slightly more 
ordered structure than those further away from the substrate. 
 
Figure 3.5. In plane oxygen-oxygen radial distribution functions gOO(r) (a), hydrogen-hydrogen radial 
distribution functions gHH(r) (b) and oxygen-hydrogen radial distribution functions gOH(r) (c) within 
first and second layers at the non-vibrating MgO surface. For comparison, data obtained for ‘bulk’ 
water are also shown. For ‘bulk’ water simulation results obtained in the center of the thin films 
simulated herein were used. 
 
To determine how surface atom vibrations affect the configuration of the first 
hydration layer, we computed the in-plane gOO(r), gHH(r), and gOH(r) (RDFs) obtained 
within the first hydration layer for vibrating and non-vibrating MgO surfaces. The 
results are compared in Figure 3.6. The position and intensity of peaks in all RDFs 
are the same for both surfaces, suggesting that the vibrations of surface atoms 
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produce minimal differences in the structure of water within the first hydration layer 
compared with a rigid surface. 
 
Figure 3.6. In plane oxygen-oxygen gOO(r) (a), hydrogen-hydrogen gHH(r) (b) and oxygen-hydrogen 
radial distribution functions gOH(r) (c) for water molecules within the first hydration layer on the 
vibrating and non-vibrating MgO surfaces. 
 
3.4.4 Hydrogen Bond Network 
In Figure 3.7, we report the density profiles of water-water HBs as a function of 
the distance z from non-vibrating (red curve) and vibrating (blue curve) MgO 
surfaces. We employed the geometric criterion proposed by Marti [106] to identify a 
pair of hydrogen-bonded water molecules. The position of one HB is then defined as 
the midpoint between acceptor oxygen and donor hydrogen atoms. No significant 
differences are found among the results obtained when vibrating and non-vibrating 
MgO surfaces are compared. In both cases, our results indicate a high density of 
water-water HBs at z = 2.65 Ȧ, corresponding to the position of the first hydration 
layer (Figure 3.3). This suggests that water molecules in the first hydration layer 
have a strong tendency of forming HBs among themselves. A second peak is also 
observed for water – water HBs at 0.6 nm from the substrate. This position 
corresponds to one pronounced density peak in the oxygen density profile 
(admittedly, the O peak is wide, see Figure 3.3). The correspondence of high density 
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of water – water HBs and the density peaks in the direction perpendicular to the 
substrate suggests that many HBs are formed between water molecules belonging to 
the same hydration layer. This contrasts with results reported for example for water 
on silica [31]. At larger distances from the surface, bulk-like properties are quickly 
restored, again suggesting that MgO has a short-ranged effect on interfacial water.  
  
Figure 3.7. Density profiles of water-water hydrogen bonds as a function of distance from the 
vibrating (blue solid curve) and the non-vibrating (red solid curve) MgO surfaces. 
 
3.4.5 In-plane Density Distributions 
 
Figure 3.8. Surface density distributions of water oxygen atoms found in the first oxygen peak (left) 
and water hydrogen atoms found in the first (center) and the second hydrogen peaks (right) on the 
non-vibrating MgO surface. See Figure 3.3 for peak positions away from the surface. Densities are 
expressed in 1/Ȧ3. 
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To document the molecular structure of hydration water, we calculated the in-
plane density distributions of oxygen and hydrogen atoms. In Figure 3.8, left panel, 
we present the in-plane density distribution of water oxygen atoms belonging to first 
oxygen peak. (See Figure 3.3 for peak position). The high-density areas (green-
orange spots) of the contour plot indicate the positions where the water oxygen atoms 
preferentially reside. These positions are on top of the magnesium atoms on the solid 
substrate. (See left panel in Figure 3.1). The in-plane density distribution of the 
hydrogen atoms of water closest to the surface is shown in Figure 3.8, center panel. 
The positions of the high-density spots correspond to the position of oxygen atoms in 
the solid substrate, possibly a result of an attempt to form HBs. This water-solid 
interaction determines a preferential orientation of water molecules within the first 
hydration layer, reflected in the density profiles of Figure 3.3. The in-plane density 
distribution of hydrogen atoms in the second layer away from the substrate is shown 
in Figure 3.8, right panel. The contour plot shows a pattern of green-orange circular-
like areas distributed around blue spots regularly distributed on the surface. The 
positions of the blue areas (low hydrogen density) correspond to the position of the 
high-density locations observed for hydrogen atoms in the first layer (center panel). 
The distribution of water molecules in the first hydration layer (left panel), coupled 
to the water orientation dictated by the interaction with the surface (center panel), is 
responsible for the patterned distribution of hydrogen atoms shown in the right panel. 
The results just discussed were obtained on the non-vibrating MgO substrate. They 
are analogous to those obtained on the vibrating substrate (results not shown for 
brevity). 
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3.4.6 Residence Times and Hydrogen Bond Network 
 
Figure 3.9. Residence autocorrelation functions CR(t)  for water molecules within the first hydration 
layer on the vibrating (blue curve) and on the non-vibrating MgO surface (red curve). For comparison, 
the residence autocorrelation function for water molecules in a thin bulk layer is also shown (green 
curve). 
 
In Figure 3.9, we report the residence autocorrelation functions CR(t) for water 
molecules within the first hydration layer on the vibrating (blue curve) and non-
vibrating (red curve) MgO surfaces. The residence autocorrelation function obtained 
for water molecules within a thin layer in the bulk region far from the surface (green 
curve) is also shown for comparison. Following the prior procedures, the hydration 
layer was assigned a 1 Å thickness. The residence autocorrelation function can be 
used to quantify how long one water molecule remains in a specific layer. (For a 
discussion, see ref. [17, 20]). The faster the autocorrelation function decays, the 
shorter water molecules stay in a specific hydration layer. 
Comparing the residence autocorrelation functions CR(t) for water molecules 
within the first hydration layer with that of bulk water suggests that the closer water 
molecules are to the substrate, the longer they remain within a given layer. This 
result is consistent with data observed for many other substrates, especially when 
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water molecules are attracted to the solid surface. The nearly identical features of 
CR(t) obtained for water molecules within the first hydration layer on both vibrating 
and nonvibrating surfaces suggest that the surface atom vibrations do not 
significantly affect the dynamical properties of interfacial water. This is surprising 
because in prior studies [20], it was found that surface atom vibrations significantly 
affect the dynamic properties of hydration water. In the case of silica, the effect was 
a function of the duration of surface water HBs. It is possible that on MgO the HBs 
between surface oxygen and water hydrogen atoms are not strongly affected by the 
vibrations of the solid atoms. It is also surprising that the residence autocorrelation 
functions CR(t) in Figure 3.9 decay faster for the non-vibrating compared to the 
vibrating MgO surface, although these differences are minimal and possibly due to 
statistical uncertainty. It is however possible that because the atomic-scale roughness 
induced by the vibration of the solid atoms promotes wetting, the individual water 
molecules are more strongly attached to the vibrating surface, yielding slower decays 
in the residence autocorrelation function. 
3.4.7 Orientation Distribution of Interfacial Water  
 
Figure 3.10. Probability distribution of cos(dipole) within the first hydration layer on the vibrating 
(left) and non-vibrating (right panel) MgO surface. dipole is the polar angle between the dipole 
moment of water molecules and the surface normal vector. Results for interfacial water (continuous 
black curve) are compared to those obtained for bulk water (dotted red curve). 
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In Figure 3.10, we present the probability distributions of the cosine of the polar 
angle formed between the dipole moment of water molecules and the surface normal 
vector for water on vibrating (left panel) and non-vibrating MgO substrates (right 
panel). We compare data obtained for water molecules within the first hydration 
layer (black curve) and those obtained for bulk water molecules (red dotted curve). 
The results show that interfacial water molecules on the vibrating surface have a 
much broader orientation distribution compared with those on the non-vibrating 
surface. This difference is probably related to the differences in atomic scale 
roughness of the two substrates. Interfacial water molecules adapt to the surface 
roughness typical of the vibrating MgO surface by adopting various orientations. 
The results of Figure 3.10 complement the qualitative discussion regarding the 
orientation of interfacial water molecules presented in discussing Figure 3.3. The 
orientation distribution shown in Figure 3.10 is in fact consistent with having ~60% 
of the interfacial water molecules oriented so that one of their OH vectors is 
projected toward the solid substrate while the other points away from it. 
It is also worth pointing out that water molecules in the bulk do not show 
preferential orientation. The preferential orientation at the interface, which is also 
reflected in the HB network discussed in Figure 3.7, suggests that strong dipolar 
interactions exist between water and the MgO substrate, whether the latter is 
vibrating or not. The model for water implemented herein cannot capture changes in 
the dipole moment of individual water molecules as they move from the bulk to an 
interface. Polarizable models are necessary for such investigations. 
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3.4.8 Comparison with Other Substrates 
We can gain further insight into solid-water interfacial behaviour by comparing 
contact angles, density profiles, in plane distributions as well as residence times for 
interfacial water obtained on the nonvibrating MgO, hydroxylated -Al2O3, and 
hydroxylated SiO2 surfaces. Results obtained on alumina and silica are discussed at 
length in prior studies [19, 20, 31]. In the discussion below, the hydroxyl groups in 
the alumina and silica substrates are allowed to rotate (all other atoms are maintained 
rigid), whereas all atoms on MgO are rigid. These representations, based on our 
analysis, provide realistic descriptions of the three solid-liquid interfaces. 
3.4.8.1 Contact Angles 
We performed simulations for droplets of 1000 water molecules on the various 
substrates, as shown in Figure 3.11. The results demonstrate that water molecules 
wet alumina and silica, forming one hydration layer. The remaining water molecules 
form a droplet on top of the first hydration layer (Figure 3.11b, c). Conversely, a 
droplet is found on the MgO surface, as discussed in Section 1 (Figure 3.11a), 
without the formation of one hydration layer. Although this suggests that alumina 
and silica are more hydrophilic than MgO, the interesting result is that water 
molecules spread on alumina and silica, yielding one hydration layer, but then one 
water droplet forms on top of this layer (Figure 3.11b, c, side views, and Figure 3.12, 
top view). This observation is similar to the simulation results reported by Wang et 
al. [107], who found, by MD simulations under ambient conditions, that after water 
molecules form one monolayer on an overall neutral, yet ionic substrate, additional 
“water does not wet a water monolayer”. Under appropriate conditions, they found 
few HBs between the water molecules in the first hydration layer near the substrate 
and those within the water droplet, which explained the unexpected results, including 
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the larger-than-expected contact angle for the water droplet supported onto the water 
monolayers. From an experimental point of view, Lutzenkirchen et al. [108] recently 
reported infrared data for thin water films on the sapphire C-plane [-Al2O3 (0001)], 
which also suggest that the first hydration layer renders the surface hydrophobic to 
additional water molecules. Richardson et al. [109], using FT-IR spectroscopy, 
reported qualitatively similar observations. 
 
Figure 3.11. Representative simulation snapshots of droplets formed by 1000 water molecules 
supported on a non-vibrating MgO (a), hydroxylated alumina (b) and silica (c) surfaces. Red, white, 
green, yellow, and tan spheres represent oxygen, hydrogen, magnesium, aluminum and silicon atoms, 
respectively. 
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Figure 3.12. Top views of panels (b; Al2O3) and (c; SiO2) (left and right panel, respectively) reported 
in Figure 3.11. The color code is analogous to that used in Figure 3.11. Only water molecules are 
shown for clarity. 
 
3.4.8.2 Atomic Density Profiles 
 
Figure 3.13.  Atomic oxygen (left) and hydrogen (right) density profiles as a function of the vertical 
distance z from the non-vibrating MgO (blue), hydroxylated alumina (red), and hydroxylated silica 
(green) surfaces. 
 
In Figure 3.13, we report oxygen (left) and hydrogen (right panel) atomic 
density profiles on the MgO, and hydroxylated -Al2O3 and silica surfaces. Results 
on alumina and silica are from prior studies [19, 20]. The reference z = 0 for the 
alumina and silica surfaces is the plane formed by the oxygen atoms of the surface 
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hydroxyl groups. The results for the oxygen atomic density profiles show that the 
intensity of the first oxygen water layer on MgO is comparable to that found on 
alumina and more intense than that found on silica. This is due to the different 
number of adsorption sites accessible to water on each surface. On MgO, water 
oxygen atoms adsorb on top of the Mg atoms (Figure 3.8), whereas on alumina and 
silica, interfacial water molecules form HBs with hydroxyl groups on the surfaces. 
The density of adsorption sites on MgO is comparable to that found on alumina (14 
Mg atoms/nm
2
 on MgO and 15 hydroxyl group/nm
2
 on alumina [19]), but larger than 
that found on silica (4.54 hydroxyl groups /nm
2
 [20]). The higher density of 
adsorption sites is responsible for the larger density of water oxygen atoms found 
within the first hydration layer. 
As explained above (Section 2) and in other detailed reports [18-20, 103], by 
comparing the intensity and position of the density profiles for oxygen and hydrogen 
atoms, it is possible to estimate semi-quantitatively the orientation of interfacial 
water molecules, although detailed analysis such as those in Figure 3.10 are 
preferable for such characterizations. 
3.4.8.3 In-plane Density Distributions 
In Figure 3.14 the in-plane density distributions of oxygen atoms in the first (A) 
and second (B) hydration layers on MgO (left panels), alumina (middle panels), and 
silica (right panels) surfaces are presented. Results of surface density distribution of 
oxygen atoms in the first hydration layer on alumina and in both layers on silica are 
from prior studies [19, 20]. The results suggest that water molecules occupy specific 
adsorption sites on each of the three surfaces. The distribution of water oxygen atoms 
within the first hydration layer reflects the atomic structure of the top layer of the 
solid substrate. On MgO, the location of water oxygen atoms correspond to the 
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surface Mg atoms, whereas on silica and alumina, water oxygen atoms are found 
near the surface hydrogen atoms, implying the formation of HBs between water 
molecules and the solid substrates [110]. Silica affects the structure of water 
molecules up to two hydration layers, whereas alumina and MgO affect only the first 
hydration layer. (Compare left and middle B panels to the right B panel in Figure 
3.14). These results are in agreement with the density profiles presented in Figure 
3.13. However, note that the second hydration layer on silica is found at a z position 
that corresponds to approximately that of the first hydration layer on both MgO and 
alumina. 
 
Figure 3.14. In-plane density distributions (parallel to the surface) for water oxygen in the first (A) 
and second (B) hydration layers formed on nonvibrating MgO (left panels), alumina (middle panels) 
and silica (right panels). See Figure 3.12 for the position of each hydration layer. Densities are 
expressed in 1/Ȧ3. 
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3.4.8.4 In-plane Radial Distribution Functions 
 
Figure 3.15. In plane oxygen-oxygen radial distribution functions, gOO(r), obtained within the first 
hydration layer on nonvibrating MgO (blue), alumina (red), and silica (green). For comparison, data 
for bulk water are also shown as black broken curve. 
 
In plane oxygen-oxygen RDFs were calculated among the water molecules 
within the first hydration layer to gain better insight regarding the structural 
interfacial properties on the three substrates. For comparison, data for bulk water are 
also provided. The thickness (z) of the first hydration layer was considered to be 1 
Å in all cases. The results, shown in Figure 3.15, suggest that the water molecules 
within the first hydration layer on alumina have a structure similar to a dense liquid. 
Water structuring seems to increase on MgO. Some evidence of long-ranged order 
appears on silica, although on this substrate the first peak in the RDF is shifted to 
~0.5 nm because of the large distance between preferential adsorption sites on this 
substrate. (See top right panel in Figure 3.14). These results are a direct consequence 
of the structuring imposed by the solid substrates and are consistent with the in-plane 
density distributions shown in Figure 3.14A. 
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3.4.8.5 Residence Times and Hydrogen Bond Networks 
 
Figure 3.16. Residence autocorrelation functions CR(t) for water molecules within various interfacial 
layers on non-vibrating MgO (a), hydroxylated alumina (b), and hydroxylated silica (c). Data for bulk 
water are provided for comparison. 
 
In Figure 3.16, we report the results for the residence autocorrelation functions 
CR(t) obtained for water molecules within first and second hydration layers as well as 
in the bulk on MgO (left), alumina (middle) [19], and silica (right) [20]. These results 
confirm that on these three substrates water molecules always remain within the first 
hydration layer longer than they do within the second layer and in the bulk region. 
The water molecules in the first hydration layer on alumina remain within the 
hydration layer much longer than those found within the first hydration layer either 
on MgO or on silica. The residence autocorrelation function for water molecules in 
the first layer on MgO decays more slowly than the corresponding one on silica. 
Water molecules reside within the second hydration layer on silica for longer times, 
on average, than they do on either MgO or alumina. 
The dynamical properties of interfacial water depend strongly on the interactions 
between water molecules and the solid substrate as well as on those between 
different water molecules. Such interactions are often reflected on the HB network. 
In Figure 3.17, water-water HB density profiles are shown for the three substrates. 
The HB density in the first hydration layer is the largest on alumina and the least on 
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silica. The high water-water HB density, combined with the high atomic density (see 
Figure 3.13), is probably responsible for slowing down the dynamical properties of 
interfacial water molecules. 
 
Figure 3.17. Density profiles of hydrogen bonds formed between water molecules as a function of the 
distance z from the non-vibrating MgO (blue), hydroxylated alumina (red) and hydroxylated silica 
(green). 
 
3.5 Summary and Conclusions 
MD simulations were employed to study structure and dynamics of water 
molecules in contact with a flat MgO substrate. Water molecules were modelled 
using the SPC/E model, whereas the solid substrate was simulated using the 
CLAYFF force field. Two representations for the solid were employed. In the first, 
all surface atoms were maintained rigid, whereas in the second, they were allowed to 
vibrate. By computing the contact angle for droplets of 1000 water molecules, we 
observed that better agreement with experimental data is achieved when the solid 
atoms are maintained rigid. The results obtained for water within thin films 
supported on rigid versus vibrating MgO did not exhibit significant differences, 
except for the water orientation within the first hydration layer. The results discussed 
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include atomic density profiles in the direction perpendicular to the surface, atomic 
density distribution along planes parallel to the substrate, HB networks, 2-D RDFs in 
the direction parallel to the substrate, and residence autocorrelation functions used to 
assess the average residence time for water in contact with the solid substrate. The 
results are also compared with those obtained previously for water supported on 
model silica and alumina substrates in an attempt to relate the properties of a solid 
substrate to those of the film of interfacial water supported by the substrate. 
The results show a pronounced patterning of interfacial water, especially in the 
first hydration layer, on all the three substrates considered. The distribution of solid 
atoms on the substrate determines the availability of preferential adsorption sites 
where water molecules reside. Depending on the surface arrangement of these 
preferential adsorption sites, the planar distribution of water molecules at the 
interface, and the network of water-water HBs are established. These, in turn, 
determine how far the surfaces perturb the properties of interfacial water and affect 
the residence time of water molecules in contact with the solid substrates. Although 
complete experimental corroboration is still not possible, the simulation results 
presented here are valuable for understanding macroscopic phenomena including ion 
adsorption at interfaces and hydrodynamic properties in the earth subsurface.  
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Chapter 4 Liquid Ethanol Simulated on Crystalline Alpha 
Alumina 
The material presented in this section was published in 2013 in volume 117, 
pages 3829-3840 of The Journal of Physical Chemistry B. 
4.1 Abstract 
Equilibrium molecular dynamics simulations were employed to investigate the 
structural properties of interfacial liquid ethanol on two alumina surfaces – the 
(0001) and the (1102) terminations of -Al2O3 – both described using the CLAYFF 
force field. The resultant atomic density profiles show that ethanol molecules in the 
first monolayer are well ordered and that their distribution depends on the surface 
OH groups. A pronounced dipolar orientation is found for the ethanol molecules in 
the first layer and also, although to a smaller extent, among the ethanol molecules in 
the second molecular layer. The orientational distribution predicted for the methyl 
group of ethanol on -Al2O3
 
(1102) is consistent with that observed experimentally 
by Shen and coworkers (J. Phys. Chem. Lett. 2011, 2, 1831). The orientation of 
molecules in the second layer is opposite compared to that found in the first adsorbed 
molecular layer. Our simulations show long residence times and slowly decaying 
reorientation autocorrelation functions for ethanol molecules in the first adsorbed 
layer, suggesting that within the first adsorbed layer ethanol molecules are strongly 
coordinated with both -Al2O3 (0001) and -Al2O3
 
(1102) surfaces. Analysis of the 
hydrogen bond network confirms that preferential surface-ethanol interactions are 
responsible for such observations. 
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4.2 Introduction 
Ethanol is one of the most popular hydrogen-bonding and amphiphilic fluids. An 
increasing number of computer simulation studies focused on bulk liquid ethanol are 
being reported in the literature [111-117]. For example, Saiz et al. [111] employed 
MD simulations to study structure and dynamics of liquid ethanol at four 
thermodynamic states using the transferable Optimized Potential model for Liquid 
Simulations (OPLS) force field [66]. The results were in overall agreement with 
available experiments for, e.g., bulk density and diffusion coefficients [118-120]. 
The OPLS force field was also used by Wensink and coworkers [114] to study 
dynamical properties of water/alcohol mixtures. More computational demanding 
polarizable and flexible models have also been developed. Wang and Cann [116], 
e.g., used ab initio B3LYP/6-311++G(d,p) data to parameterize accurate force fields 
for ethanol. Although polarizable and flexible models appear to be essential for 
modelling complex biological systems [116, 121-124], Noskov et al. [115] showed 
that results for enthalpy of evaporation, molecular volume, dielectric constant, and 
self-diffusion coefficient obtained by implementing polarizable force fields are 
comparable to those obtained by using non-polarizable force fields. Noskov et al. 
[115] noted that polarizable force fields should be used to accurately predict the 
dielectric constant and minima in the self-diffusion coefficients for ethanol-water 
mixtures at various compositions. Nonpolarizable models are used in this study 
because we are primarily interested in the structure of ethanol at solid-liquid 
interfaces. 
Computational studies of liquid ethanol on solid substrates are somewhat scarce. 
Andoh and co-workers [125] conducted a series of NVT MD calculations for liquid 
ethanol on a fully hydroxylated silicon dioxide surface. The results showed the 
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formation of molecular clusters of hydrogen-bonded ethanol. Cooke et al. [126] 
investigated ethanol and water on the (1014) surface of calcite. A highly ordered 
adsorbed layer of ethanol was found to be stable even in the presence of water. 
Regarding experimental data, Rossetto et al. [127] recently studied the impact of 
ethanol on the adhesion of alumina surfaces in water. They found that the adhesive 
energy in aqueous solutions decreases as the ethanol concentration increases. The 
impetus for our work is based on recent experimental data reported by Shen et al. 
[37], who studied ethanol on the (1102) alumina surface using sum frequency 
vibrational spectroscopy (SFVS). We use equilibrium MD to study structural and 
dynamical properties of ethanol within thin liquid films formed on two alumina 
surfaces – (0001) and (1102) terminations of the hydroxylated -Al2O3 – under 
ambient conditions. Good agreement is observed between simulated and 
experimental data. Quantitative information regarding how the surface features affect 
adsorbed ethanol via preferential surface-ethanol interactions is discussed. 
4.3 Simulation Methods and Algorithms 
Two crystallographic faces of sapphire -Al2O3 (space group R3c) [98] – C-
plane (0001) and R-plane (1102) – were used to model the alumina surfaces. Both C- 
and R-plane surfaces are stable termination facets on natural sapphire crystals. 
Coustet et al. [128] determined that the C-plane surface is hydroxylated under humid 
atmospheres. The fully hydroxylated C-plane contains ~15 OH groups per square 
nanometer. Shen et al. [129] investigated the protonated surface structure of the R-
plane using SFVS. The hydroxylated R-plane shows three distinct OH species: one 
H-bonded OH associated with the Al2OH of the second oxygen surface layer, one H-
bonded OH, and one dangling OH associated with the AlOH2 group of the topmost 
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oxygen layer [129]. Shen et al. suggested that the separation distance between the 
second and third oxygen surface layers is reduced by ~0.55Ȧ compared than that of 
the bulk crystal, and by ~0.3Ȧ compared to that of the crystal truncation rod (CTR) 
model [130]. The model implemented herein reflects such recommendations. 
In Figure 4.1 we present the side view of the fully hydroxylated C-plane (0001) 
(left panel) with the surface normal (0001) and (1100) directions aligned with the Z 
and Y axis of the simulation box, respectively. We also show the fully hydroxylated 
R-plane (1102) (right panel), with the surface normal (1102) and (1101) directions 
aligned with the Z and Y axis of the simulation box, respectively. The top views of 
both substrates are shown in Figure 4.2. These are the substrates used in our 
simulations. The simulations were carried out in orthorhombic simulation boxes of 
constant volume. The X and Y dimensions of the simulation boxes reflect the 
periodicity of the solid crystalline substrate with values of 47.6 Ȧ (49.5 Ȧ) and 47.6 
Ȧ (46.08 Ȧ) for the C-plane (R-plane). The Z dimension was set to 300 Ȧ for both 
cases. 
A thin ethanol film is prepared along the Z direction, following the procedures 
of prior investigations [18-20, 31]. See Figure A.1 in Appendix A for a 
representative simulation snapshot of the simulated system. Using 2000 ethanol 
molecules, we created a thin film of ~ 94 Ȧ thickness. As the Z dimension of the 
simulation box was 300 Ȧ, and as the solid substrate thickness of C-plane and R-
plane sapphire surfaces were 11.91 Ȧ and 12.58 Ȧ, respectively, an empty gap exists 
between the thin film and the periodic image of the solid substrate, as in prior studies 
[19, 20, 31]. 
The CLAYFF force field was implemented to describe both alumina substrates 
[65]. The Optimized Potential for Liquid Simulation in the United Atom form 
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(OPLS-UA) [66] was implemented to describe ethanol. The methyl (CH3) and 
methylene (CH2) groups of ethanol are treated within the united atoms formalism. 
Bond lengths and angles in an ethanol molecule are kept fixed by implementing the 
LINCS algorithm [69]. 
Nonbonded interactions were modelled by means of dispersive and electrostatic 
forces. The electrostatic interactions were modelled by the Coulombic potential. 
Dispersive interactions were modelled with a 12-6 Lennard-Jones potential. The 
Lennard-Jones parameters for ethanol – ethanol and ethanol – alumina interactions 
were determined by geometric combining rules [64] from the values of pure 
components, while the Lorentz-Berthelot combining rules are used to compute the LJ 
parameters within the CLAYFF formalism to simulate alumina. The cutoff distance 
for all interactions was set to 9 Å. Long range corrections to electrostatic interactions 
were treated using the PME method [94]. 
All simulations were performed in the canonical ensemble (NVT) where the 
number of particles (N), the simulation volume (V), and the temperature (T) were 
kept constant. The simulated temperature was held at 298 K and controlled by a 
Nosé-Hoover thermostat [95, 96] with a relaxation time of 100 fs. Periodic boundary 
conditions were applied in all three directions. The simulation package GROMACS 
[68, 131] was used to solve the equations of motion by implementing the leapfrog 
algorithm with 1.0 fs time steps. The total simulation time was 25 ns. Data analysis 
was conducted over the last 5 ns of the simulations, after 20 ns of equilibration were 
completed. Equilibration was achieved when the density of ethanol in the center of 
the film approached the experimental bulk density at the same thermodynamic 
conditions.  
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Figure 4.1. Side view of the fully hydroxylated C-plane (0001) (left) and R-plane (1102) (right) 
sapphire surfaces. Green and red spheres represent aluminum and oxygen atoms in the bulk structure, 
respectively. For the C-plane, surface hydroxyl groups are illustrated using purple for oxygen and 
white for hydrogen atoms. For the R-plane, surface hydroxyl groups are illustrated using purple for 
the first oxygen surface layer, orange for the second and third oxygen surface layers, and white for 
hydrogen atoms. See text for a discussion regarding the different types of OH groups expected on the 
R-plane. 
 
  
Figure 4.2. Top view of the surface hydroxyl groups on the (0001) (left) and (1102) (right) -Al2O3 
surfaces. The color scheme for surface hydroxyl groups is the same as that in Figure 4.1. 
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4.4 Results and Discussion 
4.4.1 Atomic Density Profiles 
 
Figure 4.3. Methyl group (green solid curve), methylene group (red dot curve), oxygen (black dash 
curve) and hydrogen (blue double-dot dash curve) atomic density profiles of ethanol on the fully 
hydroxylated C-plane (left) and R-plane -Al2O3 (right) surfaces. In both panels we also report the 
density profiles for the center of mass of ethanol molecules (black solid curves). 
 
Figure 4.3 reports the atomic density profiles of methyl (CH3) (green solid 
curve), methylene (CH2) (red dot curve), oxygen (black dash curve), and hydrogen 
atoms (blue double dot dash curve) of ethanol molecules on the fully hydroxylated 
C-plane (left panel) and R-plane -Al2O3 (right panel) as a function of the vertical 
distance. For the C-plane, the reference (z = 0) corresponds to the top plane of the 
hydroxyl group oxygen atoms of the substrate; the reference (z = 0) for the R-plane is 
the plane of the topmost oxygen layer.   
The first methyl, methylene, oxygen and hydrogen peaks are formed on the C-
plane at 4.75, 3.45, 2.45, and 1.65 Ȧ from the surface, respectively. The methyl, 
methylene, oxygen and hydrogen peaks within the second layer appear at positions 
8.25, 8.55, 9.65, and 10.35 Ȧ, respectively. The results suggest that ethanol 
molecules found in the first adsorbed layer project their OH groups toward the 
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surface, while they extend their methyl groups toward the bulk liquid. This 
preferential orientation allows ethanol molecules to form HBs with the surface OH 
groups (according to a geometric criterion, HBs can exist when the distance between 
O and H atoms involved is 1.5 - 2.1 Ȧ [132-134]). 
The first methyl, methylene, oxygen, and hydrogen peaks are formed on the R-
plane at 3.95, 2.65, 1.65, and 1.05 Ȧ from the surface, respectively. The positions of 
the methyl, methylene, oxygen, and hydrogen peaks in the second layer appear at 
7.45, 7.75, 8.85, and 9.85 Ȧ, respectively. Even in this case ethanol molecules in the 
first layer orient their OH bond toward, and the methyl group away from the surface. 
The orientation of ethanol molecules within the second layer is opposite that on the 
first layer. 
The atomic density profiles obtained on the two substrates are qualitatively 
similar to each other. However, the first adsorbed layer on the R-plane is at a slightly 
shorter distance than that at which the first layer is found on the C-plane. For 
example, the first hydrogen peaks are observed at 1.05 Ȧ and 1.65 Ȧ from the two 
substrates, respectively. This might be a consequence of the choice of reference 
planes. A smaller methyl group peak within the first layer on the C-plane is also 
noticed. This peak might not be visible on the R-plane because in the latter the first 
methyl peak is wider than on the C-plane.  
The ethanol hydrogen atoms yield two well-pronounced density peaks near both 
surfaces. While the second peak at 2.75 Ȧ is very weak on the C-plane, on the R-
plane the second peak at 2.05 Ȧ becomes comparable to the first. This probably 
reflects a different HB network formed on the two substrates. Note also that the 
density profile for the O atoms of ethanol yields a single, narrow peak on the C-
plane, but it yields one peak followed by a pronounced shoulder on the R-plane. It is 
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curious that the density profile for the methyl group shows one peak, albeit wide, on 
the R-plane, but two peaks (the one closer to the surface much weaker than the other) 
on the C-plane. This suggests the possibility that excluded-volume effects might 
frustrate the packing of ethanol within the first adsorbed layer. 
The atomic density profiles indicate the formation of a well-defined first 
adsorption layer of ethanol on both the C- and R- surfaces, with the ethanol 
methylene groups found at 3.45 Ȧ and 2.65 Ȧ, respectively. The intensity of the 
density peaks within ~7 Ȧ from the R-plane is in general lower than that of the 
correspondent peaks found on the C-plane. However, the width of the density peaks 
on the R-plane is wider than that of the corresponding peaks on the C-plane. By 
integrating the density along the z direction, we confirmed that the number of ethanol 
molecules found within the first layer on the two substrates per unit surface area is 
approximately the same. 
The density profiles of Figure 4.3 show evidence for a second layer of ethanol 
on the C- and R-plane surfaces, formed at vertical positions of 8.55 Ȧ and 7.75 Ȧ, 
respectively (positions of the density peak for the ethanol center of mass). Within the 
second layer, on both substrates, the ethanol methyl group is found closer to the 
surface than all the other groups of ethanol. This is contrary to what is observed on 
the first layer, where the ethanol hydrogen atoms are closer to the surface than the 
methyl groups. It is likely that the OH groups of ethanol in the second layer are 
effectively repelled from the dense layer formed by the methyl groups of ethanol in 
the first adsorbed layer. The intensities and the widths of the corresponding density 
peaks observed on the two substrates are comparable, suggesting that the differences 
on the surface properties are only felt within the first adsorbed ethanol layer. 
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The atomic density profiles drop to zero between the first and second adsorption 
peaks on both substrates. These results are consistent with simulation data reported 
by Cooke et al. [126] and Andoh et al. [125], although these were conducted on 
calcite and silicon dioxide, respectively. 
The atomic density profiles on both surfaces become uniform as the vertical 
distance approaches 20 Ȧ, suggesting that both alumina substrates perturb interfacial 
ethanol for up to this distance and that bulk properties are recovered at larger 
distances. The bulk ethanol density obtained from our simulations is ~ 0.75 g/cm
3
, 
consistent with the simulation data reported by Andoh et al. [125] and ~ 4.5% lower 
than experimental data at the same thermodynamic conditions 298 K and 1 atm 
(0.785 g/cm
3
) [135].   
To quantify the structure of interfacial ethanol in terms of free energy profiles, 
we calculated the PMF for ethanol as a function of the distance from the surfaces. 
The results are shown in Figure A.2 of Appendix A. The PMF data, obtained from 
the density profiles of the ethanol center of mass [126, 136], are consistent with those 
reported for ethanol on the (1014) plane of calcite [126]. The effective attractive 
PMF obtained in correspondence to the first adsorbed layer (~-2.7 kBT and ~-2.1 kBT 
on C- and R-plane, respectively) is due in part to the propensity of the ethanol 
molecules to form hydrogen bonds with the hydroxyl groups available on both 
surfaces. In correspondence to the depleted layer in between first and second 
adsorbed layers, our PMF results show a significant repulsive barrier (~6.3 kBT and 
~5.0 kBT for C-plane and R-plane, respectively). The presence of this significant 
free-energy barrier suggests that ethanol molecules adsorbed within the first 
adsorbed layer are rarely able to exchange with molecules further from the surface, 
as confirmed below. 
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4.4.2 In-plane Radial Distribution Functions 
  
Figure 4.4. In plane CH3 – CH3 (top left), CH2 – CH2 (top right), oxygen-oxygen (bottom left), and 
hydrogen-hydrogen (bottom right) radial distribution functions for ethanol molecules within various 
ethanol layers on the alumina C-plane. 
 
In-plane RDFs were calculated between CH3 – CH3, CH2 – CH2, oxygen-
oxygen, and hydrogen-hydrogen of ethanol molecules to quantify the structural 
properties within the various adsorbed layers. Results are compared to those obtained 
in the bulk (i.e., far from the surfaces). For these calculations, following prior 
algorithms [18], only ethanol molecules found within a given slab parallel to the 
surface were considered. The thickness (z) of the slab was 5 Ȧ for the calculations 
show here. Bulk ethanol is identified as ethanol found at z > 20 Å from the 
substrates. 
In Figure 4.4, the results are presented for in-plane RDFs for ethanol in the first 
and second layers on the C-plane. Several pronounced peaks are observed in all 
RDFs within the first layer, suggesting a well-ordered molecular structure. The 
64 
 
results obtained in the second layer, as well as those obtained for bulk ethanol, are 
indicative of liquid structures with no pronounced order. These results indicate that 
C-plane alumina only perturbs the first adsorbed layer of ethanol (up to distances 
shorter than ~6 Ȧ). This is surprising when compared to the results for the polar 
orientation, discussed in Figure 4.3, which show ordered structure up to ~10-12 Ȧ 
from the surface.  
The most pronounced peak of all in-plane RDFs in the first layer on the C-plane 
is located at ~5 Ȧ. This distance corresponds to the first peak for gCH3-CH3(r) and 
gCH2-CH2(r), and to the second peak for gOO(r) and gHH(r). The results obtained within 
the second layer and in the bulk show that the most pronounced peak of the RDFs 
always corresponds to the first peak (found at 5 Ȧ for methyl-methyl and methylene-
methylene RDFs, but at shorter distances for O-O and H-H RDFs). This suggests that 
while in the bulk both the interactions between methyl and methylene groups and 
those between the hydroxyl groups are responsible for determining the liquid 
structure, in the first layer steric effects (dictated by methyl-methyl and methylene-
methylene interactions) assume a dominant role. The interactions between the 
hydroxyl groups of ethanol molecules are not as important as they are in the bulk 
because, as shown below, such groups interact preferentially with the solid substrate, 
rather than with other ethanol molecules. 
The results for in-plane gCH3-CH3(r), gCH2-CH2(r), gOO(r), and gHH(r) for ethanol on 
the R-plane are shown in Figure A.3 of Appendix A. Despite some differences due to 
the different packing of ethanol within the first adsorbed layer, the results are 
consistent with those found on the C-plane. 
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4.4.3 In-plane Density Distributions 
 
Figure 4.5. In-plane density distributions of CH3 groups (left panel) and O atoms (right panel) of 
ethanol molecules within the first adsorbed layer on the -Al2O3 C- (top) and R-plane (bottom). 
Densities are expressed in 1/Ȧ3. 
 
To visualize the organization of adsorbed ethanol molecules, we calculated the 
in-plane density distributions of methyl, methylene, oxygen, and hydrogen of ethanol 
molecules within the first adsorbed layer. The results are shown in Figure 4.5 for 
CH3 groups (left) and oxygen atoms (right) of ethanol on the C-plane (top panels) 
and R-planes (bottom panels). The complete sets of results are shown in Figures A.4 
and A.5 of Appendix A. In general, on both substrates the in-plane distribution of the 
methyl groups is representative of the in-plane distribution of CH2 groups, while that 
of O atoms is representative of that of H atoms. Because the results above suggest 
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disordered liquid structure for ethanol molecules within the second layer, only 
ethanol molecules within the first layer were used for the present calculations. 
The results in Figure 4.5 suggest that ethanol molecules occupy specific 
adsorption sites on each of the alumina surfaces. The resulting structures show high 
degrees of order, which is consistent with the in-plane RDFs discussed above. Some 
differences can be observed between the two substrates. On the C-plane the distance 
between each preferential adsorption site is ~5 Ȧ (consistent with RDF results), 
whereas the distance between surface hydroxyl groups is ~2.5 Ȧ. It is likely that the 
size of ethanol molecules prevents them from interacting with all hydroxyl groups 
available on the substrate. Also on the R-plane the minimum distance between two 
methyl preferential adsorption sites is ~5 Ȧ. However, next neighboring preferential 
adsorption sites for O atoms on the R-plane are located at distances of both ~2.5 Ȧ 
and ~5 Ȧ. 
To visualize the structure of the adsorbed ethanol, in Figure A.6 of Appendix A, 
we report top and side views of representative simulation snapshots obtained for 
ethanol on the C- and on the R-plane. The snapshots reconcile why the preferential 
adsorption sites for all ethanol groups on the C-plane yield hexagonal patterns, while 
on the R-plane CH3 and CH2 groups yield hexagonal structures, but O and H atoms 
do not. These differences are due to different HB networks formed between adsorbed 
ethanol and the solid substrates, as discussed in the next section. 
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4.4.4 Hydrogen Bond Network 
 
Figure 4.6. In-plane density distribution of hydrogen bonds formed between ethanol molecules in the 
first adsorbed layer and the hydroxyl groups present on the C- (left panel) and R-plane (right panel). 
Densities are expressed in 1/Ȧ3. 
 
To relate the distribution of ethanol in the first adsorbed layer to that of the 
surface hydroxyl groups, we calculated the density distribution of hydrogen bonds 
formed between the surface OH groups and ethanol on both the C- and R- planes. A 
geometric criterion was used to identify one hydrogen bond. According to this 
criterion a hydrogen bond is formed when the angle OH…O is larger than 150º and 
the O…H distance is between 1.5 Ȧ and 2.1 Ȧ [132-134]. The results, shown in 
Figure 4.6, suggest that while on the C-plane many surface-ethanol HBs form in 
locations correspondent to the preferential adsorption of oxygen and hydrogen atoms 
of ethanol (compare the left panel of Figure 4.6 to the top right panel of Figure 4.5), 
the same is not necessarily observed on the R-plane (compare the right panel of 
Figure 4.6 to the bottom right panel of Figure 4.5). Visualizing representative 
simulation snapshots (Figure 4.7) we confirm that these differences occur because on 
the C-plane each adsorbed ethanol forms one HB with one surface hydroxyl group. 
On the R-plane one adsorbed molecule can form one HB with one OH group, but 
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also two HBs with two neighboring surface OH groups. These OH groups are found 
in correspondence to two different relative positions with respect to the surface 
AlOH2 groups. 
Our results also show that the density of HBs formed between ethanol and the R-
plane (~0.07 H-bonds per A
2
) is higher than that of HBs formed between ethanol and 
the C-plane (~0.05 H-bonds per A
2
). 
 
Figure 4.7. Simulation snapshots of selected ethanol molecules in the first adsorbed layer on the C- 
(left) and the R-planes (right). Only a few atomic surface hydroxyl groups are shown for clarity. The 
first adsorbed layer of ethanol is defined by those ethanol molecules whose center of mass is found at 
vertical distances less than 5 Ȧ from the substrate (see density profiles). Cyan, red and white spheres 
represent alkyl groups, oxygen, and hydrogen atoms of ethanol molecules, respectively. Surface 
hydroxyl groups are shown with green, purple, and white spheres for aluminum, oxygen, and 
hydrogen atoms, respectively. Black dot lines represent the H-bonds formed between ethanol 
molecules and the surface OH groups. Red dot lines represent the H-bonds formed between ethanol 
molecules. Note that, in agreement with the density profiles, the oxygen atoms of ethanol are found 
closer to the top-most layer of oxygen atoms of the R-plane (right) than to those of the C-plane (left). 
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Figure 4.8. Left: Density profiles of ethanol-ethanol hydrogen bonds as function of the distance z 
from the C- (blue) and R-plane (red). Right: Ratio between the density of ethanol-ethanol hydrogen 
bonds to that of ethanol molecules as a function of the distance z from both substrates.  
 
In Figure 4.8 we report the density profile of ethanol-ethanol HBs as a function 
of the distance z from the C- and R-plane. The most important observation is that 
many ethanol-ethanol HBs form between molecules found in the first layer adsorbed 
on both substrates (data more evident on the R-plane). This result is at first sight 
surprising, given the discussion concerning ethanol-surface HBs. However the two-
dimensional RDFs (see Figure 4.4) suggest that the position of the first peak in both 
O-O and H-H profiles are at distances comparable to those observed in the bulk, 
although their intensity is significantly lower. The simulation snapshots (Figure 4.7) 
show that the well-ordered ethanol molecules within the first adsorbed layers can 
form ethanol-ethanol HBs. To quantify the ability of ethanol molecules to form HBs 
with other ethanol molecules as a function of the distance from the interface, we 
calculated the ratio between the density of ethanol-ethanol HBs and that of ethanol 
molecules at each position. The results are shown in the right panel of Figure 4.8. 
Near both surfaces the ratio is less than 1, and it increases to unity at large 
separations. We conclude that each ethanol in the bulk form two HBs with other 
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ethanol molecules (one as donor, one as acceptor), while one out of every three 
ethanol molecules is engaged via HBs with other ethanol molecules near the R-plane 
(one out of six near the C-plane). Ethanol molecules within the adsorbed layer prefer 
to form HBs with the surface OH groups. This behaviour contrasts that of water, for 
which our simulations on the C-plane suggest the possibility of forming numerous 
water-water HBs, in addition to water-surface ones [19].  
4.4.5 Ethanol Orientation 
We computed azimuthal and polar angles of the symmetric axis of the methyl 
group and of the OH group of each ethanol molecule with respect to the (1101) 
direction and the surface normal (1102) (R-plane), or the (1100) direction and the 
surface normal (0001) (C-plane), as described pictorially in Figure A.7 of Appendix 
A. The symmetric axis of the methyl group connects CH3 and CH2 in one ethanol 
molecule. 
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Figure 4.9.   Probability distribution for CH3 (top left panel), CH3 (top right panel), OH (bottom left 
panel) and OH (bottom right panel) in the first and second layers, as well as in the bulk. CH3 and OH 
are the azimuthal angles of the symmetry axis of the methyl CH3 group and of the OH groups with 
respect to the (1101) direction, respectively. CH3 and OH are the polar angles with respect to the 
surface normal (see Figure A.7 for schematic). 
 
We begin the discussion with the R-plane, because experimental data are 
available to validate our predictions. The probability distribution of azimuthal and 
polar angles for the methyl and the OH symmetry axis are shown in Figure 4.9, top 
and bottom panels, respectively. We point out that it is difficult to determine the 
orientation of the ethanol vector 𝑂𝐻⃗⃗⃗⃗⃗⃗⃗ within the first layer by experimental SFVS, as 
discussed by Shen et al. [37]. Such information can however be extracted from our 
simulations to complement the experimental observations. We report the results 
obtained for ethanol molecules in the first and second adsorbed layers, as well as for 
bulk ethanol. Ethanol molecules in the first layer orient such that the azimuthal angle 
72 
 
for the symmetry axis of the methyl group is preferentially ~1255 and the polar 
angle ~285. These data compare well with the experimental values reported by 
Shen et al. [37]. These authors employed SFVS to sample the orientation of a 
monolayer of ethanol at the R-plane – air interface. The results were consistent with 
azimuthal and polar angles of ~1328 and ~387, respectively. When the 
experiments were repeated for liquid ethanol at the R-plane interface, the results still 
showed a strongly oriented first adsorbed layer with similar orientations (with 
ethanol orientation consistent with the one observed for the monolayer case) and an 
ordered second adsorbed layer. Thermal motion was found to affect the second layer 
much more than the first. Considering that in our simulations ethanol molecules in 
the first adsorbed layer interact with those in the second layer, agreement with 
experiments appears satisfactory. 
Regarding the orientation of the OH group, in the first layer its azimuthal angle 
is found to be preferentially ~5 and ~58, while the polar angle is preferentially 
~138 and ~98. These two peaks are representative of the two structures of ethanol-
surface HBs, shown in Figure 4.7. 
The azimuthal orientation of both methyl and OH groups of ethanol molecules in 
the second adsorbed layer is similar to that found in the bulk. However, the polar 
orientation of the symmetry axis of the methyl CH3 group with respect to the surface 
normal (1102) in the second layer shows preference for a polar angle at ~113. The 
polar orientation of the OH group in the second layer is also different compared to 
that found in the first adsorbed layer. These differences reflect the fact that ethanol 
molecules in the first adsorbed layer project their OH group toward the surface, 
while those in the second layer project the OH group away from the surface, as 
discussed above (see Figure 4.3). 
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Figure 4.10. Same as Figure 4.9, for ethanol on the C-plane. 
 
In Figure 4.10 we present the results for the orientation of ethanol molecules 
adsorbed on the C-plane. Different orientations compared to those discussed on the 
R-plane are clearly evident. For example the symmetry axis of the methyl groups in 
the first layer preferentially point along the backward direction with respect to the 
(1100) vector. The probability distribution for the polar orientation of the methyl 
symmetry axis for ethanol in the first layer shows two preferential orientations, ~28° 
and ~98°. Consistent with the density distributions of Figure 4.3, these data suggest 
that the symmetry axis of the methyl group points away from the C-plane, with a 
slight probability of maintaining the methyl symmetry axes parallel to the substrate. 
Ethanol molecules in the second layer do not show a preferential azimuthal 
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orientation for the methyl symmetry axis, while the polar angles show a preference at 
~113°.  
Results for the preferential orientation of the 𝑂𝐻⃗⃗⃗⃗⃗⃗⃗ vector of ethanol suggest that 
also on the C-plane this vector either points toward the surface or remains 
approximately parallel to it. The results obtained in the second layer suggest a 
different orientation, with many OH bonds parallel to the surface. These data are 
similar to those obtained on the R-plane. 
4.4.6 Dynamical Properties 
 
Figure 4.11. Residence autocorrelation functions CR(t) for the methylene group of ethanol molecules 
within the first (blue solid curve) and second adsorbed layers (red dot curve). Data obtained in the 
bulk are shown for comparison (black solid curve). Results are shown for ethanol on the C-plane (left 
panel) and on R-plane (right panel), respectively. 
 
To quantify how long ethanol molecules remain in contact with the alumina 
surfaces, we computed the residence autocorrelation function CR(t) within first and 
second adsorbed layers (for a discussion on the method, see ref. [31]). The faster the 
autocorrelation function decays to 0, the shorter ethanol molecules stay in a specific 
hydration layer. The thickness of one layer was considered to be 5 Ȧ. For 
comparison, we also computed the residence autocorrelation function for ethanol 
molecules in a layer far from the surface (i.e., ‘bulk ethanol’). We computed CR(t) 
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for methyl, methylene, oxygen, and hydrogen belonging to ethanol. The results were 
statistically identical, and only results for CH2 are shown in Figure 4.11. In the left 
and right panels we show results obtained on the C- and R-plane, respectively. 
The results suggest that ethanol molecules adsorbed in the first layer do not 
leave either substrate within the 80 ps of the analysis (CR(t) was calculated in the first 
layer on both substrates for up to 2 ns, and very slow decay was observed). The 
ethanol molecules in the second layer are much more mobile compared to those in 
the first layer, but they show a much longer residence time than ethanol molecules in 
the bulk. Based on results for density profiles and surface-ethanol PMF, it was 
expected that ethanol molecules would remain in contact with the two substrates for 
very long times. It was however not obvious that ethanol molecules in the second 
layer would also show reduced exchange rate with ethanol molecules in the bulk. 
This might be due to the fact that ethanol molecules in the first adsorbed layers 
provide a very tight structure, on which ethanol molecules form a second adsorbed 
layer. 
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Figure 4.12. Top: Reorientation autocorrelation functions for OH group of ethanol molecules within 
the first (black solid curve) and second adsorbed layers (red dot curve). Bottom: Reorientation 
autocorrelation functions of the symmetry axis of the methyl CH3 group of ethanol molecules within 
the first (black solid curve) and second adsorbed layers (red dot line). Results obtained on the C- and 
R-planes are shown in the left and right panels, respectively. Results for bulk ethanol are shown for 
comparison (blue dashed curve).  
 
To quantify the rotational dynamics of ethanol molecules as a function of the 
distance from the substrate, we calculated the reorientation autocorrelation function 
[17]:  
          (4.1) 
In eq. (4.1)  is either the vector 𝑂𝐻⃗⃗⃗⃗⃗⃗⃗ or the symmetric axis of the methyl group 
of one ethanol molecule. The faster the ACF decays to zero, the more quickly 
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ethanol molecules change their orientation. Ethanol molecules in the first and second 
adsorbed layers are considered and compared in Figure 4.12 to results obtained for 
bulk ethanol. The results are shown for ethanol on the C- (left) and R-plane (right). 
As expected, on both surfaces our results suggest that ethanol molecules in the first 
layer rotate more slowly than those in the second layer and much more slowly than 
those in the bulk. We note that in the first layer the symmetry axis of methyl group 
changes its orientation faster than the vector 𝑂𝐻⃗⃗⃗⃗⃗⃗⃗. This is due to the HBs between 
ethanol and the surfaces, which are difficult to break and thus slow down the OH 
rotation. We also note that both rotational ACFs for ethanol in the first adsorbed 
layer on either substrate decay much faster than the residence autocorrelation 
function in Figure 4.11. This suggests that HBs form and break more frequently than 
ethanol molecules leave the first adsorbed layer. 
Both rotational ACFs decay more slowly for ethanol molecules within the first 
adsorbed layer on the R-plane than on the C-plane. This is probably related to the 
higher density of ethanol-surface HBs detected on the R-plane. Results on the second 
layer are not significantly different on the two substrates.  
Although the structure of ethanol molecules in the second adsorbed layer is for 
the most part similar to that observed for bulk ethanol (except for its preferential 
orientation), results for the dynamics show that the residence time of ethanol 
molecules within this layer is much longer than that in the bulk, and that the 
orientational diffusion is slightly slower than that observed in the bulk. 
4.5 Conclusions 
Molecular dynamics simulations were conducted to study structure and 
dynamics of liquid ethanol within thin films supported on the C-plane and R-plane 
alumina surfaces under ambient conditions. The results show that ethanol molecules 
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in the first adsorbed layer have a pronounced order, reflecting the structure of the 
substrates and the possibility of forming hydrogen bonds with the surface OH 
groups. A significant orientational order is observed within the first adsorbed layer 
on both surfaces with the methyl groups preferentially projecting toward the bulk and 
the OH groups forming hydrogen bonds with both the solid substrates and other 
ethanol molecules (to a much lesser extent). The preferential orientation of ethanol 
molecules within the first adsorbed layer on the R-plane is consistent with 
experimental sum frequency vibrational spectroscopy data. Also consistently with 
experiments, we found that ethanol molecules show some order within the second 
adsorbed layer, but to a much lesser extent compared to results obtained for ethanol 
in the first adsorbed layer on both C- and R-planes. Our results suggest that those 
molecules in the first adsorbed layer seldom leave, and that their rotational diffusion 
is hindered compared to bulk values, probably because of preferential hydrogen 
bonds with the substrates. As suggested by Catalano et al. [137-139] in the case of 
water, our results can be explained by the formation of a complex hydrogen-bonded 
network between adsorbed ethanol and the supporting solid substrates. The results 
presented here could be useful to advance our understanding regarding the behaviour 
of hydrogen-bonding and amphiphilic molecules in contact with materials of both 
technological and geological importance. Applications that could benefit from this 
understanding include industrial, geophysical, petroleum, and environmental ones. 
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Chapter 5 Preferential Adsorption from Liquid Water-Ethanol 
Mixtures in Alumina Pores 
The material presented in this section was published in 2014 in volume 30, 
pages 8066-8077 of Langmuir. 
5.1 Abstract 
The sorptivity, structure and dynamics of liquid water-ethanol mixtures confined 
in alumina pores were studied by molecular dynamic simulations. Due to an effective 
stronger attraction between water and the alumina surface, our simulations show that 
water is preferentially adsorbed in alumina nanopores from bulk solutions of varying 
composition. These results are in good qualitative agreement with experimental data 
reported by Rao and Sircar (Adsorpt. Sci. Technol. 1993, 10, 93). Analysis of the 
simulated trajectories allows us to predict that water diffuses through the narrow 
pores more easily than ethanol, in part because of its smaller size. Our results suggest 
that ethanol has an anti-plasticization effect on water within the narrow pores 
considered here, whereas it has a plasticization effect on water in the bulk. Rao and 
Sircar suggested that alumina could be used in concentration swing and/or 
concentration-thermal swing adsorption processes to separate water from ethanol. In 
addition, our results suggest the possibility of using alumina for manufacturing 
permselective membranes to produce anhydrous ethanol from liquid water-ethanol 
solutions.  
5.2 Introduction 
Aqueous mixtures of alcohols are prevalent hydrogen-bonding fluid mixtures. 
They can be applied as water-based fracturing fluids to stimulate subsurface 
formations in the practice of hydraulic fracturing; they might reduce fracturing fluid 
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leak off and enhance fluid recovery [4]. The recent push for ethanol as an additive to 
gasoline in the United States has focused community interest in the production of 
anhydrous ethanol [42, 43]. In fact, water is always present in ethanol produced from 
the fermentation of biomass, and it is also found in ethanol produced via the catalytic 
hydration of ethylene. Traditional distillation processes are problematic because 
ethanol and water yield an azeotrope at the 89.4:10.6 molar ratio, 78.2C, and 1 atm 
pressure [44] (azeotropic distillation is required, which is energy intensive [45]). 
Among alternative processes [46], the advent of molecular sieves has rendered 
feasible the implementation of membrane-based separations, which allow selective 
removal of water from water-ethanol mixtures. Zeolites are often used for these 
applications. For example, membranes based on zeolite 3A are widely employed 
industrially [47]. One can use hydrophobic zeolites, such as silicalite, or hydrophilic 
ones, such as NaA, depending on whether ethanol or water permselectivity is 
required, respectively. Molecular simulations can be used for better understanding 
these processes. Yang et al. [140] employed grand canonical Monte Carlo (GCMC) 
and NVT MD techniques to study the preferential adsorption and diffusion from a 
water-ethanol gaseous mixture in a silicalite crystal. The results were consistent with 
the experimentally observed selective adsorption of ethanol [48, 49]. Kuhn et al. 
[141] studied the adsorption and diffusion of water and ethanol in all-silica DD3R 
zeolites. Their experiments and simulations suggested that the ability of the material 
to separate water from ethanol is due to the fast diffusivity of water through the 
porous matrix. Zhang and Liu [142] recently reported that a membrane based on 
NaA zeolites shows excellent performance for the removal of water from water-
ethanol mixtures. Although many studies focused on the separation of water from 
ethanol using various membranes based on zeolites [47, 50, 140-142],  polymers [51, 
81 
 
52], etc., little is known about the molecular structure and dynamics of water-ethanol 
mixtures within the pores present in these materials. Understanding how confinement 
affects preferential adsorption, structure, and dynamics of water-ethanol mixtures 
might lead to the design of membranes that yield improved selective separation while 
requiring a milder pressure drop than zeolite-based membranes. For these studies to 
be effective, it would be desirable to compare the properties of the confined systems 
to those observed for bulk fluids. Some studies have been reported for liquid water-
ethanol mixtures in the bulk. Wensink et al. [114] investigated alcohol and water 
mixtures to determine the relation between transport properties at the molecular 
(diffusion and rotational mobility) and macroscopic (viscosity) levels. Mejia and 
coworkers [143] employed quantum chemical topology (QCT) and MD simulations 
to study water-ethanol clusters near the azeotropic composition.  
In this study, we employ equilibrium MD simulations to examine the 
preferential adsorption of water-ethanol mixtures in 1 nm slit-shaped hydroxylated 
-Al2O3 pores under ambient conditions from bulk liquid mixtures. This system was 
chosen because Rao and Sircar showed experimentally that alumina can 
preferentially adsorb water [144], and because we have conducted prior simulations 
for both liquid water and liquid ethanol in contact with an alumina substrate that 
appear to be consistent with experimental data [19, 37, 144, 145]. We investigate 
here the structural and dynamical properties of ethanol and water under confinement 
as opposed to in the bulk to understand the transport mechanisms in the pores and 
quantify the potential application of porous alumina as membrane materials for 
producing anhydrous ethanol. 
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In the remainder of this paper, we first describe the simulation model and 
algorithms, we discuss our results, and we then summarize the main observations 
obtained from our atomistic modeling effort. 
5.3 Simulation Methodology 
Alumina pore surfaces were modelled as crystallographic faces of sapphire -
Al2O3 (space group R3c) – C-plane (0001) [98]. Within our simulation box, two 
alumina slabs were considered, facing each other along the Z direction to represent a 
slit-shaped pore. The slit shape is a realistic pore geometry for alumina pores [146-
148]. All the nonbridging oxygen atoms were protonated to obtain a chemically 
realistic surface [128]. The surface area of each slab is 91.3590.6845 Ȧ2 (X – Y 
plane). The simulation box is periodic in the X, Y, and Z directions. The Y 
dimension of the simulation box reflects the periodicity of the solid crystalline 
substrate (90.6845 Ȧ). The X and Z dimensions were set to ~400 Ȧ and 33.82 Ȧ, 
respectively. The large X size allows for the formation of a ‘bulk’ phase far from the 
solid material. Along the X direction we allow for the formation of a vacuum of 
~200 Ȧ width. This allows us to maintain the pressure in the liquid system at near 
ambient conditions. The Z dimension is chosen to allow for the formation of a slit 
pore of width 10 Ȧ (the pore width refers to the center-to-center distance between 
surface hydroxyl oxygen atoms of the two alumina slabs across the pore). It is known 
that both pore geometry and pore size strongly impact structural and dynamical 
properties of confined fluids. The width of 10 Ȧ is chosen in this work because it is 
large enough for both ethanol and water to enter the pore, which allows us to 
examine the competitive adsorption and differential diffusion of ethanol and water 
inside the pore. Due to periodic boundary conditions, the alumina slit pores are 
effectively infinite along the Y direction. Simulations were carried out for six 
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mixtures at water/ethanol composition of 10/90, 20/80, 30/70, 50/50, 70/30, and 
80/20 (mol/mol). The total number of molecules was constant for all systems. The 
number of water and ethanol molecules used in each simulation is listed in Table 5.1. 
All simulations were initiated by conducting short runs in which liquid ethanol was 
the only component. These simulations were conducted to fill the pores with ethanol. 
After these systems approached equilibrium, water molecules were added into the 
bulk volumes, in the desired amount. 
The CLAYFF force field [65], the OPLS-UA [66], and the rigid SPC/E model 
[67] were implemented to describe the alumina pore, ethanol, and water, 
respectively. Non-bonded interactions were modelled by means of dispersive and 
electrostatic forces. The electrostatic interactions were modelled by the Coulombic 
potential. Dispersive interactions were modelled with a 12-6 Lennard-Jones 
potential. The Lennard-Jones parameters for unlike interactions were determined by 
the Lorentz-Berthelot combining rules [64] from the values of like components. The 
cutoff distance for all interactions was set to 9 Å. Long-range corrections to 
electrostatic interactions were treated using the PME method [94].  
All simulations were performed in the canonical ensemble NVT where the 
number of particles (N), the simulation volume (V), and the temperature (T) were 
kept constant. The simulated temperature was held at 298 K and controlled by a 
Nosé-Hoover thermostat [95, 96] applied to all components with a relaxation time of 
100 fs. Building on prior results, only hydrogen atoms of pore surface hydroxyl 
groups were allowed to rotate, whereas all other atoms of alumina pores were kept 
rigid. The equations of motion were solved by implementing the leapfrog algorithm 
[97] with 1.0 fs time steps. The simulation package GROMACS [68, 131] was used 
for performing the simulations. The total simulation time was 300 ns for each 
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system. Data analysis was conducted over the last 20 ns of the simulations, after 280 
ns of equilibration were completed. These long simulations were required to 
equilibrate the systems. Equilibration was considered achieved when the densities of 
water and ethanol within the pore remained constant. We also conducted additional 
simulations in which water molecules were preadsorbed inside the alumina pores and 
ethanol molecules were in the bulk. We confirmed that the final configurations were 
consistent with those obtained when a different initial configuration was used, 
strongly suggesting that the results presented are representative of equilibrated 
systems.  In Figure 5.1 we report the side view of the alumina pore in contact with 
20/80 (mol/mol) water/ethanol mixture at 298K after the system reached equilibrium. 
Although water molecules were added to the bulk liquid, they were found to 
gradually substitute for ethanol previously adsorbed in the alumina pore. This 
suggests that water is more favourably adsorbed in the alumina pores considered here 
than ethanol. To better understand the results obtained when the liquid mixtures are 
in contact with the alumina pores, we conducted a few simulations for fluids on one 
freestanding alumina surface. 
Table 5.1. Number of water and ethanol (EtOH) molecules per each system simulated.  
System 
Water/EtOH 
(mol/mol) 
Number of Water 
Molecules 
Number of Ethanol 
Molecules 
I 10/90 500 4500 
II 20/80 1000 4000 
III 30/70 1500 3500 
IV 50/50 2500 2500 
V 70/30 3500 1500 
VI 80/20 4000 1000 
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Figure 5.1. Representative simulation snapshot for the 20/80 (mol/mol) water/ethanol mixture in 
contact with the protonated -Al2O3 alumina pore at 298K. Red and white spheres represent oxygen 
and hydrogen atoms in water molecules, respectively. Cyan, yellow, and white spheres represent alkyl 
groups, oxygen, and hydrogen atoms in ethanol, respectively. Green, tan, and silver spheres represent 
aluminum, oxygen atoms, and hydroxyl groups in alumina, respectively. Water molecules are 
enlarged for clarity. 
 
5.4 Results and Discussion 
5.4.1 Liquid Mixtures in Contact with Freestanding Alumina 
To understand if water molecules can displace ethanol molecules within the -
Al2O3 (0001) pores even when ethanol is already adsorbed, as suggested by the 
snapshot of Figure 5.1, we calculated the isosteric heat of adsorption for ethanol and 
water on a freestanding alumina surface at infinite adsorbate dilution (i.e., the 
isosteric heat of adsorption in the Henry’s law region). The algorithm implemented is 
explained in detail in Appendix B. The calculated heat of adsorption for water on 
alumina at 298K (52.12 kJ/mol) is much higher than that obtained for ethanol (29.17 
kJ/mol), confirming that the alumina surface effectively attracts water molecules 
much more strongly than it does ethanol molecules. Note that our results for water on 
alumina are consistent with those reported by Kittaka et al. [149] for water on the 
hydroxylated C-plane of -Al2O3. Our estimates are also in good agreement with the 
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experimental heat of adsorption reported by Rao and Sircar for water on alumina in 
the Henry’s law region (54.39 kJ/mol) [144].  
Because gas phase results can differ from results in condensed phases, we also 
calculated the effective PMF as a function of the distance between one molecule and 
the -Al2O3 (0001) surface. We considered one water molecule as it approaches the 
alumina surface covered by ethanol (system A), one water molecule as it approaches 
the alumina surface covered by ethanol and a few water molecules already adsorbed 
on alumina (system B), and one ethanol molecule as it approaches the alumina 
surface covered by water (system C). Details about the method for PMF calculations 
are illustrated in Appendix B. The PMF results for systems A and C (illustrated in 
Figure B.1 of Appendix B) indicate that as the various molecules approach the 
surface they encounter a relatively large free-energy barrier before they adsorb on the 
surface. Once they adsorb on the surface, the PMF exhibits a minimum, which 
depends on the system. The depth of the free-energy well corresponding to 
adsorption for systems A and B (~-1.4 and ~-1.8 kcal/mole, respectively) is much 
larger than that obtained for system C (~-0.01 kcal/mole). This suggests that water is 
preferentially adsorbed on alumina. The PMF obtained for system B is more 
attractive than that obtained for system A. This is likely due to the formation of HBs 
between the water molecule approaching the surface and the water molecules already 
adsorbed on it. The large energy barrier encountered for the molecules to adsorb 
suggests that, once water molecules are adsorbed on alumina, they tend not to 
desorb. Comparing the free-energy barrier obtained for systems A and B, our results 
suggest the free-energy barrier is much lower when a few water molecules are 
already adsorbed on alumina. This suggests that the rate-limiting step for water 
adsorption on an ethanol-covered alumina corresponds to the adsorption of the first 
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few water molecules, after which adsorption proceeds very fast, and the entire 
alumina surface can be easily covered by water. We do not dwell further along this 
qualitative analysis, as this paper is focused on alumina pores. 
5.4.2 Liquid Mixtures in Contact with Narrow Alumina Pores 
5.4.2.1 Selective Adsorption of Water 
In Table 5.2 we show the overall molar ratio of water and ethanol for the various 
systems investigated in which a liquid mixture was in contact with the 1 nm – wide 
alumina pore. In the same table we also report the simulation results for the molar 
composition in the bulk and within the pore after equilibrium has been reached for 
the six systems investigated. In all cases our results show that water preferentially 
adsorbs within the pore. For the dehydration of ethanol, it is worth pointing out that 
the equilibrium partition can yield a bulk mixture of composition beyond the 
azeotropic point (9/91) when the overall system composition at the beginning of the 
simulation is below this point (20/80). As this preferential adsorption renders 
azeotropic distillations not necessary, our results suggest that the use of alumina 
pores as an adsorbent could aid the dehydration of ethanol at ambient conditions 
(298K). 
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Table 5.2. Overall system composition (ratio of water to ethanol molecules), composition of the bulk 
phase after 280 ns of simulation, and composition of the liquid mixture inside the alumina pore. 
Simulations conducted at 298 K.  
System 
Overall System 
Composition (water to 
ethanol molecular ratio) 
Bulk Mixture Molecular 
Composition After 
Adsorption 
Molecular 
Composition of 
the Confined 
Mixture 
I 10/90 6/94 32/68 
II 20/80 9/91 60/40 
III 30/70 12/88 82/18 
IV 50/50 24/76 95/5 
V 70/30 51/49 98/2 
VI 80/20 68/32 99/1 
  
   
Figure 5.2. (Left) Equilibrium surface excess of water for the liquid ethanol – water mixtures 
adsorbed within the simulated alumina pore. (Right) Selectivity of water adsorption over ethanol. 
Different symbols are for different data sets. The results from the present simulations at 298K are 
shown as blue diamonds, those from experiments [144] at 303 K as red circles. 
 
89 
 
To facilitate comparison against experiments, in the left panel of Figure 5.2 we 
present the surface excess of water within the simulated alumina pore at 298 K as a 
function of the composition of the water-ethanol mixture after adsorption has reached 
equilibrium. Following Matranga et al. [150, 151], the water surface excess is 
defined as: 
S
VN
n
bulkporeporee
OH

2        (5.1) 
In eq. (5.1), n
e
H2O is the equilibrium surface excess of water; Npore is the number 
of water molecules adsorbed inside the pore; Vpore is the volume of the alumina pore; 
bulk is the equilibrium bulk density of water in the equilibrated water-ethanol 
mixture; S is the surface area of the adsorbent (the surface area for our simulated 
system is ~ 166 nm
2
, while the specific surface area of the activated alumina used in 
Rao’s works, Alcoa H152, is ~176 m2/g [152]). Note that although eq. (5.1) focuses 
on the surface area of the adsorbent, all molecules within the pore volume are used 
for the calculation. As the pore used in our simulations is only 1 nm in width, it can 
be argued that most of the water molecules present within it are interacting with the 
alumina surfaces. Should the pores be wider, water molecules near the center of the 
pore are likely not to interact with the surfaces. To reconcile experimental and 
simulated data, we considered experimental values per gram of porous adsorbent, 
knowing that the specific pore volume for the materials used by Rao and Sircar was 
~ 0.666 cm
3
/g [144].  
As shown in Figure 5.2, left, the simulated surface excess of water obtained in 
this study shows a trend similar to that of the experimental data reported by Rao and 
Sircar [144]. Although the agreement is not quantitative, both simulated and 
experimental curves show a maximum in surface excess at mole fraction x  0.25. It 
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is noted that the surface excess predicted by our simulations is in general lower than 
that reported experimentally (compare, for example, the maximum surface excess, 
which is ~0.015 mmol/m
2
 in the simulations and ~0.020 mmol/m
2
 in the 
experiments). Because our simulations suggest that the preferential adsorption of 
water within the alumina pore is a phenomenon driven by preferential surface-water 
interactions, it is possible that the difference between experimental and simulated 
results in excess water adsorption is due to the available specific surface area of 
alumina adsorbent, which is much smaller in our simulations (-alumina) than in the 
experiments (-alumina). The different surface densities of OH groups (larger in -
alumina) certainly contribute to the differences seen in Figure 5.2. Despite these 
differences, however, it is encouraging that both experimental and simulated results, 
when expressed in the form of excess surface adsorption of water, consistently show 
an inverted asymmetric U shape. Water is selectively adsorbed within the alumina 
pores, in particular on the alumina surfaces, at all bulk compositions.  
We also calculated the selectivity of water adsorption, defined as [151, 153]:  
OH
EtOH
a
EtOH
a
OH
x
x
x
x
s
2
2          (5.2) 
In eq. (5.2) x
a
H2O and x
a
EtOH are the mole fractions of water and ethanol, 
respectively, in the adsorbed phase (inside the pore) at equilibrium and xH2O and 
xEtOH are the corresponding equilibrium bulk mole fractions. The results from our 
simulations are shown as blue tilted squares in the right panel of Figure 5.2. Because 
experimental data are available in the range of water mole fractions less than 0.5, we 
only show results obtained when the equilibrium bulk water concentration xH2O is < 
0.52. When compared to results reported experimentally for zeolite A, which can 
yield water adsorption selectivity as high as 10,000 [142, 154, 155], our simulations 
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only show moderate selectivity for water adsorption. However, our data are 
qualitatively comparable to the experimental data reported by Rao and Sircar (also 
shown in Figure 5.2). Both experimental and simulated data show that selectivity 
increases with bulk water mole fraction. Our results are in quantitative agreement 
with experiments at low bulk water mole fractions (xH2O < 0.07), but increase much 
faster as the bulk water mole fraction increases. As will be discussed in detail below, 
our simulations suggest that water adsorption selectivity is due to preferential water 
adsorption on the alumina surfaces. The discrepancy between simulated and 
experimental data in the right panel of Figure 5.2 is probably due to the fact that the 
pores used for our simulations are much narrower and because of the differences in 
surface properties (the pores used in our simulations are crystalline, while those used 
in the experiments are amorphous). Note that preliminary simulation results on pores 
of width 0.6 nm (not shown here for brevity) showed an even more pronounced 
enrichment of water in the confined phase, which is due in large part to the exclusion 
of ethanol from such narrow pores. Overall, the comparison between experiments 
and simulations shown in Figure 5.2, combined with the analysis of the equilibrium 
structure of water-ethanol mixtures within the pores (next section), suggests that 
porous alumina materials composed of smaller pores could be the most effective in 
dehydrating ethanol. Our results also suggest that the selectivity reaches a plateau (in 
our simulations achieved when xH2O  0.25). This is probably an artifact of our 
simulations, and it is due to the fact that the pore considered in our case becomes 
almost completely filled with water at these conditions. 
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5.4.2.2 Structural Properties of the Confined Liquid Mixture 
5.4.2.2.1 Atomic Density Profiles 
We focus on the four systems I, II, III and IV (see Table 5.1 for system 
composition) for analysis of structural and dynamical properties of ethanol and water 
molecules confined inside the pore. 
  
Figure 5.3. Density profiles of water oxygen (left) and ethanol methylene group (right) as a function 
of the distance z across the alumina pore for simulated systems I, II, III, and IV. The dark blue dashed 
curve in the right panel represents the density profile for the methyl group of ethanol for system I. The 
reference (z = 0) corresponds to the center of the pore. 
 
In Figure 5.3 we report the atomic density profiles of water oxygen (left) and of 
ethanol methylene group (right) as a function of the vertical distance Z across the 
alumina pore. The results are shown for simulated systems I, II, III, and IV at 
increasing water content. For comparison, in the right panel we also report the 
density profile obtained for the ethanol methyl group corresponding to simulated 
system I (dark blue curve). In this figure the reference z = 0 corresponds to the center 
of the pore. The planes of oxygen atoms formed by the surface hydroxyl groups of 
the bottom and top pore alumina surfaces are located at -5 Ȧ and +5 Ȧ, respectively. 
Visual comparison of the data shown in the left and right panels of Figure 5.3 
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confirms, as expected, that as the water content increases inside the pore, the amount 
of ethanol decreases. However, the structural distribution of water and ethanol 
molecules across the pore volume does not seem to depend significantly on the 
composition of the fluid mixture, within the conditions explored in our simulations. 
Explicitly, water molecules clearly form hydration layers in contact with each of the 
two pore surfaces (note the peaks in the oxygen density profiles, located at 
approximately -2.35 Ȧ, near the bottom surface, and at approximately +2.45 Ȧ, near 
the top surface). Water molecules can also be found in the center of the pore, but 
only when the water mole fraction is above 0.6. At the highest water content 
considered, the density profiles shown in the left panel of Figure 5.3 suggest that 
water molecules yield an enriched zone near the center of the pore. However, this 
enrichment is not very pronounced.  
The results for the density profiles of methylene groups of ethanol (right panel in 
Figure 5.3) suggest that ethanol molecules form two layers within the pores 
simulated here. The peaks of the density appear at positions -1.65 Ȧ and +1.65 Ȧ, 
symmetric with respect to the pore center. The density profiles for the methyl groups 
of ethanol, which we report only for system I for clarity (dashed curve in the right 
panel), can be used for estimating, qualitatively, the orientation of the ethanol 
molecules with respect to the alumina surface. Because the maxima in the density 
profiles for the methylene groups correspond to those for the methyl groups, our 
results suggest that ethanol molecules orient with the symmetry axis of the methyl 
group parallel to the pore surfaces. This is not consistent with the simulations of 
liquid ethanol on a free-standing alumina surface, wherein ethanol molecules point 
the symmetry axis of the methyl group out of the surface (~28 with respect to the 
surface normal) [145]. This difference is due primarily to the small pore width 
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considered in the present work, which does not allow for the ethanol molecules 
adsorbed on both pore surfaces to adopt the configuration most favourable on a free 
standing surface. It is possible that, because of this conformational constraint, water 
molecules are more favourably adsorbed within the narrow pore than they would be 
on a freestanding surface, when compared to ethanol molecules. 
5.4.2.2.2 Hydrogen Bonding 
 
Figure 5.4. Top panels: Density profiles of hydrogen bonds (HBs) formed between water and ethanol 
molecules (left panel), between ethanol molecules (middle panel), and between water molecules (right 
panel) as a function of the distance z across the alumina pore along the z direction in the pore. Bottom 
panels: Same results shown on the top panels, but normalized with respect to the local molecular 
density (see text for details). Results are shown for simulated systems I, II, III, and IV. The reference 
(z = 0) corresponds to the center of the pore.  
 
To visualize the molecular interactions between the various fluid molecules 
within the pore, we investigated the density of HBs as a function of water:ethanol 
molar ratio (systems I-IV). A geometric criterion was used to identify one HB 
between two molecules. More details about the method for HB identifications are 
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detailed in the previous work [145]. We considered HBs between water and ethanol 
molecules, those between two ethanol molecules, and those between two water 
molecules. The results are shown in Figure 5.4, left, middle and right panel, 
respectively. In the top panels we report the absolute values for the HB densities. In 
the bottom panels of Figure 5.4 we normalize the HB density values by the local 
molecular density. For both water and ethanol we consider the density of oxygen 
atoms. In the case of water-ethanol HBs (bottom left panel) the HBs density is 
normalized by the minimum of the local density of water or ethanol molecules. This 
choice was made to discount the presence of molecules that cannot participate to 
water-ethanol HBs.  
The results for the absolute density of water-ethanol HBs (top left) suggest that 
these HBs are localized within the first hydration layer, whereas they are absent from 
the center of the pore. When the normalized data are considered (bottom left) the 
picture becomes more complete. For systems I and IV (ethanol-rich and water-rich, 
respectively) the water-ethanol HBs are indeed localized near the alumina surface, 
while for the other two systems some water-ethanol HBs form also near the pore 
center. While large variations in the peak density of water-ethanol HBs are observed 
in the top panel (with system II showing the largest density of water-ethanol HBs), 
the bottom panel reveals that the normalized density of this type of HBs does not 
change much with the system composition. This suggests that water and ethanol 
molecules tend to form as many HBs as possible in this highly confined system.  
Regarding ethanol-ethanol HBs (middle panels of Figure 5.4), our results show 
that, as expected, both their absolute (top) and normalized (bottom) densities 
decrease as the water mole fraction increases, because there are fewer and fewer 
ethanol molecules available to form HBs. Our absolute results (top) suggest that 
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ethanol-ethanol HBs form predominantly near the alumina surfaces, and not near the 
center of the pore. This is a consequence of the tendency of ethanol molecules to 
form HBs with the –OH groups available on the alumina surface, as described 
elsewhere [37, 145]. Because of this preference, few ethanol hydroxyl groups are 
present near the pore center, as also suggested by the density profiles of the oxygen 
atoms of ethanol (shown in Figure B.2 in Appendix B). 
Regarding the water-water HBs, as expected, our results show that their density 
increases as the water mole fraction increases. In the center of the pore the density of 
water-water HBs normalized by the water density (bottom right panel of Figure 5.4) 
does not change substantially for all systems considered other than system I (in 
which case the few water molecules present are adsorbed on the alumina surfaces). 
The density of water-water HBs is in general larger than that of both water-ethanol 
and ethanol-ethanol HBs because water molecules can form more HBs than ethanol 
molecules do (~3.5 HBs per water molecule in bulk liquid for the model 
implemented here vs ~1 HB per water molecule for bulk liquid ethanol [145]).  
5.4.2.3 Dynamical Properties of the Confined Liquid Mixture 
In Figure 5.5, we report representative results to quantify the dynamical 
properties for water and ethanol molecules confined within the alumina pore as a 
function of the fluid composition. The results were obtained after the systems had 
reached equilibrated states. We computed the residence autocorrelation function 
CR(t) (top panels) to estimate how long the various molecules remain within the pore, 
the dipole moment autocorrelation function (middle panels) to estimate the rotational 
dynamics of the molecules in the pore, and the mean square displacement (bottom 
panels) to estimate the translational mobility of the molecules within the pore. Once 
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the molecules exit the pore, they no longer contribute to the quantities calculated in 
this section. The results are shown separately for water and ethanol molecules.  
Following prior reports [17, 156], the residence autocorrelation function is 
calculated as: 
)0()0(
)0()(
)(
PP
PtP
tCR          (5.3) 
where P(0) = 1 when the corresponding ethanol or water molecule is found inside the 
pore at time t = 0. If a tagged molecule continuously remains in the pore when the 
time t progresses, then P(t) = 1; P(t) = 0 when the molecule exits the pore. P(t) 
remains equal to 0 even if the molecule eventually returns inside the pore. It is 
possible to estimate how long water and ethanol molecules remain in the alumina 
pore by studying the residence autocorrelation function CR. The faster the 
autocorrelation function decays to 0, the shorter the time water or ethanol molecules 
stay inside the pore. Considering the results in Figure 5.5, and comparing the results 
of CR(t) for water to those obtained for ethanol, it appears that water molecules 
remain inside the pore longer than ethanol molecules do at all pore fluid 
compositions considered. This is probably related to the stronger effective attraction 
between water and alumina surfaces and also to the higher free-energy barrier 
experienced by water as it desorbs from a freestanding alumina surface (see Figure 
B.1 in Appendix B). Within the first 500 ps, our analysis suggests that the CR 
obtained for water molecules decays faster in the order system II > system I > system 
III > system IV.  This order is inconsistent with the density of water (see Figure 5.3) 
and the density of both water-water and water-ethanol HBs (see Figure 5.4) observed 
within the pore. Perhaps a combination of steric effects (due to the bulky ethanol 
molecules) and preferential interactions (HBs with both ethanol and other water 
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molecules, but also with the surface) explains the residence time results. Conversely, 
the decay of the CR obtained for ethanol molecules is directly related to both the 
density of ethanol molecules and the density of ethanol-ethanol HBs within the pore, 
suggesting that ethanol motion might be hindered by the presence of other ethanol 
molecules. 
The dipole-dipole autocorrelation function is computed as: 
CDM (t)=
Mi t( )M i 0( )
N t( )M i 0( )M i 0( )
      (5.4)  
where M(0) is the dipole moment of a water or that of an ethanol molecule at time t = 
0, M(t) is the dipole moment of the same molecule at time t, and N(t) is the number 
of water or ethanol molecules remaining in the pore at time t. If molecules exit the 
pore, they do not contribute any more to the calculation even though they may return 
at some later time. Hence, as time progresses, N(t) decreases. The faster the 
reorientation correlation function decays from 1 to 0, the more quickly water or 
ethanol molecules change their orientation. Comparing the results of CDM(t) for water 
to those obtained for ethanol within the pore, we observe that ethanol molecules 
change their orientation more slowly than water molecules do at all pore fluid 
compositions considered. This is likely due to the fact that ethanol experiences more 
difficulty rotating when confined in the narrow pore compared to water (ethanol is 
large compared to water). The results of CDM(t) as a function of the pore composition 
show that the presence of more ethanol molecules inside the pore slows the rotational 
dynamics of both water and ethanol. It is likely that the greater the number of ethanol 
molecules that stay in the pore, the less accessible the space for water and ethanol to 
change their orientation.        
99 
 
 
Figure 5.5. Dynamic properties for water (left panels) and ethanol (right panels) confined in the 
alumina pore at 298K for systems I, II, III, and IV. Top: Residence autocorrelation function CR(t). 
Middle: Dipole moment autocorrelation function CDM(t). Bottom: In plane mean square displacement 
parallel to the alumina pore surfaces. Only molecules inside the pore are considered for these 
calculations. 
 
The in-plane mean-square displacement (MSD) is quantified as:  
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         (5.5) 
The slope of the in-plane MSD as a function of time could be used to estimate 
the self-diffusion coefficient for water or ethanol molecules in the plane parallel to 
the pore surfaces [64]. The larger the slope, the faster molecules diffuse. The results 
(bottom panel of Figure 5.5) suggest that the diffusivity of water molecules increases 
with water density whereas that of ethanol increases as the ethanol density in the 
pore decreases. Yang et al. [140] reported results qualitatively similar to those in 
Figure 5.5 in their study on ethanol/water transport through silicalite membranes. 
Our results show that the mobility of water is enhanced with decreasing ethanol 
concentration, which illustrates an anti-plasticization effect of ethanol on water 
within the alumina pore considered here, presumably due to both steric effects 
(ethanol is large compared to water) and to the slow mobility of confined ethanol 
[157].  
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Figure 5.6. Trajectory of one representative water molecule in the X – Y plane (bottom left and 
middle panels) together with the planar density distribution of water at the top (top left) and bottom 
(top middle) slabs. The trajectory of the representative water molecule in the Z dimension as function 
of simulation time is also shown (bottom right). The trajectories are obtained from 10 ns long 
simulation fragments for system I, respectively. B-B’ or T-T’ represents the planar distances that this 
water molecule travels while remaining continuously on the bottom or on the top surfaces, 
respectively. Densities are expressed in 1/Ȧ3. 
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Figure 5.7. Same as Figure 6, for one representative ethanol molecule. 
 
In Figure 5.6 and 5.7 we report the trajectories of representative molecules 
obtained from 10 ns long simulation fragments. For this analysis we consider only 
system I. Figure 5.6 and 5.7 refer to water and ethanol, respectively. The left and 
middle bottom panels are projections on the X-Y plane (top and bottom pore 
surfaces, respectively), and the right bottom panels are projections in the Z direction. 
We also show the planar density profiles for oxygen atoms of water and of ethanol in 
the left and middle top panels of Figures 5.6 and 5.7, respectively. Visual inspection 
of a number of simulated trajectories confirm that the results shown in Figures 5.6 
and 5.7 are representative of the behaviour of confined water and ethanol, although a 
thorough statistical analysis was not performed. Visual inspection of the trajectories 
suggests that water molecules travel larger planar distances than ethanol molecules in 
an equal length of time, which is consistent with the MSD results. Perhaps more 
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interestingly, our results show that water molecules remain for rather long times 
close to the high-density locations of water in the hydration layer and travel larger 
distances when they enter regions covered mostly by ethanol. Occasionally, they 
leave one hydration layer and they ‘jump’ to the hydration layer on the opposite pore 
surface (top to bottom or vice versa). In some cases they move along the X-Y 
direction while they are in between the two hydration layers. This is due to the low 
molecular density found at the center of the pore (see Figure 5.3), which facilitates 
molecular diffusion. However, in general, the water molecules do not move in the 
planar direction while jumping from one hydration layer to the other, at least within 
the results shown in Figure 5.6. In the short length of our analysis, the single water 
molecule transferred from one hydration layer to the opposite one several times, 
which is probably related to the reduced free-energy barrier experienced upon 
sorption/desorption when multiple water molecules are present on the alumina 
surface (see Appendix B). 
During the same length of time (10 ns), the ethanol molecule considered in our 
analysis (Figure 5.7) did not travel very far along the X-Y plane, and only once 
managed to move from the solvation layer on one surface to the one on the opposite 
surface. This is consistent with the slow dynamical, rotational and translational 
motions, quantified for ethanol molecules in Figure 5.5. 
It is possible that the different mobilities observed for water and ethanol 
molecules are due to the different crowding environments, with molecules found in 
low-density regions moving faster than those found in high-density neighbourhoods. 
To test this hypothesis, we select two water molecules and two ethanol molecules, 
one that moves rather fast and one that diffuses rather slowly. For each molecule we 
calculate in-plane RDFs with the surrounding fluid molecules. We then compare the 
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results for the fast and the slow molecules (Figure B.3 in Appendix B). For both 
water and ethanol, our results suggest that slow and fast molecules do not pack 
differently with respect to neighbouring ethanol molecules. However, there is a 
significant difference in the packing of water molecules near the fast- or slow-
moving water and ethanol molecules. In particular, water molecules diffuse fast 
when surrounded by fewer water molecules, while ethanol molecules diffuse fast 
when surrounded by many water molecules. Because ethanol molecules lie 
preferentially with the CH2-CH3 bond almost parallel to the surface and their OH 
group forming hydrogen bonds with the surface groups, our results suggest that 
ethanol molecules can be dislocated from the surfaces when HBs can be formed with 
surrounding water molecules. Indeed, the results shown in Figure B.4 in Appendix B 
confirm that when ethanol molecules orient their OH groups nearly parallel to the 
surfaces, presumably to form HBs with surrounding molecules, they move faster than 
when they point their OH groups perpendicularly to the surfaces.      
5.4.3 Bulk Liquid Mixtures – Dynamical Properties 
To better appreciate the effect of confinement on the properties of water-ethanol 
mixtures, we calculated some dynamical properties for water and ethanol in the bulk 
phase. Mimicking the calculations for the confined systems, we calculated the 
residence autocorrelation function, the dipole moment autocorrelation function, and 
the 3-D MSD for water and ethanol molecules outside of the pore as a function of the 
fluid composition. The results are shown in Figure B.5 in Appendix B. We 
considered systems I, II, III, and IV, and the calculations were performed after the 
systems reached equilibrium. Note that the equilibrium bulk compositions for 
systems III and IV (12/88 and 24/76 (mol/mol) water/ethanol, respectively) are 
below the azeotrope, while those for systems I and II (6/94 and 9/91 (mol/mol) 
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water/ethanol, respectively) are above the azeotrope. The algorithms implemented 
here are analogous to those discussed for Figure 5.5, except that the MSD is 
calculated in the three directions. Only those molecules that remain continuously in 
the bulk were considered. 
The results for CR and CDM show a strong dependency on composition. In 
particular, both water and ethanol molecules move more slowly at compositions near 
the azeotrope. This is probably because of the formation of an extensive HB network 
between water and ethanol molecules at such conditions. The results for the MSD 
show that the translational mobility of water is somewhat comparable to that of 
ethanol at each composition considered. This trend is qualitatively similar to 
experimental observations, according to which the self-diffusion coefficient of 
ethanol is similar to that of water when the water mole fraction ranges from 0.05 to 
0.25 [158-160]. The MSD data suggest that the self-diffusion coefficient of both 
ethanol and water decreases monotonically with the water mole fraction. Within the 
range of compositions considered here, the self-diffusion coefficient of bulk water 
increases as the ethanol density increases. These results suggest a plasticization 
effect of ethanol on water, whereas our prior results showed an anti-plasticization 
effect within the pore. 
5.5 Conclusions 
Molecular dynamic simulations were employed to investigate the adsorption, 
structure, and dynamics of liquid water-ethanol mixtures in 1 nm wide slit-shaped 
alumina pores at ambient conditions. The results are consistent with the selective 
adsorption of water within the pores. This seems to be due to preferential surface-
water interactions, consistent with results on freestanding alumina surfaces. Analysis 
of the molecular structure for the mixtures under confinement shows that the 
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preferential adsorption is predominantly a surface-driven phenomenon, suggesting 
that it should be less pronounced in pores much wider than those considered for the 
present simulations. The investigation of the dynamical properties of the confined 
mixtures suggests that water diffuses through the narrow pores faster than ethanol. 
Because both the structure and dynamics of confined fluids depend on size and shape 
of the confining pores, the results presented here are strongly dependent on pore 
features. Preliminary results on slit pores of width 0.6 nm show, for example, more 
pronounced enrichment of water compared to the data discussed in this paper. The 
combination of structural and dynamical results reported here for water-ethanol 
mixtures suggests that alumina-based porous materials could be used as 
permselective membranes for the removal of water from aqueous ethanol solutions. 
The performance of such devices for practical applications will also depend on the 
rate at which molecules enter and exit the pores [161, 162], which has not been 
quantified in the present analysis. 
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Chapter 6 Aqueous Methane in Slit-Shaped Silica Nanopores: High 
Solubility and Traces of Hydrates 
The material presented in this section was published in 2014 in volume 118, 
pages 4860-4868 of The Journal of Physical Chemistry C. 
6.1 Abstract 
Equilibrium molecular dynamic simulations were employed to investigate the 
methane solubility in water confined between two parallel silica surfaces. The solid 
substrate was obtained from -cristobalite; all nonbridging oxygen atoms were 
protonated. The resultant surface density of OH groups was of ~4.54 sites per nm
2
. 
The simulations were conducted at constant temperature, 300K, and at increasing 
bulk methane pressure for pores of width 1.0 nm. For bulk systems, these 
thermodynamic conditions are outside of the window of methane hydrates stability. 
Methane solubility in confined water was found to far exceed that in bulk systems. 
The increase in tangential pressure, observed under confinement, cannot solely 
explain the marked increase in solubility predicted by our simulations. Most likely, 
the structure of confined water favours the sequestration of methane. The excess 
chemical potential for methane was found to significantly decrease within the 
confined water compared with that in the bulk phase. On the basis of the cage 
adsorption hypothesis for hydrate nucleation, the predicted solubility of methane in 
the confined water (up to ~0.05 mole fraction) is large enough to suggest the possible 
formation of methane hydrates. Indeed, analysis of simulation data shows the 
presence of amorphous cages of hydrogen-bonded water that host a single methane 
molecule. Within the limits of our simulations, these amorphous cages only last for 
short times. Perhaps the pores considered are too narrow to allow the formation of 
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stable methane hydrates, and perhaps longer simulations would allow us to observe 
the formation of a hydrate nucleus. The large methane solubility in confined water 
predicted by our simulations might have consequences for hydraulic fracturing and 
other technological processes. 
6.2 Introduction 
Understanding the behaviour of mixtures of water and volatile hydrocarbons 
confined in subsurface formations is important for explaining the geochemical 
processes at Earth’s subsurface, the crust and mantle [55, 56]. Recent reports have 
shown that the methane content in aquifers within regions where hydraulic fracturing 
is performed is exceptionally high [163]. Although these reports are to some extent 
controversial, understanding the possible physical reasons responsible for such 
observations might help prevent undesired environmental consequences due to 
hydraulic fracturing. From a different perspective, under appropriate pressure-
temperature conditions the simultaneous presence of water and natural gas leads to 
the formation of natural gas hydrates. Methane hydrates have seized great scientific 
attention because of the potential of harvesting methane as an energy source and 
because of their possible impact on global warming should the stored methane, a 
powerful greenhouse gas, be unintentionally released to the atmosphere. Much 
remains to be understood regarding the formation and stability of methane hydrates, 
especially under confinement [164-166]. Many experimental [167-172] and 
computational studies [173-181] have dealt with bulk gas hydrate systems. A few 
experimental investigations focused on the impact of solid surfaces or porous 
matrices on the formation of gas hydrates [59-62].  
Several algorithms, typically based on MD simulations, have been implemented 
for triggering the spontaneous formation of hydrates. Some promote high methane 
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concentration by melting a hydrate crystal [175, 182, 183], others conduct MD 
simulations for up to microseconds, employ coarse-grained models to speed up 
calculations [179, 184], or constrain the thermodynamic gradients during the 
simulations [185, 186]. Guo and Roger [187] studied the pre-nucleation steps of 
methane hydrate formation under metastable conditions. Their observations are 
invoked below to explain some of our results. Other molecular simulation studies 
provided insights regarding the structure and behaviour of gas hydrates near a solid 
surface or within porous matrices [188-191]. In some cases, silica surfaces were 
considered [192-194]. It is expected that the presence of the surfaces can facilitate 
the formation of gas hydrates, possibly because the surfaces provide nucleation sites. 
However, it is also possible that the surfaces prevent the formation of hydrate cages 
via a distortion of the hydrogen-bonded network formed by interfacial water 
molecules. No simulation studies have been carried out for the formation of gas 
hydrates confined in pores, silica or otherwise, with pore size smaller than the size of 
the sI or sII hydrate unit cell (12 Ȧ). 
We report equilibrium MD simulations conducted for methane – water mixtures 
confined within 1 nm slit-shaped silica pores in equilibrium with bulk methane at 
moderate conditions (T = 300K, Pbulk = ~6 – 28 MPa). Silica pores were used in this 
study because it has been reported that gas hydrates can be found in sand layers 
[195]. We examined the methane solubility in water inside the pore as well as the 
structural properties of water molecules surrounding methane under confinement. In 
addition to studying methane solubility in confined water and the molecular structure 
of the confined systems, we attempt to answer the following fundamental questions: 
can hydrates form in such small silica pores at mild bulk pressures? What is the main 
driving force for triggering the hydrate formation in the confined phase?  
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6.3 Methods and Algorithms 
Our MD simulations were performed using the package GROMACS [68, 131]. 
Two silica slabs facing each other across the pore volume along the Z direction yield 
slit-shaped pores. The silica slabs were constructed to reproduce -cristobalite SiO2. 
All the nonbridging oxygen atoms on the silica surface were protonated, yielding 
4.54 OH groups per square nanometer, which is realistic [18, 31]. In our simulation 
box each of the two surfaces across the volume is of dimensions 104.05100.8 Ȧ2 (X 
– Y plane). The simulation box is periodic in the X, Y, and Z directions. The Y 
dimension of the simulation boxes reflects the periodicity of the solid crystalline 
substrate (100.8 Ȧ); the X and Z dimensions were set to 224.78 Ȧ and 42.92 Ȧ, 
respectively. All simulations were carried out for pores of width 10 Ȧ (the pore width 
refers to the shortest center-to-center distance between surface oxygen atoms of top 
and bottom slabs). Because of periodic boundary conditions, the silica pores are 
effectively infinite along the Y direction. On the contrary, the pores are finite along 
the X direction, along which they are exposed to ‘bulk’ systems. The simulation 
setup mimics the one implemented in prior studies [196].  
The initial configuration is built with water and methane molecules placed 
outside the slit pore, in the ‘bulk’ region. As the simulation progresses, water and 
methane fill both the pore and the bulk volume. The number of water molecules was 
fixed at 3,300 while the methane molecules were varied from 1,000 to 4,000. The 
3,300 water molecules were sufficient to fill approximately half of the pore volume 
along the X direction. By changing the number of methane molecules we 
manipulated the bulk pressure, which we estimated for each system after equilibrium 
was achieved using the Peng Robinson equation of state from the density of 
molecules in the bulk gas phase (pure methane) [197]. The calculated bulk pressures 
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for various CH4-H2O system compositions are shown in Table 6.1. Note that in 
hydraulic fracturing high pressure is obtained by pumping large amounts of water, 
while we obtain high pressures by adding methane to the simulated system. As we 
are interested in the behaviour of water-methane systems within the pores, the two 
processes are equivalent for the scopes of the present work. 
Table 6.1. Bulk phase pressure estimated for seven methane- water systems simulated at T=300K. 
Number 
System Composition 
Estimated Bulk Pressure 
(MPa) 
1 1000 CH4-3300 H2O 6.29 
2 1500 CH4-3300 H2O 9.30 
3 2000 CH4-3300 H2O 12.17 
4 2500 CH4-3300 H2O 15.22 
5 3000 CH4-3300 H2O 18.94 
6 3500 CH4-3300 H2O 22.79 
7 4000 CH4-3300 H2O 27.61 
 
The CLAYFF force field was implemented to describe the silica slabs [65]. The 
silicon and oxygen atoms were held at fixed positions while the surface hydroxyl 
hydrogen atoms were allowed to vibrate. The OPLS-UA was implemented to model 
methane [66], and the rigid SPC/E model was used to simulate water [67]. The 
SPC/E water bonds and angles were kept fixed by employing the SETTLE algorithm 
[70]. Nonbonded interactions were modelled by means of dispersive and electrostatic 
forces. The electrostatic interactions were modelled by the Coulombic potential. 
Dispersive interactions were modelled with 12-6 Lennard-Jones potentials. The 
Lennard-Jones parameters for unlike interactions were determined by the Lorentz-
Berthelot combining rules [64] from the values of like components. The cutoff 
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distance for all interactions was set to 9 Å. Long range corrections to electrostatic 
interactions were treated using the PME method [94].  
Temperature, pressure, and methane – water potential models are known to 
strongly impact methane solubility in water. In this work, we focus only on the effect 
of pressure on the solubility of methane in water at 300 K and moderate bulk 
pressures (the thermodynamic conditions considered are outside of the hydrate 
stability conditions [198]). Paschek [199] observed that choosing a water model that 
describes correctly the density of pure water plays an important role in illustrating 
the behaviour of methane in water. Because the SPC/E water model correctly 
describes the water density at ambient conditions, we consider it a reasonable choice 
for the present study, as the simulations are only conducted at 300 K and moderate 
pressures. Docherty et al. [200] obtained the excess chemical potential of methane in 
water by adjusting the dispersive methane-water interactions to properly account for 
polarization effects. In our simulations we did not modify the dispersive methane-
water interactions to account for polarizability which might impact on describing 
correctly the excess chemical potential for non-ideal mixtures (e.g. methane –water 
mixtures). Despite this approximation, although our absolute values for the excess 
chemical potential of methane do not reproduce quantitatively experimental data 
[201, 202], they agree with literature simulation data [203, 204], and the excess 
chemical potential obtained from our simulations (9.31 kJ/mol) compares well with 
experimental data (8.48 kJ/mol). We consider our calculations valuable for 
comparing the excess chemical potential of confined versus bulk systems (the same 
approximations are implemented in both environments), not for estimating the 
absolute value of the excess chemical potential. 
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All simulations were performed in the canonical ensemble (NVT) where the 
number of particles (N), the simulation volume (V), and the temperature (T) were 
kept constant. The simulated temperature was maintained at 300 K and controlled by 
a Nosé-Hoover thermostat [95, 96] with a relaxation time of 100 fs. The equations of 
motion were solved by implementing the leapfrog algorithm [97] with 1.0 fs time 
steps. The total simulation time was 49 ns. Data analysis was conducted over the last 
2 ns of the simulations, after 47 ns of equilibration were completed. Equilibration 
was considered achieved when the density of methane within the pore approached a 
constant value that did not change appreciably over 13 ns. 
 
Figure 6.1. Side and top views of a representative simulation snapshot for a system containing 3,000 
CH4 and 3,300 H2O molecules (Pbulk = 18.94 MPa). Yellow, red, white, and cyan spheres represent 
silicon, oxygen, hydrogen atoms, and methane molecules, respectively. 
 
6.4 Results and Discussion 
The final configuration obtained for the system containing 3000 CH4 and 3300 
H2O molecules (Pbulk = 18.94 MPa) at 300K after 49 ns is shown in Figure 6.1 (side 
and top views are both provided). The top view of the system (bottom panel) is 
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shown without the two silica slabs for clarity. For all simulated systems, water 
occupies approximately half of the pore volume and methane occupies the remainder 
of the pore volume and most of the bulk. An interface can be observed between 
methane and water within the pore, which divides the pore in two regions: region I 
contains mostly water (with methane dissolved, left side in Figure 6.1) and region II 
contains mostly methane (with some water near the silica surfaces, right side in 
Figure 6.1). In region I some methane molecules are dispersed within the confined 
water, while in region II water wets the surfaces and methane occupies the pore 
center. The region I – region II interface that can be seen roughly parallel to the Y 
direction of the simulation box (black curve in Figure 6.1) is irregular in shape. This 
unexpected shape is probably due to fluctuations in the local pressures at the methane 
– water interface [205]. In fact, during our simulations we observed a frequent 
exchange of methane molecules between region I and region II, which likely causes 
fluctuations in the local pressure. Such fluctuations are probably accentuated by the 
small size of the pore simulated. Koga et al. [206], using in situ neutron reflectivity, 
found that the water-methane interface can become very rough at conditions when 
hydrates start forming. Although this experimental observation might not apply to 
our simulations because the experiments were conducted for bulk systems, the 
authors suggested that microscopic hydrate embryos form at the methane – water 
interface in a dynamic equilibrium manner, causing the rough interface.  
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6.4.1 Methane Density Profiles 
 
Figure 6.2. Density of confined methane molecules in the direction perpendicular to the methane-
water interface. In this representation the interface is located at d=0.0 nm. Regions I and II (water-rich 
and methane-rich) are found at negative and positive d, respectively. 
 
To gain quantitative insights regarding the behaviour of methane, we calculated 
its molecular density in the direction parallel to the pore surface (e.g., from left to 
right in Figure 6.1). Along this direction methane is found both in region I (water 
rich) and in region II (methane rich). To identify the position of the interface between 
region I and region II, we implemented the algorithm proposed by Berkowitz et al. 
[207]. Briefly, for each methane molecule, the algorithm searches for the nearest 
water molecule at the interface. The X component of the distance between the 
methane molecule and the nearest water molecule at the interface is then used as the 
position of the methane molecule, d. More details are provided as Appendix C. The 
methane density profiles are then reported as a function of the distance from the 
interface between region I and region II. 
In Figure 6.2 we show the methane density profiles for seven systems. The 
reference (d=0) corresponds to the position of the interface. Regions I and II 
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correspond to negative and positive d, respectively (see Figure 6.1). The results show 
that in all cases the methane density is zero at the interface and that the methane 
density increases far from the interface. Methane densities in region II are much 
higher than those in region I because of the large amount of water present in region I. 
Two maxima in methane concentration are observed at d ~-3 Ȧ and ~5 Ȧ (regions I 
and II, respectively). After some oscillations, the methane densities reach 
approximately constant values ‘far’ from the interface. Note that the average 
methane density in region I remains constant after equilibration even though the 
interface between region I and region II (black curve in Figure 6.1) changes shape 
continually. In general, in both regions I and II the methane density ‘far’ from the 
interface increases as the bulk pressure increases. However, the trend is not 
monotonic. For example, our results suggest, perhaps unexpectedly, that when the 
bulk pressure decreases from 18.94 to 15.22 MPa the methane density in region II 
does not change, while the methane density decreases in region I. This is surprising 
because the methane density in region II increases sharply when the bulk pressure 
increases from 6.29 to 12.17 MPa, while in the same pressure range the methane 
density does not change in region I. Methane density in region I also does not seem 
to change much when the pressure increases from 18.94 to 27.61 MPa. These 
observations suggest that changes in methane solubility in confined water are not 
proportional to the bulk pressure, perhaps because a transition occurs for the 
methane-water system under confinement at some of the conditions tested.  
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6.4.2 Structure of Confined Aqueous Methane 
 
Figure 6.3. Density profiles of water oxygen atoms (dotted curve) and methane molecules 
(continuous curves) as a function of the distance z across the silica pore. The results are obtained from 
seven simulation systems. The data are shown for Region I (left panel) and Region II (right panel). 
The reference (z = 0) is the plane formed by the oxygen atoms of the surface hydroxyl groups of the 
bottom silica slab. Note that the density profiles for water do not change significantly with pressure. 
 
To quantify the preferential distribution of methane within the pore, we 
calculated density profiles for water oxygen atoms and methane molecules along the 
Z direction perpendicular to the pore surface. This analysis is common for 
understanding fluids confined in narrow pores [208, 209]. Our calculations are 
conducted independently for region I and for region II because of the different 
molecular distribution evident from visual inspection of, e.g., Figure 6.1. In the left 
and right panels of Figure 6.3 we report the results obtained in regions I and II, 
respectively, as the pressure increases. The reference (z = 0) is the plane of oxygen 
atoms formed by the surface hydroxyl groups of the bottom silica surface. The water 
oxygen atomic density profiles indicate the formation of two well-defined hydration 
layers in contact with the pore surfaces (peaks at 1.15 Ȧ and 8.95 Ȧ in region I and 
peaks at 0.75 Ȧ and 9.35 Ȧ in region II). In region II, a small, almost imperceptible 
density peak for water molecules is found at z ~2.25 Ȧ (and, symmetrically, at z 
~7.85 Ȧ). The results for the density profiles for water oxygen atoms as a function of 
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the distance Z inside the pore (both region I and II) do not change as the bulk 
pressure increases (data not shown for brevity), although the distribution of water in 
the two regions is obviously very different (as confirmed by visual inspection of 
simulation snapshots). On the contrary, the density profiles for methane in both 
regions I and II change as the bulk pressure increases. These data are shown in both 
left and right panel of Figure 6.3. In region II, methane molecules are always 
excluded from the two hydration layers near the solid surfaces and form two layers 
near the center of the pore. In region I, methane molecules seem to accumulate in a 
rather wide region near the center of the pore. Although this region of methane 
accumulation is centered in a layer of low local water density, we point out that other 
layers of lower local water density exist within the pore but do not seem to promote 
methane accumulation (e.g., right after the first two hydration layers). In the case of 
aqueous electrolytes confined in narrow pores, our prior simulations suggested 
stronger correlations between hydration layers and preferential ions distributions [1, 
10]. Note that the molecular density of methane in region I is approximately 1 order 
of magnitude lower than that of water. Generally, the increase of bulk pressure 
increases the molecular density of methane in both regions I and II (inside the pore). 
However, it can be seen that the methane density in region I remains constant as the 
bulk pressure increases from 6.29 to 12.17 MPa. This observation is consistent with 
the results discussed in Figure 6.2. Unexpectedly, while the increase of bulk pressure 
from 18.94 to 27.61 MPa builds up the methane density in region II, the density of 
methane in region I decreases. Other small changes in the density profiles for 
confined methane as a function of bulk pressure might be related to computational 
uncertainties. 
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In addition to density profiles in the direction perpendicular to the surface, we 
calculated in-plane density profiles for water oxygen atoms within the first hydration 
layer. Following prior studies [18, 20, 31], we also computed the in-plane density 
distribution of HBs formed between water molecules. To identify one HB we used 
the geometric criterion proposed by Marti [106]. The results are shown in Figure 6.4. 
Regarding the distribution of water molecules (top panel), we found a large 
difference when the structural arrangement in region I was compared to that of 
region II. Whereas in region I water molecules accumulate above the vertices of the 
hexagons formed by silicon atoms on the surface, as described by Ho et al. [20], 
water molecules in region II preferentially occupy in the middle of the silicon 
hexagonal rings (see schematic in Figure 6.5). It should be noted that water 
molecules in region I fill the whole pore while in region II water molecules only wet 
the silica surfaces, in qualitative agreement with simulation results for similar 
systems reported by Bagherzadeh et al. [194] The results shown in Figures 6.4 and 
6.5 are probably due to the fact that water molecules at interfaces tend to adopt the 
molecular structure that maximizes the number of HBs (both among water molecules 
and between water and surface groups). In region I, water molecules in the first 
hydration layer can form HBs among themselves (as shown in the right panel of 
Figure 6.4) and with water molecules farther from the surface (as discussed 
elsewhere [10, 20]). On the contrary, in region II, the water molecules in the first 
hydration layer can form HBs only with the surface –OH groups, as no HBs are 
possible with methane (note that no water-water HBs are found in region II – right 
panel of Figure 6.4).  
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Figure 6.4. Surface density distributions of water oxygen atoms found in the first hydration layer (top 
panel) and water-water hydrogen bonds found within the to the first oxygen peak (bottom panel). The 
entire pore surface is considered, with Regions I and II on the left and right of each panel (see Figure 
6.1). The results are obtained for the system containing 3,000 methane and 3,300 water molecules 
(Pbulk = 18.94 MPa). Densities are expressed in 1/Ȧ
3. 
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Figure 6.5. Schematic of the preferential adsorption sites for water molecules in the first hydration 
layer on Regions I (left panel) and II (right panel). Blue spheres represent the positions of water 
oxygen atoms in Region I above the vertices of the hexagons formed by six silicon atoms on the 
surface. As described elsewhere [20], water molecules occupy alternatively the vertices of the 
hexagons highlighted in the left panel. The gray spheres represent the positions of water oxygen atoms 
in Region II, where water preferentially adsorbs on the middle the hexagonal rings formed by the 
surface atoms. For a more detailed description of the structure of interfacial water near silica see Ho et 
al. [20]. 
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6.4.3 Methane Solubility 
 
Figure 6.6. Methane solubility in liquid water as a function of bulk pressure. Simulation data for 
confined systems from this work are shown as red diamonds. Simulated bulk CH4 solubility data in 
liquid water at 298K as reported by Sakamaki et al. [210]are shown as green diamonds. The 
correspondent experimental data [211-213] for CH4 in bulk water are shown as blue diamonds. 
 
On the basis of equilibrated systems we can calculate the methane solubility in 
the confined water. For these calculations we consider only the water-methane 
mixture in region I. The results are shown in Figure 6.6, in which methane solubility 
is shown as a function of bulk pressure. As mentioned above, the bulk pressure is 
estimated from the methane density using an equation of state (see Table 6.1). More 
details are provided as Appendix C. The red symbols in Figure 6.6 are the results 
from the present work, obtained at 300K. For comparison, we also report the 
methane solubility in bulk liquid water at 298 K as predicted, using simulations, by 
Sakamaki et al. [210], as well as experimental data for bulk systems from the 
literature [211-213]. The results in Figure 6.6 are consistent with a significant 
increase of methane solubility in water under confinement compared to bulk data 
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(both from simulations and from experiments) at comparable T and P. Although this 
result is at first sight surprising, it should be noted that several studies have recently 
shown that confinement enhances gas solubility in liquids. For example, using 
GCMC simulations, Luzar and Bratko [214] found large increases for N2 and CO2 
solubility in water upon confinement within hydrophobic pores; Miachon et al. [215] 
reported proton NMR experimental data for the solubility of hydrogen, methane, and 
ethane in CCL4 or CS2 confined in -alumina and silica mesopores, showing a 
dramatic increase of gas solubility induced by confinement. Diaz Campos et al. [216] 
reported enhanced methane solubility in water confined in slit-shaped graphitic 
pores. Bagherzadeh et al. [194] did not report significant methane solubility 
enhancement in the water that forms bridges between two hydroxylated silica 
surfaces. It is possible that these simulations, which lasted ~2 ns, were too short, as 
Guo and Rodger [187] reported that ~50 ns are needed to approach equilibrium. It is 
also possible that the structure of water within those molecular bridges was not 
inductive to enhance methane solubility. 
We can gain insights into enhanced methane solubility in confined water by 
considering results from Long et al. [217], who recently pointed out that the 
tangential pressure in carbon nanopores can be much larger than the bulk pressure 
because of confinement effects. Should a similar phenomenon occur for the systems 
considered here, the pressure in the pores could be much larger than that of the bulk 
systems the pores are in equilibrium with. To test this possibility we calculated the 
pressure tensor within the silica pores, implementing the algorithm explained in 
detail in the Appendix C. The results of tangential pressures are presented in Figure 
C.3 in Appendix C. We found that even though the tangential pressure is larger than 
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the bulk pressure, the enhanced pressure alone cannot explain the enhanced methane 
solubility predicted by our simulations. 
To further understand the increased solubility of methane in confined liquid 
water, we evaluated the excess free energy for methane in bulk liquid water and in 
confined liquid water (see Table C.1 in Appendix C). More details about the method 
for excess free energy calculations are illustrated in Appendix C. The calculated 
excess chemical potential for CH4 in bulk liquid water at 300K (9.31 kJ/mol) is 
consistent with that reported by Lee et al. [204] (9.57  0.16 kJ/mol). When water is 
confined within the silica pore, our results show a lower excess free energy per CH4 
molecule (8.77 kJ/mol), which is consistent with higher methane solubility in 
confined versus bulk water. 
In Table 6.2 we summarize our results as a function of the tangential pressure 
within the pores as well as the bulk pressure. Although methane solubility is found to 
generally increase as the tangential pressures increases, the increase is small when 
the tangential pressure increases from 18.65 to 31.26 MPa but dramatic when the 
pressure increases from 31.26 to 36.99 MPa. Further increase of the tangential 
pressure has little effect on the methane solubility, which fluctuates around 53.9  
1.510-3 in the pressure range from 36.99 to 44.59 MPa.  
It is worth noting that the bulk conditions considered for the present simulations 
(T = 300 K, P ~6-28 MPa) are out of the methane hydrate stability range for bulk 
systems. Despite this, we observe that when the bulk pressure is ~18.94 MPa, the 
solubility of methane in confined liquid water reaches ~0.05, approximately one-
third that of the methane solubility in methane hydrates. Guo et al. [187] reported 
that this methane concentration (corresponding to approximately 1.7 methane 
molecules per cubic nanometer) is necessary to initiate the nucleation of methane 
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hydrates. At this concentration the average separation between methane molecules in 
bulk systems is of 8.4 Ȧ. Guo et al. [218] proposed the cage adsorption hypothesis 
(CAH) to describe the mechanism of hydrate formation. According to the CAH, one 
methane molecule must cross an energy barrier located at ~8.8 Ȧ from a growing 
hydrate cage to adsorb to the outside of a cage face, resulting in the growth of the 
hydrate. Hence, hydrate nucleation becomes plausible as the methane solubility 
approaches ~0.05 because the correspondent average methane – methane distance, 
8.4 Ȧ, is less than the distance at which the energy barrier to adsorption on a hydrate 
cage is located (~8.8 Ȧ). On the basis of this hypothesis, hydrate nucleation could 
occur in three of our systems (Pbulk = 18.94, 22.79, or 27.61 MPa) as these system 
reach the methane solubility value of ~0.05 (see Table 6.2).  
Table 6.2. Tangential pressure and solubility of methane in liquid water confined in the silica pore as 
obtained from our equilibrium simulations. 
Pbulk (MPa) Ppore (Pxx = PT) (MPa) Solubility  10
3 
6.29 18.65 9.7 
9.30 22.75 10.1 
12.17 31.26 10.8 
15.22 36.51 27.8 
18.94 36.99 55.3 
22.79 41.21 51.5 
27.61 44.59 54.8 
 
6.4.4 Probability of Hydrate Formation inside the Pore 
To quantify the possible formation of methane hydrates within the narrow 1 nm 
silica pores considered here, we computed the F4 structural order parameter [219]. 
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For this calculation we considered the H2O molecules found within 5.45 Ȧ from each 
methane molecule (the first peak of the in-plane methane-water oxygen RDFs gCH4-
OW(r)) in region I, and we followed the procedure described in Appendix C. When 
the F4 order parameter is larger or equal to ~0.7, a hydrate cage is considered formed 
around the given methane. Statistics were obtained during the last 2 ns of simulation 
time for the seven simulated systems. The analysis gave us the probability of 
observing 1, 2, 3, etc. hydrate cages. The results are presented in the left panel of 
Figure 6.7.  
Our results show that the probability of observing methane hydrate cages is high 
when Pbulk = 18.94 MPa. At these conditions, in fact, the methane solubility in 
confined water approaches ~0.05. Unexpectedly, although the methane solubility 
obtained when Pbulk = 22.79 MPa and Pbulk = 27.61 MPa is also ~0.05, the probability 
of observing methane hydrate cages is lower than that obtained for Pbulk = 18.94 
MPa. This difference could be due to low statistical accuracy in our analysis, perhaps 
due to the higher tangential pressure under confinement. 
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Figure 6.7.  (Left) Probability of observing the methane hydrate cages found in seven simulation 
systems. We report on the X-axis the number of methane hydrate cages found in seven simulation 
systems with various bulk pressures. (Right) A representative simulation snapshot of one selected 
methane hydrate cage found in the system of Pbulk = 18.94 MPa at a specific simulation time. The 
color schemes for water molecules and methane molecule are the same as those used in Figure 6.1. 
Dark blue dotted lines represent hydrogen bonds formed between water molecules in the hydrate cage. 
The green lines connect contiguous water molecules on the hydrate cage. 
 
Despite the fact that the probability of observing hydrate cages in our systems is 
substantial, we point out that these cages are very short lived, with lifetimes shorter 
than ~0.2 ps. This suggests that perhaps large hydrates are not stable within the 
narrow pores considered here (1 nm in width). It is also possible that the hydrate 
structures we observe are much smaller than the expected critical nucleus size at 
300K [180], and therefore hydrates cannot grow during our simulations. Because the 
arrangement of water molecules on the silica surface is hexagonal (see Figure 6.5), if 
hydrates form within the pores they should be of either tetrakaidecahedron of 
hexakaidecahedron geometries (5
12
6
2
 or 5
12
6
4
 cages, respectively). However, the 
narrow pores considered here might frustrate the formation of hydrates. In the right 
panel of Figure 6.7, we show one representative simulation snapshot representing 
one methane hydrate cage as obtained in our simulations (obtained at Pbulk = 18.94 
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MPa). We note that the structure of the cage is amorphous, which is thoroughly 
different from the structure of common hydrate cages (pentagonal dodecahedral 5
12
, 
tetrakaidecahedron 5
12
6
2
 or hexakaidecahedron 5
12
6
4
). The results in Figure 6.7 
suggest a formation of incomplete methane hydrate cages with very short lifetime 
occurred for our systems. It remains to be determined whether pores of slightly 
different width might favour the formation of hydrates. 
6.5 Concluding Remarks 
In summary, the solubility of methane in liquid water confined between two 
silica slabs versus the bulk pressure was studied using molecular dynamic 
simulations. We found a large increase in methane solubility in confined water. This 
result cannot be explained solely by the increased tangential pressure due to 
confinement, and it is probably related to the structure of confined water. The highest 
methane solubility observed in our simulations is consistent with that required for 
onset of hydrates formation, according to the cage adsorption hypothesis of Guo et 
al. [220]. Indeed, analysis of our simulation snapshots reveals the frequent formation 
of amorphous water cages that contain methane. In addition to suggest that 
confinement might enhance hydrates formation, our results could help the 
development of technologies of wide societal importance, including hydraulic 
fracturing, in which high-pressure water comes in contact with hydrocarbons and 
natural gas confined in narrow pores. 
  
129 
 
Chapter 7 Factors Governing the Behaviour of Aqueous Methane 
in Narrow Pores 
The material presented in this section was published in 2015 in volume 374, 
pages 20150019 of Philosophical Transactions of The Royal Society A Mathematical 
Physical and Engineering Sciences. 
7.1 Abstract 
All-atom equilibrium molecular dynamics simulations were employed to 
investigate the behaviour of aqueous methane confined in 1 nm-wide pores obtained 
from different materials. Models for silica, alumina, and magnesium oxide were used 
to construct the slit-shaped pores. The results show that methane solubility in 
confined water strongly depends on the confining material, with silica yielding the 
highest solubility in the systems considered here. The molecular structure of 
confined water differs within the three pores, and density fluctuations reveal that the 
silica pore is effectively less ‘hydrophilic’ than the other two pores considered. 
Comparing the water fluctuation autocorrelation function to local diffusion 
coefficients of methane across the hydrated pores we observed a direct proportional 
coupling between methane and water dynamics. These simulation results help to 
understand the behaviour of gas in water confined within narrow sub-surface 
formations, with possible implications for fluid transport.   
7.2 Introduction 
It is known that structural and dynamical properties of confined water are 
strongly affected by the solid substrate characteristics, yielding different behaviours 
compared to those observed in the bulk [100]. Several attempts have been made to 
relate the behaviour of water molecules near an interface to hydrophobic/philic 
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features at sub-nanometer resolution. We explore here whether small changes in 
surface properties can yield marked differences in the effective hydrophobic vs. 
hydrophilic features of a narrow pore. The feature of interest is the methane 
solubility in confined water, which is directly related to hydraulic fracturing 
applications. In a recent contribution we reported that methane solubility in water 
increases significantly when water is confined in slit-shaped pores of width 1 nm 
carved out of silica [221]. This investigation will clarify whether the features of the 
confining material are essential for this observation, or instead if the pore size is the 
most important parameter. To quantify the molecular features of confined water we 
investigate its structure, and its density fluctuations, building on recent progress in 
the field [99, 222, 223]. 
In this study, we report equilibrium MD simulations for methane – water 
mixtures confined within 1 nm slit-shaped nanopores in equilibrium with bulk 
methane. In addition to solubility and structure, we also quantify the mobility of 
methane within the three pores of interest. The simulations are conducted at the 
temperature T=300K, and at bulk pressures Pbulk in the range from 6 to 82 MPa. 
Silica, alumina, and MgO were used as solid substrates because they are fundamental 
components of many minerals found in the subsurface. In the remainder of the article 
we first introduce the simulation methodology; we then discuss the results, i.e., 
methane solubility, fluid structure, density fluctuations, and mobility; we finally 
summarize our main results. 
7.3 Simulation Methodology 
Aqueous methane confined in silica, alumina, and MgO narrow pores was 
studied by all atom MD simulations using the package GROMACS [68, 131]. Two 
slabs of each type of pore material facing each other across the pore volume along 
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the Z direction yield slit-shaped pores. The silica slabs were constructed to reproduce 
-cristobalite SiO2 [18, 20, 31, 221]. Alumina pore surfaces were modelled as 
crystallographic faces of sapphire α-Al2O3 (space group R3̅c), C plane (0001) [19, 
224]. Each MgO slab was derived from the space group Fm3m along the (001) plane 
[75, 88].  All the non-bridging oxygen atoms on the silica and alumina surfaces were 
protonated, while the MgO surfaces were not hydroxylated, as suggested by 
theoretical and experimental observations [18, 31, 87]. In a prior simulation we 
detailed the behaviour of pure water supported on free-standing solid surfaces 
obtained from these three model materials [225]. Each of the two surfaces placed 
parallel to the X-Y plane of the simulation box and across the pore volume is of 
dimensions 104.05100.8, 91.3590.68, and 103105.1 Ȧ2 for the systems of silica, 
alumina, and MgO, respectively. The simulation box is periodic in the three 
directions. The Y dimension of the simulation boxes reflects the periodicity of the 
solid crystalline substrate; the X and Z dimensions were set to 224.78 Ȧ – 42.92 Ȧ, 
180.43 Ȧ – 33.82 Ȧ and 185.1 Ȧ – 33.12 Ȧ for silica, alumina and MgO systems, 
respectively. All simulations were carried out for pores of width 10 Ȧ (the pore width 
refers to the shortest center-to-center distance between surface oxygen atoms of the 
solid slabs across the pore volume). Due to periodic boundary conditions, the 
nanopores are effectively infinite along the Y direction. On the contrary, the pores 
are finite along the X direction, along which they are exposed to “bulk” systems. The 
simulation setup mimics the one implemented in the previous study [221].  
The initial configurations for the three systems are built with water and methane 
molecules placed outside the slit pore, in the bulk region. As the simulation 
progresses, water and methane fill both the pore and the bulk volume. The number of 
methane molecules was varied from 1000 to 4000 while the number of water 
132 
 
molecule was fixed at 3300, 1000 and 1500 for the silica, alumina, and MgO 
systems, respectively. These different amounts of water molecules were chosen 
because they were sufficient to fill approximately half of the pore volume along the 
X direction. By changing the number of methane molecules we manipulated the bulk 
pressure, which we estimated for each system after equilibrium was achieved, using 
the Peng-Robinson equation of state from the pure methane density of molecules in 
the bulk gas phase [197]. The calculated bulk pressures for various CH4-H2O system 
compositions are shown in Table 7.1. 
Table 7.1. Bulk phase pressure estimated for seven methane-water systems simulated at T=300K. 
System 
Composition 
Estimated Bulk Pressure (MPa) 
Silica  
(3300 H2O) 
Alumina  
(1000 H2O) 
Magnesium Oxide  
(1500 H2O) 
1000 CH4 6.3 9.3 9.6 
1500 CH4 9.3 14.7 14.9 
2000 CH4 12.2 21.4 21.2 
2500 CH4 15.2 29.8 28.9 
3000 CH4 18.9 41.7 40.0 
3500 CH4 22.8 58.2 55.0 
4000 CH4 27.6 82.4 76.1 
 
The CLAYFF force field was implemented to describe the three narrow pores 
[65]. Silicon, aluminum and oxygen atoms were held at fixed positions while the 
surface hydrogen atoms of the –OH groups were allowed to vibrate; all atoms in the 
MgO substrate were kept rigid. At the simulated conditions (P up to 80 MPa and 
ambient T) many studies reported no significant structural distortions within the 
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substrates considered here until pressures exceeding 10’s of GPa are reached [226-
233]. We therefore consider it reasonable to maintain the pore models rigid (except 
for –OH vibrations) in our simulations. The OPLS-UA was implemented to model 
methane [66], and the rigid SPC/E model was used to simulate water [67]. The 
SPC/E water bonds and angles were kept fixed by employing the SETTLE algorithm 
[70]. Non-bonded interactions were modelled by means of dispersive and 
electrostatic forces. The electrostatic interactions were modelled by the Coulombic 
potential. Dispersive interactions were modelled with 12-6 Lennard-Jones potentials. 
The Lennard-Jones parameters for unlike interactions were determined by the 
Lorentz-Berthelot combining rules [64] from the values of like components. The 
cutoff distance for all interactions was set to 9 Å. Long-range corrections to 
electrostatic interactions were treated using the PME method [94].  
All simulations were performed in the canonical ensemble (NVT) where the 
number of particles (N), the simulation volume (V), and the temperature (T) were 
kept constant. The simulated temperature was maintained at 300 K controlled by 
Nose-Hoover thermostat [95, 96] with a relaxation time of 100 fs. The equations of 
motion were solved by implementing the leapfrog algorithm [97] with 1.0 fs time 
steps. The total simulation time was 49 ns. Data analysis was conducted over the last 
2 ns of the simulations, after 47 ns of equilibration were completed. Equilibration 
was considered achieved when the density of methane within the pore approached a 
constant value that did not change appreciably over 13 ns. 
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Figure 7.1. Representative simulation snapshots for aqueous methane in slit-shaped silica (top panel), 
alumina (middle panel) and MgO (bottom panel) pores of width 1.0 nm. Red, white, cyan, yellow, 
green and gray spheres represent oxygen, hydrogen, methane, silicon, aluminum and magnesium 
atoms, respectively. 
 
7.4 Results and Discussion 
7.4.1 Methane Solubility 
The final configurations obtained for aqueous methane confined in the silica 
(top), alumina (middle) and MgO (bottom) pores at 300K after 49 ns are shown in 
Figure 71. For all simulated systems water occupies approximately half of the pore 
volume, and methane occupies the remainder of the pore and most of the bulk. 
Similar to the systems confined in our previous study (as presented in Chapter 6), 
focused on silica pores, an interface is observed between the water-rich and the 
methane-rich phases within the alumina and MgO pores. We identify as Region I the 
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pore volume occupied mostly by water with methane dissolved in it (left in Figure 
7.1); Region II is the pore volume occupied mostly by methane (right in Figure 7.1). 
A significant difference in the distribution of water and methane in Region II within 
the three pores is observed: within the silica pore water wets the surfaces and 
methane occupies the pore center, while in alumina and MgO pores only methane 
molecules occupy the whole Region II. Water at contact with the silica surface 
within Region II is able to form hydrogen bonds with the surface –OH groups 
available on this substrate, as described elsewhere [225]. This is not possible on the 
other two substrates, where the density of adsorption sites is too large (i.e., while the 
density of –OH groups is 4.54 per nm2 on silica, the surface density of OH groups is 
of 15 per nm
2
 on alumina and the surface density of Mg atoms is of 14 per nm
2
 on 
the MgO substrate). The Region I – Region II interface that can be seen roughly 
parallel to the Y direction of the simulation box is irregular in shape (not shown for 
brevity). The irregularity of the Region I – Region II interface, the presence of water 
molecules on the pore opening from Region II to the bulk system, and the presence 
of water molecules near the silica surface cause the methane molecules confined in 
Region II of the silica pore in Figure 1 appear disordered. While the methane 
distribution would change with variations in the amount of water simulated in this 
system, as well as upon variations in pore width, we have not varied the size of the 
simulation box in this investigation. 
136 
 
 
Figure 7.2. Methane solubility in confined water as a function of bulk pressure. Simulation data for 
aqueous CH4 confined in silica, alumina, and MgO pores are shown as blue, red, and green diamonds, 
respectively. Lines are guides to the eye. Simulated bulk CH4 solubility data in liquid water at 298K 
as reported by Sakamaki et al. [210] are shown as orange diamonds. The corresponding experimental 
data [211-213] for CH4 in bulk water are shown as gray diamonds. 
 
Following our prior work (as presented in Chapter 6), we computed the methane 
solubility in the confined water within Region I in the three pores. It is worth 
repeating that for these calculations we only consider the water-methane mixture in 
Region I. The results are shown in Figure 7.2, in which methane solubility is shown 
as a function of bulk pressure. The bulk pressure is estimated from the methane 
density using an equation of state (see Table 7.1). The blue, red, and green symbols 
are the results of methane solubility in water confined in silica, alumina, and MgO 
pores at 300K. We also report the methane solubility in bulk liquid water at 298 K as 
predicted, using simulations, by Sakamaki et al. [210] (orange symbols) as well as 
the correspondent experimental data from literature [211-213] (gray symbols). The 
results in Figure 7.2 are consistent with a significant increase of methane solubility in 
water due to confinement. The enhancement of methane solubility is likely due, in 
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part, to the enhanced pressure in the pore. However, as we discussed in our previous 
work, this increased pressure is not sufficient to explain the high solubility predicted 
in confinement. Comparing the methane solubility in confined water within the three 
pores, we observe that the results obtained in the silica pore are much higher than 
those found within the alumina and MgO pores, with the results obtained in the MgO 
pores showing the lowest solubility out of the three confined systems considered. In 
addition to differences in pressures within the pores, it is also possible that the 
distinct structure of confined water within the three pores is responsible for the 
results observed. We also note that the methane solubility estimated from our 
simulations show large variations upon relatively small changes in bulk pressure. 
While we attribute these changes to statistical uncertainty, it is possible that other 
factors play important roles (e.g., the structure and the density fluctuations of 
confined water). 
7.4.2 Structure of Confined Fluids - Methane and Water 
 
Figure 7.3. Density profiles of water oxygen atoms (dotted curve) and methane molecules 
(continuous curves) in Region II as a function of the distance z across the silica (left), alumina 
(middle), and MgO (right) pores. The results are obtained from seven simulation systems for each 
pore. The reference (z=0) corresponds to the center of the pore. 
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It is worth noting that the tangential pressure in the pore is directly proportional 
to the methane density in the pore, as discussed in previous studies [217, 221]. In 
Figure 7.3 we report the molecular density of methane in Region II along the 
direction perpendicular to the pore surface within the silica (left), alumina (middle), 
and MgO (right) pores as the bulk pressure increases. The reference (z=0) 
corresponds to the center of the pore. The results show that generally the increase of 
bulk pressure increases the molecular density of methane in Region II for all three 
pores. Comparing the methane density confined within three pores, we find that the 
methane densities in the silica pores are much smaller than those found in the 
alumina and MgO pores, which indicates that the tangential pressures in the silica 
pore are also much smaller. However, the methane solubility in water confined in the 
silica pore is much higher than that found for the two other pores (see Figure 7.2). 
These results suggest that the differences in the methane solubility are probably 
related to the distinct structural behaviour of confined water in the silica pore 
compared to the alumina and MgO pores. However, the higher methane solubility in 
water confined in the alumina pore than in the MgO pore is likely due to the higher 
tangential pressure, as suggested by the higher methane density in Region II 
(compare the data in middle and right panels in Figure 7.3 for systems at comparable 
bulk pressure). For completeness, we also report the water density profiles within the 
three pores. As mentioned above, water wets the silica surface, yielding a very dense 
molecular layer near the solid surfaces, while it is essentially not present within the 
other two pores considered here. 
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Figure 7.4. Density profiles of water oxygen atoms (dotted curves) and methane molecules 
(continuous curves) in Region I as a function of the distance z across the silica (left), alumina 
(middle), and MgO (right) pores. The results are obtained from seven simulation systems for each 
pore. The reference (z=0) corresponds to the center of the pore. 
 
In Figure 7.4 we present the methane density profiles within Region I for the 
three pores considered as a function of bulk pressure. Generally, the molecular 
density of methane in Region I increases as the bulk pressure increases. The results 
suggest that methane molecules are always excluded from the two hydration layers 
near the solid surfaces in all hydrated pores; while methane molecules accumulate in 
a rather wide region near the center of the silica pore, they yield two layers off-center 
of alumina and MgO pores. For completeness, we also report the density profiles for 
water in the same region. The results for the density profiles of water oxygen atoms 
within Region I for the three pores show that more well-defined hydration layers are 
observed in the silica pore compared to two other pores. It is worth pointing out that 
methane molecules always accumulate in correspondence of density minima 
identified by the water density profiles. 
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Figure 7.5. In-plane density distributions of water oxygen atoms found in layers parallel to the X – Z 
plane at several locations along the Y direction within silica (panel A), alumina (panel B) and MgO 
(panel C) pores. The results are obtained from systems containing only water. Densities are expressed 
in number of molecules per cubic angstrom. The consecutive layers were located at the following 
positins along the Y direction: for the silica pore the three layers were from 3.75 Ȧ to 4.75 Ȧ, from 
4.75 Ȧ to 5.75 Ȧ, and from 5.75 Ȧ to 6.75 Ȧ; for the alumina pore the three layers were from 10 Ȧ to 
12 Ȧ, from 12 Ȧ to 14 Ȧ, and from 14 Ȧ to 16 Ȧ; for the MgO pore the two layers were from 9 Ȧ to 
11 Ȧ and from 11 Ȧ to 13 Ȧ. 
 
Analysis of the distributions of water molecules within three pores could allow 
us to gain better insights into the structure of confined water. We calculated the in-
plane density distributions of water oxygen atoms found in layers parallel to the X – 
Z plane at several locations along the Y direction. In Figure 7.5 we report the results 
obtained for silica (panel A), alumina (panel B) and MgO (panel C) pores. The 
results are obtained from systems containing water only. The high-density areas (red-
green spots) of the contour plots indicate the positions where the water oxygen atoms 
preferentially reside. Visual inspection of the results suggests a significant difference 
in the structural properties of confined water. Specifically, water molecules spread on 
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the silica surfaces yielding small volumes depleted of water (as seen in the panel A) 
while they fill the alumina and MgO pores thoroughly, forming two well-defined 
hydration layers in contact with the surfaces (panels B and C). These distributions 
indicate that cavities are stably formed only in the hydrated silica pore while they are 
not typically present in the other hydrated pores.  
7.4.3 Water Density Fluctuations under Confinement - Degree of 
Hydrophobicity 
 
Figure 7.6. Probability distribution for observing N water molecules, p(N), in a small spherical 
observation volume (r = 3.3 Ȧ) located at the center of the hydrated silica (blue), alumina (red), and 
MgO (green) pores. The results are obtained from the systems containing only water in the 
nanopores.Results for observing N water molecules in the same probe volume next to hydrophilic OH 
(black dashed) and hydrophobic CH3 (purple) surfaces reported by Garde et al. [99] are shown for 
comparison.  
 
To quantify the differences in the behaviour of confined water, which might 
result in differences in methane solubility, we quantify the water density fluctuations 
within the hydrated pores. Specifically, we calculated the probability of observing N 
molecules within a small spherical observation volume  of radius r = 3.3 Ȧ located 
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at the center of the hydrated silica (blue), alumina (red), and MgO (green) pores. The 
probabilities are calculated as [223]: 
𝑷𝒗(𝑵) =  〈𝜹(𝑵𝒗 − 𝑵)〉 =  𝐥𝐢𝐦𝒕→∞
𝟏
𝒕
∫ 𝒅𝒕′𝜹(𝑵𝒗(𝒕
′) − 𝑵)
𝒕
𝟎
   (7.1) 
Garde and coworkers [222] showed that the spontaneous formation of cavities 
within hydration water is a strong signature that discriminates among surfaces of 
different degrees of hydrophobicity. Other quantities such as local averaged water 
density and contact angle do not seem sufficient to provide such a discriminant 
[225]. In Figure 7.6 we show the results for the calculations of eq. (7.1) within the 
three hydrated pores considered here. The results are compared to similar 
calculations reported in the literature for water on free-standing surfaces of varying 
degrees of hydrophobicity. Comparing the data, we observe that the three pores 
considered in this work can be considered ‘hydrophilic’; however, there is a clear 
difference in their relative degree of hydrophilicity, with the silica pores being less 
‘hydrophilic’ than the other two pores considered. This observation could explain 
why methane is more favourably adsorbed within the hydrated silica pore than in the 
other two pores. Comparing the results obtained for the alumina with those found for 
MgO pores, we notice that the alumina pore is slightly more ‘hydrophilic’ than the 
MgO pore. This does not agree with the slightly larger methane solubility observed 
in water confined in the alumina vs. the MgO pore. In this case, the differences in 
tangential pressure, suggested by the differences in methane densities in Region II 
(see Figure 7.3) seem to be responsible for the differences in methane solubility. 
Garde et al. [99] stated that one important and direct consequence of enhanced 
fluctuations at an interface is that the formation of a cavity near that interface is 
easier. The results of the water distributions within the three pores reported in Figure 
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7.5 indeed confirm the observation of cavity formation within the hydrated silica 
pores while we do not see the cavities in the two other hydrated pores.  
7.4.4 Coupling of Methane Dynamics to Hydration Fluctuations 
 
Figure 7.7. (Top) Normalized water fluctuation autocorrelation function CNN(t) in the silica (left), 
alumina (middle), and MgO (right) pores. The results are obtained from systems containing only 
water. (Bottom) Diffusion profiles for methane across the hydrated silica (left), alumina (middle), and 
MgO (right) pores. The results were obtained from the systems containing water fully occupying the 
pores and one methane molecule constrained at the center of the simulation box in Y-Z plane while it 
moves along the X direction. The region between two dashed lines represents the inner hydrated pore. 
 
To further quantify the mutual relation between methane behaviour and confined 
water properties, we analysed the normalized water fluctuation autocorrelation 
function CNN(t) within the three pores and the methane diffusion profiles inside the 
hydrated pores. The results are shown in the top and bottom panels of Figure 7.7, 
respectively, for silica (left panels), alumina (middle panels) and MgO (right panels) 
pores. We computed the normalized water fluctuation autocorrelation function 
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through the water occupancy N(t) in the probe volume  (r = 3.3 Ȧ) located at the 
center of the hydrated pores, defined as [234]: 
𝑪𝜹𝑵𝜹𝑵(𝒕) =  
〈𝜹𝑵(𝒕)𝜹𝑵(𝟎)〉
〈𝜹𝑵(𝟎)𝜹𝑵(𝟎)〉
   with N(t) = N(t) - N  (7.2) 
The local diffusion coefficients for methane were estimated from umbrella 
sampling trajectories according to a simplified form of the Woolf and Roux equation 
[235, 236]: 
𝑫(𝒙 = 〈𝒙〉) =  
𝒗𝒂𝒓(𝒙)
𝝉𝒙
        (7.3) 
where x is the average position of the harmonically restrained methane molecule 
along the X direction, var(x) = x2 - x2 is its variance, and x is its correlation time, 
formally defined as 
𝝉𝒙 =
∫ 〈𝜹𝒙(𝒕)𝜹𝒙(𝟎)〉𝒅𝒕
∞
𝟎
〈𝜹𝒙𝟐〉
                       with x(t) = x(t) - x    (7.4) 
For the diffusion calculations, the methane molecule is forced to remain at the 
center of the simulation box in the Y-Z plane while it moves along the X direction. 
The x = 0 is located at the pore entrance.  
From single exponential fits on the normalized water fluctuation autocorrelation 
function we find that the decay time of water fluctuations in the three pores decreases 
in the order silica (~1.71 ps), MgO (~1.20 ps) and alumina pore (~1.07 ps). This 
means that the hydration fluctuation in the pore increases in the order alumina < 
MgO < silica pore, which is consistent with the density fluctuation results in Figure 
7.6. Note that the exponential fitting to the autocorrelation functions is only 
conducted at short observation times (less than 2 ps), where a single exponential 
function is assumed to be sufficient to capture the system behaviour. The decay time 
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obtained for the normalized water fluctuation autocorrelation function next to 
hydrophilic surfaces is comparable to that reported for bulk water by Setny et al. 
[234]. Note that the characteristics of water density fluctuations next to hydrophilic 
surfaces are similar to those obtained for bulk water [99]. 
In the bottom panels of Figure 7.7, we show the diffusion profiles of the 
methane molecule across three hydrated pores. The estimated diffusion coefficients 
decrease as methane enters the hydrated pore. The calculated diffusion coefficient of 
methane outside the hydrated pores ( 1.8  10-5 cm2/s) is consistent with the 
experimental diffusivity of methane in bulk water at similar conditions (1.9  10-5 
cm
2
/s) [237]. The results of averaged diffusion coefficients of methane inside the 
hydrated pores (the region between two dashed lines) suggest that methane diffuses 
faster in the hydrated silica pore ( 2.45  0.03  10-6 cm2/s) than in the alumina ( 
1.12  0.02  10-6 cm2/s) and MgO ( 1.61  0.03  10-6 cm2/s) pores. Correlating 
the methane diffusion with the hydration fluctuations in the silica, alumina and MgO 
pores clearly indicates a direct proportional coupling between methane and water 
dynamics. 
7.5 Conclusions 
We employed molecular dynamics simulations to study the behaviour of 
methane dissolved in water confined within silica, alumina, and MgO pores with 1 
nm width. The methane solubility in confined water in the silica pore is much higher 
than that found in the two other pores at comparable T and P. This is due to the fact 
that the hydrated silica pore is less ‘hydrophilic’ than the other two pores considered. 
Despite the fact that the hydrated alumina pore is slightly more hydrophilic than the 
hydrated MgO pore, methane solubility in water confined in the alumina pore is 
slightly larger than that obtained in the MgO pore. This difference is probably due to 
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higher tangential pressure expected in the alumina pore. Analysis of water 
fluctuation autocorrelation functions and local diffusion coefficients of methane 
across the hydrated pores shows a direct proportional coupling between methane and 
water dynamics. These results suggest that the properties of confined water are 
dictating both structural and dynamic behaviour of methane dissolved in the hydrated 
pores. Implications in the diffusion of fluids in the sub-surface should be investigated 
in the framework of hydraulic fracturing, shale gas, and perhaps also carbon 
sequestration.  
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Chapter 8 Summary and Outlook 
Learning fundamental insights regarding the behaviour of hydrogen-bonding 
fluids or their mixtures near mineral surfaces or within porous matrices helps us 
relating to multiple practical applications such as nano-fluidic devices, water 
desalination, membrane-based separations, natural gas sweetening, shale gas 
production, gas hydrate control, etc. 
This thesis has provided molecular-level insights into the structural and 
dynamical properties of water, ethanol and aqueous hydrocarbon mixtures on various 
free-standing solid surfaces or confined in porous matrices by employing all-atom 
equilibrium molecular dynamics simulations.  
In Chapter 3 we have compared the properties of water within thin films 
supported on magnesium oxide when its atoms are frozen versus when they are 
allowed to vibrate. Analysis of the contact angle for droplets of 1000 water 
molecules on the substrate, it shows better agreement with experimental data when 
the substrate is treated as rigid. The structural and dynamical properties of interfacial 
water on rigid versus vibrating MgO did not display significant differences, except 
the water orientation within the first hydration layer. We have also compared with 
those reported earlier for water on alumina, and on silicon dioxide surfaces. We 
observed a well-ordered pattern of interfacial water, especially on the first hydration 
layer, on all the three substrates considered. The arrangement of solid atoms on the 
substrate governs the availability of preferential adsorption sites where water 
molecules occupy. Depending on the distribution of these preferential adsorption 
sites on the surface the planar distribution of water molecules at the interface, and the 
network of water-water HBs are formed. These decide how far the surfaces perturb 
the properties of interfacial water and impact the residence time of water molecules 
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near the solid substrates. Despite the lack of experimental validations, the results of 
this work are important to gain insights into macroscopic phenomena including ion 
adsorption/desorption processes on solid substrates and hydrodynamic properties in 
the earth subsurface.  
In Chapter 4 we conducted simulations to study the behaviour of thin liquid 
ethanol films supported on the C-plane and R-plane alumina surfaces at ambient 
conditions. By computing atomic density profiles, in-pane RDFs, planar density 
distributions and HB networks it shows a well-organized ethanol layer near the 
alumina surface, resembling the structure of the substrates and the probability of 
forming HBs with the surface hydroxyl groups. We observe a pronounced 
orientational order in the first adsorbed layer on both surfaces. Comparing the 
simulated preferential orientation of ethanol molecules within the first adsorbed layer 
on the R-plane with experimental sum frequency vibrational spectroscopy data 
shows good agreement. Analysis of the dynamical properties suggests that ethanol 
molecules in the first adsorbed layer hardly move out of this layer, and that their 
rotational diffusion is impeded compared to the case that they are in the bulk, likely 
due to preferential HBs with the substrates. The results in this study could play a 
significant role in widening our understanding regarding the behaviour of hydrogen-
bonding and amphiphilic molecules in contact with materials of both technological 
and geological implications. Several industrial, geophysical, petroleum, and 
environmental applications employ hydrogen-bonding and amphiphilic molecules at 
solid surfaces; for example, these molecules could be a technical drilling fluid which 
is used to lubricate the drill bit and maintain hydrostatic pressure during oil and gas 
exploration.  
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In Chapter 5 we have investigated sorption, structure, and dynamics of liquid 
water-ethanol mixtures confined in 1 nm-wide slit-shaped alumina pores at ambient 
conditions. The simulated results show the selective adsorption of water within the 
pores, which is consistent with the experimental data. It is likely due to preferential 
surface-water interactions, compatible with results on freestanding alumina surfaces. 
The inspection of the dynamical properties of the confined mixtures indicates that 
water travels through the narrow pores more quickly than ethanol. The structural and 
dynamical results presented here for water-ethanol mixtures suggest the opportunity 
of using alumina-based porous materials as perm-selective membranes for the 
separation of water from aqueous ethanol solutions. 
In Chapter 6 we have studied the behaviour of aqueous methane confined in 
1nm-wide silica pore. We observed a significant increase in the solubility of methane 
in liquid water confined between two silica slabs. The highest methane solubility 
found in our works is comparable with that required for triggering the hydrate 
nucleation, based on the cage adsorption hypothesis of Guo et al [188]. Visual 
inspection of the representative simulation snapshots unveils the constant formation 
of amorphous water cages in which methane is confined. This suggests that the 
confinement might increase the possibility of the hydrate formation. In addition, our 
results regarding the investigation of the properties of mixtures of water and volatile 
hydrocarbons within porous matrices could give guidance for the development of 
hydraulic fracturing technologies, in which high-pressure water used as fracturing-
fluid stimulates the subsurface formation and encounters hydrocarbons and natural 
gas confined in narrow pores.  
In Chapter 7 we have focused on understanding the impact of porous matrices 
obtained from different materials on the behaviour of confined aqueous methane. 
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Models for silica, alumina, and magnesium oxide were employed to create the slit-
shaped pores. Our results suggest the strong dependence of methane solubility in 
confined water on the confining material, in which the methane solubility in liquid 
water confined in the silica pore is much higher than the other two pores considered 
here. The difference in molecular structure of confined water within the three pores 
and in density fluctuations show that the alumina and MgO pores are effectively 
more ‘hydrophilic’ than the silica pore. Investigation of the water fluctuation 
autocorrelation function together with local diffusion coefficients of methane through 
the hydrated pores reveals a direct proportional coupling between methane and water 
dynamics. These simulation results could provide useful insights into the behaviour 
of gas in water confined within narrow porous matrices, with possible significances 
for fluid transport. Significances in the diffusion of fluids within porous matrices 
should be examined in the scheme of hydraulic fracturing, shale gas, and possibly 
carbon sequestration as well. 
Continuing the research interests in the fluid transport within narrow sub-surface 
formations, we will investigate the dynamical properties of gas mixtures across 
hydrated pores carved out of different solid materials. The solid materials should be 
obtained from rather stable structures representative of minerals found in the sub-
surface, and therefore are expected to be chemically stable for time scales shorter 
than those at which mineral dissolution processes become relevant. The composition 
of gas mixtures should resemble that of natural gas including methane, ethane, 
propane, carbon dioxide and hydrogen sulfide. Our aim is to quantify the selectivity 
of gas mixture transport through hydrated narrow pores, which could be exploited for 
the separation of gases, e.g., in natural gas sweetening.  
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Appendices 
A. Supporting Information for Chapter 4 
A.1. Force Field Parameters 
Table A.1. Force field parameters implemented in this work. 
Species q(e)  (KJ/mol)  (Ȧ) Ref Combining Rules 
Al 1.575 5.5639E-06 4.271 
[65] 
Lorentz-Berthelot 
combining rules 
for alumina – 
alumina surface 
interactions. 
𝜎𝑖𝑗
=  
1
2
(𝜎𝑖𝑖 + 𝜎𝑗𝑗) 
𝜖𝑖𝑗 =  √𝜖𝑖𝑖𝜖𝑗𝑗 
 
Geometric 
combining rules 
for ethanol – 
ethanol and 
ethanol – alumina 
surface 
interactions 
𝜎𝑖𝑗 =  √𝜎𝑖𝑖𝜎𝑗𝑗 
𝜖𝑖𝑗 =  √𝜖𝑖𝑖𝜖𝑗𝑗 
OB (bridging 
oxygen) 
-1.05 0.65020 3.166 
ON (non-bridging 
oxygen) 
-0.95 0.65020 3.166 
H (surface OH 
groups) 
0.425 0 0 
CH3 (ethanol) 0 0.732200 3.905 
[66] 
CH2 (ethanol) 0.265 0.493712 3.905 
O (ethanol) -0.7 0.711280 0.3070 
H (ethanol) 0.435 0 0 
 
A.2. Simulation Snapshots 
In Table A.1 we report force-fields parameter implemented in this work to 
describe ethanol-ethanol as well as ethanol-surface interactions. Parameters include 
partial charges, as well as size and energy interaction parameters for customary 
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Lennard-Jones interactions. Different combining rules are employed, as described in 
the table. 
 
Figure A.1. Simulation snapshots for ethanol on the C-plane (0001) (left) and R-plane (1102) (right) 
sapphire surfaces. Green and red spheres represent aluminum and oxygen atoms in the bulk structure, 
respectively. For both surfaces, surface hydroxyl groups are illustrated using purple for oxygen and 
white for hydrogen atoms. Ethanol molecules are represented using cyan, red, and white spheres for 
methyl (methylene) groups, oxygen and hydrogen atoms, respectively. 
 
In Figure A.1 we show representative simulation snapshots of a thin film of 
ethanol simulated on the C-plane (0001) (left) and R-plane (1102) (right) sapphire 
surfaces. 
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A.3. Free Energy Landscapes 
 
Figure A.2. Potential of mean force for ethanol molecules as a function of the vertical distance from 
the C-plane (0001) (blue solid curve), the R-plane (1102) (red solid curve) of the -Al2O3 and the 
calcite (green dash curve) surface. Simulations are conducted at ambient conditions for three systems. 
For the C-plane, the reference (z = 0) corresponds to the top plane of the hydroxyl group oxygen 
atoms of the substrate; the reference (z = 0) for the R-plane surface is the plane of the topmost oxygen 
layer and for the calcite surface, the reference (z = 0) corresponds to the top plane of the substrate. 
Data on calcite are from literature (see text). 
 
In Figure A.2, we present the PMF for ethanol molecules as a function of the 
vertical distance from the C-plane (blue solid curve) and the R-plane (1102) (red 
solid curve) of -Al2O3. Results are compared to those for ethanol on the (1014) 
plane of calcite (green dash curve) reported by Cooke et al. [126]. The results in 
Figure A.2 are obtained from the density profiles of the ethanol center of mass, using 
standard statistical mechanics derivations [126, 136]. 
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A.4. Structural Properties 
 
Figure A.3. In plane CH3 – CH3 (top left), CH2 – CH2 (top right), oxygen-oxygen (bottom left), and 
hydrogen-hydrogen (bottom right) radial distribution functions for ethanol molecules within various 
layers on the R-plane. 
 
In Figure A.3, results are presented for in-plane CH3 – CH3 (top left), CH2 – CH2 
(top right), oxygen-oxygen (bottom left), and hydrogen-hydrogen (bottom right) 
RDFs for ethanol in the first and second layers on the R-plane. Results are also 
compared to those obtained in the bulk (i.e., far from the surfaces).  
As discussed in the text, the RDF results are indicative of pronounced order 
within the first adsorbed layer. To document such order we calculated the in-plane 
density distributions of methyl (top left), methylene (top right), oxygen (bottom left), 
and hydrogen (bottom right) of ethanol molecules within the first adsorbed layer on 
the C- and R-plane surfaces. The results are reported in Figure A.4 and Figure A.5, 
respectively. 
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To further visualize the organization of ethanol molecules within the first 
adsorbed layer, in Figure A.6 we present top and side views of representative 
simulation snapshots obtained for ethanol within the first adsorbed layer on the C- 
(left) and on the R-plane (right) surface. 
 
Figure A.4. In-plane density distributions of CH3 groups (top left), CH2 (top right), oxygen atoms 
(bottom left), and hydrogen (bottom right) of ethanol molecules within the first adsorbed layer on C-
plane -Al2O3 (0001). Densities are expressed in 1/Ȧ
3. 
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Figure A.5. Same as Figure S4, but for ethanol on R-plane -Al2O3 (1102). 
 
 
Figure A.6. Top and side views of the first adsorbed ethanol layer on the C- (left) and R-planes (right 
panel). Ethanol molecules are illustrated using cyan for methyl and methylene groups, red for oxygen, 
and white for hydrogen atoms.   
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A.5. Calculation Methods for Ethanol Orientation 
We report in Figure A.7 a schematic diagram representing azimuthal and polar 
angles of the symmetric axis of the methyl group of ethanol and of the OH group 
with respect to the (1101) direction and the surface normal (R-plane), or the (1100) 
direction and the surface normal (0001) (C-plane). Both all-atom and united-atom 
representations are used to represent ethanol. 
 
Figure A.7. Left: Schematic diagram representing azimuthal and polar angles of the symmetric axis of 
methyl group of ethanol or OH group with respect to the (1101) direction and the surface normal (R-
plane), or the (1100) direction and the surface normal (0001) (C-plane). Right: The symmetric axis of 
methyl group of ethanol, in all-atom and united atom representations. 
 
B. Supporting Information for Chapter 5 
B.1. Algorithms 
B.1.1. Algorithm to Calculate the Isosteric Heat of Adsorption at Infinite Dilution 
The isosteric heat of adsorption at infinite dilution in the canonical (NVT) 
ensemble was calculated as [238, 239] -q = H = U11 – U00 – Ug – RT, where U1 
is the total energy of the alumina surface with one guest (water or ethanol) molecule  
present, U0
 
is the total energy of only the alumina surface without the guest 
molecules, … refers to an ensemble average at constant volume, temperature and 
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number of guest molecules, Ug is the average energy of an isolated guest molecule 
(without the alumina surface present) and R is gas constant.
 
B.1.2. Method for Potential of Mean Force Calculations 
To construct the PMF as a function of the distance between one molecule and 
the -Al2O3 (0001) surface, we implemented the umbrella sampling algorithm [72, 
240]. The center of mass of molecule was forced to remain at given distances from 
the substrate using harmonic springs of various elastic constants. For one molecule, 
30 independent simulations were conducted, imposing that the equilibrium 
molecule−surface distance changes by 0.05 nm from one simulation to another. At 
any separation distance the simulation was conducted for up to 8 ns, during which 
time the histogram representing the distances between the center of mass of molecule 
and the substrate was populated [241]. The WHAM algorithm was then used to 
reconstruct the PMF from combining the histograms obtained at various 
molecule−surface separations [72]. 
B.2. Results 
B.2.1. Heat of Adsorption of Pure Water and Ethanol on Surface 
System Heat of Adsorption (kJ/mol) 
Pure Water on Surface 52.12 
Pure Ethanol on Surface 29.17 
 
The calculated heat of adsorption for water on alumina at 298K (52.12 kJ/mol) is 
much higher than that obtained for ethanol (29.17 kJ/mol), confirming that the 
alumina surface effectively attracts water molecules much more strongly than it does 
ethanol molecules. 
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B.2.2. Potential of Mean Force – Adsorption on a Freestanding Surface 
 
Figure B.1. Simulated potential of mean force as a function of the distance between the center of 
mass of one water or ethanol molecule and alumina substrate. Results were obtained by umbrella 
sampling calculations for the system of one water molecule in bulk ethanol (blue curve); one water 
molecule in bulk ethanol with some water molecules already adsorbed (red curve) and one ethanol 
molecule in bulk water (green curve) on -Al2O3 (0001) surface. 
 
In Figure B.1, we report the PMF as function of the distance between one 
molecule and a flat freestanding alumina surface. We considered one water molecule 
as it approaches the alumina surface covered by ethanol (system A); one water 
molecule as it approaches the alumina surface covered by ethanol and a few water 
molecules already adsorbed on alumina (system B), and one ethanol molecule as it 
approaches the alumina surface covered by water (system C). The PMF results for 
systems A and C indicate that as the various molecules approach the surface they 
encounter a relatively large free-energy barrier before they adsorb on the surface. 
Once they adsorb on the surface, the PMF results show a minimum, which depends 
on the system. The effective attractive PMF obtained for system A and B is much 
larger than that obtained for system C. This indicates that water is preferentially 
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adsorbed on alumina. The large energy barrier encountered for the molecules to 
adsorb suggests that once water molecules are adsorbed on alumina, they will 
experience some difficulty to desorb. 
B.2.3. Density Profiles in the Pore 
 
Figure B.2. Density profiles of water oxygen (red solid curve), water hydrogen (green solid curve), 
methyl ethanol (orange solid curve), methylene ethanol (blue solid curve), oxygen ethanol (purple 
dash curve) and hydrogen ethanol (dark blue dash curve) as a function of distance z across the 
alumina pore for simulated systems I (top left), II (top right), III (bottom left), and IV (bottom right). 
The reference (z = 0) corresponds to the center of the pore.  
 
In Figure B.2, the results of water oxygen (red solid curve), water hydrogen 
(green solid curve), methyl ethanol (orange solid curve), methylene ethanol (blue 
solid curve), oxygen ethanol (purple dash curve) and hydrogen ethanol (dark blue 
dash curve) density profiles as a function of distance z across the alumina pore are 
shown for simulated systems I (top left), II (top right), III (bottom left), and IV 
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(bottom right). The reference (z = 0) corresponds to the center of the pore. The 
density profiles indicate the formation of two well-defined adsorbed layers formed 
by water and ethanol, respectively, in contact with the pore surfaces. This suggests 
that few ethanol hydroxyl groups are present near the pore center at all pore 
compositions considered. The ethanol density profiles suggest that ethanol molecules 
mostly orient their symmetric axis of methyl groups parallel to the pore surfaces 
while they project their OH groups toward the surfaces or parallel to it. Water 
molecules also point their OH groups in the same manner. This preferential 
orientation allows water and ethanol molecules to form hydrogen bonds with the 
surface OH groups, as well as between water and ethanol or themselves. The 
orientation of the symmetric axis of methyl groups in the pore is not consistent with 
that found in the first layer on the flat freestanding alumina substrate as reported in 
the previous works [37, 145].
 
B.2.4. In-plane Radial Distribution Functions  
 
Figure B.3. Left: In-plane water oxygen – water oxygen and water oxygen – methylene group RDFs 
for the cases of fast and slow movement of the representative water molecule. Right: In-plane 
methylene – methylene and methylene – water oxygen RDFs for the cases of fast and slow motion of 
the representative ethanol molecule.  
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We calculate in-plane RDFs for representative water and ethanol molecules with 
the surrounding fluid molecules. In the left panel of Figure B.3 we report the results 
for fast and slow water molecules, while in the right panel of Figure B.3 we consider 
fast and slow ethanol molecules. We report water oxygen – water oxygen, water 
oxygen – ethanol methylene RDFs for water and ethanol methylene – methylene, 
methylene – water oxygen RDFs for ethanol. Our results suggest that slow and fast 
water and ethanol molecules do not pack differently with respect to neighbouring 
ethanol molecules. However, regarding neighbouring water molecules, water 
molecules diffuse fast when surrounded by fewer water molecules, while ethanol 
molecules diffuse fast when surrounded by many water molecules. 
B.2.5. Ethanol Orientation within the Pore for the Cases of Fast and Slow Movement 
 
Figure B.4. Probability distribution for OH of the representative ethanol molecules within the pore 
(system I) for the cases of fast (blue curve) and slow (red curve) movement. OH is the polar angle of 
the OH groups with respect to the pore surface normal. 
 
In Figure B.4, we report the probability distribution of polar angles for the OH 
groups of the representative fast (blue curve) and slow (red curve) ethanol molecule 
within the pore. The results suggest that ethanol molecules move faster as their OH 
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groups mostly orient parallel to the surfaces than when their OH groups point toward 
the surfaces.   
B.2.6. Dynamical Properties for Water and Ethanol Molecules in the Bulk Phase 
 
Figure B.5. Top: Residence autocorrelation functions CR(t) for water (left) and ethanol (right) 
molecules. Middle: Dipole moment autocorrelation functions for water (top left) and ethanol (top 
right) molecules. Bottom: 3-D MSD parallel to the alumina pore surfaces for water (left) and ethanol 
(right) molecules in the bulk phase. 
 
164 
 
In Figure B.5, the results of the residence autocorrelation function CR(t) (top), 
the dipole moment autocorrelation function (middle), and the 3-D MSD (bottom) for 
water and ethanol molecules outside of the pore, as a function of the fluid 
composition, are shown. The results for CR and CDM show strong dependency on 
composition. Both water and ethanol molecules move more slowly at compositions 
near the azeotrope. The MSD data suggest that the self-diffusion coefficient of both 
ethanol and water decreases monotonically with the water mole fraction. 
 
C. Supporting Information for Chapter 6 
C.1. Algorithms 
C.1.1. Algorithm to Calculate Density Profiles for Confined Methane Molecules in 
the Direction Perpendicular to the Methane – Water Interface. 
 
Figure C.1. Schematic diagram describing the algorithm for the calculation of the distance of a 
methane molecule from a rugged methane – water interface. 
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Implementing the algorithm proposed Berkowitz et al. [207], we calculated the 
perpendicular distance d between one methane molecule in Region I and II and the 
rough methane – water interface through these steps: 
a. The coordinates of the water oxygen atoms at the interface are projected onto 
the X = 0 plane. 
b. The coordinates of the methane molecules are projected onto the X = 0 plane. 
c. A methane molecule is associated with the closest water oxygen atom at the 
interface.   
d. The distance d perpendicular from the rough interface is the distance between 
the X coordinate of the methane molecule and that of its associated water 
oxygen atom. 
C.1.2. Methane Solubility in Liquid Water  
The methane solubility in water in Region I is defined as the ratio of the density 
of CH4 molecules in the direction perpendicular to the methane/water interface as 
Figure 2 (d = ~-29 to ~-15 Ȧ) to the density of water oxygen atoms in the X direction 
through silica pore, as shown in Figure S2 (x = 15 to 29 Ȧ) . The following equation 
is used:  
CH4 Solubility  10
3
 = 3
gionIRe
OH
CH
10
2
4



     (C.1) 
C.1.3. Pressure Tensor in the Pore 
To evaluate the local pressure tensor inside the slit-pore, we calculated the local 
tangential component of the pressure tensor Pxx perpendicular to the methane-water 
interface. We conducted these calculations in the region ‘deep’ into the pore, far 
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from both the pore-bulk and methane-water interfaces. The following equation is 
derived by Walton et al. [242] for an infinite interface in the x-y plane: 
Pxx = 
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In this equation A is the surface area within which averages are computed, (x) 
is the unit step function, and xij, yij, zij are components of the intermolecular 
separation vector rij. We computed the pressure tensor every 0.1 Ȧ along the z-axis of 
the slit-pore. We point out that Long et al. [217] recently employed this method for 
calculating the pressure tensor for argon within slit-shaped carbon pores.  
C.1.4. Excess Chemical Potential 
Initially, we conducted simulations at 300 K for bulk liquid water and liquid 
water confined in the silica pore without methane to create configurations for the 
Widom insertion method [204]. In the Widom insertion method, after inserting a 
methane molecule at a random position in the systems, we calculated exp(-U), 
where U is the potential energy difference between the systems before and after 
adding a CH4 molecule, U = U(Ntot + NCH4) – U(Ntot), with NCH4 = 1. The excess 
chemical potential is an average over all the configurations, defined as: 
V
)Uexp(dsV
lnkT
1N
ex
 

 
      (C.3) 
In the prior equation kB is the Boltzmann constant, T is the absolute temperature 
of the system,  = 1/kBT, V is the volume of the system, and … indicates an 
ensemble average. 
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C.1.5. F4 Structural Order Parameter 
The F4 structural order parameter developed by Rodger et al. [219] is used to 
describe the local arrangement of water molecules at different positions during our 
simulations. The F4 order parameter is based on the H­O…O­H torsion angle, , for 
two next-neighbouring water molecules 34 cosF , where  is the dihedral angle 
between the vector OH of a given water molecule and the vector OH of another 
water molecule found within 3.5 Ȧ from the first water molecule [243]. Note that all 
the water molecules considered for this calculation are found within 5.45 Ȧ from a 
methane molecule (they belong to the methane hydration shell). The hydrogens 
considered are the outer-most ones for each water dimer. The distance of 3.5 Ȧ is 
consistent with the first minimum in the water oxygen – water oxygen radial 
distribution functions gOO(r) in liquid water [194]. The order parameters were 
obtained as averaged over all possible angles correlated with a given water, and then 
over all water molecules in a hydration shell.  
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C.2. Results 
C.2.1. Water Density Profiles in the X direction inside the Pore 
 
Figure C.2. Density profiles of water oxygen atoms as a function of distance x through the silica pore. 
The results are obtained from seven simulation systems. The reference (x =0) is the plane located at 
the position of the pore entrance (left side). 
 
In Figure C.2, we report the results of water oxygen density profiles as a 
function of distance x through the silica pore when the bulk pressure increases. The 
reference (x = 0) corresponds to the plane located at the pore entrance (left side). The 
results in Figure C.2 indicate that generally the increase of the bulk pressure of the 
system does not impact the structural properties of water molecules.  
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C.2.2. Pressure Tensor in the Pore 
 
Figure C.3. Tangential pressure tensor profiles for seven methane-water systems confined in the silica 
pore at 300K. 
 
In Figure C.3, the results for tangential pressure tensor Pxx as a function of the 
distance z across the silica pore are shown for seven simulated systems. Generally, as 
the bulk pressure increases, the tangential pressure tensor Pxx inside the pore also 
increases. Our results show that, unexpectedly, as the bulk pressure increases from 
18.94 to 22.79 MPa, the tangential pressure tensor Pxx decreases slightly.  
C.2.3. Excess Chemical Potential 
In Table C.1 we report the results of the excess chemical potential for methane 
in bulk liquid water and in confined liquid water. Our calculations in bulk water are 
in good agreement with literature simulation data [203, 204]. Our data show that the 
excess free energy for methane in bulk liquid water is higher than that for methane in 
confined liquid water, which is consistent with higher solubility predicted for 
methane in confined versus in bulk water.  
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Table C.1. Excess chemical potential for methane in bulk and confined liquid water at 300K. 
System Excess Chemical Potential ( kJ/mol) 
CH4 in Bulk Water  9.31 
CH4 in Water confined in SiO2 Pore 8.77 
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