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Abstract
Values and lower bounds for nq(4; d) for general q are given, where nq(k; d) denotes the
minimum integer n for which there exists a linear code of length n, dimension k and minimum
Hamming distance d over the Galois eld GF(q). As a result for the nonprojective linear codes,
we prove the nonexistence of an [n; 4; 2q3− rq2− q+1]q code attaining the Griesmer bound for
q> r; r = 3; 4; and for q> 2(r − 1); r>3. c© 1999 Elsevier Science B.V. All rights reserved.
1. Introduction
We denote by GF(q) the Galois eld of order q: An [n; k; d]q code means a linear
code of length n with dimension k whose minimum Hamming distance is d over GF(q).
A fundamental problem in coding theory is to determine nq(k; d); the minimum value
of n for which there exists an [n; k; d]q code for given q; k; d: As a lower bound on
nq(k; d) the following is well known [4,20].
The Griesmer bound
nq(k; d)>gq(k; d):=
k−1X
i=0
dd=qie;
where dxe denotes the smallest integer greater than or equal to x.
See [9] for the case k63 and see [1,3,9{11,14,15,19,21] for the case k=4 for q65:
We only consider the case when k = 4 for arbitrary prime power q. nq(4; d) has been
already determined for all d for q64.
We give some answers to the problem determining nq(4; d) for arbitrary q except
some small q: The following theorem is well known [2,6,13,16,18], see Examples in
Section 2 for (1){(3).
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Theorem 1.1. nq(4; d) = gq(4; d) for all q for
(1) 16d6q− 2;
(2) q2 − 2q+ 16d6q2 − q;
(3) q3 − 2q2 + 16d6q3 − 2q2 + q;
(4) q3 − q2 − q+ 16d6q3 + q2 − q;
(5) 2q3 − 3q2 + 16d:
Some techniques used for determining nq(4; d) with q65 are also valid for general
q: We generalize known results for some small q to larger q as follows (Theorems 1.2
and 1.3).
Theorem 1.2. nq(4; d) = gq(4; d) + 1 for
(1) q2 − q+ 16d6q2 − 1 for q>3;
(2) d= q2 for q= 2h; h>2;
(3) d= 2q2 − 2q− 1; 2q2 − 2q for q>4;
(4) q3 − q2 − q−pq− 2<d6q3 − q2 − q for q>4:
Theorem 1.2(3) can be improved for q>5; see Note in Section 3.
Theorem 1.3. nq(4; d)>gq(4; d) + 1 for
(1) d= q− 1; q for q>4;
(2) d= 2q− 1; 2q for q>4;
(3) (− 1)q− 26d6(− 1)q for 46<q with  not dividing q;
(4) 2q2 − 2q+ 16d62q2 for q>4;
(5) (− 1)q2 − 3q+ 16d6(− 1)q2 for 46<q with  not dividing q:
The only known case such that nq(4; d)>gq(4; d) + 1 holds is that
n5(4; 25) = 34 (=g5(4; 25) + 2)
[19]. Theorem 1.3 is obtained from the nonexistence of some projective (i.e., 0 = 1;
see Section 2) q-ary linear codes attaining the Griesmer bound. Known results on
the nonexistence of nonprojective q-ary linear codes attaining the Griesmer bound are
quite few. As for the case of dimension four we only know that nq(4; d)>gq(4; d)
for d= 2q3 − 3q2 − 1; 2q3 − 3q2 for q>4 [16]. We give a new result including it.
Theorem 1.4. For q>r; r = 3; 4 and for q> 2(r − 1); r>5; it holds that
nq(4; d)>gq(4; d) + 1 for 2q3 − rq2 − q+ 16d62q3 − rq2:
As for q= 5, for example, Theorem 1.4 implies the nonexistence of a [184; 4; 146]5
code and a [215; 4; 171]5 code. Since there exists a [2q
2−q−1; 3; 2q2−3q]q code (see
[9, Theorem 2:12]), we can construct a [gq(4; d) + 1; 4; d]q code for d= 2q
3 − 3q2 by
Theorem 4:5 of [5]. Hence, from Theorem 1.4 with r = 3; we get the following:
Theorem 1.5. nq(4; d) = gq(4; d) + 1 for 2q3 − 3q2 − q+ 16d62q3 − 3q2 for q>4:
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We prove Theorems 1.2 and 1.3 in Section 3 and Theorem 1.4 in Section 4.
2. Geometric preliminaries
Firstly we recall a well-known geometric method [18] for the proof of theorems in
Section 1. We denote by  = PG(3; q) the projective geometry of dimension 3 over
GF(q): A j-at is a projective subspace of dimension j in . 0-ats, 1-ats and 2-ats
are called points; lines and planes, respectively, as usual. Denote by j the number of
points in a j-at, i.e. j = (qj+1 − 1)=(q− 1):
Let C be an [n; 4; d]q code which does not have any coordinate position in which
all the codewords have a zero entry. The columns of a generator matrix M of C can
be considered as a multiset of n points in  denoted by M: An i-point is a point
which has multiplicity i in M: Let Ci be the set of i-points in : Let 0 be the
maximum number of i for which an i-point exists in : For any subset S of  we
dene
c(S) =
0X
i=1
i  jS \ Cij;
where jT j denotes the number of points in T for a subset T of : A line l with
t = c(l) and a plane  with i = c() are called a t-line and an i-plane, respectively.
Dene
j =maxfc() j is a j-at in g; 16j62:
Then we obtain the partition =
S0
i=0 Ci such that
c() = n;
c()6n− d for any hyperplane  of ;
c() = n− d for some hyperplane  of :
Conversely such a partition  =
S0
i=0 Ci as above gives an [n; 4; d]q code in the nat-
ural way if there exists no plane containing the complement of C0 in . C is called
projective if 0 = 1: We give some examples of a partition of  which gives a projec-
tive [n; 4; d]q code attaining the Griesmer bound. We refer to [13] for the geometrical
terminologies.
Example. (1) Let C1 be a twisted cubic in  and put C0 = nC1: Then C1 gives a
[q+ 1; 4; q− 2]q code, which yields Theorem 1.1(1).
(2) Let C1 be an elliptic quadric in  and put C0=nC1: Then C1 gives a two-weight
[q2 + 1; 4; q2 − q]q code, which yields Theorem 1.1(2).
(3) LetH be a hyperbolic quadric in : Let P be a point onH and  be the tangent
plane ofH at P: Putting C0=(H[)nfPg; C1=nC0 gives a [q3−q2+1; 4; q3−2q2+q]q
code, which yields Theorem 1.1(3).
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Lemma 2.1. Let C be an [n; 4; d]q code attaining the Griesmer bound.
(1) 0 = s if (s− 1)q3<d6sq3:
(2) 162 − d=q; 2 = n− d:
(3) 1>(n+ 2q2 + 2q)=2 if n>3:
(4) c(l)62 − (n− w)=q for any line l in a w-plane.
Proof. (1) See [18]. (2) See [10] or [19].
(3) If n>3; then we can take an i-point P with i>2: Considering the lines through
P; we obtain
(1 − i)(q2 + q+ 1) + i>n;
which yields (3).
(4) Straightforward from [10, Lemma 2.1].
An n-set K in  is called an n-arc if no four points of K are coplanar.
Lemma 2.2 (see Hirschfeld [13, Chapter 21]). The maximum value of n for which an
n-arc in  exists is q+ 1 for q>4:
Let S be a -set in a j-at satisfying
(i) no + 1 points from S are collinear;
(ii) there exist  collinear points in S:
Then S is called a (; )-arc and a (; )-cap when j = 2 and j = 3, respectively.
We denote by mj(; q) the maximum value of  for which there exists such a -set in
PG(j; q):
Lemma 2.3.
(1) m2(2; q) =

q+ 1 for odd q;
q+ 2 for even q:
(2) m2(3; q)62q+ 1 for q>4.
(3) m2(; q)6(− 1)q+ − 3 for 46<q with  not dividing q.
(4) m3(2; q) = q2 + 1 for q>3.
(5) m3(3; q)62q2 − 1 for q>4.
Proof. See [7,8,12,13 - Chapter 16]. See also Note in Section 3 for m3(3; q):
Corollary 2.4. nq(3; d)>gq(3; d) for
(1) d= q for odd q;
(2) d= 2q− 1; 2q for q>4;
(3) (− 1)q− 26d6(− 1)q for 46<q with  not dividing q:
Proof. Let C be an [n = gq(3; d); 3; d]q code and let C1 be the n-set of PG(2; q)
given by a generator matrix of C: Then C1 forms an (n; n − d)-arc in PG(2; q)
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[9, Theorem 5:2]. So we get a contradiction by Lemma 2.3(1){(3) for each of the
given d:
3. Proof of Theorems 1.2 and 1.3
Lemma 3.1 (Boukliev et al. [1]). (1) There exist codes with parameters
[q2 + q+ 2; 4; q2 − 1]q and [2(q2 + 1); 4; 2q(q− 1)]q for all q.
(2) There exists a [q2 + q+ 3; 4; q2]q code for even q:
Proof. Let G1 be a generator matrix of a two-weight [q2 + 1; 4; q2− q]q code with the
rst row of weight q2 and G2 be a generator matrix of a [q + 1; 3; q − 1]q code, see
Examples in Section 2. Putting
G02 =
0
BB@
0 : : : 0
G2
1
CCA ;
the matrix [G1jG02] generates a [q2 + q + 2; 4; q2 − 1]q code. Taking a generator
matrix of a [q + 2; 3; q]q code as above G2 for even q (see Lemma 2.3), the matrix
[G1 jG02] generates a [q2+q+3; 4; q2]q code. CY1 of [2] gives a [2(q2+1); 4; 2q(q−1)]q
code.
Lemma 3.2. There does not exist an [n= gq(4; d); 4; d]q code for
(1) d= q− 1 for q>4;
(2) d= 2q− 1 for q>4;
(3) d= (− 1)q− 2 for 46<q with  not dividing q;
(4) d= q2 − q+ 1 for q>3;
(5) d= 2q2 − 2q− 1 for q>4,
(6) d= 2q2 − (3− r)q+ 1; r = 1; 2 for q>4;
(7) d = ( − 1)q2 − ( − r)q + 1; r =  − 3;  − 2;  − 1 for 46<q with  not
dividing q:
Proof. Suppose that an [n= gq(4; d); 4; d]q code C exists and let C1 be an n-set in 
given by C:
(1) Since 2 =3 by Lemma 2.1(2), C1 forms a (q+2)-arc in ; which is impossible
by Lemma 2.2.
(2) Let P be a point of C1 and let  be a plane not containing P. Let C01 be the
projection of C1nfPg from P onto : Since 2 = 4 and 1 = 2 by Lemma 2.1(2),
C01 forms a (2q+ 2; 3)-arc in  contradicting Lemma 2.3(2).
(3) Take P;  and C01 as above. Since 2 =  + 1 and 1 = 2 by Lemma 2.1(2),
C01 forms a ((− 1)q+ − 2; )-arc in  contradicting Lemma 2.3(3).
(4) Since 2 = q+ 2 and 1 = 2 by Lemma 2.1(2), C1 forms a (q2 + 3; 2)-cap in ;
which is impossible by Lemma 2.3(4).
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(5) Since 2 = 2q + 1 and 1 = 2 by Lemma 2.1(2), C1 forms a (2q2; 3)-cap in ;
which is impossible by Lemma 2.3(5).
(6) By Lemma 2.1(2) we have 2 =2q+ r+1 and 163; which is impossible since
m2(3; q)62q+ 1<2 for q>4 by Lemma 2.3(2).
(7) By Lemma 2.1(2) we have 2 = (− 1)q+ r+1 and 16; which is impossible
since m2(; q)<2 by Lemma 2.3(3).
By puncturing, the existence of an [n; 4; d]q code implies the existence of an
[n − 1; 4; d − 1]q code. Hence (1) and (2) of Theorem 1.2 follow from Lemmas 3:1
and 3.2(4), and Theorem 1.2(3) follows from Lemmas 3:1 and 3.2(5).
Since nq(4; q3− q2− q+1)= gq(4; q3− q2− q+1)= gq(4; q3− q2− q)+2 and since
there does not exist an [n; 4; n+1−q2]q-code for q3−q−
p
q−3<n6q3−q−1; q>4
[17], we get Theorem 1.2(4).
We obtain (1), (2), (3), (4) and (5) of Theorem 1.3 from (1), (2), (3), (6) and (7)
of Lemma 3.2, respectively.
Note. Hill [7] proved that m3(3; 4) = 31 and that
m3(3; q)62q2 + 1− a(q) for q> 3;
where a(q) is the smallest positive integer a satisfying the inequality
q(q− 1)a3 + (q+ 1)(2q2 − 4q+ 1)a2 − q(5q3 − q2 − 6q− 6)a
+2q3(q− 3)(q+ 1)60:
For example, a(4) = 1; a(5) = 2; a(7) = a(8) = 3; a(9) = 4: Using this evaluation on
m3(3; q) we can improve Theorem 1.2(3) as
2q2 − 2q− a(q)<d62q2 − 2q for q>5:
4. Proof of Theorem 1.4
We assume that q>r and r>3: Suppose that an [n = 2q3 − (r − 2)2 − (q − 1);
4; d= 2q3 − rq2 − (q− 1)]q code C exists. Note that n= gq(4; d) and hence 0 = 2 by
Lemma 2.1(1). Let =C0 [C1 [C2 be the partition of  given by a generator matrix
of C: By Lemma 2.1(2) and (3) we have
1 = 2q− r + 2; 2 = 2q2 − (r − 2)(q+ 1):
Since 2 = (1 − 2)(q + 1) + 2 and n = (1 − 2)2 + 2 − (q − 1); every line on
a 2-plane through a 2-point is a 1-line, and any i-plane through a 2-point satises
2<2 − (q− 1)6i62:
Lemma 4.1. Let  be a 2-plane.
(1) Let l1; l2 be distinct ti-lines on ; i = 1; 2; with t0 = c(l1 \ l2): Then
t1 + t2>(2 + t0)q− 2(r − 2):
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(2)  does not include a 0-line if q> 2(r − 2):
(3) Every line on  is either a (q− r + 2)-line or a 1-line if q> 2(r − 1).
(4) In the case of (3); the number of (q− r + 2)-lines on  is r.
Proof. (1) Considering the lines on  through l1 \ l2; we have
26t1 + t2 − t0 + (q− 1)(1 − t0);
which yields the desired inequality.
(2) Let l1 be a 0-line on : Setting t0 = t1 =0 in (1) we have t2>2q− 2(r− 2)>q
for q> 2(r − 2): Hence every line ( 6= l1) on  contains a 2-point and it must be a
1-line so that 2 = q1; a contradiction.
(3) Let l1 be a t1-line on  containing no 2-point. Then l1 has a 1-point by (2).
Setting t0=1 in (1) we have t2>3q−2(r−2)−t1>1; a contradiction if t1<q−r+2:
Thus t1>q− r+2: Let t1 = q− r+2+ r0; 06r06r− 1: Setting t0 = 1 in (1) we have
t2>2q − r + 2 − r0>q + 1 since r − 1 + r062(r − 1)<q: Hence every line (6= l1)
on  must be a 1-line so that 2 = (1 − 1)q + q − r + 2 + r0; which implies r0 = 0:
Hence, by (2), every line on  is either a (q− r+2)-line or a 1-line if q> 2(r− 1).
(4) Let l be a (q − r + 2)-line on  and let Q0; Q1; : : : ; Qr−2 be the 0-points on l:
Since 2 = 1(q− 1)+2(q− r+2); there exists one and only one other (q− r+2)-line
on  through each Qi: Clearly every line (6= l) on  through a 1-point of l is a 1-line.
Hence our assertion follows.
Lemma 4.1(3) also holds for the case r = 4 for q= 5: Indeed, we can show that as
a continuation of the proof of Lemma 4.1(3). Suppose that there exists a line l with
1>c(l) 6= q− r+2: Since t2>2q− r+2− r0=8− r0 and since 8− r06q+1 if and
only if r0 = 2 or 3, we may assume that l is a (q+ 1)-line. Then for any 1-line l on
 we have
(jl \ C0j; jl \ C1j; jl \ C2j) = (1; 2; 3) or (0; 4; 2);
say of type  and , respectively. If j \ C0j>2; then considering the lines
on  through the intersection of l and a line containing two 0-points, we have
c()6(1−1)(q−1)+(q−2)+q+1<2; a contradiction. Suppose j\C0j=1 and let
 \ C0 = fQg: Since any line containing Q and a 2-point is of type ; 3 divides
j\C2j: On the other hand, there exists one and only one line of type  on  through
a given 2-point on ; whence j\C2j= q+3= 8; a contradiction. Hence \C0 = ;:
Since every line on  containing a 2-point must be of type ; \C2 forms a (7,2)-arc
contradicting Lemma 2.3(1).
Hence, from now on, we assume that q> 2(r−1) for r 6= 4 to validate Lemma 4.1.
Lemma 4.2. Let 1; 2 be distinct planes with ti = c(i); i=1; 2; and t0 = c(1 \ 2):
Then it holds that t1 + t2>2q2 − (r − 2− t0)q− 2(r − 2)− (q− 1):
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Proof. Considering the planes through 1 \ 2, we have
n6t1 + t2 − t0 + (q− 1)(2 − t0):
We denote by ai the number of i-planes in :
Lemma 4.3. ai > 0 implies q2 − (r − 1)q − (r − 3)6i6q2 − (r − 2)q − (r − 2) or
2 − (q− 1)6i62:
Proof. By Lemma 2.1(4) a line l in an i-plane satises c(l)6(i+ r+ q− 3)=q: Hence
by Lemma 4.1(3) we have
ai = 0 for 06i<q2 − (r − 1)q− (r − 3):
Let  be an i-plane with i62: Since  \C2 = ; and since  \ is a (q− r + 2)-line
for a 2-plane ; we have
i62 − (1 − (q− r + 2)) = q2 + q+ 2− r:
Let i = q2 − uq− (r − 3) + s with 06u6r − 2; 06s6q− 1: Suppose that every line
l on  satises c(l)6q− u: Since there exists a (q− r + 2)-line on ; we have
i6(q− u− 1)q+ q− r + 2<q2 − uq− (r − 3);
a contradiction. Since q − r + 2<q − u + 16(i + r + q − 3)=q<q − u + 2;  \ C1
forms an (i; q − u + 1)-arc in : Take a (q − u + 1)-line l on : Let 0 be a j-plane
6= : By Lemma 4.2 we have j>2− s: If s=0 then 0 must be a 2-plane including a
(q−u+1)-line, which contradicts Lemma 4.1(3). Denote by ck the number of k-planes
through l other than : Then we obtain
2−1X
k=2−s
(k − q+ u− 1)ck = n− i = 2q3 − (r − 1)q2 − (r − u− 1)q− s:
If s=1; then the above equation has no solution. For 26s6q− 1; using the conditionP
k ck = q; we have
2−2X
k=2−s
(2 − 1− k)ck =−q+ s6− 1;
a contradiction again.
Suppose ai = 0 for all i62: Then considering the planes through a given
(q− r + 2)-line on a 2-plane, we have n>(2 − (q− 1)− (q− r + 2))q+ 2; a con-
tradiction. Hence, by Lemma 4.1(4), we haveX
i62
ai>r:
On the other hand, if there exists an i-plane with i=q2−(r−1)q−(r−3)+s; 06s6q−1;
then any other j-plane satises
j>q2 + t0q− r + 2− s>q2 − r + 2− q+ 1>q2 − (r − 2)q− (r − 2);
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by Lemma 4.2, which impliesX
i62
ai61;
a contradiction.
Therefore there exists no [gq(4; d); 4; d= 2q3 − rq2 − (q− 1)]q code if q> 2(r − 1)
for r 6= 4. As for the case r = 3 for q = 4; the nonexistence of a [104; 4; 77]4 code is
already known [10]. This completes the proof of Theorem 1.4.
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