Abstract. The L q dimensions, for 1 < q < ∞, quantify the degree of smoothness of a measure. We study the following problem on the real line: when does the L q dimension improve under convolution? This can be seen as a variant of the well-known L p -improving property. Our main result asserts that uniformly perfect measures (which include Ahlfors-regular measures as a proper subset) have the property that convolving with them results in a strict increase of the L q dimension. We also study the case q = ∞, which corresponds to the supremum of the Frostman exponents of the measure. We obtain consequences for repeated convolutions and for the box dimension of sumsets. Our results are derived from an inverse theorem for the L q norms of convolutions due to the second author.
Introduction
Let ν be a Borel probability measure on R d . Since convolution (of a function, measure, etc) with ν is a smoothing operation, a natural problem arises: quantifying the additional degree of smoothness ensured by convolving with ν, in terms of the geometry of ν. A particular instance of this problem that has received much attention is that of L p improvement: what measures ν have the property that the operator T ν (f ) = f * ν maps L 2 to L 2+ε for some ε > 0? We recall that if T ν maps L 2 to L 2+ε then by interpolation it maps L p to L p+ε(p) for all p ∈ (1, ∞) and some positive ε(p). See [2, 8, 10, 9, 3] and references therein for progress on this problem. We remark that while wide classes of measures are known to have the L p -improving property, including many Cantor-type measures such as the Cantor-Lebesgue measure on the ternary Cantor set, it remains open whether all Ahlfors-David regular measures of positive exponent on the real line are L p -improving. In this article we consider a different, but related, notion of smoothness: L q dimension. Given ν ∈ P(R) (the family of compactly supported Borel probability 
Here, and throughout the paper, the logarithms are to base 2. The term (q − 1) is a normalizing factor that ensures D(ν, q) ∈ [0, 1].
To emphasize the connection with L q norms, we note that D(ν, q) can alternatively be defined as follows: let (Alternatively, we could take ν m to be the convolution of ν with a bump function adapted to the interval [0, 2 −m ].) In particular, if ν has an L q density, then D(ν, q) = 1 (but not conversely). It is well known and easy to see that q → D(ν, q) is non-increasing. See [5] for further background on L q dimensions and their relationships with other notions of dimension of a measure such as entropy and Hausdorff dimensions.
We also define the L ∞ dimension of ν ∈ P(R), denoted by D(ν, ∞), as the limit of D(ν, q) as q → ∞ (which exists since D(ν, q) is decreasing and bounded from below by 0). It is easy to see that D(ν, ∞) is the supremum of the Frostman exponents of ν, i.e. of all s ≥ 0 such that there is C s satisfying ν(B(x, r)) ≤ C s r s for all x ∈ R, r > 0.
The values of q are always assumed to be in (1, ∞); when we want to refer to D(ν, ∞) we will do so explicitly.
We are interested in the growth of L q dimension under convolutions. Recall that if µ, ν ∈ P(R), then their convolution µ * ν ∈ P(R) is the projection of the product measure µ × ν under the addition map, i.e. µ * ν(B) = (µ × ν)(S −1 (B)), where S(x, y) = x+y. In keeping with the principle that convolution is a smoothing operation, it always holds that (1.2) D(µ * ν, q) ≥ D(µ, q)
for any measures µ, ν ∈ P(R). This is a well-known consequence of the convexity of x → x q , see e.g. [6, Lemma 2.2] . The question we are interested in is: when is there strict inequality in (1.2)? There are two trivial situations that prevent this: if already D(µ, q) = 1, or if ν is a Dirac mass, then there is equality in (1.2) . However equality may also hold in situations which are far from these two extreme cases. For example, let n j be a rapidly increasing sequence (n j = j! works), and set E = ∪ j [n j , 2n j ]. Let µ be the distribution of an independent sequence of random variables (ω n ) ∞ n=1 such that ω n = 0 for n ∈ E and ω n is either 0 or 1 with probability 1/2 for n ∈ N \ E. Finally, let µ be the projection of µ under the binary expansion map. It is not hard to see that D(µ, q) = 1/2 for all q and, indeed, also D(µ * µ, q) = 1/2 for all q, since µ * µ has essentially the same structure. Using variants of this example, one can construct measures µ, ν of any L q -dimensions (possibly different from each other) such that D(µ * ν, q) = max{D(µ, q), D(ν, q)}. The key feature of these examples is that, even though globally µ looks nothing like a Dirac mass or Lebesgue measure, locally and at a finite scale it looks very much like one or the other, depending on the scale.
Our main result says, informally, that if ν is uniformly far from being atomic at all places and scales, then D(µ * ν, q) > D(µ, q) unless D(µ, q) = 1. To make this precise, we introduce the notion of uniformly perfect sets and measures. A set A ⊂ R is called uniformly perfect if there exists a constant K > 1 such that if x ∈ A ⊂ B(x, Kr) for some r > 0, then A ∩ B(x, Kr) \ B(x, r) = ∅. We extend this definition to measures as follows: we say that a measure ν ∈ P(R) uniformly perfect, if there exist positive constants N > 1 (not necessarily an integer) and 0 < γ ≤ 1, so that if spt ν ⊂ B(x, N r), then
Hence, ν is uniformly perfect if the measure of a ball is not heavily concentrated near its center, in a uniform way. When we want to emphasize the involved constants, we use the term (N, γ)-uniformly perfect. This condition has also been called reverse doubling.
Theorem 1.1. Given q ∈ (1, ∞), N ∈ N ≥1 and γ, η > 0, there is ε = ε(q, N, γ, η) > 0, such that the following holds:
We remark that in the special case when ν is a homogeneous self-similar measure on the real line and q = 2 this statement was proved in [16, Theorem 4.1] , with quantitative estimates. The proof there strongly uses self-similarity and therefore does not extend to more general measures.
Using Theorem 1.1 repeatedly, we obtain Corollary 3.6, which says that if {µ i } i∈N is a family of (N, γ)-uniformly perfect measures, then D( * n i=1 µ i , ∞) converges to 1. Recall that ν ∈ P(R) is called Ahlfors α-reqular with constant C ≥ 1 if
for all x ∈ spt ν and r ∈ (0, 1).
It is not hard to see that if ν is Ahlfors α-regular with constant C > 0, then ν is uniformly perfect with parameters depending on C, α; see Lemma 4.1. Hence we have the following corollary: Corollary 1.2. Given q ∈ (1, ∞), and C > 1, α, η ∈ (0, 1), there is ε = ε(q, C, α, η) > 0, such that the following holds: If ν ∈ P(R) is Ahlfors α-regular with constant C, then
for any measure µ with D(µ, q) < 1 − η.
This improves upon an earlier result of Dyatlov and Zahl, namely [4, Theorem 6] , asserting that if µ is Ahlfors α-regular with constant C, then
where ε > 0 depends on α and C. We note that D(µ, 2) = α by Ahlfors-regularity, and hence D(µ, 2) is bounded away from 1.
We deduce Theorem 1.1 from an inverse theorem for the L q norm of convolutions from [18] , see §2.2 below. The statement of this inverse theorem is fairly technical and one of the motivations of this work is to demonstrate its usefulness through several applications.
We remark that Hochman's inverse theorem for entropy [11, Theorem 2.7] can be used to obtain similar statements for the entropy, and even Hausdorff, dimension of measures. Since L q dimensions are smaller or equal than both Hausdorff and entropy dimensions, our results cannot be derived from Hochman's theorem in any simple way, and are in many cases stronger. For example, our Corollary 3.6 immediately implies that if {µ i } i∈N is a family of (N, γ)-uniformly perfect measures, then the Hausdorff dimension of * n i=1 µ i converges to 1 at a rate that depends only on N and γ.
In Section 2 we introduce notation and recall our main tool, the inverse theorem from [18] . In Section 3 we prove Theorem 1.1 as a consequence of a more quantitative result, prove a dual statement for measures with porous supports, and deduce consequences for repeated convolutions. In Section 4 we present classes of measures to which our results apply. Finally, the relationship with the dimension of sumsets is discussed in Section 5.
Preliminaries
2.1. Discretizations. We introduce some notation. A set A contained in 2 −m Z ∩ [0, 1) is called a 2 −m -set. A probability measure is called a 2 −m -measure if it is supported on a 2 −m -set. We will study measures via their discretizations. For µ ∈ P(R) we define the level-m discretization of µ by collapsing the mass of every interval Q ∈ D m to its left endpoint, that is,
is a 2 −m -measure, and µ (m) (Q) = µ(Q) for all Q ∈ D n and n ≤ m. Now we can equivalently set the definition of L q dimension as
where for a finitely supported measure ν we define its L q norm ν q as
The minimal value for µ q among all 2 −m -measures is 2 −m/q , where q = q/(q − 1) is the dual exponent, and this is attained only by the uniform distribution on 2 m points.
We recall a useful Lemma saying that the order in which discretization and convolution are performed does not affect the L q norm too much. For the proof, see e.g. [18, Lemma 4.3] .
Lemma 2.1. For any q ∈ [1, ∞), there is a constant C q , so that
q . holds for all µ, ν ∈ P([0, 1)) and m ∈ N. Given a set A ⊂ R, we denote the intervals in D n that intersect A by D n (A), and denote its cardinality by N n (A) = |D n (A)|. For an interval I and R > 0, we let RI be the interval with the same centre as I and length R times that of I.
Let D, be large integers and write Let m = D and let µ and ν be 2 −m -measures with
Then, after translating the measures µ and ν by appropriate numbers of the form k2 −m , there exist 2 −m -sets A ⊂ spt µ and B ⊂ spt ν and a set S ⊂ [ ], so that
Remark 2.3. In this theorem, the convolution can take place either on [0, 1) seen as the circle (i.e. with addition modulo 1), or on the real line; see the remark after [18, Theorem 2.1]. For us the convolution will always take place on the real line. Nevertheless, the measures µ, ν must be supported on [0, 1). This is not essential, but otherwise the diameter of the supports of µ and ν would become an additional parameter to keep track of. Because most of the questions we are interested in are invariant under scaling and translation, it is not a problem for us to stick to µ, ν supported on [0, 1).
Improvement of L
q dimension under convolution 3.1. Proof of Theorem 1.1. In this section we obtain Theorem 1.1. We begin with some observations about uniformly perfect measures which will be used throughout the paper. It is equivalent to assume that (1.3) holds only for x ∈ spt ν (at the price of changing the value of N ). Indeed, (1.3) holds trivially if ν(B(x, r)) = 0; otherwise, pick y ∈ B(x, r) ∩ spt ν and note that
In particular, the support of a uniformly perfect measure is a uniformly perfect set. For more on the relationship between uniformly perfect sets and measures, see §5.
If ν is a 2 −m -measure, then we say that ν is (N, γ)-uniformly perfect if (1.3) holds for all r ≥ 2 −m (for this condition to be meaningful we need 2 m N ). It will be important for us later that if ν is (N, γ)-uniformly perfect, then ν (m) is (2N + 1, γ)-uniformly perfect which holds since (for r ≥ 2 −m )
Theorem 1.1 will be obtained as a corollary of the following more quantitative result:
Proposition 3.1. Given q > 1, N > 1 and γ, η, a > 0, there is ε = ε(q, N, γ, η) > 0, such that the following holds for all large enough m = m(q, N, γ, η, a):
Proof. Let δ = ηγ/(5N ) (so that, in particular, δ < η/2), and D 0 = 2N + 2 . Let ε > 0 and D ∈ N be given by Theorem 2.2 for δ and D 0 , and let 1 = 1 (δ, D 0 ) be such that the conclusions of the theorem hold for ≥ 1 .
We assume first that m = D for some ≥ 1 and comment at the end how to extend the claim to general m. Fix, then m = D ≥ D 1 and let µ, ν be as in the statement. Assume, for the sake of contradiction, that
Applying Theorem 2.2, we get uniform 2 −m -sets A ⊂ spt µ and B ⊂ spt ν, and a set S ⊂ [ ] corresponding to the scales of almost full branching of A.
Since µ q ≥ 2 −m(1−η)/q , part (6) of Theorem 2.2 gives
J and spt ν ⊂ J. Set I 0 = I, and let I 1 = 2 N I 0 . By the uniform perfectness of ν , we have that
. We continue inductively until we reach the largest K ∈ N for which
J and spt ν ⊂ J. Let 0 be the smallest integer such that 2 − 0 < a ≤ diam(spt ν). By making 1 larger in terms of a and η, we may assume
. . , } denote the scales where B has no branching, i.e. the set of s ∈ { 0 , 0 + 1, . . . , } for which R s = 1. By part (5) of Theorem 2.2, (3.2) and our choice δ = ηγ/(5N ), we have that
Part (B1) of the inverse theorem gives that 2 −δm ≤ ν(B). On the other hand (B4) and our choice of 0 allow us to use (3.3) for each I ∈ D (s+1)D (B) with s ∈ L, so we get
The last two displayed equations yield
which, since we assumed D ≥ D 0 ≥ 2N + 2, is a contradiction. This finishes the proof, under the assumption that m = D . In the general case, take m = D + j with j ∈ {0, 1, . . . , D − 1} and ≥ 1 . If ρ is a 2 −m -measure then, decomposing
On the other hand, we have seen that if µ, ν are (N, γ)-uniformly perfect, then
Combining these facts with Lemma 2.1 and the already established case m = D , we conclude that
if m is taken large enough in terms of D and q, and hence in terms of the given parameters.
Proof of Theorem 1.1. Since scaling µ and ν by the same factor and translating them does not affect the statement, we may assume that µ and ν are both supported on [0, 1). Since D(µ, q) ≤ 1 − η, we must have
for infinitely many m. Since ν (m) is (2N + 1, γ)-uniformly perfect, Proposition 3.1 gives ε and D (depending on q, N, γ, η and the diameter of the support of ν) so that
for infinitely many m = D . For the remaining large m, we use the estimate
where the first inequality follows from the convexity of t → t q . Combining these estimates, and using Lemma 2.1 we get
for all m large enough. Thus
for all m large enough. Taking liminf of both sides in the above inequality yields
ans so the proof is finished.
3.2.
Porosity and the L q norm of convolutions. Theorem 1.1 says that if µ is uniformly perfect then D(µ * ν, q) > D(ν, q) unless D(ν, q) is already maximal. In Theorem 3.4 below we consider the dual problem of giving conditions on µ such that D(µ * ν, q) > D(µ, q). We will see that this holds whenever spt µ is porous and D(ν, p) is positive for any p.
We now recall the notion of (lower) porosity. A set A ⊂ R is called α-porous, if there is α > 0 so that for every r > 0 and every x ∈ R, there is y ∈ R so that B(y, αr) ⊂ B(x, r), but B(y, αr) ∩ A = ∅. There are many different notions of porosity, and what we are using here is the strongest one. Sometimes the condition is required to hold only for all r smaller than some r 0 and x ∈ A, but this would only affect the constant α, and since we do not care too much about the values of our constants, we stick with the simpler definition. Further, it is convenient for us to work with the following dyadic version: we say that a set A ⊂ R is dyadic k-porous, or just k-porous for short, if for all n and J ∈ D n there is I ∈ D n+k (J) with I ∩ A = ∅. Dyadic porosity is easily seen to be equivalent with Euclidean porosity, in the sense that an α porous set is dyadic k-porous for some k = k(α), and conversely.
We
−σm/p
Proof. As in the proof of Proposition 3.1, we may restrict to the case m = D , for Assume on the contrary that µ * ν q ≥ 2 −εm µ q and apply Theorem 2.2 to the measures µ and ν to obtain the uniform 2 −m -sets A ⊂ spt µ and B ⊂ spt ν. From the porosity of spt µ we get an estimate for the branching numbers R s of A. Indeed, since for every I ∈ D s (A) there is J ∈ D s+k (I) such that A ∩ J = ∅, we get
using the choice of δ, D 0 in the last inequality. According to part (5) of the inverse theorem, we now have that S is actually the empty set, and thus B is a singleton. By (B1), we have ν(B) ≥ 2 −δm , which now trivially gives ν p ≥ 2 −δm . On the other hand, we assumed that ν p < 2 −σm/p . Combining these estimates gives δ > σ/p , which contradicts the choice of δ. Lemma 3.5. For any µ, ν ∈ P(R) it holds that
Corollary 3.6. Let {ν i } i∈N ⊂ P(R) be a family of measures so that each ν i is (N i , γ i )-uniformly perfect. Then, for all q > 1, the sequence (D( * n i=1 ν i , q)) n is strictly increasing, until the possible point where it reaches 1.
Moreover, if N i ≡ N and γ i ≡ γ, then the sequence D( * n i=1 ν i , ∞) converges to 1 as n → ∞ at a rate that depends only on N and γ (and hence so does D( * n i=1 ν i , q) for all finite q).
Proof. For the first part, suppose D( * n i=1 ν i , q) = 1 − η with η > 0. Let ε n+1 = ε n+1 (q, N n+1 , γ n+1 , η) be the number given by Theorem 1. Proof. Let N α = 2 γ C 2 , and fix x ∈ spt ν and r > 0 so that spt ν ⊂ B(x, N r). By the Ahlfors regularity, we have
To finish the proof we recall that if a measure is (N, γ)-uniformly perfect on points of its support, then it is (2N + 1, γ)-uniformly perfect.
Lemma 4.2. If ν ∈ P(R)
is Ahlfors α-regular with constant C, then spt ν is dyadic k-porous for k = (3 + 2 log C)(1 − α) −1 .
Proof. Let J ∈ D n (spt ν) and fix any x ∈ spt ν ∩ J. Then by definition we have
Consider N := N n+k (spt ν ∩ J). We can assume that N ≥ 4. It is now possible to choose a 2 · 2 −(n+k) separated collection {y j } N/4 j=1 ⊂ spt ν ∩ J which is at distance > 2 −(n+k) to the boundary of J. Thus
giving N ≤ 4C 2 2 αk . By the choice of k, we have that 4C 2 2 αk < 2 k , and hence spt ν is k-porous. Corollary 4.3. Given q > 1, η > 0, α > 0 and C > 1 there is ε > 0 such that the following holds: if µ ∈ P(R) is Ahlfors α-regular with constant C and if
The following example demonstrates how the case q = ∞ is different from the case of finite q.
Example 4.4. Let µ ∈ P(R) be symmetric around the origin and Ahlfors α-regular, with constant C (for example, one can take Hausdorff measure on a central selfsimilar Cantor set). By the Frostman exponent interpretation, it is clear that D(µ, ∞) = α. For r > 0 small, choose a maximal r-separated set {y i } i ⊂ spt µ. It is easy to see that it has cardinality at least C −1 r −α . By the symmetry assumption, also −y i ∈ spt µ for all i. Thus
giving that any Frostman exponent of µ * µ is at most α. This means that D(µ * µ, ∞) ≤ α and thus D(µ * µ, ∞) = D(µ, ∞). This shows that neither Theorem 1.1 nor 3.4 can be extended to q = ∞. We note that, however, in the Ahlfors-regular (or just uniformly perfect) case one does have D(µ * µ * µ, ∞) > D(µ, ∞). Indeed, by Theorem 1.1 applied with q = 2 and Lemma 3.5, we get
Recall that a measure µ is said to be doubling with constant C, if for all x ∈ spt µ and r > 0 it holds that Cµ(B(x, r)) ≥ µ (B(x, 2r) ). We emphasize that we only require the doubling condition for points in the support of the measure. Ahlfors regular measures are doubling, but the converse does not need to hold. We have the following lemma. , r) ).
Hence ν(B(x, N r)) ≥ (1 + C −M )ν(B(x, r)), yielding uniform perfectness.
Corollary 4.6. For given q ∈ (1, ∞), K, C ∈ N ≥1 and η > 0, there is ε = ε(q, K, C, η) > 0, such that the following holds: If ν ∈ P(R) doubling, with constant C and spt µ is uniformly perfect with constant K, then D(µ * ν, q) > D(µ, q) + ε for any measure µ with D(µ, q) < 1 − η.
Moran constructions.
We obtain a general class of measures that are uniformly perfect via Moran constructions. This class turns out to include, for example, all non-trivial self-similar and self-conformal measures on the line.
Let Σ = {1, . . . , κ} be a finite alphabet. Denote the set of words of length n by Γ n = Σ n and the set of all finite words by Γ * = n∈N Γ n , where we interpret Γ 0 = {∅}, with ∅ being empty word. Set Γ = Σ N , the set of right-infinite words.
. . , i n−1 ) ∈ Γ n−1 . We equip Σ with the discrete topology, and Γ with the induced product topology.
Assume that we have a collection {E i : i ∈ Γ * } of compact sets of positive diameter in R. Such a collection is called a Moran construction, if the following conditions are satisfied:
Given a Moran construction, we define the projection mapping π : Γ → R by
for all i ∈ Γ. The assumptions (M1), (M2) guarantee that π is a well-defined continuous mapping. The compact set π(Γ) is called the limit set of the Moran construction and throughout the paper, we shall denote it by E.
Suppose that we have absolute constants 0 < p * < p * < 1 and that for each i ∈ Γ * we have numbers p i satisfying In addition to the conditions (M1) and (M2) we need to impose some other geometric conditions, to avoid degenerated situations. Thus we introduce the following conditions (M3) there exists
there exists > 0, so that for all i ∈ Γ * there exist x, y ∈ E ∩ E i with x = y and d(x, y) ≥ diam(E i ). The only part that deals with the positions of the construction sets is (M5). This can be viewed as a very minimal separation condition. Essentially, this requires that each E i contains two pieces, say E ij and E ik , of the construction that are really different, but they may still overlap a lot. If (M5) is satisfied, then by setting E i = E i ∩ E we get a Moran construction, with the same limit set, satisfying (M3)-(M5) with constants β = β −2 , α = α and = 1. With this at hand, from now on we implicitly assume that E i = E ∩ E i , and so = 1.
and ν ∈ P(R) is an associated Moran construction measure, then ν is uniformly perfect.
Proof. By rescaling and translating, we may assume that {0,
, which exists by (M2) and compactness.
Let I be an interval intersecting E, but with E ⊂ 12α −1 I. Consider the collection
Since the endpoints of E i are in the limit set, for each i ∈ Φ(I) there are k l , k r ∈ Γ M so that E ik l contains the left endpoint of E i and E ikr contains the right endpoint of E i . By (M3) and definition of M ,
diam E i ≤ diam I, and by (M4), diam E i ≥ 4 diam I, leading to dist(E ik l , E ikr ) ≥ 2 diam I, so they both cannot intersect I. Choose one that does not intersect and label it i . By definition of the measureν, we have
we get that
for all x and r with spt ν ⊂ B(x, N r). be a self-conformal iterated function system with attractor E, and assume that E is not a singleton. Letν be a measure on Γ constructed from (p i ) i∈Γ * satisfying (4.3), and denote by ν the projection ofν to E. In particular, this holds ifν is a Bernoulli measure or a Gibbs measure associated to a Hölder potential.
Then given η ∈ (0, 1) there is ε > 0 such that D(µ * ν, q) > D(µ, q) + ε for any measure µ with D(µ, q) < 1 − η.
Applications to dimensions of sumsets
From our results on L q norms of 2 −m -measures, we can easily deduce results about the increase of upper box counting dimension under taking sumsets. Results of this kind were recently studied in [7] , based on Hochman's inverse theorem for entropy from [11] . As we discussed in the introduction, Hochman's inverse theorem cannot be used to obtain information on the improvement of L q dimension but, on the other hand, we can recover several results from [7] from our main results. Along the way, we compare several notions of "uniform largeness" that appear in the literature: uniform perfectness (for sets), positive lower dimension and positive thickness. We also review a beautiful result of S. Astels that appears to be little known.
If A, B ⊂ R, then their sumset A + B is defined as {a + b : a ∈ A, b ∈ B}. We denote the n-fold sum of A by nA (this is not multiplying each element of A by n). If A is bounded the upper box counting dimension of A, denoted by dim B A, is defined as
We can also define dim B A for unbounded sets A by taking supremum of dim B A over bounded A ⊂ A. Taking closure does not affect dim B , and therefore we may always assume our sets to be compact. To pass from measure results to set results, the idea is to consider at each level m the uniform measure µ on A Recall also that among all probability measures supported on a given 2 −m -set, the uniform measure has the smallest L q norm. It follows immediately from the definitions that the support of a (N, γ)-uniformly perfect measure is a uniformly perfect set, with constant N . Moreover, a compact uniformly perfect set supports a uniformly perfect measure. This follows since a compact subset of R supports a doubling measure(more precisely, there is a constant C so that every closed subset of R carries a doubling measure whose doubling constant is C; see [15] ), and then Lemma 4.5 finishes the deduction. The same result holds also in a more general setting, see [12, Corollary 3.3] .
Let F ⊂ R and suppose that for t ≥ 0 there exists a constant c t > 0 so that if 0 < r < R < |F |, then for every x ∈ F at least c t (r/R) −t balls of radius r are needed to cover B(x, R). The supremum of such t is called the lower dimension of F and we denote it by dim L F . In the literature, for example in [13] , this has also been called the lower Assouad dimension of F .
Let F ⊂ R be a compact set. Then the complement of F is a disjoint countable union of open intervals, two of which are unbounded. Denote the collection of the bounded ones by O, and also add ∅ to the collection. Set Σ = {0, 1}. And let Γ * be the corresponding set of finite words, as in §4. Set I ∅ to be the smallest closed interval containing F . Suppose I i has been defined and that 
We define the thickness of the derivation D to be τ D = inf i∈Γ * τ D (i). Finally, we define the thickness of F to be (1) If C is uniformly perfect with constant K, then dim L C > (log 2K + 1)
If dim L C > t, and the involved constant for t is c t > 0, then C is uniformly perfect with constant K = t 2/c t .
Proof. The parts (1) and (2) are in the proof of [13, Lemma 2.1]. To prove (3) , assume that C is uniformly perfect with constant K > 1. It is enough to construct a derivation of C with τ D ≥ K −1 . Let I ∅ be the smallest closed interval containing C. Assume that I i has been constructed. Assume that I i splits, and choose O i to be the maximal open interval in the complement of C contained in I i , and let I i0 and I i1 be the obvious left and right intervals -possibly singletons. Since we have always chosen a maximal gap, the gaps on both sides of I i are larger than O i . Hence, by uniform perfectness we have that
To prove (4), assume that C has thickness > 2K −1 , but is not uniformly perfect with constant K. Then there exists x ∈ C and r > 0 so that C \ B(x, r) = ∅, but B(x, Kr) \ B(x, r) does not meet C. Let D be any derivation of C. Note that B(x, Kr) \ B(x, r) must be contained in a union of two different gaps O i and O j . Without loss of generality, assume that O j is to the left of x and that in the derivation O j is removed before O i . Then the bridge I i0 satisfies diam I i0 ≤ 2r, and on the other hand we have diam
, which contradicts our assumption.
For the sake of example, we show how to derive [7, Theorem 2.1] from our Proposition 3.1.
Proof. For each m, let µ (m) be the uniform probability measure on F (m) 1
. We have that µ Since we may assume F 2 to be compact, and it is uniformly perfect by Proposition 5.1, it supports an (N, γ)-uniformly perfect measure ν. Thus for each m we have that ν (m) is an (2N +1, γ)-uniformly perfect measure on F (m) 2
. Now the assumptions of Proposition 3.1 are satisfied for all m large enough (and the constants η, N , and γ are independent of m), so there exists ε > 0 so that From this result one can easily deduce that if F satisfies dim L F > 0, then dim B (nF ) converges to one. The stronger statement that dim L (nF ) → 1 was proved in [7, Theorem 2.6 ], but actually a much stronger result is true: after finitely many steps, the sumset becomes an interval. This follows by work of Astels, in particular from [1, Theorem 2.4], on the sumsets of Cantor sets with thickness bounded from below, which we restate for convenience: Theorem 5.3. Let C 1 , . . . , C k be Cantor sets on R such that k n=1 τ (C n ) τ (C n ) + 1 ≥ 1.
Then C 1 + . . . + C k contains an interval. Moreover, if the largest gap of any of the C n is smaller or equal than the smallest diameter of any of the C n , then C 1 + . . . + C k is an interval. In particular, this is the case is all the C k are the same set C and τ (C) ≥ 1/(n − 1).
Corollary 5.4. If (C n ) is a sequence of compact uniformly perfect sets in R with common constant K such that the largest of their gaps is at most the smallest of their diameters, then there exists a finite n = n(K) such that n i=1 C i is an interval.
In particular, if a compact set C ⊂ R satisfies dim L C > 0 (or, equivalently, is uniformly perfect or has positive thickness), then there exists a finite n such that nC is an interval. Thus, this is the case if C is an α-regular set with α > 0. Remark 5.6. If (C n ) is a sequence of compact sets with dim L C n > δ > 0 for all n ∈ N then we do not know whether dim B ( n i=1 C i ) necessarily converges to 1. If dim L C n > δ for all n ∈ N but the constant in the definition of uniform perfectness blows up very rapidly, then we can not apply the results of Astels or use Proposition 3.1. On the other hand, we have not been able to find a counterexample.
Remark 5.7. Note that one cannot hope to get a result similar to Corollary 5.4 for measures. If C is the familiar middle -Cantor set and µ the uniform CantorLebesgue measure on C, then it holds that already C + C is an interval, but µ * n is purely singular to Lebesgue measure for every n. Indeed, it is well known that the Fourier transform µ(ξ) does not tend to 0 as ξ → ∞ (this follows since µ(3ξ) = µ(ξ) for all ξ), so the same holds for µ * n by the convolution formula, and by the Riemann-Lebesgue Lemma µ * n cannot be absolutely continuous. But µ * n is still self-similar, so by the well-known law of pure type it must be purely singular.
