Introduction
The work of S. Cecotti and C. Vafa on topological-anti-topological fusion (see section 8 of [5] , and also [6] , [7] ) has pointed the way to some "magical solutions" of certain systems of partial differential equations.
The main examples appearing in [5] are relatives of the well known two-dimensional Toda lattice where each w i = w i (z,z) is a real function of z ∈ C. The magical solutions of these equations are predicted by physical results and conjectures. In this article we shall study them from a mathematical point of view, in order to isolate their essential properties. In particular, we identify a specific class of tt * equations which includes the equations of Cecotti and Vafa, and we prove an existence/uniqueness result for solutions of some of these equations. This gives new constructions of "global" tt * structures, in particular for the orbifold quantum cohomology of several weighted projective spaces and Landau-Ginzburg models.
The Toda lattice itself has various interpretations, e.g. in classical field theory (see [26] ) as an example of a nonabelian Chern-Simons theory, and in differential geometry (see [3] and [4] ) as the equation for primitive harmonic maps taking values in a compact flag manifold. However, the versions of the Toda lattice which appear in the work of Cecotti and Vafa are special cases of which is the "Toda lattice with opposite sign". This leads to noncompact Lie groups and solutions with rather different analytic properties.
Our first result (see Definition 2.1 and Proposition 2.2) is the description of a class of "Toda-like" integrable systems which we call the tt * -Toda lattice. The mathematical context for this is provided by tt * geometry ( [5] , [11] , [16] ), a generalization of special geometry. The tt * -Toda lattice has two different interpretations, which generalize the A and B sides of mirror symmetry. In the language of differential geometry, these are, respectively, (pluri)harmonic maps with values in the noncompact real symmetric space GL n R/O n (see [11] ), and (pluri)harmonic maps with values in the classifying space of variations of polarized Hodge structures. These Hodge structures can be finite or infinite-dimensional -see chapter 10 of [14] for an introduction and references to the well known finite-dimensional version, and [1] , [16] , [21] for the much more recent infinite-dimensional version. Our results apply to this infinite-dimensional version.
In this article we shall focus on a simple case for which results on the "magical solutions" were not previously known. This is the case involving two unknown functions (Corollary 2.3), of which the system is a typical representative. Our main technical result (Theorem 3.1) is a proof using nonlinear p.d.e. methods of the existence and uniqueness of a two-parameter family of solutions parametrized by asymptotic boundary conditions. For the system above the statement is that, for any parameters γ 0 , γ 1 such that
there exists a unique solution which satisfies the conditions w i (z) = (γ i + o(1)) log |z| as |z| → 0 w i (z) → 0 as |z| → ∞.
It is of interest to note that our method applies to the tt * -Toda lattice but not (directly, at least) to the Toda lattice itself or other obvious modifications of it.
This family includes some of the field-theoretic solutions studied by Cecotti and Vafa (so we are able to confirm their predictions for these examples). In the case of two unknown functions which we are considering here, the field-theoretic solutions are given by a finite number of Landau-Ginzburg models (unfoldings of certain singularities) and sigma-models (quantum cohomology of certain spaces) corresponding to a finite number of special values of γ 0 , γ 1 . The relation between our solutions and the field-theoretic solutions depends on the well known fact that harmonic maps into symmetric spaces may be constructed from "holomorphic data" (together with the conjugate "anti-holomorphic data"). This is the mathematical manifestation of topological-anti-topological fusion. In quantum cohomology and the theory of Frobenius manifolds it is this holomorphic data which appears explicitly, whereas the harmonic map (or solution to the Toda lattice) is somewhat hidden.
For both the usual and the opposite sign Toda lattice, the holomorphic data is a matrix of the form
where each p i = p i (z) is a holomorphic function. The open Toda lattice is the special case where at least one p i is identically zero. The antiholomorphic data is just given byp 0 , . . . ,p n . Now, the solutions w 0 , w 1 in our Theorem 3.1 are radially-invariant, and it follows from this that the corresponding holomorphic data is of the form p i (z) = c i z
for some constants c i , k i . The coefficients γ 0 , γ 1 of log |z| in the asymptotic data can be expressed in terms of k 0 , . . . , k n . Thus, there is a "good" region in (k 0 , . . . , k n )-space for which the conditions (1.1) are satisfied. We shall deduce (Corollary 4.4) that, whenever k 0 , . . . , k n are in this good region, there exists a solution w 0 , w 1 associated to the holomorphic data c 0 z k 0 , . . . , c n z kn which is defined on the whole of C \ {0}. Remarkably, all except one of the relevant field-theoretic examples are in the good region. Thus, these examples can be said to possess "global" tt * structures (on C \ {0}).
Apart from the fact that we are able to give relatively elementary proofs of the existence of these global tt * structures, two aspects of our method deserve further comment.
First, while the "monotone iteration scheme" that we shall use is a well known tool for solving certain kinds of nonlinear scalar p.d.e., it does not generally apply to systems. The particular combinations of exponential functions which occur in the tt * -Toda lattice are crucial for its applicability in our situation. Moreover, while uniqueness results of the above type cannot be expected for general systems, for the tt * -Toda lattice we are able to use the maximality property of our solutions together with certain Pohozaev identities to obtain a uniqueness result. The somewhat surprising effectiveness of these methods is evidence for the special nature of the tt * -Toda lattice.
Second, although our solutions are all radially-invariant and hence may be regarded merely as solutions of two coupled ordinary differential equations of Painlevé type, in general one expects solutions to have many singularities. It is of interest to consider the geometrical meaning of these singularities (and their complete absence in the case of our solutions). In fact, for the usual Toda lattice, it is easy to produce solutions defined on C \ {0}. For the Toda lattice with opposite sign (and in particular for the tt * -Toda lattice) it is not. The reason for this -the difference between the Iwasawa decompositions for compact and noncompact Lie groups -is explained in section 4. From the viewpoint of the theory of harmonic maps, our solutions correspond to harmonic maps whose extended solutions remain entirely within a single Iwasawa cell. In contrast, "most" extended solutions are not confined to a single cell, and the singularities arise when cells are crossed. Thus, we believe our solutions are also of interest in harmonic map theory.
In a future publication we hope to treat the general case of three or more unknown functions. However, it seemed worthwhile to present the simplest case of two functions here with a minimum of technicalities. The case of one unknown function was already studied by Cecotti and Vafa, and here there are two possibilities, both involving well known equations for a scalar function w = w(z,z). The first is the elliptic sinh-Gordon equation "with positive sign", w zz = sinh w which reduces (in the radially-invariant situation) to the third Painlevé equation. This has a distinguished family of smooth solutions on (0, ∞) parametrized by asymptotic conditions at 0 and ∞. The existence of this family is highly nontrivial, but it follows from extensive work on the third Painlevé equation in [23] or [12] . One of these solutions represents the quantum cohomology of CP 1 (see [17] , [8] ), and one represents an unfolding of the A 1 singularity. The second example is the Tzitzeica equation
which also reduces to the third Painlevé equation. This has a family of smooth solutions, one associated to the quantum cohomology of CP 2 and one associated to the A 2 singularity. Finally, there is another solution of the Tzitzeica equation, which postdates the work of Cecotti and Vafa, associated to the orbifold (Chen-Ruan) quantum cohomology of the weighted projective space P(1, 2). Our method applies also to these examples and provides straightforward proofs of the smoothness of the solutions.
We present our results in the following order. First, the tt * -Toda lattice is introduced in section 2. The existence and uniqueness theorem for the case of two unknown functions is proved in section 3. In section 4 we give the holomorphic data for these solutions, and explain the relation with the field-theoretic solutions. The appendix (section 5) reviews the correspondence between solutions of the Toda lattice and holomorphic data.
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Toda lattices in tt
* -geometry
To establish notation, let us review the usual two-dimensional Toda lattice, which we write in this section in the form
where the real-valued functions w i (i ∈ Z) are defined on some open subset U of C = R 2 . (The 2w i is convenient here, but in the next section we shall replace it by w i .) We shall be concerned mainly with the periodic Toda lattice (of period n + 1), which is the case where w i = w i+n+1 for all i and w 0 + · · · + w n = 0. This periodic Toda lattice is known to be integrable in the following sense:
-the system of equations can be expressed in "zero curvature form" dω + ω ∧ ω = 0, and, as a consequence of the specific form of this ω, -each solution w 0 , . . . , w n of the periodic Toda lattice corresponds, locally, to an ordered set of holomorphic functions p 0 , . . . , p n .
There is no restriction on p 0 , . . . , p n , other than being holomorphic, so this is a very satisfactory result. It extends the well known formula for the general solution of the Liouville equation in terms of a single holomorphic function, which is a special case of the open Toda lattice. On the other hand, the formula for w 0 , . . . , w n in terms of p 0 , . . . , p n is much more complicated. Moreover, even in the case of the Liouville equation, the relation between global properties of the solution and those of the corresponding holomorphic data can be subtle (cf. [20] , [19] , [22] , and the theory of minimal surfaces).
Since the argument is spread out over several sources in the literature, we give in the appendix a self-contained proof of the construction of w 0 , . . . , w n from p 0 , . . . , p n . In order to explain the equations of Cecotti and Vafa in this section, however, we just need the form of the matrixvalued 1-form ω mentioned above. This is
The zero curvature equation dω +ω ∧ω = 0 is equivalent to Az −B z = [A, B], and this is equivalent to the system (2.1) (the coefficients 2 arise from this calculation).
The parameter λ ∈ S 1 is called the spectral parameter. When n ≥ 2 it makes no difference to the zero curvature equation if λ is set equal to 1; however, we need λ as it plays an important role in solving the system (see the appendix). The starting point for this is the observation that ω is a 1-form with values in the loop algebra
which is the Lie algebra of the loop group
Let τ : SL n+1 C → SL n+1 C be the automorphism
this induces an automorphism of sl n+1 C given by the same formula. The τ -twisted loop group (ΛSL n+1 C) τ and loop algebra (Λsl n+1 C) τ are defined by imposing the condition
on loops f . This condition means that the coefficient of λ i in the Fourier expansion of f lies in the e g −1 + g 0 + λg 1 , hence in the τ -twisted loop algebra. Furthermore, it takes values in the real subalgebra (Λsu n+1 ) τ , which is the fixed point set of the "conjugation" map
This conjugation map is induced from c : X → −X * on sl n+1 C, which defines the real form Fix(c) = su n+1 . The corresponding Lie group involution C : X → (X * ) −1 defines the real form Fix(C) = SU n+1 of SL n+1 C.
The point of these Lie-theoretic remarks is that, not only does ω takes values in the "real" part of 1 λ g −1 + g 0 + λg 1 , but also the converse statement is true in the sense that any such ω can be transformed to the above form for some functions w 0 , . . . , w n (see the appendix). Thus, the Toda lattice has a purely Lie-theoretic description. This depends only on having a real form G = Fix(C) of a complex Lie group G C and an automorphism τ .
A better-known Lie-theoretic description is that, in terms of the variables
where (k ij ) 0≤i,j≤n is the Cartan matrix of Λsl n+1 C. The automorphism τ and the involution C giving the (compact) real form are both determined intrinsically by the Cartan matrix. Clearly, this allows one to generalize the Toda lattice to other Lie algebras or affine Lie algebras (or, more generally, root systems). For details of such "Toda-type systems" we refer to [24] , [25] . Affine Lie algebras include the loop algebras Λg C and also the twisted loop algebras
where θ is an automorphism of g C of order N. If θ 1 , θ 2 , . . . are automorphisms, the notation (Λg
In this article we have in mind a different generalization. We fix sl n+1 C and τ , but we allow various real forms and (compatible) involutions σ. A "Toda-like" system means a system of equations given by any real form of (Λsl n+1 C) τ or (Λsl n+1 C) τ,σ such that the conjugation map preserves g 0 and interchanges g −1 with g 1 .
For example, the real form of (Λsl n+1 C) τ given by the conjugation map
produces the "Toda lattice with opposite sign", namely
). This appears prominently in the work of Cecotti and Vafa, though always with the additional symmetry (2.4)
which is equivalent to imposing the additional twisting condition σ(f (λ)) = f (−λ) where
It turns out that the system given by equations (2.3) and (2.4) is the case S = N = ∆ of the following family of examples: Definition 2.1. Let S be a symmetric nondegenerate complex (n+1)× (n + 1)-matrix. Let P be any matrix such that S = (P t )
and an involution σ(X) = −S −1 X t S on sl n+1 C (it follows that c and σ commute). If c and σ commute with
n+1 Xd n+1 then the resulting Toda-like system will be called the tt * -Toda lattice.
To explain this definition, we must introduce some notation. First, we interpret S as the matrix of a nondegenerate symmetric bilinear form x, y S = x t Sy on C n+1 (where x, y are column vectors with respect to the standard basis e 0 , . . . , e n ). Since S is nondegenerate, there exists a basis P e 0 , . . . , P e n of C n+1 with respect to which the matrix of , S is the identity matrix. Hence S = (P t )
can be described as the fixed point set of the involution
The real subspace P R n+1 is the fixed point set of the R-linear involution B(x) = Nx, where N = PP −1 . Using this, we obtain the real form
C, which can also be described as the fixed point set of the conjugation map C(X) = NXN −1 . This induces c(X) = NXN −1 on sl n+1 C.
The restriction of , S to Fix(B) is a positive-definite real-valued inner product; in fact for P x, P y ∈ P R n+1 we have P x, P y S = x t P t SP y = x t y. We denote the orthogonal group with respect to this inner product by
With this notation, we can explain the dual aspects of Definition 2.1, represented by τ and σ, which in turn explains why the tt * -Toda lattice describes certain examples arising in mirror symmetry. Namely, if we ignore the involution σ, then a solution has the standard differential geometric interpretation as a primitive harmonic map to a flag manifold. A variation of polarized Hodge structure would give such a primitive harmonic map; this harmonic map exhibits the "B-model side of mirror symmetry. On the other hand, if we ignore the automorphism τ , we obtain a quite different kind of harmonic map, namely a harmonic map to the symmetric space
This is the tt * property expected for Frobenius manifolds, as explained in [11] . It could be described as the "A-model side" of the tt * -Toda lattice.
In "true" mirror symmetry one encounters the situation that x, y S is the intersection form of ordinary cohomology of a manifold, and the real subspace Fix(B) is the real cohomology of a mirror partner. Motivated by this, we shall assume that
for some diagonal matrices T l 1 , . . . , T lr with positive diagonal entries such that T l i ∆ l i = ∆ l i T l i (in other words, utilizing the equivalence of all complex symmetric nondegenerate bilinear forms, we choose this particular representative as our starting point).
In the spirit of our definition of the tt * -Toda lattice one could consider any B such that the restriction of x, y S to Fix(B) is positive definite. However, this does not lead to a more general definition than Definition 2.1. In fact, in terms of the above normalization of S, we can reduce the possibilities still further: Proposition 2.2. Consider c, σ, τ as in Definition 2.1, with S written in the above form.
(1) There exists a matrix P such that S = (P t ) −1 P −1 and
(2) The condition that c and σ commute with τ forces r = 1 or 2.
Proof.
(1) It suffices to prove this in the case r = 1. Thus, we need a matrix P such that (P t ) −1 P −1 = T ∆ and PP −1 = ∆, where T = diag(t 0 , . . . , t n ) = diag(t n , . . . , t 0 ) and all t i > 0. We claim that P = T − 1 2 √ −iC satisfies these conditions, where
This follows from the fact that T C = CT and
n+1 is a scalar multiple of N. This holds if r = 1 or 2, but not if r ≥ 3. A similar argument applies to σ.
If all the T l i are identity matrices, then we obtain the "Toda lattice with opposite sign" with the following additional conditions: r = 1: w i + w n−i = 0 for 0 ≤ i ≤ n (these are the equations of Cecotti and Vafa); r = 2:
For general T l i , the equations of the tt * -Toda lattice can still be reduced to one of these two forms (see the appendix). Proof. This follows from a case by case analysis, which we summarize in the first three columns of Table 1 . There are ten possibilities for (l 1 , l 2 ). With the indicated choices for w, v we obtain four possibilities for (a, b), as asserted. For later convenience we give the form of the holomorphic data p i in the fourth column, and the relations between the functions h i (see part (i) of section 4) in the last column. The symbol [ij . . . ] in this column means that h i h j · · · = 1. These conditions on p i and h i (respectively) follow directly from the definitions of (Λsl n+1 C) σ and (ΛSL n+1 C) σ .
Remark 2.4. The particular choices of w, v in Table 1 were made so that, if the equations of the system are written as
, [15] , [24] , [3] 2 2 2w 3 2w 0 2 2 Table 1 .
0, and
This property will be essential in the next section. It is a feature of the tt * -Toda lattice; in fact, it essentially characterizes the tt * -Toda lattice, in the sense that S = diag(∆ l 1 , . . . , ∆ lr ) has this property if and only if r = 1 or r = 2. This confluence of good Lie algebraic properties and good analytic properties is further evidence of the importance of the tt * -Toda lattice.
A class of distinguished solutions
As holomorphic functions will not play any role in this section, we shall sometimes write x = (x 0 , x 1 ) ∈ R 2 instead of z = x 0 +ix 1 ∈ C, and ∆ = 4
, r = |z| = |x|. All functions in this section are assumed (or proved to be) smooth on the domain R 2 \{(0, 0)} = C\{0} unless stated otherwise. In particular an inequality such as u < v means that u(z) < v(z) for all z ∈ C \ {0}.
We shall obtain a family of solutions of the system
(system (2.5) from section 2), where a, b ∈ {1, 2}. In fact our proof works for any a, b > 0.
Theorem 3.1. For a, b > 0, the above system has a unique solution (w 0 , w 1 ) which satisfies the boundary conditions
The upper bounds on γ 0 , γ 1 are optimal, as no term on the right hand sides of either of the equations can have singular behaviour worse than that of |z| −2 , as z → 0. Thus, for any solution, we must have γ 1 − γ 0 ≥ −2 and −bγ 1 ≥ −2.
(ii) In the "interior" case 0 ≤ γ 0 < 2 + γ 1 , 0 ≤ γ 1 < 2/b, our proof shows that the stronger boundary condition w i (z) = γ i log |z| + O(1) holds as z → 0.
(iii) It is easy to see that our proof works also when −2/a ≤ γ 0 ≤ 0,
(iv) We shall give the proof for the case a = b = 2. Therefore, for the remainder of the section, we consider the system
subject to the boundary conditions
The other cases may be treated in exactly the same way.
(v) The proof will use (a) a priori upper and lower bounds on solutions, (b) an iteration procedure to prove existence of (maximal) solutions, and (c) certain integral identities to prove uniqueness. Before starting the proof, we summarize these ingredients briefly. (a) An elementary argument (Proposition 3.3) shows that any solution of (3.1), (3.2) satisfies w 0 ≤ 0, w 1 ≤ 0. Then (Proposition 3.7) we shall find q 0 , q 1 such that w 0 ≥ q 0 , w 1 ≥ q 1 . To establish the existence of q 0 , q 1 we need Lemmas 3.4, 3.5, and 3.6. (b) Next, we shall produce monotone sequences
are (maximal) solutions of (3.1), (3.2), thus establishing existence. Our argument will make use of the precise form of the coefficients of the exponentials in the system (see Remark 3.9 at the end of the proof). (c) Finally, to prove uniqueness of these solutions, we derive Pohozaev-type identities which relate γ 0 , γ 1 to certain integrals of the solutions.
Let us begin by establishing upper and lower bounds on solutions of (3.1), (3.2). Proof. We prove this by contradiction. Let us suppose that w 0 is positive somewhere in C \ {0}. The boundary conditions (3.2) imply that w 0 takes a maximum value, say at z 0 ∈ C \ {0}, hence (w 0 ) zz (z 0 ) ≤ 0. Then e 2w 0 −e
From the boundary conditions, w 1 also takes a maximum value, say at z
It is more difficult to establish lower bounds. For this purpose, we consider first the following scalar equation:
has a unique solution which satisfies the boundary conditions
This is well known (see sections III.3 and III.4 of [18] , [26] ), so we omit the proof. In fact it can also be proved by a monotone iteration scheme similar to, but easier than, the one we shall use to solve (3.1), (3.2). Proof. The function h of Lemma 3.4 depends continuously on γ; let h ǫ denote the solution given by γ ǫ = γ + ǫ. It will suffice to prove that h ǫ ≤ w 0 + w 1 for any ǫ > 0, as we obtain h ≤ w 0 + w 1 by taking the limit ǫ ↓ 0. For this we shall use two facts:
(a) From the system (3.1) we have
(here we use the fact that w 0 , w 1 ≤ 0).
(b) The boundary conditions on h ǫ and w 0 , w 1 show that, for any ǫ > 0, if inf(w 0 + w 1 − h ǫ ) < 0, then inf(w 0 + w 1 − h ǫ ) is assumed at some point z 0 , in which case we have (
We shall make use of the above maximum principle argument 1 repeatedly. As the details are all very similar we omit them from now on. 
be nonnegative, radiallyinvariant, decreasing with respect to |x|, such that f ǫ has support in the unit disk B 1 = {x ∈ R 2 | |x| ≤ 1} and converges weakly as ǫ ↓ 0 to π 2 γ 0 δ 0 , where δ 0 is the Dirac measure at 0. Define h ǫ by
where h is the function of Lemma 3.4, with γ = γ 0 + γ 1 .
We claim that, for any ǫ > 0, the equation
Uniqueness is clear, by the maximum principle. In particular, it follows that a solution (if it exists) must be radially-invariant.
To prove existence of q ǫ , we begin by considering the equation
for q ǫ,R on the ball B R of (large) radius R, subject to the boundary condition q ǫ,R | ∂B R = 0. Let
That is, to prove by contradiction an inequality of the form f ≥ 0, we prove an estimate of the form ∆f ≤ F (f ) and simultaneously show that f takes a local minimum. Since ∆f ≥ 0 at a local minimum, and also f < 0 by assumption, we obtain a contradiction if the estimate can be used to show that ∆f < 0 (for example, if F (f ) is a positive function times f ). Another application of this method is to prove uniqueness of solutions to an equation of the form ∆g = G(g): take f = g 1 − g 2 and then f = g 2 − g 1 , where g 1 , g 2 are any two solutions satisfying appropriate boundary conditions. THE tt * EQUATIONS 15
by Fatou's Lemma. Thus
i.e. the minimum of J is attained by v ∞ . It is easy to see that v ∞ is the required solution q ǫ,R . By the maximum principle we have q ǫ,R ≤ 0 on B R .
We claim that
If not, then the set
is increasing in |x| and f ǫ (x) decreasing. Multiplying both sides by φ (≤ 0) and integrating, we obtain
which is a contradiction. Thus we have proved that
By applying the maximum principle at x = 0, which is the minimum of q ǫ,R , we have 0 ≤ e 2q ǫ,R − e h ǫ −2q ǫ,R + f ǫ at x = 0, which implies q ǫ,R (x) ≥ q ǫ,R (0) ≥ −C ǫ , for some positive constant C ǫ independent of R.
For R ′ > R, the maximum principle shows that q ǫ,R (x) ≥ q ǫ,R ′ (x) for |x| ≤ R. Thus, by letting R → ∞, we see that q ǫ,R converges to some q ǫ . Clearly, q ǫ is increasing in r.
Finally we let ǫ ↓ 0. We claim that q ǫ converges on C \ {0}. If not, there exists some r 0 > 0 and a sequence of values ǫ n ↓ 0 such that q ǫn (r 0 ) → −∞ and hence q ǫn (r) → −∞ for all r ∈ [0, r 0 ]. Integrating over B r 0 for such ǫ = ǫ n , we obtain
However, as ǫ → 0, we have
and 1) . This completes the existence part of the proof when γ 0 − γ 1 < 2.
If γ 0 = 2 + γ 1 , choose some small ǫ > 0 and let q ǫ be the solution obtained above for the case γ ǫ = γ 0 − ǫ = 2 + γ 1 − ǫ. By the maximum principle we have q ǫ > q ǫ ′ whenever ǫ > ǫ ′ > 0. Let q = lim ǫ↓0 q ǫ . We have
Since h(x)−2q ǫ (x) is monotone in ǫ, the monotone convergence theorem gives Thus e h−2q ∈ L 1 (B r ) for all r > 0, and
which implies the required result as in the previous case. This completes the proof of part (1) of Lemma 3.6.
The proof of (2) is similar, and (3) is an application of the maximum principle.
Proposition 3.7. Any solution of (3.1), (3.2) 
Proof. Let us begin with q 0 . From (3.1) and Lemma 3.5 we have
With reference to Lemma 3.6, let q 0,ǫ be the solution of (q 0,ǫ ) zz = e 2q 0,ǫ − e h−2q 0,ǫ subject to the boundary conditions q 0,ǫ (z) = (γ 0 +ǫ+o(1)) log |z| as |z| → 0, q 0,ǫ (z) → 0 as |z| → ∞. We claim that w 0 ≥ q 0,ǫ , from which the desired result w 0 ≥ q 0 will follow by letting ǫ ↓ 0.
We have
By the maximum principle, we deduce that w 0 ≥ q 0,ǫ , hence also w 0 ≥ q 0 . A similar argument shows that w 1 ≥ q 1 .
Now we are in a position to prove Theorem 3.1.
Proof of Theorem 3.1. Let (γ 0 , γ 1 ) ∈ R 2 satisfy the conditions 0 ≤ γ 0 < 2 + γ 1 and 0 ≤ γ 1 < 1.
Step 1: Iteration scheme.
We shall construct (w 1 ) = (g 0 , g 1 ) for some previously constructed solution (g 0 , g 1 ). Therefore, to set up the iteration scheme, we begin by assuming that we have a solution (g 0 , g 1 ) of
such that (3.4) w 0 ≤ g 0 , w 1 ≤ g 1 for any solution (w 0 , w 1 ) of (3.1) and (3.2).
Furthermore, we shall assume that (3.5) 0 ≤γ 0 < γ 0 , 0 ≤γ 1 < γ 1 and alsoγ 1 > γ 0 − 2.
For example, when γ 0 ≤ 2, (3.4) and (3.5) are satisfied by (γ 0 ,γ 1 ) = (0, 0).
1 ) = (g 0 , g 1 ). For n ≥ 0 we define (w
) inductively as follows:
When z is small we have e g 1 −q 0 = O(|z| −α ), e −2q 1 = O(|z| −β ) for some α, β ∈ (0, 2), because γ 0 −γ 1 < 2 and γ 1 < 1. The existence and uniqueness of w for n ≥ 0.
The case n = 0.
From (3.6), w
0 is the solution of (w
Note that g 0 satisfies the same equation, but with different boundary conditions:
By the maximum principle, we deduce that w
1 ≤ g 1 . To prove (3.9) for n = 0, we note that
The last inequality follows from the fact that ∂ ∂t e 2t − e g 1 −t − (2 + e g 1 −q 0 )t = 2(e 2t − 1) + (e g 1 −t − e g 1 −q 0 ) ≤ 0 whenever q 0 ≤ t ≤ 0; since q 0 ≤ g 0 ≤ 0, we can put t = g 0 . Thus, q 0 satisfies the differential inequality (3.10)
By the maximum principle, we deduce that q 0 ≤ w
0 . Similarly, we can obtain
by using the fact that
Applying the maximum principle again, we have
1 . This completes the proof of (3.8) and (3.9) for n = 0.
The inductive step from n to n + 1.
From the definitions of f 0 , f 1 in (3.6), (3.7), we see that ∂f 0 ∂u 1 (u 0 , u 1 , z) < 0, and that (u 0 , u 1 , z) < 0, and
whenever q 1 ≤ u 1 ≤ g 1 and q 0 ≤ u 0 . As we are assuming q i ≤ w
The maximum principle gives w
1 . This completes the inductive step for (3.8).
To prove (3.9) for w (n+1) 0 , we note that
and similarly (3.11) implies
By the maximum principle, it follows that q 0 ≤ w
as required. This completes the proof of (3.8) and (3.9).
Elliptic estimates show that the sequence w (n) i converges to some w i ∈ C ∞ (R 2 \ {(0, 0)}). Clearly these w 0 , w 1 satisfy (3.1), (3.2).
Step 2: Existence of maximal solution when 0 ≤ γ 0 < 2 and 0 ≤ γ 1 < 1.
Let us take (g 0 , g 1 ) = (0, 0) and (γ 0 ,γ 1 ) = (0, 0) in Step 1. Conditions (3.4) and (3.5) are satisfied, so we obtain a solution (w 0 , w 1 ) from the iteration.
We claim that (w 0 , w 1 ) is in fact a maximal solution, i.e. v i ≤ w i for any other solution (v 0 , v 1 ). To prove this, we shall show by induction that v i ≤ w (n) i for all n, then take the limit n → ∞. By Propositions 3.3 and 3.7, we have q i ≤ v i ≤ w 
, as required.
Step 3: Uniqueness when 0 ≤ γ 0 < 2 and 0 ≤ γ 1 < 1.
For any r > 0 let B r = {x ∈ R 2 | 0 ≤ |x| ≤ r}, and for R > r > 0 let B r,R = {x ∈ R 2 | r ≤ |x| ≤ R}. The boundary of B r,R will be written as ∂B r,R = ∂B R − ∂B r below.
We multiply the system (3.1) by x · ∇w 0 and integrate over B r,R . For w 0 , the left hand side gives
When R → ∞ and r → 0, we have
Similarly for w 1 we find that
Multiplying the right hand sides of (3.1) by x · ∇w 0 and x · ∇w 1 (respectively), subtracting them, and integrating, we obtain
We deduce that
). On the other hand, integrating the right hand sides directly, we obtain
Thus, we obtain the identities
. These imply uniqueness of the solution (w 0 , w 1 ). Namely, if (v 0 , v 1 ) is another solution, then (3.12) and (3.13) show that
But w i is maximal, so it must coincide with v i .
Step 4: The case 0 ≤ γ 0 < 2 + γ 1 and 0 ≤ γ 1 < 1.
We may assume that 2 ≤ γ 0 < 2 + γ 1 and 0 < γ 1 < 1, otherwise we are in the situation of Step 2. Let us choose any (γ 0 ,γ 1 ) such that (3.14) 0 ≤γ 0 < 2, 0 ≤γ 1 < 1 and
By (3.14), we have a solution (w 0 ,w 1 ) from Step 2. In Proposition 3.8 below, we shall prove that w i ≤w i for any solution (w 0 , w 1 ) of (3.1), (3.2) withγ 0 ≤ γ 0 < 2 + γ 1 and γ 1 < γ 1 < 1. Hence we may take (g 0 , g 1 ) = (w 0 ,w 1 ) as the starting point for the iteration in Step 2, and obtain a solution (w 0 , w 1 ) of (3.1), (3.2). The method of Step 2 shows that the solution is maximal. By applying the Pohozaev identity of Step 3, we see that uniqueness holds in this case also.
Step 5: The case 0 ≤ γ 0 ≤ 2 + γ 1 and 0 ≤ γ 1 ≤ 1.
So far we have treated the case where 0 ≤ γ 0 < 2+γ 1 and 0 ≤ γ 1 < 1. Next we consider the boundary case where equality may hold on the right hand sides of these inequalities.
Without loss of generality, we may assume that there exist sequences γ This completes the proof of Theorem 3.1.
Finally, we give the following result which was used in Step 4. at some point, then
1 , z 0 ), we obtain a contradiction by using the maximum principle.
From the fact that f 1 (w 0 , w 1 , z) ≥ f 1 (w < 0. However, the proof of the existence of maximal solutions throughout the full range of γ 0 , γ 1 is more technical than in the case where no singularity exists at 0.
(ii) The method used to prove the existence statement of Theorem 3.1 can be extended to systems of the form
1 δ q j where δ p denotes the Dirac measure at p. Theorem 3.1 is the case N 0 = N 1 = 1 and p 1 = q 1 = (0, 0).
Relation with the field-theoretic solutions
We shall show in this section that our distinguished two-parameter family of solutions of the tt * -Toda lattice includes a finite number of even more distinguished solutions, corresponding to quantum cohomology or Landau-Ginzburg models. As a result, these models can be said to possess "global" tt * structures. These models can be specified by certain holomorphic matrix-valued functions, which we interpret as holomorphic data for solutions of the tt * -Toda lattice.
In section 2 we described the tt * -Toda lattice, but we have not yet described the relation between solutions and holomorphic data. In the appendix we review this well known relation in the case of the usual Toda lattice. Here we shall just explain the modifications needed for the tt * -Toda lattice. As in the appendix, we must choose h 0 , . . . , h n such that all ν i are equal, say ν i = ν for all i, which implies that ν n+1 = p 0 . . . p n and ν = p i h i /h i−1 . However, for the tt * -Toda lattice we have the condition h i h j = 1 whenever w i + w j = 0 (see the proof of Corollary 2.3 and Table 1 ). This determines h 0 , . . . , h n in terms of p 0 , . . . , p n .
It is the global -not just local -aspects of this correspondence that interest us, and here there is a significant new phenomenon: if the real form of the Lie group is not compact, then the Iwasawa factorization L = F B is not guaranteed to exist on the entire domain of L. For the standard Toda lattice, it is known that
(the same holds when the twisting conditions τ (f (λ)) = f (e 2π √ −1 /(n+1) λ) and σ(f (λ)) = f (−λ) are imposed on both sides). For the noncompact group SL N n+1 R, however, it is known only that ΛSL n+1 C contains ΛSL N n+1 R Λ + SL n+1 C as an open subspace. Since I is contained in this subspace, if we assume a basepoint condition of the form L(z 0 ) = I, then the Iwasawa factorization exists on some neighbourhood of z 0 , but in general it is very difficult to predict how large this neighbourhood can be. In the case of the usual Toda lattice, if L is holomorphic on C, then w 0 , . . . , w n are smooth on C, but we cannot make this inference in the case of the tt * -Toda lattice. This is where we shall need Theorem 3.1.
Another difficulty we face with the field-theoretic solutions is that the natural basepoint is z 0 = 0, which may be a singular point of the holomorphic data p 0 , . . . , p n . Additional arguments (cf. [8] , [17] ) are needed to deal with this.
(ii) Holomorphic data for radially-invariant solutions.
In view of the following observation, we shall restrict attention to radially-invariant solutions of the tt conditions. This would contradict the uniqueness statement of Theorem 3.1.
It turns out that the holomorphic data η for such solutions has the special form p i = c i z k i for some constants c i , k i . To see this, we shall make use of the "homogeneity" property (4.1)
where T (ǫ) = diag(1, ǫ e 1 , . . . , ǫ en ) for some constants e 1 , . . . , e n . Under mild conditions, this characterizes the special potentials: If condition (4.1) holds for some a, e 1 , . . . , e n such that a = 0, then p i = c i z k i for all i, where the c i are constants and k i = (e i−1 − e i + 1 − a)/a. Conversely, if p i = c i z k i for some c 0 , . . . , c n and for some k 0 , . . . , k n such that n + 1 + n i=0 k i = 0, then condition (4.1) holds with
Proof. Condition (4.1) is equivalent to ǫ a−1 p i (ǫ a z) = ǫ e i−1 −e i p i (z) for all i, which gives relations between k 0 , . . . , k n and e 1 , . . . , e n . Both assertions follow directly from this.
For our purposes in part (iii) below, a restricted set of holomorphic data will suffice. The theorem generalizes special cases which have appeared in [2] and [8] . Table 1 , these rational functions are listed in Table 2 .
Proof. Let us assume first that k i ≥ 0 for all i. In this case the holomorphic data is defined at z 0 = 0, and we shall normalize L by taking L(0) = I. Then the Iwasawa factorization L = F B holds on a neighbourhood of 0, and (by uniqueness of the Iwasawa factorization) we have F (0) = B(0) = I. The homogeneity condition (4.1) is inherited by L (by the uniqueness property of local solutions of ordinary differential equations), and also by F and B (by uniqueness of the Iwasawa 
, that is, they are radially-invariant. By formula (5.4), w 0 (t), . . . , w n (t) are also radially-invariant. Since b 0 (t), . . . , b n (t) are defined on a neighbourhood of 0, formula (5.4) shows that w 0 (t), . . . , w n (t) of the tt * -Toda lattice are defined on a punctured neighbourhood of 0.
The asymptotic expression for w i near 0 may also be computed from formula (5.4). We shall explain the computation in the case (l 1 , l 2 ) = (2, 2) of Table 1 ; all other cases are similar.
From Table 1 we have p 0 = p 2 (so it suffices to use k 0 , k 1 , k 3 ) and also h 0 h 1 = 1, h 2 h 3 = 1. We wish to find the coefficients of log |t| in the asymptotic expressions for w = 2w 3 and v = 2w 0 . For this we need h 3 , h 0 and also the change of variable formula dt/dz .
Substituting this into the above expressions for h 3 , h 0 , we obtain:
log |t| + K 3 − 2 log |c 3 | + O(t) where .
In particular, we obtain w(t) = γ 0 log |t| + O(1), v(t) = γ 1 log |t| + O(1) (hence w(t) = (γ 0 + o(1)) log |t|, v(t) = (γ 1 + o(1)) log |t|) where
This gives the fifth row of Table 2 . The others can be obtained in a similar way.
If k i = −1 for at least one value of i, then it is possible to find a solution of
ηdz such that L admits an Iwasawa factorization L = F B in a punctured neighbourhood of t = 0 ∈ C. For the case n = 1 the method of Theorem 4.1 of [8] applies. The general case may be proved in the same way, or by interpreting Theorem 3.7 of [17] in the language of loop groups. The analogous calculation of the asymptotic behaviour of w i (see Corollary 5.3 of [8] ) gives w i (t) = (γ i + o(1)) log |t| as |t| → 0; the coefficients γ i are given by exactly the same formulae as in the case k i ≥ 0.
This allows us to obtain holomorphic data for the solutions of the tt * -Toda lattice obtained in Theorem 3.1, in the following way. First, we choose a real number k. Then, we observe that γ 0 , γ 1 determine unique k 0 , . . . , k n such that n i=0 k i = k. For example, in the case (l 1 , l 2 ) = (2, 2), we have −2k 0 − k 1 + 3k 3 = γ 0 (k + 4), 2k 0 − 3k 1 + k 3 = γ 1 (k + 4), and 2k
From the same equations, we see that if k is sufficiently large then k i ≥ −1 for all i. Using z k 0 , . . . , z kn as "reference data" (in the sense of the discussion after Theorem 5.1), we obtainF ,L, andη, all of which satisfy the homogeneity condition. Hencep 0 , . . . ,p n are necessarily of the form c 0 z k 0 , . . . , c n z kn for some c 0 , . . . , c n .
(iii) Field-theoretic examples.
The above results apply to several "field-theoretic examples". We list some quantum cohomology examples in Table 3 , and some LandauGinzburg examples in Table 4 . In both cases, the matrix η giving the holomorphic data appears as the matrix of multiplication by a cyclic element of a certain algebra, namely the quantum cohomology algebra or the Milnor algebra (Jacobian algebra). We describe this construction very briefly.
The quantum cohomology of complex projective space CP n and (orbifold) quantum cohomology of any weighted complex projective space P (w 0 , . . . , w n ) provide holomorphic data of the type needed for local solutions of the tt * -Toda lattice. (Quantum cohomology of other manifolds or orbifolds give local solutions of the "tt * -equations" but in general these will not be Toda-like in our sense.) We just give a brief explanation here for the case M = CP n ; the case M = P (w 0 , . . . , w n ) is very similar. First, it is known that the (small) quantum cohomology algebra QH * (CP n ; C) is isomorphic to C[x, q]/(x n+1 − q); where x is a basis vector of H 2 (M; C) ∼ = C and q is a complex parameter. With respect to the (additive) basis 1, x, x 2 , . . . , x n of H * (CP n ; C), the matrix of quantum multiplication by x is
plays a fundamental role in quantum cohomology theory; in our current notation z = q and λ = , so we take
. Thus, the holomorphic data for the quantum cohomology of CP n is given by p 0 = 1, p 1 = z −1 , . . . , p n = z −1 . The first two rows of Table 3 are the cases n = 3, n = 4. We use the notation of [15] for the orbifold quantum cohomology of weighted projective spaces.
The Milnor ring C[x, q]/(x n − q) of the unfolding 1 n+1
x n+1 − tx of the A n singularity is used in the same way: the matrix of multiplication by x is taken as the matrix η. The connection is taken as 1 λ η(z)dz. This gives the holomorphic data shown in Table 4 .
Evidently these matrices are not canonical as they depend on choices of bases. The exponents k 0 , . . . , k n are to some extent canonical (they are determined up to a change of variable 3 z → z k by the grading of the cohomology ring), but the coefficients c 0 , . . . , c n may be varied by scaling the basis elements independently.
However, what is significant is that (1) there exists holomorphic data for each of the examples in Tables  3 and 4 with the properties k i ≥ −1 for all i, and n i=0 k i > −(n + 1), and 3 We remark also that, for the weighted projective spaces, a change of variable A natural problem is to clarify the meaning of "associated" in the above statement. Unfortunately this is not a straightforward matter.
Certainly we can give an explicit algorithm which relates the holomorphic data to the solution of the tt * -Toda lattice. When k i ≥ 0, this can be read off from the calculations in this section in the following way. First, the proof of Theorem 4.3 (formulae (4.2),(4.3)) shows that any holomorphic data p i = c i z k i (with k i ≥ 0) produces a solution of the tt * -Toda lattice which is defined near t = 0 and satisfies w i (t) = γ i log |t| + α i + O(t). The constants γ i are given explicitly in terms of k 0 , . . . , k n and the constants α i are given explicitly in terms of k 0 , . . . , k n and c 0 , . . . , c n .
For any given field-theoretic holomorphic data p i =ĉ i z k i for which the γ i satisfy 0 ≤ γ 0 < 2 + γ 1 , 0 ≤ γ 1 < 2/b, we know by Theorem 3.1 that there exists a solution of the tt * -Toda lattice which is smooth on C \ {0}. By the method of part (ii) above, from this solution we obtain holomorphic data of the form p i = c i z k i with k i ≥ 0. The constants c i differ from the constantsĉ i in general, but we may adjust the "holomorphic data to solution" correspondence by using the normalization L(0) = diag(a 0 , . . . , a n ) instead of L(0) = I, for suitable a 0 , . . . , a n , to ensure that c i =ĉ i . In integrable systems theory, this adjustment is known as a dressing transformation. A similar analysis can be carried out in the case k i ≥ −1.
The ad hoc appearance of this last step has two sources: the holomorphic data of the field-theoretic examples is (as explained earlier) not canonical, and neither is the correspondence between holomorphic data and solutions of the tt * -Toda lattice (it depends on the choice of L and the normalization of the Iwasawa factorization). Of course the field-theoretic examples themselves are canonical objects, and so are the solutions of the tt * -Toda lattice, so the problem is to find the right context for a canonical correspondence. In the case k i ≥ 0 described above, this would give a direct computation of the constants α i from appropriate holomorphic data (by Theorem 3.1, the α i are determined uniquely by the γ i in the case of a solution which is smooth on (0, ∞), although our method does not give a way to compute them).
The theory of [16] may provide a way to accomplish this in general, using certain holomorphic connections and their monodromy as holomorphic data. Some results are known already for field-theoretic examples, where intrinsic holomorphic data is available "from geometry". In the case of quantum cohomology, it was shown in [17] that mirror symmetry provides a direct route to the solutions of the tt * -equations. In [21] a similar idea was proposed, using language closer to that of [16] but again based on mirror symmetry. In particular, both [17] and [21] produce the "correct" solution of the tt * -Toda lattice corresponding to CP n for arbitrary n (without proving that this solution is smooth on C \ {0}, however). This section is intended to be a self-contained explanation of the DPW method which gives formulae of Liouville-type or Weierstrasstype for solutions of the (periodic or open) two-dimensional Toda lattice.
Some comments on the literature are appropriate before we begin. We refer to [13] for elementary information on primitive harmonic maps, loop groups, and integrable systems. Only special cases of the DPW method can be found there, however. The DPW method for harmonic maps into symmetric spaces was developed in [10] , and extended to primitive harmonic maps in [4] and [9] , but with an emphasis on harmonic maps of finite type (where the DPW potential unfortunately does not appear very naturally in its "normalized" form 1 λ η(z)dz). The relation between the Toda lattice and primitive harmonic maps was explained in [3] , but without using the DPW method. In view of this, we find it necessary to gather together here some basic facts.
A "normalized DPW potential" for the Toda lattice is a matrixvalued 1-form Since ω = F −1 dF , we have the zero curvature equation dω + ω ∧ ω = 0, which gives an additional equation
If we write w i = log b i , then we obtain the "DPW form" of the Toda lattice: where ν i = p i h i /h i−1 . We thus gain the freedom to modify the coefficients of by choosing various h 0 , . . . , h n .
For example, let us choose h 0 , . . . , h n such that all ν i are equal, say ν i = ν for all i (e.g. h 0 = 1 and h i = ν i /(p 1 . . . p i ) for i = 1, . . . , n). Necessarily, ν n+1 = p 0 . . . p n . If we introduce a new complex variable t by the formula dt/dz = ν, then we obtain the standard form of the periodic Toda lattice: 2(w i ) tt = e 2(w i+1 −w i ) − e 2(w i −w i−1 ) . where ν i = p i h i /h i−1 . In these equations, i is interpreted modulo n + 1.
In the other direction, from any solutionw 0 , . . . ,w n of 2(w i ) zz = |ν i+1 | 2 e 2(w i+1 −w i ) − |ν i | 2 e 2(w i −w i−1 )
we can retrace the above steps to obtain holomorphic datap 0 , . . . ,p n , providing we fix, once and for all, the holomorphic functions p 0 , . . . , p n and h 0 , . . . , h n as "reference data". Namely, using equations ( In general, we cannot conclude thatp 0 , . . . ,p n are defined on U ′ , as the Birkhoff factorization may not exist at every point of U ′ .
The construction of Theorem 5.2 is not the inverse of the construction of Theorem 5.1. However, in conjunction with the change of variable t = ν dz (in the case ν = ν 0 = · · · = ν n ) it gives a method of producing holomorphic data from a solution of the Toda lattice. In section 4 we consider a very restricted situation where the constructions are essentially inverse to each other.
