Abstract. This paper investigates higher order wave-type equations of the form ∂ttu + P (Dx)u = 0, where the symbol P (ξ) is a real, non-degenerate elliptic polynomial of the order m ≥ 4 on R n . Using methods from harmonic analysis, we first establish global pointwise time-space estimates for a class of oscillatory integrals that appear as the fundamental solutions to the Cauchy problem of such wave equations. These estimates are then used to establish (pointwise-in-time) L p − L q estimates on the wave solution in terms of the initial conditions.
Introduction
It is well known that the solution u(t, x) of the Cauchy problem for the wave equation:
∂ tt u(t, x) − △u(t, x) = 0, (t, x) ∈ R × R n u(0, x) = u 0 (x), ∂ t u(0, x) = u 1 (x), x ∈ R n has the following form: is the solution of the linear Klein-Gordon equation:
∂ tt u(t, x) − △u(t, x) + u(t, x) = 0, (t, x) ∈ R × R n u(0, x) = u 0 (x), ∂ t u(0, x) = u 1 (x), x ∈ R n .
If we use P (ξ) = |ξ| 2 and P = 1 + |ξ| 2 , respectively in (1.1) and (1.2), then the above solutions read as follows:
u(t, x) = F −1 cos P 1/2 (ξ)t F u 0 + F −1 sin P 1/2 (ξ)t ( 1.3)
The main focus of this paper is to derive pointwise estimates (both in t and x) on the oscillatory integrals For the classical wave and the Klein-Gordon equations, such pointwise-intime L p -L q decay estimates (i.e. estimates on u(t, .) L q in terms of u 0 L p and u 1 L p ) can be found frequently in the literature [8, 29, 25, 26, 27, 39] . It is also well known that such L p -L p ′ estimates allow to deduce the famous Strichartz inequalities, which are very useful for the analysis of nonlinear wave equations (see e.g. [16, 19, 38, 36, 40] ). More generally, many similar Strichartz-type estimates (local and global in time, or with certain spatial weights) for second order hyperbolic equations have been established in the case of variable coefficients or on Riemannian manifolds. There, crucial analytic tools from microlocal analysis or spectral theory are employed (see e.g. [2, 7, 9, 18, 28, 33, 34, 41] and the references therein). We remark that these mentioned Strichartz-type estimates are for space-time-integrals, while our estimates are all pointwise in time.
In this paper, our main aim is to derive L p -L q estimates for the following general wave-type equations:
∂ tt u(t, x) + P (−i∇)u(t, x) = 0, (t, x) ∈ R × R n u(0, x) = u 0 (x), ∂ t u(0, x) = u 1 (x), x ∈ R n , where P (ξ) is a positive, real valued polynomial of higher (even) order m ≥ 4 on R n . In order to derive L p -L q estimates of the solution (1.3), it suffices to study pointwise estimates of the oscillatory integrals (1.4) and (1.5) associated to the general polynomial P . To this end, we need the following assumptions on P (ξ):
(H1): P : R n → R is a real elliptic inhomogeneous polynomial of even order m ≥ 4 with P (ξ) > 0 for all ξ ∈ R n , and n ≥ 2.
(H2): P is non-degenerate, i.e. the determinant of the Hessian 6) where P m is the principal part of P .
It is well known that for elliptic polynomials P , condition (H2) is equivalent to the following condition (H2 ′ ) (see Lemma 2 in [12] ).
(H2 ′ ): For any fixed z ∈ S n−1 (the unit sphere of R n ), the function ψ(ω) := < z, ω > (P m (ω)) −1/m , defined on S n−1 , is non-degenerate at its critical points.
This means: If d ω ψ, the differential of ψ at a point ω ∈ S n−1 vanishes, then d 2 ω ψ, the second order differential of ψ at this point is non-degenerate. Note that the non-degeneracy of P is also equivalent to det(∂ i ∂ j P (ξ)) n×n being an elliptic polynomial of order n(m − 2). The oscillatory integrals (1.4) and (1.5) can initially be understood in the distributional sense. Based on the assumption that P is elliptic, it is easy to see that I j (t, x); j = 1, 2 are infinitely differentiable functions in the x variable for every fixed t = 0 (e.g. see §1 of [12] ). In this paper, we shall derive pointwise time-space estimates for the oscillatory integrals (1.4) and (1.5). Subsequently, such estimates are used to establish L p − L q estimates for the wave solutions.
Finally, we also remark that, based on these L p − L q estimates, some applications to nonlinear problems can be expected, which will be investigated in a following
paper.
This paper is organized as follows. In Section 2, we make some pretreatment to the oscillatory integrals (1.4) and (1.5), review the (polar coordinate transformation) method of Balabane et al. [1] and its extension by Cui [12] . In the core Section 3 we prove the pointwise time-space estimates on (1.4), (1.5), following the strategy from [21] . Finally, in §4 these estimates are applied to obtain L p − L q estimates for solutions to higher order wave equations.
Preliminaries
We denote by S n−1 the unit sphere in R n , and by (ρ, ω) ∈ [0, ∞) × S n−1 the polar coordinates in R n . Throughout this paper, we assume that P : R n → R satisfies the assumptions (H1) and (H2) (or (H2 ′ )). Hence, P m (ξ) > 0 for ξ = 0. This implies that there exists a large enough constant a > 0 with: For each fixed s ≥ a and each fixed ω ∈ S n−1 , the equation P (ρω) = s has a unique positive solution
where σ ∈ S 0 1,0 ([a, ∞)×S n−1 ). This symbol class denotes functions in C ∞ ([a, ∞)× S n−1 ) that satisfy the following condition (cf. [12, 37] ): For every k ∈ N 0 and every differential operator L ω on the sphere S n−1 , there exists a constant C kL such that
We now recall two lemmata (see [1, 12] ) for the following phase function
with some fixed z ∈ S n−1 . Clearly, φ ∈ S (a) The function Ω 0 ∋ ω → φ(s, ω) has no critical points, and
where the constant c is independent of s.
(b) Each of the two functions Ω ± ∋ ω → φ(s, ω) has a unique critical point, which satisfies:
where the constant c 0 is independent of s. Moreover, lim s→∞ ω ± (s) exists and
Lemma 2.2 (Lemma 6 of [12]).
We define φ ± (t, r, s) :
t, r > 0, and s ≥ a. Then, there exist constants a 1 ≥ max(a 0 , √ a) and c 2 > c 1 > 0 such that we have for s ≥ a 1 , t > 0, and r > 0:
With this preparation we are able to estimate the following oscillatory integral
a partition of unity of S n−1 , subordinate to the open cover given in Lemma 2.1.
Then we decompose Φ as
where
By using the stationary phase method for Ψ 0 , and 
Estimates on the oscillatory integrals
In this section we establish pointwise time-space estimates of the oscillatory integrals (1.4) and (1.5). Like in [21] , we aim at simultaneous estimates in the time and spatial variables. This is a refinement of the analysis in [12] , where only spatial decay estimates of the oscillatory integrals are derived. With our refined analysis we are able to give here global-in-time estimates on the wave solution.
Theorem 3.1. Assume that the polynomial P satisfies the conditions (H1) and (H2) from §1, and let n ≥ m. Then there exists a constant C > 0 such that
Proof. In the sequel, C denotes some generic (but not necessarily identical) positive constants, independent of t, ξ, x, and so forth. Since the integrals I 2 (t, x) and
are structurally identical, it suffices to estimate I 2 (t, x) for t > 0. We shall now analyze I 2 for three different cases of its arguments, starting with the most delicate situation.
Case (i): t ≥ 1 and r := |x| ≥ t.
where a 1 is given in Lemma 2.2. We write
First we rewrite I 22 as the Fourier transform of a measure, supported on the graph
Since the polynomial P is of order m, the supporting manifold of the above integrand is of type less or equal m (in the sense of § VIII.3.2, [37] ; see the Appendix in §5). Then, Theorem 2 of § VIII.3 in [37] implies
This can be generalized: Since f (t, ξ) := e
for every t > 0, we obtain by integration by parts
Proceeding recursively this implies (in the spirit of the Paley-Wiener-Schwartz theorem)
and hence also ∀ k ≥ 0. But proceeding as in (3.2) yields the improvement
To estimate I 21 , we shall derive an ε-uniform estimate of its regularization
By the polar coordinate transform and the change of variables (ρ, ω) → (s, ω) such that ρ = ρ(s, ω) (with P (ρω) = s), we have The main goal of this proof is to derive, for any z 0 ∈ S n−1 , an ε-uniform estimate of the form |J ε (t, x)| ≤ Ct −ν r −µ , with ν := n−m m−2 ≥ 0 (since n ≥ m). Because of the Lemmata 2.1-2.3, this estimate will hold uniformly on z = x/|x| ∈ U z0 with a constant C = C(z 0 ). Due to the compactness of S n−1 , finitely many points z 1 , ..., z N will suffice to yield a uniform estimate of |J ε (t, x)| on {r ≥ t ≥ 1}, using C = max j=1,...,N C(z j ). Here, we only consider the case of e −εs+its ; for e −εs−its the estimates are analogous.
Following Lemma 2.3 we decompose J ε as follows:
where φ ± is defined in Lemma 2.2.
We shall first estimate the integral R By the Leibniz rule and (2.13), we have
where r ≥ 1 and s ≥ a 1 . Choose l ≥ µ ≥ 0 and k ≥ ν ≥ 0. It thus follows by integration by parts that
To estimate the integral R + ε (t, x), for given r ≥ t ≥ 1, we set u + (s) := −εs + iφ + (t, r, s) ,
where 
we find by induction on k:
which shall yield the spatial decay of I 2 . To derive the time decay of I 2 , we note that (2.6) also implies |g(s)| ≤ t −1 . Using this inequality for just one factor in g
we obtain:
The novel key step is now to interpolate these two inequalities, which will allow us to derive estimates also for large time. We have for any θ ∈ [0, 1]:
On the other hand we have by the Leibniz rule and (2.12):
It thus follows from (3.9) -(3.11) that
Noting that µ − n < −ν, one gets by integration by parts
We now turn to the integral R -ε (t, x). Here we put u -(s) := −εs + iφ -(t, r, s) , v -(s) := s 
This decomposition is motivated by the fact that the phase ∂ s φ -(t, r, ·) is negative
, and is has exactly one zero on [c
Integrating by parts we obtain R -ε3 (t, x) = 2r
Here and in the sequel, the differential operator D * f = (gf ) ′ is considered with 
Noting that r ≥ 1, s 0 > a 1 /c ′ 2 , and t ≥ 1, it follows that
Next we turn to R -ε1 (t, x), which is 0 for c To estimate R -ε2 (t, x), it suffices to estimate the integral
where the interval of integration is now independent of the parameters t, r. We obtain from (2.8) that
. Since v -(s) also satisfies (the analogue of) (3.11), we obtain by using (a corollary of) the Van der Corput lemma (cf. [37] , p. 334) (uniformly for ε > 0 small enough):
The dominated convergence theorem implies that J ε (t, ·) converges (as ε → 0)
uniformly for x in compact subsets of {x ∈ R n ; |x| ≥ 1}. By summarizing the above estimates we have
and hence
Combining this with the estimate (3.5) on
Case (ii): t ≥ 1 and |x| ≤ t.
For I 21 we shall prove now that
for |t| ≥ 1 and |x| ≤ |t|. (3.14)
We proceed as in [21] and write the integral I 21 (t, x) as follows:
but we shall focus on the case Φ = P 1/2 (ξ) + x/t, ξ , and the other case is analogous.
Since |x/t| ≤ 1, P 1/2 (ξ) ≤ c 1 |ξ| m1 , and |∇P (ξ)| ≥ c 2 |ξ| m−1 for large |ξ|, the possible critical points satisfying
must be located in some bounded ball. In order to apply later the stationary phase principle, let Ω ⊂ R n be some open set such that supp ψ(P 1/2 ) ⊂ Ω and
Note that the constant a 1 (from the definition of ψ and Lemma 2.2) could be increased, if necessary, such that both of those conditions can hold. Then we decompose Ω into Ω 1 ∪ Ω 2 , where
and
Since | and η 2 (ξ) such that supp η j ⊂ Ω j and η 1 (ξ) + η 2 (ξ) = 1 in Ω. And we decompose I 21 as
To estimate I 211 we note that 
To estimate I 212 , we shall use some cut-off in order to make the subsequent integrations by parts meaningful (cp. to the procedure in (3.6)). Using a smooth, compactly supported cut-off function 0 ≤ ϕ ≤ 1 with ϕ(0) = 1, we shall derive an ε-uniform estimate (as ε → 0) of
Since Le itΦ = e itΦ , we obtain by N iterated integrations by parts: 16) where N > n and L * is the adjoint operator of L. Combining the estimates (3.15) and (3.16) yields the claimed estimate |I 21 | ≤ C|t| −n/2 for |t| ≥ 1 and |x| ≤ |t|.
Together with the estimate (3.5) (with k = µ − 1 m ) on I 22 this yields
for t ≥ 1 and |x| ≤ |t|. Thus, combining the cases (i) and (ii), we conclude
Case (iii): For 0 < t < 1 and x ∈ R n we shall use a standard scaling argument.
We observe that . Then (2.1) still holds when P , ρ, σ are replaced, respectively, by P t , ρ t , σ t . It is easy to check that σ t also satisfies (2.2) with the same constants C kL . Hence, we can deduce from (3.18) (with t = 1) that
This completes the proof of the theorem.
Remark 3.2. If one checks the details of the proof for the cases (i) and (ii) above, one finds that the estimate for I 2 (t = 1, x) does not use the condition n ≥ m.
Therefore the estimate (3.19) of I 2 (t, x) for 0 < t < 1 is also obtained by scaling without the restriction n ≥ m.
Similarly to the above proof of I 2 , we obtain the following result for the oscillatory integral I 1 (x, t).
Theorem 3.3. Assume that the polynomial P satisfies (H1) and (H2). Then
2(m−2) , for |t| ≥ 1 .
(3.20)
Note that I 1 has the same structure as the oscillatory integral I(t, x) in [21] for higher order Schrödinger equations, when replacing P 1/2 (ξ) from (1.4) by P (ξ).
Thus, Theorem 3.3 is closely related to Theorem 3.1 of [21] (when replacing m 1 by m). This similarity is also easily seen on the level of the considered evolution equations: The differential operator of our wave-type equation can be factored as
where each squared bracket corresponds to a time-dependent Schrödinger equation.
Decay/growth estimates for wave-type equations
Here we shall apply the Theorems 3.1, 3.3 to establish L p − L q estimates for the solution of the following higher order wave-type equation:
As in (1.3), its solution is given by
For any a ∈ R we define the following set of admissible index pairs. 
where (p, q) ∈ △ m , m 1 := m/2. Here, the pair of spaces (L p * , L q * ) has the following meaning:
Proof. By the assumption (H1), one has sin P 1/2 (ξ)t
Then, the Plancherel theorem gives the result for the index point A :
On the other hand, by Theorem 3.1 we have for each t = 0:
Young inequality (see p.22 in [17] ) to the second term of (1.3) then implies
This proves the estimate for the points (1, 1 q ) on the edge CB. Applying the Marcinkiewicz interpolation theorem (see p.56 in [17] ) to (4.3) and (4.4) proves (4.1) for the points in the closed triangle ABC. By duality, the estimate for the triangle ADC follows immediately from the result in the triangle ABC (note that the adjoint operator of I 2 * u 1 has the same structure). To include the result for [13] ). This completes the proof of the theorem.
Next we shall complement this result with a straight forward estimation of
To this end we define the index points E = (
Theorem 4.2. Let the polynomial P satisfy (H1), and let n ≥ m. Then we have 
Applying the Marcinkiewicz interpolation theorem (with (4.3)) concludes the proof.
Lemma 5.1. Let deg P (ξ) = m ≥ 4 and P (ξ) > 0 on R n . Then, the type of S := {z = P 1/2 (ξ)} satisfiesm ≤ m.
Proof. Assume that there exists a ξ 0 ∈ R n withm(ξ 0 ) > m. Since P 1/2 is smooth we have in a small neighborhood around ξ 0 : P 1/2 (ξ) = P 1/2 (ξ 0 ) + (ξ − ξ 0 ) · ∇ ξ P 1/2 (ξ 0 ) + O |ξ − ξ 0 |m (ξ0) .
Hence,
which contradicts deg P (ξ) = m with m ≥ 4.
Remark 5.2. 1. If we assume m = 2 in Lemma 5.1, we obtainm = 2.
2. In the example P (ξ) = 1 + 2|ξ| 2 + |ξ| 4 we have P 1/2 (ξ) = 1 + |ξ| 2 , and hencẽ m = 2 < m. But in general we can only concludem ≤ m for m ≥ 4.
Lemma 5.3. Let the polynomial P on R n satisfy (H1) and (H2). Then
for |ξ| large, where c is a smooth function on the unit sphere of R n , bounded away from 0.
Proof.
Step 1:
With P m denoting the principal part of P , we define φ(ξ) := P 1/m m (ξ), which is positive for ξ = 0 and homogeneous of degree one. Now we consider its level-1-hypersurface Σ := {ξ ∈ R n ; φ(ξ) = 1} ⊂ R n .
Since P m = φ m is non-degenerate by assumption (H2) (i.e. det (∂ i ∂ j φ m ) = 0 for ξ = 0), Proposition 4.2 from [10] implies that Σ is strictly convex and of type 2.
Applying again Proposition 4.2 (with λ = m/2) implies det
Step 2:
Now we decompose 
