Abstract-A genetic algorithm for partitioning a hypergraph into two disjoint graphs of minimum ratio cut is presented. As the Fiduccia-Mattheyses graph partitioning heuristic turns out to be not effective when used in the context of a hybrid genetic algorithm, we propose a modification of the Fiduccia-Mattheyses heuristic for more effective and faster space search by introducing a number of novel features. We also provide a preprocessing heuristic for genetic encoding designed solely for hypergraphs which helps genetic algorithms exploit clustering information of input graphs. Supporting combinatorial arguments for the new preprocessing heuristic are also provided. Experimental results on industrial benchmarks circuits showed visible improvement over recently published algorithms with a lower growth rate of running time.
be a hypergraph, where is the set of vertices with weights, and is the set of hyperedges. A hyperedge is defined to be a set of vertices. When a circuit is mapped into this graph model, cells are mapped to vertices and nets are mapped to hyperedges. A bipartition of is a partitioning of the vertex set into two disjoint sets and
The total number of nets having at least one endpoint in each of and is called the size or cut size, denoted of the bipartition. For a bipartition to be practically useful, it needs to have some balance requirement between the sizes and of the two partitions. The ratio cut of a partition was suggested by Wei and Cheng [1] ; it is defined to be the ratio
The ratio cut gives a penalty proportional to the degree of unbalance, but gives chances to poorly balanced partitions with considerably small cut sizes. The ratio-cut problem is the problem of finding a partition with the minimum ratio cut. It is known to be NPhard [1] . Ratio cut has been used frequently in recent works as a metric to judge the quality of partitions [1] [2] [3] [4] .
Among the most successful partitioning techniques are group migration, simulated annealing, and spectral methods. The Kernighan-Lin algorithm (KL) [5] , [6] and the Fiduccia-Mattheyses algorithm (FM) [7] are the two most basic group migration heuristics. KL improves an initial solution by repeatedly selecting an equal-sized vertex subset on each side and swapping them. FM is a variation of KL, and achieves a time complexity of by using carefully designed data structures which are currently used by several researchers [1] , [3] . An important property of these group migration algorithms is that they are highly dependent on the initial solutions. To effectively use this property, several researchers have suggested preprocessing heuristics to provide good initial solutions [1] , [3] , [8] [9] [10] [11] . In our experience, FM turned out to be not effective in finding a good ratio-cut partition when combined with genetic algorithms (GA's), especially in finding poorly balanced but low-ratio-cut partitions. In this paper, we provide a modification of FM to fit with GA's. The most extensive report on the graph-partitioning problem (particularly with strict balance requirement) using simulated annealing was done by Johnson et al. [12] , and competitive results were reported. Another common approach to the graphpartitioning problem is to use spectral methods which have shown promising results [2] , [11] , [13] . These methods use the second smallest eigenvalue of the spectral matrix of the input graph, and the corresponding eigenvector as the main clue for clusters detection.
Genetic algorithms have been used in various problems in the area of VLSI CAD [14] [15] [16] . Recently, several partitioning algorithms using genetic algorithm have been reported [17] [18] [19] [20] . Most of them showed moderate success. The authors also used genetic algorithms for the graph-partitioning problem in [21] , and provided extensive testing results on 40 theoretical benchmark graphs; overall, they showed a comfortably better result than that of simulated annealing and multistart KL. Results of [21] were on the graph bisection problem, which requires that the graph be divided exactly in half. In this paper, we consider the ratio-cut problem for VLSI circuit graphs, i.e., hypergraphs. In [22] , the authors suggested the technique of preprocessing heuristic for GA's, and reported a performance improvement due to the preprocessing heuristics. In this paper, we adapt and extend the technique to hypergraphs and weighted graphs, and provide a new explanation for it. We tested the algorithm on the ACM/SIGDA benchmark circuits and some other circuits. Experiments with this algorithm showed visible improvement over recently published results [1] , [2] , [23] .
Overall, this paper proposes a GA FM-modification hybrid for circuit ratio-cut partitioning problem which outperforms existing ratio-cut heuristics [1] , [2] , [23] with lower growth rate of running time. The rest of this paper is organized as follows. In Section II, we introduce some preliminaries of GA, and describe our genetic algorithm for the ratio-cut problem (GRCA). In Section III, we present a potential performance improvement of GRCA by a preprocessing heuristic called weighted depth-first reordering (WDFR). Section IV provides some combinatorial arguments on the time complexity, and supporting arguments for the preprocessing heuristic. Section V gives the experimental results, and compares the results against others.
II. GENETIC RATIO-CUT ALGORITHM (GRCA)
We call the proposed algorithm the genetic ratio-cut algorithm (GRCA), and this section gives the details of GRCA. In the outermost level, it follows the framework of steadystate hybrid GA's, which will be explained in the following subsection.
A. Basics of Genetic Algorithm
In a genetic algorithm, a solution is represented by a chromosome, which is a linear string in most cases. A chromosome of length on a binary alphabet is defined to be antuple where for The terms solution and chromosome are used interchangeably in the paper. And the following sets of terms will also be used interchangeably: (vertex, cell), (graph, circuit), and (local optimization, local improvement).
A genetic algorithm starts with a set of randomly generated initial solutions, which is called a population. This population then evolves into different populations for a large number of iterations. At the end, the algorithm returns the best member of the population as the solution to the problem. For each iteration or generation, the evolution process proceeds as follows. Two members (parents) of the population are chosen based on some probability distribution. These two parents are then combined through a crossover operator to produce an offspring. With a low probability, this offspring is then modified by a mutation operator to introduce unexplored search space to the population, enhancing the diversity of the population (the degree of difference among chromosomes in the population). In this way, up to the number of solutions in the population, offsprings are generated, and they replace part of the whole population. We now have a new population, and the evolution process is repeated until a certain condition is met, for example, after a fixed number of generations. This type of genetic algorithm generates a considerable number of offsprings per generation. Such a genetic algorithm is called a generational genetic algorithm as opposed to a steadystate genetic algorithm which generates only one solution per generation.
A steady-state GA is known to converge faster than its generational counterpart, but loses the population diversity faster, which can undermine the solution quality. This is usually compensated by a more disruptive crossover or a stronger mutation [24] . If we add a local improvement heuristic, typically after the mutation step, we say that the genetic algorithm is hybridized, and a GA with a local improvement step is called a hybrid GA. There are many parameters that can affect the performance of GA's: the size of the initial population, the problem-encoding scheme, the parent-selection scheme, the number of crossover points, the mutation rate, the replacement scheme, the stopping criterion, the fitness function, etc. We will provide hybrid, steady-state GA's for the circuit ratio-cut partitioning problem. Fig. 1 shows the overall structure of the genetic ratio-cut algorithm. The algorithm incorporates a number of new features into the basic paradigm of steady-state GA to effectively solve the ratio-cut partitioning problem. The boldfaced parts contain new features of this paper. The technique of preprocessing for GA's was first suggested in [22] , and an extensive study on graph bisection using the technique was done in [21] . The preprocessing technique used in [21] is not applicable to hypergraphs. In this paper, we present an extension of the technique for hypergraphs and weighted graphs. In the following subsections, each part of GRCA will be described in detail.
B. A Locus-Based Encoding
As mentioned, each solution in the population is represented by a chromosome. In our problem, a chromosome corresponds to a bipartition of the circuit. The number of genes in a chromosome equals the number of cells in the circuit. Each cell has a corresponding location on the chromosomes. A location has value zero if the corresponding cell is on the left side of the bipartition, and has value one otherwise. This type of encoding, where each gene location has an explicit meaning, is called locus-based encoding. Locus-based encodings for graph problems mostly map each vertex to a fixed corresponding position (locus) on the linear string [25] [26] [27] [28] [29] [30] . The fact that we used locus-based encoding is very important since the preprocessing heuristic presented in Section III is applicable only to locus-based encodings. Fig. 2 shows a chromosome, or a bipartition, with 100 genes. In the figure, belonging to the left side are cells and belonging to the right side are cells This is an intuitively straightforward encoding for any bipartitioning problem.
C. Parent Selection, Crossover, and Mutation
To select two parents, we use a proportional selection scheme where the probability for the best solution to be chosen is four times as high as the probability for the worst solution to be chosen. This selection scheme prevents severe discrimination against poor solutions, and it is a very common selection technique in genetic algorithm design [31] .
Crossover operators are used to create a new offspring chromosome by combining parts of the two-parent chromosomes. We used a five-point crossover for our algorithm based on the results of some preliminary tests that we made. More discussion on multipoint crossover is provided in Section III. Fig. 3 shows our five-point crossover scheme. The crossover operator chooses five points at random on the chromosome, dividing each parent into six parts, and copies the contents of the two parents alternately to the offspring. Let this be Offspring 1. We use one more crossover operator which is the same as the above, except that it copies the complementary values of Parent 2 while it copies the values of Parent 1 unchanged. Let this be Offspring 2. GRCA selects the better of the two offsprings. The reason for using two crossover operators is as follows. If two parents are exactly (or almost exactly) the complement of each other, they represent the same (or almost the same) bipartition. In this case, the first crossover will create a severe inconsistency in Offspring 1; consequently, that chromosome has little chance to be of high quality.
After crossover, GRCA tries a mutation with a mutation probability of 0.015. That is, each gene value is complemented with probability 0.015. The mutation rate also considerably affects the performance. As a rule of thumb, high mutation rates provide high population diversity at the cost of slow convergence. To optimize the running time, we chose the lowest mutation rate that still yields good results overall.
D. Modification of FM
After crossover and mutation, GRCA applies a local improvement process on the offspring. We use a weak variation of the Fiduccia-Mattheyses algorithm (FM). As described in [7] , the time complexity of FM is
We intentionally use the term local improvement instead of local optimization since we do not try to get locally optimal points, but try to get only a visible improvement.
FM is a variation of KL with two most notable aspects. First, instead of swapping a pair of vertices from both sides, it moves a vertex at a time. It is more useful when we relax the strong balance requirement of KL, say, allowing up to 10% violation of balance. Second, FM provides an efficient implementation by maintaining gains in a bucket list, which allows it to achieve an running time. Fig. 4 shows the flow of FM. For simplicity, the implementation details (e.g., how to maintain the gain bucket lists) are not included in the algorithm.
In maintaining the gain lists, we used cut-size gains instead of ratio-cut gain for efficiency. If we were to maintain a ratiocut gain list, we would have to recalculate every gain in every loop (the outer for loop of Fig. 4 ) of FM, which would result in a running time of Wei and Cheng [1] provided a good excuse for this: "unless the size of a cell is unusually large, it won't contribute much to the denominator of the ratiocut-value gain of cell " So we consider the two cells with maximum cut-size gains on each side. Now, we describe how to modify FM to fit with a hybrid GA. Note, again, that the modification is not to improve the performance of FM itself, but to help GA explore a diverse space.
1) Relaxing and Maintaining the Balance:
We propose a new tie-breaking rule in FM especially designed for hybrid GA's. In the original FM, among the cells with maximum gain, the cell causing the best balance is chosen. If we give priority to the side which causes a larger ratio-cut gain, it also induces the same tie-breaking rule. This tie-breaking rule seems reasonable in bipartitioning under a strict or tight balance requirement. We observed that this greedy tie-breaking rule tended to give well-balanced partitions, but it was not as good at finding considerably unbalanced partitions with good ratio cuts.
To efficiently handle maximum gains on both sides, particularly in the cases of tie, we maintain two gain bucket lists for the two sides instead of FM's single gain list. 1 In our algorithm, we introduce a token, and the side having this token wins the tie break. At the start, the token is given to a side at random. In a situation where there are consecutive ties, unless the loser in the previous tie break wins this round, the winner keeps taking the token. Using this scheme, we could have GRCA try more unbalanced partitions. Obviously, this does not help much for the performance of FM itself. We found that this strategy was capable of getting good unbalanced partitions, but it was difficult to maintain balanced solutions. We could often observe that when an extremely unbalanced partition with a very small cut is produced in the early stage of GRCA, the population got rapidly dominated by that partition, and consequently tended to stick at the search space around that solution, even when there were other balanced solutions with better ratio cuts. Finally, we remedied this situation by allowing only consecutive wins by tie breaks. But unlimited wins are still allowed by nontie. With this adjustment, GRCA maintained both balanced and unbalanced solutions with little "premature" dominance.
Here, we observe the effect of using token in GRCA. We compare GA's using FM with the original tie-breaking rule of FM in [7] which chooses the cell giving the best balance and FM with our new tie-breaking rule using tokens. Table I shows the results of a comparison with ten runs for each graph. The two GA's are the same, except for the tie-breaking rule. The effect of the token turned out to be crucial. When the token was introduced, GRCA showed, on the average, 27.3 and 34.2% improvement in best and average ratio cuts, respectively. The running time was also visibly improved with the introduction of the token. We observed that it was because the algorithm 1 This also has a side effect: with the two bucket lists, the exact KL proposed in [5] can be implemented in O(jEj); below the lower bound (jV j 2 ) claimed in [5] . See [21] for details. converged in a fewer number of generations, for which we do not have a solid explanation.
2) Restricting Neighborhood Size: The standard FM has several passes, usually around ten. Each pass determines a set of cells to be moved. The algorithm stops when a pass or two consecutive passes do not produce a better solution. The number of cells to be moved in each pass can be as large as
In our variation, we allow only one pass; furthermore, the number of cells to be moved is restricted to be no more than Max-Iter, a parameter that we have tried with several different values. We set Max-Iter equal to after an extensive test considering the tradeoff between performance and time. An empirical measure using the tool gprof showed that this weakened version of FM takes around of the time taken by a standard FM. Fig. 5 shows the modification we used for local improvement. Since this local improvement is the bottleneck of GRCA (all other operations are quite cheaper, taking only time), this fast local improver makes GRCA efficient. We will see in Section V that GRCA generally takes less time than EIG1-IG [2] and about nine times longer than Rcut2.0 [1] , [23] . Note that this speed up obviously weakens the power of FM, but the overall performance of GA turns out to be not necessarily weakened.
3) Effect of Combining GA and Local Improvement: The reader may wonder how much the genetic process contributes to the space search in addition to the FM's searching power. In [1] , RCut1.0 was reported to perform 39% better than FM. In Section V, we show that GRCA performs comfortably better than RCut2.0, an enhanced version of RCut1.0 [1] . It should also be noted that GRCA was not comparable to existing algorithms when we removed this local improvement part, and the modified FM is much poorer than the original FM when used solely for the ratio-cut partitioning problem. By combining them together, they synergetically gave a favorable performance.
E. Replacement Scheme and Stopping Criteria
After having generated a new offspring and locally improved it, GRCA decides whether to replace a member of the population with the new offspring. Invariably, we saw that the quality of the solution depends greatly on the replacement scheme. It was observed that with a loose replacement scheme, e.g., always replace the worst member of the population with the new offspring, GRCA can converge very quickly at the expense of losing population diversity, which causes performance degradation.
GRCA first compares the ratio cut of the offspring and that of the more similar (in bitwise difference) parent. If the offspring is better than the parent, then it replaces the parent. If not, GRCA discards the offspring (we call this scheme the NEAR replacement scheme). At some point, GRCA adaptively changes its replacement scheme. It is still the same in that it compares the offspring with the similar parent. But when it fails to replace it, it now compares the offspring with the other parent. Only when the offspring is not better than the second parent does GRCA discard it (we call this scheme the COMBI replacement scheme). The reason we use this adaptive replacement scheme is that the ratios of failed replacements are too high during the latter generations of GRCA using solely the replacement scheme NEAR (nearly 100% of fails were often observed). Consequently, the NEAR scheme takes a very long time to converge. We say a swing occurs when an offspring is discarded at the end of a generation. The event that seven consecutive swings occur is called an out. GRCA starts with the NEAR replacement scheme. It switches its replacement scheme to COMBI after two outs have occurred. It stops when two more outs occur. The number of swings, namely seven, for one out was chosen after considering the performance/time tradeoff. The more swings for an out, the better the results and the longer the running time. The reason we use two outs instead of one is to avoid accidental consecutive swings.
III. CLUSTERIZATION OF SCHEMAS IN GENETIC ALGORITHMS

A. Motivation
Remember that the basics of genetic algorithms were provided in Section II-A. A schema represents a pattern of chromosomes. A schema on binary alphabets is defined to be an -tuple where for In a schema, the symbols 0 and 1 are called specific symbols which specify the pattern; the symbol "*" specifies the don't-care positions in the pattern. The quality of a schema is defined to be the average quality of all solutions matching the pattern. The defining length of a schema is defined to be the length from the leftmost specific symbol to the rightmost specific symbol in that schema. By a th-order schema, we mean a schema with specific symbols. A schema can also be viewed as a set of chromosomes satisfying the pattern specified by its specific symbols. With chromosomes of length 8 as examples, a third-order schema **11*0** represents the set of chromosomes with symbols 1, 1, and 0 at the third, fourth and sixth positions, respectively. Therefore, it contains chromosomes and many more.
When a single-point crossover is applied to two parents, some schemas in the parents survive and some do not. The survival of high-quality schemas is important since GA's are believed to seek near-optimal performance by juxtaposition of low-order high-quality schemas [31] . Holland showed that, in a single-point crossover, schemas with short defining lengths have higher probabilities to survive over generations [32] . It was also shown that schemas with short defining lengths have higher survival probabilities in multipoint crossovers with odd numbers of crossover points [33] . In [21] , the authors used a genetic preprocessing heuristic based on breadth-first search (BFS) for nonhypergraphs which transforms perceived highquality schemas into those of shorter defining lengths. For this work, we first tried a modified version of BFS for hypergraphs, and did not see visible evidence of improvement in the GA performance. A possible reason is that, for hypergraphs, it may not make the defining lengths of high-quality schemas visibly shorter, as seen in [21] . In this paper, we give up the defininglength-based preprocessing, and try another preprocessing which is believed to place the cells in a clustered subset of cells into a number of scattered subclusters in the chromosome encoding. Fig. 6 shows examples of surviving and disrupted schemas on single-point crossover. For convenience, we use 's to represent the positions of specific symbols. If the crossover point divides the specific symbols of a schema into two disjoint subsets, only one subset can be copied from one parent, and the schema is disrupted. Therefore, the survival probability of a schema is antiproportional to the defining length when a single-point crossover is applied. This is one of the most important implications of the fundamental theorem of genetic algorithm [32] . But when we use multipoint crossovers, a schema is not disrupted when an even number (including zero) of crossover points fall between the two specific symbols of every pair of adjacent specific symbols [33] , [34] . Fig. 7 shows a surviving example and a disrupted example on four-point crossover. We exploit this characteristic of schema survival on multipoint crossovers.
We observe that the survival probability of a schema is highly dependent on its inner structure. For instance, consider the two eighth-order schemas and , shown at the bottom of the page, with the same defining length of 28. Specific symbols are evenly distributed in schema they are highly clustered in schema If we use a single-point crossover, the survival probability through the crossover is 6/34 for both and For simplicity, throughout this paper, we do not consider the case where the lost symbols of a schema are recovered by chance with copied values from the other parent. If we use two-point crossover, the survival probability of is that of is Clustered schema has a nearly 3.5 times higher probability of survival. This phenomenon is likely to be consistent on higher point crossovers. Defining lengths do not have much to do with survival probabilities in this context. The preprocessing suggested in this paper is to transform perceived high-quality schemas into clustered forms like, e.g., [35] .
B. New Schemas: -Schemas
We suggest a new model for schema analysis. Define a th degree -schema as where and Any ordinary schema of order can be represented by a -schema of degree such that For example, the schema **110***11** can be represented by the -schema where and Define to be the probability that a -schema is not disrupted by a -point crossover. The probability can be formulated by the following equation.
Proposition 1:
Proof: For a -schema to survive, an even number (including zero) of crossover points should fall on each for and furthermore, no crossover point should fall within any for Let the number of crossover points falling on be let be the number of remaining crossover points [i.e., The number of all cases where an even number of crossover points fall on every for is the cardinality of the set For a -schema to survive through a -point crossover, it should be the case that and all remaining crossover points points) should fall on or With this observation, (1) can be obtained. This completes the proof of the proposition.
From this equation, it turned out that the smaller is, the higher the expected survival probability is, and that, for a fixed a -schema has relatively high survival probability if the variance of is large. Fig. 8 shows a typical relationship between -schemas' degrees the number of specific-symbol clusters) and survival probabilities Schemas of a fixed order 20 on chromosomes of length 50 were used for this plot. The thickness of a point means the frequency of the pair. Due to space restriction, the thickness was significantly condensed. For example, the thickest point represents nearly 400 occurences of Low-degree -schemas, among schemas of the same order, show a significant advantage in survival. The advantage of low-degree -schemas partly contains the advantage of schemas of short defining length, but contains many more cases (e.g., Section III-A). These desirableschemas can be achieved when the specific symbols show clustered distribution on the chromosome. Although DeJong and Spears [33] implicitly pointed out the importance of the inner structures of schemas, we believe that this is the first time that clusters of specific symbols in the genetic encoding are emphasized. 
C. Preprocessing: Weighted-DFS Reordering (WDFR)
Every location on a chromosome has its own meaning in a locus-based encoding of genetic algorithms. In our case, each vertex has a corresponding location on a chromosome. Therefore, the th value on a chromosome specifies which side the th cell belongs to. The most natural ordering scheme for the cells is to use the indexes given by the input file. Instead of using the given order, the preprocessing does a one-to-one transformation between schemas defined as follows.
Definition 1: A preprocessing is a function which transforms one schema to another, i.e., where and for all schemas where and are the number of zeroes and the number of ones in schema respectively.
The better the transformation is, the more high-quality schemas are such that where is the probability that we defined in the previous subsection. We describe the weighted-DFS reordering, WDFR, a schema transformation for hypergraphs in the next paragraph.
Given a hypergraph we first convert into a graph by the standard clique transformation [2] , where each -pin net is transformed into a complete subgraph on vertices, with each edge having weight equal to
We ignore nets of degree larger than some threshold. As a rationale, many pins, say 20, in a single net are hard to be considered as closely related ones if most net sizes are less than ten. We ignored high-degree nets (nets of degree 20) in our preliminary version [36] mainly to save computation time; later, we found that ignoring high-degree nets also visibly affects the performance. Sometimes ignoring nets of degree 5 yielded better performance than ignoring nets of degree 20, and vice versa. A possible reason seems to be that a net of degree, say ten, may be a relatively high-degree net for a small circuit, but not for a large circuit. It also seems clear that the degree threshold for ignoring nets should not be linearly proportionally to the size of circuits because the degrees of the nets do not increase proportional to the circuit sizes. We set a tentative threshold in this paper after some preliminary testing, i.e., we ignore nets of degree larger than
The heuristic does depth-first search (DFS) on this (transformed) weighted graph starting at a random initial vertex. The only difference from the traditional DFS is in the tie breaking. Here, when DFS encounters unvisited vertices adjacent to a vertex, it visits a vertex connected to the current vertex by the largest weight edge. We reorder the vertices by the visiting order of this DFS. By this reordering, clustered cells tend to form a better -schema than a set of arbitrary cells with the same cardinality. It should be noted that this transformed graph is not used by the main genetic algorithm. Instead, the information is used only for location assignment of cells on chromosomes. This is a big difference from preprocessings for other standard partitioning algorithms where preprocessings are to provide good initial solutions for them [8] , [9] . In GA's, the solutions in the initial population are randomly generated.
As the WDFR still does not always show improvement for benchmarks tested, as will be shown later, we tried another reordering: Window reordering [37] , which uses the back edges to recently visited vertices as the main clue of clustering. The Window algorithm orders vertices by DFS with the tiebreaking rule which gives the highest priority to the vertex which is connected to the most number of recently visited vertices on a fixed window size for that. In [37] , when dynamic programming is applied on the generated order to generate a -way partition in the way each partition being a contiguous subset of the ordering, the Window ordering produced the best quality partitioning among others, including compaction ordering [38] and spectral ordering (EIG) [2] . Thus, it seems to be an attractive candidate for genetic reordering since genetic reordering is motivated by the use of clusters. But Window ordering turned out to perform not as well as the WDFR in spite of having a more sophisticated tie-breaking scheme. This hints that a better reordering for graph clustering is not necessarily a good genetic reordering. Some basic characteristics of a good genetic reordering were discussed in Section III-B, this subsection, and [21] , but a complete characterization is still open.
IV. COMBINATORIAL ARGUMENTS
A. Complexity
In the flow of GRCA in Fig. 1 , it is clear that the processes choose, crossover, mutation, suited, and replace all take time. FM is practically an time algorithm. Since we used a weak variation of FM for the local improvement, it takes time with a much smaller constant factor than that of the original FM. Therefore, the time complexity of GRCA is where is the number of generations. In our experiments, ranges from 700 to 1600. That is, 700-1600 solutions are generated during a run. Our local improvement takes on the average 1/20 of the time of a full FM. This is the main reason why GRCA's running time remains quite reasonable. The data for the running time of GRCA will be shown in Section V. FM consumes space, and the remaining parts consume space; thus, the total space usage is One theoretical drawback of WDFR is that its worst case time complexity is For this to be we need two restrictions: 1) the maximum degree of cells should be bounded by a constant, which is the case for most VLSI circuits, and 2) the number of pins in a net should also be bounded by a constant; this is not the case in many circuits. We resolved this by ignoring nets of degrees higher than a preset threshold as far as WDFR is concerned. This causes little harm since this omission occurs only in WDFR. Using the tool gprof, we observed that WDFR took no more than 2% of GRCA's total running time.
B. How WDFR Helps to Construct Good -Schemas
Define an to be a connected subgraph forming a cluster (in a relative sense). The edges that have at least one endpoint in the island and at least one endpoint outside the island are called bridges. Note that our usage of the term "bridge" is different from the standard usage in graph theory. Fig. 9 shows an island with two bridges. In the case of the graph bipartition problem, vertices in an island that have few bridges are more likely to belong to the same side than an arbitrary set of vertices. This implies that vertices in an island with few bridges are more likely to form a high-quality schema than an arbitrary set of vertices. Based on this observation, we now think about how a schema consisting of the vertices of an island is transformed into a probably better schema. We concentrate on the vertices in the island. Consider the schema consisting of vertices in an island, that is, only positions occupied by vertices in the island have specific symbols in that schema. The following facts are applied also to WDFR, which say that an island with a small number of bridges is likely to form a good -schema.
Fact 1: For an island with bridges, vertices in the island form -schemas of the form where if the vertices are located on the chromosomes by the visiting order of DFS.
In addition to the upper bound of the number of clusters may be much less than the possible maximum as in the following fact.
Fact 2: In Fact 1, decreases by one for each bridge that is classified as a nontree edge in the DFS.
The case implies a highly clustered schema. If is very short, we may approximately treat as just a Fig. 10 shows an example of schema transformation by DFS. The black vertices in the dotted circle form a cluster, and we trace the schema consisting of those vertices. The rather scattered original schema is transformed into a schema with just two specific-symbol clusters. From the arguments in Section III and the above facts, it is likely that the schemas corresponding to the clustered subgraphs survive with higher probability through multipoint crossovers when we carefully rearrange the locations of vertices on chromosomes.
C. Fault Tolerance of Genetic Ordering
In a standard circuit/graph partitioning heuristic, preprocessing helps by reordering the vertices so that they reflect the clustering as much as possible. But, in fact, if a vertex has attractions to more than one cluster, it is not possible to satisfy all of the clusters. Thus, when we think of a cluster, the elements might be scattered into a number of subsets. If we use a cutting algorithm (e.g., [37] ) which finds a cutting point to make a bipartitioning, the scattered subsets may affect the cut size negatively. That is, it is hard to use the information contained in a cluster when its elements are scattered into a number of subclusters after the ordering.
In genetic preprocessing, the ordering is not used for initial solutions. Initial solutions for GA are still generated at random, and the ordering is used only for the encoding order of the genetic algorithm. In a hybrid-type GA, the initial solutions of the embedded local improvement heuristic are provided by crossover and mutation. A cluster whose subclusters are scattered into a number of subclusters still have a considerable advantage in the corresponding schema's survival probability (see Sections III-A and III-B). This may compensate for most "faulty" clusterings contained in the ordering. This ordering also could lead GA to some restricted direction since the survival of schemas is considerably dependent on the encoding. In the experimental report, we will see that the genetic reordering has both positive and negative effects, depending on the graph type and the given orders.
V. EXPERIMENTAL RESULTS
We tested GRCA on 11 benchmark circuit graphs, including nine ACM/SIGDA benchmarks. Table II shows the numbers of cells, nets, and I/O pads for each circuit. We followed the tradition of [1] and [2] , where the cell areas are normalized so that the smallest non-I/O pad cell has unit size and all I/O pads have unit size to reduce the influence of I/O pads. We compare the results of GRCA against those of Rcut2.0 [1] , [23] and EIG1-IG [2] . Both programs were obtained from their authors. Note that Rcut2.0 is an enhanced version over RCut1.0 of [1] . EIG1-IG is the better version between the two versions in [2] . As GRCA takes approximately nine times longer than Rcut2.0 on the average, we compare the average result of GRCA against the best from ten runs of RCut2.0 for each circuit. To reduce statistical error, we tried 100 runs of RCut2.0, and divided them into ten groups, each consisting of ten runs. The best of the groups is compared with the average of GRCA in Table III , and the best of 100 runs of RCut2.0 is compared with the best of ten runs of GRCA in Table IV . For convenience, we call ten runs of RCut2.0 RCut2.0-10. EIG1-IG is a deterministic heuristic, and thus always generates the same results. Figs. 11 and 12 graphically show the average and the best relative performances of the three algorithms, where the results are normalized to those of EIG1-IG. Detailed figures are in Table III (average results) and Table IV (best results) . All timing data are in CPU seconds on a Sun 4/490. GRCA did not always perform best among the three algorithms. In average results, GRCA performed best for five graphs among 11 graphs. Overall, GRCA's average results are 12.3% better than the averages of the best results of RCUT2.0-10 and 29.5% better than those of EIG1-IG. In best results, GRCA performed best for ten graphs among 11 graphs. Overall, the best results of GRCA are 15.6 and 36.4% better than those of RCut2.0-10 and EIG1-IG, respectively. Comparison of the best results gives some disadvantage to EIG1-IG due to its deterministic output.
GRCA's running time showed the smallest growth rate among the three algorithms. For relatively small circuits, the running times of EIG1-IG and/or RCut2.0-10 are comparable to that of GRCA. As the sizes of the circuits increase, GRCA's running time became better than the other algorithms'. For the smallest circuit PrimGA1, all three algorithms showed comparable time. But for the largest circuit, Industry2, GRCA's time was 59% of the RCut2.0-10's time and just 14% of EIG1-IG's time.
In Table V , we show the effect of preprocessing. We denote by PGRCA the GRCA preprocessed by WDFR. Preprocessing showed visible improvement. So far, we have not found a heuristic which consistently helps for all of the benchmark graphs we tested. An interesting phenomenon here is that a good reordering for partitioning is not necessarily a good reordering for genetic algorithms. The Window ordering [37] , which is known to be a strong reordering heuristic for graph partitioning, showed less contribution than WDFR, which is much simpler and faster. The reordering heuristics showed varying effects, both positive and negative, on the tested graphs. On the average, a 4.0% improvement was observed by preprocessing with WDFR. Most "test" series graphs benefitted from the preprocessing, but other circuits showed mixed results with a number of negative cases. We do not think that this is the limit of reordering for genetic algorithms on hypergraphs or the ratio-cut problem. Since the rationale of preprocessing is based on the clustered subgraphs, we believe that the usefulness of preprocessing depends on both the ordering heuristic and the clustering pattern of circuits. Sometimes, it might also happen that the given ordering of a circuit is already very favorable to GA's.
VI. CONCLUSIONS
We have presented a hybrid genetic algorithm for the ratio-cut partitioning problem. The algorithm uses a carefully designed variation of the Fiduccia-Mattheyses (FM) algorithm, and combines it with genetic space exploration. As mentioned in Section II-D3), the performance of the modified FM is poor, and the performance of GRCA without any local improvement is also poor. Used together they synergetically give a very competitive performance.
The preprocessing heuristic is computationally cheap, as mentioned in Section IV-A. The preprocessing for GA works quite differently from the preprocessings for other standard heuristics like FM and KL. In those cases, preprocessing is performed to obtain good initial solutions. In this case, the preprocessing has nothing to do with the initial solutions (of the initial population); instead, it indirectly helps GA's effectively explore the search space by changing GAs' encoding. As mentioned in the experimental report, WDFR did not always prove beneficial. Devising a reordering heuristic which works better than WDFR is a good research question.
Our variation of FM local optimization enables GRCA's running time to be quite competitive with the other algorithms.
An examination of the data shows that it still occupies, on the average, 71% of GRCA's running time. It would be nice to see how various types of local optimizations affect GRCA in performance and time.
