Given a real polynomial p with only real zeroes, we find upper and lower bounds for the number of non-real zeroes of the differential polynomial
Introduction
Let p be a real polynomial with only real zeroes. Then
This inequality is called the Laguerre inequality. It is well known that the entire functions of the Laguerre-Pólya class 1 satisfy this inequality as well. The Laguerre inequality plays an important role in the study of distribution of zeroes of real entire functions and in understanding the nature of the Riemann ξ-function and trigonometric integrals, see [4, 5] , [8] - [12] and references there for the generalizations of the Laguerre inequality, as well. The Laguerre inequality is sharp for entire functions of the Laguerre-Pólya class in the sense that for any entire function f (z) in this class which is not a polynomial, the inequality
holds for κ 1, and for any κ < 1 there exists a function in Laguerre-Pólya class which is not a polynomial such that (1.2) is not true for this function. The function e −x 2 is such an example for any κ < 1. In [21] , there was studied a lower bound for the number of non-real zeroes of the function
in the case when the entire function f (z) has only finitely many non-real zeroes. The zeroes of the function F κ [f ](z) when f (z) is a meromorphic function were studied in [2, 17, 18, 19, 27] .
For polynomials with only real zeroes, inequality (1.1) is not sharp. In fact, if p is a real polynomial of degree n with only real zeroes, then the following inequality holds [20, 22] :
This inequality is called the differential form of the Newton inequality [22] . According to [26] , this inequality (together with some other ones) was found by G. Pólya while he studied unpublished notes of J. Jensen. For an arbitrary real polynomial p, the Laguerre inequality (1.1) does not hold anymore, generally speaking. In [6] , it was conjectured that in this case, the number of real zeroes of the function
does not exceed the number of non-real zeroes of the polynomial p. This conjecture was nicknamed the Hawaii conjecture by T. Sheil-Small [29] . It was also noticed in [7] that the conjecture can be extended to entire functions. The zeroes of the function Q 1 [p](z) of polynomials were also studied in [13, 14] as well as in [3, 15] . It was believed that the Hawaii conjecture (if true) follows from some geometric properties of level curves of logarithmic derivatives, see e.g. [3] . However, it turned out [28] that the fact claiming by the conjecture is a non-trivial consequence of Rolle's theorem. Indeed, the long and sophisticated proof is based on laborious calculations of the number of zeroes of Q 1 [p] on certain intervals. Some researches still hope to find another proof, more simple than the one from [28] . Inspired by the Hawaii conjecture and the Newton inequalities, in [26] it was conjectured that the number of real zeroes of the rational function
.
does not exceed the number of non-real zeroes of the polynomial p of degree n. The present work was initially motivated by this conjecture. We disprove it by a counter-example (see Section 5) , and estimate the number of non-real zeroes of the differential polynomial In the present work, we find lower and upper bounds on the number of non-real zeroes of F κ [p](z) for arbitrary real κ. Note that if κ is a non-real number, then F κ [p](z) has no non-trivial zeroes at all by de Gua's rule [24] , since in this case any zero of F κ [p](z) must be a zero of p (z). Thus, the case of non-real κ is trivial and is out of the scope of the present work. The paper is organized as follows. In Section 2, we state our main results on the number of non-real zeros of the differential polynomial F κ [p](z) in the case when κ is real and the polynomial p has only real zeros. Section 3 is devoted to the calculation of the total number of non-trivial zeroes of the polynomial F κ [p](z) for arbitrary complex polynomial p. In Section 4, we prove our main results, inequalities (2.2)-(2.7) stated in Section 2. In Section 5, we consider the differential polynomial F κ [p](z) for p to be an arbitrary real polynomial, and disprove a conjecture of B. Shapiro [26] by a counterexample. We also provide a conjecture generalizing the Hawaii conjecture. In Appendix, we prove a generalization of an auxiliary fact established in [28, Lemma 2.5] .
Throughout the paper we use the following notation.
Notation. If f (z) is a real rational function or a real polynomial, by Z C (f ) we denote the number of non-real zeroes of f (z), counting multiplicities, by Z R (f ) the number of real zeroes of f (z), counting multiplicities. In the sequel, we also denote the number of zeroes of f (z) in an interval (a, b) and at a point α ∈ R by Z (a,b) (f ) and Z {α} (R), respectively, thus Z R (f ) = Z (−∞,+∞) (f ) . Generally, the number of zeroes of f (z) on a set X where X is a subset of R will be denoted by Z X (f ).
Main results
Let p be a real polynomial with only real zeroes
2, is the number of distinct zeroes of p, n k ∈ N is the multiplicity of the zero λ k of p, k = 1, . . . , d, so n = n 1 + ... + n d , and we set
Suppose that among the zeroes λ 2 , . . . , λ d−1 there are d j zeroes of multiplicity m j , j = 1, . . . , r, r 2, so that
where m 1 = min{n 2 , . . . , n d−1 } and m r = max{n 2 , . . . , n d−1 }, and
Then the following inequalities hold: 
where the function R(z) is defined as follows
If p has only real zeroes and at least two of them are distinct, then the function R(z) is concave between its poles (Theorem 4.1), and inequalities (2.2)-(2.7), in fact, show that R(z) has no maximum values over n − 2 n − 1 (inclusive), and can have at most one maximum value between n − 3 n − 2 (inclusive) and n − 2 n − 1 (exclusive), at most two maximum values between n − 4 n − 3 (inclusive) and n − 3 n − 2 (exclusive), etc., see Fig. 2 . 
The total number of non-trivial zeroes of the polynomial F κ [p](z)
Let p be an arbitrary complex polynomial of degree n, n 2. Consider the differential polynomial
defined in (1.6). As we mentioned in Introduction, all the zeroes of F κ [p](z) that are not common with the polynomial p are called non-trivial.
Notation. We denote the total number of the non-trivial zeroes of F κ [p](z) as Z nt (F κ ).
Suppose first that κ = n − 1 n . Then the polynomial F κ [p](z) has exactly 2n − 2 zeroes, since
so the leading coefficient of F κ [p](z) is non-zero for κ = n − 1 n . If the polynomial p has a unique zero λ 1 of multiplicity n:
then we have
and F κ [p](z) has no non-trivial zeroes. Suppose that p has at least two distinct zeroes, and represent the polynomial p in the following form
where n j 2, j = 1, . . . , l 2 , so p has l 1 simple zeroes and l 2 multiple zeroes. We denote by d the total number of distinct zeroes of the polynomial p:
Theorem 3.1. Let p be a complex polynomial of degree n, n 2, with exactly d distinct zeroes, 2 d n.
Then
Proof. If λ is a zero of the polynomial p of multiplicity m, then
. . , n, then a zero λ of p of multiplicity m > 1 is a trivial zero of Now from (3.6), we obtain that the total number of all the trivial zeroes of F κ [p](z) is equal to
Therefore, the total number of all non-trivial zeroes of F κ [p](z) equals 2d − 2, since deg F κ = 2n − 2, as we established above.
Corollary 3.2. If p is a complex polynomial of degree n, n 2, with exactly d distinct zeroes, 2 d n,
where α k is the number of zeroes of the polynomial p of multiplicity k. Moreover, if k = 1, i.e. κ = 0, then
where α 1 is the number of simple zeros of the polynomial p.
To prove this corollary we need to remind De Gua's rule.
De Gua's rule ( [24] , see also [16] ). If a real polynomial has only real zeroes, then its derivatives have no multiple zeroes but the zeroes of the polynomial itself. Additionally, if a number ξ is a (simple) real zero of l th derivative of the polynomial p, l 1, then If κ = 0, then we can improve the lower bound in (3.10), since the p has at most α 1 − 2 zeroes common with p.
Consider now the exceptional case κ = n − 1 n . To calculate the total number of the non-trivial zeroes of the polynomial F n−1 n (z), we should define its degree first.
Let the polynomial p has the form (3.13) p(z) = a 0 z n + a 1 z n−1 + a 2 z n−2 + · · · + a n , n 2.
If p has a unique multiple zero, then by (3.5) we have F n−1 n [p](z) ≡ 0. Thus, to study the zeroes of the polynomial F (z) we exclude such a situation in the sequel. 
where q(z) is a polynomial of degree n − l − 1.
Proof. Indeed, let the polynomial p be of the form (3.14) . Denote by b = 0 the leading coefficient of the polynomial q(z), and λ := − a 1 a 0 n .
Then we have
as required.
Conversely, for the polynomial p defined in (3.13) we have
that is, the polynomial F n−1 n [p](z) has at most 2n−4 zeroes (unless it is not identically zero). In particular, In this case, we have
The coefficient at the power 2n − 5 can also be equal to zero. Continuing in such a way, we obtain that the polynomial F n−1 n [p](z) has the form
with 1 l n − 1 if and only if the first l coefficients of the polynomial p satisfy the following identities 2
It easy to see now that the polynomial p whose coefficients satisfy the identities (3.16) must have the form (3.14) .
Note that if l = n − 1, then by (3.15) the polynomial F n−1 n [p](z) has at most n − 2 zeroes. Moreover, it has less than n − 2 zeroes if and only if the coefficient a n satisfies the identity (3.17) a n = n n a n−1
However, if the coefficients of the polynomial p satisfy the identities (3.16) for l = n − 1 and the identity (3.17), then the polynomial p has the form (3.3)-(3.4), that is, it has a unique zero of multiplicity n, so F n−1 n [p](z) ≡ 0 in this case as we mentioned above. Now we are in a position to find the number of non-trivial zeroes of the polynomial F n−1 n [p](z).
Theorem 3.4. Let p be a complex polynomial of degree n, n 2, and let d be the number of distinct zeroes of p, 2 d n. Suppose that the polynomial p has the form (3.14). Then
If the polynomial p has a unique multiple zero, then F n−1
Proof. By Theorem 3.3, the degree of the polynomial F n−1
only if the polynomial p has the form (3.14) . In this case, the multiplicity of zeroes of p is bounded by n − l. The number 2d − 3 − l can be obtained in the same way as in the proof of Theorem 3.1, see (3.9) . Note that this number must automatically be nonnegative, since the polynomial F n−1 n [p](z) cannot have negative number of zeroes. If the polynomial p has a unique multiple zero, then from (3.5) it follows that F n−1 n [p](z) ≡ 0 as we mentioned above.
Remark 3.5. We note that by the aforementioned de Gua rule, Theorem 3.4 is not applicable for polynomials with only real zeroes for l 2.
The proof of Theorem 3.4 implies the following curious fact on the lower bound for the number of distinct zeroes of a polynomial. Corollary 3.6. Let p be a complex polynomial of the form
where deg q = k − 1 for some k, 1 k n − 1. Then the number d of distinct zeroes of p satisfies the inequality
Proof. According to (3.18) , the number 2d − 3 − (n − k) is nonnegative, so we have
Since d is integer, inequality (3.19) holds.
In the sequel we use the following auxiliary rational function
It is easy to see that the set of all non-trivial zeroes of F κ [p](z) coincides with the set of all zeroes of Q κ [p](z).
Remark 3.7. If the polynomial p has a unique zero λ 1 of multiplicity n, then
where the constant C equals zero if and only if κ = n − 1 n .
The number of non-real zeroes of the polynomial F κ [p](z) when p has only real zeroes
In this section, we estimate the number of non-real zeroes of the polynomial F κ [p](z) defined in (3.1) provided p is a real polynomial of degree n, n 2, with only real zeroes. Let
where we fix the order of the zeroes indexing as follows
The simplicity of the zeroes µ j , j = 1, . . . , d − 1, of the polynomial p (z) is guaranteed by de Gua's rule. By the same rule, we have
The following auxiliary lemma will be of use in the sequel.
Theorem 4.1. If a polynomial p of degree n, d 2, has only real zeroes, then the function
has the form
Here d is the number of distinct zeroes of p, and µ j , j = 1, . . . , d − 1, are simple distinct zeroes of p (z) such that p(µ j ) = 0, j = 1, . . . , d − 1.
In particular, the function R is concave between its poles.
Proof. Consider a polynomial p as in (4.1), and note that deg
the ratio of the leading coefficients of the polynomials pp and (p ) 2 . Since the leading coefficient of pp equals a 2 0 n(n − 1), and the leading coefficient of (p ) 2 is a 2 0 n 2 , we have
Furthermore, it is clear that the numbers µ j , j = 1, . . . , d − 1 are the only poles of the function R(z), and p(µ j )p (µ j ) = 0 by (4.4). Thus, R(z) has the form
However, it is easy to see that µ j defined in (4.2)-(4.3) is a simple pole of the function
Consequently, in (4.8) the coefficients α j are all zero, and the coefficients β j are defined by formula (4.7), and their negativity follows from (4.4). Finally, the function R (z) has the form
so it is negative at any real point where it exists, hence R(x) is concave between its poles as x ∈ R.
From formulae (4.5)-(4.6) it easy to describe the location of zeroes of the function R(z). Proof. From (4.6) it follows that
Moreover, the function
is decreasing between its poles (its derivative R (x) is negative on R where exists), and R (x) → ±0 as x → ±∞. Consequently, R (x) < 0 in the interval (−∞, µ 1 ), and R (x) > 0 in the interval (µ d−1 , +∞). (We remind the reader that the zeroes of p and p (z) are indexed in the order (4.3).) Thus, the function R(x)
The monotone behaviour of the function R(z) on the intervals (−∞, µ 1 ) and (µ d−1 , +∞) shows that R(z) has exactly one zero, counting multiplicities, on each of these interval. Furthermore, since p has only real zeroes, the function R(z) has exactly 2d − 2 real zeroes (possibly multiple), since (pp )(z) has exactly 2n − 2 zeroes, 2n − 2d of which are common with (p ) 2 (z). The concavity of R(z) between its poles implies that R(z) has exactly 2 zeroes, counting multiplicities, in each interval
The most important property of the function R(z) is represented by the following theorem. Proof. It is clear that equation (4.10) is equivalent to the equation
If λ is a zero of p of multiplicity m 2, then by (3.8) it is a zero of the polynomial F κ [p](z) of multiplicity at least 2m − 2 and is a zero of [p (z)] 2 of multiplicity exactly 2m − 2. Thus, from (3.6) it follows that the total number of common zeroes of F κ [p](z) and [p (z)] 2 equals 2n − 2d for any κ ∈ R (including
have that the total number of solutions of equation (4.10) equals 2d − 2. Now let us notice the following simple fact. If λ k is a zero of p of multiplicity n k 1, then from (3.7), it follows that (4.11) Then
where d is the number of distinct zeroes of the polynomial p.
Note that inequality (4.13) is equivalent to the Newton inequality (1.3) for polynomials with only real zeroes. Moreover, it is clear that
Let now κ 0. Then the following theorem is true. So we found out that if κ 0, then the polynomial F κ [p](z) has no non-real non-trivial zeroes, but it has only non-real non-trivial zeroes for κ n − 1 n whenever the polynomial p of degree n has only real zeroes. So the number of non-real zeroes of Q κ [p](z) must increase as κ changes continually from 0 to n − 1 n .
Additionally, we found out that the function R(z) has exactly one local maximum on each interval (µ k , µ k+1 ), k = 1, . . . , d − 2, and the values of these maxima are on the interval 0, n − 1 n . Thus, if κ increases from 0 to n − 1 n and becomes larger than some local maximum of R(z), then equation (4.10) loses a pair of real solutions. Let us now consider the case d = 2. Recall that by d we denote the number of distinct zeroes of p, see (4.1). Let again the polynomial p and its derivative be given by (4.1)-(4.3). We will distinguish the following two cases. 1) d 4, and among the zeroes λ 2 , . . . , λ d−1 we have d j zeroes of multiplicity m j , j = 1, . . . , r, r 2, such that Theorem 4.9. In the case 1) above, the following inequalities hold:
Proof. By In the same way, one can prove the corresponding result for the case 2).
Theorem 4.10. In the case 2) above, the following holds:
Thus, the upper bound for the number of non-real zeroes of the polynomial F κ [p](z) is established for any κ ∈ R.
In what follows, we find the lower bound for the number of non-real zeroes of the polynomial F κ [p](z). To do this, we estimate from above the number of real zeroes of the auxiliary rational function Q κ [p](z) defined in (3.20) . As we mentioned above, the set of zeroes of Q κ [p](z) coincides with the set of all non-trivial zeroes of F κ [p](z).
Together with Q κ [p](z), let us consider the function:
Relation between the number of zeroes of the functions Q κ [p](z) and Q κ [p](z) on an interval is provided by the following proposition. 
For the case κ = 1, this fact was proved in [28, Lemma 2.5]. The proof of Proposition 4.11 is the same as the proof of Lemma 2.5 in [28] , so we skip the proof here but provide it in Appendix for completeness (see Theorem A.3).
If p has only real zeroes, then the following consequence of inequality (4.25) is true.
Theorem 4.12. Let p be a real polynomial of degree n with real zeroes, and d 3. Then
for any
We split the proof of this theorem into a few lemmata. Let the polynomial p and its derivative be defined in (4.1)-(4.2). We fix the order of the zeroes indexing as in (4.3): 
Proof. Consider the interval (−∞, µ 1 ]. If λ 1 is a simple zero of p, then p (λ 1 ) = 0, and p (z) = 0 for all z ∈ (−∞, µ 1 ), and µ 1 is a simple zero of p . 
Suppose now that λ 1 is a zero of p of multiplicity m, 2 m n − 1. Then the polynomial p has a simple zero γ 0 on the interval (λ 1 , µ 1 ) which is a pole of the function 
Thus, from (4.30)-(4.33) we have
for any 1 2 < κ < n − 1 n . In the same way, one can prove that
for any 1 2 < κ < n − 1 n , as required.
The next lemma deals with the intervals (µ k , µ k+1 ).
Lemma 4.14. For any interval (µ k , µ k+1 ), k = 1, . . . , d − 2, the following inequality holds
for any By (4.3) the polynomial p has a unique zero λ k+1 on the interval (µ k , µ k+1 ). Suppose that λ k+1 is a simple zero of p. Then p has a unique simple zero γ k on the interval (µ k , µ k+1 ). Without loss of generality we may assume 4 that γ k λ k+1 . Since λ k+1 is a simple zero of p, by If Z (γ k ,λ k+1 ) ( Q κ ) = 1 and Z [λ k+1 ,µ k+1 ) ( Q κ ) = 1, then from (4.38) we get
and from (4.25)
If Z (γ k ,λ k+1 ) ( Q κ ) = 0 and Z [λ k+1 ,µ k+1 ) ( Q κ ) = 2, then from (4.38) it follows that
and by (4.25) we have
is an even number as we mentioned above.
is an even number. We also have
Finally, if Z (γ k ,λ k+1 ) ( Q κ ) = 0 and Z [λ k+1 ,µ k+1 ) ( Q κ ) = 0, then inequality (4.25) and identity (4.38) imply
Thus, from (4.37) and (4.39)-(4.45) we obtain inequality (4.36) for γ k < λ k+1 and 1 2 < κ < n − 1 n .
If λ k+1 = γ k , then the equation R(z) = κ has no solutions on the interval (µ k , µ k+1 ) for any κ > 0, so inequality (4.36) is true in this case. Consequently, if λ k+1 is a simple zero of the polynomial p, then inequality (4.36) holds for any
Let now λ k+1 be a zero of p of multiplicity n k+1 2. Then p (λ k+1 ) = 0, so p has a unique simple zero at each of the intervals (µ k , λ k+1 ) and (λ k+1 , µ k+1 ). We denote these zeroes as γ k and γ k , respectively, so 
On the interval (γ k , γ k ), the function Q κ [p](z) has 0 or 2 zeroes if κ = n k+1 − 1 n k+1 by Theorem 4.3.
However, if κ = n k+1 − 1 n k+1 , then the equation R[p](z) = κ has two solutions (counting multiplicities) on the interval (γ k , γ k ), and at least one of the solutions is always λ k+1 by (4.12). But λ k+1 is not a zero of the function Q κ [p](z). Thus, Q κ [p](z) has at most one (counting multiplicities) zero on the interval (γ k , γ k ) in this case.
Let n k+1 2, and
Then the zeroes of 
since the number Z (γ k ,λ k+1 ] (Q κ ) can be 0 or 2 only. It is clear now that the numbers Z (λ k+1 ,γ k ) (Q κ ) and Z (λ k+1 ,γ k ) ( Q κ ) are even (at most two), so by Proposition 4.11, one has (4.48)
so from (4.47)-(4.48) it follows that 12) , we obtain that both equations (4.28) have exactly two solutions (of multiplicity one) on (γ k , γ k ), therefore,
Finally, suppose that n k+1 3, and κ = n k+1 − 1 n k+1 , so κ = n k+1 − 2 n k+1 − 1 . In this case, from (3.7) and (4.11)
we have (4.51)
and (4.52)
as z → λ k+1 . From (4.51) and (4.52) it follows that the number λ k+1 is a solution of equations (4.28) of the same multiplicity. That is, it is simultaneously a simple or a multiple (of multiplicity 2) solution of both equations on the interval (γ k , γ k+1 ) (even for n k+1 = 2). Therefore, by Theorem 4.3, the functions Q κ [p](z) Q κ [p](z) have simultaneously one or no zeroes (counting multiplicities) on the interval (γ k , γ k+1 ). Consequently, we obtain
in this case. Now from (4.46), (4.49), (4.50), and (4.53), we get that inequality (4.36) holds for any 1 2 < κ < n − 1 n in the case when λ k+1 is a multiple zero of p as well, as required. Let p be a real polynomial with pure real zeroes given in (4.1), and let its zeroes be indexed in the following order λ 1 < λ 2 < · · · < λ d , where d is the number of distinct zeroes of p. Then the following inequalities hold:
where m 1 is defined in (4.18).
Proof. We prove this theorem by induction. Suppose first that all zeroes of the polynomial p are simple, that is, d = n and m 1 = 1. Then inequalities (4.54)-(4.55) have the following form, in this case.
Since all zeroes of p are simple, the set of all non-trivial zeroes of (z) is the Jacobi polynomial, is a zero of the polynomial q n itself, see, e.g. [1] . Therefore, in this case, the equation R[p](z) = κ has exactly 2 real solutions for any 0 < κ < n − 1 n . Thus, we obtain that
for some number k, k = 2, . . . , n − 1. Introduce the following sequence of numbers (4.59) [p](z) has no zeroes on the intervals (µ k , λ k+1 ] and [γ k , µ k+1 ) and has an even number (at most 2) on the interval (λ k+1 , γ k ). If Q 1
2
[p](z) = 0 on (λ k+1 , γ k ), then by Proposition 4.11 one has 
. Now from (4.26) and (4.61) it follows 
Suppose now that the polynomial has roots of multiplicity at most 2. Then its derivative has only simple zeroes. Then by Theorem 4.12, (4.58), and (4.64), one has
It is clear now that if inequalities (4.65)-(4.66) are true for polynomials whose zeroes have multiplicity at most M , 1 M n − 2, then they hold for polynomials whose zeroes have multiplicity at most M + 1 according to Theorem 4.12, since for p they are true by assumption. Consequently, inequalities (4.65)-(4.66) hold for any polynomial with pure real zeroes.
Note now that for
, where m 1 is defined in (4.18), we can conclude that Q κ may have only real zeroes as well as in (4.65). Therefore,
Let us now denote by N 
Recall now that by 
Polynomials with non-real zeroes
In this section, we disprove a conjecture by B. Shapiro [26] and discuss possible extensions of our results from Section 4 for arbitrary real polynomials.
Let p be an arbitrary real polynomial. In this case, the polynomial F κ [p](z) can have both real and non-real non-trivial zeroes. So, to study non-trivial zeroes of F κ [p](z) it is more convenient to consider the function Q κ [p](z) defined in (3.20) .
In [26, Conjecture 11] , the following analogue of the Hawaii conjecture [6, 28] was conjectured.
Conjecture 1 (B. Shapiro). Let p be an arbitrary real polynomial of degree n, n 2, then
The Hawaii conjecture posed in [6] and proved in [28] states that inequality (5.1) is true for the func- 
This rational function has four zeroes
all of which are real whenever a ∈ R\{−1, 1}, so
and Conjecture 1 fails.
Remark 5.1. Conjecture 11 in [26] , in fact, looks as follows
with additional condition that all real zeroes of p are simple. It is easy to see that this conjecture is equivalent to Conjecture 1 in the considered case, since Z R (F 
From (5.3) it follows that the equation R(z) = 3 4 has 4 real solutions. The function R(z) is drawn at Fig. 3 for a = 10. It is easy to see that R(z) has two Thus, according to this counterexample we conjecture another inequality generalizing the Hawaii conjecture.
Conjecture 2. Let p be a real polynomial of degree n, n 2. Then
This conjecture is proved only for the case κ = 1, see [28] .
For κ n − 1 n , it is not easy to predict the estimates for the number of real zeroes of Q κ [p](z). However, calculations show that the following conjecture for a special case of polynomials may be true. In [6, 28] it was established that this conjecture is true for κ = 1. Note that the polynomial p defined in (5.2) does not satisfy the conditions of Conjecture 3 since its derivative always has non-real zeroes whenever a = ±1, 0.
Conclusion and open problems
In the present work, we find the upper and lower bounds for the number of non-real zeroes of the differential polynomial whenever p has only real zeroes. We also disprove a conjecture by B. Shapiro [26] on the number of real zeroes of F κ [p](z) for arbitrary real polynomial p. Instead, we provide two new conjectures that generalise the Hawaii conjecture [6] proved in [28] . We believe that our method of combining Proposition 4.11 and some properties of the function R(z) defined in (4.5) can be useful for proof of these conjectures and might provide a new, more simple, proof to the Hawaii conjecture. Finally, we note that it is intuitively clear that our results of Section 4 can be extended to the case when p is an entire function in a subclass of the Laguerre-Pólya class L − P. For example, it must be true for entire functions whose supremum of multiplicities of their zeroes is finite, in particular, if they have finitely many zeroes. Proof. The condition p(z) = 0 for z ∈ (a, b) means that Q κ (z) is finite at every point of (a, b).
II. If
By assumption, ξ is a zero of F κ of multiplicity M and F κ (ξ) = 0. First, we prove that ξ is a zero of F κ (z) of multiplicity M + 1.
Note that the expression (A.5) can be rewritten in the form 
