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Abstract. We propose a method for calculating the Franz-Parisi potential for spin
glass models on sparse random graphs using the replica method under the replica
symmetric ansatz. The resulting self-consistent equations have the solution with the
characteristic structure of multi-body overlaps, and the self-consistent equations under
this solution are equivalent to the one-step replica symmetry breaking (1RSB) cavity
equation with Parisi parameter x = 1. This method is useful for the evaluation of
transition temperatures of the p-spin model on regular random graphs under a uniform
magnetic field.
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1. Introduction
The Franz-Parisi potential (FPP) [1, 2] is defined as an effective potential of overlap
q between two replicas in two temperatures, T and T ′. This concept was originally
introduced for fully connected spin glass models in order to characterize the one-step
replica symmetry breaking (1RSB) as an appearance of the metastable states of a
thermodynamic potential. A primary advantage of the FPP framework is the ability to
describe the 1RSB under the replica symmetric (RS) calculation’s level. In addition
to its technical ease, this method offers a useful physical insight into what occurs
when the replica symmetry is broken. The FPP can also be used to characterize the
temperature chaos [3], to determine the phase diagram of finite-dimensional spin glass
[4] and structural glass [5], and to detect instability in a ground state in response to
perturbations of a certain type [6].
The extension of the FPP framework to sparsely connected systems continued over
the next decade. In [7], a methodology for evaluating the FPP of sparsely connected
systems was developed using the cavity method and reinterpreted as the states-following
method. The FPP’s role may be more significant in sparsely connected systems than
in fully connected systems. In general, we need to solve functional equations for
“distributions of distributions” in the standard 1RSB framework of the sparse systems
[8]. However, the equivalence between the FPP framework and the 1RSB framework
with Parisi parameter x = 1 [9, 10, 11] allows us to evaluate the various quantities
simply by solving self-consistent equations for “distributions” utilizing population
dynamics. This enables us to accurately determine the conditions of dynamical and
static transitions from the RS solution in a computationally efficient manner. Because no
other methods outperform the accuracy of this evaluation given the same computational
resources, the FPP is an indispensable component of the analysis of the glassy behavior
of sparse systems.
A primary objective of this paper is to derive the FPP of sparse systems using
the replica method [8]. One of our motivations is to fill the technical gap between the
derivations for the fully and sparsely connected systems. Addressing both systems in
a unified manner will help deepen our understanding of the FPP technique. Our other
motivation is to provide an FPP with another basis. As the cavity method significantly
relies on the tree-like nature of random graphs, incorporating the loops’ effects is difficult
when the objective system is defined on a loopy graph, such as a finite-dimensional
lattice. Providing another basis using the replica method may help us address systems
on loopy graphs, although this paper’s focus will remain on random graphs. In addition,
we provide a general and explicit proof for the equivalence between the FPP and 1RSB
with x = 1 for sparse systems in the presence of external fields, showing nontrivial
identities of multi-spin overlaps that reflect the ultrametric structure.
This paper is organized as follows. In section 2, we establish models and introduce
the Franz-Parisi potential and its Legendre transform. In section 3, we develop a
method to calculate the Legendre transform of the FPP using the replica method under
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the replica symmetric ansatz. In section 4, we demonstrate that the calculation of
the Legendre transform of the Franz-Parisi potential is equivalent to the 1RSB cavity
method with x = 1 for T ′ = T and hext = 0 by introducing an ultrametric structure.
In section 5, we report the numerical results obtained by applying this method to the
calculation of the 1RSB transition temperatures. The final section summarizes our
study.
2. Model setup
We consider the p-spin model of size N on regular random graphs under a uniform
magnetic field. The spin variable σi ∈ {−1, 1} is defined for each vertex i, and we
collectively write the set of these variables as σ ≡ {σi}
N
i=1. The Hamiltonian is given by
H0(σ) = −
∑
i1<···<ip
gi1,···,ipJi1,···,ipσi1 · · ·σip − h0
N∑
i=1
σi. (1)
Here, gi1,···,ip is a random variable that represents the lack or existence of a connection
with the value 0 or 1, respectively, Ji1,···,ip is a random interaction variable, and h0 is
a uniform magnetic field. In particular, we consider the ±J-type p-spin model on a
C-regular random graph. The probability distribution of gi1,···,ip for this model is given
by
P
({
gi1,···,ip
})
=
N∏
i=1
δ

 ∑
i1<···<ip−1
gi1,···,ip−1,i − C

 . (2)
In addition, the probability distribution of Ji1,···,ip is
P (J) =
1
2
[δJ,1 + δJ,−1] . (3)
Let us consider the case in which gi1,···,ip and Ji1,···,ip are symmetric under index
permutations. The h0 = 0 case has been frequently analyzed [12, 13, 14, 15]. Specifically,
it has been shown that the low temperature phase is reasonably described by the 1RSB
solution. However, the p-spin model on sparse random graphs under a nonzero uniform
magnetic field has not been examined.
Now we introduce an effective potential of overlap: the Franz-Parisi potential. First,
we consider a free energy of the system σ in the situation that its overlap with the spin
configuration s equals q. This free energy is expressed as
−
1
β
log
(∑
σ
e−βH0(σ)δ
(
q −
1
N
N∑
i=1
σisi
))
. (4)
We assume that s obeys the canonical distribution with Hamiltonian H0(s) and inverse
temperature β ′. The Franz-Parisi potential is defined as the configurational average of
this restricted free energy with respect to spin configuration s and random variables
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gi1,···,ip
}
and
{
Ji1,···,ip
}
:
− βv(β, β ′, q) ≡ lim
N→∞
1
N
EgEJ
[
1
Z ′0
∑
s
e−β
′H0(s)
× log
(∑
σ
e−βH0(σ)δ
(
q −
1
N
N∑
i=1
σisi
))]
, (5)
where Z ′0 ≡
∑
s
e−β
′H0(s), and Eg and EJ represent the expected values with respect
to
{
gi1,···,ip
}
and
{
Ji1,···,ip
}
, respectively. Because it is sufficient to use the Legendre
transform of this quantity in order to evaluate transition temperatures, we consider
its Legendre transform. (We briefly mention the Franz-Parisi potential itself in
Appendix A.) Let us introduce a field hext that is conjugate to overlap q. If a self-
averaging property is justified, the Legendre transform of the Franz-Parisi potential is
given by
− βg(β, β ′, hext) ≡ lim
N→∞
1
N
EgEJ
[
1
Z ′0
∑
s
e−β
′H0(s)
× log
(∑
σ
e−βH0(σ)+βhext
∑N
i=1 σisi
)]
. (6)
In particular, we would like to analyze this quantity under the RS ansatz.
Due to a property of the Legendre transformation, considering the case hext = 0
corresponds to probing the minima of the Franz-Parisi potential. In order to calculate
the transition point, we need to set β ′ = β. The transition point is the point where
the local minima gSG equals the global minima gpara. In other words, the transition
temperature TK is given by
− βgSG(β, β, 0) = − βgpara(β, β, 0). (7)
3. Replica approach to Franz-Parisi potential
3.1. Evaluation for n,m ∈ N
Using the replica method, we can calculate the Legendre transform of the Franz-Parisi
potential (6). By introducing two replica numbers m and n as [1], this quantity is
expressed as
− βg(β, β ′, hext) = lim
N→∞
1
N
lim
m→0
lim
n→0
∂
∂n
E [Zn,m] , (8)
where the partition function of the (n,m)-replica system is defined to be
E [Zn,m] ≡ EgEJ

 ∑
{s(a)}
∑
{σ(b)}
e−β
′
∑m
a=1H0(s(a))−β
∑n
b=1 H0(σ(b))+βhext
∑n
b=1
∑N
i=1 σ
(b)
i s
(1)
i

 .(9)
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For simplicity, we introduce the notation ~si ≡
(
s
(1)
i , · · · , s
(m)
i
)
and ~σi ≡
(
σ
(1)
i , · · · , σ
(n)
i
)
.
First, we define the quantity
NG ≡
∑
{gi1,···,ip}


∏
i
δ

 ∑
i1<···<ip−1
gi1,···,ip−1,i − C



 , (10)
which represents the number of bipartite graphs whose factor nodes and variable nodes
uniformly have p and C links, respectively. By using a standard technique for analyzing
sparsely connected systems, we obtain for large N
E [Zn,m] ∼
1
NG

∏
~σ,~s
N
∫
dm (~σ,~s)
∫
dmˆ (~σ,~s)

 e−N logC!−N∑~σ,~s mˆ(~σ,~s)m(~σ,~s)
×

∑
~σ,~s
mˆ (~σ,~s)C eβ
′h0
∑m
a=1 s
(a)+βh0
∑n
b=1 σ
(b)+βhext
∑n
b=1 σ
(b)s(1)


N
× exp

 ∑
~s(1),~σ(1)
· · ·
∑
~s(p),~σ(p)
Np
p!
2m+n coshm (β ′ |J |) coshn (β |J |)
×
{
p∏
j=1
m
(
~σ(j), ~s(j)
)}
×EJ
[
m∏
a=1
1 + tanh (β ′J)
∏p
j=1 s
(a)
(j)
2
n∏
b=1
1 + tanh (βJ)
∏p
j=1 σ
(b)
(j)
2
])
. (11)
See Appendix B for details of the derivation. A similar calculation can also be performed
for NG:
NG ∼ e
N
[
C
p
log
(
Np−1Cp−1
(p−1)!
)
−logC!−C+C
p
]
. (12)
(Details of the calculation is given in Appendix C.) Substituting this result into (11)
and evaluating the integral with respect tom (~σ,~s) and mˆ (~σ,~s) with saddle-point values
m∗ (~σ,~s) and mˆ∗ (~σ,~s), we finally obtain
E [Zn,m] ∼ e
−Nβgn,m , (13)
with gn,m given by
− βgn,m = −
C
p
log
Np−1Cp−1
(p− 1)!
+ C −
C
p
−
∑
~σ,~s
m∗ (~σ,~s) mˆ∗ (~σ,~s)
+ log

∑
~σ,~s
mˆ∗ (~σ,~s)
C eβhext
∑n
b=1 σ
(b)s(1)+β′h0
∑m
a=1 s
(a)+βh0
∑n
b=1 σ
(b)


+
Np−1
p!
2m+n coshm (β ′J) coshn (βJ)
∑
~σ(1),~s(1)
· · ·
∑
~σ(p),~s(p)
×m∗
(
~σ(1), ~s(1)
)
· · ·m∗
(
~σ(p), ~s(p)
)
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× EJ
[
m∏
a=1
1 + tanh (β ′J)
∏p
j=1 s
(a)
(j)
2
n∏
b=1
1 + tanh (βJ)
∏p
j=1 σ
(b)
(j)
2
]
. (14)
The functions m∗ (~σ,~s) and mˆ∗ (~σ,~s) correspond to order parameters for (n,m)-
replicated sparse systems.
3.2. Replica symmetric ansatz and analytic continuation to n,m ∈ R
The system ~s interacts with the system ~σ only through s(1). Because spin reversal
symmetry is broken when the magnetic field h0 is present, it is natural to introduce
cavity fields that are conditioned by the value of s(1) when we assume replica symmetry.
It also follows that we should require the replica symmetric solution of the ~s system to
be reproduced when we first take the limit n → 0. This means that s(1) is no longer
special. In consideration of these two requirements, we introduce the RS ansatz as
m∗ (~σ,~s) = α
∫
dρ (h) dµ
(
w|h, s(1)
) m∏
a=1
1 + s(a) tanh(β ′h)
2
n∏
b=1
1 + σ(b) tanh(βw)
2
, (15)
mˆ∗ (~σ,~s) = αˆ
∫
dρˆ
(
hˆ
)
dµˆ
(
wˆ|hˆ, s(1)
)
e
∑m
a=1 β
′hˆs(a)e
∑n
b=1 βwˆσ
(b)
, (16)
where the functions ρ (h), µ
(
w|h, s(1)
)
, ρˆ
(
hˆ
)
, and µˆ
(
wˆ|hˆ, s(1)
)
are well-defined
probability density functions. Here, α and αˆ are constants and should be determined
using a saddle-point condition. Substituting (15) and (16) into −βgn,m and optimizing
with respect to α and αˆ, we have
− βgn,m =
C
p
log 2m+n coshm (β ′J) coshn (βJ)
∑
s
(1)
(1)
· · ·
∑
s
(1)
(p)
∫ p∏
j=1
dρ (hj) dµ
(
wj |hj, s
(1)
(j)
)
× EJ
[
1 + tanh (β ′J)
∏p
j=1 s
(1)
(j)
2
p∏
j=1
1 + tanh (β ′hj) s
(1)
(j)
2
×
{
1 + tanh (β ′J)
∏p
j=1 tanh (β
′hj)
2
}m−1
×
{
1 + tanh (βJ)
∏p
j=1 tanh (βwj)
2
}n]
− C log
∑
s(1)
∫
dρ (h) dµ
(
w|h, s(1)
) ∫
dρˆ
(
hˆ
)
dµˆ
(
wˆ|hˆ, s(1)
)
×
1 + tanh
(
β ′h+ β ′hˆ
)
s(1)
2
×


cosh
(
β ′h+ β ′hˆ
)
cosh (β ′h)


m{
cosh (βw + βwˆ)
cosh (βw)
}n
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+ log
∑
s(1)
∫ C∏
d=1
dρˆ(hˆd)dµˆ
(
wˆd|hˆd, s
(1)
)
eβ
′(h0+
∑C
d=1 hˆd)s(1)
×
{
2 cosh
(
β ′h0 + β
′
C∑
d=1
hˆd
)}m−1
×
{
2 cosh
(
βh0 + βhexts
(1) + β
C∑
d=1
wˆd
)}n
. (17)
Now we are ready to perform the analytic continuation, and the Legendre transform of
the Franz-Parisi potential is calculated:
− βg(β, β ′, hext) = log 2 +
C
p
EJ [log cosh(βJ)]
+
∑
s
∫ C∏
d=1
dρˆ(hˆd)dµˆ
(
wˆd|hˆd, s
) 1 + s tanh(β ′h0 + β ′∑Cd=1 hˆd)
2
× log cosh
(
βh0 + βhexts + β
C∑
d=1
wˆd
)
− C
∑
s
∫
dρ (h) dµ (w|h, s)
∫
dρˆ
(
hˆ
)
dµˆ
(
wˆ|hˆ, s
)
×
1 + s tanh
(
β ′h+ β ′hˆ
)
2
× [log cosh(βw + βwˆ)− log cosh(βw)]
+
C
p
∑
s(1)
· · ·
∑
s(p)
∫ p∏
j=1
dρ (hj) dµ
(
wj|hj , s(j)
)
× EJ
[
1 + tanh(β ′J)
∏p
j=1 s(j)
1 + tanh(β ′J)
∏p
j=1 tanh (β
′hj)
×
p∏
j=1
1 + s(j) tanh (β
′hj)
2
× log
(
1 + tanh(βJ)
p∏
j=1
tanh(βwj)
)]
. (18)
3.3. Saddle-point equations
Saddle-point equations are obtained by differentiating (18) with respect to µ (w|h, s)
and µˆ
(
wˆ|hˆ, s
)
, and they are expressed as
ρˆ
(
hˆ
)
µˆ
(
wˆ|hˆ, s
)
=
∑
s(1)
· · ·
∑
s(p−1)
∫ p−1∏
j=1
dρ (hj) dµ
(
wj|hj , s(j)
)
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× EJ
[
1 + tanh(β ′J)s
∏p−1
j=1 s(j)
1 + tanh(β ′J)s
∏p−1
j=1 tanh (β
′hj)
×
p−1∏
j=1
1 + s(j) tanh (β
′hj)
2
× δ
(
hˆ−
1
β ′
tanh−1
(
tanh(β ′J)
p−1∏
j=1
tanh(β ′hj)
))
×δ
(
wˆ −
1
β
tanh−1
(
tanh(βJ)
p−1∏
j=1
tanh(βwj)
))]
, (19)
ρ (h)µ (w|h, s) =
∫ C−1∏
d=1
dρˆ
(
hˆd
)
dµˆ
(
wˆd|hˆd, s
)
δ
(
h− h0 −
C−1∑
d=1
hˆd
)
× δ
(
w − h0 − hexts−
C−1∑
d=1
wˆd
)
. (20)
When we integrate these self-consistent equations with respect to wˆ and w, respectively,
we produce standard RS self-consistent equations. Therefore, we obtain the RS
expression of the Legendre transform of the Franz-Parisi potential for the p-spin model
on regular random graphs under a uniform magnetic field. These results indeed coincide
with those obtained by using the cavity method [7]. Therefore, our results provide a
basis for the results obtained using the cavity method in terms of the replica method.
Our results can also be extended to other graphs, such as Erdo¨s-Re´nyi graphs, in
a straightforward manner. It should be noted that when h0 = 0, we have ρ (h) = δ (h)
and ρˆ
(
hˆ
)
= δ
(
hˆ
)
, and the probability distributions are respectively simplified to
µ (w|0, s) = P (sw) and µˆ (wˆ|0, s) = Pˆ (swˆ) because of the spin reversal symmetry.
4. Ultrametric structures
We now prove that the above formalism is equivalent to the 1RSB cavity
method with x = 1. Let us consider the case β ′ = β and hext = 0.
Analogous to the results for fully connected models, we expect s(1) to behave
similarly to σ(b), as well as to s(a) [1, 16]. In other words, we expect
the averaged multi-body overlaps E
[〈
N−1
∑N
i=1 s
(1)
i s
(a1)
i · · · s
(ak)
i σ
(b1)
i · · ·σ
(bl)
i
〉]
and
E
[〈
N−1
∑N
i=1 s
(a1)
i · · · s
(ak)
i σ
(b1)
i · · ·σ
(bl+1)
i
〉]
to be equivalent for arbitrary k and l. This
expectation implies that the ultrametric structure represented in Figure 1 appears at
the extrema of the Franz-Parisi potential. Averages of multi-body overlaps with respect
to cavity field distributions can be written as
rk,l ≡
∑
s
∫
dρ (h) dµ (w|h, s)
eβhs
2 cosh(βh)
s tanhk(βh) tanhl(βw), (21)
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d
Figure 1. Ultrametric structure that appears at extrema of Franz-Parisi potential.
For s(a) (a = 1, 2, · · · ,m) and σ(b) (b = 1, 2, · · · , n), let us define a “distance” to be
d(x, y) ≡ 1−E
[
xys(a1)s(a2) · · · s(ak−1)σ(b1)σ(b2) · · ·σ(bl)
]
, where x and y are elements of
s(a) and σ(b) that differ from any of s(a1), s(a2), · · ·, s(ak−1) and σ(b1), σ(b2), · · ·, σ(bl).
This structure indicates that the ultrametric relation d(s(1), σ(b)) ≤ d(s(1), s(a)) =
d(σ(b), s(a)) (a 6= 1) holds, which gives us (23).
qk,l+1 ≡
∑
s
∫
dρ (h) dµ (w|h, s)
eβhs
2 cosh(βh)
tanhk(βh) tanhl+1(βw). (22)
With this, we can prove the existence of a solution that satisfies the relation
rk,l = qk,l+1 (∀k, l ≥ 0), (23)
which implies the ultrametric structure.
In order to simplify the notation, we define cavity fields h˜ and w˜ to be h = h0 + h˜
and w = h0 + w˜ + h˜, respectively. Defining the distributions of h˜ and w˜ by ρ˜
(
h˜
)
and
µ˜
(
w˜|h˜, s
)
, respectively, self-consistent equations for these distributions can be written:
ρˆ
(
hˆ
)
µˆ
(
wˆ|hˆ, s
)
=
∑
s(1)
· · ·
∑
s(p−1)
∫ p−1∏
j=1
dρ˜
(
h˜j
)
dµ˜
(
w˜j|h˜j , s(j)
)
× EJ

 1 + tanh(βJ)s∏p−1j=1 s(j)
1 + tanh(βJ)s
∏p−1
j=1 tanh
(
βh˜j + βh0
)
×
p−1∏
j=1
1 + s(j) tanh
(
βh˜j + βh0
)
2
× δ
(
hˆ−
1
β
tanh−1
(
tanh(βJ)
p−1∏
j=1
tanh(βh˜j + βh0)
))
× δ
(
wˆ −
1
β
tanh−1 (tanh(βJ)
×
p−1∏
j=1
tanh(βw˜j + βh˜j + βh0)
))]
, (24)
ρ˜
(
h˜
)
µ˜
(
w˜|h˜, s
)
=
∫ C−1∏
d=1
dρˆ
(
hˆd
)
dµˆ
(
wˆd|hˆd, s
)
δ
(
h˜−
C−1∑
d=1
hˆd
)
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× δ
(
w˜ + h˜−
C−1∑
d=1
wˆd
)
. (25)
Furthermore, the multi-body overlaps can be expressed as
rk,l =
∑
s
∫
dρ˜
(
h˜
)
dµ˜
(
w˜|h˜, s
) eβ(h˜+h0)s
2 cosh
(
βh˜+ βh0
)s tanhk (βh˜+ βh0)
× tanhl
(
βw˜ + βh˜+ βh0
)
, (26)
qk,l+1 =
∑
s
∫
dρ˜
(
h˜
)
dµ˜
(
w˜|h˜, s
) eβ(h˜+h0)s
2 cosh
(
βh˜+ βh0
) tanhk (βh˜+ βh0)
× tanhl+1
(
βw˜ + βh˜+ βh0
)
. (27)
Hence, the relation (23) implies the equivalency of the right-hand sides of (26) and (27).
We will prove that they indeed become equivalent under the relation (23).
As demonstrated in Appendix D, we can prove
ρ˜
(
h˜
)
µ˜
(
w˜|h˜, 1
)
e−2βw˜ = ρ˜
(
h˜
)
µ˜
(
w˜|h˜,−1
)
(28)
under the relation (23). This means that the dependence of µ˜
(
w˜|h˜, s
)
on s is limited:
µ˜
(
w˜|h˜, s
)
= φ˜
(
h˜, w˜
)
eβw˜s (29)
with some function φ˜. Applying this relation to (26) and (27) gives us
rk,l =
∫
dh˜dw˜ρ˜
(
h˜
)
φ˜
(
h˜, w˜
) sinh (βw˜ + βh˜+ βh0)
cosh
(
βh˜+ βh0
) tanhk (βh˜+ βh0)
× tanhl
(
βw˜ + βh˜+ βh0
)
, (30)
qk,l+1 =
∫
dh˜dw˜ρ˜
(
h˜
)
φ˜
(
h˜, w˜
) cosh (βw˜ + βh˜+ βh0)
cosh
(
βh˜+ βh0
) tanhk (βh˜+ βh0)
× tanhl+1
(
βw˜ + βh˜+ βh0
)
. (31)
These results, in conjunction with the identity sinh(· · ·) = tanh(· · ·) cosh(· · ·), indicate
that rk,l and qk,l+1 are equivalent. Thus, the existence of the solution that satisfies (23)
has been proved. We note that this result is a generalization of the relations r0,1 = q0,2
and r1,0 = q1,1 for the fully connected model.
Similarly, under the ultrametric structure (23), we can prove the relation
µˆ
(
wˆ|hˆ, s
)
= φˆ
(
hˆ, wˆ
)
eβ(wˆ−hˆ)s. (32)
Therefore, if we define the averages of the multi-body overlaps with respect to the local
field distributions to be
Rk,l ≡
∑
s
∫ C∏
d=1
dρˆ
(
hˆd
)
dµˆ
(
wˆd|hˆd, s
) eβ(∑Cd=1 hˆd+h0)s
2 cosh
(
β
∑C
d=1 hˆd + βh0
)s
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× tanhk
(
β
C∑
d=1
hˆd + βh0
)
tanhl
(
β
C∑
d=1
wˆd + βh0
)
, (33)
Qk,l+1 ≡
∑
s
∫ C∏
d=1
dρˆ
(
hˆd
)
dµˆ
(
wˆd|hˆd, s
) eβ(∑Cd=1 hˆd+h0)s
2 cosh
(
β
∑C
d=1 hˆd + βh0
)
× tanhk
(
β
C∑
d=1
hˆd + βh0
)
tanhl+1
(
β
C∑
d=1
wˆd + βh0
)
, (34)
our solution also satisfies the relation
Rk,l = Qk,l+1 (∀k, l ≥ 0). (35)
It should be noted that the relation in (29) is rewritten as
µ (w|h, s) = φ (h, w) eβ(w−h)s (36)
in the original notation.
Finally, we show that our solution at the extrema and the 1RSB solution with x = 1
are equivalent. In order to do this, we need to define the distributions
P2 (h, w) ≡ ρ (h)φ (h, w)
cosh (βw)
cosh (βh)
, (37)
Pˆ2
(
hˆ, wˆ
)
≡ ρˆ
(
hˆ
)
φˆ
(
hˆ, wˆ
) cosh (βwˆ)
cosh
(
βhˆ
) . (38)
Substituting (32) and (36) into (19) and (20) and using these definitions let us determine
that P2 and Pˆ2 satisfy the respective self-consistent equations
Pˆ2
(
hˆ, wˆ
)
=
∫ p−1∏
j=1
dP2 (hj , wj)EJ
[
δ
(
hˆ−
1
β
tanh−1
(
tanh(βJ)
p−1∏
j=1
tanh(βhj)
))
×δ
(
wˆ −
1
β
tanh−1
(
tanh(βJ)
p−1∏
j=1
tanh(βwj)
))]
, (39)
P2 (h, w) =
∫ C−1∏
d=1
dPˆ2
(
hˆd, wˆd
) cosh (βh0 + β∑C−1d=1 wˆd)∏C−1
d=1 cosh (βwˆd)
∏C−1
d=1 cosh
(
βhˆd
)
cosh
(
βh0 + β
∑C−1
d=1 hˆd
)
× δ
(
h− h0 −
C−1∑
d=1
hˆd
)
δ
(
w − h0 −
C−1∑
d=1
wˆd
)
. (40)
These equations are equivalent to the 1RSB cavity equations with Parisi parameter
x = 1 [10, 11]. Furthermore, at the extrema, the Legendre transform of the Franz-Parisi
potential can be expressed using these distributions by
− βg(β, β, 0) = log 2 +
C
p
EJ [log cosh(βJ)]
+
∫ C∏
d=1
dPˆ2
(
hˆd, wˆd
) cosh(βh0 + β∑Cd=1 wˆd)∏C
d=1 cosh (βwˆd)
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×
∏C
d=1 cosh
(
βhˆd
)
cosh
(
βh0 + β
∑C
d=1 hˆd
) log cosh
(
βh0 + β
C∑
d=1
wˆd
)
− C
∫
dP2 (h, w) dPˆ2
(
hˆ, wˆ
) 1 + tanh (βw) tanh (βwˆ)
1 + tanh (βh) tanh
(
βhˆ
)
× [log cosh (βw + βwˆ)− log cosh (βw)]
+
C
p
∫ p∏
j=1
dP2 (hj , wj)EJ
[
1 + tanh(βJ)
∏p
j=1 tanh(βwj)
1 + tanh(βJ)
∏p
j=1 tanh(βhj)
× log
(
1 + tanh(βJ)
p∏
j=1
tanh(βwj)
)]
. (41)
In particular, the trivial solution P2 (h, w) = ρ(h)δ(w − h) and Pˆ2
(
hˆ, wˆ
)
=
ρˆ
(
hˆ
)
δ
(
wˆ − hˆ
)
gives us
− βgpara(β, β, 0) = log 2 +
C
p
EJ [log cosh(βJ)]
+
∫ C∏
d=1
dρˆ (wˆd) log cosh
(
βh0 + β
C∑
d=1
wˆd
)
− C
∫
dρ (w) dρˆ (wˆ) [log cosh (βw + βwˆ)− log cosh (βw)]
+
C
p
∫ p∏
j=1
dρ (wj)EJ
[
log
(
1 + tanh(βJ)
p∏
j=1
tanh(βwj)
)]
, (42)
which is equivalent to the replica symmetric free energy.
In the 1RSB cavity method, a free energy of the system is obtained by optimizing the
1RSB free energy f1RSB(x) with respect to Parisi parameter x. At the 1RSB transition
temperature, the optimal value of x is x = 1. Therefore, the transition temperature is
calculated using the condition ∂f1RSB/∂x|x=1 = 0. Let us recall that physical quantities
at x = 1 can be expressed only by P2 and Pˆ2 without using functional distributions
[10, 11]. We see that the 1RSB transition condition given in previous studies is equivalent
to the phase transition condition in (7) with (41) and (42). Thus, we have proved that
the calculation of the Legendre transform of the Franz-Parisi potential under the RS
ansatz with the ultrametric structure (23) is equivalent to the 1RSB cavity method with
x = 1. Our results can be straightforwardly generalized to other models.
It should be noted that this equivalence was also discussed in [7]. There, the
authors started from the 1RSB cavity equations with x = 1 for P2 (h, w) and Pˆ2
(
hˆ, wˆ
)
and then defined spin-dependent probability distributions as (36) and (32), which are
shown to satisfy the self-consistent equations (19) and (20). In contrast, our result could
be considered to be a reinterpretation of the equivalence in terms of the ultrametric
structure (23) that appears at the extrema of the Franz-Parisi potential of β ′ = β.
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(k, l) rk,l qk,l+1
(0,0) 0.351 0.351
(0,1) 0.854 0.854
(0,2) 0.343 0.343
(1,0) 0.171 0.171
(1,1) 0.303 0.303
(1,2) 0.166 0.166
(2,0) 0.088 0.088
(2,1) 0.148 0.148
(2,2) 0.086 0.086
Table 1. Moments rk,l and qk,l+1 for p = 3, C = 4, h0 = 0.30 and T = 0.77
As a special case, let us consider h0 = 0. In this case, (36) and (32) are
P (w) e−2βw = P (−w) and Pˆ (wˆ) e−2βwˆ = Pˆ (−wˆ), respectively. This case was also
analyzed in [7] using gauge theory as a basis.
5. Numerical analysis
Table 1 displays the numerical results for the first nine moments rk,l and qk,l+1 that were
calculated using the self-consistent equations (19) and (20). These results indicate that
the ultrametric structure (23) holds. We should note that the self-consistent equations
(19) and (20) can converge to solutions that do not satisfy the relation in (23), depending
on the initial condition. Therefore, (23) is a useful means to check the convergence of
population dynamics to the 1RSB-type solution.
In Figure 2, we also provide the results for the static 1RSB temperature TK that
was calculated using the phase transition condition in (7) and the dynamical 1RSB
temperature Td that was calculated using the appearance of a nontrivial solution for
the self-consistent equations (19) and (20). The shape of this graph is similar to the
one obtained for the fully connected model by using the Franz-Parisi potential with the
RS ansatz. In particular, there is a critical point (h0c, Tc) in which Td = TK. In the
region h0 ≥ h0c, overlap continuously increases at the transition temperature. A similar
phase diagram was also created for the fully connected spherical p-spin model [17]. It
should be noted that because the thermodynamic value of x is generally not x = 1 in the
region h0 > h0c, we need to perform the standard 1RSB analysis in order to accurately
examine this region.
6. Conclusion
In this paper, we proposed a method for calculating the Franz-Parisi potential for
spin glass models on sparse random graphs using the replica method under the replica
symmetric ansatz. In order to do this, we first introduced cavity fields, which require
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Figure 2. Transition temperature when p = 3 and C = 4
the spin variable s(1) to connect the ~σ and ~s systems. Our results are reinterpretations
of those obtained using the cavity method. We also proved that the self-consistent
equations have a solution with the characteristic structure in (23) for multi-body
overlaps when β ′ = β and hext = 0 and that, under this structure, the self-consistent
equations are equivalent to the 1RSB cavity equation with Parisi parameter x = 1. The
relation in (23) is useful for checking whether the population dynamics for equations
(19) and (20) correctly converge to the 1RSB-type solution.
Furthermore, we exhibited the results obtained by applying our method to the
calculation of the transition temperature of the p-spin model on regular random graphs
under a uniform magnetic field. Similar to the x = 1 1RSB cavity method, the transition
temperature was calculated using a computational cost as low as that used in the RS
cavity method. The obtained phase diagram is similar to that of the fully connected
p-spin model under a uniform magnetic field. Because we cannot correctly calculate
transition temperatures using our method in the region x 6= 1, it should be noted that
we must perform the standard 1RSB analysis for this region. In future work, we should
also compare our numerical results with those obtained using other methods, such as
the Monte Carlo method.
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Appendix A. Franz-Parisi potential
In this appendix, we propose a method for analyzing the Franz-Parisi potential under
the RS ansatz. The Franz-Parisi potential is defined by (5). Using a calculation similar
to that used in −βg(β, β ′, hext), we derive for the p-spin model on regular random graphs
under a uniform magnetic field:
− βv(β, β ′, q) = log 2 +
C
p
E [log cosh(βJ)]− βhextq
+
∑
s
∫ C∏
d=1
dρˆ(hˆd)dµˆ
(
wˆd|hˆd, s
) 1 + s tanh(β ′h0 + β ′∑Cd=1 hˆd)
2
× log cosh
(
βh0 + βhexts+ β
C∑
d=1
wˆd
)
− C
∑
s
∫
dρ (h) dµ (w|h, s)
∫
dρˆ
(
hˆ
)
dµˆ
(
wˆ|hˆ, s
)
×
1 + s tanh
(
β ′h+ β ′hˆ
)
2
× [log cosh(βw + βwˆ)− log cosh(βw)]
+
C
p
∑
s(1)
· · ·
∑
s(p)
∫ p∏
j=1
dρ (hj) dµ
(
wj|hj , s(j)
)
× E
[
1 + tanh(β ′J)
∏p
j=1 s(j)
1 + tanh(β ′J)
∏p
j=1 tanh (β
′hj)
×
p∏
j=1
1 + s(j) tanh (β
′hj)
2
× log
(
1 + tanh(βJ)
p∏
j=1
tanh(βwj)
)]
. (A.1)
This gives us the saddle-point equations for the distributions:
ρˆ
(
hˆ
)
µˆ
(
wˆ|hˆ, s
)
=
∑
s(1)
· · ·
∑
s(p−1)
∫ p−1∏
j=1
dρ (hj) dµ
(
wj|hj , s(j)
)
× E
[
1 + tanh(β ′J)s
∏p−1
j=1 s(j)
1 + tanh(β ′J)s
∏p−1
j=1 tanh (β
′hj)
×
p−1∏
j=1
1 + s(j) tanh (β
′hj)
2
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Figure A1. Franz-Parisi potential for p = 3, C = 4, h0 = 0, and T = T
′ = 0.70
× δ
(
hˆ−
1
β ′
tanh−1
(
tanh(βJ)
p−1∏
j=1
tanh(βhj)
))
×δ
(
wˆ −
1
β
tanh−1
(
tanh(βJ)
p−1∏
j=1
tanh(βwj)
))]
, (A.2)
ρ (h)µ (w|h, s) =
∫ C−1∏
d=1
dρˆ
(
hˆd
)
dµˆ
(
wˆd|hˆd, s
)
δ
(
h− h0 −
C−1∑
d=1
hˆd
)
× δ
(
w − h0 − hexts−
C−1∑
d=1
wˆd
)
. (A.3)
Saddle-point condition for hext gives the equation
q =
∑
s
∫
dρ (h) dµ (w|h, s)dρˆ
(
hˆ
)
dµˆ
(
wˆ|hˆ, s
) 1 + s tanh(β ′h + β ′hˆ)
2
× s tanh (βw + βwˆ) . (A.4)
This relation indicates that hext is self-consistently determined as a function of q.
A graph of the Franz-Parisi potential for h0 = 0 is displayed in Figure A1.
Computation is performed using population dynamics with a fixed q, such as in [18],
and the partial update of the populations. Even for sparse systems, we can check the
existence of a potential barrier between a high-q and low-q phase similarly to the fully
connected models. It should be noted that because the RS solution may be unstable in
the intermediate q region, further analysis based on the 1RSB ansatz is required.
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Appendix B. Derivation of (11)
In this appendix, we derive (11). By definition, E [Zn,m] can be rewritten as
E [Zn,m] =
∑
{s(a)}
∑
{σ(b)}
eβ
′h0
∑m
a=1
∑N
i=1 s
(a)
i +βh0
∑n
b=1
∑N
i=1 σ
(b)
i +βhext
∑n
b=1
∑N
i=1 σ
(b)
i s
(1)
i
× EgEJ
[
e
∑
i1<···<ip
gi1,···,ipJi1,···,ip
(
β′
∑m
a=1 s
(a)
i1
···s
(a)
ip
+β
∑n
b=1 σ
(b)
i1
···σ
(b)
ip
)]
=
∑
{s(a)}
∑
{σ(b)}
eβ
′h0
∑m
a=1
∑N
i=1 s
(a)
i +βh0
∑n
b=1
∑N
i=1 σ
(b)
i +βhext
∑n
b=1
∑N
i=1 σ
(b)
i s
(1)
i
× EJ

 1
NG
∑
{gi1,···,ip}


∏
i
δ

 ∑
i1<···<ip−1
gi1,···,ip−1,i − C




×e
∑
i1<···<ip
gi1,···,ipJi1,···,ip
(
β′
∑m
a=1 s
(a)
i1
···s
(a)
ip
+β
∑n
b=1 σ
(b)
i1
···σ
(b)
ip
)]
. (B.1)
Using the relation
δ

 ∑
i1<···<ip−1
gi1,···,ip−1,i − C

 = 1
2πi
∮
dziz
−C−1+
∑
i1<···<ip−1
gi1,···,ip−1,i
i (B.2)
and noticing that gi1,···,ip is either 0 or 1, we know that
E [Zn,m] =
∑
{s(a)}
∑
{σ(b)}
eβ
′h0
∑m
a=1
∑N
i=1 s
(a)
i +βh0
∑n
b=1
∑N
i=1 σ
(b)
i +βhext
∑n
b=1
∑N
i=1 σ
(b)
i s
(1)
i
×
1
NG
1
(2πi)N
∮ ∏
i
dzi
zC+1i
× EJ

 ∏
i1<···<ip
{
1 + zi1 · · · zipe
Ji1,···,ip
(
β′
∑m
a=1 s
(a)
i1
···s
(a)
ip
+β
∑n
b=1 σ
(b)
i1
···σ
(b)
ip
)}
∼
∑
{s(a)}
∑
{σ(b)}
eβ
′h0
∑m
a=1
∑N
i=1 s
(a)
i +βh0
∑n
b=1
∑N
i=1 σ
(b)
i +βhext
∑n
b=1
∑N
i=1 σ
(b)
i s
(1)
i
×
1
NG
1
(2πi)N
∮ ∏
i
dzi
zC+1i
× exp

 ∑
~s(1),~σ(1)
· · ·
∑
~s(p),~σ(p)
Np
p!
2m+n coshm (β ′ |J |) coshn (β |J |)
× EJ
[
m∏
a=1
1 + tanh (β ′J)
∏p
j=1 s
(a)
(j)
2
n∏
b=1
1 + tanh (βJ)
∏p
j=1 σ
(b)
(j)
2
]
×
p∏
j=1
(
1
N
N∑
i=1
ziδ~σ(j),~σiδ~s(j),~si
))
. (B.3)
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In order to obtain the equivalency, we need N to be large enough. Furthermore, when
we insert the identity 1 =
∏
~σ,~s
∫
dm (~σ,~s) δ
(
m (~σ,~s)− 1
N
∑N
i=1 ziδ~σ,~σiδ~s,~si
)
, we have
E [Zn,m] =
∑
{s(a)}
∑
{σ(b)}
eβ
′h0
∑m
a=1
∑N
i=1 s
(a)
i +βh0
∑n
b=1
∑N
i=1 σ
(b)
i +βhext
∑n
b=1
∑N
i=1 σ
(b)
i s
(1)
i
×
1
NG
1
(2πi)N
∮ ∏
i
dzi
zC+1i

∏
~σ,~s
N
∫
dm (~σ,~s)
∫
dmˆ (~σ,~s)


× e
∑
~σ,~s mˆ(~σ,~s)[
∑N
i=1 ziδ~σ,~σiδ~s,~si−Nm(~σ,~s)]
× exp

 ∑
~s(1),~σ(1)
· · ·
∑
~s(p),~σ(p)
Np
p!
2m+n coshm (β ′ |J |) coshn (β |J |)
×
{
p∏
j=1
m
(
~σ(j), ~s(j)
)}
×EJ
[
m∏
a=1
1 + tanh (β ′J)
∏p
j=1 s
(a)
(j)
2
n∏
b=1
1 + tanh (βJ)
∏p
j=1 σ
(b)
(j)
2
])
.(B.4)
Performing the integration with respect zi gives us (11).
Appendix C. Derivation of (12)
In this appendix, we derive (12). Similarly to Appendix B, NG is calculated as
NG =
1
(2πi)N
∮ ∏
i
dzi
zC+1i
∏
i1<···<ip
(
1 + zi1 · · · zip
)
∼
1
(2πi)N
∮ ∏
i
dzi
zC+1i
e
Np
p! (
1
N
∑N
i=1 zi)
p
=
1
(2πi)N
∮ ∏
i
dzi
zC+1i
∫
dνδ
(∑
i
zi −Nν
)
e
Np
p!
νp
=
1
(2πi)N
∮ ∏
i
dzi
zC+1i
∫
dν
∫
dνˆeνˆ(
∑
i zi−Nν)e
Np
p!
νp
=
∫
dν
∫
dνˆ
(
νˆ
C!
)N
e−Nνˆν+
Np
p!
νp, (C.1)
where we have used the fact that N is sufficiently large. By evaluating the integral with
respect to ν and νˆ with saddle-point values, we obtain
NG ∼ e
N
[
C log νˆ∗−logC!−νˆ∗ν∗+
Np−1
p!
ν
p
∗
]
, (C.2)
with
νp
∗
=
C(p− 1)!
Np−1
, (C.3)
νˆp
∗
=
Np−1Cp−1
(p− 1)!
. (C.4)
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By substituting the saddle-point values into (C.2), we obtain (12).
Appendix D. Derivation of (28)
In this appendix, we derive the relation (28). First, we define the quantity
mˆk,l(s) ≡
∫
dρˆ
(
hˆ
)
dµˆ
(
wˆ|hˆ, s
)
tanhk
(
βhˆ
)
tanhl (βwˆ) . (D.1)
We rewrite (25) using the Fourier transform of the delta function:
ρ˜
(
h˜
)
µ˜
(
w˜|h˜, s
)
=
∫
dy′
2π
e−iy
′h˜
∫
dy
2π
e−iy(w˜+h˜)
×

 ∞∑
n′1=0
∞∑
n′2=0
∞∑
n1=0
∞∑
n′2=0
C
(
iy′
2β
, n′1
)
C
(
−
iy′
2β
, n′2
)
× C
(
iy
2β
, n1
)
C
(
−
iy
2β
, n2
)
×(−1)n
′
2+n2mˆn′1+n′2,n1+n2(s)
]C−1
, (D.2)
in which C (α, n) through (1 + x)α =
∑
∞
n=0C (α, n)x
n are generalized binomial
coefficients. The quantity mˆk,l(s) can also be rewritten using (24) as
mˆk,l(s) = I(k + l : even)
[
∞∑
m=0
EJ
[
tanhk+l+2m(βJ)
]
qp−1k+2m,l
−
∞∑
m=1
EJ
[
tanhk+l+2m(βJ)
]
rp−1k+2m−1,l
]
− sI(k + l : odd)
[
∞∑
m=0
EJ
[
tanhk+l+2m+1(βJ)
]
qp−1k+2m+1,l
−
∞∑
m=0
EJ
[
tanhk+l+2m+1(βJ)
]
rp−1k+2m,l
]
, (D.3)
in which I(· · ·) is an indicator function that returns unity if · · · holds and vanishes
otherwise. Equations (D.2) and (D.3) enable us to express ρ˜
(
h˜
)
µ˜
(
w˜|h˜, s
)
using rk,l
and qk,l+1. Using mˆk,l(s), we derive
ρ˜
(
h˜
)
µ˜
(
w˜|h˜, 1
)
e−2βw˜
=
∫
dy′
2π
e−iy
′h˜
∫
dy
2π
e−iy(w˜+h˜)

 ∞∑
n′1=0
∞∑
n′2=0
∞∑
n1=0
∞∑
n′2=0
C
(
iy′
2β
, n′1
)
C
(
−
iy′
2β
, n′2
)
× C
(
iy
2β
, n1
)
C
(
−
iy
2β
, n2
)
(−1)n
′
2+n2
×
{
mˆn′1+n′2,n1+n2(1) + 2
∞∑
l′=0
mˆn′1+n′2+2l′+2,n1+n2(1)
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+ 2
∞∑
l′=0
mˆn′1+n′2+2l′+1,n1+n2(1) + 2
∞∑
l=0
mˆn′1+n′2,n1+n2+2l+2(1)
+ 4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+2,n1+n2+2l+2(1)
+ 4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+1,n1+n2+2l+2(1)− 2
∞∑
l=0
mˆn′1+n′2,n1+n2+2l+1(1)
− 4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+2,n1+n2+2l+1(1)
−4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+1,n1+n2+2l+1(1)
}]C−1
. (D.4)
Now we assume the relation (23). Then we can apply (D.3) in order to obtain
∞∑
l′=0
[
mˆn′1+n′2+2l′+2,n1+n2(1) + mˆn′1+n′2+2l′+1,n1+n2(1)
]
= I(n′1 + n
′
2 + n1 + n2 : odd)
∞∑
l′=0
EJ
[
tanhn
′
1+n
′
2+2l
′+1+n1+n2(βJ)
]
× qp−1
n′1+n
′
2+2l
′+1,n1+n2
+ I(n′1 + n
′
2 + n1 + n2 : even)
∞∑
l′=0
EJ
[
tanhn
′
1+n
′
2+2l
′+2+n1+n2(βJ)
]
× qp−1
n′1+n
′
2+2l
′+1,n1+n2+1
. (D.5)
Similarly, we also have
∞∑
l=0
[
mˆn′1+n′2,n1+n2+2l+2(1)− mˆn′1+n′2,n1+n2+2l+1(1)
]
= − I(n′1 + n
′
2 + n1 + n2 : odd)
∞∑
l=0
EJ
[
tanhn
′
1+n
′
2+2l+1+n1+n2(βJ)
]
× qp−1
n′1+n
′
2+2l,n1+n2+1
+ I(n′1 + n
′
2 + n1 + n2 : even)
∞∑
l=0
EJ
[
tanhn
′
1+n
′
2+2l+2+n1+n2(βJ)
]
× qp−1
n′1+n
′
2+2l+1,n1+n2+1
. (D.6)
Furthermore, we know
∞∑
l=0
∞∑
l′=0
[
mˆn′1+n′2+2l′+2,n1+n2+2l+2(1) + mˆn′1+n′2+2l′+1,n1+n2+2l+2(1)
−mˆn′1+n′2+2l′+2,n1+n2+2l+1(1)− mˆn′1+n′2+2l′+1,n1+n2+2l+1(1)
]
= − I(n′1 + n
′
2 + n1 + n2 : even)
∞∑
l′=0
EJ
[
tanhn
′
1+n
′
2+2l
′+1+n1+n2+1(βJ)
]
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× qp−1
n′1+n
′
2+2l
′+1,n1+n2+1
. (D.7)
Combining these results gives us
mˆn′1+n′2,n1+n2(1) + 2
∞∑
l′=0
mˆn′1+n′2+2l′+2,n1+n2(1) + 2
∞∑
l′=0
mˆn′1+n′2+2l′+1,n1+n2(1)
+ 2
∞∑
l=0
mˆn′1+n′2,n1+n2+2l+2(1) + 4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+2,n1+n2+2l+2(1)
+ 4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+1,n1+n2+2l+2(1)− 2
∞∑
l=0
mˆn′1+n′2,n1+n2+2l+1(1)
− 4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+2,n1+n2+2l+1(1)− 4
∞∑
l=0
∞∑
l′=0
mˆn′1+n′2+2l′+1,n1+n2+2l+1(1)
= mˆn′1+n′2,n1+n2(−1). (D.8)
By substituting this into (D.4) and comparing it to (D.2) with s = −1, we obtain (28).
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