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Abstract. We analyze the time evolution of an open quantum system driven by
a localized source of bosons. We consider non-interacting identical bosons that are
injected into a single lattice site and and perform a continuous time quantum walks
on a lattice. We show that the average number of bosons grows exponentially with
time when the input rate exceeds a certain lattice-dependent critical value. Below the
threshold, the growth is quadratic in time, which is still much faster than the naive
linear in time growth. We compute the critical input rate for hyper-cubic lattices and
find that it is positive in all dimensions d except for d = 2 where the critical input
rate vanishes—the growth is always exponential in two dimensions. To understand the
exponential growth, we construct an explicit microscopic Hamiltonian model which
gives rise to the open system dynamics once the bath is traced out. Exponential
growth is identified with a region of dynamic instability of the Hamiltonian system.
E-mail: pkrapivsky@gmail.com, kirone.mallick@ipht.fr dsels@g.harvard.edu
1. Introduction
We investigate the behavior of an open quantum system of non-interacting identical
bosons driven by a localized source of bosons. We start with an empty system and
assume that at time t = 0 the source is turned on and identical bosons are injected at
a constant rate at the origin.
The evolution of open quantum systems is described by the Lindblad equation [1–4]
∂tρ = −i[H, ρ] + 2LρL† − {L†L, ρ} (1)
for the density matrix ρ(t). The curly brackets in Eq. (1) denote the anti-commutator,
i =
√−1 and we set ~ = 1. The last two terms on the right-hand side of (1) represent
a shorthand writing of a sum
∑
α
[
2LαρL
†
α − {L†αLα, ρ}
]
, with operators Lα describing
e.g. interactions with reservoirs; more generally, α labels various dissipative channels.
The Lindblad equation defines the general Markovian time evolution, and it has found
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applications in numerous areas of quantum physics, e.g. in quantum optics [5, 6] and
quantum information theory [7, 8]. Extensions of the Lindblad equation description
involving more general Markovian quantum stochastic dynamics (see e.g. [9,10]) as well
as non-Markovian dynamics (see [11] for a review) have also been investigated.
Open quantum systems with time-independent Lindblad operators have been often
studied. In such conditions, a unique stationary limiting state ρss = ρ(∞) is reached
and the relaxation to this state is well understood [12]. For periodic driving the system
usually approaches a unique limit cycle, see e.g. [13,14]. We consider a quench-type setup
in which Lindblad operators suddenly change at a certain moment. The stationary state
is never reached in our system, e.g. the total number of particles diverge as t→∞. To
avoid unnecessary complications we analyze the situation when bosons are injected into
a single site. Thus we have a single Lindblad operator
L =
{
0 t < 0√
Γ b†0 t > 0
(2)
modeling the input at the origin with intensity Γ that is turned on at time t = 0.
Equations (1)–(2) provide a mathematical framework for a sudden quench protocol, but
instead of the change of a Hamiltonian or temperature which is usually investigated
the Lindblad operator is changed in our model. For fermions, this sudden quenched
protocol has been studied in [15] in the lattice realization and in [16, 17] in the
continuous setting. For bosons, the problem of localized losses has been investigated
both theoretically [18–23] and experimentally [24, 25], and it is dual to the problem we
consider here as instead of a sink we consider a source. For fermions there is essentially
no difference between a source and a sink because a particle sink is the same as a
source of holes. However, for bosons a particle source and sink behave in a dramatically
different way. While a phase transition can be observed in the case of losses [23, 24],
such a transition is driven by a competition between interaction and dissipation. Here
we show there is a rather dramatic phase transition even for free bosons if one considers
an incoherent source, rather than a sink.
We consider free lattice bosons, so the Hamiltonian appearing in Eq. (1) admits a
simple expression, H =
∑
〈i,j〉(b
†
i bj + b
†
jbi), through creation and annihilation operators,
where the sum is taken over pairs of neighboring lattice sites i and j. The non-trivial
commutators are [bi, b
†
j ] = δi,j, all other commutators vanish. We focus on uniform
systems, so the hopping rates are equal and we set them to unity.
A basic characteristic of this open quantum system is the total number N(t) of
bosons at time t. The full statistics of this evolving random quantity is described by the
probability distribution P (N, t) = Prob[N(t) = N ]. The exploration of the full statistics
is a challenging problem which is left for the future; here we focus on the average total
number of bosons N(t) = 〈N(t)〉 and on the density of bosons. These characteristics
are encoded in the two-point correlation function
σi,j(t) = 〈b†i bj〉 = Tr
(
ρ(t)b†i bj
)
(3)
2
We limit ourselves to hyper-cubic lattices Zd, so we have just two dimensionless
parameters, Γ and d. We focus on the long time behavior, t  1. One anticipates a
linear growth of N(t), more precisely
Nnaive(t) = 2Γt (4)
This naive growth law would be exact in arbitrary dimension if non-interacting particles
were distinguishable. Quantum statistics induces effective repulsion of identical fermions
and attraction of identical bosons, so one expects (4) to provide an upper bound for
fermions and a lower bound for bosons. This is indeed correct. Furthermore, we have
recently shown [15] that the asymptotic growth is linear in time for fermions. More
precisely, N(t) = cd(Γ)t with cd(Γ) < 2Γ and Γ
−1cd(Γ)→ 2 as Γ→ +0. For bosons, in
contrast, the lower bound (4) is essentially useless as the actual asymptotic growth of
N(t) is super-linear. Below we show that this growth is remarkably rich: A dynamical
phase transition between algebraic and exponential growth occurs when the input rate
passes through the critical value. In one dimension, the critical input rate is Γ1 = 2 and
N(t) '

A1(Γ) e
2t
√
Γ2−4 Γ > 2
64
3
t4 Γ = 2
B1(Γ) t
2 Γ < 2
(5)
with amplitudes
A1(Γ) =
Γ4
(Γ2 − 4)2 (6a)
B1(Γ) =
4Γ4
4− Γ2 (6b)
When d ≥ 3, the asymptotic behaviors of the average total number of bosons are
rather similar to that for the one-dimensional case:
N(t) '

Ad(Γ) e
2Cd(Γ) t Γ > Γd
Bcritd t
2 Γ = Γd
Bd(Γ) t
2 Γ < Γd
(7)
The only difference with the one-dimensional growth laws represented by Eq. (5) is that
the time dependence in the critical regime is the same as in the sub-critical regime,
N ∝ t2; the amplitude undergoes a phase transition, Bcritd 6= Bd(Γd).
The two-dimensional case is exceptional: The critical input rate vanishes, Γ2 = 0,
and hence the exponential growth, N ' A2(Γ) e2C2(Γ) t, occurs for all Γ > 0. The critical
input rate seems to vanish for all two-dimensional lattices, reflecting the peculiar role
of d = 2.
In section 2 we analyze the behavior in one dimension and establish the growth law
(5). The density profile in one dimension is derived in section 3. Section 4 analyzes the
behavior in higher dimensions. The density profile in higher dimensions is investigated
in section 5. An explicit microscopic Hamiltonian model for the system, including a
bath, is constructed in section 6. Conclusions are given in section 7.
3
2. One dimension: Total number of bosons
In one dimension, the Hamiltonian reads
H =
∞∑
n=−∞
(
b†nbn+1 + b
†
n+1bn
)
(8)
An exact solution for the density matrix ρ is an intriguing challenge which is left
to future work. Here we focus on the two-point correlation function
σi,j(t) = Tr
(
ρ(t)b†ibj
)
(9)
Using the Lindblad equation (1) with Hamiltonian (8) and L =
√
Γ b†0 we deduce a
closed system of coupled differential equations
dσi,j
dt
= i (σi+1,j + σi−1,j − σi,j+1 − σi,j−1) + Γ (δi,0σi,j + δj,0σi,j)
+ 2Γδi,0δj,0 (10)
for the two-point correlation function. This infinite system of linear equations admits
an exact solution. To derive this solution we first drop the source term, viz. the term in
the second line in (10), solve the resulting homogeneous system of equations, and then
express the solution of (10) through the solution of the homogeneous system. Thus we
start with
dσi,j
dt
= i (σi+1,j + σi−1,j − σi,j+1 − σi,j−1) + Γ (δi,0σi,j + δj,0σi,j) (11)
The factorization ansatz
σi,j(t) = Si(t)S
∗
j (t) (12)
is consistent with (11) if the functions Sn(t) satisfy
dSn
dt
= i[Sn+1 + Sn−1] + Γδn,0Sn (13)
Similar equations have been analyzed in [15,26]; below we employ the same procedure.
A proper choice of the initial condition which will allow us to treat the original
system (10) starting from the empty lattice is
Sn(0) = δn,0 (14)
The solution of the initial-value problem (13)–(14) can be obtained using the Laplace-
Fourier transform. The Laplace transform with respect to time,
Ŝn(s) =
∫ ∞
0
dt e−stSn(t) , (15)
recasts (13) into
sŜn − δn,0 = i
[
Ŝn+1 + Ŝn−1
]
+ Γδn,0Ŝn (16)
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Performing the Fourier transform in space,
S(s, q) =
∞∑
n=−∞
Ŝn(s) e
−iqn , (17)
we obtain
S(s, q) =
1 + ΓŜ0(s)
s− 2i cos q (18)
The definition (17) implies
Ŝ0(s) =
1
2pi
∫ 2pi
0
dq S(s, q)
which in conjunction with (18) fixes
Ŝ0(s) =
1√
s2 + 4− Γ (19)
and yields
S(s, q) =
√
s2 + 4√
s2 + 4− Γ
1
s− 2i cos q (20)
Inverting the Fourier transform we arrive at
Ŝn(s) =
1√
s2 + 4− Γ
(
2i
s+
√
s2 + 4
)|n|
(21)
Returning to the original problem we note that Eqs. (10) can be rewritten as
σ˙ = Mσ + V (22)
where σ = σ(t) is an infinite vector with components σi,j(t), the matrix M encodes
the homogeneous terms, and the source term V is a vector with a unique non-zero
component, 2Γδi,0δj,0. Solving (22) gives
σ(t) =
∫ t
0
dτ e(t−τ)MV (23)
Noting that etM is the solution of the initial-value problem (13)–(14) and using the
ansatz (12) we establish
σi,j(t) = 2Γ
∫ t
0
dτSi(τ)S
∗
j (τ) (24)
with functions Si satisfying the dynamics (13).
The average total number of particles is
N(t) =
∞∑
n=−∞
σn,n(t) (25)
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Combining this result with (24) we obtain
N(t) = 2Γ
∫ t
0
dτ
∞∑
n=−∞
|Sn(τ)|2 (26)
Using (13) we express the sum in (26) through S0(t):
∞∑
n=−∞
|Sn(t)|2 = 1 + 2Γ
∫ t
0
dt′ |S0(t′)|2 (27)
Differentiating (26) and using (27) we arrive at
dN
dt
= 2Γ
[
1 + 2Γ
∫ t
0
dt′ |S0(t′)|2
]
(28)
from which N(t) ≥ 2Γt. Thus (4) indeed provides the lower bound as we have asserted.
Differentiating (28) we obtain
d2N
dt2
= (2Γ)2 |S0(t)|2 (29)
which we shall also use below.
The Laplace transform (19) has a neat form, but inverting it in terms of special
functions appears impossible. A rather simple integral representation of S0(t) is possible,
however. To derive it we rely on a useful general identity for inverse Laplace transforms.
Suppose we know the inverse Laplace transform f(t) of f̂(s), but we actually want to
determine the inverse Laplace transform F (t) of F̂ (s) ≡ f̂(√s2 + a2). This inverse
Laplace transform admits [27] a general expression through f(t),
F (t) = f(t)− a
∫ t
0
dτ J1(aτ) f
(√
t2 − τ 2), (30)
where J1 is the Bessel function. Specializing to (19) we obtain
S0(t) = e
Γt − 2
∫ t
0
dτ J1(2τ) e
Γ
√
t2−τ2 (31)
The integral representation (31) is useful for extracting the small time behavior:
S0(t) = 1 + Γt+
1
2
(Γ2 − 2)t2 + 1
6
Γ(Γ2 − 4)t3 + 1
24
(Γ4 − 6Γ2 + 6)t4 + . . .
Combining this expansion with (28) we obtain
N = 2Γt+ 2Γ2t2 + 4
3
Γ3t3 + 2
3
Γ2(Γ2 − 1)t4
+ 2
15
Γ2(2Γ2 − 5)t5 + 1
45
Γ2(4Γ4 − 17Γ2 + 9)t6 + . . . (32)
The leading small time asymptotic is linear in time in agreement with intuition. The
lower bound (4) actually provides the leading small time asymptotic.
The large time growth is faster than linear as we show below. The leading behavior
in the t → ∞ limit is easier to extract directly from the Laplace transform (19) than
from the integral representation (31).
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Figure 1. (a) S0(t) versus time t; we compute S0 using the integral representation
(31) with Γ = 2. (b) The deviation S0(t)− 4t from the leading asymptotic approaches
to zero in an oscillatory manner.
2.1. The supercritical regime: Γ > 2
To determine the leading large time behavior of S0(t) when the source is sufficiently
strong, Γ > 2, it is useful to re-write (19) as
Ŝ0(s) =
1
s−√Γ2 − 4
√
s2 + 4 + Γ
s+
√
Γ2 − 4 (33)
This Laplace transform has a simple pole at s =
√
Γ2 − 4 with residue Γ/√Γ2 − 4.
Therefore the asymptotic growth of S0(t) is exponential
S0(t) ' Γ√
Γ2 − 4 e
t
√
Γ2−4 (34)
and the total number of bosons found from (29) and (34) is also exponential
N(t) ' Γ
4
(Γ2 − 4)2 e
2t
√
Γ2−4 (35)
This is the announced asymptotic, (5) and (6a), in the Γ > 2 region.
2.2. The critical case: Γ = 2
The Laplace transform (33) simplifies to
Ŝ0(s) =
√
s2 + 4 + 2
s2
(36)
and behaves as 4/s2 when s→ 0, implying that S0(t) ' 4t as t→∞, see also Fig. 1 (a).
Plugging S0(t) ' 4t into (29) we obtain the announced asymptotic (5) at Γ = 2, namely
N(t) ' 64
3
t4 (37)
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Figure 1 (b) shows that S0(t)− 4t approaches to zero in an oscillatory manner. To
derive this sub-leading correction analytically, we re-write (36) as
Ŝ0(s) =
4
s2
+ F̂∗(s), F̂∗(s) =
1√
s2 + 4 + 2
(38)
Performing the inverse Laplace transform and using the identity (30) we establish an
integral representation
S0(t)− 4t = F∗(t), F∗(t) = e−2t − 2
∫ t
0
dτ J1(2τ) e
−2√t2−τ2 (39)
The leading long-time behavior is now readily computed:
S0(t)− 4t ' −J1(2t)
2t
' cos
(
2t+ pi
4
)
√
4pit3
(40)
for t 1. Using (28) we find that the sub-leading correction to the asymptotic growth
law (37) scales linearly with time:
N(t)− 64
3
t4 ' 4(1 + f∗)t, f∗ = 4
∫ ∞
0
dt F∗(t)[F∗(t) + 8t] (41)
2.3. The subcritical regime: 0 < Γ < 2
To determine the asymptotic behavior of S0(t) when the source is sufficiently weak,
Γ < 2, it is useful to re-write (19) as
Ŝ0(s) =
√
s2 + 4 + Γ
s2 + 4− Γ2 (42)
This Laplace transform has poles at s = ±i√4− Γ2. The contribution of these poles to
the inverse Laplace transform
S0(t) ' 2Γ√
4− Γ2 sin
(
t
√
4− Γ2
)
(43)
is asymptotically dominant. Therefore∫ t
0
dt′ |S0(t′)|2 ' 2Γ
2
4− Γ2 t (44)
which in conjunction with (28) leads to the announced asymptotic, (5) and (6b), in the
Γ < 2 region.
The sub-leading correction is determined using the same procedure as in the critical
case, cf. (38)–(39). Namely we write
Ŝ0(s) =
2Γ
s2 + 4− Γ2 + F̂ (s), F̂ (s) =
√
s2 + 4− Γ
s2 + 4− Γ2 (45)
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from which we deduce an integral representation of the sub-leading correction
F (t) = e−Γt − 2
∫ t
0
dτ J1(2τ) e
−Γ√t2−τ2 (46)
which leads to
S0(t)− 2Γ√
4− Γ2 sin
(
t
√
4− Γ2
)
' 2
Γ2
cos
(
2t+ pi
4
)
√
pit3
(47)
Straightforward calculations lead to the following more accurate asymptotic expansion
for the average number of bosons,
N(t) = B1(Γ) t
2 + 2Γ[1 + f(Γ)]t+
4Γ4
(4− Γ2)2 cos
(
2t
√
4− Γ2
)
, (48)
with
f(Γ) = 2Γ
∫ ∞
0
dt F 2(t) +
8Γ2√
4− Γ2
∫ ∞
0
dt F (t) sin
(
t
√
4− Γ2
)
(49)
where F (t) is given by (46).
3. Density profile in one dimension
Let us first determine the density at the origin ρ0(t) ≡ σ0,0(t). Equation (24) shows that
ρ0(t) = 2Γ
∫ t
0
dt′ |S0(t′)|2 (50)
Using already established results for S0(t) we arrive at the asymptotic behaviors
ρ0(t) '

a1(Γ) e
2t
√
Γ2−4 Γ > 2
64
3
t3 Γ = 2
b1(Γ) t Γ < 2
(51)
with amplitudes
a1(Γ) =
(
Γ√
Γ2 − 4
)3
(52a)
b1(Γ) =
4Γ3
4− Γ2 (52b)
A more accurate long time behavior of the density at the origin can be established
using results of the previous section. When Γ = 2
ρ0(t) =
64
3
t3 + f∗ +O(t−1/2) (53)
with f∗ appearing in (41), while for Γ < 2
ρ0(t) = b1(Γ) t− 2
(
Γ√
4− Γ2
)3
sin
(
2t
√
4− Γ2
)
+ f(Γ) +O(t−3/2) (54)
with f(Γ) given by (49).
We now analyze the entire density profile.
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3.1. The supercritical case: Γ > 2
To determine the asymptotic behavior of Sn(t) in the super-critical regime, Γ > 2, we
guess that Sn(t) exhibits the same exponential growth as S0(t), see (34), that is
Sn(t) ' Fn et
√
Γ2−4 (55)
Plugging this ansatz into (13) we obtain
√
Γ2 − 4Fn = i [Fn+1 + Fn−1] (56)
for n 6= 0. Solving this simple recurrence yields‡
Fn = C i
|n|
(
Γ−√Γ2 − 4
2
)|n|
(57)
At the origin the recurrence (56) should be modified to
√
Γ2 − 4F0 = i [F1 + F−1] + ΓF0 (58)
One can verify that (58) is consistent with the exact solution (57).
Recalling (24) we have
ρn(t) ≡ σn,n(t) = 2Γ
∫ t
0
dτ Sn(τ)S
∗
n(τ) (59)
Combining this result with (55) and (57) we compute the density. Matching with already
known density at the origin we obtain
ρn(t)
ρ0(t)
=
(
Γ−√Γ2 − 4
2
)2|n|
(60)
Thus the density profile normalized to its value at the origin is purely exponential in
the super-critical regime. Re-writing (60) as
ρn(t) = a1(Γ) exp
{
2 ln
Γ +
√
Γ2 − 4
2
[V t− |n|]
}
(61)
with
V =
√
Γ2 − 4
ln Γ+
√
Γ2−4
2
(62)
we conclude that the interval [−V t, V t] is filled with bosons, and at most few bosons are
outside of this interval. The speed V of the extension of the droplet of bosons exceeds
the genuine speed, 2 in our units, with which a single continuous time quantum walker
would have spread (see Fig. 2). This excess is caused by the exponential growth of the
‡ We keep only the solution that vanishes when |n| → ∞.
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Figure 2. The speed V of the extension of the droplet of bosons versus the input rate
Γ in one dimension in the supercritical regime. The analytical prediction for the speed
is given by (62); dashed lines show asymptotic results.
total number of bosons—the exponentially small spills over the natural ±2t boundaries
for each quantum walker accumulate to increase the speed to V (Γ) > 2.
The extremal behaviors of the speed are
V = 2 + 1
3
(Γ− 2)− 1
90
(Γ− 2)2 + . . . (Γ→ 2 + 0) (63a)
V =
Γ
ln Γ
− 2
Γ ln Γ
+
1
Γ(ln Γ)2
+ . . . (Γ→∞) (63b)
3.2. The subcritical domain: 0 < Γ < 2
In the sub-critical regime, 0 < Γ < 2, we have ρn ∼ ρ0 ∼ t which is consistent with (59)
when Sn = O(1). More precisely, Sn(t) is expected to admit a scaling form
Sn(t) ' i|n| S(ν), ν = n
2t
(64)
in the scaling limit
|n| → ∞, t→∞, ν = n
2t
= finite (65)
Inserting (64) into (13) and replacing the difference S[ν − 1/(2t)] − S[ν + 1/(2t)] by
derivative t−1 dS
dν
we arrive at a simple equation (1 − ν) dS
dν
= 0 for the scaling function
S(ν). Therefore S(ν) is a constant, more precisely
S = C ×
{
1 |ν| < ν∗
0 |ν| > ν∗
(66)
We expect ν∗ ≤ 1 since bosons propagate at most on distance ±2t from the origin.
Plugging (66) into (59) we obtain
ρn
ρ0
=
{
1− |ν|/ν∗ |ν| < ν∗
0 |ν| > ν∗
(67)
11
-1 -0.5 0 0.5 1
0
0.2
0.4
0.6
0.8
1
Figure 3. The density profile normalized to its value at the origin in the sub-critical
regime (the profile at Γ = 1 is shown in blue) and in the critical regime (Γ = 2) in red.
The dashed lines show the analytic asymptotic results and the full lines are numeric
results computed at t = 400.
Using this profile we compute the total number of bosons N = ρ0ν∗2t. Combining this
with known asymptotic behaviors
N =
4Γ4
4− Γ2 t
2, ρ0 =
4Γ3
4− Γ2 t
we fix ν∗ = Γ/2. Thus in the subcritical regime the asymptotic density profile normalized
to its value at the origin is
ρn
ρ0
=
{
1− 2|ν|/Γ |ν| < Γ/2
0 |ν| > Γ/2
(68)
This tent-like density profile is shown in Fig. 3.
3.3. The critical regime: Γ = 2.
In the critical regime, ρn ∼ ρ0 ∼ t3 which is consistent with (59) when Sn = O(t). More
precisely, the density admits the scaling form
Sn(t) ' in t S(ν), ν = n
2t
(69)
in the scaling limit (65). Plugging (69) into (13) we arrive at the differential equation
(1− ν)S′ = −S which is solved to give§
S = C ×
{
1− |ν| |ν| < 1
0 |ν| > 1
(70)
§ Our analysis is performed in the region 0 < ν ≤ 1. The solution for −1 ≤ ν < 0 is determined by
symmetry. There are essentially no bosons in the |ν| > 1 region.
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Using (69) and (70) we compute the integral in (59)
ρn = 4C
2
∫ t
n/2
dτ τ 2(1− ν)2 = 4C
2
3
(
t− n
2
)3
Thus the asymptotic density profile normalized to its value at the origin is
ρn(t)
ρ0(t)
= (1− |ν|)3, ρ0(t) = 64
3
t3 (71)
in the critical regime. This cubic density profile is shown in Fig. 3.
4. Free bosons on Zd with a source
Here we consider non-interacting identical bosons performing independent continuous
time quantum walks on Zd and coupled to a source at the origin. As in one dimension,
we first drop the source term in equations for σi,j(t) and use the factorization ansatz.
We then perform the Laplace transform for quantities Sn(t)
Ŝn(s) =
∫ ∞
0
ds e−stSn(t) (72a)
followed by the Fourier transform
S(s,q) =
∑
n
Ŝn(s) e
−iq·n (72b)
Here n = (n1, . . . , nd), q = (q1, . . . , qd) and q · n = q1n1 + . . .+ qdnd. We shortly write
∑
n
=
∞∑
n1=−∞
· · ·
∞∑
nd=−∞
(73a)
∫
dq =
∫ 2pi
0
dq1
2pi
· · ·
∫ 2pi
0
dqd
2pi
(73b)
We also define
Ψd(s,q) =
[
s− 2i
d∑
a=1
cos qa
]−1
(74a)
Φd(s) =
[∫
dq Ψd(s,q)
]−1
(74b)
Equation (74b) expresses Φd(s) through a d−fold integral. This multiple integral can
be reduced to a single integral involving a Bessel function:
Φd(s) =
{∫ ∞
0
du e−us [J0(2u)]
d
}−1
(75)
13
This is established using (74a)–(74b) and the well-known integral representation
J0(z) =
∫ 2pi
0
dq
2pi
e2zi cos q (76)
of the Bessel function.
Applying the Laplace-Fourier transform to the governing equations we arrive at
S(s,q) =
[
1 + ΓŜ0(s)
]
Ψd(s,q) (77)
From the definition (72b), we obtain
Ŝ0(s) =
∫
dq S(s,q) (78)
Using (77) and (78) we find that
Ŝ0(s) = [Φd(s)− Γ]−1 (79)
with Φd(s) defined in (74b). Therefore (77) becomes
S(s,q) =
Φd(s)
Φd(s)− Γ Ψd(s,q) (80)
Similarly to one dimension, the growth of the total average number of bosons is governed
by the differential equation
d2N
dt2
= (2Γ)2 |S0(t)|2 (81)
4.1. Two Dimensions
For the square lattice, the integral in Eq. (75) admits a representation through a simpler
integral (see [28])
Φ2(s) =
pi
2
[∫ pi/2
0
dθ√
s2 + 16 sin2 θ
]−1
(82)
The integral in (82) can be expressed through complete elliptic integrals, but the form
(82) suffices for us. As in one dimension where Φ1(s) =
√
s2 + 4, the function Φ2(s) is
a monotonically increasing function of s. The key difference from the one-dimensional
case is that Φ2(0) = 0 and hence Ŝ0(s) has a pole for any Γ > 0. The pole is simple and
therefore
S0(t) ' α2(Γ) eC2(Γ)t (83)
when t 1, with C2(Γ) and α2(Γ) implicitly determined from
Φ2[C2(Γ)] = Γ,
1
α2(Γ)
=
dΦ2
ds
∣∣∣
s=C2(Γ)
(84)
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Figure 4. The functions Φd(s) for d = 1, 2, 3, 4. The curves are asymptotically parallel
and go from light to dark (or bottom to top when s 1) as d increases, see (93).
Combining (81) and (83) we obtain
N(t) ' A2(Γ) e2C2(Γ)t, A2(Γ) =
[
Γα2(Γ)
C2(Γ)
]2
(85)
Using the asymptotic
Φ2(s) =
2pi
ln(16/s)
+O
[
s2
ln(1/s)
]
(86)
and (84) we find C2(Γ) ' 16 e−2pi/Γ when 0 < Γ  1. Thus when Γ  1, the growth
remains exponential but has a very small amplitude in the exponent:
lim
t→∞
lnN(t)
t
= 32 e−2pi/Γ (87)
4.2. High Dimensions
The functions Φd(s) are monotonically increasing functions of s in all dimensions and
Γd = Φd(0) > 0 in all dimensions apart from d = 2, see Fig. 4. We already know Γ1 = 2
and Γ2 = 0. The critical input rate in three dimensions can be expressed via the Euler’s
gamma function
Γ3 =
3
pi
[
Γ
(
5
6
)
· Γ
(
2
3
)]2
(88)
The critical input rate in four dimensions can be expressed through a Meijer G-function
(see [29, 30] for the definition of the Meijer G-functions):
Γ4 =
4pi
MeijerG
[{{1, 1}, {1, 1}}, {{1
2
, 1
2
}, {1
2
, 1
2
}}, 1] (89)
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Here are a few numerical values of the critical input rate Γd = Φd(0):
Γ1 = 2
Γ2 = 0
Γ3 = 2.23104529048681 . . .
Γ4 = 2.2155052677337 . . .
Γ5 = 2.65391372999969 . . .
Γ6 = 2.831160419094839 . . .
Γ7 = 3.07421878003498 . . .
(90)
Note oscillations depending on the parity of d. For small d these oscillations are
particularly notable and only for d ≥ 4 the critical input rates Γd exhibit a monotonic
growth when the spatial dimension increases. Using (75) and the small x expansion of
the Bessel function
J0(x) = 1− x
2
4
+ . . . (91)
one can determine the large d behavior of the critical input rate:
Γd '
√
4d
pi
(92)
Combining (75) and (91) one also finds the large s asymptotic of Φd(s):
Φd(s) = s+
2d
s
+ . . . (93)
This large s behavior helps to identify the curves in Fig. 4. It also shows that the
effective multiplication rate Cd(Γ) appearing in (7), see also (97) below, behaves as
Cd(Γ) = Γ− 2d
Γ
+ . . . (94)
when Γ 1.
Below we show that N(t) is indeed described by (7) in the large time limit.
4.2.1. The supercritical regime: Γ > Γd. In this region in d ≥ 3 dimensions, the
Laplace transform Ŝ0(s) has a simple pole at s = Cd(Γ) > 0 implying an exponential
long time behavior
S0(t) ' αd(Γ) eCd(Γ)t (95)
with Cd(Γ) and αd(Γ) implicitly determined from
Φd[Cd(Γ)] = Γ,
1
αd(Γ)
=
dΦd
ds
∣∣∣
s=Cd(Γ)
(96)
Thus the average total number of bosons exhibits an exponential growth
N(t) ' Ad(Γ) e2Cd(Γ)t, Ad(Γ) =
[
Γαd(Γ)
Cd(Γ)
]2
(97)
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4.2.2. The critical case: Γ = Γd. At the critical point, the Laplace transform Ŝ0(s)
has a simple pole at the origin, namely Ŝ0(s) ' 1/(βds), from which
S0(t) ' 1
βd
, βd =
dΦd
ds
∣∣∣
s=0
(98)
leading to
N(t) ' Bcritd t2, Bcritd = 2(Γd/βd)2 (99)
In three dimensions
β3 = (Γ3)
2
∫ ∞
0
du u [J0(2u)]
3
Using identities ∫ ∞
0
du u [J0(2u)]
3 =
1
3
∫ ∞
0
du [J1(u)]
3 =
1
2pi
√
3
and (88) we express β3 through the Euler’s gamma function
β3 =
3
√
3
2pi3
[
Γ
(
5
6
)
· Γ
(
2
3
)]4
= 0.45737905988493 . . . (100)
Using (88) and (100) we see that in three dimensions
Bcrit3 =
8
27
[
pi
Γ
(
5
6
) · Γ(2
3
)]4 = 5.28751612048 . . . (101)
Here are numerical values for βd in the range 4 ≤ d ≤ 13:
β4 = 1.89180068997 . . .
β5 = 0.58095222806 . . .
β6 = 0.67480419748 . . .
β7 = 0.61631056140 . . .
β8 = 0.63335480913 . . .
β9 = 0.62600792587 . . .
β10 = 0.62977975271 . . .
β11 = 0.62908952670 . . .
β12 = 0.63021496135 . . .
β13 = 0.63047523664 . . .
(102)
Oscillations depending on the parity of d are even more pronounced than for the critical
input rate Γd and only after d ≥ 11 the quantities βd become increasing functions of the
dimensionality. Using (75) and (91) one establishes the saturation
lim
d→∞
βd =
2
pi
of the quantities βd in the large d limit.
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4.2.3. The subcritical domain: Γ < Γd. Below the critical point, the Laplace transform
Ŝ0(s) has two simple poles at s = ±iσd(Γ)∫ ∞
0
du cos{σd(Γ)u} [J0(2u)]d = 1
Γ
(103)
The contribution of these two poles into the inverse Laplace transform leads to the
oscillating leading behavior similar to (43), namely
S0(t) ' Γ−1
√
Bd(Γ) sin[tσd(Γ)] (104)
Using (28) and (104) we arrive at N(t) ' Bd(Γ) t2 as stated in (7).
5. Density profile in high dimensions
Using
ρ0(t) = 2Γ
∫ t
0
dt′ |S0(t′)|2
and already established results for S0(t) we arrive at
ρ0(t) '

Γ−1Ad(Γ)Cd(Γ) e2Cd(Γ) t Γ > Γd
Γ−1d B
crit
d t Γ = Γd
Γ−1Bd(Γ) t Γ < Γd
(105)
describing the asymptotic growth of the density at the origin when d ≥ 3. Comparing
with (7) we see that in the supercritical regime the fraction of bosons at the origin
approaches Γ−1Cd(Γ) as t → ∞. Thus we have an intriguing spatial counterpart of
Bose-Einstein condensation.
Let us analyze the entire density profile. We limit ourselves to the supercritical
regime. We begin with the square lattice. In this situation Γ2 = 0, so there is only
supercritical regime. We must solve the following equation
dSm,n
dt
= i[Sm+1,n + Sm−1,n + Sm,n+1 + Sm,n−1] + Γδm,0δn,0Sm,n (106)
We know that S0,0(t) ∼ eC2(Γ) t, see section 4.1. This together with the behavior
of the density in the supercritical regime in one dimension suggest to seek the general
solution of (106) in the form
Sm,n(t) = Fm,n e
C2(Γ) t (107)
Plugging this ansatz into (106) we obtain
Fm+1,n + Fm−1,n + Fm,n+1 + Fm,n−1 = −iC2(Γ)Fm,n + iΓδm,0δn,0Fm,n (108)
Taking into account that F1,0 = F−1,0 = F0,1 = F0,−1 due to symmetry we simplify (108)
to
4F1,0 = i[Γ− C2(Γ)]F0,0 (109)
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Figure 5. The density on a 300 × 300 square lattice at time t = 50 for Γ = 1. The
color axis is logarithmic to resolve any structure away from the exponentially large
density on the (co)-diagonal.
at the origin. Thus the density in the nearest-neighbor sites of the origin is
ρ1,0
ρ0,0
=
[
Γ− C2(Γ)
4
]2
(110)
Since Γ− C2(Γ) ' 4/Γ for Γ 1, see (94), we obtain
ρ1,0
ρ0,0
' Γ−2 when Γ→∞ (111)
Simulations indicate that Fm,n is remarkably anisotropic, namely it quickly vanishes
outside the diagonal m = n and co-diagonal m = −n; along the diagonal and co-
diagonal, Fm,n is also quickly decaying when the separation from the origin increases;
see Fig. 5. Let us try to understand these properties using approximate techniques.
Consider for concreteness the positive quadrant {(m,n)|m > 0, n > 0} and assume
that C2  1. This latter (technical) assumption insures that the decay along the
diagonal is slow (albeit still exponential as we shall derive) and this allows to employ
continuum methods. Thus we make the ansatz
Fm,n = i
m+n Φ(m,n) (112)
and treat Φ(m,n) as a function of continuous variables — this is justified when m 1
and n 1 if additionally C2  1. Plugging the ansatz (112) into (108) we obtain
Φ(m− 1, n)− Φ(m+ 1, n) + Φ(m,n− 1)− Φ(m,n+ 1) = C2Φ(m,n)
which becomes
(∂m + ∂n)Φ +
1
2
C2Φ = 0 (113)
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in the continuum approximation. Introducing the variables
u = m− n, v = m+ n (114)
we recast (113) into ∂vΨ +
1
4
C2Ψ = 0 for Ψ(u, v) = Φ(m,n). Thus
Ψ(u, v) = χ(u) e−C2v/4 (115)
with arbitrary χ(u). We haven’t computed χ(u), but assuming it quickly vanishes as |u|
increases, this would explain numerical observations (shown in Fig. 5) that the density
is mostly concentrated along the diagonal and co-diagonal. Moreover, (115) supports
the exponential decay along the diagonal and co-diagonal which we observe numerically.
An exact analysis of (108) is possible. Applying the Fourier transform
F(p, q) =
∞∑
m=−∞
∞∑
n=−∞
Fm,n e
−ipm e−iqn (116)
to (108) we find a neat expression
F(p, q) =
ΓF0,0
C2(Γ)− 2i(cos p+ cos q) (117)
leading to the integral representation
Fm,n =
1
(2pi)2
∫ 2pi
0
dp
∫ 2pi
0
dq
ΓF0,0 e
ipm eiqn
C2(Γ)− 2i(cos p+ cos q) (118)
Euclidean versions of the integrals similar to those appearing in (117)–(118) are known
as the lattice Green functions, see e.g. [28, 31–33] and references therein. These lattice
Green functions can be expressed through special functions for a very few lattices, and
even when this is possible the resulting formulas tend to be extremely complicated. For
instance, for the square lattice the corresponding Green function has been expressed [33]
through the hypergeometric function 5F4, but extracting asymptotic behaviors from
these exact formulas appears rather difficult.
Generally on the Zd lattice we have Sn(t) = Fn eCd(Γ) t in the supercritical regime
with
Fn =
∫
dq
ΓF0 e
iq·n
Cd(Γ)− 2i
∑
1≤a≤d cos qa
(119)
where
∫
dq is defined via (73b). The density ρ′0 in the nearest-neighbor sites of the origin
is given again by a rather simple formula
ρ′0
ρ0
=
[
Γ− Cd(Γ)
2d
]2
(120)
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6. Microscopic model
We have given exact analytic expressions, confirmed by numerical simulations, that show
there is exponential growth of the number of particles above a certain critical injection
rate Γc. But, how can we rationalize this? The Lindblad equation (1) describes the
evolution of the ensemble average of a set of quantum trajectories, each evolving under
a Hamiltonian H, while being subjected to a Poisson process that injects particles with
an average rate Γ. If injection events occur at a fixed rate, it appears impossible to
get an exponential growth. Let’s try to resolve this apparent paradox by constructing
a microscopic model that gives rise to Lindbladian dynamics (1). For Lindbladian (2),
the dissipative part of the Lindblad equation (1) is quadratic. As a consequence, we
expect that there exists a simple bilinear Hamiltonian for the system and reservoir
that gives rise to the dissipative Markovian dynamics once the reservoir is traced out.
Moreover, everything can be understood on the level of the Heisenberg equations of
motion for the bosonic field operators. Before we investigate those equations for the
closed system+reservoir dynamics, let’s have a look at the equations of motion for the
Lindblad dynamics. Recall that the Lindblad equation for observables in the Heisenberg
picture is given by
∂tO = i[H,O] + 2L
†OL− {L†L,O}. (121)
Consequently for O = bi, we find
∂tbi = i[H, bi] + Γδi,0bi, (122)
which is simply equation (13). The most naive model would correspond to
Hnaive = H +
∑
i
ωia
†
iai +
∑
i
gi(b
†
0ai + a
†
ib0), (123)
where ai are bosonic bath annihilation operators. By carefully choosing the spectrum ωi
and the coupling gi, one can make sure the reduced dynamics becomes Markovian, i.e.
one needs to guaranty that the noise spectral density is white such that expression (126)
holds. The interaction term annihilates particles from the bath and puts them in the
system. While it seems natural that this would lead to the Lindbladian (2), when we
start with a bath that contains a lot of particles, we will now show it does not. The
Heisenberg equations of motion for the bath degrees of freedom are
i∂tai = ωiai + gib0. (124)
This can readily be solved and we can simply substitute its solution into the Heisenberg
equation of motion of the system operators, yielding
∂tbi = i[H, bi]− δi,0
∫ t
0
ds
∑
j
g2j e
−iωj(t−s)bi(s)− iδi,0
∑
j
gje
−iωjtaj(0) (125)
Taking the thermodynamic limit for the bath degrees of freedom, such that∑
j
g2j e
−iωjt → Γδ(t− s), (126)
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we arrive at
∂tbi = i[H, bi]− Γδi,0bi + δi,0f(t) (127)
Here f(t) is a stochastic driving term that depends on the initial state of the reservoir
and the exact nature of the couplings gi. If we start with a reservoir that has N
particles, the stochastic driving term f ∼ √N . It will pump particles into the system,
however, the self-interaction that the system picks up by interacting with the bath has
the opposite sign of that in the Lindblad equation (122), i.e. it removes particles from
the system rather than injecting them. Only the stochastic drive will inject particles.
As a consequence, Hnaive does not describe the Lindblad dynamics for the system. To
generate the desired dynamics, we need to flip the sign of the self-interaction term. This
can be done by swapping the bath creation and annihilation operators:
HMatthew = H +
∑
i
ωia
†
iai +
∑
i
gi(b
†
0a
†
i + aib0) (128)
Going through the same exercise as before, we derive the equation of motion
∂tbi = i[H, bi] + Γδi,0bi + δi,0f(t) (129)
We can always initialize the bath in the vacuum state with no particles. The latter would
make 〈f〉 = 0 leading to Eq. (122). Thus, we can think of the Lindbladian (2) in terms
of HMatthew which instead of removing a particle from the reservoir and putting it into
the system creates a pair of particles, one in the reservoir and one in the system. The
term Γbiδi,0 in Eq. (129) triggered by the input now comes with positive sign leading
to the rich get richer, or quantum Matthew effect. The total particle number is not
conserved, which makes it possible to sustain this exponential growth. Moreover, the
transition from quadratic to exponential growth can be interpreted as a transition from a
dynamically stable to a dynamically unstable system (128). By itself, this Hamiltonian is
unphysical in the dynamically unstable regime as it is also thermodynamically unstable,
i.e. the ground state has unbounded energy. However, the Hamiltonian can always be
thought of as an effective Hamiltonian arrising as the Bogoliubov description of a more
complex problem. Examples of the latter, in which similar physics appears, include the
dynamical Casimir effect [34] and parametric instabilities in driven systems [35]. We
also notice that an open classical system of non-interacting random walks multiplying
on a ‘fertility’ site is somewhat similar to the open quantum system described by the
Hamiltonian (128) and it exhibits similar behaviors (see [36] and references therein).
7. Conclusions
Open quantum systems driven by a localized source demonstrate the dramatic difference
between fermions and bosons. In the case of identical fermions, the behavior is rather
predictable [15, 17], e.g., the total number of fermions grows linearly in time and only
the dependence of the fermion growth rate on the input rate is unusual, viz. it decays
as 1/Γ when the source becomes strong which is a manifestation of the quantum Zeno
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effect. For bosons, the growth is super-linear: quadratic in time when Γ < Γd and
exponential when Γ > Γd. The tendency of identical bosons to bunch is well-known
in the context of closed quantum systems, with Bose-Einstein condensation being the
beautiful illustration of this phenomenon. Another way to express the exponential
growth in our open quantum system of identical bosons is to think about it in terms
of the microscopic ‘Matthew’ Hamiltonian [see (128)] leading to rich get richer, or the
quantum Matthew effect. Our work indicates that in the context of open quantum
systems the difference between fermions and bosons can be more spectacular than for
closed quantum systems.
We analyzed the asymptotic behavior of the average total number of injected
bosons. Needless to say, one would like to probe the behavior of higher cumulants,
and to study the entire distribution function P (N, t) or the full counting statistics. A
self-averaging behavior is anticipated in the case of identical fermions, so the average
total number of injected fermions provides an asymptotically complete description. In
the case of non-interacting bosons, self-averaging or the lack of it is an interesting issue.
At the transition point Γ = Γd, the fluctuations could be especially pronounced.
Another obvious extension is related to the spatial distribution of bosons. We
determined the density profile in one dimension. In higher dimensions, particularly
in the supercritical regime, we derived exact integral representations. Extracting
asymptotic behaviors from these integral representation is an intriguing challenge since
the numerically observed spatial distribution is strikingly anisotropic (see Fig. 5). We
also emphasize that in the supercritical regime the fraction of bosons at the origin
approaches to a constant, namely to Γ−1Cd(Γ). This could be interpreted as Bose-
Einstein condensation in a spatially localized state.
An open quantum system of bosons driven by a localized source has been previously
studied in Ref. [16] where a possibility of an exponential growth has been discovered.
Our analysis is much more detailed as the lattice system appears to be more amenable
to analytical work. Intriguingly, the linear in time growth occurs only when t  1,
while for t  1 even in the sub-critical regime the growth is quadratic. It would be
interesting to find an intuitive understanding of the quadratic N ∝ t2 growth law.
An intriguing feature of our open system of bosons is a phase transition occurring
for all d 6= 2. The two-dimensional case is special in numerous problems where the
mathematical framework relies on the Laplacian, e.g. in classical diffusive systems driven
by a localized source the two-dimensional behaviors could be subtle, see e.g. [37, 38].
Still, the peculiar role of d = 2 in the present situation is striking. We established this
special behavior for the square lattice, so it would be interesting to probe its validity
for other two-dimensional lattices.
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