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Abstract: Various observables in compact CFTs are required to obey positivity, dis-
creteness, and integrality. Positivity forms the crux of the conformal bootstrap, but
understanding of the abstract implications of discreteness and integrality for the space
of CFTs is lacking. We systematically study these constraints in two-dimensional, non-
holomorphic CFTs, making use of two main mathematical results. First, we prove a
theorem constraining the behavior near the cusp of integral, vector-valued modular
functions. Second, we explicitly construct non-factorizable, non-holomorphic cuspidal
functions satisfying discreteness and integrality, and prove the non-existence of such
functions once positivity is added. Application of these results yields several bootstrap-
type bounds on OPE data of both rational and irrational CFTs, including some pow-
erful bounds for theories with conformal manifolds, as well as insights into questions of
spectral determinacy. We prove that in rational CFT, the spectrum of operator twists
t ≥ c
12
is uniquely determined by its complement. Likewise, we argue that in generic
CFTs, the spectrum of operator dimensions ∆ > c−1
12
is uniquely determined by its com-
plement, absent fine-tuning in a sense we articulate. Finally, we discuss implications
for black hole physics and the (non-)uniqueness of a possible ensemble interpretation
of AdS3 gravity.
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1 Introduction
One of the overarching goals in the study of conformal field theory (CFT) is to obtain
a complete understanding of the space of consistent theories. Despite success in the
classification of various two-dimensional rational CFTs (RCFTs), it is safe to say that
a full classification remains far out of reach. However, a number of techniques have
been developed to work gradually towards this end. Collectively, these techniques make
up the conformal bootstrap approach, the most famous instantiation of which is the
imposition of crossing symmetry and unitarity on four-point correlators. A powerful
element in the two-dimensional bootstrap arsenal is the modular bootstrap [1–22],
which bounds the space of consistent theories by demanding mutual compatibility of
unitarity and modular invariance of the torus partition function.
Typically, one is interested in compact CFTs, which will henceforth be our focus.
In two dimensions, the torus partition function of such a theory, Z(q, q¯), can be written
in terms of conformal characters (whose explicit form will be recalled later) as
Z(q, q¯) = |χvac(q)|2 +
∑
h,h
dh,h¯ χh(q)χ¯h¯(q¯) (1.1)
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where q := e2piiτ and q¯ := e−2piiτ¯ . Here |χvac(q)|2 counts the normalizable vacuum
operator and its descendants under the chiral algebra of the CFT, while the remaining
terms count non-vacuum modules. The full sum must be invariant under the modular
group SL(2,Z). In unitary, compact CFTs, the degeneracies dh,h¯ must satisfy the
following three properties:
1. Positivity: dh,h¯ ≥ 0
2. Discreteness: ∂τdh,h¯ = ∂τ¯dh,h¯ = 0
3. Integrality: dh,h¯ ∈ Z
The first of these, together with modularity, forms the backbone of the modular boot-
strap program. Discreteness and integrality are sometimes observed as outputs of
increasingly high-precision numerics in the modular bootstrap [5, 8, 10, 21, 22]. In
addition, the existence of a normalizable vacuum state is usually assumed in both an-
alytics and numerics. But discreteness of the remainder of the spectrum, much less
the finer condition of integrality, has not yet been systematically utilized as an input
in the conformal bootstrap; without the ability to impose all of these conditions from
the outset, we are surely missing something.
Part of the challenge – and indeed, the interest – is purely mathematical. Torus
partition functions and local observables in irrational CFTs exhibit non-holomorphic
dependence on the modular parameter τ . Relative to the bevy of classical results on
holomorphic and meromorphic modular forms, knowledge of genuine non-holomorphic
modular forms is much more limited. There are, for example, no known dimension
formulas or asymptotic scaling bounds that apply universally. This is reflected not
just in the great simplifications present in holomorphic CFTs, but also, perhaps, in
the paucity of explicitly known irrational CFTs [23]. Due in part to this mathematical
gap, answers to basic questions about the space of irrational CFTs rest squarely in
the realm of opinion. But, if nothing else, the modular bootstrap has taught us that
despite this gap, not just anything goes.
We propose an alternative to the traditional modular bootstrap which aims to har-
ness the power of discreteness and integrality. Our CFT results will follow from the
derivation of some simple mathematical results on modular forms, both holomorphic
and non-holomorphic. A central moral of what follows is that modularity, discrete-
ness, and integrality – even without positivity – are powerful enough to produce novel
bounds on the data of rational and irrational CFTs. Some of our results run counter to
conventional wisdom about non-holomorphic CFT, making them seem closer to holo-
morphic CFT than one might expect. Of course, all of our results will have implications
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for quantum gravity in AdS3. The approach taken here is orthogonal to the modular
bootstrap, but we hope that the current work generates ideas for a merger that algo-
rithmically incorporates all of the constraints on compact CFT.
Before delving into a detailed summary of our results, we establish a bit of notation.
The conformal dimension ∆, and spin J , of an operator are given in terms of the chiral
and anti-chiral conformal weights h and h as
∆ = h+ h , J = |h− h| . (1.2)
We denote the twist t as1
t := ∆− J = 2 min(h, h¯) , (1.3)
and the central charge as c.
Our physical results naturally split into two classes – bounds on the twist spectrum,
and bounds on the full dimension spectrum – associated to which are two classes of
mathematical results. The first pertains to vector-valued modular functions, and the
second to non-holomorphic cuspidal functions. We now discuss these in turn.
I. Twist spectrum and vector-valued modular forms
In a compact CFT on a torus, Hilbert space traces with operator insertions can be
decomposed into a sum of products of chiral and anti-chiral “characters,”
F (q, q¯) =
∑
i,j
Nijvi(q)v¯j(q¯) . (1.4)
We call Nij the “gluing matrix”. Let d be the number of characters appearing in this
decomposition – for the moment we will assume that d is finite, as in RCFTs, though
we will consider relaxing this restriction later. Each of the components admits a Fourier
expansion as
vi(q) = q
m
(i)
0
∑
m≥0
c(i)m q
m/b(i) , m
(i)
0 ∈ R, b(i) ∈ N (1.5)
where, by discreteness, the Fourier coefficients c
(i)
m are τ -independent. The components
vi(q) together form a vector-valued modular form (vvmf), ~v(q), transforming in some
representation ρ : SL(2,Z)→ GL(d,C) as,
~v(q|γ) = ρ(γ)~v(q) , γ ∈ SL(2,Z) , (1.6)
1We use t for the twist to distinguish it from the modular parameter τ . For reference, t = t[5] =
t[9] = 2t[14] = 2t[24] +
c−1
12 .
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where q|γ := q(γτ). The modular T -matrix can be taken to be diagonal, with T =
diag(e2piim
(1)
0 , . . . , e2piim
(d)
0 ).
The study of vvmfs has a long history in both physics (e.g. [25–36]) and mathe-
matics (e.g. [36–50]); for concise recent reviews, see e.g. [51] and [52]. Note that to
each vvmf is associated a number
m0 := min
(
m
(1)
0 , . . . ,m
(d)
0
)
(1.7)
which is smallest of the leading exponents in the q-expansion of each component.
Though discreteness is already incorporated, the generic vvmf is neither positive
nor integral. Depending on the CFT quantity which we are calculating, positivity and
integrality may not be physically necessary. However, one or both of these conditions is
necessary for a certain class of observables. This includes the partition function and, as
we will show, one-point functions of marginal operators. Imposing integrality in these
cases will prove to be particularly useful, as we now sketch.
Leaving subtleties to Section 3.2, let us for the moment refer to a representation ρ
as “integral” if there exists a finite M ∈ Z such that Mc(i)m ∈ Z for all m and i. In other
words, a representation is integral if all components of the vvmf have Fourier coefficients
which are rational numbers with bounded denominator.2 A strongly supported conjec-
ture in the math literature states that a representation is integral only if the components
vi(q) are modular functions for a principal congruence subgroup Γ(N) ⊂ SL(2,Z). By
using results from the theory of modular forms of congruence subgroups, we will prove
in Section 3.3 that every weight-0 vvmf in an integral representation has m0 < 0.
The physical implications of this simple fact are plentiful. First, let us inter-
pret F (q, q¯) = Z(q, q¯) as an RCFT partition function. Then the vi(q) are conformal
characters for the extended chiral algebra, and their exponents m
(i)
0 encode the chiral
dimensions of primaries,
m
(i)
0 = hi −
c
24
. (1.8)
Our bound m0 < 0 then implies that all RCFTs satisfy ceff := c − 24hmin > 0, where
hmin is the dimension of the lightest operator in the theory. This is non-trivial for
non-unitary CFTs.
Next let us interpret F (q, q¯) = Z1(q, q¯)− Z2(q, q¯) as a difference of partition func-
tions of two theories CFT1 and CFT2 with the same central charge. Let us furthermore
assume that CFT1 and CFT2 have spectra which are identical up to twist t =
c
12
. Then
upon taking the difference of partition functions, the t < c
12
portions of the spectrum
2We note the related concept of “admissibility” defined in [29, 39, 40], which is a necessary condition
for integrality.
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cancel out, and we conclude that F (q, q¯) ∼ qm0 q¯m¯0 + . . . with m0 > 0. Since we
claimed above that all non-trivial F (q, q¯) must have m0 < 0, we conclude F (q, q¯) = 0.
In other words, in RCFT, the twist spectrum with t ≥ c
12
is uniquely determined by its
complement, t < c
12
.
Finally, let us interpret F (q, q¯) = η−2hO η¯−2h¯O〈O〉 as the torus one-point function
of some operator O, dressed with η-functions to absorb modular weight. This admits
an OPE,
〈O〉 ∼
∑
φ
Cφ†Oφ q
hφ− c24 q¯h¯φ−
c
24 , (1.9)
which can be further rearranged into a conformal block expansion. The vvmf compo-
nents are (η-functions times) torus one-point blocks. Generically such blocks are not
integral, though in certain interesting cases to be described momentarily, they are. In
such cases, our bound implies that there exists an operator φ∗ obeying
h∗ ≤ c+ 2hO
24
, Cφ†∗Oφ∗ 6= 0 . (1.10)
We emphasize that because Cφ†Oφ = 0 for any holomorphic φ, assuming O is primary,
this bound is not trivially satisfied by the identity or any chiral algebra descendant
(though it may be satisfied by the primary O itself). This is an inherent advantage
of a bootstrap using torus one-point functions. Moreover, taking F (q, q¯) to be a dif-
ference of two one-point functions, we conclude that terms in (1.9) with hφ ≥ c+2hO24
are uniquely determined by their complement. This fixes all OPE coefficients above the
aforementioned threshold (or, in the presence of degeneracy, the sum of OPE coeffi-
cients at a given level hφ): in other words, there is a form of “OPE determinacy” in
RCFT.
As for when these bounds hold, in Section 4 we invoke a remarkable fact: the
torus one-point blocks of operators with hO = 1 are always integral. This follows from
a simple conformal invariance argument which we recall, and applies universally to
blocks of any chiral algebra at any central charge, and for any internal field φ. If O
has ∆O = 2 and is exactly marginal, the CFT has a conformal manifold. Consistency
of first-order conformal perturbation theory [53] implies Cφ†Oφ = 0 for all marginal φ.3
This in particular means that CO†OO = 0, and hence that the field φ∗ 6= O. Moreover,
it can be shown that any φ with Cφ†Oφ 6= 0 must pick up an anomalous dimension
to first order in conformal perturbation theory, γ
(1)
φ ∝ Cφ†Oφ . Hence this is a bound
on the spectrum of non-protected (in the supersymmetric case, non-BPS) operators of
the theory. So to summarize, any RCFT with an exactly marginal primary operator
3For more on conformal perturbation theory, see e.g. [54–57].
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O with non-trivial one-point function must have a non-protected primary φ∗ satisfying
t∗ < c+212 and Cφ†∗Oφ∗ 6= 0. Moreover, contributions to 〈O〉 with tφ ≥ c+212 are uniquely
determined by their complement.
II. Dimension spectrum and non-holomorphic cuspidal functions
Having obtained a number of constraints on the chiral content of CFTs, we proceed to
constraining the full spectrum, no longer restricting to the realm of vvmfs. To do so,
we return to our generic modular function (1.4) and restrict to the imaginary axis. It
then admits a Fourier expansion of the form
F (q, q) = qx0
∑
x≥0
axq
x (1.11)
where
x0 := minI(m
(i)
0 + m¯
(j)
0 ) , I = {(i, j) | Nij 6= 0} . (1.12)
In cases of physical interest, the quantity x0 can be related to the dimension ∆ of some
low-lying operator by x0 = ∆ − c12 , and hence it is x0 which we aim to bound. In
particular, one might ask whether, as for m0, one can prove that x0 < 0 whenever
discreteness and integrality are imposed.
This question is of independent mathematical interest. Mathematically, a modular
function F (q, q¯) which has leading exponent x0 > 0 in the q = q¯ → 0 limit is known as
a “non-holomorphic cuspidal function.” We are thus led to ask whether there exist any
non-holomorphic cuspidal functions satisfying discreteness and integrality. In Section
5, we begin by proving that if one requires in addition positivity of Fourier coefficients,
then no such forms exist for any non-negative modular weight. However, if one relaxes
the constraint of positivity, such forms are not forbidden, though to the best of our
knowledge no such examples have appeared explicitly in the literature (which we sur-
vey in Section 5.2). In Section 5.3, we remedy this by providing a number of simple
constructions of such cuspidal functions.
Having done so, we then proceed to the bootstrap. First interpreting F (q, q¯) as the
difference of two partition functions, this leads immediately to the formal conclusion
that, by modularity alone, the dimension spectrum with ∆ > c
12
is not uniquely deter-
mined by its complement, ∆ ≤ c
12
. This is to be contrasted with the analogous result
for the twist spectrum. However, we stress that discrete, non-holomorphic cusp forms
necessarily contain an infinite number of negative degeneracies. Consequently, we ar-
gue in Section 6.1 that absent fine-tuning in the pairing between the space of unitary
CFT primary partition functions and the space of weight-
(
1
2
, 1
2
)
non-holomorphic cusp
forms, the primary spectrum with ∆ > c−1
12
is uniquely determined by its complement,
∆ ≤ c−1
12
, in a compact, unitary, irrational CFT.
– 6 –
As was done for the twist bounds, we may obtain bounds on conformal dimensions
∆ by taking F (q, q¯) to be a torus one-point function. However, as opposed to the
twist bounds which depended only on the chiral vector ~v(q), we see from (1.12) that
dimension bounds will depend also on the gluing matrix Nij. To begin, let us consider
the diagonal invariant Nij = δij. In this case it is clear that x0 = 2m0, with m0
defined in (1.7). Hence by our previous results for vvmfs, in this case we actually do
have x0 < 0 for any quantity built from integral vvmfs. Then precisely the reasoning
outlined earlier for the twist bounds yields dimension bounds.
In the case of non-diagonal invariants, it is generically no longer true that x0 < 0.
However, in Section 5.4 we will show that for any quantity which can be built from
d-dimensional vvmfs, one has the weaker bound
x0 ≤ d− 1
6
. (1.13)
We highlight one particular bootstrap bound following from these observations: any
RCFT with an exactly marginal operator O with non-trivial one-point function must
have a primary φ∗ 6= O satisfying
∆∗ ≤ c+ 2 + 
12
, Cφ†∗Oφ∗ 6= 0 . (1.14)
If 〈O〉 is diagonal, then  = 0; otherwise  = 2(dO − 1), where dO is the number of
primaries φ such that O ⊂ φ†×φ. Following the interpretation of the exactly marginal
bounds given below (1.10), dO is the rank of the one-loop dilatation matrix, whose
eigenvalues for tree-level dimensions above the bound (1.14) are fixed by those obeying
the bound. A number of other results will be discussed in Section 6.
With an eye towards AdS3/CFT2, we make two brief comments.
4 First, at large c,
the bound (1.14) asymptotes to ∆∗ . c12 . Though our bounds were obtained assuming
rationality, it is significant that φ∗ must be non-holomorphic. In particular, these CFTs
are irrational with respect to Virasoro, and the bound is necessarily independent of the
extra conserved currents. In this sense, our bounds lie “halfway” between exclusively
RCFT bounds, and the sought-after asymptotic bound ∆∗ . c12 in generic irrational
CFT. Second, though we will prove that there are no non-holomorphic cuspidal func-
tions satisfying discreteness, integrality, and positivity, if we relax the condition of
discreteness this proof no longer holds. It is thus conceivable that continuous, integral,
4The realm of 3d gravity with RCFT duals, pure and otherwise, has been discussed in e.g. [58–60].
Pure higher-spin gravity also appears in connection with ensemble averaging over Narain moduli space
[21, 61].
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positive cuspidal functions do exist. This has implications for tentative ensemble av-
erage interpretations of pure gravity in AdS3, in which the partition function Zgrav is
continuous with a gap above a normalizable vacuum. In particular, one is faced with
the same ambiguity in the spectrum of dimensions ∆ > c
12
as in the discrete case, but
now without any of the subtleties of fine-tuning. This and some implications for the
black hole spectrum are discussed further in Section 7.1.
Outline
This main sections of this paper alternate between physical and mathematical focus.
The more mathematically-oriented reader may wish to first direct their attention to
Sections 3 and 5, before turning towards the physical implications in Sections 4, 6 and
7. Conversely, the physically-oriented reader may wish to first direct their attention to
Sections 4, 6 and 7, taking the mathematical results developed in Sections 3 and 5 on
faith.
Concretely, the paper is organized as follows. We begin in Section 2 with some
preliminaries, which includes reviewing relevant math terminology and rephrasing our
physical questions in a mathematical language. Section 3 has a more detailed review
of vvmfs and conditions for their integrality. In particular, in Section 3.3 we prove our
main result concerning the sign of m0, see Theorem 3.1. In Section 4 we apply these
results to obtain bounds on the twist gap in various situations, reobtaining the results
sketched in the introduction and more. We also mention a connection to Schur indices
of 4d N = 2 theories in Section 4.4, and discuss possible extensions to irrational CFT
in Section 4.5.
Sections 5 and 6 discuss non-holomorphic cuspidal functions and their relation to
bootstrap bounds. In Section 5.1 it is shown that no non-factorizable, non-holomorphic
cuspidal functions satisfying positivity, discreteness, and integrality can exist. However,
if one sacrifices the condition of positivity then it is possible to construct such functions.
Rather surprisingly, to our knowledge no such non-holomorphic cuspidal functions have
appeared in the literature, as we review in Section 5.2. We fill in this gap by outlining
some simple constructions in Section 5.3. We discuss the physical implications of all of
these results on the ∆ spectrum in Section 6.
In Section 7 we ask what our 2d CFT results tell us about 3d gravity. Section
7.1 begins with a discussion of implications for ensemble average interpretations of 3d
gravity, and ends with comments about the quantum-corrected black hole threshold.
We then proceed to a brief discussion of enigmatic black holes in Section 7.2.
Some extra results are collected in the appendices. The first three appendices
give more details on integral vvmfs. In Appendix A we review simple techniques to
determine when a vvmf is integral. In Appendix B we use these techniques to give
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alternative proofs of Theorem 3.1 in the case of two-dimensional vvmfs. In Appendix
C, we give numerous examples of integral vvmfs that appear in familiar RCFTs.
In Appendix D we give many novel constructions of non-factorizable, non-holomorphic
cuspidal functions satisfying both integrality and discreteness. Some of these construc-
tions make use of the data of ŝu(N)k WZW models, which we collect in Appendix E
for the reader’s convenience.
Finally, Appendix F is reserved for readers interested in a concrete building of
modular systems.
2 Preliminaries
Modular forms F(w,w¯)(τ, τ¯) of weight-(w, w¯) transform under SL(2,Z) transformations
as
F(w,w¯)(γτ, γτ¯) = (cτ + d)
w(cτ¯ + d)w¯F(w,w¯)(τ, τ¯) , γ ∈ SL(2,Z) . (2.1)
We will mostly be concerned with modular functions, F (τ, τ¯) := F(0,0)(τ, τ¯). These
admit a Fourier expansion5
F (q, q¯) = qm0 q¯m¯0
∑
m,m¯≥0
am,m¯(τ2) q
mq¯m¯ , (2.2)
where q := e2piiτ , q¯ := e−2piiτ¯ , and τ := τ1 + iτ2. We say that F is discrete if am,m¯(τ2)
are constants, independent of τ2. We say that F is integral when am,m¯ ∈ Z. If F has
definite parity under τ1 → −τ1, i.e. definite spacetime parity in CFT language, then
am,m¯(τ2) = ±am¯,m(τ2).
When F is cuspidal, we will denote it by C. “Cuspidal” means that C vanishes near
the cusp at q¯ = q → 0. Specializing to the diagonal and writing
C(q, q) = qm0+m¯0
∑
x≥x˜
axq
x , ax =
∑
m+m¯=x
am,m¯ , (2.3)
we see that C is cuspidal if
x0 := m0 + m¯0 + x˜ ≥ 0 , (2.4)
where x˜ is defined such that the first non-zero Fourier coefficient is ax˜ 6= 0. This
inequality can be satisfied even if m0, m¯0 ≤ 0, as long as x˜ is sufficiently large.
We will sometimes use the alternative Fourier parameterization
F (q, q¯) =
∞∑
N=0
(
aN(τ2) e
2piiNτ1 + a˜N(τ2) e
−2piiNτ1) , (2.5)
5We will alternate freely between writing the arguments of modular functions as (τ, τ¯) and (q, q¯).
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with coefficients
aN(τ2) =
∑
∆
cN(∆) (qq¯)
∆e−2piNτ2 ,
a˜N(τ2) =
∑
∆
c˜N(∆) (qq¯)
∆e−2piNτ2 . (2.6)
The sums are over some set of real numbers ∆, not necessarily integer. In this pa-
rameterization, definite parity means a˜N(τ2) = ±aN(τ2), discreteness means cN(∆) is
independent of τ2, integrality means cN(∆) ∈ Z, and cuspidality means ∆ > −N2 .
Due to Virasoro symmetry, a compact CFT partition function F (q, q¯) = Z(q, q¯)
with a normalizable vacuum may be written as a sum over conformal characters as in
(1.1), where
χh(q) :=
qh−
c−1
24
η(q)
, χvac(q) := (1− q)χ0(q) . (2.7)
The vacuum character χvac(q) accounts for the null state at level one in the vacuum
module. One may wish to define a “primary” partition function6
Zp(q, q¯) := |η(q)|2Z(q, q¯) (2.8)
of modular weight
(
1
2
, 1
2
)
, the Fourier expansion of which counts primary degeneracies.
We however will work mostly with Z(q, q¯).
2.1 Spectral determinacy and c versus c− 1
With our notation in place, we can relate the following two physical questions
Q1: Does the spectrum with t ≤ c
12
uniquely specify the spectrum with t >
c
12
?
Q2: Does the spectrum with ∆ ≤ c
12
uniquely specify the spectrum with ∆ >
c
12
?
to sharp questions about modular functions:
Q1: Do there exist modular functions (2.2) with am,m¯ ∈ Z and m0, m¯0 > 0?
Q2: Do there exist cuspidal functions (2.3) with am,m¯ ∈ Z and x0 > 0?
Let us pause to explain why, from the physics point of view, we choose to use a
threshold of c
12
when addressing questions of spectral determinacy, as opposed to c−1
12
.
Indeed, the latter might naively seem more physically relevant: c−1
12
is the threshold
6One may equally work with the “reduced” partition function Zˆ :=
√
τ2 Zp, which is modular-
invariant. For our purposes, this choice slightly obscures questions of discreteness.
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for polarity in the primary partition function Zp, and for the support of the modular
crossing kernel [62]. However, the questions we have posed are trivial to answer when
phrased in terms of a threshold c−1
12
. To see this, first note that any compact CFT par-
tition function with central charge c′ = 1, viewed as additive to the partition function
of an auxiliary CFT with central charge c, modifies only states with (h, h) ≥ c−1
24
and
preserves compactness, as was pointed out in [4]. This is because the vacuum of the
c′ = 1 CFT “looks like” a primary state with (h, h) = c−1
24
. This alone allows us to
conclude that the twist spectrum with t ≥ c−1
12
is not fixed by its complement. Moving
on, we note that by the same logic, adding any c′ < 1 CFT partition function modifies
only the states with (h, h) > c−1
24
. Hence we conclude that the twist spectrum with
t > c−1
12
is again not fixed by its complement, and similarly for the dimension spectrum.
With this, as well as the mathematical interest in cuspidal functions, in mind, we seek
stronger statements using a threshold of c
12
.
2.2 Invitation: A twist bound from Lorentzian modular forms
As a warmup to our main investigation, we first prove the following theorem for non-
holomorphic modular functions,
Theorem 2.1. Consider a non-holomorphic modular function F (q, q¯), bounded in the
interior of the fundamental domain, with Fourier expansion
F (q, q¯) = qm0 q¯m¯0
∑
m,m¯≥0
am,m¯ q
mq¯m¯ . (2.9)
If m0,m ∈ Z/2, then m0 ≤ 0. The same holds for m¯0, m¯.
We begin with the following fact: given a modular form F (q, q¯) with τ¯ = τ ∗, one
can extend it to a domain in C2 where τ, τ¯ are independent complex variables, τ¯ 6= τ ∗,
while preserving modular-invariance (see e.g. footnote 3 of [63]). With this in mind,
we consider
F(τ) := F (τ,−i) . (2.10)
This has an expansion
F(τ) = qm0
∑
m≥0
cmq
m where cm :=
∑
m¯≥0
e−2pi(m¯0+m¯)am,m¯ . (2.11)
We make the mild assumption that cm 6= 0 for at least some m. Under S transformation
of τ and τ¯ , one has
F (−1/τ,−i) = F (τ,−i) . (2.12)
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By construction, we can regard this as S-invariance of the weakly holomorphic function
F(τ) = F (− 1
τ
)
, i.e. invariance under a transformation of τ alone. On the other hand,
under T transformation of τ and τ¯ , one has
F (τ + 1,−i+ 1) = F (τ,−i) . (2.13)
But now let us ask how this behaves under T -transformation of τ alone. F (τ) is T -
invariant if and only if m0 ∈ Z and m ∈ Z. Assuming this, then F
(− 1
τ
)
is a weakly
holomorphic modular function. Such functions obey the bound
m0 ≤ 0 . (2.14)
More precisely, this bound holds if F(τ) is bounded away from the cusp at i∞, so ratio-
nal functions of J(q) with non-trivial denominator are not allowed. This boundedness
is a basic finiteness requirement of all CFT observables, equivalent to the statement
that they should not diverge at finite temperature. Imposing this concludes the proof
for the case m0,m ∈ Z.
If we instead assume that m0,m ∈ Z/2, then F(τ) is invariant under S and T 2.
In other words, it is a weakly holomorphic function for Γθ ⊂ SL(2,Z). Noting that Γθ
is congruent to Γ0(2), and that there are no cuspidal functions for Γ0(s) for any s (see
e.g. Section 4.4 of [64]), this concludes the proof for the case m0,m ∈ Z/2.
More generally, if F(τ) is invariant under any subgroup Γ ⊂ SL(2,Z) which con-
tains S as a generator, then m0 ≤ 0 if Γ admits no cuspidal functions.7 Rather than
pushing further in this direction, we will relax the requirement of S-invariance and in-
stead study an important class of S-covariant objects, namely, vector-valued modular
forms.
3 Integrality and vector-valued modular forms
In this section we prove the following theorem:
Theorem 3.1. Consider any weakly holomorphic SL(2,Z)-invariant function F (q, q¯)
admitting a decomposition into vvmfs of dimension d > 1, with Fourier expansion of
the form
F (q, q¯) = qm0 q¯m¯0
∑
m,m¯≥0
am,m¯ q
mq¯m¯ . (3.1)
7We point out that if F(τ) is invariant under S and T p for p > 2, there is no straightforward
statement to make because the group generated by S and T p>2 does not have finite index in SL(2,Z)
[65]; we are not aware of dimension formulas for such groups.
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Then imposing integrality of the Fourier coefficients, i.e. am,m¯ ∈ Z, implies
m0, m¯0 < 0 . (3.2)
This theorem will follow from two slightly narrower results about vvmfs, which we give
as Theorem 3.3 and Corollary 3.4, and is predicated upon a well-established conjecture.
As with most of the results in this paper, this theorem can be extended to apply to
modular forms F(w,w¯) with non-zero weight (w, w¯) under SL(2,Z). To do so, we simply
consider the modular function F = η−2wη¯−2w¯F(w,w¯) and apply our results there.8 We
will make use of this fact implicitly later on.
Before proving Theorem 3.1, we begin with a brief review of vvmfs, paying special
attention to the effects of imposing integrality.
3.1 Basics
As reviewed in the introduction, we will be concerned with modular functions which can
be decomposed into a (not necessarily finite) sum of products of chiral and anti-chiral
“characters”,
F (q, q¯) =
∑
i,j
Nijvi(q)v¯j(q¯) . (3.3)
We focus for now on the chiral “characters” vi(q), of which there are d. They admit
a Fourier expansion as in (1.5). Together, the vi(q) form a vvmf ~v(q) transforming in
some representation ρ : SL(2,Z)→ GL(d,C) as,
~v(q|γ) = ρ(γ)~v(q) , γ ∈ SL(2,Z) . (3.4)
On the other hand, one generically does not expect the individual components of the
vvmf to possess nice modularity properties.
It is a general fact that a d-dimensional vvmf satisfies a d-dimensional modular dif-
ferential equation (MDE), with the d solutions to the MDE furnishing the d components
of the vvmf, see e.g. [34, 36]. The equation can be written as[
D(d) +
d∑
r=1
fr,`(q)D
(d−r)
]
vi(q) = 0 (3.5)
where fr,`(q) is a meromorphic modular form of weight 2r. The label ` is known as
the “Wronskian index” [52], and denotes the maximum order of poles allowed for the
8When w − w¯ 6= 0 mod 12, this transforms with a non-trivial unitary multiplier. This will not be
relevant for our purposes.
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coefficient functions.9 It is generically allowed to take values ` = 0, 2, 3, 4, . . . . The
Serre derivatives are defined as
D(d) :=
d∏
s=1
D2s−2 , Da := q
d
dq
− a
12
E2(q) (3.7)
with E2(q) the modular connection. By convention, D
(0) is taken to be constant.
When ` = 0, the coefficient functions fr,0(q) in the MDE are holomorphic, giving
rise to the case of monic MDEs well-studied in the literature (we reserve the term monic
for MDEs with unit leading coefficient and holomorphic coefficient functions). As an
example, the generic monic second-order MDE takes the form
[D2D0 + γE4(q)] vi(q) = 0 (3.8)
with E4(q) the normalized weight-4 holomorphic Eisenstein series and γ a free param-
eter. Features of the Fourier expansions of the solutions vi(q) can be understood by
considering the indicial equation
(m
(i)
0 )
2 − m
(i)
0
6
+ γ = 0 , (3.9)
where m
(i)
0 is the leading exponent of vi(q), as per (1.5). There are generically two
distinct solutions m
(1)
0 ,m
(2)
0 to this quadratic equation, which satisfy
10
m
(1)
0 +m
(2)
0 =
1
6
. (3.10)
9More precisely, ` is defined as
` := 6
12ordi(f) + 13ordρ(f) + ∑
p∈H/SL(2,Z)
p 6=i,ρ
ordp(f)
 , (3.6)
where ρ := e2pii/3. The origin of the term “Wronskian index” is that `/6 is the number of zeroes of
the Wronskian determinant of the independent solutions to the MDE.
10If the two solutions to the indicial condition are identical, then only one solution to the MDE
can be obtained via the method of Frobenius, i.e. can be written as a power series in q. The other
solution will contain terms of the form log q. Such solutions are not compatible with our requirements
of discreteness. Say instead that the two solutions to the indicial equation are distinct. If the two
solutions differ by a non-integer, then two solutions can be found via the method of Frobenius. If
however the two solutions differ by an integer, the larger root will be a solution, but the smaller may
or may not be. This subtlety will for the most part be irrelevant for us, except in Section 5.3.
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The general non-degenerate solutions to (3.8) can in fact be obtained by recasting the
MDE as a hypergeometric equation [45]. From this one obtains solutions
v1(q) = j(q)
− (1+µ)
12 2F1
(
1 + µ
12
,
5 + µ
12
; 1 +
µ
6
; 1728j(q)−1
)
,
v2(q) = j(q)
− (1−µ)
12 2F1
(
1− µ
12
,
5− µ
12
; 1− µ
6
; 1728j(q)−1
)
, (3.11)
where we have defined µ :=
√
1− 144γ and j is the modular j-function defined in
(D.15).
With the explicit solutions in hand, one can now verify Theorem 3.1 for this class
of two-dimensional vvmfs on a case-by-case basis. For example, for µ < 1 one sees
that both of the solutions have m
(i)
0 > 0, and hence Theorem 3.1 would imply that
in these cases the vvmf cannot have integer coefficients. In Appendix B, we give two
different proofs of Theorem 3.1 for the case of vvmfs satisfying a second-order monic
MDE. However, in what follows we will furnish a streamlined proof that applies equally
well to both the non-monic case and higher-dimensional vvmfs.
For d-dimensional vvmfs or non-monic MDEs, a closed form expression for the
solutions is generically not known. However, one quantity which is independent of all
free parameters of the MDE is the sum over indicial roots [25],11
d∑
i=1
m
(i)
0 =
d(d− 1)
12
− `
6
. (3.12)
In other words, the sum over leading exponents of each component of a vvmf is a
completely universal quantity, depending only on the dimension and Wronskian index
of the vvmf. This result will prove useful for us shortly.
One immediate implication of (3.12) is that if ` > d(d−1)
2
, we automatically have
m0 < 0 and Theorem 3.1 is trivially satisfied, even without imposing integrality. For
this reason, in the rest of this section we assume that ` ≤ d(d−1)
2
. Note that in the case
of equality, we may safely neglect the degenerate case in which all roots individually
vanish.
3.2 Integrality and rationality
We now aim to impose integrality on our vvmfs. Though the full vvmfs transform
(by definition) in a representation of SL(2,Z), the individual components generically
11To derive this, note that −∑di=1m(i)0 is the coefficient of the sd−1 term in the indicial equation∏d
i=1(s −m(i)0 ) = 0. This comes solely from the D(d) term of the MDE. One can then use
∑
r r =
d(d− 1), where the sum runs from r = 0, 2, 4, . . . , 2d− 2.
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do not have nice modularity properties. However, when the Fourier coefficients are
algebraic integers (which in particular is the case for rational integers c
(i)
n ∈ Z), one can
invoke the following conjecture [66]:
Conjecture 3.2 (Integrality conjecture). If m
(i)
0 ∈ Q and all Fourier coefficients c(i)n
are algebraic integers, then vi(q) is a modular function for a principal congruence sub-
group Γ(N) ⊂ SL(2,Z) for some N .
In particular, if there exists an M ∈ Z such that all entries of M~v have integral Fourier
coefficients, then ker ρ ⊇ Γ(N) and all components vi(q) are modular functions for
Γ(N), defined as
Γ(N) =
{(
a b
c d
)
∈ SL(2,Z)
∣∣∣ (a b
c d
)
=
(
1 0
0 1
)
mod N
}
. (3.13)
Such modular functions are well-studied in the math literature, and satisfy a number
of useful properties. Copious evidence for, and low-dimensional proofs of, Conjecture
3.2 can be found in [36, 41–43, 45, 46, 48, 67, 68] and references therein; the conjecture
is widely believed to be true, and we will assume so here.12
We pause to note that there is a simple diagnostic for determining when ker ρ ⊇
Γ(N), discussed in Appendix A. This turns out to be extremely useful in a variety of
situations. In particular, it can be used to give a beautiful arithmetic proof of Theorem
3.1 in the case of d = 2 vvmfs, as we show in Appendix B. However, the proof we give
in the next subsection is simpler, and valid for any d.
Before proving Theorem 3.1, we emphasize the importance of integrality in the
claim. Indeed, if we allow for non-integer coefficients then one may easily construct
counterexamples using the explicit solutions (3.11). One such counterexample is when
µ = 6
7
, in which case one finds13
v1(q) = q
13
84
(
1− 13
14
q − 13
49
q2 +
299
686
q3 − 2674
7725
q4 + . . .
)
,
v2(q) = q
1
84
(
1− 4
7
q − 267
637
q2 +
8
343
q3 − 2236
7203
q4 + . . .
)
. (3.14)
12The conjecture is often stated in the math literature as the “unbounded denominator conjecture”,
which refers to the contrapositive: if vi(q) are modular forms for noncongruence subgroups of SL(2,Z),
then the denominators of Fourier coefficients are unbounded in the sense above. The conjecture was
originally formulated for scalar modular forms rather than vvmfs.
13This case yields the torus blocks for the one-point function of the (r, s) = (1, 4) operator in the non-
unitary Virasoro minimal model M(7, 2) [29]. v1(q) corresponds to the fusion (1, 2) × (1, 2) = (1, 4),
and v2(q) to the fusion (1, 4)× (1, 4) = (1, 4).
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Both of these has positive leading exponent, which would be in contradiction to Theo-
rem 3.1. However, the vvmf ~v(q) suffers from a conspicuous lack of integrality. Indeed,
the denominators in both components grow unboundedly at higher orders in q, so no
choice of basis can have integer coefficients.
3.3 Proof of Theorem 3.1
We now come to the main point of this section, which is the proof of Theorem 3.1. We
will actually first prove Theorem 3.3 and Corollary 3.4, stated below, which are phrased
purely in terms of weakly holomorphic vvmfs for SL(2,Z). From these, Theorem 3.1
follows.
Theorem 3.3. Consider a d-dimensional weakly holomorphic vvmf ~v(q) with compo-
nents vi(q). Define
m0 := min
(
m
(1)
0 , . . . ,m
(d)
0
)
(3.15)
where vi(q) ∼ qm(i)0 near the cusp at i∞. If there is at least one component vi(q) which
is a modular function for Γ(N) for some N and has m
(i)
0 6= 0, then m0 < 0.
We begin by noting that modular functions for Γ(N) obey a valence formula,∑
p∈H/Γ(N)
ordp(vi) = 0 (3.16)
where H is the upper half-plane, and ordp(vi) denotes the order of a zero (counted
positively) or a pole (counted negatively) of vi(q) at τ = p (see e.g. [69]). By the
assumption of weak holomorphicity, our modular functions do not have any poles in
the interior of H/Γ(N). Note that for Γ(N), the order of a pole at any cusp τ∗ is
measured in the local variable q
1/N
∗ , where q∗ := exp (2piiα−1(τ∗)) and α−1 is the Γ(N)
matrix that maps the cusp to infinity as τ∗ = α(i∞) (see e.g. Chapter 4 of [69]).
Now consider the component vi(q) that is modular for Γ(N), where N is a positive
integer. If m
(i)
0 < 0, then by definition m0 < 0 and the proof is complete. Let us
instead assume that m
(i)
0 > 0. This means that ordi∞(vi) = Nm
(i)
0 > 0. By the valence
formula, this implies that vi(q) must have at least one pole. Since we are assuming no
poles in the interior of H/Γ(N), this pole must be at a cusp, say at τ = τ∗.
Next, consider the diagonal modular invariant constructed from our vvmf,
F (q, q¯) = ~v(q) · ~¯v(q¯) . (3.17)
Since the component |vi(q)|2 has a pole at τ∗, the full expression F (q, q¯) does as well.
Now, it is always possible to map a cusp of H/Γ(N) to i∞ via an appropriate SL(2,Z)
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transformation. Since F (q, q¯) is SL(2,Z) invariant, this means that F (q, q¯) must have
a pole at i∞ as well. In other words, there must be a different component, say vj(q),
of the vvmf with m
(j)
0 < 0. This is precisely what we wanted to prove!
We infer an immediate corollary, predicated upon the integrality conjecture:
Corollary 3.4. Consider a d-dimensional vvmf ~v(q) with components vi(q). Define m
(i)
0
and m0 as in (1.5) and (3.15), respectively. If m
(i)
0 ∈ Q and all Fourier coefficients c(i)n
are algebraic integers for all i, then m0 < 0.
The proof is brief. Since we are assuming that the m
(i)
0 are rational, we can directly
apply Conjecture 3.2 to conclude that all components vi(q) are modular functions of
a congruence subgroup Γ(N). Due to (3.12) and comments thereafter, we must have
m
(i)
0 > 0 for at least one component. Applying Theorem 3.3 then concludes the proof.
We reemphasize that integrality of the Fourier coefficients plays a crucial role here,
since this restricts the components of the vvmf to be modular functions of Γ(N) for
some N .
Theorem 3.3 is more powerful than Corollary 3.4, in that it does not require m
(i)
0 ∈
Q, does not rely on the integrality conjecture, and requires an assumption about only
one component of the vvmf. For instance, Theorem 3.3 applies to “logarithmic vvmfs,”
in which at least one component has log q appearing in the Fourier expansion [70]. On
the other hand, Corollary 3.4 provides a useful bridge towards the physical requirement
of integrality.14
4 Bootstrap bounds I: Twist spectrum
Having proven Theorem 3.1, we now discuss their physical implications, some of which
were already outlined in the introduction. Our basic strategy is to construct modu-
lar functions F (q, q¯) from vvmfs, and then to think of F (q, q¯) as representing different
CFT observables. This generates several new bounds. These bounds apply to any CFT
observables comprised of tensor products of vvmfs, for any d (not necessarily finite).
14We are not aware of a proof that, for general representations, if one component of a vvmf is
modular for Γ(N) then all components are. Indeed, in [68] significant effort was expended in proving
this statement for a narrow class of d = 3 representations. The integrality conjecture is usually stated
in the math literature with the assumption that all components of ~v(q) have bounded denominator.
It may be the case that if a single component vi(q) has bounded denominator, then vi(q) is always
modular for Γ(N), but we are not aware of this question being addressed elsewhere. Finally, we note
that Bantay proved the following theorem in [71]: if ρ is an irreducible representation of finite image,
then m0 < 0. This has overlap with Corollary 3.4 because the integrality conjecture typically assumes
that ρ has finite image.
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While this mainly includes partition functions and local correlation functions in RCFTs
with arbitrary chiral algebra A ×A, it also extends to observables involving degener-
ate representations in irrational CFTs. Our bounds also apply to any observables in
irrational CFTs obeying the assumptions in Section 2.2, as well as any vvmfs with
sufficiently large Wronskian index. For concreteness, we will phrase all of the physical
implications in terms of compact RCFTs, with the other aforementioned cases implied.
Finally, we assume that all vvmfs in this section have d > 1 unless otherwise noted
4.1 Positivity of effective central charge
Take F to be a partition function,
F (q, q¯) = Z(q, q¯) , (4.1)
with central charge c. The leading behavior of the partition function near the cusp is
Z(q, q¯) ∼ q− ceff24 q¯− c¯eff24 , where ceff := c− 24hmin (4.2)
and hmin is the chiral dimension of the lightest operator in the theory (likewise for the
anti-chiral piece). Then the requirement that m0 < 0 implies the following,
Result 4.1. All rational CFTs have ceff > 0.
In a unitary theory, hmin = 0 and ceff is trivially positive. However, this result is non-
trivial in a non-unitary theory. In particular, if c < 0, then we conclude that there
must exist an operator with h < 0.15
4.2 Uniqueness of t > c
12
spectrum
Take F to be a difference of partition functions,
F (q, q¯) = Z1(q, q¯)− Z2(q, q¯) , (4.3)
where CFT1 and CFT2 are taken to have the same central charge c. Let us fur-
thermore assume that CFT1 and CFT2 have spectra which are identical up to twist
t = 2 min(h, h¯) = c
12
. Then upon taking the difference of partition functions, the t ≤ c
12
portions of the spectrum cancel out, and we conclude that F (q, q¯) ∼ qm0qm¯0 + . . .
with m0 = h − c24 > 0. Since all non-trivial F must have m0 < 0, we conclude that
F (q, q¯) = 0. Hence the two theories are identical. In other words,
15As a simple example, note that for generic Virasoro minimal models M(p, q) one has ceff(p, q) =
1 − 6pq [72], which for any p ≥ 2, q ≥ 2, and (p, q) = 1 is indeed positive. (The case p = 2, q = 3 is a
trivial theory.)
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Result 4.2. The twist spectrum with t ≥ c
12
is uniquely determined by its complement.
This immediately implies the following corollary:
Result 4.3. There is at most one RCFT partition function with a given extended chiral
algebra, of central charge c and twist gap t∗ ≥ c12 .
These statements about non-holomorphic RCFT may be viewed as extensions of the
same statements in holomorphic CFT, where they are true owing to basic aspects of
meromorphic modular forms. We emphasize that these results are exact in c.
4.3 Spectral and OPE bounds from torus one-point functions
Take F to be the torus one-point function of a local operator O with conformal weights
(hO, hO). More precisely, since 〈O〉 has modular weight (hO, hO), take F to be the
non-holomorphic modular function
F (q, q¯) = η(q)−2hO η¯(q¯)−2h¯O〈O〉 . (4.4)
This allows us to address the following bootstrap-type question: Given some operator
O ⊂ φ† × φ, what is the upper bound on the twist gap to the lowest-twist operator
φ = φ∗? This is the converse of the prototypical bootstrap OPE question, which fixes
φ and bounds the conformal data of O.
Let us define the following:
AO : chiral algebra with respect to which O is primary
Fφ(q) : torus one-point blocks for AO with internal φ
dO : number of AO-primaries φ such that O ⊂ φ† × φ
(4.5)
We take F (q, q¯) to admit an expansion in vvmfs of dimension dO,
F (q, q¯) =
dO∑
i,j=1
Nijvi(q)v¯j(q¯) . (4.6)
Rearranging the Fourier expansion in terms of one-point conformal blocks gives
〈O〉 =
∑
φ
Cφ†Oφ|Fφ(q)|2 , (4.7)
where φ is AO-primary, and we normalize the blocks as Fφ(q) ∼ qhφ− c24 (1 + O(q)).
Then the components vi(q) can be taken to be
vi(q) = η(q)
−2hOFφi(q) , v¯i(q) = η(q¯)−2hOF¯φi(q¯) . (4.8)
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The leading term near the cusp is given by the operator of smallest conformal weight
for which Cφ†Oφ 6= 0, call it φ∗. Henceforth in discussions of torus one-point functions,
“primary” means primary with respect to AO.
In order to extract bounds from torus one-point functions using Theorem 3.1, we
need to ask when the one-point functions are integral.16 This is a slight abuse of
nomenclature: more precisely, we ask this of the torus one-point blocks, which are
the components of the vmmf via (4.8), and not of the full one-point functions, which
contain OPE coefficients. Before addressing the space of integral one-point functions,
let us first state the bounds which apply to them.
Result 4.4. If 〈O〉 is non-zero and integral, then there exists an operator φ∗ obeying
h∗ <
c+ 2hO
24
, Cφ†∗Oφ∗ 6= 0 . (4.9)
Note that in RCFT, unlike in irrational CFT [5, 76], there is no accumulation of A-
primaries below h = c
24
required by modular invariance, so this bound is non-trivial. If
O is scalar, then we can phrase this neatly in terms of the twist:
Result 4.5. If 〈O〉 is non-zero and integral and JO = 0, then there exists an operator
φ∗ obeying
t∗ <
c+ tO
12
, Cφ†∗Oφ∗ 6= 0 .
These are non-trivial bounds on the φ†×φ OPE. If moreover tO ≥ c11 , then t∗ < tO, and
hence this is also a non-trivial bound on the twist spectrum. To achieve the strongest
bound within a given theory, take O to be the lightest non-vacuum operator with a
non-zero integral one-point function; then there must exist another primary operator
φ∗ obeying (4.9), which moreover has Cφ†Oφ 6= 0.
Finally, by the same logic as in Section 4.2, taking F to be a difference of one-point
functions, each of which admits a conformal block expansion, leads to the following:
Result 4.6. If 〈O〉 is non-zero and integral, then contributions to 〈O〉 with hφ < c+2hO24
uniquely determine those with hφ ≥ c+2hO24 .
16The same method employed in this section may be applied to sphere four-point functions [36, 73,
74]. This was recently fully systematized in [36]. When comprised of at least three identical operators,
suitably defined sphere four-point blocks are vvmfs for SL(2,Z). As with torus one-point blocks,
these are sometimes, but not generically, integral. Such cases can be read off from [75]. In addition,
in the “sphere-torus correspondence” of [36], certain four-point conformal blocks are identified with
conformal characters, and are thus integral. It would be worthwhile to use our bounds to infer OPE
and spectral constraints from those and other cases.
– 21 –
We call this OPE determinacy : all OPE coefficients Cφ†Oφ at and above the aforemen-
tioned threshold – or, in the presence of degeneracy, the sum
∑
φCφ†Oφ at fixed level
hφ – are fixed by those below.
Now, when are torus one-point functions so constrained as to obey Results 4.4 –
4.6? In other words, when are they integral? A number of examples in known RCFTs
are collected in Section C, including infinite classes of one-point functions in Virasoro
minimal models. These provide non-trivial checks of our bounds. Here we want to take
the abstract approach, presenting a general class of torus one-point functions which are
always integral in any CFT.
4.3.1 hO = 1 and marginal operators
It is a striking fact that one-point blocks Fφ(q) are always integral when hO = 1. In
this case, the blocks enjoy the simple relation
Fφ(q) = χφ(q) , (4.10)
where χφ(q) is the conformal character for the module φ, defined in (2.7). The relation
(4.10) follows from conformal invariance of the hO = 1 chiral field integrated over a
circle, as recalled in [6]. As such, it holds for both rational and irrational blocks alike,
defined for any chiral algebra A. Clearly the components (4.8) have integral Fourier
coefficients for any φi because both η(q) and χφi(q) do. Thanks to this integrality, we
may use Theorem 3.1 to conclude that Results 4.4 – 4.6 hold here with hO = 1.
A particularly interesting sub-case is when O is a marginal scalar,
hO = hO = 1 . (4.11)
Suppose O is exactly marginal. By standard first-order conformal perturbation theory,
CO†OO = 0. This implies that
Result 4.7. Any RCFT with an exactly marginal operator O with 〈O〉 6= 0 must have
a primary φ∗ 6= O satisfying
t∗ <
c+ 2
12
, Cφ†∗Oφ∗ 6= 0 .
Contributions to 〈O〉 with tφ < c+212 uniquely determine those with tφ ≥ c+212 .
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This is a constraint on any rational point on a conformal manifold.17 There are several
other nice aspects of the exactly marginal case. We defer their discussion to Section
6.3, where we derive analogous bounds on the dimension ∆∗, rather than the twist t∗.
4.3.2 Two asides
It seems highly likely that hO = 1 is the only non-zero value for which Fφ(q) is in-
tegral for all hφ.
18 Indeed, we believe that an even stronger result holds for non-
degenerate torus one-point Virasoro blocks Fφ(q): for hO 6= 0, 1, there do not exist
triplets (hO, hφ, c) for which Fφ(q) is integral for any fixed values of these parameters.
We do not try to prove these statements here, though it would be of independent
interest to do so.
We also note that similar spectral bounds are easily derived from the modular
differential equation for characters of any RCFT. For an RCFT with d characters, the
indicial equation for chiral characters is
∑d
i=1
(
hi − c24
)
= d(d−1)
12
− `
6
[25]. Rearranging,
and dropping the vacuum operator, one sees that there must be at least one non-vacuum
operator obeying
h ≤ d
d− 1
c+ 2(d− 1)− 4`/d
24
. (4.12)
Over wide ranges of parameters d, c, and ` ≤ d(d−1)
2
, the optimal one-point function
bound beats (4.12). In contrast to the one-point function bound, the character bound
has nothing to say about the OPE.
4.4 Application: Schur indices of 4d SCFTs
One application of our results beyond two-dimensional conformal field theory is to 4d
N = 2 theories, in the context of the vertex operator algebra (VOA) framework of [81].
In this context, the 4d Schur index ISchur is identified with the vacuum character of
a 2d VOA, which satisfies a finite-order MDE [82]. The other solutions of the MDE
furnish non-vacuum modules of the VOA, some of which may be interpreted as indices
17We remind the reader that Virasoro RCFTs cannot have conformal manifolds: deforming away
from the rational point gives a theory with the same central charge due to the c-theorem, but which is
necessarily irrational since the OPE data depends on the coupling. Instead, the presence of a conformal
manifold is only allowed in the presence of an enhanced chiral algebra A ⊃ Vir, whereupon moving
away from the rational point breaks A down to A′ ⊇ Vir.
18The torus one-point Virasoro block Fφ(q) is a specialization of the sphere four-point Virasoro
block, as proven in [75, 77]. The latter is well-known to obey Zamolodchikov’s recursion relations
[78, 79], which generate increasingly complicated Fourier coefficients that are rational functions of
parameters; the first several coefficients of Fφ(q) may be found in the Appendix of [80]. Experience
strongly suggests that integrality will not hold for all hφ unless hO = 0, 1.
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in the presence of (2, 2) surface defects in the 4d theory. We now address the question
of whether all of the non-vacuum modules may be associated to (2, 2) defects.
The requirement of integrality of the Schur index means that at least one solution
to the MDE has an integral Fourier expansion. Suppose the MDE is d-dimensional.
If the other solutions are indeed to correspond to sensible indices in the presence of
defects, their expansions, too, should be discrete and integral. Accordingly, if Idefect(q)
is the entry of a d-vector ~v(q) with smallest leading exponent, and writing
Idefect(q) ∼ q−
ceff
24 , (4.13)
where ceff is the effective central charge of the 2d VOA, then Corollary 3.4 implies the
following: if all d entries of ~v(q) are (defect) Schur indices, then ceff ≥ 0. Conversely,
if one were to identify a case in which ceff < 0, then one would conclude that not all
characters of the VOA admit an interpretation as indices in the presence of defects. Of
course, for finite-dimensional VOAs this is disallowed by Result 4.1.
It is interesting to see how ceff > 0 is realized from the 4d perspective. When
c4d > a4d, one has the following expression for ceff in terms of the central charges of the
4d theory [82],
ceff = 48(c4d − a4d) > 0 . (4.14)
On the other hand, when a4d > c4d it is expected that this relation gets modified
according to Section 3.3 of [83]. Schematically, the proposal there is that
ceff ∝ (c4d − a4d)shifted := c4d − a4d − 3
4
Lmin (4.15)
where Lmin is the minimization of the so-called Rains function, and the proportionality
constant is positive. What is relevant for our purposes is that in all examples studied
there, it was shown that (c4d − a4d)shifted > 0, and hence again ceff > 0.19
However, it should be noted that it is not necessarily the case that the modules of
the VOA have finite degeneracies; in particular, they may furnish logarithmic vvmfs,
in which vi(q) ∼ q# log q for at least one component. Moreover, there are known cases
where an index becomes logarithmic upon adding [84] or removing [85] flavor fugacity.
Accordingly, the physical significance of whether the Schur index enumerates a finite-
dimensional state space at fixed level is not clear. It would be interesting to sharply
determine what the discreteness and integrality criteria on the 2d VOA vvmfs tell us
about the set of surface defects of 4d SCFTs.
19The following open question was posed in [83]: Is there a general correlation between the sign
of TrR in a SUSY gauge theory with a semi-simple group, and the sign of the theory’s Lmin? Since
TrR = −16(c4d − a4d), our results suggest that for TrR > 0 one must have Lmin < 0 (at least for a
finite-dimensional VOA).
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4.5 vvmfs at large d and irrational CFT
The bounds obtained in the previous subsections hold for any d, including d → ∞.
One might then ask if there are any special contexts in which such large d vvmfs arise.
In particular, would bounds obtained at large d apply to generic irrational CFTs?
First consider an infinite sequence of RCFTs in which the number d of irreducible
modules goes to infinity in an asymptotic limit. For example, any sequence of unitary
minimal models admits such a limit; for the Virasoro minimal models, one has d ≈
(c− 1)−1 as c→ 1. In these cases all observables are described by vvmfs at every point
in the sequence, and the limit theory sits “on the border” of rationality and irrationality
(e.g. [86–88]).
However, for bona fide irrational CFTs it is unclear whether vvmfs at d→∞ play
any role. One argument against this comes from considering the form of the modular
S-matrix for characters. Define ccurrents as
logχvac(q → 0) ≈ ipiτ
−1
12
ccurrents (4.16)
Then the modular S-matrix has support on h ≥ c− ccurrents, for both vacuum and non-
vacuum characters. In RCFT, c = ccurrents, whereas in irrational CFTs, c > ccurrents.
Thus, an essential distinction between RCFT and irrational CFT is that in the former
case, the modular S-matrix has support on the entire spectrum with h ≥ 0, whereas in
the latter case it does not. This suggests that the latter case cannot be brought under
the umbrella of vvmfs.
That being said, we now make a few more optimistic comments. First, in Theorem
2.1 we proved that m0 ≤ 0 in any non-holomorphic function – not necessarily formed
from vvmfs – obeying the (admittedly rather stringent) conditions set forth there. That
proof could possibly be generalized to cases where the Fourier expansion proceeds in
more generic powers (though see footnote 7 for a comment on the difficulty of estab-
lishing this). Second, insofar as Theorem 3.3 is concerned the indicial exponents m
(i)
0 of
vvmf components vi(q) are not constrained to be rational, and hence can accomodate
the operator dimensions/central charges appearing in an irrational theory. For both
of these reasons, one might consider contemplating the possibility of conjecturing that
even in irrational CFTs, the twist spectrum with t ≤ c
12
uniquely determines that with
t > c
12
. But we will neither consider nor contemplate that possibility here. We leave
the question of whether generic CFTs respect m0 < 0, and hence the bootstrap bounds
laid out in this section, for future investigation.
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5 Non-holomorphic cusp forms
In Sections 3 and 4 we proved Theorem 3.1 and discussed a number of physical impli-
cations. These implications were all restricted to statements about the twist spectrum
of the theory. Indeed, we have not yet been able to say anything about the spectra of
dimensions. To make progress on this front, it is useful to restrict momentarily to the
imaginary axis, where we can write our generic non-holomorphic function as
F (q, q) = qx0
∑
x≥0
axq
x (5.1)
with
x0 := minI(m
(i)
0 + m¯
(j)
0 ) , I = {(i, j) | Nij 6= 0} . (5.2)
The minimization above is over pairs (i, j) such that there is non-trivial gluing be-
tween chiral and anti-chiral characters in the character decomposition of F (q, q¯). When
F (q, q¯) = Z(q, q¯) is a partition function, x0 is related to the dimension ∆ of a low-lying
operator by x0 = ∆ − c12 . In order to obtain bounds on dimensions, it is thus fruitful
to contemplate bounds on x0.
Obtaining general bounds on x0 is a more difficult task than for its chiral analog
m0, since the former is sensitive to the choice of gluing matrix Nij (the full classification
of which remains unknown). Nevertheless, in analogy with m0 let us ask whether a
bound x0 < 0 for all integral functions F (q, q¯) could in principle hold. Conversely,
we can ask the following question: do discrete, integral, and positive non-holomorphic
functions F (q, q¯) with x0 > 0 exist? In Section 5.1, we use a simple argument to answer
this question negatively – no such function can exist.
However, for some of the physical applications encountered below, positivity will
not be necessary. In this case, we can ask a broader question: do discrete and integral
(but not necessarily positive) non-holomorphic functions F (q, q¯) with x0 > 0 exist? In
Section 5.3 we answer this in the affirmative by explicitly constructing such functions.
We may summarize the answers to these two questions with the following theorem,
Theorem 5.1. There do not exist non-holomorphic cusp forms satisfying positivity,
discreteness, and integrality. On the other hand, there do exist non-holomorphic cusp
forms satisfying discreteness and integrality (but not positivity).
5.1 No cusp forms with discreteness, integrality, and positivity
We begin with a proof of the first half of the theorem, namely of the statement that
there do not exist non-holomorphic cusp forms whose Fourier coefficients are discrete,
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integer, and positive. We begin with the parameterization (2.5), which we repeat here
for a cusp form C(q, q¯):
C(q, q¯) =
∞∑
N=0
(
aN(τ2) e
2piiNτ1 + a˜N(τ2) e
−2piiNτ1) (5.3)
with
aN(τ2) =
∑
∆>−N
2
cN(∆) (qq¯)
∆e−2piNτ2 ,
a˜N(τ2) =
∑
∆>−N
2
c˜N(∆) (qq¯)
∆e−2piNτ2 .
(5.4)
For simplicity we have suppressed the modular weights of C, which may be arbitrary.
Clearly we have
|aN(τ2)| =
∣∣∣∣∫ 1
0
dτ1 e
−2piiNτ1 C(q, q¯)
∣∣∣∣ ≤ ∫ 1
0
dτ1 |C(q, q¯)| (5.5)
by the triangle inequality for integrals. Being cuspidal, C(q, q¯) is bounded in the upper-
half plane H, and thus there exists some finite Λ ∈ R>0 such that |C(q, q¯)| ≤ Λ for all
τ ∈ H. We thus conclude that∣∣∣∣∣ ∑
∆>−N
2
cN(∆) (qq¯)
∆e−2piNτ2
∣∣∣∣∣ ≤ Λ . (5.6)
The above inequality must hold for all τ2 ≥ 0, and in particular for τ2 = 0, thereby
giving ∣∣∣∣∣ ∑
∆>−N
2
cN(∆)
∣∣∣∣∣ ≤ Λ . (5.7)
If we impose the requirement of positivity of the coefficients cN(∆), we conclude that
for any given ∆ we have
cN(∆) ≤ Λ . (5.8)
We now further assume integrality of the Fourier coefficients, i.e. cN(∆) ∈ Z≥0 for
all N and ∆. This then implies that only a finite number of Fourier coefficients are
non-vanishing, i.e. there exist finite N0 and ∆0 such that
cN(∆) = 0 , ∀ (N > N0) ∨ (∆ > ∆0) . (5.9)
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But it is not possible to have a non-trivial weight-0 cuspidal function with finite Fourier
series, as this cannot be invariant under τ → −1/τ . Hence no cuspidal functions
satisfying our physical requirements exist.
Note that this depended crucially on discreteness. Indeed, if we instead had some-
thing of the form
aN(τ2) =
∑
∆>−N
2
cN(∆) τ
α
2 (qq¯)
∆e−2piNτ2 (5.10)
for some α = α(∆, N), then setting τ2 = 0 in the analog of (5.6) would not give rise
to the bound (5.7). Instead, the simplest (and perhaps strictest, for generic N,∆)
non-trivial bound is obtained by taking τ2 ∝ 1/(N + 2∆), for which we conclude that
cN(∆) ≤ Λ(N + 2∆)α . (5.11)
This does not allow us to conclude that the cuspidal function is trivial.
Which of the three conditions assumed must be sacrificed to obtain non-trivial
cusp forms? It is easy to see that positivity in particular can never be compatible
with cuspidality. One way to argue this is as follows. Returning to our previous
parameterization of the Fourier expansion and restricting to the imaginary axis as in
(5.1), we may consider the limit τ = −τ¯ → i∞. Cuspidality and S-invariance imply
that ∑
x≥0
ax = 0 , (5.12)
from which we deduce that positivity must be sacrificed. This holds for modular forms
of arbitrary weight (w, w¯): since C decays exponentially at the cusp, the powers of log q
coming from S-covariance make no difference.
To summarize, there are no discrete, positive, integral non-holomorphic cusp forms.
5.2 Known constructions are not discrete
In the next subsection, we will prove the second half of Theorem 5.1 – namely that if we
relax the condition of positivity, there do exist non-holomorphic cusp forms satisfying
integrality and discreteness. Before doing so, we point out that, to the best of our
knowledge, no examples of such functions have appeared previously in the math or
physics literature. In this subsection we survey all systematic constructions of cuspidal
functions known to us, showing that none of these functions is discrete. The reader
uninterested in this literature review can safely skip to Section 5.3.
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5.2.1 Maass forms
By far the most well studied class of non-holomorphic cuspidal functions are so-called
Maass cusp forms, which are defined to satisfy a Laplace eigenvalue equation,
∆C = λ C , λ 6= 0 (5.13)
where ∆ = τ 22 (∂
2
τ1
+ ∂2τ2). We assume that λ is non-zero since a harmonic cusp form is
exactly zero by the maximum principle for harmonic functions.
It is easy to show that no Maass forms can satisfy discreteness. To see this, we note
that the Fourier coefficients of C(q, q¯) can be shown to satisfy a differential equation as
follows,
aN(τ2) =
∫ 1
0
dτ1 e
−2piiNτ1 C(q, q¯)
=
1
λ
∫ 1
0
dτ1 e
−2piiNτ1 ∆C(q, q¯)
=
τ 22
λ
[
(2piiN)2aN(τ2) + ∂
2
τ2
aN(τ2)
]
, (5.14)
or in other words
τ 22∂
2
τ2
aN(τ2) =
(
λ+ (2piN)2τ 22
)
aN(τ2) (5.15)
which one recognizes as a modified Bessel equation. We should discard solutions of the
type In since they have incorrect behavior at the cusp, and we are left with
aN(τ2) = cN
√
τ2K 1
2
√
1+4λ (2piNτ2) , (5.16)
where cN are τ2-independent constants. It is then clear that we cannot get rid of terms
with explicit τ2 dependence. For example, if τ2 →∞, then (5.16) becomes
aN(τ2) =
cN
2
√
N
(
1 +
λ
4piNτ2
+
λ(λ− 2)
8(2piNτ2)2
+ . . .
)
e−2piNτ2 . (5.17)
The same argument goes through for a˜N(τ2).
5.2.2 Construction of [89]
In [89], the following construction of an infinite family of non-holomorphic cusp forms
was outlined. Begin by choosing an arbitrary weakly holomorphic modular form f of
weight h+ 2. This admits a Fourier expansion
f =
∑
n≥−N
anq
n , an ∈ C (5.18)
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where N is finite. Given this f , one then constructs
f (k) =
∑
n∈Z\0
an
(2n)k
qn (5.19)
for any k ≥ 0, as well as the functions
Rr,s(f) = (−1)r
(
h
r
) h∑
k=s
(
r
k − s
)
k!
(2piτ2)k
f (k+1) (5.20)
for any r, s ≥ 0 such that r + s = h. In terms of these ingredients, one obtains a set of
weight-(r, s) non-holomorphic modular forms H(f)r,s defined via
H(f)r,s = − 2pia0
h+ 1
τ2 + αf (−1)r
(
h
r
)
(−2piτ2)−h +Rr,s(f) +Rs,r(s(f)) (5.21)
for some constant αf and some Hecke-equivariant map s, the details of which may be
found in [89].
To have H(f)r,s vanish at the cusp, we must set a0 = 0, i.e. choose the seed
function f to be a cusp form. If we furthermore want H(f)r,s to be discrete, we must
avoid factors of τ2 arising from Rr,s(f)+Rs,r(s(f)), which can only be done by choosing
h = 0 = r = s. Hence our seed function f must be a weight-two holomorphic cusp
form; however, no such cusp forms – indeed, no such modular forms – exist.
More generally, we can construct the following infinite family of modular-invariant
functions:
H(~f)~r,~s := τ t2
∏
i
H(fi)ri,si , where t :=
∑
i
ri =
∑
i
si (5.22)
and the functions fi are weakly holomorphic modular forms of weight ri + si + 2. In
order to eliminate the naked factors of τ2 for this function, we require∏
i
H(fi)ri,si ∝ τ−t2 . (5.23)
In order to achieve (5.23) without elaborate cancellations among different elements of
the product (5.22), each H(fi)ri,si should be proportional to a fixed power of τ2. By
the same logic as above, we need hi = 0 = ri = si. Again, this is not possible. Thus,
barring cancellations, it is not possible to eliminate naked factors of τ2 from H(~f)~r,~s,
even without imposing cuspidality.
5.2.3 Construction of [90]
In [90], a number of explicit constructions of non-holomorphic cuspidal functions were
given. These involve the application of differential operators to certain combinations of
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modular graph functions, with the results being broadly organized into odd and even
cuspidal functions (this distinction refers to parity under τ1 → −τ1). For introductions
to and applications of modular graph functions, see e.g. [91–97].
The simplest example of odd cuspidal functions are obtained by applying the
Cauchy-Riemann operator to non-holomorphic Eisenstein series (i.e. one-loop mod-
ular graph functions). In particular, we recall the definition of the weight-w non-
holomorphic Eisenstein series,
Ew(τ, τ¯) =
∑
m,n∈Z
(m,n)6=(0,0)
τw2
pi2|mτ + n|2w (5.24)
which admits the following Fourier expansion,
Ew(τ, τ¯) = − B2w
(2w)!
(−4piτ2)w + 4(2w − 3)!ζ(2w − 1)
(w − 2)!(w − 1)!(4piτ2)w−1
+
2
(w − 1)!
∞∑
N=1
Nw−1σ1−2w(N)Pw(4Npiτ2)
(
qN + q¯N
)
(5.25)
where B2w are the Bernoulli numbers, σ1−2w(N) is the divisor function, and Pw(x) is a
polynomial in 1/x given by
Pw(x) =
w−1∑
m=0
(w +m− 1)!
m!(w −m− 1)!xm . (5.26)
Then using the Cauchy-Riemann operator ∇ = 2iτ 22∂τ one can construct the combina-
tions
Pk(w1, w2) = τ−2k2
(
∇kEw1∇kEw2 −∇kEw2∇kEw1
)
(5.27)
for any k ≥ 1. These are clearly odd under τ1 → −τ1 and thus cannot have con-
stant terms (i.e. terms without any powers of q or q¯) in their Fourier expansion, since
such terms would necessarily be even. Hence these are examples of odd cuspidal func-
tions. Though the non-holomorphic Eisenstein series are Maass forms, the combinations
Pk(w1, w2) are not, and as such the arguments of Section 5.2.1 do not rule them out.
However, it is easy to check explicitly that for any choices of k, w1, and w2 there exist
naked factors of τ2 in the q-expansion. Hence this class of non-holomorphic cuspidal
functions is not discrete.
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Beyond the simple example given above, the space of all odd cuspidal functions
built from one- and two-loop modular graph functions was obtained in [90]. We have
checked that for all “weights” w ≤ 12, none of them is discrete.20
Several classes of even cuspidal functions were also constructed in [90]. The simplest
of these are constructed by first defining the following differential operator, built out
of the Laplacian,
∆w =
w∏
`=1
(∆− `(`− 1)) . (5.28)
Then the functions ∆w (Ew1Ew2) with w1 +w2 ∈ Z and w1 +w2 ≤ w are even cuspidal
functions: as shown in [90], ∆w annihilates annihilates any Laurent polynomial with
degree (w, 1 − w). Indeed, these are the lowest of an infinite class of even cuspidal
functions
E(~w|w) := ∆w
(∏
i
Ewi
)
, where
∑
i
wi ≤ w (5.29)
and we demand
∑
iwi ∈ Z. Again, by construction ∆w annihilates the constant term.
Similarly, the functions ∆wCu,v;w are even cuspidal functions, where Cu,v;w are two-loop
modular graph functions defined in [90]. One can again explicitly check that for all of
the aforementioned functions, there are naked factors of τ2.
5.3 Building cuspidal functions with discreteness and integrality
5.3.1 Generalities
In this subsection, we will explicitly construct examples of non-factorizable, non-holomorphic
cuspidal functions satisfying discreteness and integrality. Our strategy will be to build
cuspidal functions from the integral vvmfs studied in previous sections. It is important
to realize that Theorem 3.1 does not rule out such cuspidal functions. Indeed, it is
possible for a modular function C(q, q¯) with m0, m¯0 ≤ 0 to still be cuspidal, as per the
comments after (2.4).
Let us begin by considering the case of an irreducible two-dimensional vvmf with
~v = (v1, v2). If we consider the diagonal invariant,
C(q, q¯) = |v1(q)|2 + |v2(q)|2 , (5.30)
20Note that this use of the word “weight,” common in the modular graph function literature, refers
not to “modular weight” – which in the current case is zero – but rather to the sum of the entries in
the first line of the 2× 2 matrix labelling the one- or two-loop modular graph functions.
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then we have x0 = 2m0, which is negative by Theorem 3.1. Hence this is not cuspidal.
On the other hand, we may try to consider the non-diagonal invariant
C(q, q¯) = v1(q)v¯2(q¯) + v2(q)v¯1(q¯) (5.31)
which would have x0 = m
(1)
0 + m
(2)
0 =
1
6
and therefore would seemingly be cuspidal.
However, in this case T -invariance would require m
(1)
0 −m(2)0 ∈ Z. In fact, this is not
allowed for an irreducible two-dimensional vvmf. This can be seen from the explicit
form of two-dimensional solutions given in (3.11). Indeed, in the notation used there
we have m
(1)
0 −m(2)0 = µ6 , and when µ ∈ 6Z we see that the third entry of one of the
two hypergeometric functions becomes a non-positive integer, and is thus divergent.
This means that the second solution to the MDE should actually be logarithmic, and
indeed it is known to be given in terms of the Meijer G-function [82],
glog(q) = G
2,0
2,2
(
2
3
1
1−µ
12
1+µ
12
∣∣∣ 1728j(q)−1) , (5.32)
c.f. footnote 10. As a result, this case does not satisfy our desired discreteness prop-
erty. We conclude that we cannot obtain any of the desired cuspidal functions using
irreducible two-dimensional vvmfs.
Similar comments hold for irreducible three- and four-dimensional vvmfs. In those
cases we again cannot have m
(i)
0 − m(j)0 ∈ Z for any i, j, and thus only the diagonal
invariant is allowed, giving x0 = 2m0 < 0. For d = 5 there can be a non-diagonal
invariant, as in the case of the ŝu(2)4 WZW model partition function. However, in
that case the modular invariant is still block diagonal (and hence diagonal under the
maximally extended chiral algebra), which again implies that there is a term with
leading exponent x0 = 2m0 < 0.
This leads us to suspect that it is not possible to obtain a non-holomorphic cuspidal
function by adjoining irreducible admissible characters. For modular functions C(q, q¯)
corresponding to e.g. partition functions, the physical intuition behind this suggestion
is that one always has the negative contribution from the vacuum block |χvac(q)|2 ∼
(qq¯)−
c
24 . The validity of this suspicion will actually not be of much importance to us in
this work, so we do not attempt to prove it here. What is more important is showing
the existence of any discrete and integral cuspidal function at all. We will thus simply
take this as motivation to begin our search by considering cuspidal functions built from
reducible vvmfs.
5.3.2 Explicit constructions
Allowing vvmfs to be in reducible representations immediately gives rise to construc-
tions of discrete, integral cuspidal functions. We first give a simple example, then
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describe several general algorithms.
The simplest example is obtained by starting with the ŝu(2)4 WZW model, whose
characters transform in an irreducible 5-dimensional representation R5. In the usual
conventions, we label the characters by χ0, . . . , χ4 with m
(i)
0 = hi − c24 , where we have
c = 2 and
hi=0,...,4 = 0 ,
1
8
,
1
3
,
5
8
, 1 (5.33)
(c.f. Appendix E.) It is easy to check that (3.12) is satisfied. The diagonal partition
function is given by
Z
ŝu(2)4
diag (q, q¯) =
4∑
i=0
|χi(q)|2 . (5.34)
Note that the five-dimensional representation R5 is irreducible, but not indecom-
posable. What this means is that it contains a lower-dimensional subrepresentation,
whose complement is not itself a representation.21 Indeed, by inspecting the S-matrix,
S =
1
2
√
3

1
√
3 2
√
3 1√
3
√
3 0 −√3 −√3
2 0 −2 0 2√
3 −√3 0 √3 −√3
1 −√3 2 −√3 1
 , (5.35)
and by diagonality of the T -matrix, we see that {χ0 + χ4, χ2} decouple from {χ1, χ3}
and form their own two-dimensional subrepresentation R2. It is easy to check that
m
(2)
0 + min(m
(0)
0 + m
(4)
0 ) =
1
6
, as required for a two-dimensional representation, c.f.
(3.10). The modular function
Z
ŝu(2)4
non−diag(q, q¯) = |χ0(q) + χ4(q)|2 + 2|χ2(q)|2 (5.36)
is interpreted as the non-diagonal partition function for the ŝu(2)4 WZW model, or al-
ternatively as the diagonal invariant for the ŝu(3)1 WZW model. As we have mentioned
earlier, neither Z
ŝu(2)4
diag nor Z
ŝu(2)4
non−diag is cuspidal.
Now we consider the following modular invariant built from characters transforming
in the reducible representation R5 ⊕R2:
C(q, q¯) := Z ŝu(2)4non−diag(q, q¯)− Z ŝu(2)4diag (q, q¯) . (5.37)
21If the complement to this subrepresentation were also a subrepresentation, then it would be
reducible. See e.g. the example in Section C.4.
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This in fact is cuspidal, with x0 =
c
24
= 1
12
! Physically, all we have done is subtract
the diagonal and non-diagonal partition functions to get rid of the vacuum module. As
required by the arguments in Section 5.1, we have necessarily sacrificed positivity.
To the best of our knowledge, (5.37) is the first concrete example of a non-factorizable,
non-holomorphic cuspidal function satisfying integrality and discreteness.
While the number of cuspidal functions that can be obtained in the way outlined
above is surprisingly limited – indeed, among ŝu(2)k and ŝu(3)k WZW models no
other diagonal/non-diagonal subtractions work – we have found several morally similar
constructions. These may be categorized as follows, with explicit examples of each
construction given in Appendix D:
• Differences of partition functions:
Consider two CFTs with equal central charge, and define
C(q, q¯) = Z1(q, q¯)− Z2(q, q¯) . (5.38)
The entire vacuum module cancels. Suppose both CFTs have a gap to ∆ = c
12
. This is
consistent with constraints of modularity, for all values of c [2]. Then by construction,
we have x0 > 0.
More generally, we can allow primaries with ∆ ≤ c
12
and retain cuspidality, as long
as Z1 and Z2 have these states with the same multiplicity. A sub-case of this is the
situation described above, in which Z1 and Z2 are diagonal and non-diagonal invariants
of an RCFT. In Appendix D.1, we give examples of the form (5.38) involving differences
of WZW partition functions with sufficient gaps and identical central charges.
• Differences of powers of partition functions:
Consider two CFTs with central charges c1 and c2, where c1 = nc2 < 24 with n ∈ Z≥2,
and define
C(q, q¯) = Z1(q, q¯)− Z2(q, q¯)n . (5.39)
This is, of course, just a version of (5.38) in which the second CFT is an n-fold tensor
product. This has an integral Fourier expansion. Specializing to q¯ = q, we have
C(q, q) ∼ q∆1− c112 + (2 + 2n)q2− c112 − 2nq∆2− c112 + . . . (5.40)
where . . . indicates terms of higher powers. The second term represents the holomorphic
and anti-holomorphic stress tensors from Z1 and Z2. If both CFTs have gaps to
c1
12
and
if c1 < 24, then C(q, q) will be cuspidal.
One can generalize this construction to greater values of c1 > 24 in multiple ways.
First, one can take more complicated linear combinations. In Appendix D.2.1, we give
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examples of this sort involving the Ising model and WZW models. Second, one can use
extremal CFT partition functions – i.e. the modular J-function and Hecke operators –
to “soak up” the difference in central charge. We do so in Appendix D.2.2.
• Orbifolds:
Consider the difference of the partition function of a CFT with that of its orbifold, and
define
C(q, q¯) = ZCFT(q, q¯)− ZCFT/H(q, q¯) . (5.41)
The simplest example of this is again the cuspidal function obtained by applying the
non-diagonal algorithm to the ŝu(2)4 WZW model. Indeed, it is known that the non-
diagonal (D-type) invariant is obtained by gauging a Z2 symmetry in the diagonal
(A-type) theory. A different example is that of the compact boson of radius R and its
Z2 orbifold. A simple calculation given in Appendix D.3 shows that, in a convention
for T -duality where R2 ≥ 2,
m0 = − 1
24
, x0 = − 1
12
+ min
(
1
R2
,
1
8
)
. (5.42)
This is cuspidal as long as R2 < 12. Unlike some of our other examples, this has
support on irrational powers of q and q¯, whenever R2 is irrational.
5.4 How cuspidal?
With an eye toward bootstrap applications, it is natural to ask the following question:
Given a cuspidal function C with some fixed m0, m¯0, how cuspidal can C be? In other
words, how large can x0 be?
Let us consider in particular cuspidal functions formed by gluing vvmfs together.
Note that the constraint (3.12) implies that
d∑
i,j=1
(m
(i)
0 + m¯
(j)
0 ) =
d(d− 1)
6
− `+
¯`
6
, (5.43)
where ` and ¯` are the respective Wronskian indices for the chiral and anti-chiral vvmfs.
If we distribute the right-hand side evenly among all d pairs on the left, one obtains
x0 := min(m
(i)
0 + m¯
(j)
0 ) =
d−1
6
− `+¯`
6d
. If we instead increase one pair, (5.43) implies that
we must decrease another, which lowers x0. Hence for any Nij, m0, and m¯0,
x0 ≤ d− 1
6
− `+
¯`
6d
. (5.44)
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We expect that the bound (5.44) is very sub-optimal. In particular, it is agnostic
about the constraints on possible gluing matrices Nij, and it does not invoke integrality
of Fourier coefficients. Nevertheless, note that for sufficiently large Wronskian index,
x0 is forced to be negative. For example, taking d = 2 and recalling that ` = 1 is not
allowed, we see that if either ` > 0 or ¯`> 0 then x0 ≤ 0.
6 Bootstrap bounds II: Dimension spectrum
We now explore some physical implications of the existence of non-holomorphic cuspidal
functions satisfying discreteness and integrality.
6.1 On uniqueness of the ∆ > c
12
spectrum
Because non-holomorphic cuspidal functions C(q, q¯) are non-positive, we should not
interpret them as partition functions of any single (unitary) theory. Instead we begin
by interpreting C as the difference of partition functions for two distinct theories CFT1
and CFT2 at identical central charge,
C(q, q¯) = Z1(q, q¯)− Z2(q, q¯) . (6.1)
If C(q, q¯) is cuspidal, the two theories have identical operator spectra up to ∆ ≤ c
12
, but
can differ above ∆ > c
12
. Hence the existence of non-holomorphic cuspidal functions
established in the previous section gives us the following,
Result 6.1. On the basis of modularity alone, the spectrum with ∆ > c
12
is not deter-
mined by its complement, ∆ ≤ c
12
.
As a formal statement about modular invariance, this is definitive. However, even
if such a function were positive, discrete, and integral, it would not be guaranteed to be
the partition function of a CFT: there may exist some yet-unaccounted-for constraints
which rule out such a candidate partition function or theory. A more pressing issue is
that non-holomorphic cuspidal functions obeying discreteness and integrality must have
negative degeneracies. Therefore, given a unitary irrational CFT, in order to preserve
unitarity while tweaking the ∆ > c
12
states, there must exist cuspidal functions whose
negative degeneracies are all sufficiently supported on the spectrum of the theory. In
light of that, we here advance the perspective that the ∆ > c
12
spectrum – indeed, the
∆ > c−1
12
spectrum – is in fact uniquely determined if one imposes no fine-tuning.
To phrase this more rigorously, we define the following two spaces:22
22 We are using the primary partition functions because this allows us to establish stronger fine-
tuning criteria, with respect to a lower threshold c−112 .
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Z : the space of primary partition functions Zp(q, q¯) of unitary, compact,
irrational CFTs with a normalizable vacuum.
C : the space of discrete, integral weight-(1
2
, 1
2
) cusp forms Cp(q, q¯).
Recall that Zp is weight-
(
1
2
, 1
2
)
. For every element Zp ∈ Z, denote the Fourier coefficients
along q¯ = q as ax. Likewise for every element Cp ∈ C, denote the Fourier coefficients
along q¯ = q as cx. Finally, define {xi(Cp)} as the set of dimensions for which cxi(Cp) < 0.
Then
Zp + Cp ∈ Z iff axi(Cp) + cxi(Cp) > 0 ∀ i . (6.2)
The question of fine-tuning is that of typicality of pairs (Zp, Cp) obeying this set of
conditions. Let us emphasize: this is an infinite number of conditions, since {xi(Cp)}
necessarily contains an infinite number of elements due to the integrality condition, c.f.
(5.12).
A “typical” CFT may be defined by many measures. At the level of OPE data,
a conservative statement is that a typical CFT has irrational central charge and a
sporadic spectrum of (mostly) irrational operator dimensions.23 Thus the question of
fine-tuning is three-fold: Do there exist discrete cusp forms Cp with support on an
infinite set of sporadic, irrational values of h, h? And if so, can they be paired with
CFT partition functions Zp such that (6.2) is obeyed? And if so, with finite measure
on either space?
Given the lack of classification of either space Z or C, these questions cannot be
answered definitively. But it is reasonable to believe that the answer to at least one of
these questions is negative. This justifies the following claim.
Claim 6.2. Absent fine-tuning, the primary spectrum with ∆ > c−1
12
is uniquely deter-
mined by its complement, ∆ ≤ c−1
12
, in a compact, unitary, irrational CFT.
We have stated this for CFTs with Virasoro symmetry alone. For the analogous claim
for CFTs with extended chiral algebras, take c− 1→ c− ccurrents.
6.1.1 On Rademacher expansions
As mentioned in the Introduction, Result 6.1 can be phrased as a negative result on
the formal existence of Rademacher expansions for non-holomorphic CFT. This topic
was recently addressed in [101]. It was proposed that “ambiguities” in Rademacher
23Many dynamical phenomena indicative of irrationality or chaos may be boiled down to these
properties of the OPE data. For instance, an irrational spectrum may be invoked in explaining the
absence of periodic dynamics in correlators [98] or spectral form factors [99], forbidden singularities
[74, 100], and the presence of chaos.
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expansions are spanned by a basis of Poincare´ series which are SL(2,Z) sums over
seed characters χh(q)χh(q¯) with conformal weights h, h >
c−1
24
. Given that cusp forms
of weight
(
1
2
, 1
2
)
are the definition of an ambiguity allowed by modularity, our results
formally rule out this proposal: we have constructed cusp forms that are not Poincare´
sums over conformal characters.24 On the other hand, an irrational CFT does admit a
convergent Rademacher expansion if it is typical in the sense explained above.
6.2 Spectral and OPE bounds from torus one-point functions
Next we interpret C = 〈O〉 as the one-point function of an operator O. Assume first
that C admits an expansion in vvmfs, as in Section 4.3. As discussed above, the bounds
that we can obtain now depend on the gluing matrix Nij.
To begin, let us consider the diagonal matrix Nij = δij. A sufficient (but not nec-
essary) condition for the one-point function to be diagonal is that the RCFT partition
function is diagonal. In this case it is clear that
x0 = 2m0 (Nij = δij) (6.3)
with m0 as defined in (1.7). Then by Theorem 3.1 applied to m0, in this case we
actually do have x0 < 0 for any quantity built from integral vvmfs. By precisely the
same reasoning as for the twist bounds in Section 4.3, we thus obtain bounds on the
spectrum of ∆ analogous to Results 4.4 – 4.6.
If Nij 6= δij, it is generically no longer true that x0 < 0. This is because the
leading-twist operator may not be a scalar. However, recall that we derived a weaker,
though completely general, bound in (5.44). Then by identical logic as for the twist
bounds, we can state the key result as follows:
Result 6.3. If 〈O〉 is non-zero and integral, then there exists an operator φ∗ obeying
∆∗ ≤ c+ ∆O + O
12
, Cφ†∗Oφ∗ 6= 0 .
If 〈O〉 is diagonal, then O = 0, otherwise O = 2(dO − 1). Contributions to 〈O〉 with
∆φ ≤ c+∆O+O12 uniquely determine those with ∆φ > c+∆O+O12 .
As with Result 4.5, these are non-trivial bounds on the φ† × φ OPE. If ∆O > c+O11 ,
then ∆∗ < ∆O and these become non-trivial bounds on the spectrum. Note that
24Poincare´ sums over conformal characters generate continuous functions with support on ∆ ≥ c−112
[4], whereas our functions are discrete with support on ∆ > c12 . We also point out that even if we
allow the cusp forms to be continuous, Theorem 3.1 of [90] gives examples of cuspidal functions that
are not Poincare´ sums of conformal characters.
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at non-zero Wronskian index, (5.44) implies that we can actually push O down to
2(dO − 1)− 2(`+ ¯`)/dO, but we choose not to exhibit this above so that our result as
stated applies to all vvmfs.
Before applying these to the especially interesting case of marginal operators, we
make a few comments. First, the above bounds are, modulo possible exceptions, only
useful when O is primary with respect to the extended chiral algebra, AO = A: if
AO 6= A, then 〈O〉 is generically not diagonal, and dO is generically infinite, on account
of the infinite branching of highest-weight A-modules into highest-weight AO-modules.
Second, we reemphasize that the bound (5.44) is likely sub-optimal, in which case
(6.3) for the non-diagonal case is likewise sub-optimal. We believe it should be possible
to improve (5.44) by incorporating S-invariance and, optimistically, by constraining
the possible automorphisms of RCFT fusion rules [102].
Finally, let us make contact with some recent analytic bootstrap bounds. The
bound [15] on Virasoro primaries is
∆HMR∗ =
c+ 4
8
, c ∈ (1, 4] ∪ [12,∞) . (6.4)
Our diagonal bound in Result 6.3 is stronger than (6.4) if
∆O <
c
2
+ 6 . (6.5)
Now recall from [15] that (6.4) is in fact optimal at c = 4.25 Therefore, the CFT which
optimizes ∆HMR∗ at c = 4 must not contain operators O that satisfy the conditions
required for (6.5) and Result 6.3 to apply. This is indeed true for the saturating CFT
at c = 4, namely, eight free fermions with diagonal GSO projection.26
For c ∈ (1, 4), the modular bootstrap bound for CFTs with chiral algebra A =
U(1)c [21] or A = Vir [5] is at least as strong as
∆∗ ≤ c+ 2
6
. (6.6)
25At c = 12, it is also the optimal solution to the spinless bootstrap [15], but not the full modular
bootstrap [5].
26To see this, note that this theory can be bosonized to the ̂spin(8)1 WZW model, whereby the chiral
and anti-chiral fermions combine to give rise to a bosonic operator i¯ = ψiψ¯¯ of dimension ∆ = 1,
transforming in the (8v,8v) of Spin(8) × Spin(8). Invariance under Spin(8) × Spin(8) demands that
the only non-zero correlators of i¯ involve products of 8 of them, giving an operator of dimension
∆ = 8. The ̂spin(8)1 WZW model admits two other non-trivial primaries of dimension ∆ = 1, and
similar comments apply to those as well.
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The bound (6.6) is known to be optimized at c = 1 by the ŝu(2)1 WZW model, and
at c = 2 by the ŝu(3)1 WZW model. It would thus be inconsistent for the bound
obtained from Result 6.3 to be stronger than this. This means that in these optimal
CFTs, there should not exist any operator O with dimension ∆O < c+ 4 satisfying the
assumptions of Result 6.3. The ŝu(2)1 case is consistent since the only non-vacuum
primary in the theory has vanishing one-point function,27 and hence Result 6.3 does not
apply. The spectrum of non-vacuum primaries in the ŝu(3)1 WZW model is h =
1
3
, 3
4
and obeys ∆O < c + 4, so we learn that these one-point functions do not satisfy the
criteria necessary for Result 6.3 to apply.
6.3 Bootstrap bounds on conformal manifolds
If O is exactly marginal, then 〈O〉 is integral and we obtain the following specialization
of Result 6.3:
Result 6.4. Any RCFT with an exactly marginal operator obeying 〈O〉 6= 0 must have
another primary φ∗ 6= O satisfying
∆∗ ≤ c+ 2 + 
12
, Cφ†∗Oφ∗ 6= 0 .
If 〈O〉 is diagonal, then  = 0, otherwise  = 2(dO − 1). Contributions to 〈O〉 with
∆φ ≤ c+2+12 uniquely determine those with ∆φ > c+2+12 .
That φ∗ 6= O follows from the vanishing of the one-loop beta function.28
There are several interesting aspects of this case. Any operator φ with Cφ†Oφ 6= 0
necessarily acquires an anomalous dimension to first order in conformal perturbation
theory. This is seen by extracting the logarithmic part of the first-order perturbation
of 〈φ†(z, z¯)φ(0, 0)〉, which gives (e.g. [57])
δS = λ
∫
d2wO(w, w¯) ⇒ γ(1)φ = −λCφ†Oφ . (6.7)
The fact that Cφ†Oφ 6= 0 implies γ(1)φ 6= 0, and not just the converse, follows from
the existence of a unique tensor structure for three-point functions of operators of
27The proof is as follows. The ŝu(2)1 non-vacuum primary O has hO = 1/4 and, by virtue of
being the lone primary, either dO = 0 or dO = 1. When dO = 1, the condition 〈O〉 6= 0 implies
hO = c22 +
12
11m0, with m0 one of the values in (B.2). Recalling that c = 1, we see that for no choice
of m0 can this equation be satisfied.
28The absolute minimal spectral assumption needed for  = 0 is that the lightest contribution to 〈O〉
be a scalar. So as to avoid contrivance, we have instead phrased the bounds in terms of diagonality.
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arbitrary spin. Therefore, the primary φ∗ that obeys the bound in Result 6.4 is the
lightest primary with γ
(1)
φ 6= 0. In a superconformal field theory, such an operator is
necessarily non-BPS. The degree dO counts the number of primary operators φ with
γ
(1)
φ 6= 0, i.e. the rank of the one-loop dilatation matrix. Result 6.4 thus relates this
rank to the tree-level dimension of the lightest operator.
In addition, the OPE determinacy of Result 6.4, together with (6.7), implies that
γ
(1)
φ for operators φ with tree-level dimension ∆φ >
c+2+
12
are in fact determined by γ
(1)
φ
for operators φ with tree-level dimension ∆φ ≤ c+2+12 . Altogether, this is a remarkable
reduction in the number of independent data needed to specify the one-loop dilatation
matrix.
We have performed some checks of Result 6.4. In particular, one can confirm that
they are satisfied in the unitary W3 minimal models [103], as well as ŝu(N)k WZW
models, using the known explicit spectra.
A limitation of our bound is that it does not apply to conformal manifolds generated
by current-current deformations O = JJ¯ . This rules out application to supersymmetric
conformal manifolds in which O = JJ¯ where J is an R-current.
6.3.1 Interpretation
Result 6.4 is a strong constraint on rational points of conformal manifolds. We have
made only the minimal assumption necessary for deriving such a bootstrap bound –
namely, the existence of an exactly marginal ∆O = 2 operator. Perhaps the most
obvious feature of our bound is that
∆∗ ≈ c
12
, c 1 . (6.8)
The reader might worry about taking a large c limit when our results hold only for
rational theories. But recalling that rationality requires c = ccurrents, we may take
c  1 while preserving rationality and finite dO as long as we increase the “size” of
the chiral algebra A × A¯. As a result, in the context of AdS3/CFT2, the holographic
interpretation of this bound is that of a massless scalar coupled not to Einstein gravity,
but rather to a higher-spin gravity with asymptotic symmetry algebra A×A¯ containing
an infinite number of higher-spin gauge fields. Thus interpreted, the bounds obtained
coincide with the classical threshold for BTZ black holes in theories of pure gravity in
AdS3. Result 6.4 bounds the non-gauge sector of the bulk theory.
A crucial point of interpretation of (6.8) is the following. Although rationality has
played an important role in obtaining our bounds, the operator φ∗ obeying the bounds
is necessarily non-holomorphic. Thus, while rationality is required to establish Result
6.4, the bound constrains the non-holomorphic spectrum of CFTs which are irrational
with respect to Virasoro!
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There is also a gravity interpretation of the condition Cφ†∗Oφ∗ 6= 0. We may view O
as a light bulk field in AdS3 and φ∗, in view of the spectral bound, as a near-extremal
black hole microstate. Then Cφ†∗Oφ∗ controls the amplitude for Hawking radiation, i.e.
the emission of the light field from the black hole. Results 6.3 and 6.4 may be read as the
statement that black holes Hawking radiate all the way down to threshold. However, a
major caveat in this interpretation is that these bounds only apply to integral operators
O, and not to all light operators. It would be nice to interpret this from the gravity
side.29
Understanding Result 6.4 from other perspectives, and optimizing the dO-dependence
by improving (5.44), would be logical avenues for future work.
7 3d gravity
In this final section, we discuss connections between aspects of non-holomorphic mod-
ular forms and AdS3/CFT2.
7.1 Ensemble averages and the black hole threshold
As discussed around (5.10), our previous arguments do not forbid positive cuspidal
functions if they are continuous. Only upon imposing discreteness do we forbid them.
How are we to interpret this distinction in the context of 3d gravity? As we now argue,
this has implications for ensemble averages over CFTs and their possible duality to
theories of 3d gravity with asymptotically AdS boundary conditions [21, 61, 104–106].
The above distinction suggests that the possible uniqueness of a positive partition
function with a normalizable vacuum and a Virasoro primary gap to ∆ ≈ c
12
depends
sensitively on whether the partition function has a discrete or continuous spectrum.
In particular, let us define the semiclassical partition function of a theory of “pure 3d
gravity” in AdS3 as
Zgrav(q, q¯) ≈ |χvac(q)|2 +
∫ ∞
c
24
dh
∫ ∞
c
24
dh ρ(h, h)χh(q)χh¯(q) . (7.1)
29The bound (4.9) also bears some similarity to “heavy-heavy-light” OPE bounds in irrational
CFTs at large central charge (c.f. [6] and references thereto). Those works study the quantity CHHL,
averaged over heavy operator dimensions ∆H ≈ c. Taking c 1 in (4.9), the bound tells us that given
a “light” operator O, there must be a “heavy” operator φ∗ that obeys the bounds as stated. Unlike
the HHL story, our bound applies to individual, non-averaged OPE coefficients, but we do not derive
OPE asymptotics.
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We assume that such a theory exists and is modular-invariant and unitary, ρ(h, h) ≥ 0.
The spectrum comprises only gravitons up to a threshold
∆grav∗ ≈
c
12
+O(1) . (7.2)
While the discussion to follow does not rely on the absence of extra currents, the
canonical study of pure 3d gravity assumes that A = Virasoro.
Let us first suppose that ρ(h, h) is continuous. Then Zgrav(q, q¯) may not be unique:
it could be modified above threshold without spoiling unitarity by adding a positive
cuspidal function. A continuous spectrum with a gap above a normalizable vacuum
is a feature of ensemble averaged systems. Therefore, if one wishes to view pure 3d
gravity as dual to an ensemble average over unitary theories, the possible existence
of continuous, positive cuspidal functions would suggest that there is not a unique
ensemble average dual to pure 3d gravity.
This dovetails with the following expectations. To establish such a duality, one
must first decide what ensemble of CFTs to average over, and with respect to what
measure, and how. A natural guess is that pure 3d gravity is dual to an ensemble
average over all CFTs.30 But there may be many choices that yield partition functions
of the form (7.1). In order to quantify that freedom, two algorithmic approaches come
to mind. First, one could attempt to understand the (sub)spaces of CFTs over which
one can rigorously average (and how to do so), as well as the available measures on
these subspaces. This is, to put it conservatively, not presently practical. Instead,
one could parameterize the ambiguities in the partition functions that could possibly
result from averaging. Our assertion is that the space of continuous, positive cuspidal
functions reflects this ambiguity. We stress that while modularity does not forbid such
functions, we have not yet identified one. Doing so is an interesting avenue for future
work.31
Now let us suppose that ρ(h, h) is instead discrete and integral. In this case the
O(1) correction in (7.2) is especially important: in particular, there is a direct relation
between the uniqueness of pure 3d gravity and the quantum-corrected black hole thresh-
old. For concreteness let us take A = Virasoro and work with the primary partition
function,
Zp, grav(q, q¯) = |η(q)|2Zgrav(q, q¯) . (7.3)
30This suggestion was made independently by Alex Maloney [107].
31Preliminary inspections of the cuspidal functions described in Section 5.2 do not turn up any
examples with a positive density of states.
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This has modular weight (1
2
, 1
2
). As proven in Section 5.1, there are no discrete, positive
cusp forms. In view of this, let us rewrite the black hole threshold as
∆grav∗ ≈
c− 1
12
+ δ∗ . (7.4)
Now we see that the sign of δ∗ is important. If δ∗ > 0, then by the absence of discrete,
positive cusp forms of weight (1
2
, 1
2
), Zp, grav is unique modulo fine-tuning in the sense of
Section 6.1. If δ∗ ≤ 0, then Zp, grav is not unique: we may modify it by adding positive
non-cuspidal forms while preserving unitarity and the threshold condition (7.4).
This then revives the question: What is the quantum-corrected black hole threshold
of pure 3d gravity? A first guess is that, in fact, δ∗ = 0. The c→ c−1 shift is computed
directly from a perturbative quantum correction to small black hole entropy [108], and
is suggested indirectly by the form of the modular crossing kernel. What we seek is a
non-perturbative proof. We can attempt to approach this from a different perspective
following recent work [109]. Let us define the threshold for spin-J black holes,
∆grav∗ (J) :=
c− 1
12
+ J + δ∗(J) . (7.5)
An elegant argument [109] asserts that in the large-spin, “near-extremal” regime,
J  c , ∆− J − c− 1
12
 1 , (7.6)
the black hole threshold sits at
δ∗(J) ≈ − 1
(2pi)2
(−1)Je− 12S0(J) , where S0(J) := 2pi
√
c− 1
6
J . (7.7)
This gives an exponentially small asymptotic correction to the universal large-spin,
near-extremal spectrum in any irrational Virasoro CFT with a twist gap above the
vacuum. The determination of δ∗ would follow from extending these results down to
finite J : specifically, the question is whether, at c 1,
δ∗ = min
(
J + δ∗(J)
) ?
> 0 . (7.8)
Note that extrapolation of (7.7) down to J = 0 is not justified even at c  1: even
ignoring other possible obstructions, S0(0) = 0.
Here is a concrete CFT-based approach that could aid in determining the location
of the black hole threshold in pure 3d gravity. First, rigorously define Virasoro Regge
trajectories; then constrain the shape of the leading trajectory, on which the lightest
black hole necessarily sits, given the asymptotic behavior (7.7). Analyticity results
have been established for leading Regge trajectories in higher-dimensional CFTs, which
are monotonic, and convex functions of J [110, 111]. Initial steps toward formalizing
Virasoro Regge trajectories were taken in [112]. We hope to pursue this avenue in
future work.
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7.2 Comment on enigmatic black holes
Holography instructs us to interpret CFT Rademacher expansions as sums over asymp-
totically AdS black hole geometries [113]. Thus the aforementioned formal absence of
a convergent Rademacher expansion in compact non-holomorphic 2d CFTs has a bulk
dual interpretation as a non-universality of microcanonical black hole entropy.32 Mi-
crostate counting deep in the Cardy regime, ∆  c, is unaffected because cuspidal
degeneracies are subleading to the Cardy entropy (indeed, Cardy behavior comes from
the S-transform of |χvac|2, which is absent for cuspidal functions). For sparse CFTs of
large central charge, dual to prototypical theories of weakly coupled gravity, the Cardy
formula holds down to ∆ ≈ c
6
[63]. Thus, to leading order in large c, the cuspidal
degeneracies are only visible in the range c
12
. ∆ . c
6
. This range is precisely the
“enigmatic” range [63], in which there can exist non-BTZ black holes that dominate
BTZ in the microcanonical ensemble [114–116]. The spectrum and thermodynamics of
enigmatic black holes is known not to be universal. On the other hand, the notion of
fine-tuning in Proposition 6.2 leads to the following suggestion: Enigmatic black holes
exist only in theories containing “matter” degrees of freedom obeying ∆ . c−1
12
. This is
indeed an empirical feature of all known theories containing enigmatic black holes: the
light states are string or perturbative fields of compactified string/M-theory.
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A Integrality conditions on vvmf
In this appendix we give additional details on the necessary and sufficient conditions
for a vvmf to have integral Fourier coefficients. This material complements Section 3.
First, we note that Conjecture 3.2 implies that a vvmf transforming in a repre-
sentation ρ is integral (i.e. each element of the vector has integer Fourier coefficients)
only if Γ(N) ⊂ ker ρ, where Γ(N) was defined in (3.13). It is useful to have a simple
32In other words, Farey tails can have multiple endings.
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diagnostic for determining when this is the case. Such a diagnostic can be obtained by
analyzing the eigenvalues of the modular T -matrix [29, 40],
Theorem A.1 (Congruence test). Denote by E(T ) the unordered set of eigenvalues of
the modular T -matrix in the representation ρ, with degeneracies included. Assume that
T is of finite order N , i.e. TN = 1. Then one has Γ(N) ⊂ ker ρ only if for every `
coprime to N one has E(T `2) = E(T ).
Following [29], we will refer to representations passing the congruence test as “admissi-
ble” representations. More precisely, admissible representations passing the congruence
test have the properties that Γ(N) ⊂ ker ρ, T is diagonal, and S2 is a permutation ma-
trix. The congruence test turns out to be extremely useful in a variety of situations,
and can in particular be used to give a fun arithmetic proof of Theorem 3.1 in the case
of monic two-dimensional vvmfs, as in Appendix B.
Second, we note that though necessary, Γ(N) ⊂ ker ρ is not sufficient to ensure
integrality of a vvmf. As it turns out, one must also impose rationality – i.e. the con-
dition that the coefficients in the Fourier expansion of the characters are rational [40].
The condition Γ(N) ⊂ ker ρ then ensures that the denominators of these coefficients do
not grow unboundedly, so that some integer multiple of the original character indeed
has integer coefficients. This subtlety will arise in the example of Appendix C.4.
The rationality of a modular form of Γ(N) can be adressed via Galois theory. For
any ` ∈ ZN coprime to N , let σ` ∈ Gal
(
Q[(1)1/N ]/Q
)
be the Galois automorphism
sending (1)1/N → (1)`/N . When acting on a matrix, σ` is taken to act entry-by-entry.
Now define the following matrix
G` = ST
`−1ST `ST `
−1
(A.1)
taken in the appropriate representation ρ. `−1 is the modular inverse of `, i.e. `−1 ∈ Z
such that ``−1 = 1 mod N . One then has the following test for rationality [40],
Theorem A.2 (Rationality test). Let Γ(N) ⊂ ker ρ and consider a vector-valued mod-
ular form ~v(q) whose polar coefficients ~an for n ≤ 0 are all rational. Then ~v(q) is
rational if and only if for all ` ∈ ZN coprime to N , we have
σ`S = G`S . (A.2)
Here S is the modular S-matrix and G` is the matrix defined in (A.1).
When the modular S-matrix is real, the rationality test can be recast in a tidy
form. Since σ`S = S when S ∈ R (` is odd so σ`(±1) = ±1), we have
(G` − 1)S = (G` − 1)S2 = 0 . (A.3)
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Using the fact that S2 is a permutation matrix we conclude that
G` = 1 . (A.4)
Note that S2 being permutation implies
det (S) = ±1 . (A.5)
We will use these facts to prove Theorem 3.1 for monic d = 2 in Appendix B.
B Proofs of Theorem 3.1 for low-dimensional vvmfs
In this appendix, we provide two alternative proofs of Theorem 3.1 for monic vvmfs of
dimension d = 2. We also give a short summary of the simple case of d = 1.
B.1 Dimension d = 1
We begin with a brief summary of the case of one-dimensional vvmfs. In other words,
these are modular functions with a multiplier. We will assume that S2 is a permutation
“matrix,” as necessary for an admissible representation, in which case we have simply
S2 = 1. This implies S = ±1, and hence by the relation (ST )6 = 1 we conclude that
the action of T gives a sixth-root of unity. Any such T = e2piit/6 for t ∈ Z6 is admissible
since the only totative is ` = 5, and T 25 = e50piit/6 = e2piit/6 = T , c.f. Theorem A.1.
A basis of admissible one-dimensional vvmfs is given by [36, 40],
1,
E4
∆1/3
,
E6
∆1/2
,
E8
∆2/3
,
E10
∆5/6
,
E14
∆7/6
. (B.1)
where ∆ := η(q)24 is the modular discriminant, and the Ek := Ek(q) are normalized
weight-k holomorphic Eisenstein series. These have leading exponents
m0 = 0,−1
3
,−1
2
,−2
3
,−5
6
,−7
6
. (B.2)
All non-trivial cases have negative m0, in line with Theorem 3.1.
B.2 Dimension d = 2
We now give two alternative proofs for Theorem 3.1 in the case of d = 2 vvmfs satisfying
a monic MDE. These are useful for building familiarity with various charming number
theoretic aspects of vvmfs.
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B.2.1 Proof 1
We begin with the indicial roots of (3.9). Let us rewrite them as
m
(i)
0 =
ti
N
, ti ∈ Z , i = 1 , (B.3)
which together with (3.10) requires that N ∈ 6Z. Assuming that the modular T -matrix
is diagonal, we can write
T =
(
e2piit1/N 0
0 e2piit2/N
)
. (B.4)
Recall that for an admissible representation, one requires by the congruence test of
Appendix A that for every ` ∈ ZN such that (`,N) = 1, one has E(T `2) = E(T ). We
would now like to see what non-trivial constraints are implied by this admissibility
criterion on the form of the leading exponents m
(i)
0 .
First, note that there are two ways to satisfy E(T `2) = E(T ), namely
Case 1 : `2t1 = t1 +Nm `
2t2 = t2 +Nn m, n ∈ Z
Case 2 : `2t1 = t2 +Nm `
2t2 = t1 +Nn m, n ∈ Z (B.5)
For a given N , there are generically multiple ` ∈ ZN such that (`,N) = 1, and for each
one we must satisfy E(T `2) = E(T ) in either of the two ways listed above.
I. N ∈ 6(2N− 1)
As we will prove below, Case 2 is only available when N ∈ 12N. Hence to simplify our
discussion let us begin by assuming that N ∈ 6(2N− 1). Then for every ` coprime to
N we must have the equations of Case 1 satisfied. These, together with t1 + t2 =
N
6
,
can be recast as the following equations,
t1 =
Nm
`2 − 1 , t2 =
Nn
`2 − 1 , `
2 = 1 + 6(m+ n) . (B.6)
Since `2 is a positive number we require that m+n > 0. In fact, we may obtain further
restriction on m,n by requiring that `2 be a perfect square. This requires that
m+ n = 4k (B.7)
where k takes values in the following set
k ∈ {1, 2, 5, 7, 12, 15, 22, 26, . . . } , (B.8)
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the values of which correspond to
` ∈ {5, 7, 11, 13, 17, 19, 23, 25, . . . } . (B.9)
We now prove that either t1 or t2 is negative (due to (3.10), it is not possible for
both to be negative). Assume without loss of generality that t1 > 0. Since t1 must be
integer, we require that
`2 − 1
gcd(N, `2 − 1)
∣∣ m . (B.10)
Note that this condition must hold for any coprime `, e.g. if we have (`A, N) =
(`B, N) = 1, then we can write
t1 =
NmA
`2A − 1
=
NmB
`2B − 1
mA,mB ∈ Z (B.11)
and we must have (B.10) for both (`A,mA) and (`B,mB).
We now make use of the following lemma,
Lemma B.1. Let N ∈ 6(2N−1) and let S = {` ∈ ZN | (`,N) = 1} be the set of mod-N
integers coprime to N . Then there always exists some `∗ ∈ S with gcd(N, `2∗ − 1) = 6.
Since N ∈ 6N and `2 − 1 ∈ 24N, it is automatic that gcd(N, `2 − 1) ≥ 6. The lemma
claims that there is at least one ` = `∗ such that this bound is saturated. For example,
for N = 6 one can take `∗ = 5, while for N = 18 one can take `∗ = 5, 7, 11, 13.
Proof: We prove this by construction. Write N = 6p for p ∈ 2N − 1. Consider
`∗ = N2 + 2, which is one of the totatives of N ,
gcd (N, `∗) = gcd (6p, 3p+ 2) = 1 . (B.12)
The latter equality is proven by considering
f1 := 2(3p+ 2)− 6p = 4 . (B.13)
Any common divisor d with d | 6p and d | (3p + 2) must also satisfy d | f1, and hence
must be d ∈ {1, 2, 4}. But since p is odd, so is 3p+ 2, and thus we conclude that d = 1.
To prove the lemma, we now simply note that
gcd
(
N, `2∗ − 1
)
= gcd (6p, 3(3p+ 1)(p+ 1)) = 6 . (B.14)
To see this, we may consider
f2 := 6(3p+ 1)(p+ 1)− 6p(3p+ 4) = 6 . (B.15)
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Any common divisor d with d | 6p and d | 3(3p + 1)(p + 1) must also satisfy d | f2, and
hence must be d ∈ {1, 2, 3, 6}. On the other hand, recall that for any totative ` we have
`2 − 1 ∈ 24Z so that gcd (N, `2 − 1) ≥ 6. Thus we conclude that d = 6 is the greatest
common divisor. 
Let us now return to (B.10) and restrict to ` = `∗. This implies that
m∗ ≥ 1
6
(`2∗ − 1) (B.16)
from which it immediately follows that
t2 =
Nn∗
`2∗ − 1
=
N
`2∗ − 1
(
1
6
(`2∗ − 1)−m∗
)
≤ 0 . (B.17)
II. N ∈ 12N
In the case of N ∈ 12N we may also satisfy E(T `2) = E(T ) via the equations of Case 2
of (B.5). In that case one finds
t1 =
N
6
6m+ 1
`2 + 1
t2 =
N
6
6n+ 1
`2 + 1
`2 = 1 + 6(m+ n) (B.18)
where one again has the constraint (B.7) on m,n with k taking values in (B.8). We
assume without loss of generality that t1 > 0. For some ` we may satisfy Case 1,
whereas for others we might satisfy Case 2 – i.e. there could exist `A, `B such that
t1 =
NmA
`2A − 1
=
N
6
6mB + 1
`2B + 1
mA,mB ∈ N
t2 =
NnA
`2A − 1
=
N
6
6nB + 1
`2B + 1
nA, nB ∈ N (B.19)
For the case of `A we may apply the reasoning of the previous subsection to conclude
that
mA ≥ `
2
A − 1
gcd(N, `2A − 1)
. (B.20)
However, in the current case Lemma B.1 does not hold. Indeed for N ∈ 12Z one has
gcd(N, `2 − 1) ≥ 12, so the best we could hope for is to saturate this bound, giving
mA ≥ 1
12
(`2A − 1) ⇒ t1 ≥
N
12
, t2 ≤ N
12
. (B.21)
Next assume that t2 is also positive. Then applying the same reasoning above to t2
gives
nA ≥ 1
12
(`2A − 1) ⇒ t1 ≤
N
12
, t2 ≥ N
12
. (B.22)
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Neglecting the degenerate case t1 = t2 =
N
12
(which as we explained in Footnote 10 does
not correspond to an admissible representation) and (B.22), we conclude by contradic-
tion that t2 ≤ 0.
The saturation of gcd(N, `2−1) = 12 quoted above is achieved for N ∈ 12(2N−1),
but not for N ∈ 24N. Indeed, in the latter case one has gcd(N, `2 − 1) = 24 instead,
which gives the constraints
N
24
≤ t2 < t1 ≤ N
8
. (B.23)
In order to rule these cases out, we may utilize the following theorem [45],
Theorem B.2. If the leading exponents m
(i)
0 are rational and satisfy m
(1)
0 −m(2)0 = P/Q
with (P,Q) = 1, then the second-order MDE has two independent solutions with exactly
one of the following properties true:
1. At least one of the solutions is non-integral.
2. Q ≤ 5.
If N = 24k, then we may without loss of generality write t1 in (B.23) as t1 = Mk for
M ∈ (2, 3]. We then have that
m
(1)
0 −m(2)0 = 2m(1)0 −
1
6
=
M − 2
12
(B.24)
and for no M in the allowed range do we have Q ≤ 5. Hence these cases are not
admissible.
By exactly analogous steps, one can argue towards a similar result in the case in
which Case 2 is satisfied.
B.2.2 Proof 2
Our starting point is G` = 1, as explained in Appendix A. We recall that this form of
the rationality test (A.2) requires S ∈ R. We begin in general d. It is useful to consider
the case
` = `−1 (B.25)
subject to the necessary constraint that ``−1 = 1 mod N . Then the condition is
(ST `)3 = 1 . (B.26)
This implies the existence of a similarity matrix P obeying
P (ST `)P−1 = diag(e
2pii
3
ni) , ni ∈ Z
:= Σ .
(B.27)
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This further implies the determinant condition det (ST `) = det (Σ), which is
±epii `d(d−1)6 = e 2pii3 m , m ∈ Z (B.28)
where we have used the indicial equation
∑
imi =
d(d−1)
12
. There is also the trace
condition Tr(ST `) = Tr(Σ), which is
d∑
i=1
Siie
2pii`mi =
d∑
i=1
e
2pii
3
ni . (B.29)
Now consider the case
` = `−1 = N − 1 . (B.30)
This holds for all N because ``−1 =1 mod N . Using TN−1 = T−1, we have
(ST−1)3 = 1 (B.31)
from which we get the determinant and trace conditions (B.28) and (B.29) with ` = −1.
Note that d(d−1)
6
∈ Z/3 for all d ∈ Z, so the determinant condition can always be
satisfied for some choice of det (S). But we learn that for d = 2 + 3Z, we have
± e−pii3 = e 2pii3 m , m ∈ Z . (B.32)
This can only be satisfied for the minus sign on the LHS. This implies that we must
have
det (S) = −1 (d = 2 + 3Z) . (B.33)
Recall that for general d, det (S) = ±1.
Now specify to d = 2. The following relation holds in that case:
Tr(Σ)2 = det (Σ)(2 + Tr(Σ)det (Σ)) . (B.34)
Using det (Σ) = e−
pii
3 , we obtain a quadratic equation for Tr(Σ). The solutions to this
equation are
Tr(Σ) = {epii3 ,−2epii3 } . (B.35)
Parameterizing the indicial roots as
(m1,m2) =
(
1 + h
12
,
1− h
12
)
, (B.36)
we have the trace condition
S11e
−piih
6 + S22e
piih
6 = {epii6 ,−2epii6 } . (B.37)
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We now ask whether this can be satisfied for S11, S22 ∈ R and h ∈ [0, 1] where the
latter condition imposes m0 > 0 via (B.36). From [40], we know that in d = 2 the only
choices are33
Tr(S) = 0,±2 . (B.38)
Plugging in above, it is easy to see that S11 ∈ R if and only if Tr(S) = 0. Then
S22 = −S11, whereupon det (S) = −S211 − S212 = −1, and (B.37) simply yields34
S11 =
{
csc
(
pih
6
)
,−1
2
csc
(
pih
6
)}
. (B.39)
This does not obey S12 ∈ [0, 1], and hence S12 ∈ R, when h ∈ [0, 1]. This concludes the
proof.
C Examples of integral vvmfs obeying m0 < 0
Having proven that integral vvmfs satisfy Theorem 3.1, we here give some simple
examples of CFT correlation functions built from integral vvmfs, and verify that indeed,
m0 < 0, and Result 4.4 is satisfied. These examples have been studied previously in
the literature, most notably in [29].
C.1 Dimension d = 1
Lee-Yang one-point function An extremely simple, though somewhat trivial, ex-
ample is that of the Lee-Yang model (i.e. theM(5, 2) Virasoro minimal model) which
has central charge c = −22
5
and one non-trivial primary O of dimension hO = −15 . The
only non-trivial fusion rule is
O ×O = 1 +O . (C.1)
In the usual language for minimal models, O is labelled by (r, s) = (1, 2) and hence has
a null vector at level two, which turns out to be
|N2〉 =
(
L−2 − 5
2
(L−1)2
)
| − 1/5〉 . (C.2)
33For general d, the allowed values are Tr(S) = d− 2n where n = 0, 1, . . . d [40].
34Indeed, one can compute from the explicit hypergeometric solution (3.11) that S11 = − 12 csc
(
pih
6
)
,
using the monodromy of the hypergeometric functions (e.g. [36, 82]). We have recovered this here in
another way.
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This implies a first-order MDE of the form [29][
q
d
dq
+
1
60
E2(q)
]
v− 1
5
(q) = 0 (C.3)
for the torus blocks, which is solved by F− 1
5
(q) = η−2/5(q), a one-dimensional vvmf.
Note that the inequality of Theorem 3.1 is saturated here, since the stripped torus
block is simply v− 1
5
(q) = 1, and so m0 = 0.
It is clear that the torus one-point function given above is integral. Thus we should
be able to invoke Theorem 3.1 and utilize the bound (4.4). Plugging in c and hO leads
us to conclude that O must appear in the φ × φ OPE of a primary φ with dimension
hφ ≤ c+2hO24 = −15 . Indeed, O appears in its own OPE by (C.1), so this is true.
Ising one-point function The next simplest example is the one-point function of
the energy operator in the Ising model. This receives contributions from a single block
Fσ(q) since the only non-trivial fusion rules are
×  = 1 , σ × σ = 1 +  , σ ×  = × σ = σ (C.4)
and hence Cσσ 6= 0 while C = C11 = 0. Indeed, one finds that 〈〉 = |η(q)|2. Clearly,
this is an integral vvmf, and hence we can utilize Result 4.4. Plugging in c = 1
2
and
hO = 12 leads us to conclude that O must appear in the φ×φ OPE of a primary φ with
dimension hφ ≤ c+2hO24 = 116 . Indeed, this is the chiral dimension of the σ operator.
C.2 Dimension d = 2
Level 4 Virasoro minimal model one-point functions We now consider a less
trivial class of examples – namely, torus one-point functions of Virasoro minimal model
primaries Or,s with rs = 4. Because such primaries have a null state at level four, in
this case one can obtain a second-order MDE of the form (3.8), with [29]
γ =
1
720
(
c+ 8hr,s
2
+ 3hr,sαr,s
)
. (C.5)
We recall that for Virasoro minimal models the central charge is
c = 1− 6(p− q)
2
pq
(C.6)
and the operator dimensions are
hr,s =
(pr − qs)2 − (p− q)2
4pq
(C.7)
– 55 –
for 1 ≤ r ≤ q − 1 and 1 ≤ s ≤ p − 1. Above we have also made use of αr,s, whose
relevant values are
(1, 4) : α(1,4) = −2 p
2 + 4pq + 6q2
3pq
,
(4, 1) : α(4,1) = −2 q
2 + 4pq + 6p2
3pq
,
(2, 2) : α(2,2) = − 3pq
(p− q)2 . (C.8)
Solving the indicial equation (3.9) gives
m
(1)
0 =
1
12
(
1 +
√
1− 144γ
)
, m
(2)
0 =
1
12
(
1−
√
1− 144γ
)
(C.9)
and by Theorem 3.1 it follows that m
(2)
0 is negative whenever the one-point function is
integral. We now ask when integrality is achieved.
I. (2, 2)
Begin with the one-point function of the (2, 2) operator. In this case, it turns out that
the one-point functions are always integral. This can be seen by making use of the
congruence test introduced in Appendix A. In particular if the order of T is N , i.e.
TN = 1, we must show that for all totatives ` ∈ ZN such that (`,N) = 1, we have
E(T `2) = E(T ). For the (2, 2) one-point function, the order of the T -matrix can be
shown to be N = 24 for every choice of (p, q), and thus by the following theorem [117],
Theorem C.1. Every ` coprime to N satisfies `2 = 1 mod N if and only if N divides
24.
we conclude that T `
2
= T , from which E(T `2) = E(T ), and hence integrality, trivially
follows.
We may now use Result 4.4 to conclude that the (2, 2) operator with non-trivial
one-point function must always appear in the φ×φOPE of an operator φ with dimension
hφ ≤ c+ 2h2,2
24
=
1
48
(
20− 9p
q
− 9q
p
)
(C.10)
and a forteriori that such an operator φ must exist in the spectrum.
If either of p or q is even, it turns out that the (2, 2) one-point function vanishes
identically, whereas when p and q are odd it does not [29]. Hence (C.10) does not give
rise to constraints in the case of unitary minimal models. However, we can consider
the bound for non-unitary theories with e.g. (p, q) = (p, p − 2). Taking for example
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the case of the (p, q) = (5, 3) model, assuming that the (2, 2) operator (which has
dimension h2,2 =
1
5
) has non-trivial one-point function, we conclude that there must
exist a dimension hφ ≤ − 1120 primary in the theory. Indeed, this role can be played by
the (2, 1) operator, which has h2,1 = − 120 .
II. (1, 4)
Now consider the one-point function of the (1, 4) operator in the (p, q) minimal model.
This is only non-trivial for p odd and q even [29], to which we restrict ourselves below.
To determine in which cases these one-point functions are integral, we again apply
the congruence test of Appendix A. In particular, in this case the order of the T -matrix
is N = 12p, so we require that for any ` such that (`, 12p) = 1 we have E(T `2) = E(T ).
This requires
`2(p+ 3q) = p± 3q mod 12p . (C.11)
It turns out that this is only possible if p divides 120. Thus we must check whether
(C.11) is satisfied for any 1 ≤ q < p ≤ 120 such that p | 120. It can be checked that the
only solutions subject to this condition are35
(p, q) = (5, 2), (5, 4) . (C.12)
These are the Lee-Yang and tricritical Ising CFTs, respectively.
The tricritical Ising theory has c = 7
10
and h1,4 =
3
2
. Our bounds predict the
presence of an operator of dimension hφ ≤ c+2h1,424 = 37240 . Indeed, this role can be
played by the (2, 2) primary of dimension h2,2 =
3
80
, which has C 3
80
, 3
2
, 3
80
6= 0.
III. (4, 1)
Finally consider the one-point function of the (4, 1) operator. This is non-trivial only
for p even and q odd. This situation is basically the same as the previous one, but with p
and q exchanged. Hence very similar comments about integrality apply. In particular,
the only integral cases are found to have q = 5. However, since we conventionally
restrict to p > q, we now have an infinite family of such integral cases, in theories with
(p, q) = (p, 5) , p > 5 . (C.13)
Our bounds can then be applied to this infinite family of theories, though we will not
pursue this here.
35Another way to argue for this result is as follows. We begin by noting that m
(1)
0 −m(2)0 = q2p and
that q is even. Then Theorem B.2 implies that for the representation to be admissible, we need p ≤ 5.
On the other hand, the (1, 4) operator only exists in models with p ≥ 5. Thus we conclude that p = 5,
and need only enumerate all even q < p .
– 57 –
C.3 Dimension d = 3
Tricritical Ising model one-point functions We may now consider a three-dimensional
example, obtained by considering the torus one-point function of the (r, s) = (1, 3)
operator in the tricritical Ising model (h1,3 =
3
5
). That this one-point function is
three-dimensional follows from the fusion rules, which state that
C 3
5
, 3
5
, 3
5
, C 1
10
, 1
10
, 3
5
, C 3
80
, 3
80
, 3
5
(C.14)
are the relevant non-zero OPE coefficients. The first captures the three-point coupling
of (1, 3) operators, while the second involves the (1, 2) operator of chiral dimension
h1,2 =
1
10
, and the third involves the (2, 2) operator of chiral dimension h2,2 =
3
80
.
The blocks in this case are known to be [29]
v3/80(q) =
η(τ)
η(2τ)
,
v1/10(q) =
η(τ)
η(τ/2)
+ eipi/24
η(τ)
η(τ/2 + 1/2)
,
v3/5(q) =
η(τ)
η(τ/2)
− eipi/24 η(τ)
η(τ/2 + 1/2)
, (C.15)
and, in particular, are integral. We can thus apply our bounds to conclude that there
exists an operator of dimension
hφ ≤ c+ 2h1,3
24
=
19
240
. (C.16)
This is satisfied by the (2, 2) operator.
C.4 Dimension d = 4
(12, 11) minimal model four-point function Finally, we consider the example of
the (r, s) = (1, 4) four-point function in the (p, q) = (12, 11) unitary Virasoro minimal
model. This has been studied previously in e.g. [36, 118]. The fusion rules take the
form
O(1,4) ⊗O(1,4) = O(1,1) ⊕O(1,3) ⊕O(1,5) ⊕O(1,7) (C.17)
and 〈O(1,4)O(1,4)O(1,4)O(1,4)〉 is comprised of a four-dimensional vvmf [36].
In order to obtain bounds, we must check that this vvmf is integral. However, one
can check by explicit calculation that it is actually not integral. This might seem to
render our bounds inapplicable. But in fact, this case exemplifies how our results can
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have implications beyond their naive range of validity. Indeed, even though the four-
dimensional vvmf is not integral, it turns out that it can be decomposed into a direct
sum of two two-dimensional vvmfs, one of which is integral.36 We can then simply
apply Theorem 3.1 to this subrepresentation to conclude that m0 < 0. So even though
the full four-dimensional vvmf is not integral, the fact that a subrepresentation of it is
integral is enough to obtain our usual bounds.
D Cuspidal function constructions
As listed in Section 5.3, our constructions of non-factorizable, non-holomorphic cuspidal
functions satisfying discreteness and integrality can be separated into three categories:
1) Differences of partition functions, 2) Differences of powers of partition functions,
and 3) Differences of orbifold theories. We will discuss these in turn.
Before doing so, we first expand upon the construction given explicitly in Section
5.3, which involved subtracting the diagonal partition function of the ŝu(2)4 WZW
model from the non-diagonal partition function. We refer to this construction as the
“non-diagonal algorithm.” Of course, for general k ≥ 4 the ŝu(2)k WZW model again
admits a non-diagonal invariant, so we may hope that the non-diagonal algorithm
could be easily generalized to obtain an infinite number of integral, discrete cuspidal
functions. However, this is not the case.
We begin by recalling that non-diagonal invariants for ŝu(2)k admit an ADE clas-
sification [72]. Except the k = 4 example above, it turns out that none of these have
x0 > 0. To see this, note that for k > 6 the lightest state in the diagonal WZW model
is below the threshold ∆ = c
12
(see (E.6)), and thus to get a cuspidal function one must
subtract out this contribution. But one can check from the classification in [72] that
for any k, no non-diagonal invariants of ŝu(2)k include the lightest primary. Hence it
is impossible to subtract this contribution using a non-diagonal partition function. For
k ≤ 6, the only case with a non-diagonal invariant is k = 4, which is the case origi-
nally studied. Thus no further cuspidal functions can be obtained via the non-diagonal
algorithm for ŝu(2)k WZW models.
36That the four-dimensional vvmf can be decomposed in this way can be seen by noting that the
T -matrix is diagonal, and that the S-matrix can be put in block-diagonal form [118],
S′ =

−
√
2−√3 −
√√
3− 1 0 0
−
√√
3− 1
√
2−√3 0 0
0 0 − 1√
2
1√
2
0 0 1√
2
1√
2
 (C.18)
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For ŝu(3)k a similar ADE classification again allows us to conclude that no cuspidal
functions can be constructed via the non-diagonal algorithm. More explicitly, there are
no k < 4 non-diagonal invariants, so any candidate non-diagonal invariant for k > 4
must subtract out the fundamental (1, 0) field. However, one can check that none of
them does.
Finally, let us consider unitary Virasoro minimal models M(p, p− 1). In this case
the non-diagonal algorithm again proves fruitless. For p = 4, 5 there are no non-diagonal
invariants. For p > 5, the primary φ(2,2) obeys
24h2,2
c
=
18
(p+ 2)(p− 3) < 1 for p > 4 . (D.1)
Therefore a necessary condition for cuspidal C(q, q¯) = Znon−diag(q, q¯) − Zdiag(q, q¯) is
that the non-diagonal invariants include |χ2,2|2 with multiplicity one. A quick look at
Table 10.3-10.4 of [72], which provides the explicit partition functions of the full ADE
classification, shows that this does not happen. Therefore we cannot apply the non-
diagonal algorithm for constructing possible non-holomorphic cuspidal functions from
unitary Virasoro minimal models either.
Though the non-diagonal algorithm proves difficult to generalize, we now discuss
successful applications of the other constructions listed above.
D.1 Theories with identical c
We begin by considering cuspidal functions obtained by simply taking differences of
CFT partition functions.
D.1.1 WZW models at identical c
Consider WZW models ŝu(N1)k1 and ŝu(N2)k2 with the same value of c, and take the
difference of their respective partition functions,
C(q, q¯) = Z1(q, q¯)− Z2(q, q¯) . (D.2)
Clearly the vacuum module cancels between the two terms. We will furthermore restrict
to Niki < 12 for i = 1, 2, since these models are guaranteed not to have any primaries
with ∆ ≤ c
12
. If such a pair of theories can be found, C(q, q¯) will be cuspidal. Among
diagonal WZW models, there are three pairs with the above properties. Their behavior
near the cusp is as follows:
c(2, 4) = c(3, 1) = 2 , x0 =
1
12
c(3, 3) = c(5, 1) = 4 , x0 =
1
9
c(4, 2) = c(6, 1) = 5 , x0 =
5
24
(D.3)
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where c(N, k) is the central charge of ŝu(N)k defined in Appendix E. By construction,
each pair involves WZW models with different N , and hence different numbers of
currents. Therefore we have
m0 = m¯0 = − c
24
and x0 > 0 . (D.4)
This construction thus gives us three examples of non-holomorphic cuspidal functions
satisfying the desired properties. However, note that
Z
ŝu(2)4
non−diag(q, q¯) = Z
ŝu(3)1
diag (q, q¯) (D.5)
and hence the first of these three examples is actually identical to the cuspidal function
obtained by applying the non-diagonal algorithm to ŝu(2)4.
D.2 Product theories with identical c
We now consider two theories whose central charges are not equivalent, but rather
satisfy c1 = nc2 for some n ∈ Z≥2. We give two examples: one involves the difference
of ̂spin(N)1 WZW model partition functions with products of the Ising model partition
function, and the other involves a more general construction using the J-invariant.
D.2.1 ̂spin(N)1 − (Ising)N cuspidal functions
We begin by considering an infinite family cuspidal functions obtained by taking the
difference of partition functions of the ̂spin(N)1 WZW model and N copies of the
Ising model. We give the construction explicitly for N < 48, but the results are easily
generalized to arbitrary N .
Recall that the ̂spin(N)1 WZW model partition function can be written as
Z ̂spin(N)1
=
{ |χω0|2 + |χω1|2 + |χωr |2 N odd
|χω0|2 + |χω1|2 + |χωr−1|2 + |χωr |2 N even
(D.6)
with the characters given by certain combinations of theta functions [72]. A special
case is that of N = 1, which is the usual Ising theory,
ZIsing = |χ1|2 + |χ|2 + |χσ|2 . (D.7)
We now define the following function
CN(q, q¯) := Z ̂spin(N)1(q, q¯)− FN(ZIsing(q, q¯)) (D.8)
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with FN(x) an appropriate degree-N polynomial of x. For our purposes up to N < 48,
we take
FN(x) =
[N3 ]∑
k=0
(−1)kN
(N − 3k)!
[
Γ(N − 2k)
Γ(k + 1)
+
2Γ(N − 2k − 8)
Γ(k − 7) (N
2 − 25N + 8 + 2k)
]
xN−3k . (D.9)
One can then check via explicit computation that CN is cuspidal for any 1 ≤ N < 48.
To give a bit more detail, recall the definition of x0 as the location of the first
non-zero Fourier coefficient at q = q¯, and introduce a similar quantity x1 defined via
x1 := minS(x) , S = {x | ax/a0 < 0} ; (D.10)
i.e. x1 is the location of the first sign change in the Fourier coefficients. It is amusing
to tabulate the values of x0 and x1 for these functions, as shown in Table 1 (we start
at N = 2 since Z1 = 0 by definition). Indeed, in all cases the x0 are positive, and
hence the corresponding functions are cuspidal. Furthermore, we empirically observe
the periodicity x0(N) = x0(N + 24). By definition, one always has x1 > x0. More
non-trivially, we may observe that in all cases the following two inequalities hold,
x0 ≤ c
24
+
1
16
, x1 ≤ c
24
+
1
2
, (D.11)
where the central charge c = N
2
. The second inequality is saturated only in the cases
of N = 8, 24, i.e. for c = 4, 12. In all cases, one has m0 = − c24 .
Table 1. Values of x0(ZN ) and x1(ZN ) for N = 2, . . . , 25
N 2 3 4 5 6 7 8 9 10 11 12 13
x0
1
24
1
8
1
12
1
6
1
8
5
24
1
6
1
4
5
24
7
24
1
4
1
3
x1
1
6
1
4
1
3
5
12
1
2
7
12
2
3
5
8
7
12
13
24
1
2
11
24
N 14 15 16 17 18 19 20 21 22 23 24 25
x0
7
24
3
8
1
3
7
24
1
4
5
24
1
6
1
8
1
12
1
24
1
8
1
12
x1
5
12
1
2
11
24
5
12
3
8
1
3
7
24
1
4
5
24
1
6
1 23
24
D.2.2 Differences involving the J-invariant
Consider two CFTs with central charges c1 and c2 where c2 < c1 < 24. Now take
C(q, q¯) = Z1(q, q¯)− Z2(q, q¯)(J(q)J¯(q¯))
c1−c2
24 (D.12)
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where J(q) is the modular J-function,
J(q) =
E4(q)
3
∆(q)
− 744 , ∆(q) = η(q)24 . (D.13)
In the Fourier expansion, J has no constant term,
J(q) =
1
q
+ 196884q + 21493760q2 + . . . (D.14)
In the body of the paper we also make use of
j(q) := J(q) + 744 . (D.15)
C(q, q¯) is modular invariant for any c1 and c2. C(q, q¯) is cuspidal if Z1 and Z2 have
identical primary spectra (for example, a gap) up to ∆ = c1
12
, and if c1 < 24. The
latter condition comes from the product of the level-2 states in the J-functions and the
vacuum operator in Z2. In order to also preserve integrality of C(q, q¯), we require
c1 − c2 = 0 mod 6 . (D.16)
This follows from properties of Fourier coefficients of the J-function: first, factorize the
first two non-trivial coefficients in the q-expansion of J ,
196884 = 22 · 33 · 1823 , 21493760 = 211 · 5 · 2099 , (D.17)
then expand J
c1−c2
24 . That (D.16) gives integer Fourier coefficients to all orders in q can
presumably be proven using the binomial theorem and congruence properties of J , but
we content ourselves with having checked a q-expansion up to O(q1000) for all values of
c1 − c2 = 6n with 0 ≤ n ≤ 100.
Suppose c2 < c1 with c1 > 24. In this case we can still obtain a cuspidal function
by replacing J(q) with the action of Hecke operators on J(q):
C(q, q¯) = Z1(q, q¯)− Z2(q, q¯)
(
TmJ(q)TmJ¯(q¯)
)x
, x :=
c1 − c2
24m
(D.18)
Tm is a Hecke operator, whose action on J(q) produces another modular function of
the form
TmJ(q) ∼ q−m +O(q) . (D.19)
Replacing J(q) and J¯(q¯) by the action of Hecke operators allows us to push their
“descendants” to arbitrarily high level.
Naively, (D.18) allows c1 arbitrary while retaining cuspidality, as long as both
CFTs have identical spectra up to c1/12. However, if we assume that the CFTs have a
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gap to c1/12, an interesting thing happens at sufficiently large central charge: enforcing
integrality quantizes c1−c2, and the resulting constraint may fail to be compatible with
modular bootstrap bounds. One can see this as follows. First, we impose cuspidality.
By design, the power x cancels the vacuum module in the difference (D.18). Expanding
in q, we have the following three further conditions for cuspidality:
i) ∆∗,1 >
c1
12
ii) ∆∗,2 >
c1
12
iii) m >
c1
12
− 1 .
(D.20)
We assume that CFT1 and CFT2 satisfy the gap conditions i) and ii), respectively.
Approximating the best known modular bootstrap bound at large central charge as
∆∗ ≈ c9 , we require that c112 < ∆2 ≤ c29 . In other words, c1 − c2 ≤ c14 . Therefore,
x ≤ c1
96m
, and the bound on m further implies
x ≤ 1
8
. (D.21)
Now we ask: is (D.21) consistent with integrality of the Fourier coefficients of (D.18)?
The answer is no. The strategy is to first write down a set of low-lying Fourier co-
efficients of TmJ(q) using known formulas for the Fourier coefficients of Tm acting on
any holomorphic modular function (e.g. [119]), then take the x’th power and demand
integrality. Doing so reveals that (TmJ(q))
x has integral Fourier coefficients if and only
if the following quantization conditions are met:
m ∈ {3, 4, 9} : x ∈ Z/2
m ∈ 6Z : x ∈ Z/4
m /∈ {3, 4, 9, 6Z} : x ∈ Z
(D.22)
In particular, (D.21) is not allowed. Therefore, while this construction works for seed
CFTs of sufficient gap and finite central charge, it fails when the CFTs have arbitrarily
large central charge. While somewhat involved, this is a nice example of how integrality,
cuspidality and modularity are mutually constraining.
D.3 Orbifolds
Finally, we consider the difference of the partition function of a CFT with an orbifolding
of said CFT, i.e.
C(q, q¯) = ZCFT (q, q¯)− ZCFT/H(q, q¯) . (D.23)
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The simplest example of this is again the cuspidal function obtained by applying the
non-diagonal algorithm to the ŝu(2)4 WZW model.
Here we consider a different example, namely the compact boson of radius R. We
subtract from its partition function that of its Z2 orbifold, giving [72]
C(q, q¯;R) = ZR(q, q¯)− ZR/Z2(q, q¯)
=
1
2
(
ZR(q, q¯)−
( |ϑ2ϑ3|
|η|2 +
|ϑ2ϑ4|
|η|2 +
|ϑ3ϑ4|
|η|2
))
=
1
2|η|2
(∑
e,m∈Z
q(e/R+mR/2)
2/2q¯(e/R−mR/2)
2/2 − (|ϑ2ϑ3|+ |ϑ2ϑ4|+ |ϑ3ϑ4|)
)
,
(D.24)
where ϑi are Jacobi theta functions. As q → 0 we have, using
√
ϑ2(q) ∼
√
2q1/8 and
ϑ3,4(q) ∼ 1,
C(q, q¯;R) ∼ 1
2
q−
1
24
η(q¯)
(
1−
√
ϑ3(q¯)ϑ4(q¯)
)
(q → 0 , q¯ fixed) . (D.25)
Thus we read off
m0 = − 1
24
. (D.26)
To determine x0 we take q¯ = q. In the convention R ≥
√
2, the lightest non-vacuum
states in ZR are electric (m = 0). Near q = 0,
C(q, q;R) ∼ 1
2
q−
1
12 ((1 + 2q
1
R2 + . . .)− (1 + 4q 18 + . . .)) . (D.27)
Thus we read off
x0 = − 1
12
+ min
(
1
R2
,
1
8
)
. (D.28)
This is cuspidal as long as R2 < 12.
E ŝu(N)k WZW data
Here we collect a few useful formulas about WZW models [72]. For a model based on
affine algebra ĝk, the central charge is
c(ĝk) =
k dim g
k + h∨
, (E.1)
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where g is the Lie algebra generated by zero modes. For g = su(N), the central charge,
which we denote c(N, k), is
c(N, k) =
k(N2 − 1)
(k +N)
. (E.2)
The ŝu(N)k representations that furnish primary states of WZW models are the highest-
weight, or so-called “integrable” representations. These are labeled by su(N) Young
diagrams with no more than k boxes across. If the associated weight vector is ~λ, then
the left-moving conformal weight is
h~λ =
C2(~λ)
k +N
, (E.3)
where C2(~λ) is the quadratic Casimir of su(N),
C2(~λ) =
∑
i<j
λiλj
i(N − j)
N
+
1
2
N−1∑
j=1
λj
[
λj
j(N − j)
N
+ j(N − j)
]
. (E.4)
The representation of lowest conformal weight is the fundamental, ~λ = (1, 0, 0, . . . , 0),
with
hmin = h =
N2 − 1
2N(k +N)
. (E.5)
Note that
h =
12
Nk
c
24
. (E.6)
Thus all primaries are above threshold, i.e. h > c
24
, when Nk < 12.
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