Recurrent Neural Networks in the Eye of Differential Equations by Niu, Murphy Yuezhen et al.
1Recurrent Neural Networks in the Eye of Differen-
tial Equations
Murphy Yuezhen Niu1, 2, 3∗, Isaac L. Chuang1, 2, Lior Horesh4, 5
1Department of Physics, Massachusetts Institute of Technology, 77 Massachusetts Av-
enue, Cambridge, MA, 02139
2Research Laboratory of Electronics, Massachusetts Institute of Technology, 77 Mas-
sachusetts Avenue, Cambridge, MA, 02139
3Google Inc., 340 Main Street, Venice, CA 90291
4Mathematics of AI, IBM Research, Yorktown Height, NY 10598
5MIT-IBM Watson AI Lab, Cambridge, MA 02142
Keywords: recurrent neural network, ordinary differential equation, Runge-Kutta method,
stability analysis, temporal dynamics of Neural Networks
Abstract
To understand the fundamental trade-offs between training stability, temporal dy-
namics and architectural complexity of recurrent Neural Networks (RNNs), we directly
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analyze RNN architectures using numerical methods of ordinary differential equations (ODEs).
We define a general family of RNNs–the ODERNNs–by relating the composition rules
of RNNs to integration methods of ODEs at discrete time steps. We show that the de-
gree of RNN’s functional nonlinearity n and the range of its temporal memory t can
be mapped to the corresponding stage of Runge-Kutta recursion and the order of time-
derivative of the ODEs. We prove that popular RNN architectures, such as LSTM and
URNN, fit into different orders of n-t-ODERNNs. This exact correspondence between
RNN and ODE helps us to establish the sufficient conditions for RNN training stability
and facilitates more flexible top-down designs of new RNN architectures using large
varieties of toolboxes from numerical integration of ODEs. We provide such an exam-
ple: Quantum-inspired Universal computing Neural Network (QUNN), which reduces
the required number of training parameters from polynomial in both data length and
temporal memory length to only linear in temporal memory length.
1 Introduction
Exciting progress (Haber and Ruthotto, 2017; Lu et al., 2017; Ruthotto et al., 2018;
Chen et al., 2018) has been made to unveil the common nature behind various transfor-
mations used in machine learning models, such as Neural Networks Haykin (1994) and
normalizing flows (Rezende and Mohamed, 2015), realized by a sequence of transfor-
mations between hidden states: these iterative updates can be viewed as integration of
either discrete or continuous differential equations. Such startling correspondence not
only deepens our understanding of the inner workings of neural network based machine
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learning algorithms, but also offer advanced numerical integration methods obtained
over the past century to the design of better learning architectures.
Haber et. al. are the first to map the residual neural network’s (ResNet’s) composi-
tion rules between hidden variables to the Euler discretization of continuous differential
equations, and the stability of ResNet training to the stability of the equivalent numeri-
cal integration methods. Leveraging such mapping, they significantly improve ResNet’s
stability by choosing the appropriate weight matrices whose spectrum properties guar-
antee its stable propagation. However, their analysis is limited to one kind of numerical
integration method applied to ResNet. More recently, Chen et. al. replace the conven-
tional neural network with its continuous limit: ordinary differential equations (ODEs).
These neural ODEs enjoy many advantages over conventional Neural Networks: back-
propagation is replaced by integration of conjugate variables representing the gradients
of the hidden variables; stability is improved with the use of adaptive numerical inte-
gration methods for ODEs; it can learn efficiently from time-sequential data that are
generated at unevenly separated physical times; and other improvements in the param-
eter and memory efficiencies. Yet such fully continuous extension of neural network
also faces its own challenges: it is inconvenient to use mini-batches with neural ODEs;
specific error in the backward integration of conjugate variable for state trajectory re-
construction can be amplified, and neural ODE’s large scale implementation cannot
directly benefit from the emerging hardware developed for tensor multiplication.
Since temporal discretization is nonetheless unavoidable in the machine-level inte-
gration of ODEs, why not keep the neural network paradigm but include a larger family
of ODE integration methods in addition to Euler discretization? A more generalized
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correspondence will open the door to complex neural network architectures inspired by
physical dynamics represented by ODEs. In particular, we are interested in recurrent
Neural Networks (RNNs) for their generality (conventional deep Neural Networks can
be regarded as the trivial type of RNN with trivial recurrence) and their capability to
learn complex dynamics that require temporal memories.
As indispensable tools for machine translation, robotic control, speech recognition
and various time-sequential tasks, RNNs are nonetheless limited in their application
due to their susceptibility to training instability that can be amplified by the recur-
rent connectivity. Various architectural redesigns are introduced to mitigate this prob-
lem (Hochreiter and Schmidhuber, 1997; Cho et al., 2014; Wermter et al., 1999; Jaeger
et al., 2007; Bengio et al., 2013; Cho et al., 2014; Koutnik et al., 2014; Mhaskar and
Poggio, 2016; Arjovsky et al., 2016b; Jing et al., 2016). These improved stability guar-
antees also come with an expense of additional architectural complexity (Jozefowicz
et al., 2015; Karpathy et al., 2015; Alpay et al., 2016; Greff et al., 2017). They point
to an underlying trade-off between the stability, temporal dynamics and architectural
complexity of RNN that is yet to be found. Establishing specific connections between
more general ODE methods with composition rules of RNN architectures can be the
first step towards understanding this stability-complexity trade-off.
In fact, Runge-Kutta methods (Runge, 1895; Kutta, 1901) are generalizations to
Euler’s method, which numerically solve ODEs with higher orders of functional non-
linearity through higher stages of recursion in their discrete integration rules. Since a
higher order time-derivative can be transformed to coupled first order ODEs, an n-stage
Runge-Kutta with t-coupled variables thus represents a tth order ODE with nth order
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temporal non-linearity. Different orders of Runge-Kutta methods not only facilitate dif-
ferent orders of convergence guarantees to the numerical integration; they also provide a
simple but accurate understanding of the underlying dynamics embodied by the ODEs.
In this work, we establish critical connections between RNN and ODE: the temporal
dynamics of RNN architectures can be represented by a specific numerical integration
method for a set of ODEs of a given order. Our result elucidates a fundamental trade-
off between training stability, temporal dynamics, and architectural complexity of RNN:
network’s stability and complexity of temporal dynamics can be increased by increas-
ing the length of temporal memory (Koutnik et al., 2014) and the degree of temporal
non-linearity, which on the other hand demands more non-local composition rules and
thus higher complexity of the network architecture as predicted by the corresponding
ODE integration method. This insight has practical implications when applying RNNs
to real-world problems. On the one hand, additional information about the training
data, such as its temporal correlation length obtained by lower level prepossessing, can
be valuable for the choice of RNN architectures. On the other hand, one can design
unconventional RNN architectures inspired by ODE counterparts for increased abil-
ity to represent complex temporal dynamics. For example, as opposed to autonomous
ODEs which do not explicitly depend on the physical time of the incoming temporal
data, RNNs based on non-autonomous dynamical ODEs have weight matrices specifi-
cally dependent on the input at each iteration after the training, or more concisely are
dynamical. This captures and generalizes now-common extensions to traditional RNN
structures, such as in the Neural Turing machine (Graves et al., 2014) which adds a
write and read gated function to the data-independent network to facilitate the learn-
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ing of arbitrary procedures. Illustrating the potential of this direction, we provide here
one such dynamical weight RNN construction, inspired by a quantum algorithm for
realizing universal quantum computation through the preparation of the ground state
of a ”clock-Hamiltonian” (Aharonov et al., 2008). A clock-Hamiltonian represents the
dynamical map between input and output of each temporal update, and is therefore
specifically input dependent.
Using this specific correspondence between general ODE integration methods and
RNN composition rules, we also identify a new property about RNN architecture: the
order of non-linearity in its represented temporal dynamics. Traditionally, the stability
of RNN is considered only with respect to its memory scale–represented by the order of
time-derivatives in discrete ODEs. However, we realized that the range of connectivity
between hidden layers in RNN can also affect the order of temporal non-linearity re-
flected in different stage of Runge-Kutta recursion. This offers us an additional insight
to the inner workings of RNNs that is helpful for designing more suitable architectures
given partial knowledge of the underlying physical dynamics of the data.
The structure of the paper are summarized as follows. In Sec. 2 we identify RNN’s
temporal memory scale t and the degree of non-linearity n to its underlying architec-
ture through an explicit correspondence to ODEs, by analyzing the discrete ODEs in-
tegration method that matches the RNN composition rules between hidden variables.
We show that t and n are respectively determined by the order of time-derivative and
the order of non-linearity of the ODEs that represent the RNN’s dynamics. We also
provide sufficient condition for training stability for any n-t-ODERNN. Existing RNN
architectures can thus be comprehended on the same ground according to their mem-
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LSTM GRU URNN CW-RNN QUNN
2-L-ODERNN 2-L-ODERNN 2-L-ODERNN L-L-ODERNN L-L-ODERNN
Table 1: Categorization of RNN architectures according to their temporal memory scale
and their order of non-linearity. LSTM (Hochreiter and Schmidhuber, 1997): long-term
short-term memory RNN with L hidden layers. GRU (Cho et al., 2014): gate model
recurrent neural network with L hidden layers. URNN (Arjovsky et al., 2016b): uni-
tary evolution recurrent neural network with L hidden layers. CW-RNN (Koutnik et al.,
2014): clockwork recurrent neural network with L hidden layers. QUNN: quantum
universal computing recurrent neural network with L hidden layers. n-t-ODERNN:
recurrent neural network whose temporal dynamics is represented by a discrete integra-
tion of tth order ODE recursion relation using nth order recursion methods.
ory scale and the non-linearity of their dynamics (Table. 1). In Sec. 3 we provide an
example of constructing new RNN architectures by choosing the appropriate underly-
ing ODE dynamics first: Quantum inspired Universal computing recurrent Neural Net-
work (QUNN). QUNN is unconventional in its specific time-dependence in the weight
matrix construction. The number of training parameters in QUNN grows linearly with
the temporal correlation length between input data which is otherwise independent of
the dimension of data itself. We discuss the implication of our results in Sec. 4.
2 Stable Recurrent Neural Network
The success of supervised machine learning techniques depends on the stability, the
representability and the computational overhead associated with the proposed training
architecture and training data. Careful engineering of network’s architectures are nec-
essary to realize these desirable properties since a generic neural network without any
structure is susceptible to exploding or vanishing gradients (Bengio et al., 1994; Pas-
canu et al., 2013).
The groundbreaking work by Haber et. al. (Haber and Ruthotto, 2017) provides an
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elegant solution to guaranteeing the stability of deep Neural Networks: understand the
neural network forward and backward propagation as a form of integration of discrete
ODEs. As an example, we look at a type of ResNet proposed in (Haber and Ruthotto,
2017). Let lth layer of hidden variable be Yl ∈ Rs×p and bias be bl ∈ Rs×p, to ensure
the stability of propagation. They introduce a conjugate variable Zl± 1
2
∈ Rs×p as a
intermediate step such that the propagation of neural network is described by
Zl+ 1
2
= Zl− 1
2
− hlσ(W>l Yl + bl), Yl+1 = Yl + σ(WlZl+ 1
2
+ bl). (1)
The dynamics of the above discrete ODE is stable regardless of the form of weight
matrix Wl (Haber and Ruthotto, 2017).
If RNN can be trained to represent temporal structures of physical data, its stability
and complexity should also be understandable through the physical dynamics repre-
sented by ODEs. We generalized the method by Haber and Ruthotto (2017) introduced
above to include higher order non-linearity and higher order time-derivative ODEs and
to apply it larger family of neural network that include existing architectures of RNNs
as special cases. We define an ODE recurrent neural network with nth order in non-
linearity and tth order in time-derivative (n-t-ODERNN) according to its propagation
rule: the update of n-t-ODERNN can be mapped to a generalized n-stage RungeKutta
integration with t coupled variables. The specific choice of Runge-Kutta method is
not essential to such generalization, and can be replaced by other integration method
that provides different architecture ansatz. Such generalization help us to provide a
sufficient condition for the stability criteria for any n-t-ODERNN. We then categorize
8
several existing RNN architectures into different n-t-ODERNN according to their tem-
poral memory scale and degree of non-linearity. Lastly, we define the n-2-ODERNN
with anti-Hermitian weight matrices as n-ARNN and prove the stability of 1-ARNN
and 2-ARNN.
2.1 nth order ODE Recurrent Neural Network
Definition 1. An ODE recurrent neural network of nth order in non-linearity tth order
in gradient (n-t-ODERNN), with integers n, t ≥ 1 and k ∈ [n], is described by the
update rule between input state value Yl ∈ Rs at time step l, the hidden variables of the
kth layer as Kk ∈ Rp with 1 ≤ k ≤ n, and output state value Yl+1 ∈ Rs as
K1 = σ1 (W1Yl + b1) , (2)
Kq = γqKq−1 + κqσq
(
WqYl−tq−1 + bq + h
n∑
k=1
αq,kKk
)
, (3)
Yl+1 = γn+1Yl + κn+1σq+1
(
Wn+1Yl−tn−1 + bn+1 + h
n∑
k=1
βkKk
)
(4)
where 2 ≤ q ≤ n; the time corresponding to each hidden layer obeys tk = bt knc with
the number of inputs in time coupled by the n hidden layers being t; the point-wise
activation function σ∗(◦) : Rp → Rp at each layer is a nonlinear map that preserves
the dimension of the input; the weight matrix at each layer is represented by Wq ∈
Rq2×q1 where q1 is the dimension of the input variable and q2 is the dimension of the
output variable of that layer; the scalar constant h changes the rate of update of hidden
variables between layers, the vector bq is the bias for the qth hidden layer, βk, γq, κq and
αq,k ∈ Rp×p are matrices served to rescale and rotate the hidden variables.
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To facilitate later discussions based on Definition 1, we name αq,k the RungeKutta
matrix and {βk} the Runge-Kutta weight matrices following similar notation in the
numerical integration of ODEs. Lastly, we define Burrage-Butcher tensor Q named
after its first inventors with each element defined by
Qi,j = βiαij + βjαji − βiβ>j (5)
which will be an important quantity in the stability analysis of the represented dynamics
to be discussed in Theorem 1.
Example 2-2-ODERNN . A 2-2-ODERNN is a four layer RNN with two hidden layers
that obey the composition rules:
K1 = σ1 (W1Yl + b1) , (6)
K2 = γ2K1 + κ2σ2 (W2Yl−1 + b2 + hα2,1K1) , (7)
Yl+1 = γ3Yl + κ3σ3
(
W3Yl−1 + b3 + h
2∑
k=1
βkKk
)
(8)
which is illustrated in Fig. 1. In comparison the connectivity for LSTM is represented
in Fig. 2, where the connection between input and output in Fig. 1 is replaced by the
output gate ot, the first hidden layerK1 is replaced by forget gate, and the second hidden
layer K2 is replaced by input gate and memory cell.
Definition 1 can be compared with the explicit or implicit Runge-Kutta method for
solving d
dt
~y = f(~y, t) where the vector ~y is an unknown function of time that ODE
solution provides. Recall that a tth order ODE can be mapped to the first order ODE
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Yl K2⊗ Yl+1
K1
Figure 1: Diagrammatic representation of 2-2-ODERNN, where the
∫
sign inside a cir-
cle represents the nonlinear activation function, and the ⊗ represents the time-delayed
feed forward. Each arrow represent the multiplication by a re-scaling factor: γ3 for the
arrow from Yl to Yl+1, κ2 for the arrow from
∫
sign to K1 , γ2 for the arrow from K1 to
K2, and βk for the arrow from Kk to
∫
sign.
Figure 2: Diagrammatic representation of peehole LSTM taken from Wikipedia
(2019), where the
∫
sign inside a circle represents the nonlinear activation function,
and the ⊗ represents the time-delayed feed forward.
with ~y of length t, each element of which is proportional to different order of discrete
time derivative of the original variable. The n-stage explicit or implicit Rugge-Kutta
method can be generalized to the following form for the solution to the ODE at the
discrete time tk with time step tk − tk−1 = δ given the solution ~yk−1 at the previous
time step through the following iteration:
~yk = ~yk−1 + δ
n∑
i=1
ei~ki (9)
~kq = f(dq~yk−1 +
n∑
j=1
δaqj~kj, tk−1 + cqδ) (10)
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where aq,j, ei, cq, dq are square matrices and determine the corresponding integration
method. For example, if we set aq,j = 0 for all q ≤ j, it gives us an explicit Runge-
Kutta method, otherwise it corresponds to an implicit Runge-Kutta method. The dif-
ference between the two methods is in the additional requirement of solving the linear
dependence of {~kq} in each iteration of implicit method, which lower the requirements
on f() for the numerical stability of the integration. If we treat the kth hidden layer
from the ODERNN as the kth stage of integration method above, and choose the matrix
dk to pick out the kth derivative which in discrete time-step corresponds to the variable
separated by kδ, the order of time derivative and the order of functional non-linearity of
n-t-ODERNN becomes self-evident.
With this explicit connection, we can directly apply the stability analysis of Runge-
Kutta method to the ODERNN with Theorem 1, which utilizes the notion of BN-
stability specified below in Definition 2. BN-stability was first proposed by (Dahlquist,
1979) to investigate stability of numerical schemes applied to nonlinear systems satis-
fying a monotonicity condition, which is a generalization of the “A” stability for linear
systems and widely used in analyzing the stability of high order Runge-Kutta methods.
Definition 2.The integration method for solving the nonlinear discretized ODE system
of equations ~˙y = f(~y, t) is BN-stable if it satisfies the following requirements. It is
monotonic: the inner product between the variable vector and the function vector is
non-negative 〈f(~x, t)−f(~y, t), ~x−~y〉 ≤ 0 for t ≥ 0; ~x, ~y ∈ Rs; and a small perturbation
at the initial state ~y′0 = ~y0 + δ0 does not amplify as step size increases: for any k
||~yk−1 − ~y′k−1|| ≤ ||~yk − ~y′k||. (11)
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Based on Definition 2, we are ready to provide a stability guarantee for the ODERNNs
in the following theorem.
Theorem 1. An n-t-ODERNN given by Eq. (6) is BN-stable if it satisfies the following
conditions:
I. The Burrage-Butcher tensor Q is positive semi-definite.
II. For any k ∈ [n], the matrix βk is positive semi-definite.
Proof : Since the composition rule of n-t-ODERNN can be mapped to that of an n
stage general implicit Runge-Kutta method, the BN-stability proof for Theorem 1.4
from Spijker (1980) directly applies. The monotonicity requirement (Dahlquist, 1979)
in Definition 2 is not sensitive to the gradient of the function and can also be replaced
by 〈f(~x, t) − f(~y, t), where we use ~x and ~y to represent the input and output of each
hidden layer of RNN, which obeys 〈~x− ~y〉 ≥ 0 for t ≥ 0; ~x, ~y ∈ Rs, which is naturally
satisfied by the rectified linear function or tanh.
2.2 Categorization of Existing RNNs
We apply this ODERNN framework to analyze some of the most widely used RNN
architectures in regard to their non-linearity and memory scale of their underlying dy-
namics.
Definition 3. A LSTM with L non-trivial hidden layers {K lt}, with l ∈ [L], at time
step t obeys the following propagation rules between hidden variables. Each K lt is of
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traditional RNN (LSTM) physical RNN (ODERNN)
Yl input at time step l state variable at time step l
Klj j
th hidden layer jth order increment of the gradient slope
γlj forget gate activation energy dissipation rate
αi,j weight matrix for hidden variable weight of ith increment in jth order slope
κlj input gate’s activation re-scale factor of normalized gradient function
σlj activation function of j
th hidden layer gradient function
Table 2: Comparison of the LSTM architecture and nth order ODERNN structure.
dimension n and is updated at each time step as follows:

i
f
o
g

=

σ1
σ2
σ3
σ4

W l
K l−1t
K lt−1
 (12)
clt = f ◦ clt−1 + i ◦ g (13)
K lt = o ◦ tanh(clt) (14)
where W l is of dimension 4n× 2n, ◦ represents the element-wise product, and the four
vectors, i, f, o, g each of dimension n, with the first three controlling which input will
be saved to influence the future output according to the above update rules in Eq. (13)
and (14).
Claim 1. For any LSTM with L hidden layers in Definition 3, there exists a 2-L-
ODERNN that realizes the same input-output relation.
Proof : For one layer RNN, we have the update rule for LSTM (Hochreiter and
14
Schmidhuber, 1997) as:
Kt = ft ◦Kt−1 + it ◦ σ2(WcYt−1 + UcKt−1 + bc), (15)
Yt = ot ◦ σ1(Kt) (16)
with vector coefficient determined by
ft = σ(WfYt−1 + UfKt−1 + bf ), (17)
it = σ(WiYt−1 + UiKt−1 + bi), ot = σ(WoYt−1 + UoKt−1 + bo) (18)
which is equivalent to setting n = 2, t = 1, γ2 = D[ft], κ2 = D[it],W2 = Wc, b2 =
bc, hα21 = Uc and γ2 = 0, κ2 = ot in n-t-ODERNN. Notice that the weight matrix
Wq in ODERNN can depend on time and is therefore able to include the memory de-
pendency from Kt−1. We use D[a] to represent a p × p diagonal matrix with each
diagonal element equal to each element of the vector a of length p. This is because the
element-wise product between two vectors can be re-written as diagonal matrix matrix
multiplication with the second vector: a ◦ b = D[a]b.
For multi-layer LSTM with L hidden layers, the only change is that the diagonal
matrices D[ft], D[it] and D[ot] are generalized to D[f lt ], D[i
l
t] and D[o
l
t], which not
only depend on the hidden variable of the same layer from the previous time step, but
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also the hidden variable of the same time step from a previous layer:
f lt = σ(WfK
l−1
t + UfK
l
t−1 + b
l
f ), (19)
ilt = σ(WiK
l−1
t + UiK
l
t−1 + b
l
i), (20)
olt = σ(WoK
l−1
t + UoK
l
t−1 + b
l
o) (21)
where K0t = Yt−1, and thus the non-linearity of the ODE increases by one when the
number of hidden layers increases by one, thus gives L-2-ODERNN for a L layer ar-
chitecture, Q. E. D..
Definition 4. A Gated Recurrent Unit (GRU) with L non-trivial hidden layers {K lt},
with l ∈ [L], at time step t obey the following propagation rules between hidden vari-
ables. Each K lt is of dimension n and is updated at each time step according to:
r
z
 =
σ
σ
W l
K l−1t
K lt−1
 (22)
K lt = (1− z) ◦K lt−1 + z ◦ tanh(W lxK l−1t +W lgr ◦K lt−1) (23)
where weight matrix W l is of dimension 2n× 2n, and weight matrices W lx and W lg are
both of dimension n× n, σ represents a given point-wise non-linearity.
Claim 2. For any GRU with L hidden layers as in Definition 4, there exists a 2-L-
ODERNN that realizes the same input-output relation between each layer of hidden
variables.
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For one layer GRU (Cho et al., 2014), we have the update rule as:
Yt = (1− z) ◦ Yt−1 + z ◦ tanh (WtYt−1 +Wgr ◦ Yt−1) , (24)
with z = σ(W zl Yt−1), r = σ(W
r
l Yt−1) (25)
we can rewrite r ◦ Yt−1 as σ′(W ql Yt−1), rewrite σ(W zl Y ) ◦ tanh(WtY ) as σ
′′
(Wt,lY )
and thus simplify the update rule to
Yt = (1− z) ◦ Yt−1 + σ′′
(
Wt,lYt−1 +W−1t,l Wgσ
′(W ql Yt−1)
)
(26)
which is equivalent to setting n = t = 2, γ2 = D[(1 − z)], κ2 = 1,W2 = Wt,l, b2 =
0, hα1 = W
−1
t,l Wg in n-t-ODERNN. This can be similarly generalized to multi-layer
GRU with L total hidden layers by defining the weight matrices D[(1 − z)] and D[r]
with:
z = σ(W zl Y
l
t−1 +W
z′
l Y
l−1
t ), r = σ(W
r
l Y
l
t−1 +W
r′
l Y
l−1
t ) (27)
which for lth layer it corresponds to L-2-ODERNN. Q. E. D..
Definition 5. A Unitary evolution Recurrent Neural Network (URNN) with L non-
trivial hidden layers {K lt}, with l ∈ [L], at time step t given input data at time step xt
obey the following propagation rules between hidden variables. Each K lt is of dimen-
sion n and is updated at each time step according to:
K lt = σ(WlK
l−1
t + Vlxt) (28)
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where the weight matrix Wl is of dimension n× n.
Claim 3. For any URNN (Arjovsky et al., 2016b) in Definition 5, there exists a 2-L-
ODERNN that realizes the same transformation of hidden variables.
Proof : The propagation rule of URNN between the hidden variable at time step t of
the lth layer with 1 ≤ l ≤ T can be realized by a 2-L-ODERNN by setting γq = 0
and Wq = 0 and choosing n = L and t = 2 in Eq. (6)–(8). URNN thus belongs to
2-L-ODERNN. Q.E.D.
Claim 4. There exists a L-L-ODERNN that realizes clockwork RNN (Koutnik et al.
(2014)) with L clocks.
Proof : The propagation rule for CW-RNN between input Yt at time step t, hidden layers
at the same time step Kt as well as from the previous time step Kt−1 and output Yt+1 is
described by:
Kt = σh (WH(t)Kt−1 +WI(t)Yt) , Yt+1 = σo (WoKt) (29)
where the dynamical weight matrices WH(t) and WI(t) are structured to store memory
of previous time steps in into different blocks with increasing duration of time delays
such that effectively one can rewriteWH(t)Kt−1 =
∑
j<t−1
[
Wjσ
t−j−1
j WH(j)Kj +WI(j)Yj
]
contributions from all previous step iteratively, and so is the clock structure in WI(t)Yt
which contributes to all hidden layers after t. This is equivalent to setting n = t = L
and γq = 0 in Eq. (6)–(8). CW-RNN thus belongs to L-L-ODERNN. Q.E.D.
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2.3 n-t-ARNN
Apart from the categorization of some of existing RNN architectures, this ODE method-
ology can also be applied to design new kinds of RNN starting first by choosing the or-
der of the ODERNN and the weight matrices. Now we showcase the advantage of such
top-down construction of RNN architecture: its length of temporal memory scale and
degree of temporal non-linearity are determined by design. Its application in reducing
the architectural complexity while guaranteeing the stability and representability will
be demonstrated in the next section.
Definition 3. The nth order ODE anti-Hermitian recurrent neural network (n-t-ARNN)
corresponds n-t-ODERNN with anti-Hermitian weight matrices.
Theorem 2. 1-2-ARNN with monotonic activation function σ∗(·) : Rn → Rn and
purely imaginary anti-Hermitian weight matrix is stable for h that satisfies ||hmaxk∈n λk[W1]|| <
1, where λk[W1] represents the kth eigenvalue of W1.
Proof : This will be proven in Theorem 5, where the original complex anti-Hermitian
matrix is embedded into a Hilbert space twice as large such that a purely imaginary anti-
Hermitian weight matrix guarantees the stability of the first order integration method.
Q.E.D.
Definition 4. An integration method that correspond to a map Φ : M → M for linear
space M is reversible with respect to a reversible differential equation that represent a
differential map ρ if Φ exists and the following holds:
ρ(Φ) = Φ−1(ρ). (30)
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Theorem 3. Both 2-2-ARNN and 1-2-ARNN are reversible.
Proof : It is not hard to see that 2-ARNN corresponds to the first order mid-point
integration and 1-ARNN corresponds to the symplectic Euler integration. Their re-
versibilities are guaranteed by the reversibility of these two integration schemes inside
the stble regime (Haber and Ruthotto, 2017). Q.E.D.
It is notable that the definition of n-t-ODERNN does not restrict weight matrices
to be independent of the input to each recursion step. This setup is less restrictive than
conventional definition of RNN and is indispensable for generalizing various architec-
tures of RNN under the same framework. Such generalization, however, is natural to its
ODE counterparts: a generic ODE can be non-autonomous.
The unification of different RNN architectures through n-t-ODERNN paves the way
for tailoring the temporal memory scale and the degree of non-linearity of RNN archi-
tecture towards the underlying data, while reducing the complexity overhead in the
learning architecture. We showcase one such application in RNN design in the next
section.
3 Quantum Inspired Universal Computing Neural Net-
work
Despite the complex structure of LSTM, a simple 2-L-ODERNN is able to represent the
same type of temporal dynamics as LSTM while providing specific stability guarantees
through Theorem 1. It is thus tempting to construct RNN starting from choosing the
appropriate ODE counterparts first. In this section, we provide such an example of
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RNN design, QUNN, by emulating the ODEs for quantum dynamics with the RNN
architectures.
For preparation, we bridge the gap between RNN dynamics and the quantum dy-
namics in its discrete realization in Sec. 3.1. We illustate the application of ODE-RNN
correspondence in designing better RNN architectures in Sec. 3.2, where we define a
QUNN construction inspired by a universal computation scheme in quantum systems
first conceived by Richard Feynman (Feynman, 1986).
3.1 Quantum Dynamics in the Eye of ODEs
The dynamics of a quantum system can be described by a first-order ordinary differen-
tial equation, namely the Schro¨dinger equation, where the quantum state represented by
the complex vector Y (t) at time t obeys:
d
dt
Y (t) = −iH(t)Y (t), (31)
where H(t) is a Hermitian matrix representing the system Hamiltonian and determin-
ing the dynamical evolution of the quantum state. The Hamiltonian matrix is nothing
more than the gradient with respect to time in the first order linear ODE. Despite such
fundamental linearity, the emergent phenomena in a sub-system by tracing out certain
elements in the state parameter Y (t) can be highly nonlinear.
The quantum dynamics represented by Eq. (31) can perform universal computa-
tion as first suggested by Richard Feynman in (Feynman, 1986): any Boolean function
can be encoded into the reversible evolution of a quantum system under the a system
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Hamiltonian that contains independent Hamiltonian terms polynomial in the number of
logical gates needed to describe the Boolean function. This result is captured by the
Theorem 5 in Appendix A.
The universality and reversibility of quantum dynamics inspire us to harness previ-
ous results by Kitaev and Aharonov et. al.(Kitaev et al., 2002; Aharonov et al., 2008)
to propose a RNN ansatzs resembling the construction of temporal dynamics through
the addition of a clock-Hamiltonian. There, the time evolution of a generic quantum
system can be represented by the lowest energy eigenstate of a clock Hamiltonian ma-
trix defined on an enlarged system. This clock Hamiltonian has two unique properties:
it is constructed using the quantum state trajectory of the target system, for periodic
system it contains only a fixed number of Hamiltonian terms proportional to the peri-
odicity. Based on our newly established connection between RNN and ODE, we can
construct RNN architectures whose temporal dynamics emulate quantum evolution un-
der the clock Hamiltonian.
3.2 Quantum-inspired RNN
We propose an RNN ansatz called quantum-inspired universal recurrent neural net-
work (QUNN). It reduces the number training parameters in temporal correlation length
from quadratic in traditional architectures to linear. We achieve this by constructing
weight matrices in hidden layers from the input data based on a quantum-inspired
ansatz. Such construction exploit the knowledge of temporal structure embodied by
the data itself. In comparison, traditional RNN weights are data independent and re-
main constant after the training. QUNN is thus able to represent a larger family of
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dynamical maps by utilizing the input to the network for the construction of dynamical
relations.
Definition 5. Let the temporal correlation length of training data be N . Quantum-
inspired universal recurrent neural network (QUNN) with N hidden layers is defined
as: a recurrent neural network architecture that transform the input state Yl, which could
be either a binary, real, or complex vector depending on the problem type, to the sub-
sequent output Yl+1 denoted by the integer index l ∈ {1, 2, ...., N} according the the
following three stages.
In the first stage, the incoming data is boosted to a higher dimension by a tensor
product with a clock state vector ~cl that marks the relative distance in the training data
sequence from the first input within the same data block of length L followed by a
nonlinear function: K1l = σ1 (Yl ⊗ ~cl) . We use σi(·) here and henceforth to represent
the monotonic and continuously differentiable point-wise nonlinear function of the ith
layer.
In the second step, the output of the first layer is passed into a L layer neural network
with a composition rule between the kth hidden layer Kkl given by
Kkl = SkK
k−1
l + σ2
(
HlK
k−1
l
)
, (32)
Hl = D
k
lW
k
l (33)
Dkl = (1− p1(l))I ⊗ Ic + p1(l)
[
I ⊗ (~cl−k~c>l )− I ⊗ (~cl~c>l−k)] (34)
W kl = (1− p2(l))W k−1l + p2(l)
[
(Yl−kY >l )⊗ (~cl−k~c>l )− (YlY >l−k)⊗ (~cl~c>l−k)
]
(35)
where we use Sk to represent a weight matrix similar to that for ResNet (Haber and
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Ruthotto, 2017) in front of the output from the previous hidden layer, the Dl consists of
identity matrix on both the original data space I and the clock space Ic weighted by 1−
p1(l) and a re-ordering operator weighted by a real scalar coefficient p1 ∈ [0, 1]. Notice
that ~c1~cTl−1 permutes the order of clock states which adds noise (Lu et al., 2017) as well
as correction to possibly temporally mislabeled training data. Such a permutation step
is in product with Wl, which records the flexible range of memory important for the
training: the scale factor p2(l) ∈ [0, 1] determines the length of temporal memory of
past inputs.
In the third step, the state is mapped back to the original data dimension by project-
ing it onto the corresponding clock vector for the next sequence of the incoming data
string:
Yl+1 = σL+1
(
Tr
[(
I ⊗ (~cl+1~c>l+1)
)
KLl
])
. (36)
Finally reset l = 1 if l ≥ N since the temporal correlation only exists within the block
of size N ; see Fig. 3 for the illustration of QUNN architecture.
Notice that the QUNN weight matrix changes dynamically according to Eq. (35),
meaning that they evolve with the input data within the active block of lengthN . This is
different from conventional definition of RNN where the weight matrix does not explic-
itly depend on the data, but such memory dependence is indirectly actuated through the
gate construction such as the forgetting unit fi in LSTM (Hochreiter and Schmidhuber,
1997). The multi-layer construction of LSTM facilitates longer temporal memory as the
hidden layer number N increases. The depth of the hidden layers in QUNN can also be
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Yl t=1:N
⊗
⊗
⊗
⊗
⊗
⊗
Dˆ1
Wˆ1
Dˆ2
Dˆ3
Wˆ2
Wˆ3
⊗
⊗
Hˆ1 Hˆ2 Hˆ 3 Hˆ L Yl+1σσσσ
Figure 3: QUNN arcitecture: ⊗ represents tensor product of input with delays, oval
marked by t = 1 : N represents different values of delays, and σ∗ represents nonlinear
activation functions at different layers.
QUNN LSTM URNN n-t-ODERNN
memory scale n 2 2 t
order of nonlinearity n n n n
stability Yes ? Yes ?
depth n+ 2 n n n
training parameters O(n) O(n2) O(n2) ?
origin Schro¨dinger equation Ad Hoc Unitarity ODE
Table 3: A top-down comparison between QUNN, LSTM, URNN and n-t-ODERNN
structure.
interpreted as both the order of the corresponding ODE recursion relation and the order
of nonlinearity that corresponds to the stage of Runge-Kutta method, as illustrated in
Fig. 3. A QUNN with L hidden layers thus corresponds to a L-L-ODERNN. The the
general QUNN stability can be ensured by choosing parameters in Eq. (32) and (35)
according to the requirements in Theorem 1.
Our top-down design of QUNN is compared with some of existing RNN archi-
tectures in Table. 3. QUNN have longer range of memory scale than both LSTM and
URNN, i.e., the order of time derivatives in the corresponding ODE is higher in QUNN.
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This comes with a price of additional layers of embedding in RNN architecture seen in
the depth difference. The data-dependent construction of QUNN weight matrices can
also slow down the convergence of the training process. And certain pre-processing
of data, such as calculating the autocorrelation function, is needed to give a good es-
timate of N to make QUNN effective. But QUNN can reduce the total number of
training paramters from LSTM, offering potential advantage to its training efficiency.
This show cases the distinction between an ad hoc heuristic approach and physically
inspired approach to RNN designs.
4 Conclusion
We propose an ODE theoretical framework for understanding RNN architectures’s or-
der of non-linearity, length of memory scales and training stability. We apply this anal-
ysis to many existing RNN architectures, including LSTM, GRU, URNN, CW-RNN
and identify the improved nonlinearity obtained by CW-RNN. Examing RNN through
the eyes of ODEs help us to design new RNN architectures inspired by dynamics and
stability of different ODEs and associated integration methods. As an example, we
showcase the design of an RNN based on the ODEs of quantum dynamics of univer-
sal quantum computation. We show that in the case when the temporal correlation is
known and the input data comes in active blocks, QUNN provides a quadratic reduction
in the number of training parameters as a function of temporal correlation length than
generic LSTM architectures. Our findings point to an exciting direction of developing
new machine learning tools by harnessing physical knowledge of both the data and the
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column vector row vector matrix inner product tensor product Hadamard product
classical Yl Y >l Wl Z
>
l Yl Yl ⊗ Zl Yl ◦ Zl
quantum |Yl〉 〈Yl| Wˆl 〈Zl|Yl〉 |Yl〉 ⊗ |Zl〉 Dˆ[Yl]|Zl〉
Table 4: Comparison of the representation of linear algebra in quantum and in classical
literature.
neural network itself.
A parallel and recently published work on designing stable RNN based on ODEs
with antisymmetric weight matrices by Chang et al. (2019) came to our attention after
the completion of this work. There, a stable RNN architecture is proposed and imple-
mented, which have important practical applications in improving the state-of-the-art
RNN performance. In comparison, we have focused on theoretical analysis on general
RNN architectures, which include the RNN design from Chang et al. (2019) as a spe-
cific case of n-t-ARNN defined in Sec.2.3 by setting n = 1 and t equals the number of
connected hidden layers. And our stability proof is applicable for any RNN designed
based on ODE integration methods. We aim at establishing a firm theoretical ground
for a wider application of numerical toolbox in the study of Neural Networks instead
of providing a ready-to-use RNN architecture. But more heuristic testing remains to be
done to fully understand the practical use of tailoring temporal non-linearity of RNNs
defined in this work.
A Proof of Theorem 5.
Theorem 5. Any Boolean function from the uniform family f : {0, 1}n → {0, 1}n
can be mapped to a unique fixed point of ODE evolution with its characteristic function
containing polynomial in n many parameters.
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Proof. By definition, any polynomial-time uniform Boolean function can be repre-
sented by a deterministic Turing machine that runs in polynomial time Lc and outputs
the circuit description Cn if given 1n as input. We only need to show that there exists
a one-on-one mapping between a deterministic Turing machine of polynomial runtime
and a set of ODEs that represents quantum dynamical evolution. The read and write
process of a Turing machine can be mapped a rotation in the Hilbert space of input and
output ~rj, ~wj ∈ H at the jth time step as:
Uj = ~wj × ~r>j , (37)
where our use of |wj〉 and the associated quantum notation henceforth is explained in
Table 4. To keep track of the update in its relative location within each active block, we
tensor product such matrix with a time step update matrix |j + 1〉〈j|c which increase
the book-keeping of time j by one. So the overall unitary takes the form:
Uj ⊗ |j + 1〉〈j|c = |wj〉〈rj| ⊗ |j + 1〉〈j|c. (38)
Moreover, we add the inverse process of such Turing computing step to satisfy the
Hermiticity of the overall matrix Hˆj:
Hˆj = |wj〉〈rj| ⊗ |j + 1〉〈j|c + |rj〉〈wj| ⊗ |j〉〈j + 1|c, (39)
whose eigenvalues are purely imaginary. This consists of one step of reversible formu-
lation of any TM computation step. Summing up all the corresponding steps for a TM
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that halts at step Lc, we obtain a Hermitian matrix that encode both the forward and
backward computation process of a conventional TM. The ground state energy of this
Hamiltonian, or the absolute value of the lowest eigenvalues, is not necessarily zero. If
we like to ensure that the ground state which corresponds to the process of TM compu-
tation step is the fixed-point of the dynamical evolution, we need to add two additional
term to obtain the overall Hamiltonian:
HˆTM =
Lc∑
j=1
(I ⊗ |j〉〈j|c − |wj〉〈rj| ⊗ |j + 1〉〈j|c −|rj〉〈wj| ⊗ |j〉〈j + 1|c + I × |j + 1〉〈j + 1|c)
whose lowest eigenvalue is exactly zero Aharonov et al. (2008).
It is shown in Aharonov et al. (2008) that the zero energy ground state of the above
Hamiltonian is
|ψ0〉 = 1√
Lc
Lc∑
j=1
|wj〉 ⊗ |j + 1〉 (40)
which is not only unique but also separated from other eigenstates in eigenvalues by
a gap. Projecting the this ground state onto the clock state |Lc〉c gives the output of
the Turing machine that describe the desired Boolean function. Since, a polynomial
runtime Turing machine can be described by polynomial sized computational tap Lc,
the size of Uj is also polynomial in the number of bits. Since the total number of terms
inside this Hamiltonian equals the number of time steps Lc in the deterministic Turing
machine of the uniform Boolean functions, it is also polynomial in number of bits of
the Boolean function input. Q. E. D.
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