Traveltime tomography using transmission data has been widely used for static corrections and for obtaining near-surface models for seismic depth imaging. More recently, it is also being used to build initial models for full-waveform inversion. The classic traveltime tomography approach based on ray tracing has difficulties in handling large data sets arising from current seismic acquisition surveys. Some of these difficulties can be addressed using the adjoint-state method, due to its low memory requirement and numerical efficiency. By coupling the gradient computation to nonlinear optimization, it avoids the need for explicit computation of the Fréchet derivative matrix. Furthermore, its cost is equivalent to twice the solution of the forwardmodeling problem, irrespective of the size of the input data. The presence of anisotropy in the subsurface has been well established during the past few decades. The improved seismic images obtained by incorporating anisotropy into the seismic processing workflow justify the effort. However, previous literature on the adjoint-state method has only addressed the isotropic approximation of the subsurface. We have extended the adjointstate technique for first-arrival traveltime tomography to vertical transversely isotropic (VTI) media. Because δ is weakly resolvable from surface seismic alone, we have developed the mathematical framework and procedure to invert for v NMO and η. Our numerical tests on the VTI SEAM model demonstrate the ability of the algorithm to invert for near-surface model parameters and reveal the accuracy achievable by the algorithm.
INTRODUCTION
First-arrival traveltime (FAT) tomography has been used for nearsurface modeling, which has been used for static corrections in complex media (Marsden, 1993; Bergman et al., 2004) , as well as an initial model for depth migration (Dessa et al., 2004) and fullwaveform inversion (FWI) (Brenders and Pratt, 2007; Virieux and Operto, 2009 ). FAT tomography is composed of two parts, namely, the forward modeling and the inversion. In forward modeling, given a background medium, the FATs are computed by solving the corresponding eikonal equation. The inversion part aims to find the medium parameters that minimize the difference between the measurements and the modeled FATs. The difference between the traveltimes is measured by a cost function.
Minimization of the cost function is a nonlinear optimization problem. In the classical approach of ray-based tomography, it is solved iteratively by linearization of the tomography operator. At each iteration, the forward-modeling operator is linearized with respect to the initial medium parameters. Then, the linearized tomography problem is solved to compute the update on the initial model parameters. Linearization of the tomography operator requires computation of the Fréchet derivative of the forward-modeling operator, which can be explicitly computed by using the ray equations coming from the solution of the eikonal equation. Then, the linearized tomography operator can be inverted iteratively (Zelt and Barton, 1998; Woodward et al., 2008) . The cost of computation and storage of the linearized tomography operator increases with the amount of available data, as well as the number of medium parameters.
Alternatively, the nonlinear optimization problem can be combined with the adjoint-state method to avoid explicit computation and storage of the Fréchet derivatives (Leung and Qian, 2006; Plessix, 2006) . By comparison, the cost of computing the gradient of the cost function using the adjoint method is on the same order as twice Manuscript received by the Editor 1 September 2015; revised manuscript received 23 December 2015; published online 27 May 2016. 1 the cost of the forward problem (Taillandier et al., 2009) . The amount of memory required is governed by the size of the discretized model space and is independent of the available data. Another advantage of the adjoint-state method is that the gradient calculation can be carried out shot-by-shot; therefore, the adjoint-state computation can be distributed over many processors. Despite these attractive features of the adjoint-state method for FAT tomography, its development has been limited to isotropic medium due to unavailability of efficient eikonal solvers for anisotropic media. The recent work of Waheed et al. (2014 Waheed et al. ( , 2015a on efficient anisotropic eikonal solvers has made it possible to extend the adjoint-state method to the anisotropic case (Waheed and Alkhalifah, 2015) .
The advent of prestack depth migration demonstrated the need for accurate representation of the subsurface and, hence, the necessity for incorporation of anisotropy into the seismic processing workflow. Furthermore, as data acquisition is progressing toward longer and longer offsets, anisotropy is more pronounced in the measurements. However, inverting for multiple parameters further complicates the already nonlinear inversion process due to the inherent trade-off between parameters (Alkhalifah and Plessix, 2014) .
P-wave kinematics in vertical transversely isotropic (VTI) medium is controlled predominantly by three parameters (Alkhalifah, 2011). A successful inversion requires an appropriate choice of these parameters to limit the trade-off between the parameters and to reduce the null space of the inversion procedure. For optimal parameter resolution, we characterize a VTI medium through the NMO velocity v NMO , the anellipticity anisotropy parameter η, and the Thomsen's anisotropy parameter δ, as suggested by Stopin and Plessix (2014) .
In this paper, we use the adjoint-state method for FAT tomography in VTI media. As suggested by earlier studies, δ is weakly resolvable from surface seismic alone (Plessix and Cao, 2011) ; therefore, we invert for v NMO and η. Our framework enables incorporation of borehole measurements into the adjoint-state formulation. This adds the information needed to resolve the δ parameter. The rest of the paper is organized as follows: First, we develop theoretical framework for adjoint-state method in VTI media. This is followed by a discussion on issues pertaining to the implementation of the method. Then, we highlight the challenge associated with inverting multiple parameters and address possible solutions. Finally, we test the algorithm on a synthetic benchmark model to demonstrate the accuracy achievable by the algorithm.
THEORY
FAT tomography aims to find the medium parameters that minimize the difference between the observed and modeled traveltimes. The difference is quantified by a cost function, which we choose to be the least-squares misfit function J given the model parameters m. For a single shot located at s, we define the misfit function by
where the integration is taken over receivers r located on the acquisition surface ∂Ω. T comp ðm; rÞ and T obs ðrÞ denote the FAT computed for a particular model m and the observed traveltimes from the measurements, respectively.
Eikonal solver
Throughout the remainder of our derivation, we only consider the case of a 2D VTI earth model. The domain of inversion is denoted by Ω ⊂ R 2 , and an arbitrary point in Ω is denoted by x ¼ ðx; zÞ ∈ R 2 , where x and z are intended to denote the usual lateral and depth oriented coordinates, respectively. Sources and receivers are denoted by s; r ∈ R 2 , respectively. Our approach is not restricted to this particular case, but for ease of presentation, and the purposes of an initial study of anisotropic FAT tomography, we believe it is sufficient to first consider the 2D case in detail. The derivation of the adjoint-state method for the full 3D tilted orthorhombic case proceeds in precisely the same manner as the derivation we present here, and thus our method is readily generalizable to higher order symmetries .
We parameterize our VTI model with the pseudoacoustic velocity parameters v NMO ðxÞ, ηðxÞ, and δðxÞ. Here, v NMO is the NMO velocity, η is the anellipticity anisotropy parameter, and δ is Thomsen's anisotropy parameters (Alkhalifah, 2011) . Under this parameterization, the FATs satisfy the acoustic VTI eikonal equation:
with the point source condition
where TðxÞ is the traveltime from a source s to a point x in the subsurface Ω. The solution of equation 2 can be computed efficiently by fast sweeping methods (Zhao, 2005) . Specifically, we use an iterative fast sweeping-based algorithm to solve the acoustic anisotropic eikonal equation. The details of the algorithm can be found in Waheed et al. (2015b) .
Adjoint-state method
The adjoint-state method computes the gradient of the misfit function. The state variable is traveltime T, and the solution of the VTI eikonal equation provides the link between T and the unknown model m ¼ ðv NMO ; η; δÞ. The adjoint-state variables are introduced through the Lagrangian formulation and of the augmented misfit functional: Lðv NMO ; η; δ; T; λÞ ¼ 1 2 
A perturbation δT ¼ ϵT in the state variable yields a perturbation δF of the form
where ð:Þ ⊺ denotes the transpose operation and
We obtain the adjoint-state equations by enforcing
Expanding the perturbation in the functional L, we obtain δL ¼
Applying the divergence theorem to the last term in the above equation, we get
where n is the unit outward normal of the boundary. To satisfy equation 8, we require that the two terms in equation 10 are null. Therefore, on the surface, λ is the solution of n:ðLðrÞλðrÞÞ ¼ T comp ðrÞ − T obs ðrÞ;
and within the subsurface, λ is obtained by solving
The vector LðxÞ is given in equation 7. First, the residuals T comp ðrÞ − T obs ðrÞ are obtained by solving the forward problem. Then, the adjoint variable is initialized according to equation 11 using the obtained residuals. Then, λ is back propagated in the current model to the source position. The equations to solve for adjointstate variable λ in presence of borehole measurements are given in Appendix A.
Next, we obtain the gradient of the misfit function J with respect to the model parameters. First, observe that
The perturbation of F with respect to v NMO is given by
where ϵṽ NMO is a small perturbation to v NMO .
Therefore, we obtain the Fréchet derivative of J with respect to v NMO as the linear operator ð∂J∕∂v NMO Þ∶δv NMO → δJ given by
By a similar procedure, we obtain
Once the gradient of the misfit function ∇J is computed, we can use a gradient method or equivalent to update the model parameters
where the step length α k is a positive scalar.
Solving for the adjoint-state variable
Here, we describe a fast sweeping method needed to solve for the adjoint-state variable λ. The algorithm is adapted from the one developed for the isotropic case by Leung and Qian (2006) .
In 2D, the adjoint-state equation 12 can be rewritten as
where
For a computational cell centered at ðx i ; z j Þ, discretizing equation 18 using a first-order finite-difference approximation, in the conservative form yields α iþ 
where Δx and Δz are the grid spacing in the x-and z-directions, respectively. The values of λ on grid interfaces λ iAEð1∕2Þ;j and λ i;jAEð1∕2Þ are determined according to the propagation of characteristics. For example, in the case when a iþð1∕2Þ;j > 0, the characteristics for determining λ goes from the left side of the interface to the right side. This means that we use the value λ i;j to define λ iþð1∕2Þ;j . Otherwise, we use λ iþ1;j to define λ iþð1∕2Þ;j . The same strategy is applied to obtain values of α and β on the interfaces. Let us introduce the following notations:
Then, equation 20 becomes
which can be rewritten as
This equation expresses λ i;j as a function of its neighboring values λ iAE1;j and λ i;jAE1 . The values of a and b need to be specified at the cell interfaces ðx iAE1 ; z j Þ and ðx i ; z jAE1 Þ as per the following relations:
We design a new fast sweeping method to solve equation 23. The algorithm is similar to the one described in Leung and Qian (2006) to solve the adjoint equation for isotropic media.
IMPLEMENTATION DETAILS
In this section, we will address practical issues pertaining to implementation of the adjoint-state formulation described in the previous section.
Smoothing the gradient
The gradient of the misfit function ∇J is key in driving the optimization algorithm toward the global minima. However, the gradient obtained by numerically solving equations 15 and 16 needs smoothing before being used to update the model. The misfit function is highly nonlinear in nature, particularly when anisotropy is taken into account. Smoothing aims to prevent the algorithm from getting trapped in one of the many local minima (Bording et al., 1987; Bunks et al., 1995; Woodward et al., 2008) . In this regard, we begin with a large filter length and gradually reduce it. This is a form of preconditioner we use to help with the convergence of our algorithm.
Another reason to smooth the gradient is to prevent against the strong source signature present in the computed gradient. To illustrate this point, consider an isotropic Marmousi model shown in Figure 1a . The model is 8.8 km wide and 2.88 km in depth. A grid spacing of 12 m is used in both directions. The starting velocity model is a vðzÞ model as shown in Figure 1b . We consider receivers spread on the surface at a spacing of 12 m and compute gradients due to 73 sources evenly spread over the surface. Finally, we sum the gradients due to different sources to compute the total gradient, as shown in Figure 2a cal models. The gradient after using triangular smoothing with a filter length of 50 grid points or 1 km along both dimensions is shown in Figure 2b .
Considering quality of the inversion result and computational cost, we propose a four stage filtering scheme. Beginning the inversion with a filter length of 50 grid points or 1 km along both dimensions, we gradually reduce it to the maximum distance between two consecutive sources.
Parallel computation of the gradient
A major advantage of the adjoint-state method is the ease of parallel implementation. The gradient computation is carried out separately for each shot location before being summed to give the total gradient. These computations are entirely independent from one shot to another, and therefore can be easily distributed across several processors. This results in a significant reduction of the computation time. We parallelize the code using OpenMP. Each processor handles one shot at a time and computes the gradient for it. Once gradient computation for all shots is completed, these gradients are summed to yield the total gradient, as shown in Figure 2a . Because the major cost of tomography lies in gradient computation, parallelization of this step increases the computational speed roughly by a factor equivalent to the number of processors available.
Model update
Once the gradient of the misfit function is obtained, a local descent optimization method can be used to iteratively update the model and to reduce the misfit. A general form of the update scheme using gradient method is
where α k is the step length to update the model in the search direction s k . We use the method of nonlinear conjugate gradient that decreases the misfit along the conjugate gradient direction
Among the several proposed ways to compute β, we found the Polak-Ribière scheme with automatic reset to have the best convergence properties:
To compute an optimal step length α, we need to solve a 1D optimization problem:
A global minimizer of this optimization problem is computationally too expensive to identify. Therefore, we use an inexact line search algorithm satisfying the strong Wolfe criteria, namely the sufficient decrease condition and the curvature condition. A pseudocode for the line search algorithm can be found in Nocedal and Wright (2006) .
THE CHALLENGE OF MULTIPARAMETER INVERSION
The major complication in anisotropic tomography arises due to the need of inverting for multiple parameters. In this regard, the choice of right parameters to characterize the anisotropic medium is essential. This will help in reducing the crosstalk between parameters. We use v NMO ; η, and δ to characterize the VTI model. Several studies have pointed at the inherent ambiguity between the depth and the anisotropy parameter (Alkhalifah and Tsvankin, 1995; Plessix and Cao, 2011) . Therefore, we keep δ fixed and invert for v NMO and η. This choice of parameters has also been used by Stopin and Plessix (2014) , who use it for diving wave FWI. However, Cheng et al. (2014) use vertical velocity v 0 and η for surface seismic FWI. In fact, both choices are equivalent because in both cases, δ is kept fixed, and the two velocities are related as v NMO ¼ v 0 ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ 2δ p . Another difficulty associated with inverting for multiple parameters is the fact that the effects due to different parameters are coupled in the gradient. This creates ambiguity in identifying which parameter contributed to what part of the gradient. To illustrate this point, consider original v NMO and η models as shown in Figure 3 . We assume 
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the starting model to be the same as the original model apart from the anomaly.
Using receivers spread on the surface 12 m apart, we compute the gradient of the misfit function using 73 equispaced sources. The resulting gradient after smoothing is shown in Figure 4 . Notice that the gradient captures the presence of anomalies at the correct locations. However, while updating the model, it is ambiguous as to which parameter to update. There is a strong likelihood due to this ambiguity that the updates due to one parameter leaks into the other and vice versa.
We will address our strategy to combat this challenge in the next section.
NUMERICAL TEST
In this section, we test the anisotropic tomography algorithm to invert for v NMO and η for the VTI SEAM model. The model parameters are shown in Figure 5 . We consider part of the original model, which is 40 km wide and 13.5 km in depth. We use a total of 101 shots with a shot interval of 400 m. Receivers are spread 20 m apart on the surface. We use a vertically varying model as a starting model for v NMO . The velocity at the surface is 2 km∕s and it increases with a gradient of 0.3 s −1 . The starting model for η is a highly smoothed version of the original η model. The smoothing window is 4 km in both dimensions. We show part of the original and starting v NMO that is covered by diving waves in Figure 6a and 6b, respectively. Similarly, part of the original and starting η model that is resolved by diving waves is shown in Figure 7a and 7b, respectively.
For anisotropic media, velocity has a first-order effect on the kinematics of wave propagation, whereas the anisotropy parameters η has a second-order effect. Therefore, we use a hierarchical updating mechanism. First, we begin the inversion by updating v NMO only until it drives the misfit function close to a minimum. Then, we fix v NMO and invert for η. This approach breaks the complicated multiparameter inversion problem into, a more manageable, two single-parameter inversion problems. The inverted v NMO and η parameters are shown in Figures 6c and 7c , respectively. Comparing Figure 6a and 6c, we observe that the long wavelength features of v NMO have been well-recovered by inversion, particularly the hump on the left part of the model approximately 4 km deep. Also the macrofeatures in the η model are reasonably well-recovered. Figure 8 compares profiles from the original (red), the starting (magenta), and the inverted (blue) model. For v NMO , the incorrect starting velocities have been corrected significantly to follow the low-frequency trend. For η, the correction also follows the general trend apart from a few regions, where the update is made opposite to the variation in the original η model. This results from the inherent coupling between the parameters. To show convergence history, we consider the residual normalized with respect to the initial residual. A history of the normalized residual is shown in Figure 9 . For several source locations, Figure 10 presents the traveltimes observed at the surface (red) and those computed using the starting model (magenta) and the inverted model (blue). Our results show that the traveltimes obtained from the inverted model is in agreement with the data.
As mentioned above, we use a hierarchical update scheme where we first invert for v NMO only, keeping η fixed, and then update η after v NMO has converged to a solution. However, it is not as obvious when to switch between parameters during the inversion due to the coupling between these parameters. A strategy to identify this switching point could use common-image gathers and iteratively correct for the initial guess about the switching point until the gathers are flattened.
We use a fairly simple and cost-efficient procedure to address this problem. The approach assumes knowledge of the upper bound on η, which can come from a priori knowledge of the geology of the area. First, we force all the update into velocity, saving a few instances of the inverted v NMO ; for example, those corresponding to the residual value equal to 10% and 5% of the original residual. Next, we use v NMO obtained when the remaining residual was 10% of its original value to invert for η, while thresholding it to the known largest value it can attain. Because η is very sensitive to errors in velocity, if the inverted η model will exhibit values mostly around its threshold, we observe that updates from velocity are being forced into η and take this as an indication that the value of 10% is early for switching the update parameter. We illustrate this point in Figure 11 , where we plot the inverted η obtained by switching from v NMO to η.
Next, we consider the v NMO corresponding to 5% residual value and use it to invert η. If the update in η will have minor changes compared with the starting η model, we take this as a sign that the η updates are absorbed in the v NMO updates. Figure 12 Inverted η model, where we switched from v NMO to η after (a) the optimal switching point, and (b) an η profile comparing the original (red), the starting (magenta), and the inverted (blue) model for this case. Notice that minor updates were made to the starting η model indicating that the optimal switching point had already passed.
trates this point. This indicates that the point for switching between parameters, corresponding to the least crosstalk between recovered v NMO and η, lies between the two residual values. Using this strategy, we obtained the inversion results shown in Figures 6c and 7c.
CONCLUSIONS
FAT tomography has been used for near-surface modeling, which has been used for static corrections in complex media, as well as an initial model for depth migration and FWI. Determination of nearsurface model parameters is a key step in imaging deeper structures. Incorporation of anisotropy is inevitable for high-end near-surface modeling, microseismic-source localization, and fractured reservoir characterization. A robust, feasible, and efficient FAT tomography method for anisotropic media is a valuable tool for these applications.
In this paper, we extended the adjoint-state method to invert for parameters in a VTI medium. Using a hierarchical scheme, we inverted for v NMO and η parameter. We also develop mathematical framework for incorporating borehole measurements into the adjoint-state technique, which will be crucial in inversion for δ parameter (Appendix A). The mathematical formulation developed here can be easily extended, in a similar way, to lower anisotropic symmetries, such as orthorhombic. Through synthetic test, we demonstrate accuracy and robustness of the algorithm. The algorithm can also be used for accurate single-parameter inversion, where the information regarding other parameters come from other sources, such as reflection tomography, etc.
