Internal wave-wave interaction theories and observations support a parameterization for the turbulent dissipation rate and eddy diffusivity K that depends on internal wave shear ͗V z 2 ͘ and strain ͗ z 2 ͘ variances. Its latest incarnation is applied to about 3500 lowered ADCP/CTD profiles from the Indian, Pacific, North Atlantic, and Southern Oceans. Inferred diffusivities K are functions of latitude and depth, ranging from 0.03 ϫ 10 Ϫ4 m 2 s Ϫ1 within 2°of the equator to (0.4-0.5) ϫ 10 Ϫ4 m 2 s Ϫ1 at 50°-70°. Diffusivities K also increase with depth in tropical and subtropical waters. Diffusivities below 4500-m depth exhibit a peak of 0.7 ϫ 10 Ϫ4 m 2 s Ϫ1 between 20°and 30°, latitudes where semidiurnal parametric subharmonic instability is expected to be active. Turbulence is highly heterogeneous. Though the bulk of the vertically integrated dissipation ͐ is contributed from the main pycnocline, hotspots in ͐ show some correlation with small-scale bottom roughness and near-bottom flow at sites where strong surface tidal dissipation resulting from tide-topography interactions has been implicated. Average vertically integrated dissipation rates are 1.0 mW m
͘ variances. Its latest incarnation is applied to about 3500 lowered ADCP/CTD profiles from the Indian, Pacific, North Atlantic, and Southern Oceans. Inferred diffusivities K are functions of latitude and depth, ranging from 0.03 ϫ 10 Ϫ4 m 2 s Ϫ1 within 2°of the equator to (0.4-0.5) ϫ 10 Ϫ4 m 2 s Ϫ1 at 50°-70°. Diffusivities K also increase with depth in tropical and subtropical waters. Diffusivities below 4500-m depth exhibit a peak of 0.7 ϫ 10 Ϫ4 m 2 s Ϫ1 between 20°and 30°, latitudes where semidiurnal parametric subharmonic instability is expected to be active. Turbulence is highly heterogeneous. Though the bulk of the vertically integrated dissipation ͐ is contributed from the main pycnocline, hotspots in ͐ show some correlation with small-scale bottom roughness and near-bottom flow at sites where strong surface tidal dissipation resulting from tide-topography interactions has been implicated. Average vertically integrated dissipation rates are 1.0 mW m
Ϫ2
, lying closer to the 0.8 mW m Ϫ2 expected for a canonical (Garrett and Munk) internal wave spectrum than the global-averaged deep-ocean surface tide loss of 3.3 mW m Ϫ2 .
Introduction
Turbulent mixing modifies water masses, maintains ocean stratification and drives the global conveyor belt's thermohaline circulation (Munk and Wunsch 1998; Wunsch and Ferrari 2004; Ganachaud and Wunsch 2000) . For a 1D vertical advective-diffusive balance w*ٌ ϭ Kٌ 2 , Munk (1966) argued that the observed abyssal stratification requires an average diapycnal diffusivity K ϭ 10 Ϫ4 m 2 s Ϫ1 given the creation rate of bottom water at high latitudes (ϵw* ϭ 1 cm day Ϫ1 for spatially uniform upwelling). This prediction was supported by a sector numerical model (Bryan 1987) , which required diffusivities O(10 Ϫ4 m 2 s
Ϫ1
) to produce a realistically thick pycnocline.
However, recent decades of microstructure measurements (e.g., Gregg 1987 ) and tracer-release experiments (Ledwell et al. 1993; have established that mixing in the stratified midlatitude ocean interior away from boundaries is an order of magnitude weaker O(0.1 ϫ 10 Ϫ4 m 2 s
). This includes waters over flat abyssal basins and gentle slopes (Toole et al. 1994 ; Kunze and Sanford 1996; Polzin et al. 1997) . It has therefore been argued that elevated mixing must be confined to the boundaries and stirred into the ocean interior along isopycnals. A debate has emerged as to whether mixing is concentrated at (i) rough topography (Kunze and Sanford 1996; Munk and Wunsch 1998) or (ii) high latitudes (Toggweiler and Samuels 1993; Gnanadesikan 1999; Naveira Garabato et al. 2003) . A simplified theory by Samelson (2004) shows that one can get comparable midlatitude stratification with either mechanism.
Turbulent mixing of 100-1000 times the ocean interior values is found over seamounts (Nabatov and Ozmidov 1988; Kunze and Toole 1997; Lueck and Mudge 1997) , ridges (Althaus et al. 2003; Klymak et al. 2006) , canyons (St. Laurent et al. 2001; Carter and Gregg 2002) , and hydraulically controlled passages between basins (Roemmich et al. 1996; Polzin et al. 1996; Ferron et al. 1998 ). However, this elevated mixing is extremely localized. Whether such topographically enhanced mixing is sufficiently intense or widespread to be globally significant remains uncertain. For example, Kunze and Toole (1997) used a simple averaging scheme to suggest that, in the North Pacific, there was insufficient topographically enhanced mixing shallower than 4000-m depth to more than double the interior diffusivity. Below 4000-m depth, they inferred basinaveraged abyssal diffusivities of O(10 Ϫ4 m 2 s Ϫ1 ).
Most mixing estimates to date have been based on specialized shear and temperature microstructure data with O(1 cm) resolution (e.g., Oakey 1982) . Such measurements are usually made in localized experiments focusing on dynamical processes and only rarely extend into abyssal waters (Toole et al. 1994; Polzin et al. 1997 ; Klymak et al. 2006) . At the other extreme, mixing has been inferred by closing property budgets in large boxes using hydrographic data (Ganachaud and Wunsch 2000; Sloyan and Rintoul 2000; Naveira Garabato et al. 2003) , an approach susceptible to errors resulting from temporal variability.
A number of indirect methods for inferring turbulent mixing have been developed over the past two decades. These range from O(1 m) outer turbulence scales to O(10-100 m) finescale internal wave scales. At outer turbulence scales, Thorpe overturns (Dillon 1982; Galbraith and Kelley 1996) represent potential energy available for turbulence production and unstable Richardson numbers (Kunze et al. 1990; Peters et al. 1995; Polzin 1996) represent available kinetic energy. Weak-triad (McComas and Müller 1981) and raytracing (Henyey et al. 1986 ) internal wave-wave interaction theories have been used predict the rate of energy transfer through the internal wave vertical wavenumber spectrum toward small scales and turbulence production p ϭ (1 ϩ ␥). The resulting parameterizations can be expressed in terms of finescale internal wave shear ͗V z 2 ͘ and strain ͗ z 2 ͘ variances. In this paper, we apply this parameterization's most recent iteration (Gregg et al. 2003) to about 3500 full-depth lowered ADCP (LADCP)/CTD profiles from the Indian, Pacific, North Atlantic, and Southern Oceans. These parameterizations were originally formulated for dissipation rate . Here, we express them in terms of diapycnal turbulent eddy diffusivities K ϭ ␥/N 2 (Osborn 1980) , assuming an upper bound "mixing efficiency" ␥ ϭ 0.2 (Oakey 1982) . This work extends similar calculations made in the Scotia Sea (Naveira Garabato et al. 2004b) , Southern Ocean (Sloyan 2005) , and Nordic seas (Walter 2003; Naveira Garabato et al. 2004a) . It also explores latitudinal dependence (Hibiya and Nagasawa 2004) in a broader oceanic context.
Finescale parameterizations
Scalings for turbulence based on internal wave-wave interaction theory were first validated against oceanic data by Gregg (1989) , reproducing the observed average microstructure estimates to within a factor of 2 in four midlatitude datasets having internal wave fields well described by the Garrett and Munk (GM) model (Munk 1981; Gregg and Kunze 1991) . The most recent incarnation depends on both shear and strain variance as Gregg et al. 2003) , where
͘ is shear variance from the GM model spectrum (Gregg and Kunze 1991; Kunze et al. 1992 ) treated in the same way as the observed variance ͗V z 2 ͘, 30°) , and N 0 ϭ 5.2 ϫ 10 Ϫ3 rad s
Ϫ1
. The shear/strain variance ratio
is a measure of the internal wave field's aspect ratio and frequency content (Henyey 1991; Kunze et al. 1990; Polzin et al. 1995) because, for a single wave,
For the GM frequency spectrum, GM R ϭ 3.
The dependence on f /N is such that j ( f/N ), and hence K, vanish as f/N → 0, consistent with the much weaker turbulent dissipation rates found on the equator than at midlatitudes given the shear variance (Gregg et al. 2003) . Parameterization (1) produces diffusivities lower by a factor of 2 than those of Polzin et al. (1995) for high diffusivities O(10 ϫ 10 Ϫ4 m 2 s Ϫ1 ), and higher by a factor of 2 than those of Sun and Kunze (1999) for low diffusivities O(0.1 ϫ 10 Ϫ4 m 2 s Ϫ1 ). Parameterization (1) can also be expressed in terms of strain variance and the shear/strain ratio as
where
The motivation for examining a strain-based parameterization (2) with a prescribed shear/strain variance ratio is that, if reliable, it could be applied to much more extensive CTD and profiling float data (e.g., Mauritzen et al. 2002; Kunze 2003) . The dependencies of (1) and (2) on shear/strain variance ratio R are displayed in Fig. 1 . For a GM shear/ strain ratio ( GM R ϭ 3), functions h 1 (R ) ϭ h 2 (R ) ϭ 1 by construction. Both differ by more than an order of magnitude for shear/strain ratios approaching 1 (nonrotating continuum k f for which the parameterization blows up because of the R dependences in the denominators of h 1 and h 2 ) or 20 (inertial). That is, if the shear-based parameterization (1) is used with a fixed shear/strain ratio, dissipation rates are overestimated if the shear/strain ratio is higher than assumed and underestimated if the ratio is lower than assumed. The reverse is true for the strain-based parameterization (2). Parameterizations (1) and (2) fail on the continental shelf (MacKinnon and Gregg 2003) because the shelf internal wave field does not satisfy bandwidth assumptions, and in canyons (Kunze et al. 2002; Carter and Gregg 2002) . These parameterizations do not account for mixing from sources other than linear internal waves with a broad bandwidth spectrum, for example, solitons, hydraulic jumps, and double diffusion.
In the following, we present eddy diffusivities K inferred from parameterization (1) with inputs of GMnormalized lowered ADCP shear variances from vertical wavelengths of z ϭ 150-320 m (to avoid instrument noise at smaller wavelengths) and GM-normalized CTD strain variances of z ϭ 10-150 m (to avoid contamination by background stratification from z Ͼ 150 m). Shear-and-strain diffusivities [(1)] are also compared with strain-based diffusivities [(2)] where the shear/strain variance ratio is assumed either to be (i) the Garrett and Munk shear/strain variance ratio GM R ϭ 3 (Munk 1981) , or (ii) R ϭ 7 consistent with our observations (see Fig. 3 ).
Data and methods
During the World Ocean Circulation Experiment (WOCE) and subsequent hydrographic cruises, fulldepth lowered ADCP velocity profiles were often collected during CTD casts. Here, we examine about 3500 LADCP/CTD profiles collected from the Indian, Pacific, North Atlantic, and Southern Oceans during 1991-2004 (see information online at http://www.whpo. ucsd.edu).
To infer turbulent mixing using parameterization (1), we need to quantify internal wave shear and strain variances as compared with the Garrett and Munk spectral model values (Cairns and Williams 1976; Gregg and Kunze 1991) . Velocity profiles from a variety of 300-kHz narrowband and 150-kHz broadband lowered ADCPs are used. Profiles were processed on a 10-or 20-m-depth grid with software developed either at the University of Hawaii or Lamont-Doherty Earth Observatory, Columbia University. Rms noise levels are about (3.2 cm s Ϫ1 )/nping 1/2 under optimal conditions for a large number of scatterers (Polzin et al. 2002) . Here, nping Ϸ 120 is the number of pings typically averaged into each depth bin. This noise level is underestimated by a factor of ͌3 on average (see Fig. 2) because of nonoptimal conditions, likely a paucity of FIG. 1. Dependence on the shear/strain variance ratio R in Gregg et al.'s (2003) shear-based parameterization (1), that is, h 1 (R ) (solid), and strain-based parameterization (2), that is,
scatterers. Instrument noise was not found to be a strong function of instrument or dataset; the narrowband instruments' reduced accuracy was apparently compensated by its higher frequency and ping rate. To quantify shear variance ͗V z 2 ͘, profiles were broken into half-overlapping 320-m-long segments, starting from the bottom. This yields roughly 40 000 segments. A linear fit is removed and the segments are windowed at both ends with 10% sin 2 tapers before Fourier transforming. Shear spectra are formed from the Fourier coefficients (U r , U i , V r , V i ), normalized by the segment-averaged stratification
2 (z) dz and corrected for high-wavenumber attenuation associated with data processing [(4) ], where nping ϭ 120 (thin colored dotted curves). The spectra are binned with respect to the GM-normalized strain variance (legend to right). The GM model spectra ( j* ϭ 3) for normalized shear (thick black dotted) and strain (thin black dotted) are roughly flat at low wavenumber and roll off as k z Ϫ1 for z Ͻ 10 m. Saturated model spectra correspond to the black dotted curves of slope k z Ϫ1 at all wavenumbers. Vertical dotted (solid) lines demark the integration limits for shear (strain) variance.
where the notation S[y](x) denotes the spectra of variable y as a function of x. The spectral correction,
with sinc(x) ϭ sin(x)/(x), takes into account smoothing associated with range averaging, finite differencing, interpolation, and instrument tilting (possibly overcompensated). It ignores horizontal smoothing resulting from beam spreading, which Polzin et al. (2002) found to be a minor effect for typical LADCP beam configurations and red spectrum oceanic internal wave fields. The 10% sin 2 taper was not compensated for so variances (diffusivities) may be underestimated by 5% (10%).
Buoyancy-frequency-normalized shear variances ͗V z 2 ͘/N 2 for (1) were quantified by integrating the spectra from the minimum vertical wavenumber (min k z corresponding to z ϭ 320 m) to a maximum wavenumber (max k z corresponding to z ϭ 150 m) that avoids contamination by instrument noise at higher wavenumbers (see Fig. 2 
This limits shear variance estimates to contributions from only two wavenumbers. For flat shear spectra, removal of the linear fit may lead to underestimating variance in the lowest wavenumber by 10%, and variance squared [(1)] by 20%. The GM model shear variances used to normalize the observed variances were computed over the same wavenumber band Gregg and Kunze 1991) , where
Ϫ3 rad s Ϫ1 , and E 0 ϭ 6.3 ϫ 10
Ϫ5
. The GM model shear spectrum rolls off as k z Ϫ1 for wavenumbers higher than k c corresponding to c ϭ 10 m at GM levels [see Fig. 2 , not shown in (6)]. The saturated shear spectrum (Smith et al. 1987; Tsuda et al. 1989 ) matches the high-wavenumber k z Ϫ1 part of the GM spectrum (k z Ͼ k c ), but extends this spectral slope to lower wavenumbers,
The saturated spectrum [ (7)] thus has more low-wavenumber variance than the GM model. As the level of the low-wavenumber part of the internal wave spectrum rises, the roll-off wavenumber k c is thought to shift to lower wavenumbers, such that Ek c ϭ 2E 0 /(10 m) ϭ constant and the high-wavenumber part of the spectrum (k z Ͼ k c ) is saturated [ (7)]. The CTD profiles have 1-or 2-m vertical resolution. Uncertainties are ϳ0.0005°C for temperature and ϳ0.002 psu for salinity, consistent with WOCE guidelines, except for some of the tropical Indian data for which early tests of Falmouth Scientific sensors had higher noise levels.
Internal wave strain is estimated from both buoyancy frequency z ϭ (N 2 Ϫ N 2 )/N 2 and potential temperature z ϭ ( z Ϫ z )/ z where "mean" stratifications N 2 and z are based on quadratic fits to each profile segment following Polzin et al. (1995) . The buoyancy frequency estimate can be sensitive to salinity noise when stratification is weak, while temperature-inferred strain can be contaminated by finescale watermass variability (e.g., thermohaline interleaving). Both are susceptible to overestimation in the presence of sharp pycnoclines. This is a particular problem at the base of the surface mixed layer. Below 320-m depth, contamination by the background stratification appears to be confined to ver- FIG. 3 . Bin averages of shear/strain variance ratio R with respect to stratification N from ϳ17 000 profile segments. Boxes accompanied by error bars are from lowered ADCP/CTD profiles. The dotted diagonal represents the expected signal resulting from LADCP noise contamination on shear variance ͗V z 2 ͘, assuming that buoyancy frequency N and strain variance ͗ z 2 ͘ are noise free. Uncertainties are based on std devs of R . The box size is proportional to the number of data points going into the average, with these numbers ranging from 10 to 12 000. Note that the explicit N dependence in R is canceled by an implicit N dependence in the shear variance ͗V z 2 ͘ for WKB scaling of internal waves. The right axis indicates the frequency /f corresponding to the shear/strain variance ratio for a single internal wave. tical wavelengths z Ͼ 150 m as evidenced by the excessive redness of the lower-variance strain spectra at the lowest resolved wavenumbers (see Fig. 2 ).
To infer finescale strain variances for turbulence parameterization (1), profiles were broken into 256-m segments with each segment starting at the bottom of a half-overlapping 320-m-long shear segment. The strain z segments are windowed at both ends with a 10% sin 2 taper before Fourier transforming to obtain strain spectra
where Z r and Z i are the cosine and sine coefficients for strain z , and sinc 2 (2 m/ z ) is the spectral correction for first differencing inherent in the gradients. Strain variances ͗ z 2 ͘ were obtained by integrating the spectra from a minimum vertical wavenumber min k z (corresponding to vertical wavelength z ϭ 150 m) to a maximum wavenumber (max k z corresponding to z Ͼ 10 m),
Following Gargett's (1990) concerns about underestimating the internal wave variance if the spectrum becomes saturated at wavelengths z Ͼ 10 m, the integration is confined to ͗ z 2 ͘ Յ 0.1; this corresponds to a max k z with z ϭ 25 m for the GM model spectrum. The GM model strain variances were computed over the same wavenumber band
The buoyancy frequency strain ratio ͗ z 2 ͘/ GM ͗ z 2 ͘ was substituted into finescale parameterization (1) because it appeared well behaved even in weak abyssal stratifications. Note that, for shear, z ϭ 150 m is the smallest wavelength included in the variance estimate, while for strain, z ϭ 150 m is the largest wavelength included. Thus, normalizing by GM variances over the appropriate respective wavenumber bands is crucial.
However, if the gradient spectra do not have the same shape as the GM model, the relative contributions of shear or strain could be misrepresented. Also, note that shear variance is computed at the lower edge of the wavenumber band where wave-wave interactions are thought to dominate internal wave dynamics (Hirst 1991) .
Spectra and instrument noise
Figure 2 displays vertical wavenumber spectra for buoyancy-frequency strain S[ z ](k z ) and buoyancyfrequency-normalized shear S[V z /N](k z ), both binned with respect to GM-normalized strain variance ͗ z 2 ͘/ GM ͗ z 2 ͘. Only bins containing more than 1% (390) of the segments are shown. These have GM-normalized strain variances ranging from 0.2-0.5 to 5-10, with 85% of the segments having ͗ z 2 ͘/ GM ͗ z 2 ͘ ranging from 0.5 to 5. Strain variances show evidence of being influenced by background stratification at wavelengths z Ͼ 150 m where the spectra are redder than GM; this motivates the lower bound for the strain variance integration (9). For low variances, the strain spectra tend to be flat or slightly blue at mid-wavenumbers ( z ϭ 10-150 m), and then roll off roughly as k z Ϫ3/2 at the highest resolved wavenumbers ( z Ͻ 10 m), consistent with saturation (7).
As strain variances increase, the low-wavenumber spectral level rises and becomes flatter. In the highest two variance bins, the high-wavenumber steepening occurs at progressively lower wavenumbers, consistent with saturated finescale spectral theory (dotted, Smith et al. 1987; Tsuda et al. 1989; Gargett 1990 ).
Shear spectral levels in Fig. 2 also increase with GMnormalized strain variance ͗ z 2 ͘/ GM ͗ z 2 ͘. Shear spectra become increasingly blue at higher wavenumbers ( z Ͻ 150 m) because of instrument noise; this motivates setting the upper bound for the shear variance integration at a max k z corresponding to z ϭ 100 m [(5)]. At lower wavenumbers, the spectra are above the noise spectra but are still blue because of removal of a linear fit from the velocity profile segment. The shear noise spectra (thin dotted curves) are consistent with the uncorrected velocity noise having a white vertical wavenumber spectrum. Its level is about 3 times the optimal instrument noise discussed in section 3.
From Fig. 2 , it is clear that the largest source of error is LADCP instrument noise contaminating the shear estimate. Assuming that oceanic shear decreases with decreasing stratification as in the GM model and instrument noise is independent of stratification N, contamination by noise should be most severe for weak stratification. This is borne out in Fig. 3 of shear/strain variance ratios R binned with respect to buoyancy frequency N. For N Ͼ N err (ϭ 4.5 ϫ 10 Ϫ4 rad s Ϫ1 ), the shear/strain ratio R ϭ 7 Ϯ 3 is a little over twice the canonical GM value of 3. This implies that the ocean internal wave field has more energy in the near-inertial peak than the Garrett and Munk model (Munk 1981 . At N Ͻ N err , the shear/strain ratio rises sharply, commensurate with expected increasing relative contributions from instrument noise (dotted diagonal). Thus, shear variance estimates for N Ͻ N err are dominated by instrument noise and are unusable. In what follows, we will use parameterization (1) with shear and strain estimates for N Ͼ N err and parameterization (2) with strain estimates and an assumed shear/strain ratio R ϭ 7 for N Ͻ N err . Because they did not recognize this instrument error, Naveira Garabato et al. (2003) overestimate shear-and strain-inferred diffusivities by an order of magnitude in the bottom 500-1000 m of the Scotia Sea. Note that R ϭ 7, even for profiles very close to the equator ( f ϭ 0) where internal waves should have R ϭ 1. This implies that equatorial internal waves are dominated by internal wave signals generated off of the equator. These may form meridional standing modes because of the close proximity of turning latitudes. 
Regional results
Figure 4 displays station locations in the Indian, Pacific, and North Atlantic Oceans. Latitudinal and seasonal distributions are listed in Tables 1 and 2 . With the exception of the North Atlantic, where the bulk of the sampling is between 40°and 60°, there is a sampling bias toward equatorial waters and 30°-40°. Latitudes poleward of 40°are undersampled in winter months. Both meridional and zonal sampling is good in the Indian Ocean (Fig. 4a) , though there are only two tracks running poleward of 40°S. Coverage is sparser in the Pacific (Fig. 4b) , but most latitudes and longitudes have some sampling available with the equatorial Pacific being particularly well sampled. In the Atlantic (Fig. 4c) , sampling is largely confined to the Northern FIG. 5. Roughly zonal sections of depth-averaged velocity (BT), average velocity in the bottom 500 m (500 mab), vertically integrated dissipation rate ͐ ϭ 0 ͐ z1 ϪH dz , small-scale topographic variance var(H ), near-inertial wind speed (WIND), semidiurnal tide speed (TIDE), and single-estimate eddy diffusivity K across the Gulf of Aden, Arabian Sea, and Bay of Bengal (I01) along 10°N in the North Indian Ocean (Fig. 4a) . White corresponds to K ϭ 0.1 ϫ 10 Ϫ4 m 2 s
Ϫ1
, blue is lower and red to yellow is higher. Diffusivities in the shallowest two bins are not shown if the shear/strain variance ratio falls below 2.0 to avoid instances in which the strain estimate is contaminated by sharp pycnoclines. The horizontal axis is distance along the section r. Black dots at the top of the K section indicate station locations. Gaps greater than 200 km have been collapsed to 200 km and are marked with vertical dotted lines in the ͐ and var(H ) panels and a vertical white line in the K panel. Scales for barotropic, 500-mab, tidal, and wind speed are indicated by the thick bars to the right.
Hemisphere. Three overlying A24 lines in the eastern polar gyre form a triangle between the Azores, Greenland, and the British Isles. The other three lines provide meridional coverage, but there is no comprehensive zonal coverage.
a. Sections
Sample sections of inferred eddy diffusivity K and vertically integrated dissipation rate ͐ ϭ 0 ͐ for the 48 h preceding the cast. The barotropic flow may be contaminated by temporal variability, particularly in deeper casts that take more than an hour to complete. Because the barotropic and 500-mab average flows are "instantaneous," they may either over-or underestimate rms flows associated with time-varying fluctuations, such as the tides. On the other hand, semidiurnal tidal currents will not include subinertial contributions. The 500-mab currents typically agree with barotropic currents where the latter exceed 10 cm s Ϫ1 . Semidiurnal tidal currents are typically smaller than both barotropic and 500-mab currents in contrast to Luyten and Stommel's (1991) finding that surface tides dominated barotropic and near-bottom currents.
Tidal, internal wave, and subinertial flows interacting with bottom topography can produce elevated internal wave levels through various mechanisms (Kunze and Llewellyn Smith 2004) , including internal tide generation (Bell 1975; Baines 1982; Llewellyn Smith and Young 2003; St. Laurent and Garrett 2002) , internal wave critical reflection (Eriksen 1982) , and scattering (Müller and Xu 1992) and internal lee wave generation (Bell 1975; MacCready and Pawlak 2001) . The Smith and Sandwell (1997) satellite-derived topography, though the best-available global dataset, has insufficient resolution to examine most of these processes. However, Goff and Jordan (1988) have shown that ocean bathymetry has well-behaved horizontal wavenumber spectra so that variance at lower wavenumbers can be taken as a crude measure of variance on unresolved smaller topographic scales.
Zonal sections from the Indian and Pacific Oceans (Figs. 5-8) show inferred diffusivities K below 0.1 ϫ 10 Ϫ4 m 2 s Ϫ1 in the upper 2000-3000 m. Low diffusivities extend to the bottom in the Bay of Bengal where topographic roughness var(H ) is particularly low (Fig. 5) . High diffusivities are found in the bottom 1000 m and extending up into the main pycnocline over Carlsberg FIG. 7 . Zonal section along 32°S (Fig. 4a) . See Fig. 5 for details. Note that these profiles were not absolute because of lack of GPS information, and therefore absolute barotropic and 500-mab velocities could not be computed.
Ridge (Fig. 5) , north of Madagascar (Fig. 6) , the Madagascar Plateau, and the southwest Indian Ridge (Fig. 7) ; south of Japan; and over the Sitito Iozima Ridge (Fig.  8) , which are all locations of high topographic roughness var(H ) and near-bottom flows. Particularly strong diffusivities are found in the bottom 1000 m along 32°S in the Indian Ocean (Fig. 7) . For stratifications N Ͻ 5 ϫ 10 Ϫ4 rad s Ϫ1 , instrument noise contaminates LADCP shear variance (Fig. 3) , so diffusivities and dissipation rates are estimated from CTD strain and a constant shear/strain variance ratio R ϭ 7 using (2). At the transition, diffusivities are often discontinuous with higher values at slightly stronger stratifications and lower at slightly weaker stratifications (e.g., near-bottom banding in Fig. 8 ). This could be because of either (i) overestimating shear variance resulting from noise contamination at slightly higher stratifications or (ii) underestimating because of the choice of the shear/strain ratio at lower stratifications.
Vertically integrated dissipation rates ͐ are dominated by contributions from the upper 1000 m and so are unaffected by low-N abyssal uncertainties. Typically, ͐ are at or below levels expected for the canoni- gasar (Fig. 6) , at the southwest Indian Ridge in the Pacific (Fig. 7) , and around Japan and the Sitito Iozima Ridge (Fig. 8) . Note that bathymetry is comparably rough in the east and west Indian Ocean along 32°S (Fig. 6 ), but currents are stronger to the west as are dissipations ͐ . Nowhere does ͐ exceed the average deep-ocean surface tide dissipation (3.3 mW m
Ϫ2
; Egbert and Ray 2001) by a factor of 3.
Meridional sections from the Indian, eastern Pacific, and North Atlantic (Figs. 9-11 ) also show large swaths of diffusivity below 10 Ϫ5 m 2 s Ϫ1 , extending throughout the full water column. These are mostly associated with equatorial latitudes. The highest diffusivities K found are in the trough northeast of the Kerguelen Plateau (Figs. 9 and 4a), as previously described by Polzin and Firing (1997) . Diffusivities are also elevated, though to a lesser extent, in the trough south of the AustralianAntarctic Rise to the east (Fig. 9) . Currents here are not tidal but are associated with the Antarctic Circumpolar Current system. High diffusivities also extend above the Ninety East Ridge near 10°S.
In the Pacific (Fig. 10) , high diffusivities K and vertically integrated dissipation rates ͐ are associated with the Sala y Gomez Ridge at 20°-30°S, which has rough FIG. 9. Roughly meridional section running north in the Bay of Bengal, then south to Antarctica along 95°then 80°E (I08, Fig. 4a ), then shifting east and running north along 115°E to the southwest corner of Australia. See Fig. 5 for details.
topography oriented normal to semidiurnal tidal currents. In the North Atlantic (Fig. 11) , diffusivities are mostly below 10 Ϫ5 m 2 s
Ϫ1
. The highest dissipation rates are only slightly above GM levels at 20°-30°N, over the East Azores Fracture Zone (FZ) between 40°and 50°N, at Rockall Bank, and on the Icelandic continental slope.
b. Dissipation maps
An assessment of all the profiles can be obtained from maps of vertically integrated dissipation rate ͐ ϭ 0 ͐ z1 ϪH dz (Figs. 12a-c) . Most values are below those expected for a canonical midlatitude (GM) internal wave field with numbers an order of magnitude smaller about the equator because of the latitudinal dependence j( f/N) in (1). However, even at mid-and high latitudes, values are most often below GM expectations. Higher ͐ are associated with topographic features such as the southwest Indian Ridge (Fig. 12a) and Mid-Atlantic Ridge (Fig. 12c) . High ͐ are also found northeast of the Kerguelen Plateau in the southeast Indian Ocean (Fig. 12a) . As seen in the sections, the highest dissipation rates are comparable to estimates of average deep-ocean surface tide dissipation based on satellite altimetry (3.3 mW m
Ϫ2
; Egbert and Ray 2001). FIG. 10 . Roughly meridional section running from Baja California south along 110°-115°W to 70°S, then north from Punta Arenas, Chile, across the equator along 90°W (Fig. 4b) . See  Fig. 5 for details.
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c. Average profiles
Average diffusivity profiles ͗K͘ from the Indian (Fig.  13) , Pacific (Fig. 14) , North Atlantic (Fig. 15) , and Southern (Fig. 16 ) are found in the North Atlantic and Southern Oceans where sampling is weighted to high latitudes (Table 1) . Average diffusivities only approach 10 Ϫ4 m 2 s Ϫ1 near the bottom (h ϭ 0 mab) in the North Atlantic and Southern Oceans. Strain-based diffusivities from (2) with a shear/ strain variance ratio R ϭ 7 agree to within a factor of 2 with shear-and-strain diffusivities from (1), except for depths z ϭ 1000-2000 m in the Indian where the shear/ strain variance ratio R ϭ 4 and below z ϭ 1000 m in the Southern Ocean where R ϭ 10. Agreement between the two parameterizations appears to be better in height above bottom h than depth z coordinates. Strain-based diffusivities using the GM shear/strain ratio GM R ϭ 3 fall short everywhere.
Dissipation rates ͗(z)͘ lie between the GM prescrip-
) and the level expected for a diffusivity K ϭ 10 Ϫ4 m 2 s
Ϫ1
. The shear/strain variance ratio R is lower in the highlatitude main pycnocline than at depth and lower latitudes.
Dependence on environmental parameters
Ideally, one could infer turbulent mixing from background environmental and forcing conditions without having to measure in situ shear and strain. Here, we explore to what extent inferred diffusivities K could be FIG. 11 . Meridional section running from 7°S to Iceland in the mid-Atlantic (A16N, Fig. 4c ).
related to the following known crude environmental parameters: latitude, buoyancy frequency, bottom roughness, tidal currents, and inertial winds. Depth and latitude dependence are displayed in Figs. 17 and 18. Diffusivities K fall off very sharply near the equator. Off the equator, diffusivities increase with latitude in water depths z Ͻ 4000 m. Much of this latitude dependence can be explained by the j( f/N 0 ) in (1) (dotted curve in Fig. 18a ) so normalizing by j( f/N 0 ) (Fig. 18b) removes most of it. Still, K/j( f/N 0 ) has minima at the equator and maxima between 10°-30°a nd 45°-55°. In the upper 1000 m, the highest diffusivities are found at the highest sampled latitudes of 60°-70°. In midwater column (z ϭ 2000-4000 m), maxima of 0.8 ϫ 10 Ϫ4 m 2 s Ϫ1 are slightly equatorward at 50°-60°a nd between 20°and 30°. In abyssal waters (z Ͼ 4000 m), there are also maxima of (0.5-1.0) ϫ 10 Ϫ4 m 2 s Ϫ1 at 20°-30° (Fig. 18a) . Latitudes of 20°-30°are thought to be where parametric subharmonic instability is especially active in cascading energy from low-mode semidiurnal internal tides to high-wavenumber near-inertial waves (Furuichi et al. 2005 is found between 50°and 60°at 5000-and 500-m depth. Abyssal upwelling is weak between latitudes of 20°and 40°. Its vertical structure is consistent with an equatorward abyssal and poleward intermediate Sverdrup flow ϭ (f /␤)(‫ץ‬w/‫ץ‬z) at all latitudes. These curves are insensitive to whether only water depths greater than 4000, 3000, or 2000 m are included in the averaging. We caution that this does not take into account meridional flows driven by wind stress curl, only those resulting from mixing. FIG. 13 . Average Indian Ocean profiles of dissipation rate , eddy diffusivity K, and shear/strain variance ratio R as a function of (top) depth z and (bottom) height above bottom h. Dotted lines in the and K panels correspond to GM (0.05 ϫ 10 Ϫ4 m 2 s
Ϫ1
) and 10 Ϫ4 m 2 s Ϫ1 diffusivities, respectively. Blue curves correspond to shear-and-strain estimates from (1), red curves correspond to strain-based estimates from (2) with a constant shear/strain variance ratio R ϭ 7 (Fig. 3) , and green curves correspond to strainbased estimates with a GM shear/strain variance ratio GM R ϭ 3. If the shear/strain variance ratio was less than 3 in the shallowest two bins, strain ͗ z 2 ͘ was replaced with shear normalized by stratification and R ϭ 7, i.e., ͗V z 2 ͘/(7N 2 ).
FIG. 14. Average Pacific profiles of dissipation rate , eddy diffusivity K, and shear/strain variance ratio R as a function of (top) depth z and (bottom) height above bottom h.
Bottom diffusivities K b depend on semidiurnal tidal currents and bathymetry. Diffusivity height-abovebottom profiles K(h) were normalized by j(f/N 0 ) and binned with respect to semidiurnal surface tide velocity squared ͗V 2 semi ͘ (M 2 and S 2 ) and bottom height variance var(H ). The resulting average profiles log[͗K(h)/j( f/ N 0 )͘] were then fit to a linear height-above-bottom lin-
The resulting bottom diffusivities (h ϭ 0) K b increase with both tidal velocity and bottom roughness (Fig. 19) . A bilinear fit in log space implies that the bottom diffusivity behaves as ; for smaller K b , h 0 is much larger than the ocean depth. The diffusivity coefficient K 00 appears to be robust, also appearing if barotropic or 500-mab velocities are used. The dependence on topographic roughness var(H ) is also robust (Ϯ1/16). However, the dependence on velocities is quite weak (Ϯ1/8) and relies on which velocity variable is used. Similar fits were carried out in depth z, density n , and buoyancy-frequency N spaces, but the clearest signals were found in height-above-bottom coordinates h. The decay scales h 0 are much larger than previous inferences (e.g., Nash et al. 2004) , perhaps because of the weak stratification in abyssal waters or because the coarse LADCP resolution misses near-bottom structure. No dependence of diffusivity K was found on inertial winds.
Summary and discussion
The latest parameterization for eddy diffusivity K [shown in (1)] based on internal wave-wave interaction theory (Gregg et al. 2003) was applied to about 3500 LADCP/CTD profiles collected throughout the World Ocean (Fig. 4) . Parameterization inputs are GMnormalized LADCP shear variance from vertical wave- FIG. 16 . Average Southern Ocean profiles of dissipation rate , eddy diffusivity K, and shear/strain variance ratio R as a function of (top) depth z and (bottom) height above bottom h. lengths z ϭ 150-320 m and GM-normalized CTD strain variance from z ϭ 10-150 m. LADCP shear was the least certain quantity because of instrument noise (Figs. 2 and 3) . Strain spectra exhibit saturation behavior at high wavenumbers as the low-wavenumber variance increases (Fig. 1) . Shear/strain variance ratios R average about 7 Ϯ 3 for N Ͼ 5 ϫ 10 Ϫ4 rad s Ϫ1 but are dominated by instrument noise for weaker stratifications (Fig. 3) .
Weak turbulent eddy diffusivities
) are found in most of the upper ocean, throughout the water column near the equator, and over smooth topography . Diffusivities K approaching 10 Ϫ4 m 2 s Ϫ1 are often found in the bottom 1000 m. High diffusivities sometimes extend into the main pycnocline over rough topography accompanied by strong near-bottom currents.
In depth z, the average diffusivity is 0.2 ϫ 10 . In neutral density, inferred diffusivities agree with recent hydrographic inversions (Lumpkin and Speer 2003) in the upper deep water and shallower but are an order of magnitude smaller in lower deep and bottom water. This is likely because (1) does not include mixing from hydraulically controlled passage, which is thought to dominate mixing in the abyssal Atlantic (Bryden and Nurser 2003) . The ratio of rotary-with-depth components [clockwise (CW)/counterclockwise (CCW) in the Northern Hemisphere, CCW/CW in the Southern Hemisphere], which is a measure of down-versus upgoing near-inertial energy is close to 1 except for z Ͼ 4000 m and n Ͼ 48, where there is roughly 2 times as much up-as down-going energy. This signature likely does not appear in height-above-bottom coordinates because this coordinate system includes near-bottom data from above near inertially supercritical topography where propagation can be downward.
Vertically integrated dissipation rates ͐ are mostly about 1 mW m Ϫ2 , comparable to the expected value for the canonical (GM) internal wave model. The distribution of ͐ is very heterogeneous (Figs. 5-12 ). Hotspots are found over rough topographic features associated with surface tidal dissipation (Egbert and Ray 2001) . Even over rough topography, dissipations ͐ are concentrated in the main pycnocline, perhaps because of (5) and (9); (ii) buoyancy frequency N (green) and rms shear V z (red); (iii) eddy diffusivity K from shear and strain (blue) and strain only with R ϭ 7 (red); (iv) dissipation rate ; (v) shear/strain variance ratio R ; and (vi) log rotary-with-depth component ratio (CW/CCW in Northern Hemisphere; CCW/CW in Southern Hemisphere). The black curve with gray standard deviations in the neutral density diffusivity panel is from hydrographic inversions in the North Atlantic (Lumpkin and Speer 2003) .
Wentzel-Kramers-Brillouin (WKB) amplification of bottom-generated signals or superposition with surface reflections (Althaus et al. 2003) . This heterogeneity should be reflected in the diapycnal velocity w* field. Rapid diabatic mixing pathways pipe water across density at some locales rather than the slow distributed exchange envisioned by Stommel and Arons (1960) or Munk (1966) .
Over rough topography, integrated dissipation rates ͐ exceed global average deep-ocean surface tidal dissipation (3.3 mW m
Ϫ2
; Egbert and Ray 2001) , but by at most a factor of 3. Never do they dramatically exceed this value as would be necessary for the average observed ͐ to approach the average deep-ocean tidal dissipation. This raises the question of what happens to energy lost from the surface tide. At sites of surface tide loss, largely associated with rough topographic features, the bulk of the surface tide dissipation appears to radiate away as internal waves (Althaus et al. 2003; Rudnick et al. 2003; Lee et al. 2006; Klymak et al. 2006) . Even over broad fields of rough topography associated with slow-spreading centers such as the Mid-Atlantic Ridge where generated internal tides would suffer many surface and bottom reflections before leaving the field, St. Laurent and Garrett (2002) argue that only 10% of the low-mode tidal energy flux is lost to scattering at each bottom reflection, allowing about 50% of the radiated waves to escape ridge fields. So the fate of tidal dissipation depends on these radiated waves. These waves may (i) break on near-critical continental slopes (Nash et al. 2004) where there are few LADCP/CTD measurements, (ii) be lost to turbulence upon reflecting from the surface where stratification is high (Althaus et al. 2003) and LADCP data are too coarse to make definitive estimates, (iii) cascade through parametric subharmonic instability to small-scale near-inertial waves and turbulence production between 20°and 30°latitude ( Figs. 17-18 Ϫ1 at all depths. At subtropical and midlatitudes above 4000-m depth, the diffusivities K increase with depth and latitude with maximum diffusivities of (0.6-0.9) ϫ 10 Ϫ4 m 2 s Ϫ1 at 60°-70°latitude in the upper 1500 m, (0.6-1.0) ϫ 10 Ϫ4 m 2 s Ϫ1 at 50°-60°for depths z ϭ 1500-4000 m, and (0.6-0.8) ϫ 10 Ϫ4 m 2 s Ϫ1 at 20°-30°for abyssal depths z Ͼ 4500 m. North Atlantic and Southern Ocean sampling is weighted more heavily toward high latitudes (Fig. 4, Table 1 ).
The long-standing paradigm of average diffusivities of O(10 Ϫ4 m 2 s
Ϫ1
) in the abyssal ocean owing to internal waves (Munk 1966; Munk and Wunsch 1998) is not supported by these estimates with abyssal values that are a factor of 2-3 smaller. Because these data include sampling near rough topography, one cannot invoke topographically enhanced mixing to explain missing abyssal mixing on the basis of these measurements, though we have to acknowledge that the LADCP/CTD data do not account for deep-ocean surface tidal dissipation (Egbert and Ray 2001) , and so the sampling (Fig. 4) may miss major hotspots. Moreover, our abyssal diffusivities are an order of magnitude below estimates from box inverses (Lumpkin and Speer 2003) . Since (1) only parameterizes turbulence due to internal waves, it could be that abyssal mixing is dominated by hydraulic flow through constricted passages as suggested by Bryden and Nurser (2003) , though this is at odds with Munk and Wunsch's claim that the source for the mixing must be kinetic and not potential energy.
A crude parameterization for turbulent eddy diffusivity based on Figs. 18 and 19 as a function of latitude, height above bottom, semidiurnal tidal currents, and topographic roughness [(11)] doubtless smoothes away important details of the physics. We caution that the fits were very noisy, did not distinguish between different kinds of bottom topography and near-bottom flow for which very different physics may apply, and neglected the possible role of parametric subharmonic instability for latitudes of 20°-30° (Fig. 18) . These dependencies need to be explored in greater detail in the future.
Some further caveats are in order. Lowered ADCP resolution is coarse, affording a very narrow vertical wavenumber bandwidth ( z ϭ 150-320 m) with which to estimate shear variances (Fig. 2) . This wavenumber band lies at the verge of where wave-wave interactions dominate the local internal wave energy balance (Müller et al. 1986; Hirst 1991) . Instrument noise dominated shear for stratifications N Ͻ 5 ϫ 10 Ϫ4 rad s
, necessitating relying on a strain-based parameterization (2) with a fixed shear/strain variance ratio R ϭ 7 for lower buoyancy frequencies. Shear and strain variances are calculated over different wavenumber bands and then normalized by the GM model variances in those same bands, respectively. This could bias the results if the shear and strain spectra are not flat across these wavenumber ranges. That the mean shear/strain variance ratio R appears to be a relatively stable quantity at stratifications N Ͼ 5 ϫ 10 Ϫ4 rad s Ϫ1 (Fig. 3 ) and the strain-based parameterization (2) gives similar results (Fig. 20) lends some confidence to the estimates.
A less severe caveat here, though one that impacts strain-only eddy diffusivity estimates, is the potential for sharp pycnoclines in the background stratification to contaminate internal wave strain variance estimates, biasing them high. Limiting the variance calculation to vertical wavelengths less than 150 m seems to alleviate this problem in all but water depths z Ͻ 500 m. Strain estimates from shorter depth bins might do a better job of resolving the upper ocean.
Parameterization (1) is only good to within a factor of 2 in the open ocean and has been shown to underpredict mixing on the shelf, submarine canyons, and equator. It also does not account for mixing from processes other than internal waves such as solitons, hydraulic jumps as bottom water spills through narrow passages from one basin to another (Roemmich et al. 1996; Polzin et al. 1996; Ferron et al. 1998) , outflow plumes (Price and O'Neil Baringer 1994) , and double diffusion (Gargett and Holloway 1992; Zhang et al. 1998 ). Bryden and Nurser (2003) have suggested that hydraulic jumps are the dominant mixing mechanism for abyssal waters in the North Atlantic. Hughes and Griffiths (2006) are able to reproduce many features of the ocean stratification, including the surface-tobottom density difference and pycnocline thickness with a model in which a diffusivity of O(0.1 ϫ 10 Ϫ4 m 2 s
) balances entrainment into a bottom-water outflow plume that provides an alternative pathway for downward vertical heat transport. However, this model underestimates abyssal stratification. Double diffusion lowers the ocean's potential energy, working in the opposite sense needed to maintain the steady-state stratification.
While there were no instances in which direct comparison with microstructure data could be made in abyssal waters, the numbers were, if anything, higher than the few previous direct microstructure measurements. Full-depth direct microstructure measurements at some of the more interesting hotspots would provide a useful independent check on the LADCP/CTD inferences. The 320-m intervals used here may underestimate strong mixing in thin layers. This is a problem in the upper ocean where strain estimates are often contaminated by background stratification. It could also be a problem very near the bottom, where Thurnherr et al. (2005) estimate that 80% of abyssal turbulent dissipation occurs in ridge canyons. It is thus possible that the sampling presented here has missed hotspots and processes. Given the breadth of the LADCP coverage, these would have to be very strong to produce basinaveraged diffusivities of 10 Ϫ4 m 2 s
. A strain-based diffusivity [shown in (2)] using a shear/strain variance ratio R ϭ 7 reproduces the shearand-strain diffusivity [shown in (1)] to within a factor of 2 (Figs. 13-16 ) in all but the Southern Ocean below 1500-m depth and the main pycnocline of the Indian Ocean. Because they assumed a shear/strain variance ratio R ϭ 3 for their strain-based diffusivity estimates, Mauritzen et al. (2002) and Kunze (2003) underestimated mixing by a factor of 3. A more complete census might be possible using strain alone from WOCE hydrography. ARGO float data, which are less biased away from strong storms than shipboard measurements, could also be examined.
