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Introduction {#sec001}
============

It is very common to build models (i.e., the equation systems) based on some initial knowledge about a given problem. In other words, models are often set up in a way that the model parameters need to fulfill certain constraints. Such constraints are a priori knowledge embedded into a model to avoid a trivial solution; to guarantee the stability of estimates; to improve the precision and accuracy of the results by reducing the number of unknown parameters, or accordingly, by increasing the redundancy of the system; and to mitigate (or even estimate) a possible systematic effect \[[@pone.0238145.ref001], [@pone.0238145.ref002]\].

The models are usually formulated with minimal constraint or extra (redundant) constraints. In that case, we refer to the so-called *equality constraints*, which are usually incorporated into a system of equations to create a well-posed model \[[@pone.0238145.ref003]\]. For the most part, minimal constraints are introduced to solve to the problem of rank deficiency in linear (or linearized) systems. The rank deficiency is often caused by the lack (or insufficient) information about a problem. In the field of geodesy, for example, minimal constraints are external information whose primary role is to specify the coordinate system to which the network station positions will be estimated by the least-squares method (LS). This problem is known as *datum definition* (or also zero-order design or datum choice problem) \[[@pone.0238145.ref004]--[@pone.0238145.ref009]\]. Several works have investigated the minimum-constrained adjustment and the datum choice problem in the geodetic literature, focusing on topics like free-adjustment and the role of inner constraints \[[@pone.0238145.ref010]--[@pone.0238145.ref013]\].

If the number of constraints exceeds the minimum needed to solve the rank deficiency of the equation systems, we say that we have redundant (or extra) constraints. Extra constraints are also used to check the stability of points in geodetic deformation analysis \[[@pone.0238145.ref014]--[@pone.0238145.ref016]\] to test the compatibility of constraints with the observations and the rest of the constraints \[[@pone.0238145.ref017]--[@pone.0238145.ref019]\].

So far we have only distinguished the constraints in terms of numerical quantity. The model can also be subject to a *hard* and *soft* (or *weighted*) constraints. Hard constraints can often represent a case in which there exist known functional relations between the unknown parameters. Soft constraints (or *looser* constraints) are, however, for when functional relations can be slightly violated depending on their uncertainty \[[@pone.0238145.ref002], [@pone.0238145.ref019]\]. Soft constraints may also be referred to as a pseudo-observation model \[[@pone.0238145.ref020]\].

The well-known least-squares (LS) is widely used as a standard method of estimating model parameters in geodetic applications and many others branches of modern science \[[@pone.0238145.ref021]--[@pone.0238145.ref041]\]. This is due to the flexibility of the LS, since no concepts from probability theory are used in formulating the least-squares minimization problem.

LS is a linear unbiased estimator (LUE), and in some special cases, it coincides with the best linear unbiased estimator (BLUE). The estimator that has the smallest variance of all LUEs is called the best linear unbiased estimator (BLUE). If we have full knowledge of the probability density function (PDF) of the measurements, the method of maximum likelihood estimation (MLE) can also be applied. In case of normally distributed measurements (Gauss--Markov model), the MLE estimators are identical to the BLUE ones, and therefore the LS and MLE principles provide identical results \[[@pone.0238145.ref024], [@pone.0238145.ref042]\]; however, the presence of undesirable outliers in the dataset makes LS no longer *unbiased* and not coincide with MLE \[[@pone.0238145.ref043]\].

Here, we assume that an outlier is an observation that has deviated from its most probable value to the point of jeopardizing the mathematical model (functional and stochastic) to which it should belong. Due to its importance, outliers must be appropriately treated to ensure the quality of data analysis \[[@pone.0238145.ref044]--[@pone.0238145.ref050]\].

In this study, we employed iterative data snooping (*IDS*), which is a hypothesis test-based outlier. It is important to mention that *IDS* is not restricted to the field of geodetic statistics, but is a generally applicable method \[[@pone.0238145.ref051], [@pone.0238145.ref052]\]. *IDS* is an iterative outlier elimination procedure, which combines estimation, testing and a corrective action \[[@pone.0238145.ref044], [@pone.0238145.ref053]\]. Parameter estimation is often conducted using LS. Then, hypothesis testing is performed with the aim to identify any outlier that may be present in the dataset. After identification, the suspected outlier is then excluded from the dataset as a corrective action (i.e., adaptation), and the LS is restarted without the rejected measurement. If the model redundancy permits, this procedure is repeated until no more (possible) outliers can be identified (see e.g., \[[@pone.0238145.ref023]\], pp. 135). Although in this study, we restricted ourselves to the case of one outlier at a time, *IDS* can also be applied for cases containing multiple (simultaneous) outliers \[[@pone.0238145.ref054]\]. For more details about multiple (simultaneous) outliers, the reader is referred to \[[@pone.0238145.ref055]--[@pone.0238145.ref057]\]. Because *ÌDS* is based on statistical hypothesis testing, there are chances of both correct and incorrect decisions. Recently, Rofatto et al. \[[@pone.0238145.ref044]\] provided an algorithm based on Monte Carlo to determine the probability levels associated with *IDS*. In that case, they described six classes of decisions for *IDS*, namely probability of correct identification ($\mathcal{P}_{CI}$), probability of missed detection ($\mathcal{P}_{MD}$), probability of wrong exclusion ($\mathcal{P}_{WE}$), probability of over-identification positive ($\mathcal{P}_{over +}$), probability of over-identification negative ($\mathcal{P}_{over -}$) and statistical overlap ($\mathcal{P}_{ol}$), as follows:

-   $\mathcal{P}_{CI}$: Probability of identifying and removing correctly an outlying measurement;

-   $\mathcal{P}_{MD}$: Probability of not detecting the outlier (i.e., Type II decision error for *IDS*);

-   $\mathcal{P}_{WE}$: Probability of identifying and removing a non-outlying measurement while the '*true*' outlier remains in the dataset (i.e., Type III decision error \[[@pone.0238145.ref058]\] for *IDS*);

-   $\mathcal{P}_{over +}$: Probability of identifying and removing correctly the outlying measurement and others;

-   $\mathcal{P}_{over -}$: Probability of identifying and removing more than one non-outlying measurement, whereas the 'true outlier' remains in the dataset;

-   $\mathcal{P}_{ol}$: occurs in cases where one alternative hypothesis has the same distribution as the another one. These hypotheses cannot be distinguished because their test statistics are numerically the same, violating the *IDS* rule of one outlier at a time. In that case, they are non-separable and an outlier cannot be identified. In other words, it corresponds to the probability of flagging simultaneously two (or more) measurements as outliers.

Based on the probabilities of correct detection ($\mathcal{P}_{CD} = 1 - \mathcal{P}_{MD}$) and correct identification ($\mathcal{P}_{CI}$), the minimal biases, MDB (minimal detectable bias) and MIB (minimal identifiable bias), can be computed as sensitivity indicators for outlier detection and identification, respectively. "Outlier Detection" only informs whether or not there might have been at least one outlier; however, the detection does not tell us which measurement is an outlier. The localization of the outlier is a problem of "outlier identification", i.e., "Outlier Identification" implies the execution of a search among the measurements for the most likely outlier \[[@pone.0238145.ref044]\]; therefore, the smallest value of an outlier that can be detected, given a certain $\mathcal{P}_{CD}$, defines the MDB. On the other hand, the smallest value of an outlier that can be identified, given a certain $\mathcal{P}_{CI}$, defines the MIB.

In this study, we investigated the effects of models subject to constraints (minimum, redundant, hard and soft) on the probability levels associated with *IDS*. It is important to emphasize that if a standard deviation of a constraint (or a set of a constraint) is changed from zero to a non-zero value, it is called a "relaxation" of the constraint \[[@pone.0238145.ref020]\].

We also evaluated the effect of relaxing constraints on the MIB and MDB. This kind of assessment is a kind of sensitivity analysis. We also highlight that the task of clustering a set of geodetic measurements was applied for the first time in this study. We intend to show that the clusters can be defined according to two deterministic parameters: local redundancy and correlation between the outlier test statistics.

Critical values optimized by the Monte Carlo method were used here \[[@pone.0238145.ref044], [@pone.0238145.ref051]\] in order to compute the decision classes associated with *IDS*, i.e., $\mathcal{P}_{CI}$, $\mathcal{P}_{MD}$, $\mathcal{P}_{WE}$, $\mathcal{P}_{over +}$, $\mathcal{P}_{over -}$ and $\mathcal{P}_{ol}$.

Material and methods {#sec002}
====================

We used the procedure provided by Rofatto et al. \[[@pone.0238145.ref044]\] to compute the probability levels associated with *IDS*, as well as to estimate the both MDB and MIB. The procedure is summarized in [Fig 1](#pone.0238145.g001){ref-type="fig"}.

![Flowchart of the algorithm.\
Flowchart of the algorithm to compute the probability levels of Iterative Data Snooping (IDS) for each measurement in the presence of an outlier \[[@pone.0238145.ref044]\].](pone.0238145.g001){#pone.0238145.g001}

The probability levels associated with *IDS* were computed for each observation individually and for each outlier magnitude; however, they were grouped into clusters based on number of local redundancy (*r*~*i*~) and maximum absolute correlation between the outlier test statistics ($\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}$). Furthermore, we took care to control the *family-wise error rate*. See Supporting Information for more details [S1 Appendix](#pone.0238145.s001){ref-type="supplementary-material"}.

Problem description {#sec003}
-------------------

To analyze the effects of the constraints on the *IDS*, an example was taken from a geodetic leveling network with 12 height differences between the points. The equipment used to measure the level difference was an electronic digital level. In that case, the leveling measurement system comprises of a special bar-coded staff (also called barcode rod) and a digital level (instrument). A digital level is basically a telescope that enables a horizontal line of sight. Digital levels consist of additional electronic image processing components to automatically read and analyze digital (bar coded) leveling staffs, where the graduation is replaced by a manufacturer dependent code pattern. Generally, the result is automatically stored in the data collector of the digital level. An example of a "*digital level---bar-code staff*" system is displayed in the [Fig 2](#pone.0238145.g002){ref-type="fig"}. For more details about digital level see e.g., \[[@pone.0238145.ref059]--[@pone.0238145.ref061]\].

![Digital level---Bar-code staff system.\
Example of a *digital level---bar-code staff* system \[[@pone.0238145.ref044]\].](pone.0238145.g002){#pone.0238145.g002}

The standard deviation of the uncorrelated measurements were the same and taken equal to *σ* = 1*mm*. The points are indicated as A to G. The eight network configuration are displayed in [Fig 3a--3e](#pone.0238145.g003){ref-type="fig"} and their details are given as follows:

1.  [Fig 3a](#pone.0238145.g003){ref-type="fig"}: Network with 1 hard constraint (i.e., network minimally constrained). Since the dimension of the network is 1D, the minimum information necessary to estimate the unknown heights is one. The height of G was fixed as a control point (hard constraint), and 6 unknown heights (A,B,C,D,E,F) were minimally constrained; therefore, the redundancy of the system (or overall degrees of freedom) was *r* = *n*-*rank*(*A*) = *n* − *u* = 12 − 6 = 6.

2.  [Fig 3b](#pone.0238145.g003){ref-type="fig"}: Network with 1 extra hard constraint (i.e., two hard constraints). The heights A and D were taken as hard constraints (i.e., heights A and D were fixed). The redundancy of the system in that case was *r* = 12 − 5 = 7 with 5 unknown heights (B,C,E,F,G) over-constrained.

3.  [Fig 3c](#pone.0238145.g003){ref-type="fig"}: Network with 2 extra hard constraints (i.e., three hard constraints). The heights A, D and G were taken as hard constraints. In that case, the redundancy of the system was *r* = 12 − 4 = 8.

4.  [Fig 3d](#pone.0238145.g003){ref-type="fig"}: Network with 2 soft constraints (A and D). In that case, a standard deviation larger than zero was assigned to both constraints i.e., *σ*~*c*~ \> 0. In other words, A and D were processed as being both observations and unknown parameters, i.e., A and D were pseudo-observations. Both constraints were simultaneously *relaxed* by considering their uncertainties 10 times worse than the measurements (i.e., *σ*~*c*~ = 10 × *σ* = 10*mm*); 10 times better than measurements (i.e., *σ*~*c*~ = 0.1*mm*); their uncertainties equal to the measurements (*σ*~*c*~ = 1*mm*). In that case, the redundancy of the system was *r* = 14 − 7 = 7.

5.  [Fig 3e](#pone.0238145.g003){ref-type="fig"}: Network processed with A, D and G as pseudo-observations. Those three constraints were simultaneously *relaxed* by considering their standard deviations equal to *σ*~*c*~ = 10*mm* (10 times worse than measurements); *σ*~*c*~ = 0.1*mm* (10 times better than measurements); *σ*~*c*~ = 1*mm* (the same as the measurements). In that case, the redundancy of the system was *r* = 15 − 7 = 8.

![Different constraint scenarios.\
Leveling geodetic network subject to different constraint scenarios.](pone.0238145.g003){#pone.0238145.g003}

The following system of equations for that problem is given by: $$\begin{array}{r}
\begin{aligned}
{y_{1} + e_{1}} & {= h_{B} - h_{A}} \\
{y_{2} + e_{2}} & {= h_{C} - h_{B}} \\
{y_{3} + e_{3}} & {= h_{D} - h_{C}} \\
 \vdots & \\
{y_{7} + e_{7}} & {= h_{B} - h_{G}} \\
{y_{8} + e_{8}} & {= h_{C} - h_{G}} \\
 \vdots & \\
{y_{11} + e_{11}} & {= h_{B} - h_{F}} \\
{y_{12} + e_{12}} & {= h_{C} - h_{E}} \\
\end{aligned} \\
\end{array}$$

The design matrix (***A***) for the system of equations in [1](#pone.0238145.e024){ref-type="disp-formula"} is given by: $$\begin{array}{r}
{\mathbf{A} = \begin{bmatrix}
{- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} \\
1 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {- 1} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {- 1} \\
0 & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
\end{bmatrix}} \\
\end{array}$$

Note that the rank defect of the matrix ***A*** is *u*-*rank*(*A*) = 7 − 6 = 1. In that case, at least one constraint is needed in order to avoid rank the deficiency of the matrix ***A***. This is guaranteed when one height is known. For example, from the network in [Fig 3a](#pone.0238145.g003){ref-type="fig"}, we have added the height G as known (i.e., as a hard constraint). In that case, the constraint equation should be added into the system in [1](#pone.0238145.e024){ref-type="disp-formula"}, i.e., $$\begin{array}{r}
\begin{aligned}
y_{13} & {= h_{G}\mspace{720mu} with\mspace{720mu}\sigma_{y_{13}} = 0,} \\
\end{aligned} \\
\end{array}$$ noticing that because the standard deviation is zero, the observation is non-stochastic (hard constraint) and the residual $e_{\mathbf{y}_{13}} = 0$. This can generate problems in the inversion of the covariance matrix of the observations ***Q***~***e***~ for the calculation of the weight matrix ***W***, because the weight for that constraint would be undefined, i.e., $\frac{1}{0}$. In order to avoid that problem, we have eliminated the rank deficiency of matrix ***A*** by removing the seventh column of matrix ***A*** in [2](#pone.0238145.e025){ref-type="disp-formula"} associated with the height G. Now, we have *u*-*rank*(*A*) = 6 − 6 = 0. The constraint defines the geodetic datum, i.e., the S-system \[[@pone.0238145.ref062]\]. Another approach to solving the system of equations in [1](#pone.0238145.e024){ref-type="disp-formula"} could be based on generalized (pseudo) inverses \[[@pone.0238145.ref063]\].

The location of the constraints can be chosen in some circumstances, for example, during the design stage of a geodetic network. For the special case of having a minimally constrained system, the location of the constraint will not influence the *w*-test statistics and the sensitivity indicators (MIB and MDB) \[[@pone.0238145.ref009]\]; however, more constraints than the minimum necessary to have a solution (i.e., extra constraints or redundant constraints) can change the least-squares residuals and hence *w*-test statistics and the minimal biases.

From the network with one extra constraint (2 constraints) in [Fig 3b](#pone.0238145.g003){ref-type="fig"}, for example, both the first (height A) and fourth column (height D) of matrix ***A*** in [2](#pone.0238145.e025){ref-type="disp-formula"} were eliminated in the case of having the two heights as hard constraints. For the case where these two heights (A and D) were taken as soft constraints, however, two observation equations were added to [Eq 1](#pone.0238145.e024){ref-type="disp-formula"}, i.e., $$\begin{array}{r}
\begin{aligned}
{y_{13} + e_{13}} & {= h_{A},\mspace{720mu}\sigma_{y_{13}} > 0} \\
{y_{14} + e_{14}} & {= h_{D},\mspace{720mu}\sigma_{y_{14}} > 0} \\
\end{aligned} \\
\end{array}$$

In the case of soft constraints in [Eq 4](#pone.0238145.e029){ref-type="disp-formula"}, 2 lines were added in matrix ***A***. In other words, A and D were taken as pseudo-observations. In that case, the rank deficiency was also null (i.e., *u*-*rank*(*A*) = 7 − 7 = 0), the redundancy of the system was *r* = *n*-*rank*(*A*) = *n* − *u* = 7 and the matrix ***A*** was given as follows: $$\begin{array}{r}
{\mathbf{A} = \begin{bmatrix}
{- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 1} & {\mspace{720mu} 0} \\
1 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {- 1} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {- 1} \\
0 & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 1} & {\mspace{720mu} 0} & {- 1} & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
1 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 0} & 0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} & {\mspace{720mu} 1} & 0 & {\mspace{720mu} 0} & {\mspace{720mu} 0} \\
\end{bmatrix}} \\
\end{array}$$

For this example of 2 soft constraints, and by considering the both soft constraints with standard deviation *σ*~*c*~ = 10*mm*, the symmetric and positive semi-definite covariance matrix of the observations (***Q***~***e***~) was given as follows: $$\begin{array}{r}
{\mathbf{Q}_{\mathbf{e}} = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
 \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 100 & 0 \\
0 & 0 & 0 & \cdots & 0 & 100 \\
\end{bmatrix}} \\
\end{array}$$

The last two rows and columns of the matrix ***Q***~***e***~ in [6](#pone.0238145.e031){ref-type="disp-formula"} refer to the variances ($\sigma_{c}^{2} = \left( 10mm \right)^{2} = 100mm^{2}$) of the heights constraints A and D, respectively. Similarly, matrices ***A*** and ***Q***~***e***~ were constructed for the other cases studied here.

Although the measurements are able to identify an outlier for the case of having only one single soft constraint, the pseudo-observation (constraint) is not. In that case, the defect configuration is associated with the additional parameter in the constraint (i.e., the presence of an outlier in the constraint). In other words, an additional parameter on the soft constraint will not estimable. For example, if the height point G was taken as a soft constraint, the presence of an outlier in pseudo-observation G would lead to rank deficiency of matrix ***A***, i.e., *u*-*rank*(*A*) = 8 − 7 = 1; therefore, the case of having only one single soft constraint was not considered here.

Result of the hard constraint effects on the iterative outlier elimination procedure {#sec004}
====================================================================================

The scenarios in [Fig 3a](#pone.0238145.g003){ref-type="fig"} (network minimally constrained), [Fig 3b](#pone.0238145.g003){ref-type="fig"} (two hard constraints) and [Fig 3c](#pone.0238145.g003){ref-type="fig"} (three hard constraints) were considered here for the analysis. [Table 1](#pone.0238145.t001){ref-type="table"} gives the local redundancy (*r*~*i*~), the standard deviation of the LS-estimated outlier $\sigma_{\nabla_{i}}$ and the maximum absolute correlation ($max_{\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}}$) for each scenario of hard constraint set out in this study, i.e., [Fig 3a--3c](#pone.0238145.g003){ref-type="fig"}.

10.1371/journal.pone.0238145.t001

###### Local redundancy (*r*~*i*~), standard deviation of the least-squares (LS)-estimated outlier $\sigma_{\nabla_{i}}$ and the maximum absolute correlation ($max_{\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}}$) for each scenario of hard constraint.

![](pone.0238145.t001){#pone.0238145.t001g}

            1 hard constraint   2 hard constraints   3 hard constraints                                          
  --------- ------------------- -------------------- -------------------- ------- ------- ------ ------- ------- ------
  *y*~1~    0.396               1.589                1.00                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~2~    0.500               1.414                0.47                 0.583   1.309   0.36   0.583   1.309   0.32
  *y*~3~    0.396               1.589                1.00                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~4~    0.396               1.589                1.00                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~5~    0.500               1.414                0.47                 0.583   1.309   0.36   0.583   1.309   0.32
  *y*~6~    0.396               1.589                1.00                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~7~    0.563               1.333                0.47                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~8~    0.563               1.333                0.47                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~9~    0.563               1.333                0.47                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~10~   0.563               1.333                0.47                 0.583   1.309   0.36   0.708   1.188   0.41
  *y*~11~   0.583               1.309                0.43                 0.583   1.309   0.36   0.583   1.309   0.32
  *y*~12~   0.583               1.309                0.43                 0.583   1.309   0.36   0.583   1.309   0.32

Next, the twelve leveling measurements were clustered into four clusters. The four cluster were defined as follows:

-   Cluster 1: *y*~1~, *y*~3~, *y*~4~ and *y*~6~.

-   Cluster 2: *y*~2~ and *y*~5~.

-   Cluster 3: *y*~7~, *y*~8~, *y*~9~ and *y*~10~.

-   Cluster 4: *y*~11~ and *y*~12~.

The probability levels associated with *IDS* were averaged for each of these clusters. The critical values were $\hat{k} = 3.89$, $\hat{k} = 3.93$ and $\hat{k} = 3.93$ for one hard constraint, two hard constraints and three hard constraints, respectively. These critical values were found for *α*′ = 0.001. $\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ and are displayed in [Fig 4](#pone.0238145.g004){ref-type="fig"} for each number of hard constraint (denoted by **h.c**.).

![$\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ for the case of hard constraints and for *α*′ = 0.001.\
Cluster 1(**A**,**b**), Cluster 2(**c**,**d**), Cluster 3(**e**,**f**) and Cluster 4(**g**,**h**).](pone.0238145.g004){#pone.0238145.g004}

The outlier magnitude were defined from \|5*σ*\| to \|9*σ*\|. The outlier of \|5*σ*\| was chosen because it is approximately the lowest *MDB*~0(*i*)~ of the network when a single hypothesis testing is in play (See Supplementary Material for more details [S1 Appendix](#pone.0238145.s001){ref-type="supplementary-material"}). That *MDB*~0(*i*)~ of \|5*σ*\| was computed for a significance level of *α*′ = 0.001 and a power of the test *γ*~0~ = 0.8. This strategy reduces the search space for an MIB, because we will always have the following inequality *MIB* ≥ *MDB*~0(*i*)~ \[[@pone.0238145.ref052], [@pone.0238145.ref064]\]. Remember that the *IDS* procedure is an example of multiple hypothesis testing. The success rate for outlier detection and outlier identification were taken as being ${\overset{\sim}{\mathcal{P}}}_{CD} = {\overset{\sim}{\mathcal{P}}}_{CI} = 0.8$, respectively. [Table 2](#pone.0238145.t002){ref-type="table"} provides the values of MDB and MIB for that case of hard constraints.

10.1371/journal.pone.0238145.t002

###### MDB (minimal detectable bias) and MIB (minimal identifiable bias) for the case of hard constraints based on *α*′ = 0.001 and ${\overset{\sim}{\mathcal{P}}}_{CD} = {\overset{\sim}{\mathcal{P}}}_{CI} = 0.8$.

![](pone.0238145.t002){#pone.0238145.t002g}

      1 hard constraint   2 hard constraints   3 hard constraints               
  --- ------------------- -------------------- -------------------- ----- ----- -----
  1   7.5                 \-                   6.3                  6.3   5.7   5.7
  2   6.7                 6.8                  6.3                  6.4   6.3   6.4
  3   6.4                 6.4                  6.3                  6.3   5.8   5.8
  4   6.4                 6.4                  6.4                  6.4   6.4   6.4

[Fig 5](#pone.0238145.g005){ref-type="fig"} shows the $\mathcal{P}_{WE}$. $\mathcal{P}_{over +}$ and $\mathcal{P}_{over -}$ were smaller than 0.001 (i.e., they were practically null). There were not $\mathcal{P}_{ol}$ for clusters 2, 3 and 4. We will discuss more about $\mathcal{P}_{ol}$ later.

![$\mathcal{P}_{WE}$ for the case of hard constraints and for *α*′ = 0.001.\
Cluster 1(**A**), Cluster 2(**b**), Cluster 3(**c**) and Cluster 4(**d**).](pone.0238145.g005){#pone.0238145.g005}

Result of the soft constraint effects on the iterative outlier elimination procedure {#sec005}
====================================================================================

Both configurations in [Fig 3d and 3e](#pone.0238145.g003){ref-type="fig"} were analyzed in terms of soft constraints. In that case, the critical values were $\hat{k} = 3.95$, $\hat{k} = 3.95$ and $\hat{k} = 3.92$ for two soft constraints with *σ*~*c*~ = 0.1*mm*, *σ*~*c*~ = 1*mm* and *σ*~*c*~ = 10*mm*, respectively. In the case of three soft constraints, the critical values found were $\hat{k} = 3.99$, $\hat{k} = 3.99$ and $\hat{k} = 3.96$ for *σ*~*c*~ = 0.1*mm*, *σ*~*c*~ = 1*mm* and *σ*~*c*~ = 10*mm*, respectively. All these critical values were computed for *α*′ = 0.001. [Table 3](#pone.0238145.t003){ref-type="table"} gives the local redundancy (*r*~*i*~), the standard deviation of the LS-estimated outlier $\sigma_{\nabla_{i}}$ and the maximum absolute correlation ($max_{\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}}$) for the scenarios of two constraints.

10.1371/journal.pone.0238145.t003

###### Local redundancy (*r*~*i*~), standard deviation of the LS-estimated outlier $\sigma_{\nabla_{i}}$(mm) and the maximum absolute correlation ($max_{\rho_{w_{i},w_{j}}}$) for each scenario of two soft constraints.

![](pone.0238145.t003){#pone.0238145.t003g}

            *σ*~*c*~ = 0.1*mm*   *σ*~*c*~ = 1*mm*   *σ*~*c*~ = 10*mm*                                            
  --------- -------------------- ------------------ ------------------- ------- ------- ------- ------- -------- -------
  *y*~1~    0.581                1.312              0.564               0.471   1.457   0.681   0.397   1.587    0.994
  *y*~2~    0.582                1.311              0.376               0.533   1.369   0.423   0.501   1.413    0.471
  *y*~3~    0.581                1.312              0.564               0.471   1.457   0.681   0.397   1.587    0.994
  *y*~4~    0.581                1.312              0.564               0.471   1.457   0.681   0.397   1.587    0.994
  *y*~5~    0.582                1.311              0.376               0.533   1.369   0.423   0.501   1.413    0.471
  *y*~6~    0.581                1.312              0.564               0.471   1.457   0.681   0.397   1.587    0.994
  *y*~7~    0.583                1.310              0.359               0.571   1.324   0.423   0.563   1.333    0.471
  *y*~8~    0.583                1.310              0.359               0.571   1.324   0.423   0.563   1.333    0.471
  *y*~9~    0.583                1.310              0.359               0.571   1.324   0.423   0.563   1.333    0.471
  *y*~10~   0.583                1.310              0.359               0.571   1.324   0.423   0.563   1.333    0.471
  *y*~11~   0.583                1.309              0.358               0.583   1.309   0.398   0.583   1.309    0.433
  *y*~12~   0.583                1.309              0.358               0.583   1.309   0.398   0.583   1.309    0.433
  *y*~13~   0.007                1.163              1.000               0.300   1.826   1.000   0.497   14.189   1.000
  *y*~14~   0.007                1.163              1.000               0.300   1.826   1.000   0.497   14.189   1.000

From [Table 3](#pone.0238145.t003){ref-type="table"}, five clusters were defined for each case of two soft constraints, i.e., for the case where heights A and D were given as soft constraints in [Fig 3d](#pone.0238145.g003){ref-type="fig"}, as follows:

-   Cluster 1: *y*~1~, *y*~3~, *y*~4~ and *y*~6~.

-   Cluster 2: *y*~2~ and *y*~5~.

-   Cluster 3: *y*~7~, *y*~8~, *y*~9~ and *y*~10~.

-   Cluster 4: *y*~11~ and *y*~12~.

-   Cluster 5: *y*~13~ and *y*~14~.

$\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ for the measurements (Cluster 1 to Cluster 4) subject to the scenarios of two soft constraints (heights A and D) are displayed in [Fig 6](#pone.0238145.g006){ref-type="fig"}.

![$\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ for the measurements subject to the scenarios of two soft constraints for *α*′ = 0.001.\
Cluster 1(**a**,**b**), Cluster 2(**c**,**d**), Cluster 3(**e**,**f**) and Cluster 4(**g**,**h**).](pone.0238145.g006){#pone.0238145.g006}

Note that Cluster 5 is associated with the two soft constraints (i.e., *y*~13~ and *y*~14~). The $\mathcal{P}_{CI}$ for these both soft constraints were null; however, $\mathcal{P}_{CD}$ were not. [Fig 7](#pone.0238145.g007){ref-type="fig"} shows $\mathcal{P}_{CD}$ for these two soft constraints (i.e., heights A and D).

![Probability of $\mathcal{P}_{CD}$ and $\mathcal{P}_{CI}$ for the two soft constraints and for *α*′ = 0.001.\
Cluster 5: heights A and D.](pone.0238145.g007){#pone.0238145.g007}

The $\mathcal{P}_{WE}$ for the measurements (Cluster 1 to Cluster 4) subject to the scenarios of two soft constraints (heights A and D) are displayed in [Fig 8](#pone.0238145.g008){ref-type="fig"}. [Fig 9](#pone.0238145.g009){ref-type="fig"} gives $\mathcal{P}_{WE}$ for two constraints (i.e., heights A and D). The $\mathcal{P}_{over +}$ and $\mathcal{P}_{over -}$ and the $\mathcal{P}_{ol}$ were practically null for that case. The sensitivity indicators (MDB and MIB) for each scenario of two soft constraints are displayed in [Table 4](#pone.0238145.t004){ref-type="table"}.

![The $\mathcal{P}_{WE}$ for the measurements subject to the scenarios of two soft constraints for *α*′ = 0.001.\
Cluster 1(**a**), Cluster 2(**b**), Cluster 3(**c**) and Cluster 4(**d**).](pone.0238145.g008){#pone.0238145.g008}

![The $\mathcal{P}_{WE}$ for the two soft constraints and for *α*′ = 0.001.\
Cluster 5: heights A and D.](pone.0238145.g009){#pone.0238145.g009}

10.1371/journal.pone.0238145.t004

###### MDB and MIB for the case of two soft constraints based on *α*′ = 0.001 and ${\overset{\sim}{\mathcal{P}}}_{CD} = {\overset{\sim}{\mathcal{P}}}_{CI} = 0.8$.

![](pone.0238145.t004){#pone.0238145.t004g}

      *σ*~*c*~ = 10*mm*   *σ*~*c*~ = 1*mm*   *σ*~*c*~ = 0.1*mm*               
  --- ------------------- ------------------ -------------------- ----- ----- -----
  1   7.5                 25                 7                    7.1   6.3   6.3
  2   6.8                 6.8                6.6                  6.6   6.3   6.3
  3   6.4                 6.4                6.4                  6.4   6.3   6.3
  4   6.3                 6.3                6.3                  6.3   6.3   6.3
  5   6.8                 \-                 8.8                  \-    57    \-

[Table 5](#pone.0238145.t005){ref-type="table"} gives the local redundancy (*r*~*i*~), the standard deviation of the LS-estimated outlier $\sigma_{\nabla_{i}}$ and the maximum absolute correlation ($max_{\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}}$) for the scenarios of three soft constraints.

10.1371/journal.pone.0238145.t005

###### Local redundancy (*r*~*i*~), standard deviation of the LS-estimated outlier $\sigma_{\nabla_{i}}$(mm) and the maximum absolute correlation ($max_{\rho_{w_{i},w_{j}}}$) for each scenario of the three soft constraints.

![](pone.0238145.t005){#pone.0238145.t005g}

            *σ*~*c*~ = 0.1*mm*   *σ*~*c*~ = 1*mm*   *σ*~*c*~ = 10*mm*                                            
  --------- -------------------- ------------------ ------------------- ------- ------- ------- ------- -------- -------
  *y*~1~    0.702                1.194              0.660               0.502   1.411   0.577   0.398   1.586    0.992
  *y*~2~    0.582                1.311              0.326               0.533   1.369   0.412   0.501   1.413    0.470
  *y*~3~    0.702                1.194              0.660               0.502   1.411   0.577   0.398   1.586    0.992
  *y*~4~    0.702                1.194              0.660               0.502   1.411   0.577   0.398   1.586    0.992
  *y*~5~    0.582                1.311              0.326               0.533   1.369   0.412   0.501   1.413    0.470
  *y*~6~    0.702                1.194              0.660               0.502   1.411   0.577   0.398   1.586    0.992
  *y*~7~    0.704                1.192              0.415               0.602   1.289   0.412   0.563   1.333    0.470
  *y*~8~    0.704                1.192              0.415               0.602   1.289   0.412   0.563   1.333    0.470
  *y*~9~    0.704                1.192              0.415               0.602   1.289   0.412   0.563   1.333    0.470
  *y*~10~   0.704                1.192              0.415               0.602   1.289   0.412   0.563   1.333    0.470
  *y*~11~   0.583                1.309              0.326               0.583   1.309   0.385   0.583   1.309    0.433
  *y*~12~   0.583                1.309              0.326               0.583   1.309   0.385   0.583   1.309    0.433
  *y*~13~   0.012                0.904              0.660               0.425   1.534   0.542   0.663   12.283   0.501
  *y*~14~   0.012                0.904              0.660               0.425   1.534   0.542   0.663   12.283   0.501
  *y*~15~   0.019                0.718              0.63                0.5     1.414   0.542   0.665   12.268   0.501

The $\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ in [Fig 10](#pone.0238145.g010){ref-type="fig"} were computed for the clusters based on [Table 5](#pone.0238145.t005){ref-type="table"}, as follows:

-   Cluster 1: *y*~1~, *y*~3~, *y*~4~ and *y*~6~.

-   Cluster 2: *y*~2~ and *y*~5~.

-   Cluster 3: *y*~7~, *y*~8~, *y*~9~ and *y*~10~.

-   Cluster 4: *y*~11~ and *y*~12~.

-   Cluster 5: *y*~13~ and *y*~14~.

-   Cluster 6: *y*~15~.

![The $\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ for the measurements subject to the scenarios of three soft constraints for *α*′ = 0.001.\
Cluster 1(**A**,**b**), Cluster 2(**c**,**d**), Cluster 3(**e**,**f**) and Cluster 4(**g**,**h**).](pone.0238145.g010){#pone.0238145.g010}

[Fig 11](#pone.0238145.g011){ref-type="fig"} shows $\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ for the three soft constraints, i.e., for Cluster 5 (heights A and D) and Cluster 6 (height G) in [Fig 3e](#pone.0238145.g003){ref-type="fig"}. The $\mathcal{P}_{WE}$ for the measurements (Cluster 1 to Cluster 4) subject to the scenarios of three soft constraints (heights A, D and G) are displayed in [Fig 12](#pone.0238145.g012){ref-type="fig"}. [Fig 13](#pone.0238145.g013){ref-type="fig"} gives $\mathcal{P}_{WE}$ for three constraints (i.e., heights A, D and G). The $\mathcal{P}_{over +}$, $\mathcal{P}_{over -}$ and $\mathcal{P}_{ol}$ were also practically null for that case of three soft constraints. The sensitivity indicators (MDB and MIB) for each scenario of three soft constraints are displayed in [Table 6](#pone.0238145.t006){ref-type="table"}.

![The $\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ for the three constraints and for *α*′ = 0.001.\
Cluster 5(**a**,**b**) and Cluster 6(**c**,**d**).](pone.0238145.g011){#pone.0238145.g011}

![The $\mathcal{P}_{WE}$ for the measurements subject to the scenarios of the three soft constraints and for *α*′ = 0.001.\
Cluster 1(**a**), Cluster 2(**b**), Cluster 3(**c**) and Cluster 4(**d**).](pone.0238145.g012){#pone.0238145.g012}

![The $\mathcal{P}_{WE}$ for the three constraints and for *α*′ = 0.001.\
Cluster 6(**b**).](pone.0238145.g013){#pone.0238145.g013}

10.1371/journal.pone.0238145.t006

###### MDB and MIB for the case of the three soft constraints based on *α*′ = 0.001 and ${\overset{\sim}{\mathcal{P}}}_{CD} = {\overset{\sim}{\mathcal{P}}}_{CI} = 0.8$.

![](pone.0238145.t006){#pone.0238145.t006g}

      *σ*~*c*~ = 10*mm*   *σ*~*c*~ = 1*mm*   *σ*~*c*~ = 0.1*mm*                
  --- ------------------- ------------------ -------------------- ----- ------ ------
  1   7.5                 22                 6.8                  6.9   5.8    5.9
  2   6.8                 6.9                6.6                  6.7   6.4    6.4
  3   6.4                 6.4                6.3                  6.3   5.8    5.8
  4   6.3                 6.3                6.3                  6.3   6.3    6.3
  5   5.9                 6.0                7.4                  7.5   43.5   45
  6   5.9                 5.9                6.9                  6.9   34.6   35.5

Discussion {#sec006}
==========

We started by analyzing the scenario of one hard constraint in [Fig 3a](#pone.0238145.g003){ref-type="fig"}. [Table 1](#pone.0238145.t001){ref-type="table"} shows that the maximum correlation between *w*-test statistics for the measurements constituting Cluster 1 is exactly equal to 1.00 (i.e., $max_{\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}} = 1.00$). This means that the measurements belonging to Cluster 1 are connected with unknown heights whose connections are limited to only two. Both unknown heights A and D are tied only to two measurements (i.e., *y*~1~ and *y*~6~ linked to A, and *y*~3~ and *y*~4~ linked to D); therefore, if an outlier occurred in one of these measurements, we would only be able to analyze the consistency between them, but we would not be able to distinguish which of them was contaminated by an outlier. This means that we would only be able to detect them, because the *w*-test statistics could be larger than a critical value $\hat{k}$; however, in that case, the values of *w*-test statistics would be the same, and we would not have only one unique maximum *w*-test statistics, but would actually have four maximum *w*-test statistics. In other words, the equation systems associated with the measurements of Cluster 1 are linearly dependent \[[@pone.0238145.ref065]\]; therefore, there is no reliability in terms of outlier identification for Cluster 1, as can be seen in [Fig 3a](#pone.0238145.g003){ref-type="fig"}.

From [Fig 3b](#pone.0238145.g003){ref-type="fig"}, we note that there is reliability in terms of outlier detection for Cluster 1, and it is caused by overlapping *w*-test statistics. The probability of statistics overlap ($\mathcal{P}_{ol}$) for Cluster 1 in the scenario of a minimally constrained network is displayed in [Fig 14](#pone.0238145.g014){ref-type="fig"}.

![$\mathcal{P}_{CD}$ and $\mathcal{P}_{ol}$ for Cluster 1 subject to one hard constraint and for *α*′ = 0.001.\
The $\mathcal{P}_{CD}$ and $\mathcal{P}_{ol}$ for Cluster 1 subject to one hard constraint and for *α*′ = 0.001.](pone.0238145.g014){#pone.0238145.g014}

The problem of not having more connections (i.e., more measurements) for the unknown heights A and D in the case of one hard constraint with G fixed is overcome when these heights (A and D) are taken as hard constraints in [Fig 3b](#pone.0238145.g003){ref-type="fig"} or when the heights A, D and G are hard constraints in [Fig 3c](#pone.0238145.g003){ref-type="fig"}. [Fig 3a and 3b](#pone.0238145.g003){ref-type="fig"} show that the measurements of Cluster 1 are able to identify an outlier when two hard constraints (A and D fixed) are in play. The case of three hard constraints (A, D and G fixes) in [Fig 3e and 3f](#pone.0238145.g003){ref-type="fig"} is also verified by our results i.e., there is reliability in terms of both outlier detection and identification for these measurements in those conditions.

From [Table 2](#pone.0238145.t002){ref-type="table"}, we observe different behavior for the clusters as follows:

-   Cluster 1: there was no MIB for the case of having only one single hard constraint, whereas there was *MDB* = *MIB* for the other cases; however, both MDB and MIB decrease significantly with the increase in the number of hard constraints.

-   Cluster 2: MDB was slightly smaller than MIB. Both MDB and MIB were practically the same for the case of having two or three hard constraints.

-   Cluster 3: *MDB* = *MIB* for all cases of hard constraints; however, both MDB and MIB decrease significantly with the increase in the number of hard constraints.

-   Cluster 4: MDB and MIB were equal for all cases.

In terms of outlier detection and identification: Cluster 1 was more sensitive to constraints; Cluster 3 was relatively sensitive to constraints; Cluster 4 was completely insensitive to constraints; Cluster 2 was relatively insensitive to constraints; see [Fig 4](#pone.0238145.g004){ref-type="fig"}. The reason for this is that the local redundancy (*r*~*i*~) of Cluster 1 increased with the increase of the number of hard constraints, whereas Cluster 4 remained the same; see [Table 2](#pone.0238145.t002){ref-type="table"}.

Leaving aside the cases of $\mathcal{P}_{ol}$, the network presents low least-squares residuals correlation ($\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}} < 0.5$) and high local redundancy (*r*~*i*~ \> 0.5). Because of this, $\mathcal{P}_{WE}$ were less than 1%, see [Fig 5](#pone.0238145.g005){ref-type="fig"}. The $\mathcal{P}_{over +}$ and $\mathcal{P}_{over -}$ were practically null. Consequently, $\mathcal{P}_{CI} \approx \mathcal{P}_{CD}$. Due of this fact, the family-wise error rate (*α*′) should be increased in order to have more success rate in the outlier detection and identification \[[@pone.0238145.ref044]\].

From [Fig 15](#pone.0238145.g015){ref-type="fig"}, we observe that increasing the *α*′ increases both the $\mathcal{P}_{CI}$ and $\mathcal{P}_{CD}$ for outlier magnitude from 5*σ* to 6*σ* in the case of three hard constraints and from 5*σ* to 6.8*σ* in the case of two hard constraints. Although the rates of $\mathcal{P}_{over +}$ and $\mathcal{P}_{WE}$ also increase, they are not significant when compared to the improvement of $\mathcal{P}_{CI}$ and detection ($\mathcal{P}_{CD}$). This same analysis can be done for the other clusters.

![The $\mathcal{P}_{CI}$, $\mathcal{P}_{CD}$, $\mathcal{P}_{over +}$ and $\mathcal{P}_{WE}$ for Cluster 1 subject to two and three hard constraints and for *α*′ = 0.001 and *α*′ = 0.1.\
The $\mathcal{P}_{CI}$ (***A***), $\mathcal{P}_{CD}$ (***b***), $\mathcal{P}_{over +}$ (***c***) and $\mathcal{P}_{WE}$ for Cluster 1 subject to two and three hard constraints and for *α*′ = 0.001 and *α*′ = 0.1.](pone.0238145.g015){#pone.0238145.g015}

In terms of soft constraints for the cases of two constraints in [Fig 3d](#pone.0238145.g003){ref-type="fig"}, we observe from [Table 3](#pone.0238145.t003){ref-type="table"} that the larger the relaxation of the constraint (i.e., the larger the standard deviation of the constraint *σ*~*c*~), the larger the residuals correlation ($\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}$) and the standard deviation of the outlier $\sigma_{\nabla_{i}}$, and the smaller the local redundancy (*r*~*i*~). Consequently, $\mathcal{P}_{CI}$ and detection ($\mathcal{P}_{CD}$) get smaller and smaller with the relaxation of the constraints, whereas $\mathcal{P}_{WE}$ gets larger ($\mathcal{P}_{WE}$). This can be more clearly verified in [Fig 6a, 6b and 8a](#pone.0238145.g006){ref-type="fig"} for Cluster 1, whose measurements are connected with the constraints A and D (i.e., *y*~13~ and *y*~14~ in [Table 3](#pone.0238145.t003){ref-type="table"}, respectively).

Note from [Fig 8a](#pone.0238145.g008){ref-type="fig"} that the $\mathcal{P}_{WE}$ increases as the magnitude of the outlier (∇~*i*~) increases; however, this is only true up to a certain limit of outlier magnitude. The effect of residuals correlation $\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}$ on the rates of $\mathcal{P}_{WE}$ and $\mathcal{P}_{CI}$ tends to decrease with the increase in the magnitude of the outlier ∇~*i*~. This effect is more clearly verified for Cluster 1, in a case where the precision of the constraints are ten times worse than the measurements *σ*~*c*~ = 10*σ* = 10*mm*.

Note from [Fig 6](#pone.0238145.g006){ref-type="fig"} that identifying an outlier in Cluster 1 (i.e., *y*~1~, *y*~3~, *y*~4~ and *y*~6~) when *σ*~*c*~ = 10*mm* is more difficult than the other clusters. This is due to the fact that Cluster 1 has a higher residuals correlation $\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}} = 0.994$ than other clusters. We observe that the larger the relaxation of the constraints, the larger the effect of the correlation $\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}$ on the success rate of outlier identification ($\mathcal{P}_{CI}$). Consequently, the higher the sensitivity indicator for outlier identification (MIB). [Table 2](#pone.0238145.t002){ref-type="table"} reveals that the ratio between MIB and MDB for Cluster 1 and for the scenario where the standard deviations of that two soft constraints are *σ*~*c*~ = 10*mm* is MIB/MDB = 25/7.5 = 3.3. On the other hand, the relationship between MIB and MDB is practically one (i.e., MIB/MDB = 1.0) for the others scenarios.

If the *family-wise error rate* (FWE) rate (*α*′) were increased for the case where the two soft constraints of *σ*~*c*~ = 10*mm* are in play, we would not have great advantages for Cluster 1, due to its high residuals correlation ($\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}} = 99.4\%$). From [Fig 16](#pone.0238145.g016){ref-type="fig"}, we can observe that the $\mathcal{P}_{CI}$ for outlier magnitudes from 5*σ* to 8*σ* is effectively larger for a user-defined *α*′ = 0.1 than *α*′ = 0.001; however, the success rate is still less than 80%, i.e., $\mathcal{P}_{CI} < 0.8$. Note, for example, the correct identification rate is $\mathcal{P}_{CI} = 56\%$ for an outlier magnitude of ∇~*i*~ = 8*σ* and *α*′ = 0.1. For *α*′ = 0.1 the *MIB* = 33.5*σ* = 33.5*mm*, whereas for *α*′ = 0.001 is *MIB* = 25*σ* = 25*mm*; therefore, in that case, the MIB for $\mathcal{P}_{CI} = 0.8\left( 80\% \right)$ and *α*′ = 0.1 would be 34% larger than user-defined *α*′ = 0.001.

![The $\mathcal{P}_{CI}$ for Cluster 1 subject to two soft constraints (2 s.c.) A and D for *α*′ = 0.001 and *α*′ = 0.1.\
The $\mathcal{P}_{CI}$ for Cluster 1 subject to two soft constraints (2 s.c.) A and D for *α*′ = 0.001 and *α*′ = 0.1.](pone.0238145.g016){#pone.0238145.g016}

The soft constraints A and D were grouped in Cluster 5 (i.e., A and D were treated as pseudo-observations in the model). There is no reliability in terms of outlier identification for the constraints, because the residual correlation between them is $\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}} = 100\%$, as can be seen in [Table 3](#pone.0238145.t003){ref-type="table"} for *y*~13~ and *y*~14~; however, these soft constraints are able to detect an outlier. In that case, the $\mathcal{P}_{CD}$ in [Fig 7](#pone.0238145.g007){ref-type="fig"} is mainly caused by the $\mathcal{P}_{ol}$, as can be seen in *σ*~*c*~ = 10*mm* in [Fig 17](#pone.0238145.g017){ref-type="fig"}. From [Table 4](#pone.0238145.t004){ref-type="table"}, we observe that the larger the relaxation of the constraints, the larger the MDB. Note that the values of MDB are given in *σ*, and thus the MDB for *σ*~*c*~ = 10*mm* is larger than *σ*~*c*~ = 1*mm* and *σ*~*c*~ = 0.1*mm*, i.e., we had the following inequality: *MDB* = 6.8*σ*~*c*~ = 6.8 × 10*mm* = 68*mm* \> *MDB* = 8.8*σ*~*c*~ = 8.8 × 1*mm* = 8.8*mm* \> *MDB* = 57*σ*~*c*~ = 57 × 0.1*mm* = 5.7*mm*. In that case, if the FWE (*α*′) were increased, the rate of outlier detection by the Cluster 4 (i.e., by the soft constraints) would increase.

![The $\mathcal{P}_{CD}$ and $\mathcal{P}_{ol}$ for the two soft constraints A and D (Cluster 5) with *σ*~*c*~ = 10*mm* and for *α*′ = 0.001.\
The $\mathcal{P}_{CD}$ and $\mathcal{P}_{ol}$ for the two soft constraints A and D (Cluster 5) with *σ*~*c*~ = 10*mm* and for *α*′ = 0.001.](pone.0238145.g017){#pone.0238145.g017}

Similar effects of the relaxation of the constraints on the performance of the *IDS* in case of two soft constraints are verified in case of three soft constraints, as can be seen in Figs [10](#pone.0238145.g010){ref-type="fig"}, [11](#pone.0238145.g011){ref-type="fig"}, [12](#pone.0238145.g012){ref-type="fig"} and [13](#pone.0238145.g013){ref-type="fig"}.

In case of having three soft constraints in [Fig 3e](#pone.0238145.g003){ref-type="fig"}, there is reliability in terms of outlier identification for the three pseudo-observations *y*~13~, *y*~14~ and *y*~15~ (i.e., for A, D and G), seen in [Fig 10](#pone.0238145.g010){ref-type="fig"} and [Table 6](#pone.0238145.t006){ref-type="table"}. In that case, we also observe that $\mathcal{P}_{CD}$ of the soft constraints A and D (i.e., Cluster 5) were approximately 13% for *σ*~*c*~ = 10*mm*, 16% for *σ*~*c*~ = 1*mm* and 24% for *σ*~*c*~ = 0.1*mm* larger than the scenario of the network subject to two soft constraints. [Table 6](#pone.0238145.t006){ref-type="table"} reveals that the advantage of having three soft constraints instead of two constraints is that the constraints become identifiable in the presence of an outlier. The behavior of the $\mathcal{P}_{CD}$, $\mathcal{P}_{CI}$ and $\mathcal{P}_{WE}$ was similar to the case of the two soft constraints. Furthermore, the larger the relaxation of the constraints, the smaller the residuals correlation between the measurements and the soft constraints and the larger the residuals correlation among the measurements.

We also observe that the case of two soft constraints for *σ*~*c*~ = 0.1*mm* was comparable with two hard constraints (see e.g., Tables [2](#pone.0238145.t002){ref-type="table"} and [6](#pone.0238145.t006){ref-type="table"}) in terms of the probability levels associated with *IDS* for the measurements (i.e., clusters 1, 2, 3 and 4). In the same way for the case of two soft constraints with *σ*~*c*~ = 1*mm* or *σ*~*c*~ = 10*mm*, the probabilities levels were similar to the one hard constraint for that measurements, with the benefit of two soft constraints having reliability in terms of outlier identification for the Cluster 1. Finally, the three soft constraints with *σ*~*c*~ = 1*mm* and *σ*~*c*~ = 10*mm* were comparable to the two soft constraints for that scenario of constraints relaxation, wheres the three soft constraints for *σ*~*c*~ = 0.1*mm* showed similar outcomes with three hard constraints for the measurements (see e.g., Tables [2](#pone.0238145.t002){ref-type="table"} and [6](#pone.0238145.t006){ref-type="table"}). In that case, however, an advantage of the three soft constraints on the three hard constraints is the possibility of analyzing the sensitivity of the constraints. We emphasize that the stochastic models of the measurements and constraints were assumed to be well-known and defined for the analyses performed here.

Conclusion {#sec007}
==========

We highlight the main findings of this research as follows:

-   Under a system of a high local redundancy *r*~*i*~ \> 0.5 and low residuals correlation ($\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}} < 0.5$), if one increases the *family-wise error rate* (FWE) of the test statistic, the performance of the procedure will be improved for both scenarios of hard constraints and soft constraints.

-   $\mathcal{P}_{CI}$ of the observations is larger for the case of hard constraints than soft constraints.

-   The larger the relaxation of the constraints, the larger the effect of the residuals correlation ($\rho_{\mathbf{w}_{\mathbf{i}},\mathbf{w}_{\mathbf{j}}}$) on the success rate of outlier identification ($\mathcal{P}_{CI}$) of the observations. Consequently, the higher the sensitivity indicator for outlier identification (MIB), the more difficult it becomes to identify an outlier.

-   Under a scenario of soft constraints, one should set out at least three soft constraints in order to identify an outlier in the constraints.

-   Hard constraints should be used in the stage of pre-processing data for the purpose of identifying and removing possible outlying measurements. In that process, one should opt to set out the redundant hard constraints at points in the network where the smallest connections exist. After identifying and removing possible outliers, the soft constraints should be employed to propagate the uncertainties of the constraints (pseudo-observations) to the model parameters during the process of least-squares estimation.

Supporting information {#sec008}
======================

###### Description of the method.

Provides a broad theoretical framework and detailed description of the method used to estimate the Iterative Data-Snooping probability levels.

(PDF)

###### 

Click here for additional data file.
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