Abstract. Generalized twisted Gabidulin codes are one of the few known families of maximum rank matrix codes over finite fields. As a subset of m × n matrices, when m = n, the automorphism group of any generalized twisted Gabidulin code has been completely determined by the authors in [14] . In this paper, we consider the same problem for m < n. Under certain conditions on their parameters, we determine their middle nuclei and right nuclei, which are important invariants with respect to the equivalence for rank metric codes. Furthermore, we also use them to derive necessary conditions on the automorphisms of generalized twisted Gabidulin codes.
Introduction
Let K be a field. The set K m×n of all m × n matrices over K is a K-vector space. The rank-metric distance on the K m×n is defined by When C is a K-linear subspace of K m×n , we say that C is a K-linear code and its dimension dim K (C) is defined to be the dimension of C as a subspace over K.
Two rank metric codes C 1 and C 2 ⊆ K m×n are equivalent if there are A ∈ GL(m, K), B ∈ GL(n, K), C ∈ K m×n and γ ∈ Aut(K) such that
(1) C 2 = {AX γ B + C | X ∈ C 1 }.
In particular, when C 1 and C 2 are K-linear, we can always let C be the zero matrix. All the equivalence mappings of a rank metric code C form its automorphism group, which is denoted by Aut(C).
There is another equivalence relation on rank metric codes called isometry introduced in [4] . When m = n, the equivalence of rank metric codes is the same as the isometry. However, when m = n, we say that C 1 is isometric to C 2 if C 1 is equivalent to C 2 or C ⊤ 2 , where C ⊤ 2 := {X t | X ∈ C 2 }, is the so called adjoint code of C 2 .
In this article we will be interested in the case K = F q n . Let C be a rank metric code in F m×n q . When d(C) = d, it is well-known that #C ≤ q max{m,n}(min{m,n}−d+1) , which is a q-analog of the Singleton bound for the rank metric distance; see [5] .
When the equality holds, we call C a maximum rank distance (MRD for short) code.
The main application of rank metric codes is in the construction of error correcting codes for random network coding [11] . Nonetheless, there are several interesting structures in finite geometry, such as quasifields and splitting dimensional dual hyperovals, which can be equivalently described as rank metric codes; see [6, 10, 15, 24] . For instance, the spreadset derived from a quasifield of order q n is an MRD code in F n×n q and its minimum distance is n. For MRD codes with minimum distance less than min{m, n}, there are a few known constructions. The first and most famous family is due to Gabidulin [8] and Delsarte [5] who found it independently. This family is later generalized by Kshevetskiy and Gabidulin in [12] , and we often call them generalized Gabidulin codes.
Recent constructions of MRD codes can be found in [3, 7, 21, 22] and [23] . For instance in [23] , the author exhibits two infinite families of linear MRD codes which are not equivalent to generalized Gabidulin codes. We call them twisted Gabidulin codes and generalized twisted Gabidulin codes. In [14] it is shown that the latter family contains both generalized Gabidulin codes and twisted Gabidulin codes as proper subsets. Also in [14] , when m = n, the automorphism groups and the equivalence issue for the generalized twisted Gabidulin codes have been completely solved.
In [23] , generalized twisted Gabidulin codes are exhibited as a set of linearized polyinomials over F q n ; i.e. as a subset of the set of polynomials defined as follows:
Precisely, let n, k, s, h ∈ Z + with k < n and gcd(n, s) = 1, and let η be in F q n such that N q sn /q s (η) = (−1) nk . A generalized twisted Gabidulin code, is the following set of linearized polynomials Indeed each polynomial in this set has at most q k−1 roots in F q n ; see [14, 23] . Any polynomial f in L (n,q) [X] gives rise to an F q -linear map x ∈ F q n → f (x) ∈ F q n , and it is well known that (L (n,q) [X]/(X q n −X), +, •, ·), where + is the addition of maps, • is the composition of maps and · is the scalar multiplication by elements of F q , is isomorphic to the algebra of n × n matrices over F q and to End Fq (F q n ) which denotes the set of F q -endomorphisms of F q n . Now, let m ≤ n and let S = {α 1 , . . . , α m } be a set made up of m linear independent elements of F q n over F q ,. Under a given basis of F q n over F q , each element a of F q n can be written as a (column) vector v(a) in F n q . Most of MRD codes with 1 < k < n − 1 appeared in the literature so far, are in the following form:
where (·) T denotes the transpose of a matrix. In this regard, we point out that several new constructions of MRD codes which are not in this form are presented recently in [9] and are proved to be inequivalent to any Gabidulin code. However, we do not know whether they are equivalent or not to a generalized twisted Gabidulin code (2).
When m < n, MRD codes defined in (2) can be seen as the image of H k,s (η, h) under a projection from F n×n q to F m×n q . Indeed, let ξ be a primitive element of F q n . It is clear that
Then, it is straightforward to see that by multiplying a suitable full rank m by n matrix L on the left side of elements in the set above, we get (2). In general, it is difficult to tell whether two rank metric codes with the same parameters are equivalent or not. For quasifields, in particular for semifields, there are some classical invariants called kernel, left, right and middle nuclei. Originally, these are defined as algebraic substructures of quasifields or semifields. However they can also be translated into the language of matrices. For more information on the nuclei of finite semifields, we refer to [16] . These invariants are quite useful in telling the equivalence between two semifields, and many classification results on semifields are also based on certain assumptions on the sizes of their nuclei; see [2, 16, 17, 18, 19] for instance.
It is then natural asking whether some of these substructures can be defined also for other rank metric codes. This is addressed in [15] , where the kernel, the middle nucleus and the right nucleus are defined for an arbitrary rank metric code. It can proved that the order of all such structures is an invariant with respect to the equivalence relation for K-linear rank metric codes in K m×n . In [13] , the middle nucleus and the right nucleus of an MRD defined as in (2) with η = 0, (i.e. when H k,s (η, h) = G k,s ), are determined; see [20] for the calculation of the middle nucleus too. This is a crucial step towards determination of the automorphism group of these codes in [13] . We point out that in [13] , the middle nucleus (resp. right nucleus) is called the left idealiser (resp. right idealiser ) of the code.
For nonzero η, if m = n, the automorphism group of each generalized twisted Gabidulin code is determined in [14] . When m < n, the determination of the automorphism group appears a more complicated task.
In this article we investigate the middle nucleus as well as the right nucleus of a generalized twisted Gabidulin code defined as in (2) with η = 0, for m < n. Under certain assumptions on the involved parameters k, s, m, η and n, we can determine these nuclei. Finally, by exploiting these results we can derive necessary conditions on the automorphisms of generalized twisted Gabidulin codes under certain restrictions for the involved parameters.
The rest of this paper is organized as follows: In Section 2, we introduce several notations used throughout this paper and translate an MRD code as a set of matrices over F q into a set of linearized polynomials in F q n [X]. In Section 3, we calculate the middle nucleus as well as the right nucleus of a generalized twisted Gabidulin code under certain assumptions. In the end, we use these results to obtain some necessary conditions on the automorphisms of generalized twisted Gabidulin codes.
Preliminaries
Throughout this paper, we always use S to denote a set of m F q -linearly independent elements in F q n . Of course m n. We often use U S to denote the F q -subspace generated by the elements of S in F q n .
As pointed out in previous section, to the best of our knowledge, all known F qlinear MRD codes in F m×n q with m < n, are projections of the generalized twisted Gabidulin codes except, possibly, the ones constructed in [9] .
To investigate rank metric codes in F m×n q where m n, we need to prove several results.
Lemma 2.1. Let m, n be in Z + satisfying that m n, and let q be a prime power. Let S be a subset consisting of m arbitrary F q -linearly independent elements α 1 , . . . , α m ∈ F q n . Define θ S := u∈US (X − u). Then we have
Proof. The map given by
T is clearly surjective and F q -linear. By noting that ϕ(f ) is the zero matrix if and only if f (x) = 0 for every x ∈ U S , we see that
This concludes the proof.
For the subset S made up of m arbitrary F q -linearly independent elements in
where End Fq (F q n ) is the set of F q -endomorphisms of F q n . Lemma 2.2. Let S be an m-subset S of F q -linearly independent elements in F q n . Let C be a subset of L (n,q) [X] . Assume that for any distinct f and g ∈ C , the number of solutions of f = g in U S is strictly smaller than q m . Then π S is injective on C .
Proof. It follows directly from the assumption #{x ∈ F q n : f (x) = 0} < q m = #U S and the fact that f ≡ 0 mod θ S if and only if f (u) = 0 for every u ∈ U S . By Lemma 2.2 and the fact that G m,s is an MRD code, the following result can readily be verified. Corollary 2.3. Let S be an m-subset S of F q -linearly independent elements in F q n . Let s be an integer such that gcd(n, s) = 1. Then the set
is of size q nk and each nonzero polynomial in C has at most q k−1 roots over U S , for instance C = H k,s (η, h), then the assumption on C in Lemma 2.2 is satisfied.
By Lemmas 2.1 and 2.2, codes described in (2) can be equivalently written as
In particular, when m = n, it becomes
In fact, for any subset S of F q -linearly independent elements α 1 , · · · , α m and any subset C of L (n,q) [X], we can always get a rank metric code
which is an MRD code if and only if #C = q nk and for any distinct f, g ∈ C , f − g has at most q k−1 roots in U S . Let C 1 and C 2 ∈ F m×n q be two rank metric codes. As explained in previous section if m = n, isometry and equivalence between C 1 and C 2 are the same; otherwise
All the equivalence maps of a rank metric code C form its automorphism group, which is denoted by Aut(C).
It is straightforward to verify the following lemma.
Here
for every x ∈ U S . In the remaining part of this article, we will frequently use the same notation, for example ϕ, to denote an element in End Fq (F q n ) as well as its image in
, and it is also a linearized polynomial which we consider its image under π S .
Nuclei of generalized twisted Gabidulin codes
Let K be an arbitrary field. Let C ⊆ K m×n be a K-linear rank metric code. We define the middle nucleus of C as the following set of matrices of order n:
In the same way we say that the right nucleus of C is the following set:
In particular, when C defines a finite semifield S, N m (C) (resp. N r (C)) is exactly the middle (resp. right) nucleus of S. In [13] , they are called the left idealiser and the right idealiser of C, respectively.
In [13] , Liebhold and Nebe computed the middle nucleus and the right nucleus of
for any m n and any F q -linearly independent set {α 1 , · · · , α m }. In [15] , the middle nucleus and the right nucleus of (3) were determined in the special case m = n.
In this section, we proceed to investigate the middle nucleus and the right nucleus of (2) for m < n and any F q -linearly independent set {α 1 , · · · , α m }.
We need several lemmas for our final results. 
By (3) and the definition of right nucleus, it is routine to verify the following statement.
, the right nucleus of the corresponding rank metric code defined by (4) is isomorphic to
Its middle nucleus is isomorphic to
By Lemma 3.1, when π S (C ) defines an MRD code C by (4) , N m (π S (C )) \ {O} is a subgroup of its automorphism group Aut(π S (C )); however N r (π S (C )) \ {O} is is not necessarily in Aut(π S (C )).
where c j for j = 0, · · · , m − 1 depend on a. Let j 0 := max{j : c j = 0}. For any t satisfying t + j 0 ≤ m − 1 and any j, c j = 0 if and only if there existsā ∈ F q n such that
Proof. By Corollary 2.3, we know that for each i ∈ {0, · · · , n − 1}, there exists e
Without loss of generality, we assume that deg(ϕ) ≤ q n−1 and ϕ = n−1
for any a ∈ F q n . For any given j, there exists a ∈ F * q n such that c j :
Thus, for any t satisfying t + j 0 ≤ m − 1,c j+s := For any ϕ ∈ L (n,q) [X], θ S defined as in Lemma 2.1 and c j andc j defined as in Lemma 3.4, if we define A ϕ,0 := {j : c j = 0 for some a ∈ F q n } and A ϕ,t := {j :c j = 0 for someā ∈ F q n },
then Lemma 3.4 shows us that
Next, we proceed to show that for most cases, monomials in π S (H k,s (η, h)) are mapped to monomials by the elements in its right (middle) nucleus.
Lemma 3.5. Let k, m and n be positive integers satisfying k < m n. Let S be an m-subset of F q -linearly independent elements in F q n . For each element ϕ ∈ N r (π S (H k,s (η, h))) and any a ∈ F q n , there exists an element b ∈ F q n such that
if one of the following collections of conditions are satisfied.
(
(a) Recall that when η = 0,
where c i depend on the value of a; see (6) . Let i 0 := max{i : c i = 0}. We are going to prove that i 0 = 0. For any integer j satisfying j + i 0 ≤ m − 1, by Lemma 3.4, there existsā ∈ F q n such that (7) ϕ(āX
By way of contradiction, we assume that i 0 > 0. It means thatāX
On the other hand, by Corollary 2.3 any g ∈ G k,s and
It is a contradiction. Hence, i 0 = 0 which concludes the proof.
(b) Depending on the value of k, we divide our proof into three cases.
(i) When k = 1 and m > k + 1 = 2, it is not difficult to show that for every a ∈ F q n , ϕ(aX) ≡ bX mod θ S for some b ∈ F q n . Precisely since π S (ϕ(aX)) ∈ π S (H 1,s (η, h)), we may assume, by way of contradiction, that there exist b 0 , b 1 ∈ F q n with b 1 = 0 such that
because of π S (ϕ(aX)) ∈ π S (H 1,s (η, h)). Furthermore, by Lemma 3.4, we can choose c such that s (η, h) ). However, by m > 2 and Corollary 2.3, there cannot exist any a 0 ∈ F q n such that
which is a contradiction.
(ii) When k > 2 and m > k + 1, by an analogous argument for the proof of (a), we can show that
for certain c i ∈ F q n . Indeed, suppose that i 0 := max{i : c i = 0} > 2. As 0 < k + 2 − i 0 < k, we have that aX
, which, since m > k + 1, leads to a contradiction.
We proceed to show that c 0 must be 0 by way of contradiction. It can be similarly shown that c 2 = 0, and we omit its proof.
As k > 2, we have c 2 X q 2s ∈ H k,s (η, h). Together with (8), i.e.,
we have π S (c 0 X) ∈ π S (H k,s (η, h)). However, by Corollary 2.3, for arbitrary g ∈ H k,s (η, h), c 0 X and g belong to distinct residue classes in
, which is a contradiction. Therefore ϕ(aX
(iii) When k = 2 and m > k + 2 = 4, again we can derive (8) for certain c i ∈ F q n . Next we prove that c 0 must be 0 by way of contradiction and it can be similarly shown that c 2 = 0. As ϕ(aX
mod θ S implies that ϕ(aX) ≡ bX mod θ S for certain b ∈ F q n by Lemma 3.4, we complete the proof. Now assume that c 0 = 0. By taking the following system of distinct representatives,
and an analogous argument as in the proof of Lemma 3.4, from (8) we can show that there always existsā ∈ F q n such that
wherec 0 = 0. Similarly we can also expand ϕ(ηā q h X q 2s ), sum it with ϕ(āX) and we get
However, as (f − g) q s module θ S is congruent to a polynomial of degree smaller than or equal to q 4s , f − g has at most q 4 roots in U S if f − g = 0, which actually holds because ofc 0 = 0. It contradicts the fact that θ S has q m roots and θ S | (f − g).
For the middle nucleus of π S (H k,s (η, h)), we can prove a result analogous to Lemma 3.5. Lemma 3.6. Let k, m and n be positive integers satisfying k < m n, and let η,η ∈ F q n and h,h ∈ {0, · · · n − 1} be such that H k,s (η, h) and H k,s (η,h) are both generalized twisted Gabidulin codes. Let S be an m-subset of F q -linearly independent elements in F q n . Assume that ψ ∈ End Fq (F q n ) satisfies π S (f • ψ) ∈ π S (H k,s (η,h)) for all f ∈ H k,s (η, h). Then there exists an element b ∈ F q n such that ψ(X) ≡ bX mod θ S , if one of the following collections of conditions are satisfied.
Proof. Assume that
for certain e i ∈ F q n .
(a) As π S (ψ(X)) ∈ π S (G k,s ), we may assume that
Then for any integer j, we have
Assume that there is at least one c i = 0 and let i 0 := max{i : c i = 0}. An argument similar to that used to prove (a) of Lemma 3.5 shows that, also in this case, i 0 = 0.
(b) Again we use the same strategy as in Lemma 3.5.
(i) When k = 1 and m > k + 1 = 2; since π S (ψ(X)) ∈ π S (H 1,s (η,h)), we may assume, by way of contradiction, that there exist
However, by Corollary 2.3 and the assumption m > 2, cannot exist any a 0 ∈ F q n such that
which leads to a contradiction.
for certain c i ∈ F q n .
As k > 2, there is c 2 X q 2s ∈ H k,s (η,h). Together with (11), i.e.,
we have π S (c 0 X) ∈ π S (H k,s (η,h)). By Corollary 2.3, for arbitrary g ∈ H k,s (η,h), c 0 X and g belong to distinct residue classes in L (n,q) [X]/(θ S ), which leads to a contradiction.
Thus ψ(X)
X mod θ S , and we complete the proof. (iii) When k = 2 and m > k + 2 = 4, it is obvious that (11) holds for certain c i ∈ F q n . We proceed to prove that c 0 must be 0 by way of contradiction and it can be similarly shown that c 2 = 0. As ψ(X)
X mod θ S , we complete the proof. Assume by way of contradiction that c 0 = 0. By calculation, we have
However, as (f − g) q s module θ S is congruent to a polynomial of degree smaller than or equal to (k + 2)s < ms, f − g has at most q k+2 roots in U S if f − g = 0, which actually holds because of c 0 = 0. It contradicts the fact that θ S has q m roots and θ S | (f − g).
If we let η =η and h =h, then Lemma 3.6 shows us that ψ ∈ N m (π S (H k,s (η, h))) satisfies ψ(X) ≡ bX mod θ S for some b ∈ F q n under certain assumptions on m, k, h and η.
When η = 0 and m = k + 1 or (m, k) = (4, 2), under certain conditions on h and s, we can also prove the same result as in Lemma 3.6 through more complicated calculation.
Lemma 3.7. Let k, m and n be positive integers satisfying k < m n, and let η,η ∈ F * q n and h,h ∈ {0, · · · n − 1} be such that H k,s (η, h) and H k,s (η,h) are both generalized twisted Gabidulin codes. Let S be an m-subset of
Proof. (a) By Corollary 2.3, we can assume that
Here for every a ∈ F q n . As π S (aψ(X) + ηa s (η,h) ), we havẽ (b) Now k = 2 and we assume that
For each a ∈ F q n ,
As π S (aψ(X) q s ) always belongs to π S (H k,s (η,h)), we havẽ
which holds for every a ∈ F q n . If at least one between d 0 and d 2 is zero, then the other one also must be zero. On the other hand, if d 0 and d 2 both are nonzero, then it must beh ≡ 0 mod n, which is already excluded in our assumption. Therefore,
(c) Following the proof of (b), we only have to consider the caseh = 0.
Instead of looking at elements in
we are going to consider
where
Let σ(x) := x q s for x ∈ F q n . Clearly the map from Ψ ′ to Ψ defined by ψ → σ −1 •ψ•σ is a bijection. If we can show that for each element ψ ∈ Ψ ′ , there exists b ∈ F q n such that ψ(X) ≡ bX mod θ S , then we complete the proof.
Let ψ be defined as in (13) . As m = n = 4, it is clear that θ S = X q 4 − X. By calculation, we have
where the precise value of e i for i = 1, 2, 3 are not required in the rest of our proof. As π S (ψ(X)
Together with (14), we have
It contradicts the assumption. In particular, ifη = η, then (15) implies that N q 4s /q s (η) = 1 which contradicts the condition on η.
If we can show that (8) holds for every a ∈ F q n , then the same argument as in the proof of Lemma 3.6 (b) case (ii) can further show that c 0 = c 2 = 0.
By way of contradiction, we assume that 
for all a ∈ F q n . However, ash ≡ 0 mod n, the equation above holds for all a if and only if d i0 = d i0−1 = 0, which contradicts our assumption on the value of d i0 .
If we let η =η and h =h, then Lemma 3.7 shows us the property of ψ ∈ N m (π S (H k,s (η, h))) as Lemma 3.6. Now we can calculate the middle (right) nucleus of π S (H k,s (η, h)).
Theorem 3.8. Let k, m and n be positive integers satisfying k < m n. Let S = {α 1 , α 2 , · · · , α m } be a subset of F q -linearly independent elements in F q n . Let F q ℓ be the largest field such that U S is an F q ℓ -linear space.
(a) The middle nucleus of
(b) Assume η = 0 and at least one of the conditions in Lemmas 3.6 and 3.7 is satisfied forh = h andη = η. Then
where t = gcd(n, sk − h, ℓ).
for a certain b ∈ F q n . By Lemma 3.3, two maps ψ and ψ ′ which both map U S to itself define the same element in N m (π S (C )) if and only if ψ| US = ψ ′ | US , which is equivalent to
Hence we only have to consider the value of b such that ψ maps U S to itself, where ψ(X) = bX.
(a) When η = 0, it is clear that ψ(U S ) ⊆ U S if and only if b ∈ F q ℓ .
(b) When η = 0, by looking at
we derive b ∈ F q ℓ and b
It is easy to verify that for every b ∈ F q t , ψ| US ∈ N m (π S (H k,s (η, h)) ).
Theorem 3.9. Let k, m and n be positive integers satisfying k < m n. Let S = {α 1 , α 2 , · · · , α m } be a subset of F q -linearly independent elements in F q n , where α 1 = 1. Let ℓ be the smallest integer such that θ S | (X q ℓ − X) and r = n/ℓ. 
(a) The right nucleus of
In Theorem 3.9, it is not difficult to see that ℓ always divides n, because S ⊆ F q n . In fact, F q ℓ is the smallest subfield of F q n containing S. It bears remarking that when 1 / ∈ S, we can still determine the right nucleus in Theorem 3.9: We can simply take any element α ∈ S and replace S by S := {c/α : c ∈ S}, from which it follows that the new code π S (H k,s (η, h)) is equivalent to π S (H k,s (η, h)). Hence by calculating N r (π S (H k,s (η, h))), we determine N r (π S (H k,s (η, h))).
Proof. (a) First, it is easy to see that for any c ∈ F q n , the map ϕ defined by ϕ : aX → caX is in N r (π S (G k,s )). According to Lemma 3.2 
As the elements in T are q ℓ -polynomials, by choosing a basis of F q n over F q ℓ , it is not difficult to see that each element of T defines matrix in F r×r q ℓ and T ∼ = F r×r q ℓ as vector spaces over F q ℓ , which means that we can use the polynomials in T to represent elements in N r (π S (G k,s )).
For any ϕ = r−1 i=0 c i X q il ∈ T and a ∈ F q n ,
By way of contradiction, we assume that ℓ ′ < ℓ. That means
By Lemma 3.5, there is a w ∈ F q n such that
which means θ S | (X (b) Let ϕ ∈ N r (π S (H k,s (η, h))). By Lemmas 3.5 (b), for any a ∈ F q n there exists an element b ∈ F q n such that ϕ(aX) ≡ bX mod θ S . By Lemma 3.4, we see that ϕ(aX
Thus by Lemma 3.3, ϕ also defines an element in N r (π S (G k,s )). Hence, by (a), we have
Now let us verify which
From the two above equations, we get
In order to have ϕ ∈ N r (π S (H k,s (η, h))), we must have [20] ; see [13, Lemma 4 .1] too. Theorem 3.9 (a) is first proved in [13] , in which the matrices in the MRD code (see (4) ) are all transposed. Thus the middle nucleus and the right nucleus there are swapped.
In the end, we summarize the value of m and those parameters of H k,s (η, h) for which we cannot determine its middle or right nucleus. For the following cases, the right nucleus of π S (H k,s (η, h) ) is still open:
• m = k + 1;
• m = 4 and k = 2. As G 1,s and H 1,s (η, 0) are equivalent (see [1] ), we can exclude the case k = 1 and h ≡ 0 mod n for the middle nucleus of π S (H k,s (η, h) ). However, it is still open for the following cases:
• k = 1, m = 2 and n = 2h;
• k = 2, m = 3 and h = 0;
• k = 2, m = 4 and n > m;
• k > 2, m = k + 1 and h = 0.
Automorphism groups of Generalized twisted Gabidulin codes
When m = n, the automorphism group of any generalized twisted Gabidulin code has been completely determined in [14] . More precisely, let (ϕ 1 , ϕ 2 , ρ) be in Aut(H k,s (η, h)), it is shown that ϕ 1 and ϕ 2 must be monomials over F q n . In this section, we proceed to show an analogous result for the case m < n.
Let N r (π S (H k,s (η, h))) be the right nucleus of π S (H k,s (η, h)) determined in Theorem 3.9 and we denote it by N r for short. We define Θ by Θ := r−1 i=0 c i :
We first investigate the normalizer N GL(n,q) (N r ) of N r in GL(n, q).
Lemma 4.1. Let k, m and n be positive integers satisfying k < m < n and let S, ℓ, r and N r be determined as in Theorem 3.9 . Let λ be a linearized polynomial defining an element in the normalizer N GL(n,q) (N r ).
Proof. (a) According to the assumption and Theorem 3.9, there exists ϕ ∈ N r such that ϕ ≡ cX mod X
Then, it can be readily verified that
If λ defines an element in the normalizer N GL(n,q) (N r ), then there exists ψ ∈ N r such that λ • ϕ = ψ • λ. According to Theorem 3.9, there exists d ∈ F * q n such that
As λ corresponds to an element in GL(n, q), there exists at least one b i0 = 0. By (16) and (17), we have
Hence c The two assumptions on r−1 i=0 c i X q iℓ ∈ N r in Lemma 4.1 are always satisfied for η = 0, i.e. H k,s (η, h) = G k,s . However, in general, these assumptions depend on the value of n, s, h, ℓ and η. For instance, when gcd(n, h, ℓ) > 1, (a) holds because {c 0 X : c 0 ∈ F q n ∩ F q h } ⊆ N r ; when gcd(n, h) = 1 and η ∈ F q , (a) does not hold anymore. By calculation,
(ac Remark 2. For η = 0, i.e. H k,s (η, h) = G k,s , Theorem 4.2 is proved in [13] in the form of matrices.
