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ABSTRACT. Integral properties of multifunctions determined by vector valued functions
are presented. Such multifunctions quite often serve as examples and counterexamples. In
particular it can be observed that the properties of being integrable in the sense of Bochner,
McShane or Birkhoff can be transferred to the generated multifunction while Henstock
integrability does not guarantee it.
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INTRODUCTION
The theory of multifunctions is an important field of investigations as theoretical appli-
cations and it also allows to take into account the multiplicity of possible choices in a lot of
situations ranging from Optimal Control to Economic Theory. In recent years, particular
attention has been paid to the study of interval-valued multi-functions because they have
a vast range of applications that varies from the representation of uncertainty, to interval-
probability, to martingales of multivalued functions (see for example [37, 38] or [29] and
references therein). In particular the use of intervals to represent uncertainty in the area of
decision and information theory has been suggested by several authors. At the same time,
positive interval-valued multifunctions have also played an important role in applications
and they arise quite naturally, for example, in the context of fractal image coding, as shown
in [34] or in differential inclusions (see for example [17, 22, 23]).
In the recent literature, several methods of integration for Banach-space valued func-
tions and multifunctions have been studied, based on various possible constructions of the
Lebesgue integral and on the definition of the Kurzweil-Henstock integral for real valued
functions. This is due to the fact that even in case of real valued functions, the Lebesgue
integral is not the suitable tool, for example, if we want integrate a derivative: to this aim
it needs to use the Kurzweil-Henstock integral. Moreover the study of non-additive set
functions and set multifunctions has recently received a special attention, because of its
applications in statistics, biology, theory of games and economics. For this purpose the
Choquet integral is a powerful tool (see for example [45]): as an example we recall that
in Dempster-Shafer’s mathematical theory of evidence the Belief interval of an event A is
the range defined by the minimum and the maximum values which could be assigned to
A : [Bel(A);Pl(A)] (see also [14, 18, 19, 40]) where Bel and Pl are the Belief and Plau-
sibility functions that are defined by a basic probability assignmentm; so to each event A
we can assign an interval valued multimeasure. While, in the case of vector valued func-
tions, elementary classical examples show that the Bochner integral is highly restrictive; in
fact it integrates few functions: for example the function f : [0, 1] → l∞([0, 1]), defined
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by f(t) = χ[0,t] is not Bochner measurable. By generalizing in some sense the charac-
terization of the Lebesgue primitives for real valued functions we have the Pettis integral
for vector valued functions. Instead, a generalization of the Lebesgue integral’s definition
by using Riemann sums, produces the McShane and the Birkhoff integral for vector val-
ued functions. If the Banach space is separable, then the Pettis, McShane and Birkhoff
integrals concide; but for more general Banach spaces they are in general different (see
also [25,42]). In vector spaces it is also possible to give a version of Choquet integral, also
combining it with Pettis integral (cf. [11, 39, 44, 45]), this is a new line of research which
seems very interesting but which needs further study, also in light of the results contained
in [1].
For this reason in the present paper we consider different integrals for multifunctions
G determined by vector valued functions. What we want to do in this work is to extend
to a Banach space X the interval valued multifunction that normally has values in the
compact and convex subsets of R (namely F : [0, 1] → ck(R)) so that it is also positive:
that is we introduce the multifunctions G determined by a vector function g: G(t) =
conv{0, g(t)} and we study the properties that are inherited from g from the point of view
of the integrability.
A study of such kind of multifunctions was started in [10] where their properties were
examined with respect to “scalarly defined integral” as Pettis, Henstock-Kurzweil-Pettis,
Denjoy-Pettis integrals. In the present article we want to examine the properties that are
inherited from the ”gauge integrals”: Henstock, McShane, Birkhoff and variational inte-
grals. We remember that the construction of the gauge integrals is very similar to that of
the Riemann one, but with one crucial difference: instead of using a mesh to measure the
fineness of a tagged partition, a gauge is considered, which need not be uniform in the
integration domain, see for example [3–6, 12, 13, 15, 20, 24, 32].
The paper is organized as follows: in Section 1 the basic concepts and terminology are
introduced in order to define the various type of integrability that are studied. In Section 2
we study properties of multifunctions G generated by functions g integrable with respect
to gauge integrals. The main results of this section are that a determined multifunction
G is Bochner, McShane or Birkhoff integrable if and only if g is integrable in the same
way (Proposition 2.2 and Theorem 2.7). Henstock integrability of g does not guarantee
Henstock integrability ofG and we do not knowwhether variational Henstock integrability
of g yields the same for G. Only a partial result is obtained (Proposition 2.9); the general
case remains an open question. At the end of this section examples are given in order to
show that the results contained in [10, Theorem 4.2] are not ensured if the multifunctions
are not necessarily Henstock or H integrable. In our future works we shall investigate the
relationships among the set valued integrals introduced and other set-valued integrals like
that of Choquet and Sugeno, in order to have other applications of the obtained results.
1. DEFINITIONS, TERMINOLOGY
Throughout the paper X denotes a Banach space with its dual X∗, while BX is its
closed unit ball. The symbols ck(X), (cwk(X)) denote the families of all non empty,
convex and compact (weakly compact) subsets ofX . For everyC ⊂ X the s(·, C) denotes
the support function of the set C and is defined on X∗ by s(x∗, C) := sup{〈x∗, x〉 : x ∈
C}, for each x∗ ∈ X∗. |C| := sup{‖x‖ : x ∈ C} and dH is the Hausdorff metric on
the hyperspace ck(X). The symbol ‖ · ‖∞ denotes the sup norm as usual. All functions
investigated are defined on the interval [0, 1] endowed with Lebesgue measure λ. I is the
collection of all closed subintervals I of the interval [0, 1], and with the symbol |I| we
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mean its λ-measure.
G : [0, 1] → 2X \ {∅} is a positive multifunction if s(x∗, G) ≥ 0 a.e. for each x∗ ∈ X∗
separately. G : [0, 1] → ck(X) is determined by a function g : [0, 1] → X if G(t) =
conv{0, g(t)} for every t ∈ [0, 1]; obviously determined multifunctionsG are positive.
A function f : [0, 1]→ X is called a selection of G if f(t) ∈ G(t), for every t ∈ [0, 1].
A multifunction G : [0, 1] → 2X \ {∅} is simple if it is measurable and has only a finite
number of values. G : [0, 1]→ c(X) is scalarly measurable if for every x∗ ∈ X∗, the map
s(x∗, G(·)) is measurable. G : [0, 1] → ck(X) is said to be Bochner measurable if there
exists a sequence of simple multifunctions Gn : [0, 1] → ck(X) such that for almost all
t ∈ [0, 1] it is limn→∞ dH(Gn(t), G(t)) = 0.
A mapM : Σ → ck(X) is additive, ifM(A∪B) = M(A)+M(B) for everyA,B in the
σ-algebra Σ such that A ∩ B = ∅. M is called a multimeasure if s(x∗,M(·)) is a finite
measure, for every x∗ ∈ X∗; such M is also countably additive in the Hausdorff metric
(in this case the name h-multimeasure is used).
We consider here gauge ck(X)-valued integrals (Birkhoff, McShane, Henstock, H and
variationally Henstock).
Definition 1.1. A multifunction G : [0, 1] → ck(X) is said to be Birkhoff integrable
on [0, 1], if there exists a set ΦG([0, 1]) ∈ ck(X) with the following property: for every
ε > 0 there is a countable partition P0 of [0, 1] in Σ such that for every countable partition
P = (An)n of [0, 1] in Σ finer than P0 and any choice T = {tn : tn ∈ An , n ∈ N},
the series
∑
n λ(An)G(tn) is unconditionally convergent (in the sense of the Hausdorff
metric) and
dH
(
ΦG([0, 1]),
∑
n
G(tn)λ(An)
)
< ε .(1)
We recall that a partition P in [0, 1] is a collection of pairs {(I1, t1), . . . , (Ip, tp)},
where I1, . . . , Ip are nonoverlapping subintervals of [0, 1], and ti is a point of [0, 1], i =
1, . . . , p. If ∪pi=1Ii = [0, 1], then P is called a partition of [0, 1]. If ti ∈ Ii, i = 1, . . . , p,
we say that P is a Perron partition.
A gauge on [0, 1] is a positive function on [0, 1]. Given a gauge δ on [0, 1], we say that
the partition P is δ-fine if Ii ⊂ (ti − δ(ti), ti + δ(ti)), i = 1, . . . , p.
Definition 1.2. A multifunction G : [0, 1] → ck(X) is said to be Henstock (resp. Mc-
Shane) integrable on [0, 1], if there exists ΦG([0, 1]) ∈ ck(X) with the property that for
every ε > 0 there exists a gauge δ : [0, 1] → R+ such that for each δ-fine Perron partition
{(I1, t1), . . . , (Ip, tp)} (resp. partition) of [0, 1] it is
dH
(
ΦG([0, 1]),
p∑
i=1
G(ti)|Ii|
)
< ε .(2)
If only measurable gauges are taken into account, then we have the definition of H (resp.
Birkhoff) integrability. In fact as showed in [36, Remark 1] the Birkhoff integrability also
can be seen as a gauge integrability (this has been further highlighted in [13]).
Definition 1.3. A multifunction G : [0, 1] → ck(X) is said to be variationally Henstock
integrable, if there exists a multimeasureΦG : I → ck(X) such that: for every ε > 0 there
exists a gauge δ on [0, 1] such that for each δ-fine Perron partition {(I1, t1), . . . , (Ip, tp)}
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in [0, 1] it is
p∑
j=1
dH (ΦG(Ij), G(tj))|Ij |) < ε .(3)
The set multifunction ΦG is the variational Henstock primitive of G.
Finally SH(G) [SMS(G) , SP (G) , SB(G) , SvH(G) , ...] denotes the family of all
scalarly measurable selections of G that are Henstock [McShane, Pettis, Birkhoff, varia-
tionally Henstock, ...] integrable. Definitions and properties unexplained in this paper can
be found in [9, 16, 24, 35].
We recall also that the Raa˚dstro¨m embedding i : ck(X) → l∞(BX∗) defined by i(A) :=
s(·, A) is a useful tool to approach the ck(X)-valued multifunctions (see, for example, [16,
Theorem II-19]) or [33, Theorem 5.7]). This embedding i fulfils the following properties:
i1) i(αA + βC) = αi(A)+βi(C) for everyA,C ∈ ck(X), α, β ∈ R+; (the symbol
+ is the Minkowski addition)
i2) dH(A,C) = ‖i(A)− i(C)‖∞, A, C ∈ ck(X);
i3) i(ck(X)) is a normed closed cone in the space l∞(BX∗);
i4) i(co(A ∪B)) = max{i(A), i(C)} for all A,C ∈ ck(X).
2. MULTIFUNCTIONS DETERMINED BY FUNCTIONS.
Now we are going to consider a particular family among positive multifunctions: those
that are determined by integrable functions. Transferring properties from g to G is more
complicated than for scalarly defined integrals studied in [10]. We begin with the following
fact that needs only a simple calculation:
Lemma 2.1. If g : [0, 1]→ X and G := conv{0, g(t)}, then dH(G(t), G(t′)) ≤ ‖g(t)−
g(t′)‖, for all t, t′ ∈ [0, 1].
Proposition 2.2. If G is determined by a strongly measurable g, then it is Bochner inte-
grable (that isG is Bochnermeasurable and integrably bounded) if and only if g is Bochner
integrable.
Proof. It is easy to see that i ◦ G satisfies the Lusin property, and therefore it is strongly
measurable. Moreover, we have ‖i(G(t))‖ = |G(t)| = ‖g(t)‖ for all t. So, g is Bochner
integrable if and only if the mapping t 7→ |G(t)| is integrable, i.e. G is Bochner integrable
if and only if g is Bochner integrable. 
Moreover in [10, Proposition 3.8] it has been proven:
Proposition 2.3. IfG is determined by a scalarly measurable g, then it is Pettis integrable
in cwk(X) if and only if g is Pettis integrable.
For the intermediate integrals between Bochner and Pettis we have first:
Lemma 2.4. If g : [0, 1] → X is McShane (Birkhoff) integrable and α : [0, 1] → R is a
bounded measurable function, then αg is respectively McShane (Birkhoff) integrable.
Proof. Let (αn)n be a uniformly bounded sequence of simple functions on [0, 1] that is
uniformly convergent to α. For each n ∈ N let νn be the indefinite McShane integral of
αn g and let ναg be the indefinite Pettis integral of α g. We have the following relations:
limn ‖αn(t)g(t) − α(t)g(t)‖ = 0 for every t ∈ [0, 1] and, by the Lebesgue Dominated
Convergence Theorem, limn〈x∗, νn(E)〉 = 〈x∗, ναg(E)〉 for every x∗ ∈ X∗ and E ∈
L. According to [26, Theorem 2I] αg is McShane integrable.
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If g is Birkhoff integrable, then each function αng is integrable in the same way. The
Birkhoff integrability of αg follows from [2, Theorem 4]. 
We need also the following result:
Proposition 2.5. ( [35, Corollary 1.5]) If a multifunction G : [0, 1] → cwk(X) (resp.
ck(X)) is Pettis integrable in cwk(X) (resp. ck(X)), and f is a scalarly measurable
selection of G, then f is Pettis integrable.
Proposition 2.6. Assume thatG is determined by g and it is McShane (Birkhoff) integrable.
Then also g is McShane (Birkhoff) integrable. If G is variationally Henstock integrable,
then g is variationally Henstock and Pettis integrable.
Proof. In order to prove that g is McShane (Birkhoff) integrable, given a partition
{(I1, t1), . . . , (Ip, tp)} of [0, 1],
we have to evaluate the number
sup
‖x∗‖≤1
∣∣∣∣∣
∑
i
s(x∗, G(ti))|Ii| −
∫ 1
0
s(x∗, G(t)) dt
∣∣∣∣∣ = dH
(∑
i
G(ti)|Ii|,
∫ 1
0
G(t) dt
)
Since s(x∗, G(t)) = 〈x∗, g(t)〉+, we have
dH
(∑
i
G(ti)|Ii|,
∫ 1
0
G(t) dt
)
= sup
‖x∗‖≤1
∣∣∣∣∣
∑
i
〈x∗, g(ti)〉+|Ii| −
∫ 1
0
〈x∗, g(t)〉+ dt
∣∣∣∣∣
and so, if G is McShane (Birkhoff) integrable, then the family {〈x∗, g〉+ : ‖x∗‖ ≤ 1} is
McShane (Birkhoff) equiintegrable.
Replacing G by −G, we obtain McShane integrability of −G, what yields the equiin-
tegrability of the family {〈x∗,−g〉+ : ‖x∗‖ ≤ 1}. But 〈x∗,−g〉+ = 〈x∗, g〉−. Conse-
quently, if δG is chosen for {〈x∗, g〉+ : ‖x∗‖ ≤ 1} and δ−G for {〈x∗, g〉− : ‖x∗‖ ≤ 1},
then δ = min{δG, δ−G} is a proper gauge for g. Clearly, if δG and δ−G are measurable,
then also δ is measurable. Thus, if G is McShane (Birkhoff) integrable, then also g is Mc-
Shane (Birkhoff) integrable.
Assume now thatG is variationally Henstock integrable. It follows from [8, Corollary 3.7]
and [7, Theorem 4.3] that G is Pettis integrable and hence (cf. Proposition 2.5) also g is
Pettis integrable. Then∑
i
dH
(
G(ti)|Ii|, (vH)
∫
Ii
G
)
=
∑
i
sup
‖x∗‖≤1
∣∣∣∣〈x∗, g(ti)〉+|Ii| −
∫
Ii
〈x∗, g(t)〉+ dt
∣∣∣∣
=
∑
i
sup
‖x∗‖≤1
∣∣∣∣
∫
Ii
〈x∗, g(t)〉− dt− 〈x∗, g(ti)〉−|Ii|
∣∣∣∣
It follows that
2
∑
i
dH
(
G(ti)|Ii|,
∫
Ii
G(t) dt
)
≥
∑
i
∥∥∥∥g(ti)|Ii| −
∫
Ii
g(t) dt
∥∥∥∥
and that proves the vH-integrability of g. 
Theorem 2.7. If g : [0, 1] → X , then the multifunction G determined by g is McShane
(Birkhoff) integrable if and only if g is integrable in the same way.
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Proof. The “only if” part is contained in Proposition 2.6.
Assume now that g is integrable in a proper way. We know that g is Pettis integrable
(see [28]) andG is Pettis integrable in cwk(X) (see [35, Theorem 2.6] or Proposition 2.3).
In particular, all scalarly measurable selections of G are Pettis integrable. It is also clear
that the set
ISG :=
{
(P )
∫ 1
0
s(t)g(t)dt : s ∈ M
}
,
whereM denotes the set of all measurable functionsϕ : [0, 1]→ [0, 1], is weakly bounded
(hence norm bounded) and convex. We shall prove that ISG is a weakly compact set being
the McShane (Birkhoff) integral of G on [0, 1].
In order to prove the weak compactness of ISG take an arbitrary sequence {sn : sn ∈
M , n ∈ N}. Since the set {sn : sn ∈ M , n ∈ N} is L∞[0, 1]-bounded in L1[0, 1], it
is weakly relatively compact in L1[0, 1]. Assume for simplicity that sn → s weakly in
L1[0, 1], where s ≥ 0 everywhere. It is clear that one may assume that s ∈ M. It follows
from the Lebesgue Dominated Convergence Theorem that
lim
n
∫ 1
0
snh dλ =
∫ 1
0
sh dλ for every h ∈ L1[0, 1].
In particular, if x∗ ∈ X∗, then
lim
n
∫ 1
0
sn(t)〈x∗, g(t)〉 dt =
∫ 1
0
s(t)〈x∗, g(t)〉 dt
and so
lim
n
∫ 1
0
sn(t)g(t) dt =
∫ 1
0
s(t)g(t) dt ∈ ISG weakly inX.
That proves the required weak compactness of ISG.
Now, since the family S of simple functions from M is dense in M with respect to the
uniform convergence, we have
ISG =
{
(P )
∫ 1
0
s(t)g(t)dt : s ∈ S
}w
,(4)
where w denotes the closure in the weak topology. But as the set in the parenthesis is
convex it is in fact the norm closure. Let us present a short proof of (4).
We first observe that Pettis integrability of g implies that sup‖x∗‖≤1
∫ 1
0 |〈x∗, g〉| dλ = K <∞. Next, let us fix ε > 0, and any function ϕ ∈ M. By the assumption, there exists a
simple function s ∈ S such that ‖ϕ− s‖∞ ≤ ε/K .
If x∗ ∈ BX∗ , then∣∣∣∣〈x∗,
∫
g(t)s(t)dt−
∫
g(t)ϕ(t)dt〉
∣∣∣∣ ≤
∫
|〈x∗, g(t)〉| · |s(t)− ϕ(t)|dt ≤
≤ ‖s− ϕ‖∞
∫
|〈x∗, g(t)〉|dt ≤ ε.
Hence ∥∥∥∥(P )
∫
s(t)g(t)dt− (P )
∫
ϕ(t)g(t)dt
∥∥∥∥ ≤ ε .
Now we shall proceed by proving that ISG is the McShane (Birkhoff) integral of G. This
means that, for every ε > 0 a (measurable) gauge δ can be found such that, as soon as
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(Ii, ti)
n
i=1 is a δ-fine McShane partition of [0, 1], then
dH(
n∑
i=1
G(ti)λ(Ii), ISG) ≤ ε.(5)
So, fix ε > 0. Since g is McShane (Birkhoff) integrable, there exists a (measurable) gauge
δ such that, as soon as (Ai, ti)
n
i=1 is a generalized δ-fine McShane partition of [0, 1], then∥∥∥∥
n∑
i=1
g(ti)λ(Ai)−
∫ 1
0
g(t)dt
∥∥∥∥ ≤ ε.(6)
Moreover, thanks to the well known Henstock Lemma for the McShane integral (see e.g.
[28, Lemma 2B]), it is also possible, for the same partitions, to obtain∥∥∥∥∑
j∈F
[
g(tj)λ(Aj)−
∫
Aj
g(t)dt
]∥∥∥∥ ≤ ε,(7)
whenever F is any finite subset of {1, ..., n}. So let (Ii, ti)ni=1 be a δ-fine McShane parti-
tion of [0, 1]. Let us evaluate dH
(∑n
i=1G(ti)λ(Ii), ISG
)
. Due to (4), we can write
dH
(
ISG,
n∑
i=1
G(ti)λ(Ii)
)
= dH
({∫ 1
0
ϕ(t)g(t)dt : ϕ ∈ S
}
,
n∑
i=1
G(ti)λ(Ii)
)
.
In order to obtain (5), we will prove that for every x ∈ ∑ni=1G(ti)λ(Ii) there exists
y ∈ ISG with ‖x − y‖ ≤ ε and conversely, given an arbitrary y ∈ ISG, there exists x ∈∑n
i=1G(ti)λ(Ii)with ‖x−y‖ ≤ ε. Let
∑n
i=1 aig(ti)λ(Ii) be a point of
∑n
i=1G(ti)λ(Ii).
We are looking for a proper ϕ ∈ S. Let ϕ :=∑ni=1 ai1Ii .
Now, observe that the mappingK : [0, 1]n → [0,+∞), defined as
K(a1, ..., an) =
∥∥∥∥
n∑
i=1
ai
[
g(ti)λ(Ii)−
∫
Ii
g(t)dt
]∥∥∥∥
is convex, and therefore it attains its maximum in one of the extreme points of its domain
(bang-bang principle, see e.g. [41, Corollary 32.3.4]): in other words, there exists a finite
subset F ⊂ {1, ..., n} such that max(ai)K(a1, ..., an) = K(e1, ..., en), where ei = 1 if
i ∈ F and ei = 0 otherwise. Then we have∥∥∥∥
n∑
i=1
[
aig(ti)λ(Ii)−
∫
Ii
ϕ(t)g(t)dt
]∥∥∥∥
≤ K(e1, ..., en) =
∥∥∥∥∑
j∈F
[
g(tj)λ(Ij)−
∫
Ij
g(t)dt
]∥∥∥∥ ≤ ε
in virtue of (7).
We now turn to the other inequality. We will prove that given ϕ ∈ S, there exists a point
x ∈ ∑ni=1G(ti)λ(Ii) with ‖x − ∫ ϕ(t)g(t)dt‖ ≤ ε. In order to find the proper point,
we shall associate with every simple function ϕ ∈ S, ϕ := ∑mj=1 ϕj1Ej , and the δ-
fine McShane partition {(I1, t1), . . . , (In, tn)}, the generalized δ-fine McShane partition
(Ii ∩ Ej , ti)i,j , for every j = 1, ...m.
Notice now that G(ti)λ(Ii) =
∑m
j=1G(ti)λ(Ii ∩ Ej), for every i ≤ n. So given ϕ =
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∑m
j=1 ϕj1Ej ∈ S, we need a point
∑
i,j ai,jg(ti)λ(Ii ∩Ej) ∈
∑
i,j G(ti)λ(Ii ∩Ej) such
that ∥∥∥∥∑
i,j
ai,jg(ti)λ(Ii ∩ Ej)−
∑
i,j
ϕj
∫
Ii∩Ej
g(t) dt
∥∥∥∥ ≤ ε .
Let us take ai,j = ϕj . We have to evaluate the number∥∥∥∥∑
i,j
ϕjg(ti)λ(Ii ∩Ej)−
∑
i,j
ϕj
∫
Ii∩Ej
g(t) dt
∥∥∥∥ .
Let
L(b1, ..., bm) =
∥∥∥∥
n∑
i=1
m∑
j=1
bj
[
g(ti)λ(Ii ∩ Ej)−
∫
Ii∩Ej
g(t)dt
]∥∥∥∥
be defined for 0 ≤ bj ≤ 1 , j = 1, . . . ,m. Applying once again the bang-bang principle
and (7), we have for a set F ⊂ {1, . . . ,m}
sup
(bj)
L(b1, ..., bm) ≤ L(e1, ..., em) =
∥∥∥∥∑
i
∑
j∈F
[
g(ti)λ(Ii ∩Ej)−
∫
Ii∩Ej
g(t)dt
]∥∥∥∥ ≤ ε
since the partition (Ii ∩ Ej , ti)i,j is δ-fine and so we may apply (7).
Thus, ∥∥∥∥∑
i,j
ϕjg(ti)λ(Ii ∩ Ej)−
∑
i,j
ϕj
∫
Ii∩Ej
g(t) dt
∥∥∥∥ ≤ ε
and so, finally,
dH
( n∑
i=1
G(ti)λ(Ii), ISG
)
≤ ε
for all δ-fineMcShane decompositions. It follows thatG is McShane (Birkhoff) integrable,
with integral ISG. 
Remark 2.8. Using the above result we can conclude that in general Henstock integrability
of g does not imply Henstock integrability ofG generated by g. In fact, let g be a Henstock
but not McShane integrable function. If, by contradiction, G is Henstock integrable then,
by [8, Proposition 3.1],G is McShane integrable and then, by Theorem 2.7, g is McShane
integrable. While, for the converse, sinceG is Henstock and 0 ∈ G(t), thenG is McShane
integrable, by [24, Corollary 3.2], and so it is possible to apply Theorem 2.7.
We do not know if a variationally Henstock and Pettis integrable function determines a
variationally Henstock integrable multifunction. We have only the following partial result:
Proposition 2.9. Let g be a Pettis and variationally Henstock integrable function of the
form: g(t) =
∑∞
n=1 xn1En(t), where En ⊆ In := (an+1, an) for every n, with a1 = 1
and limn→∞ an ↓ 0. Then G determined by g is variationally Henstock integrable.
Proof. By Fremlin [27, Theorem 8] we know that g is McShane integrable and so by
Theorem 2.7G is McShane integrable. For each x∗ we have s(x∗, G(t)) = (x∗g)+(t) and
so, for each t ∈ [0, 1]:
i(G(t)) := x∗ 7→
∑
n
〈x∗, xn〉+1En(t) ∈ l∞(BX∗),
sinceG is McShane if and only if i ◦G is McShane integrable. The McShane integrability
of i ◦ G implies its Pettis integrability in l∞(BX∗). So we consider now the sequence
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(yn)n ∈ l∞(BX∗) given by: yn(x∗) := 〈x∗, xn〉+ and we apply [21, Proposition 4.1] to
i ◦ G. Using this theorem i ◦ G is vH-integrable and then, as said in the consequences
of [7, Theorem 2.4],G is vH-integrable. 
Below we present a few examples of multifunctions generated by functions.
Example 2.10. Let X be a Banach space such that McShane and Pettis integrability of
X-valued functions are not equivalent (this happens, in general, in non separable Banach
space X , cf. [25–28, 42]). Then, there exists a Pettis integrable multifunction Γ : [0, 1] →
ck(X) such that 0 ∈ Γ (t) for every t ∈ [0, 1], but Γ is neither Henstock nor McShane
integrable.
Proof. Let g : [0, 1] → X be Pettis integrable but not McShane integrable. Set Γ (t) :=
conv{0, g(t)}. Then Γ is Pettis integrable. If Γ were Henstock integrable, then by [7,
Proposition 3.1], Γ would be McShane integrable. But then from Theorem 2.7 follows
McShane integrability of g. A contradiction. 
Example 2.11. LetX be a Banach space such that McShane and Birkhoff integrability of
X-valued functions are not equivalent, as an example the space l∞([0, 1]) can be consid-
ered (cf. [43]), while the two integrations are equivalent, for example, in Banach spaces
with weak⋆ separable dual unit ball (cf. [5]). Then, there exists a McShane integrable mul-
tifunction Γ : [0, 1] → ck(X) such that 0 ∈ Γ (t) for every t ∈ [0, 1], but Γ is neither
H integrable (i.e. the version of the Henstock integral when only measurable gauges are
allowed) nor Birkhoff integrable.
Proof. We take in Example 2.10 a function g that is McShane but not Birkhoff integrable
and follow the same path. 
Example 2.12. let X = ℓ2([0, 1]) and let {et : t ∈ (0, 1]} be its orthonormal system. If
G(t) := conv{0, et/t}, then s(x,G) = 0 a.e. for each separate x ∈ ℓ2[0, 1] and so the
Pettis integral is equal to zero. But G is not Henstock integrable. It is enough to show that
g is not Henstock integrable. So let δ be any gauge and {(I1, t1), . . . , (In, tn)} be a δ-fine
Perron partition of [0, 1]. Assume that 0 ∈ I1, then t1 ≤ |I1|. Hence |I1|/t1 ≥ 1 for t1 > 0
and so ∥∥∥∥∑
i≤n
ei
ti
|Ii|
∥∥∥∥ ≥ 1 .
Consider now the multifunction given by H(t) := conv{0, et}, where X is as above. We
are going to prove that H is Birkhoff-integrable (hence also McShane). Given ε > 0, let
n ∈ N be such that 1/√n < ε and δ be any measurable gauge, pointwise less than 1/n.
If {(I1, t1), . . . , (Im, tm)} is a δ-fine partition of [0, 1] and {J1, . . . , Jn} is the division of
[0, 1] into closed intervals of the same length, then∥∥∥∥∑
i≤m
ei|Ii|
∥∥∥∥ =
∥∥∥∥∑
i≤m
∑
k≤n
ei|Ii ∩ Jk|
∥∥∥∥ =
∥∥∥∥∑
k≤n
∑
i≤m
ei|Ii ∩ Jk|
∥∥∥∥
=
(∑
k≤n
∑
i≤m
|Ii ∩ Jk|2
)1/2
≤ 1√
n
< ε .
(We apply here the inequality
∑
i a
2
i ≤ (
∑
ai)
2. For each fixed k ≤ n we take as ai the
number |Ii ∩ Jk|. )
The subsequent example can be used in order to construct multifunctions that are inte-
grable in one way but not in another one.
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Example 2.13. Let X be an arbitrary Banach space and let W ∈ cb(X) be an un-
countable set containing zero. Let f : [0, 1] → X be a scalarly DP–integrable func-
tion and let r : [0, 1] → (0,∞) be a Lebesgue integrable function. Define Γ : [0, 1] →
cb(X) by Γ (t) : = r(t)W + f(t). One can easily check that s(x∗, Γ (t)) = x∗f(t) +
r(t) supx∈W x
∗(x). It follows that Γ is scalarly DP–integrable.
If we assume that f is DP–integrable, then Γ ∈ DP(cb(X)) and the decomposition has
the following form (with G(t) = r(t)W ):
(DP )
∫
I
Γ = W
∫
I
r dλ+ (DP )
∫
I
f for every I ∈ I.
One may replace DP by HKP, H, H and vH. For example taking as f a function that is
DP but not HKP integrable (consider e.g. the approximate derivative of [31, Example
6.20(c)]), HKP but not H (it is enough to take a scalar function f ∈ H \ L1) and HKP but
not Pettis integrable (cf. [30]), we obtain nontrivial examples of multifunctions integrable
in different ways in cb(X), cwk(X) or ck(X), depending on the set W . DP may be also
replaced by Pettis, McShane, Birkhoff or Bochner. In such a case I may be replaced by
E ∈ L.
Question 2.14. Does there exist a positive Henstock integrable multifunction Γ : [0, 1]→
cb(c0) that is Pettis integrable but not strongly (i.e. its primitive is not an h-multimeasure)?
Does there exist a Henstock but not McShane integrable multifunction Γ : [0, 1]→ cb(c0)
possessing a McShane integrable selection? If in Example 2.13 the function f is strongly
measurable and Henstock but not McShane integrable, then Γ does not have any McShane
integrable selection.
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