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ABSTRACT 
The passive mixing of water and alcohol, as two fluids with different densities, is 
carried out computationally in three-dimensional microchannels. Four designs of mi-
crochannels are considered to investigate the efficiency of mixing for Reynolds numbers 
ranging between 6 and 96. In a straight-type of microchannel, mixing is very poor. In 
a square-wave-type of microchannel, mixing is marginally better that the straight mi-
crochannel. Mixing in serpentine-type and twisted-type of microchannels develops con-
siderably better than the first two microchannels, especially at higher Reynolds numbers. 
However, in the twisted microchannel, mixing index is substantially larger compared to 
the serpentine microchannel for the Reynolds number of 35. The higher mixing index 
implies the occurrence of spatially chaotic flows with a higher degree of chaos compar-
ing with the case of serpentine microchannel. The results are compared quantitatively 
and qualitatively in Lagrangian and Eulerian frameworks and a correlation between 
Lagrangian chaos and Eulerian chaos is concluded. 
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CHAPTER 1 INTRODUCTION 
Richard Feynman, the 1965 Nobel prize winner in Physics, in his prophetic lect1~re 
"There's plenty of room at the bottom" at the annual meeting of the American Physical 
Society on December 29th 1959 [ 1] , addressed novel applications in microscale science 
and engineering. In a followup lecture in 1983 at the Jet Propulsion Laboratory, Feyn-
man revisited this subject, anticipating the development and use of some of today's 
Micro-electro-mechanical systems (MEMS} [2] . 
MEMS refer to devices which have a characteristic length of less than 1 mm but more 
than 1 gym. Generally, these systems combine electrical and mechanical components and 
are fabricated using integrated circuit batch-processing technologies [3] . Over the past 
decade, numerous MEMS have been designed and widely used in difrerent fields, such 
as biomedical, chemical, optical, and aeronautical technologies. 
Another scientific subject which shed light on science and technology was the theory 
of chaos initiated two years before Feynman's prediction of MEMS. In 1963, Edward 
Lorenz revealed a phenomenon in-fluid dynamics now broadly known as chaos theory [4] . 
He showed that due to nonlinearities and sensitivity of the fluid dynamics governing 
equations, which are deterministic equations, the solution of the Navier-Stokes equations 
can be chaotic, and seemingly unpredictable under very specific initial conditions. Since 
Lorenz's discovery, many researchers focused on chaotic dynamics of fluids and showed 
that chaotic behavior can be a common occurrence in fluidic systems under specific 
initial and boundary conditions. 
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1.1 Background and Motivation 
Microfluidics is one of the categories of the multidisciplinary field of MEMS. The 
advantages of microfluidics such as manipulation with fast response times, flow control 
of small fluid volumes, and selectively have been addressed. However, the insight into 
microfluidics is still lacking as particular circumstances exist when dealing with these 
systems. 
Principally, the Navier-Stokes equations are applied to describe fluid flows at the 
macroscale. However, in microfluidics, since the dimension of flow is on the order of 
tens of microns, some physical conditions, which are typically dismissed in conventional 
macroflows, need to be considered. One of these conditions is the dominant surface 
effects on flaws at the microscale. Generally, surface effects in microdevices induce 
very high viscous forces. These viscous forces are so substantial that the occurrence of 
microscale mixing has been a challenging topic for researchers since the beginning of 
microfluidics. 
Basically, the nature of mixing can be divided into two categories depending on 
whether the Reynolds number of the flow is small or large. The Reynolds number is 
defined as the ratio of inertial forces to viscous forces in the flow. At high Reynolds 
numbers, generally on the order of 1000 and more, internal flow is often turbulent. A 
turbulent flow readily contributes toward mixing by intense velocity fluctuations existing 
in both time and space over a large range of scales, resulting in highly enhanced transport 
properties [5]. However, at low Reynolds numbers, typically on the order of 100 or less, 
in .which viscous forces do play an important role and dominate inertial forces, those 
effects which exist in turbulent flow are absent. 
Nevertheless, micromixers are widely needed for effective mixing of fluids on the mi-
croscale although the classical methods used in macroscale to achieve mixing are not 
available at the microscale. Low Reynolds number laminar flows in microfluidics pre-
3 
clude turbulence as previously discussed. The operation of active micromixers which 
involve moving parts is too troublesome, if not unfeasible, in microscale flows. Even at 
microscales, mixing based on intermolecular difFusian occurs at a very slow rate. These 
particular characteristics impact the effiicient design and operation of micromixers signif-
icantly. Therefore, finding an appropriate approach on which the design of micromixers 
can be built is a challenging and creative task for engineers. 
Chaotic advection, first introduced by Aref [6] , has opened a new framework for the 
efficient mixing of fluids at very low Reynolds numbers in the absence of turbulence [7J . 
It has been proved that if chaotic advection occurs, stretching and distortion of fluid 
elements in the laminar regime can result in enhanced transport and therefore good 
mixing. Indeed, it appears that in many laminar flows, chaotic advection may be the 
rule rather than the exception [8] . However, amongst the concepts that are helpful in 
the context of laminar mixing, chaotic mixing has been a promising phenomenon so far. 
Is there any possibility to apply chaotic advection to mix fluids in microscale flows? If 
so, is it possible to design a passive micromixer which has na moving part and possesses 
good mixing? What are those conditions for which transition to chaos occurs at the 
microscale? These are questions which rise in conjunction when analyzing micromixers 
and chaotic mixing. 
1.2 Objective and Outline of Thesis 
The objective of the present work is to utilize computational fluid dynamics (CFD) 
to investigate mining in a variety of microchannel designs. These microchannels have 
been previously studied experimentally by Liu et al. [9] and Stremler et al. [10]. In fact, 
CFD provides an alternative means as opposed to experimental research to study fluid 
flows. Maybe the most important advantage of CFD to experimental fluid mechanics is 
that CFD can provide data which are costly and difficult to obtain experimentally due 
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to limitations with experimental techniques. For example, when the scale goes down 
(such as MEMS and nanotechnology~, CFD is a faster and less costly solution. 
To furnish the proposed investigation, the mixing of water and liquid alcohol, as 
two liquids with different densities, are considered. The variations of density along the 
microchannels are measured to diagnose the mixing index. Furthermore, pressure drop 
along the microchannels is studied since configurations of microchannels have different 
types of bends. Also, the possibility and role of chaotic mixing in microchannels are 
considered. The ultimate goal is to address the relationship between Eulerian chaos and 
Lagrangian chaos in three-dimensional dynamical systems. 
Chapter 2 is a detailed literature survey on microfluidics, micromixers, chaotic mix 
ing, and chaotic micromixers. Physical models, governing equations, and numerical 
formulations are discussed in Chapter 3. In Chapter 4 statement of problem is ex 
plained in terms microchannel geometry, properties of selected fluids, and initial and 
boundary conditions. For the sake of completeness, included in Chapter 4 are also the 
results of grid resolution tests and computational performance. Results are presented 
quantitatively and qualitatively in Chapter 5 in detail. Chapter 6 consists of concluding 
remarks and recommendations for future work. 
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CHAPTER 2 LITERATURE REVIEW 
The purpose of this chapter is to review briefly the background and recent advances 
in microfluidics, micromixers, and chaotic mixing. Because each of these subjects has 
its own specifications, they are presented separately in the following sections. In the last 
section of this chapter, the relatively new subject of chaotic micromixing is reviewed. 
2.1 Microfluidics 
Microchannels, micropumps, microturbines, microheat exchangers, microbearings, 
and microvalves are same examples of microdevices involving the flows of liquids and/or 
gases. The rapid progress in fabrication and utilization of MEMS during the last decade 
does not correspond to our delayed understanding of the unconventional physics in the 
operation of these microscale devices. As an example, fluid flow in microdevices differ 
from those in macroscales mainly because surface effects dominate in minute devices. 
To find the significance of surface effects, one can consider the surface-to-volume ratio 
in micro and macroscales. As an example, the ratio for a machine with a characteristic 
length of 1 m is 1 m-1, while the ratio for a MEMS device with a characteristic length 
of 1 ~Cm is 10s m-1. In addition, viscous dissipation is very significant in microfluidics, 
and under normal circumstances the Reynolds number is on the order of 1 or 10. The 
million-fold increase in surface area relative to the mass of the minute devices and low 
Reynolds numbers substantially affect the transport of mass, momentum and energy 
through these systems. 
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The small length-scale of microdevices may invalidate the continuum approximation 
altogether [11,12] . Slip flow, thermal creep, rarefaction, viscous dissipation, compress-
ibility, intermolecular forces and other unconventional effects may have to be taken into 
account, preferably using only first principles such as conservation of mass, Newton's 
second law, and conservation of energy. Therefore, in dealing with fluid flow through 
microdevices, one is faced with the question of how to proceed to obtain solutions to the 
problem accurately. 
The two basic categories of fluids axe either liquids or gases. At a fluid-solid in-
terface, the operation of MEMS for liquids and gases cannot always be predicted from 
conventional flow models such as the Navier-Stokes equations with, for instance, no-slip 
boundaxy conditions, as routinely and successfully applied for larger flow devices. For 
MEMS applications, the possibility of non-equilibrium flow conditions and the conse-
quent invalidity of the Navier-Stokes equations and the no-slip boundary conditions are 
anticipated [ 12] . 
2.1.1 Gas flows in rnicrofluidics 
For gases, microfluid mechanics has been studied by incorporating slip boundary 
conditions, thermal creep, viscous dissipation as well as compressibility effects into the 
continuum equations of motion. Knudsen studied gas flow through glass capillary tubes 
in the transition and free molecular regimes in 1909 and 1910 [13-15] which led to the 
well-known Knudsen number. This number is defined as the ratio between the mean free 
path and the characteristic length of a channel. The different Knudsen number regimes 
of gaseous flows can be summarized as [12~: 
1) Euler equations (neglect molecular diffusion): Kn —~ 0 
2) Navier-Stokes equations with no-slip boundary conditions: Kn < 10-3
3) Navier-Stokes equations with slip boundary conditions: 10-3 < Kn < 10-1 
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4) 'I~ansition regimes: 
5) F4~ee-molecule flow: 
10-1<Kn<10 
10 < Kn 
For rarefied gas flows (Kn > 10-3) in microchannels the material and surface rough-
ness, predominantly govern the quid-wall interactions. The interactions of gas molecules 
with walls, which introduce the definitions of thermal and momentum accommodation 
coefficients, have been studied with molecular-based simulations by Mo and Rosen-
berger [16], Allen and Tildesley [17], Koplik et al. [18,19], and Lee et a1. [20]. Results 
of these studies have substantiated the application of slip conditions for gaseous flows 
in microscales. 
In an analytical-numerical study by Jie et a1. [21] a solution for the two-dimensional 
steady compressible gas flow in MEMS was proposed. A second-order slip boundaxy 
condition of velocity on the walls was taken into account which eliminated the need 
for an empirical parameter in a formulation proposed by Beskok [22]. This model was 
employed in the simulation of three fundamental types of flows: Couette flow, rectangular 
channel flow, and axisymmetric pipe flow, the later two being pressure-driven. A general 
agreement with experimental results of Pong et al. [23] and computational results of 
Beskok [24] was shown for pressure-driven channel flow. However, there axe differences 
in terms of magnitude for the estimated values. For Couette flow and axisymmetric pipe 
flow, no comparisons with experimental or numerical investigations were performed. 
On the other hand, Kaxniadakis and Beskok [25, 26~ studied rarefied gas flows in 
microfluidic devices with smooth surfaces. They introduced a general physics-based 
model for the slip boundary condition in the entire Knudsen number based on diffuse 
reflection. The model was compared with both atomistic models and experimental data 
which were in good agreement. Also, Karniadakis et al. [26, 27] have developed a high-
order spectral element method to simulate gas flow in microfluidic devices and the result 
of their endeavor is the µFlow code. 
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One may argue that at such low Reynolds numbers the convective effects should be 
neglected, but in complex geometries with abrupt turns the effects may be substantial 
and thus they need to be taken into account [28]. For this reason, the effects of bends 
in microfluidics have been investigated by a number of researchers. 
It was measured experimentally by Lee et al. [20] that secondary gaseous flows can 
form in microchannels with different types of junctions, bends, and curves. However, 
these secondary flows, which cause separations, are not expected because of very low 
Reynolds number. A model for mass flaw rate proposed by Arkilic et al. [29] was 
corrected by Lee et al. [20] to account for the development of secondary flows and slip 
flow effects. However, flaw visualizations were not presented to show the formation of 
secondary flows. 
Stone and Kim [30] have highlighted the important influence of bends in microchan-
nels since bends occur frequently when maximizing the use of space in a design of a mi-
crodevice. In addition, they have emphasized the need to define accurately single-phase 
microflows from two- or multiphase microflows. Also as the length scale of geometry is 
reduced, additional length scales associated with the surface forces become mare signif-
icant in the overall response. For instance, since the pressure drop as a function of flow 
rate varies as the inverse fourth power of the radius, a very small change in the dimen-
sion transverse to the flow, such as manufacturing imperfections or particulates adhering 
to the wall surface, produces large changes in the flow. Because of these reasons, the 
concept of geometric features and ratios in relation to Reynolds number require further 
analysis. 
2.1.2 Liquid flows in microfluidics 
In the case liquid flows, there is not anon-dimensional number, like the Knudsen 
number for gas flows. In fact, microfluid mechanics of liquids is more complicated. Liq-
uids do not have a well advanced molecular-based theory as that far gases. The concept 
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of mean free path is not applicable for liquids and the conditions under which a liq-
uid flow fails to be in quasi-equilibrium state are not well defined. The molecules axe 
much more closely packed at normal pressures and temperatures, and the attractive or 
cohesive potential between liquid and solid plays a dominant role when the character-
istic length of the flow is sufficiently small. It has not been well understood, from first 
principles, the conditions under which the no-slip boundary condition becomes inaccu-
rate. Experiments indicate that the simple relations that are taken for granted fail to 
accurately model liquid flows. In cases when the traditional continuum model fails to 
provide accurate predictions, expensive molecular dynamics simulations seem to be the 
only first-principle approach available to relatively characterize liquid flows in microde-
vices. Such simulations are not yet feasible for realistic flow extent. As a consequence, 
the microfluid mechanics of liquids is much less developed than that for gases. 
The first paper describing liquid flow in microtubes with diameters ranging from 
30 µm to 150 ~cm was published by Poiseuille [31] in 1846. The studies of Poiseuille 
led to the well-known relationship between flow rate, pressure drop, and tube geometry 
although he seemed to be unaware of the viscosity effect at microscales at that time. 
Koplik et al. [18] established the no-slip boundary condition of simple liquids from 
experimental studies and molecular dynamics simulations. In an investigation by Santi-
ago et al. [32J, steady velocity fields of deionized water flows in microfluidic devices were 
studied experimentally by. The no-slip boundary condition has been reported near walls 
in a simple Hele—Shaw flow field for a characteristic velocity and Reynolds number of 
50 µm/s and 0.0003, respectively. To analyze and simulate interdiffusion and resulting 
chemical interaction of human sera in T-microfluidic-sensors, Kamholz et a1. [33] consid-
ered no-slip boundaxy conditions for microchannels with width and depths on the orders 
of 100 µm and 10 µm. Whitesides and Strook [34] reported that the effect of slip is 
negligible when liquids flow through microchannels. Steady Stokes water flow through 
a 30 µm x 300 µm glass microchannel was investigated experimentally by Meinhart et 
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a1. [35]. The no-slip boundary was observed for a characteristic velocity of 1.5 mm/s. 
In another study, Tretheway and Meinhart [36J showed that the no-slip boundary con-
dition is a valid assumption for a hydrophilic liquid flowing over a clean hydrophilic 
surface. However, in the hydrophobic coated microchannel they observed slip on the 
walls. Thus, modeling fluid flow at the microscale with the assumption of no-slip may 
or may not be accurate, and will depend on the interactions between the fluid and the 
surface properties of the wall. 
Even though the no-slip boundary condition for liquid microflows have been examined 
by many researchers, it does not make the study of liquid flow through microchannels a 
routine process since surface effects dominate the fluid flowing through these miniature 
devices. The problem seems to be even more complex than gas flows in microdevices. 
The transitional Reynolds number of liquid flows through microchannels diminishes 
as the size of microchannels decreases [37-39]. Peng et al. [38] illustrated the key roles of 
hydraulic diameter and aspect ratio of rectangular microchannels with Reynolds numbers 
in the range of 200-700 to analyze different regimes of water streams. As the hydraulic 
diameter decreases, the critical Reynolds number for the transition from laminar to 
turbulent flows increases. More importantly, the channel height to width of 0.5 has been 
suggested with confidence as an optimum parameter in which the flow friction has a 
minimum value. This investigation includes two empirical expressions of friction factors 
for laminax and turbulent flows of water in microscales which axe different from classical 
friction factors. Xu et a1. [39] studied computationally water flow in microtubes with 
diameters between 50 and 130 µm. Reynolds numbers considered in the range of 1000 
and 2000 were assumed to be in the turbulent region based on an experimental study 
of Mala and Li [40J. Aone-equation turbulent model was introduced by considering 
no-slip boundary condition on the walls. Numerical results for pressure gradient along 
the channel were compared with experimental results of Ma1a and Li [40] which were 
in good agreement. However, Mala and Li had mentioned the possibility of surface 
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roughness effects of the microtubes on turbulent behavior which was not accounted by 
Xu et al. [39]. 
Another issue involved with liquids flowing through microdevices is the appaxent 
viscosity of liquids. The assumption that viscosity of liquids, such as water, silicon oil 
and alcohol, in microfluidics is independent of the dimension of microchannel may not 
be valid [41]. It is interesting to note that the viscosity seems to be lower, not higher, 
in the narrower microchannels [i1J. 
In the realm of multiphase flows, Triplett et al. [42, 43] examined experimentally 
two-phase flows in microchannels with hydraulic diameters in the range of 1-1.5 mm. 
Using air and water for velocities in the ranges of 0.02-80 m/s and 0.02-8 m/s, r~ 
spectively, physical features of flow, void fraction, and two-phase frictional drop were 
studied. The results were compared with e}cperimental investigations and models avail-
able in macroscales. Poor agreement was found although the reasons were not discussed 
extensively. The need for intensive investigations in the realm of two-phase flows in 
microscales were concluded due to unknown behavior of these types of flows. 
Molecular dynamics method is another tool to study liquid microflows although the 
method is limited to extremely small flow extents. This method is being used to model 
liquid flows in dimensions of the order of 100 nm or less and for time intervals of a few 
nanoseconds [17,19, 26]. This model is suitable to simulate flows with high shear rates 
and in the region in which continuum or the Newtonian hypothesis may not be valid. 
Kaxniadakis and Beskok [26) based on the molecular-based simulations of liquid flow of 
Thompson and Troian [44] suggested that the behavior of liquids is non-Newtonian in 
the vicinity of walls at high shear rates (even for Newtonian fluids). Gad-el-Hak [12] 
mentioned that this behavior may be applicable in MEMS and more research is needed. 
Another approach to microflows is Lattice Boltzmann method which is appropriate both 
for gas and liquid microflows as well as for multiphase microflows [45]. 
Rectangular channels with cross-sectional dimensions on the order of hundreds of 
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microns involving the flow of liquids, like water, are well suited to the standard con-
tinuum description of transport processes and incompressible Navier—Stokes equations, 
even though surface forces play a more important role [30, 46, 47] . In addition, typical 
microchannel length scales are much larger than the molecular spacing of simple liquids. 
Hence, the no-slip boundary condition should be valid. Even if slip effects exist, the slip 
length is so small that the no-slip condition holds. In nanotechnology, however, that 
may not be the case. 
2.2 Micromixers 
To study mixing phenomenon, it is better to define mixing mathematically and phys-
ically first. Consider a flow region 1Z and two other regions inside 1Z: a material volume 
,,4. and another volume, fixed in space, 13. The system mixes if there is a time T, so that 
for any time t > T, ~~(,A.) (~ L3 ~ ~ [48], where ~t denotes flow. However, this definition 
does not describe the physical meaning of mixing. Principally, basic physical processes 
occurring during mixing are divided into three categories: (a) stretching and folding; 
(b} diffusion; and (c) break up. 
mom the beginning of MEMS, mixing phenomenon, as one of the most fundamental, 
challenging, and mysterious mechanisms in fluid mechanics, has been investigated by 
researchers. Schwesinger et al. [49] examined experimentally the effects of the consequent 
vertical/horizontal fork-shaped microchannels on mixing. Basically, they applied the 
concept of breakup [48J for the mixing enhancement. A liquid stream through each 
unit of their device, which was on the order of 500 hum, was divided perpendicular to 
the boundary layer, united in a stable formation and separated again perpendicular 
to the boundary layers. They found that obstacles constructed in the channel do not 
lead to turbulence in the flow. Also they showed that a twisting of the fluid layers can 
not occur due to the highly laminar flaw. On the other hand, by increasing contact 
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area and decreasing diffusion length of two liquid streams, fast mixing in a micromixer 
was investigated computationally and experimentally by Branebjerg et al. [50]. The 
characteristic length of their micromixer was of the order of 10 µm. In order to avoid 
cross-flows before lamination, they used a separation plate in their mixer. Reynolds 
numbers less than 1 and an undisturbed laminar flow pattern were considered. Mixing 
times of 100-300 ms were measured for a single stage of the mixer. They predicted 
that the implementation of their improvements in the design of micromixers will result 
in mixing times of a few milliseconds. 
Bertsch et al. [51] investigated computationally mixing in pipes with dimensions on 
the order of millimeters. They used the commercial code Fluent 5.0 to obtain com-
putational data for water flow at the Reynolds number of 12. They tested two pipes 
with different types of inserted elements in each one: intersecting channels and right-
and left-handed helix elements. In the micromixer made of intersecting channels, the 
mixer elements split and rearrange the flow and a relatively good dispersion of particles 
is achieved after only two or three mixing elements. In the case of the mixer made of 
helical elements, the flow is stretched and folded in each successive element however 
obtaining a high mixing efficiency requires a large number of elements. Based on the 
divergence of path lines which enter very close at the inlet, they concluded that their 
geometries can result in relatively good mixing. 
Yi and Bau [52] studied theoretically and computationally the effects of L shaped 
bends on the mixing of steady, laminar, incompressible flows through a sequence of 
microconduits with rectangular cross-sections. They showed that at very low Reynolds 
numbers, flow induced by a single bend does not ensure ef&cient mixing and a fairly 
large number of bends are likely to be required to achieve desired mixing effects. 
Laminar mixing of gaseous flows in T configuration micromixers with length scales of 
the order of 100 µm was studied computationally by Gobby et al. [53]. They developed 
a model based on the Knudsen number to take into account the effects of slip on wall 
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boundaries. The effects of different geometrical parameters of the mixer on mixing were 
shown although no comparison with other models or experimental investigation was 
reported. Recently, Johnson et al. [54~ studied mixing experimentally and computation-
a11y in a T microchannel with a series of slanted wells at the junction to generate lateral 
transport within the channel. The mechanism of slanted wells is to split streams and 
achieve fast mixing. Their micromi~cer performed well at low flow rates (0.06 cm/s) for 
different types of wells. However, at high flow rates (0.81 cm/s), mixing rate depended 
on the configuration of wells. To investigate the effects of disruption on the mixing of 
two fluids in microchannels, Wang et a1. [55] placed same obstacles in a Y microchannel. 
Based on their computational studies, the layout and number of obstacles have positive 
effects on micromixing. 
2.3 Chaotic Mixing 
It is worthwhile to briefly describe chaotic dynamical systems before reviewing the 
literature of chaotic mixing. Principally, the three main characteristics of a chaotic 
dynamical systems are: (1) Determinism; (2) Nonlinearity; and (3} Sensitivity. 
Determinism means that there axe no random terms in the governing equations of 
the system. In fact, randomness is in sharp contrast to determinism [56-59] . By de-
terminism, an event is caused by certain conditions that cannot possibly lead to any 
other outcome. For a dynamic situation this means that given the initial conditions, 
evolution of a system is differentiable and the trajectories ca,n be calculated with rea-
sonable precision. Stated differently, data describing a deterministic phenomenon can 
be calculated with the use of explicit mathematical formulas. In contrast, the random-
ness means the input and output forces are not distinguishable explicitly and so only 
statistical measures of the variable must be considered to establish the nature of the 
data [60] . For a truly random system, there must be na relationship, even occasionally, 
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between an observation at the present time, a past observation, or an observation at a 
future time [58]. 
A small effect on a system can have significant consequences; conversely, a major 
effort might yield very little changes. Mathematicians name such events nonlinear [58J . 
In other words, nonlinearity is the property of a mathematical operation for which the 
output is not linearly proportional to the input. Usually complexity involves nonlin-
earity. However, there are no general solutions to nonlinear differential equations, like 
the full Navier Stakes equations, and such cases must be solved numerically. In any 
case, nonlinearity is neither desirable nor undesirable. Consider the classical problem of 
turbulence which is still one of the unsolved problems of physics. 
If a slight change in a system can significantly alter the system dynamics, resulting 
in seemingly unpredictable behavior, it is said the system is sensitive. In terms of dif-
ferential equations, sensitivity depends on conditions to which equations are exposed, 
namely, initial and/or boundary conditions [61] . Under very small changes in condi-
tions, solutions of a sensitive differential equation diverge from each other exponentially. 
However, it should be emphasized that determinism, nonlinearity, and sensitivity are 
necessary but not sufficient conditions for a dynamical system to be chaotic. Also, note 
that not all complex systems are chaotic. 
The level of chaos of a system depends on the character of the system, its envi-
ronment, and the nature of their interactions. This level is characterized generally by 
calculating Lyapunov exponents, as the numerical technique, and mapping Poincare 
sections, as the geometrical technique [62, 63]. 
The existence of chaotic solutions has had a profound effect on thinking in many 
disciplines. At the present it is believed that chaos can occur in three different systems: 
(a} conservative (Hamiltonian} systems that experience no energy losses; (b} dissipative 
systems which are involved with losses; and (c} quantum systems. Practically, the ex 
tents of chaotic dynamical systems have been investigated from molecular dynamics [64] 
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to celestial mechanics [65-68] . 
Chaotic mixing, introduced and principally developed by Aref [6, 69] and Ottino [48], 
has raised a new realm for researchers. To date, extensive theoretical, computational, 
and experimental studies on chaotic mixing have demonstrated the significant advantages 
of chaos in mixing phenomenon. 
Aref [6] was the first person who introduced the concept of chaotic advection and 
chaotic mixing. He showed computationally that time-periodic flows induced by two 
stationary blinking vortices in atwo-dimensional region can cause chaos and as a result, 
enhance mixing. The study of chaotic flows actuated by vortices has been continued and 
developed significantly by Aref et al. [70-73]. 
Jones et al. [74] studied advection of three-dimensional, steady, laminar, incompress-
ible flows through a sequence of twisted pipe bends of circular cross-section. This twisted 
pipe consists of curved pipe segments that are not all in the same plane. It was shown 
that in each segment of pipe, the transverse flow consists of a pair of counter-rotating 
vortices which can create chaotic particle motions in the cross-stream direction. It was 
proved that without requiring any additional energy input to the system, stirring can en-
hance significantly in this pipe due to chaotic advection. Poincare sections, well-known 
diagnostic method of dynamical systems, was used to depict chaotic advection. Also, 
stable and unstable fixed points of the system and then stable and unstable manifolds of 
these points have been found and illustrated. It has been shown that considerable lon-
gitudinal dispersion of anon-diffusing scalar can be produced by the coupling between 
a chaotic transverse flow and the longitudinal flow. It was concluded that even with a 
simple geometry, one can capture the essential features necessary to produce efficient 
stirring in a steady, three-dimensional, laminar flow. 
Extensive investigations by Ottino [48, 75] have revealed how chaotic behavior can 
actually be used to produce beneficial applications in fluid mechanics and mixing. Based 
on his investigations, chaotic behaviors happen after an oscillatory and before a tran-
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sition state to turbulence. A number of active and passive mixers were examined; the 
common feature is that a periodic behavior in time and/or space is produced by these 
chaotic mixers. In spatially periodic mixers [76], the geometry of the device is altered to 
achieve chaotic mixing while in time-periodic mixers, such as flow between two eccentric 
rotating cylinders [77, 78], usually oscillatory boundary conditions are applied to gener-
ate rapid mixing (also refer to [79-83]). Using the concept of periodicity and ergodic 
theory, D'Alessandro et a1. [84, 85] determined the sequence of actions on fluid flows that 
maximizes entropy and thus mixing. They applied their theory to eggbeater flows first 
introduced by Ottino [48] and measured the randomness induced by a transformation. 
They showed that when maximum entropy is satisfied by a periodic sequence of actions, 
the process of mixing is done faster and the phase space gets homogeneously mixed. 
Miles et al. [86~ studied the chaotic mixing of Newtonian fluids in athree-dimensional 
cylindrical cavity numerically and experimentally by means of phasesspace trajectories, 
return maps, and Lyapunov exponents. The upper and lower circular disks of cylinder 
were rotated while the lateral boundary was stationary. Chaotic mixing was initiated 
simply by rotating the disks alternately. Due to three-dimensionality and unsteadiness 
of the flow, homoclinic orbits which exist in a chaotic system were initiated rapidly 
and caused efficient mixing. Applying the concept of unsteady three-dimensional flows, 
Cartwright et a1. [87] investigated chaotic advection in three-dimensional unsteady in-
compressible laminar spherical Couette flow. The transition state from non-chaotic to 
chaotic motions in fluid flows was examined and showed by Poincare maps in their study. 
Bryden and Brenner [8] addressed one of the practical applications of laminax chaos 
with a computational investigation. By combining two three-dimensional flows, chaotic 
translation of a spherical drop through a shear flow with buoyancy was considered. The 
effects of the variation of three non-dimensional parameters such as droplet/bulk fluid 
viscosity ratio and the relative angle between the sheax and translational flows were 
examined. It was shown that when the ratio of the droplet viscosity to the external-
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fluid viscosity increases, the possibility of the onset of chaotic flow decreases. Also, it 
was illustrated that when the the relative angle between the shear and translational flow 
is fixed at 45 degrees, considerable chaotic behavior is achieved. These findings were 
furnished by using Poincare sections method. Also, it was depicted that mass-transfer 
processes in chaotic flow fields are significantly enhanced. 
However, Rothstein et al. [88] pointed out the possibility of a very important phe-
nomenon occurring in chaotic mixing. It was discussed that the first stages of chaotic 
mixing are crucial and one must consider and examine what will be happening in the 
first steps. The associated problem is that chaotic advection of a fluid can cause an 
initially inhomogeneous impurity for the development of complex spatial structures as 
the elements of fluid are stretching and folding, even if atime-periodic velocity field 
exists in the system. 
2.4 Chaotic Micromixers 
Due to the promising effects of chaos in mixing, particularly at very low Reynolds 
numbers, investigators have examined different means to initiate chaotic behaviors in 
micromixers. Lee et al. [89, 90] investigated experimentally efficient fluid and particle 
mixing in two active microdevices. They applied unsteady hydrodynamic pressure per-
turbations and time-dependent dielectrophoretic forces separately as tools to produce 
chaotic behavior in the system. In the first case, adjacent channels were sources of 
the pressure perturbation to generate an unsteady pressure drop and therefore atime-
dependent flow, transversely to the main stream. To examine whether chaos does truly 
occur, they calculated the Lyapunov exponent which was a positive number X0.1). By 
adding an additional side channel, the Lyapunov exponent equal to 0.4 was reported. In 
the second case, charged particles were forced by an electric field periodically. Stretching 
and folding were developed, although not significantly, as the case. The disadvantage 
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of their micromixers is that there are many moving parts in the system which makes it 
very difficult to operate the micromixer. 
The idea of a biofluidics micromixer based on a pulsed source-sink system, first 
introduced by Jones and Aref [91J to enhance macromixing by chaotic advection, was 
employed by Lee et al. [89]. The device, unfortunately, not only has several moving parts 
but also sustains high pressure that cause problems for manufacturing and reliability of 
operation. 
In an experimental study, Liu et al. [9] applied the idea of three-dimensional chaotic 
flows, first introduced by Jones et al. [74], to fabricate a chaotic micromixer. Basically, 
they changed the characteristics of flow from two dimensions to three dimensions by 
altering asquare-wave microchannel into a serpentine microchannel in order to achieve 
more deformation of the interface between different streams. They compared mixing 
rates of the square-wave and serpentine microchannels to their results with mixing in a 
straight microchannel. They performed experiments using two streams of ethyl alcohol 
with phenolphthalein and sodium hydroxide as indicators for Reynolds numbers ranging 
between 6 and 70. It was shown that mixing rates in the serpentine channel .are con-
siderably higher than the straight and square-wave microchannels. Also, larger mixing 
rates have been achieved by increasing Reynolds numbers in square-wave and serpentine 
microchannels. However, in the straight microchannel, lower Reynolds numbers have 
resulted in higher mixing rates which was due to the larger residence time of streams. 
It was concluded that the higher mixing rate in a serpentine microchannel is consistent 
with the occurrence of chaotic advection. Although the mixing of water and alcohol, 
which have two different densities, has been examined in this study, density variations at 
different cross sections have not been measured, probably due to the difficulties involved 
with experimental techniques. Furthermore, based on an experimental study performed 
by Koch et al. [92], phenolphthalein does not show any visible difference in color depend-
ing on the proportion of the two fluids. In other words, the color of phenolphthalein 
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changes at a certain pH value independent of the mixing ratio of indicator and base. 
Stroock et a1. [93] fabricated a passive mixer for steady pressure-driven flows in 
microchannels for Reynolds numbers less than 100. In order to produce transverse 
components of flow that stretch and fold fluid over the cross section of microchannel, 
they placed ridges on the microchannel floor. They showed that the minimum length of 
their microchannel in order to achieve good mixing is less than a simple microchannel 
with no ridge on the floor. This microchannel offers a simple low-cost solution to the 
problem of mixing in microfluidics. 
Recently, Niu and Lee [94] designed a chaotic active mixer. Multiplesside microchan-
nels were connected to the main microchannel and fluids were pumped through the side 
microchannels to the main one. They found that the amplitude and frequency of pumped 
fluids characterize the rate of mixing. However, the disadvantage of this micromixer as 
other active micromixers is in the difficulty to effectively operate and control the device. 
Stremler et al. [10] and Beebe et a1. [95] suggested a modification to the serpentine 
channel of Liu et al. [9] to improve mixing rate even more. The work presented in this 
thesis is to provide computational data to compare with experimental data obtained by 
Liu et al. [9] and compare the results with the suggested model of Stremler et a1. [10] 
and Beebe et al. [95]. 
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CHAPTER 3 PHYSICAL MODEL, GOVERNING 
EQUATIONS, AND NUMERICAL FORMULATION 
The objective of this chapter is to provide an overview of the physical model for 
the multiphase flow and the corresponding governing equations which were employed 
to simulate flows of the present work. This model has been incorporated by Fluent 
Inc. in the commercial software Fluent 6.0. The methodologies used by Fluent for the 
discretization of the corresponding governing equations are introduced briefly. It must 
be mentioned that most of the material presented in this chapter have been collected 
from the manual of Fluent 6.0 [96~. 
3.1 The Mixture Model 
Many natural and industrial flows are the mixture of phases. Generally, these flows 
are named multiphase flows. The concept of phase in multiphase flows is defined basically 
as an identifiable class of material that interacts with the flow. mom the macroscopic 
description of matter, it is well known that matter can be categorized into four phases 
(or states} : solid, liquid, gas, and plasma (ionized gas} [97] . Except for the solid state, 
matter in the other three states may be deformed without applying any force, provided 
that the change of shape takes place over a sufFiciently long time. However, the most 
common types of multiphase flow consist of two phases of the four, e.g. solid-gas, liquid-
gas, and liquid-liquid flows. 
The mixture model, incorporated in the Fluent software, can be used to simulate the 
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interaction between two ~or more} phases when local equilibrium over short spatial length 
scales exists. In this model, an Euler-Euler approach is used to simulate the interaction 
between different phases. The fundamental assumption made is that different phases 
are treated mathematically as interpenetrating continua which implies that the volume 
of a phase cannot be occupied by the other phases, leading to the concept of volume 
fraction. The volume fraction is assumed to be a continuous function of time and space. 
In addition, the volume fractions for a control volume can be equal to any value between 
0 and 1 depending on the space occupied by each phase, however, their summation 
equals unity. In the mixture model, conservation equations for each phase are derived 
to obtain one set of equations with similar structures for all phases. 
One of the applications of the mixture model is in homogeneous miscible liquid-
liquid flows in which a very strong coupling between phases exists and relative velocities 
of different phases are zero. These characteristics are due to the fact that equilibrium 
interfacial tension between miscible liquids does not exist [98, 99] . ~.irthermore, the mix-
ture model is proper to model mixing when the volume fractions of mixed phases exceed 
10% and in fact phases are quite interpenetrating. These features are very important 
for the research herein whereby two phases, water and liquid alcohol, will be considered. 
Water and liquid alcohol are quite miscible. Zero relative velocities between water 
and alcohol is a realistic assumption in terms of their interaction when mixing. ~,ir-
thermore, there is a wide distribution of the dispersed phases of these two completely 
miscible liquids. 
It is worth noting that the mixture model requires less computational effort since 
fewer equations are solved. Thus, the mixture model is preferable far three-dimensional 
simulations and enables higher resolution simulations. In addition, the mixture model 
is more stable than the other multiphase flow models, another advantage to select this 
model. 
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3.2 Governing Equations 
The mixture model can simulate multiple phases by solving the continuity, momen-
tum, and energy equations for the mixture, the volume fraction equations for the sec-
ondary phases, and algebraic expressions for the relative velocities. However, only the 
continuity, momentum, and the volume fraction equations are applied in the simulations 
of the present work since temperature effects and relative velocities of different phases 
are absent. 
The continuity equation for the mixture of fluids is: 
(~t ~Pm~ ~' ~ ' 
~Pm.vm~ = 0 (s.1) 
where t is time, p,~ is the mixture density, and vm is the mass-averaged velocity. The 
mixture density, p,~, is defined as: 
n 
Pm = ~ ak pk 
k=1 
(3.2) 
where n is the number of phases and ak is the volume fraction of phase l~. The mass-
averaged velocity, vm, in Eq. 3.1 is defined as: 
vim, ~k=1 ak/~kvk 
P~ 
(3.3) 
Note that the Schmidt number, which is the ratio of the kinematic viscosity to the diffu-
sion coefFicient, was assumed to be infinite. This is an acceptable assumption since the 
residence time is very small in microfluidics and therefore, the diffusive flux is negligible. 
The momentum equation for the mixture can be expressed as: 
a -. -. .~ — -~ -.T -. 
at (P~v~) ~ o ' C p,~v,~vm) - - vp ~ v ' ~,~ (vv~ ~ vvm } ~ P~9 (3.4} 
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where p is pressure, ~m is the viscosity of the mixture, and g is the gravitational ac-
celeration. Although buoyancy effects are small owing to the small length scales, it is 
considered in the performed simulations to obtain realistic results. The viscosity of the 
mixture, ~,c,,.z, in Eq. 3.4 is defined as: 
n 
(3.5) 
~-1 
The volume fraction equation for the secondary phase p2 can be obtained from the 
continuity equation for the second phase as: 
a .~ 
at (aF2 PF2 } ~ v  ' ( a F2 PP2 ~~) - 0 
3.3 Numerical Formulation 
A finite volume method has been used to discretize the governing equations in Fluent 
6.0. The finite volume method consists of integrating the governing equations about 
each control volume (grid cell), therefore, yielding discrete equations that conserve each 
quantity on acontrol-volume basis. Consider the steady-state conservation equation for 
the transport of a scalar quantity ~ in an integral form for an arbitrary control volume 
V: 
p~v • dA = r O~ • dA ~ S dV 3.7 ~ ~ ( } 
V 
where p is density, v is the velocity vector, A is the surface area vector, I'~ is the diffusion 
coefficient of scalar ~, p is the gradient, and S~ is the source of scalar ~ per unit volume. 
The discretization of Eq. 3.7 for a control volume, shown in Fig. 3.1, results in: 
Nf aces Nf aces 
-♦ -+ 
p f v#~ f  A~ _ ~ r~(v~)~ Af ~ s~ v 
.t t 
(3.8) 
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Figure 3.1 Control volume used to illustrate discretization of a scalar trans-
port equation. 
where N~a~s is the number of faces enclosing the cell, ~ f  is the scalar ~ convected 
through face f , A f  is the area of face f , p~v f  Af is the mass flux through the face f , 
(~¢~),~ is the magnitude of 0~ normal to face f , and V is the cell volume. The equations 
solved by Fluent take the same general form as the one given by Eq. 3.8 and are applied 
readily to the mesh. 
It is worth mentioning that in Fluent software, the discrete values of the scalar ~ axe 
stored at the cell centers (co and cl in Fig. 3.1}. However, to solve the convection terms 
in Eq. 3.8, face values ~~ are required. This is accomplished using interpolation schemes 
which calculate the required data from the cell center values. 
3.3.1 Segregated solver 
A segregated approach (pressure correction approach) with an implicit formulation 
was chosen to solve for the governing equations. Since asteady-state calculation is 
desired, the time-dependent terms of governing equations (Eqs. 3.1, 3.4 and 3.6) axe 
dropped. Therefore, the general integral form of steady-state continuity and momentum 
equations are: 
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~pv"v•dA=—~pI•dA+~T•dA+1~FdV (3.10) 
where I is the identity matrix, T is the stress tensor, and ~ is the force vector. 
The discretized form of the continuity equation (Eq. 3.9) can be obtained by inte-
grating over the control volume shown in Fig. 3.1: 
Nf aces 
J f Af =o 
f 
where J f  is the mass flux pv,~ through face f . The face flux, J~, is written as: 
J~ = J~~d~(p~ —p~~) (3.12) 
where p~ and pal are the pressures within the two cells on either side of the face, and 
J f contains the influence of velocities in these cells. Since the term d f is related to the 
discretized form of the momentum equation, it is defined later. 
The procedure outlined for the scalar transport is used to discretize the momentum 
equations. For instance, the ~-momentum equation can be obtained by setting ~ = u 
as: 
apu = ~ a~b u~b -~- ~ pf ~ • i -f- S 
nb 
(3.13) 
where subscripts ~ and nb stand for the cell and its neighboring cells, respectively. The 
coefficient a~ is a weighting factor. This coefficient is applied to relate the face values 
of velocity, vn , to stored values of velocity at the cell center. The method is typically 
called momentum-weighted averaging. Finally, the term d~ in Eq. 3.12 is a function of 
a P, the average of the a~ coeffi.cients for the cells on either side of face f . 
In Fluent the values of pressure and velocity are stored at cell centers while in Eq. 3.13 
the values of the pressure at the face between cells eo and cl, shown in Fig. 3.1 are 
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required. Fluent uses different interpolating schemes to calculate the face values of 
pressure from the cell values. 
3.3.2 Second-order upwind scheme 
To obtain more accurate results, asecond-order upwind scheme was selected for 
discretization of the momentum and volume fraction equations. In an upwind scheme, 
face values are derived from quantities in the cell upstream, relative to the direction of 
the normal velocity. In this scheme, quantities at cell faces are computed using a multi-
dimensional linear reconstruction approach. By this approach, higher-order accuracy is 
obtained at cell faces using Taylor series expansions of the cell-centered solution about 
the cell centroid. Thus, when second-order upwind scheme is applied, the face value ~~ 
is calculated using the following expression: 
~p=¢+0~•Os" (3.14) 
where ¢and 0~ are the cell-centered value and its gradient in the upstream cell, respec-
tively, and Os" is the displacement vector from the upstream cell centroid to the face 
centroid. The gradient 0~ in each cell is computed using the divergence theorem as: 
v~ _ 1
 Nf aces 
~ A V f f 
(3.15) 
Here the face values ¢p are calculated by averaging ~ from the two cells adjacent to the 
face. Finally, the gradient 0~ is limited so no new maxima or minima are introduced 
in the solution. 
3.3.3 Central-difference scheme 
The diffusion terms in Eq. 3.8 axe discretized using asecond-order central-difference 
method. This scheme calculates the face values for a variable (¢ f ) as follows: 
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~f,CD = 2 ~~0 "F' ~1~ -{- 2 ~~(~r ~p • Tp ~- ~~ T~1 • Ti (3.16) 
where the indices 0 and 1 refer to the cells that share face f , 'C7~,.,a and ~~r,l are the 
reconstructed gradients at cells co and cl, respectively, and r is the vector directed from 
the cell centroid towards the face centroid. 
It is well known that the central-difference scheme can produce unbounded solutions 
and non-physical oscillations which can lead to instabilities in the numerical proce-
dure [100] . These instability problems can often be avoided if a deferred approach is 
used for the central-difference scheme. In this approach, the face value is calculated as 
follows: 
~f - ~f,UP '{' l~f~CD - (~f~Up) (3.17) 
where ~JP stands for upwind. In Eq. 3.17, ~ f ,Up and (~ f,~D — ~ f,U~} are implicit and 
explicit parts of the procedure, respectively. As indicated, the upwind part is treated 
implicitly while the, difference between the central-difference and upwind values is treated 
explicitly. When the numerical solution converges, this approach leads to pure second-
order differencing. 
3.3.4 Under-relaxation factors 
Since the governing equations are nonlinear, it is necessary to control the change of 
scalar variable ~. For this reason, an under-relaxation technique has been implemented 
into Fluent. Basically, this technique decreases the change of scalar ~ generated at each 
iteration as: 
~ _ ~~ra + ~7 0 ~ (3.18) 
Based on Eq. 3.18, the new value of ~ depends on the old value ~oia, the computed 
change of 11~, and the under-relaxation factor, r~. The recommended under-relaxation 
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factors for the mixture model (assuming negligible diffusion} are 0.3, 0.7, and 0.2 for 
pressure, momentum, and volume fraction, respectively [9fi] . For density and body forces 
the under-relaxation was set to 1. 
3.3.5 SIMPLE met ho d 
To effectively control the coupling between pressure and velocity fields, the SIMPLE 
method was chosen. The SIMPLE method is based on a cyclic series of guessed-and-
corrected operations to solve the governing equations [101] . First the velocity field is 
computed from the momentum equations by guessing the pressure field. Then, the 
pressures and velocities are corrected to satisfy the continuity equation. By repeating 
this procedure, the solution is obtained when convergence is satisfied. 
If the momentum equation is solved with a guessed pressure field p*, the resulting 
face flux, J f, computed from Eq. 3.12: 
J* = Jf -f- d~ (pro — psi } (3.19) 
does not satisfy the continuity equation. Consequently, a correction J~ is added to the 
face flux Jf so that the corrected face flux, J f
J f  = J# -}- J'.~ (3.20) 
satisfies the continuity equation. The SIMPLE algorithm postulates that J~ be written 
as: 
J~=d~(p~ — p'~1} (3.21) 
where ~' is the cell pressure correction. The SIMPLE method substitutes the flux cor-
rection Eqs. 3.20 and 3.21 into the discretized continuity equation (Eq. 3.11). 
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3.3.6 Residuals in segregated solver 
Following discretization using the segregated solver, the conservation equation for a 
vaxiable ~ at the cell P can be derived as: 
ap ~p = ~ an6 ~n6 ~' b 
n6 
(3.22) 
where aP is the center coefficient, anb are the influence coefficients of the neighboring 
cells, and b is the contribution of the boundary conditions and the constant part of the 
source term S~ in S = S~ -I- SP ¢~. In Eq. 3.22, the center coefficient, aP is defined as: 
aP = ~ Clnb — Sp (3.23) 
n6 
Basically, the residual R~ is the imbalance which exists in Eq. 3.22 and summed over 
all the computational cells P. It can be written as: 
R~ _ 
cells P 
a,~b ~,~, ~-- b — aP ~p 
nb 
(3.24) 
To scale the residuals in Eq. 3.24, a scaling factor as the representative of the flow 
rate of ~ is introduced into Eq. 3.24 as: 
R ~ _ cells P I~nb an6 ~n6 + b — ap l~Pl
cells P I aP ~P 
(3.25) 
For the momentum equations the denominator term aP ~P is replaced by aP vP, where 
vP is the magnitude of the velocity at cell P. 
The unscaled residual for the continuity equation is defined as: 
R~ _ ~ ~ rate of mass creation in cell P ~ 
cells P 
(3.26) 
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To scale the continuity residual, the right hand side of Eq. 3.26 is divided by the largest 
absolute value of the continuity residual in the first five iterations as: 
iter N 
iter 5 
(3.27) 
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CHAPTER 4 STATEMENT OF PROBLEM AND 
COMPUTATIONAL CONSIDERATIONS 
In this chapter, the statement of the microfluidics problem is described in terms of 
the geometry, physical properties of selected liquids, and initial and boundary conditions 
used in the simulations. To examine the sensitivity of solution to grid size, the results 
of grid resolution tests are presented. Finally, the performance of computational studies 
are overviewed. 
4.1 Statement of Problem 
4.1.1 Geometry of microchannels 
Four types of microchannels were considered to simulate three-dimensional steady-
state two-phase flows. Illustrated in Fig. 4.1 are the schematics of these microchannels: 
(a} straight, (b} square-wave, (c} serpentine, and (d} twisted microchannel. The strai ht g 
microchannel is shown in Fig. 4.1(a}. Obviously, there is no bend in the straight mi-
crochannel. This microchannel has the dimensions of 5.1, 0.3, and, 0.15 mm in x-, y-, 
and z-directions, respectively. 
Shown in Fig. 4.1(b} is the square-wave microchannel which was first introduced by 
Branebjerg et al. [102]. The square-wave microchannel has two consecutive C-shaped 
bends in the x—y plane. Each bend consists of five similar blocks. Figure 4.2 depicts the 
dimensions of each block which are 300, 300, and 150 ~Cm in x-, y-, and z-directions, re-
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Figure 4.1 Schematic of microchannels: (a) straight, (b) squaxe-wave, 
(c) serpentine, and (d) twisted microchannel. The distance be-
tween inlet and outlet along the centerline is 5.9 mm in all mi-
crochannels. 
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Figure 4.2 Dimensions of each block to build different types of bends in 
square-wave, serpentine, and twisted microchannels. 300 ~Cm in 
~- and y-directions and 150 ,um in z-direction were considered 
to be consistent with the study of Liu et al. [9] . 
spectively. Both entrance and exit lengths are 1.3 mm in the square-wave microchannel. 
The serpentine microchannel which was introduced and experimentally tested by Liu 
et al. [9], has been shown in Fig. 4.1(c) . Actually, the serpentine microchannel is the 
modified version of square-wave microchannel. In the serpentine microchannel, the C-
shaped bends of the square-wave microchannel have been moved upward (z-direction) 
equal to the height of a block (150 ~m}. Entrance and exit lengths are 1 mm for the 
serpentine microchannel. 
Figure 4.1(d} shows the twisted microchannel, which has been suggested by Stremler 
et al. [10]. In fact, the twisted microchannel is the modified version of the serpentine 
microchannel. Entrance and exit lengths are 1 mm in the twisted microchannel. To 
appreciate the difference between the serpentine and twisted microchannels, as well as 
the other two microchannels, it is better to look at the direction of the core of flow in 
these microchannels. 
Figure 4.3 illustrates the direction of the core of the flow in four microchannels. It 
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Figure 4.3 Schematic of flow direction in (a) straight, (b) square-wave, (c) 
serpentine and (d) twisted microchannels. 
is obvious, as shown in Fig. 4.3(a), that in the straight microchannel, the core flow 
moves only in one direction (x-direction). Having C-shaped bends in the square-wave 
microchannel, the core flow lies in x~ plane (Fig. 4.3(b)) albeit the microchannel is 
three-dimensional. Shown in Fig. 4.3(c) is the evolution of flow in the serpentine mi-
crochannel. It can be seen that flow can move in all three dimensions in the serpentine 
microchannel. However, the consecutive turns are not always perpendicular to the plane 
of the last two turns. For example, the movement shown by vector 5 is still in the plane 
constructed by vectors 3 and 4. The twisted microchannel allows the flow to move in all 
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three directions such that the third turn is perpendicular to the last two turns. It can 
be observed from Fig. 4.3 (d} that all turns are perpendicular to the plane of the last 
two turns. In fact, the effect of the twisted microchannel on the flow is to "twist" fluids 
continuously in space and time. 
It should be mentioned that at least three out of four degrees of freedom (three 
degrees for space and one degree for time} are necessary for a flow field to possess 
chaotic advection [103] . For example, asteady-state flow must be three-dimensional for 
the onset of chaos. The. serpentine and twisted microchannels in which the care of flow 
is three-dimensional possess this necessary condition. 
The four microchannels have two common features. The first feature is that the 
cross sectional area, also shown in Fig. 4.2, is 300 ~Cm x 150 ,um for all microchannels. 
Consequently, the hydraulic diameter of all these microchannels, defined as the ratio 
of four times the cross sectional area to the perimeter of the cross section, is 200 um. 
The second feature is that the distance between the inlets and outlets, moving along the 
centerline, is 5.9 mm in all microchannels. This feature makes the mixing comparison 
amongst each microchannel logical and reasonable. 
4.1.2 Physical properties of selected liquids 
Water and liquid ethyl alcohol were selected to examine the interaction and mixing 
of two liquids in the microchannels. These liquids are completely miscible which suits to 
simulate the mixing of two-fluid flows with the wide distribution of the dispersed phases. 
The density and viscosity of water are 1000 kg/m3 and 0.001 kg • s/m, respectively. 
The density and viscosity of liquid ethyl alcohol are 800 kg/m3 and 0.0012 kg • s/m, 
respectively. Consequently, the density of a completely mixed flow of these two liquids 
is 900 kg/m3 based on Eq. 3.2 and it happens when the volume fraction of each phase 
is 0.5 in each cell. Also, by considering Eq. 3.5, theoretically the viscosity of a fully 
mixed flow should be 0.0011 kg • s/m. The density and viscosity of a fully mixed flow 
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Figure 4.4 Plug flows of water and alcohol side by side as the inlet boundary 
conditions. 
was considered to calculate the Reynolds number. 
4.1.3 Initial and boundary conditions 
Shown in Fig. 4.4 are boundary conditions at the inlet of the microchannels. Illus-
trated in this figure are two plug flows of water and alcohol side by side. The velocity of 
water and alcohol at the inlet was specified so that Reynolds numbers of 6, 12, 35, 70, 
and 96 were obtained. The Reynolds number is defined as: 
.I~e = P 
UDH
(4.1) 
where p is the density of a fully mixed flow (900 kg/m3), U is the average velocity 
(velocity of water and alcohol at the inlet), DH is the hydraulic diameter (200 µm), and 
µ is the viscosity of a fully mixed flow (0.0011 kg • s/m). 
The no-slip boundary condition on all the walls was imposed. At the outlet, gage 
pressure equal to zero was specified. Since velocity at the inlet and pressure at the 
outlet have been selected as boundary conditions, the numerical solution of governing 
equations is more stable and less difficulties are encountered to capture the converged 
solution. 
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To add stability in the early stages of the steady-state calculations, the initial condi-
tion for the streamwise velocity was set equal to the inlet velocity in the whole domain 
including the inlet. The other components of velocity were set to zero. F~irthermore, 
only water was initialized in the domain. 
4.2 Computational Considerations 
4.2.1 Grid resolution tests 
Once the microchannel geometries were specified, the commercial grid generator 
Gambit [104] was used to create the grid. Because geometries are based on rectangular 
blocks, uniform hexahedral cells were used to build the mesh. The aspect ratio of spatial 
increments in x-, y-, and z-directions with respect to each other was chosen as unity. 
To ensure that simulations have not been affected by the grid size significantly, grid 
resolution tests were carried out. The serpentine microchannel at the Reynolds number 
of 70 was selected for grid tests. The grid size was determined based on the number of 
cells in each block shown in Fig. 4.2. Table 4.1 summerizes the number of cells in each 
block, spatial increments in x-, y-, and z-directions, and the total number of cells for 
each case. 
Generating 20 x 20 x 10 cells in x-, y-, and z-directions for each block (Fig. 4.2}, the 
first solution was obtained for a total of 86,600 cells. Then, by doubling the number 
of cells in all three directions, which corresponds to 40 x 40 x 20 cells in each block, the 
second solution was attained with 693,600 total number of cells. Ta compare different 
Table 4.1 Mesh sizes used for grid resolution tests. 
Grid cells in x, y, and z Ox = Dy = ~z (~tm} Total number of cells 
20 x 20 x 10 15 86,800 
40 x 40 x 20 7.5 693,600 
50 x 50 x 25 6 1,355,000 
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Figure 4.5 Centerline of the mid cross-section of the serpentine microchan-
nel. 
solutions, a line on the mid section of the microchannel was specified. 
Shown in Fig. 4.5 is the centerline Cf, of the mid cross section of the serpentine 
microchannel, the location where solutions were compared. It is worth mentioning that 
since this location is at the middle of the microchannel, inlet and outlet boundaries have 
minimal, if any, effects. The variation of the mixture density, as the representative of 
the most crucial and sensitive variable, was considered for comparison between different 
grid sizes. 
Figure 4.6 shows the mixture density variation along centerline ~ for grid sizes of 
86,800 (dashed line} and 693,600 (dashed-dot line) cells. To find the amount of error in 
the solution, a Richardson extrapolation was applied to these two grids. The Richardson 
extrapolation [105 is expressed as: 
Better estimate =more accurate +  n 1  (more accurate —less accurate} (4.2) 2 1 
where n is the order of accuracy of the solution. In the present work, since second 
order accurate schemes were used for the discretization of governing equations, n is 
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Figure 4.6 Grid resolution test for serpentine microchannel at Re=70 using 
Richardson extrapolation. 
two. Also less accurate and more accurate solutions axe the solutions obtained by grid 
sizes of 86,800 and 693,600 cells in each block, respectively. Applying Eq. 4.2 to these 
grids, extrapolated data were obtained and plotted (solid line) against other curves. To 
obtain a better solution, simulations were performed with the grid size of 50 x 50 x 25 
cells in each block, totaling 1,355,000 cells. Results have been demonstrated against 
extrapolated data in Fig. 4.6 (dotted line) . It can be observed that very good agreement 
exists between the Richardson extrapolated data and the grid size of 1,355,000 cells. In 
fact, by applying the grid size of 1,355,000 cells, only a maximum error of 2% has been 
introduced in the solution. Therefore, simulations were performed in conjunction with 
the grid size of 50 x 50 x 25 cells in each block (1,355,000 total number of cells . } 
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4.2.2 Steady-state calculations 
Preliminary numerical studies of the serpentine microchannel for the Reynolds num-
ber of 70 indicated that flow is steady. To verify the nature of the flow both transient 
and steady-state simulations were performed for the serpentine microchannel. It was 
observed that the transient simulation converged to the steady-state simulation. Like-
wise, the experimental results in the study of Liu et al . [9] indicated the steady-state 
nature of flow in the serpentine microchannel. Therefore, steady-state calculations were 
considered for all the simulations. 
4.2.3 Computational performance 
Parallel computing is a powerful tool in performing computationally expensive three-
dimensional simulations. One of the methods of parallel computing, particularly used in 
computational fluid dynamics, is the domain decomposition method. By this method, 
each processor computes all the calculations in a particular domain. Then, processors 
communicate the computed data amongst themselves. This procedure continues until 
the converged solution is obtained. 
Parallel computations were performed using the SGI Origin 2000 of the High Per-
formance Computing Center at Iowa State University. This machine is a virtual shared 
memory computer configured with node cards [106] . Each node card includes two CPUs, 
a memory card, and a network interface card. The peak rate of the network communi-
cation is 130 MB/s. Each CPU is an MIPS R12000 processor running at 300 MHz, and 
has separate on-chip 32 KB data and instruction caches, and an 8 MB off-chip unified 
cache. -Each pair of CPUs share 2 GB of memory, yielding the system a total of 16 GB. 
For shared memory parallel program, off-node memory has to be used if data storage is 
large, and is slower than on-node memory. 
Computational domains were partitioned into eight zones to perform simulations 
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with eight processors for parallel computations. The convergence criteria was set so 
that all the residuals decreased at least three orders of magnitude with respect to the 
residuals at the tenth iteration. Meanwhile, double precision residuals were selected to 
obtain more accurate results. Having these configurations, approximately 0.0897 mil-
lisecond/iteration/cell was required for each simulation. 
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CHAPTER 5 RESULTS 
To assess the efficiency of microchannel designs (straight, square-wave, serpentine, 
and twisted}, simulations were carried out for five Reynolds numbers ranging between 6 
and 96. Results are presented in this chapter in terms of mixing index based on density 
distribution, contour plots of density, pressure drop, and path lines for the selected 
Reynolds numbers. 
5.1 Mixing Index 
To measure mixing in each microchannel, three cross sections A, B, and C were 
chosen. Figure 5.1 illustrates the locations of these cross sections. Although the shortest 
distance along the x—axis between inlet and each section vary in each microchannel, 
these distances when measured along the centerline are the same for all microchannels. 
Measuring along the centerline, the distance between inlet and sections A, B, and C are 
0.8, 2.95, and 5.1 mm, respectively, in each of the microchannels. Note that (with the 
exception of the straight microchannel} section A is before the first segment, section B 
is between the first and second segments, and section C is after the second segment . 
To quantify the mixing index, the deviation of density from the average density value 
1S: 
1 N 
} N ~i=1(pi,sect — p  
2 
Mixing index = 1 —   x 100 
1 N ( } 
1V ~i=1 Pi,ir~let 
— (~ 2 
(5.1) 
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Figure 5.1 The location of cross sections A, B, and C, where mixing index is 
quantified, in each microchannel: (a} straight, (b) square-wave, 
(c) serpentine, and (d) twisted microchannel. The distance be-
tween inlet and cross sections A, B, and C along the centerline 
are 0.8, 2.95, and 5.1 mm for all microchannels. 
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Figure 5.2 Mixing index versus centerline distance in the straight mi-
crochannel for various Reynolds numbers. 
where N is the total number of cells at the desired cross section, pi,sect is the density 
of mixture at the ith cell on the crass section, p is the density of a fully mixed flow 
defined by Eq. 3.2 (900 kg/m3 in the present work}, and pi,i~let is the density of the 
ith cell at the inlet. The fraction term in parentheses of Eq. 5.1 is the intensity of 
segregation. Mathematically, the numerator represents the standard deviation at the 
desired section. To avoid misinterpretation due to different amplitudes, normalization 
is applied such that the denominator is the standard deviation at the inlet. Applying 
Eq. 5.1 for sections A, ~, and C, shown in Fig. 5.1, results were obtained for Reynolds 
numbers of 6, 12, 35, 70, and 96. Figures 5.2-5.5 display the mixing index in each 
microchannel. 
Shown in Fig. 5.2 is the mixing index versus centerline distance from the inlet in the 
straight microchannel. It can be observed that mixing is negligible (less than 3} in the 
straight microchannel even though Reynolds number has been increased by a factor of 
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Figure 5.3 Mixing index versus centerline distance in the square-wave mi-
crochannel for various Reynolds numbers. 
16. Upon closer inspection of the very small range of mixing (1.5-3}, decreasing the 
Reynolds number results in better mixing due to the increase in the residence time of 
small Reynolds number flows. In fact, there is an inverse relationship between mixing 
index and Reynolds number in the straight microchannel which is in agreement with the 
findings of Liu et al. [9~ . 
Figure 5.3 illustrates the mixing index in the square-wave microchannel. It is ob-
served that by increasing the Reynolds number, mixing has generally developed more. 
In spite of a considerable difference in Reynolds numbers ranging between 6 and 70, 
the change in the corresponding mixing index is not significant (5 —10) . However, when 
Reynolds number is 96, mixing has developed considerably more (17} at section C. 
Figure 5.4 demonstrates the variation of mixing in the serpentine microchannel. The 
trend of mixing in the serpentine microchannel is similar to the square-wave microchan-
nel; increasing the Reynolds number increases the mixing index. However, the serpentine 
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Figure 5.4 Mixing index versus centerline distance in the serpentine mi-
crochannel far various Reynolds numbers. 
microchannel more effectively increases the mixing index than in the square-wave mi-
crochannel. It can be seen that when Reynolds number increases from 6 to 96, the index 
of mixing increases significantly from 12 to 65. 
Illustrated in Fig. 5.5 is the mixing index in the twisted microchannel. The trends 
are similar to the square-wave and serpentine microchannels; larger Reynolds numbers 
result in higher mixing indexes. Also, a significant increase in the mixing index can 
be seen for the Reynolds number of 35 in the twisted microchannel from section B to 
section C. In fact, the mixing indexes at section C for the Reynolds numbers of 35 and 
70 are very close to each other while this behavior was not observed in the serpentine 
microchannel. 
In order to compare the mixing index of each microchannel, the data shown in 
Figs. 5.2-5.5 is rearranged and presented in Figs. 5.6-5.10 for fixed Reynolds numbers. 
Figure 5.6 shows the variation of mixing in each microchannel for the Reynolds number 
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Figure 5.5 Mixing index versus centerline distance in the twisted mi-
crochannel for various Reynolds numbers. 
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Figure 5.6 Mixing index versus centerline distance in different microchan-
nels for the Reynolds number of 6. 
A 
100 
90 
80 
70 
~ 60 
..., 
~ so ..., ..., 
~ 40 
30 
20 
10 
0 
0 
49 
B 
Twisted 
Serpentine 
Square-wave 
Straight 
1 2 3 4 
Distance from inlet along centerline (mm) 
c 
S 
Figure 5.7 Mixing index versus centerline distance in different microchan-
nels for the Reynolds number of 12. 
of 6. It is observed that the square-wave microchannel has performed almost twice 
as well as the straight microchannel. However, its performance is not as well as the 
serpentine and twisted microchannels. Interestingly, the mixing index in the serpentine 
microchannel is slightly higher than the twisted microchannel at section B. However, 
the mixing index for the twisted microchannel at section C is the highest (12.5} . 
The Reynolds number of 12 is shown in Fig. 5.7 for the mixing index in each mi-
crochannel. It can be seen that the twisted microchannel performed the best whereas 
the straight microchannel has demonstrated poor mixing. The mixing index of the ser-
pentine microchannel is second best, followed by the square-wave microchannel. No 
crossing in the mixing index is observed at the Reynolds number of 12 as was found for 
the Reynolds number 6 (Fig. 5.6). 
Figure 5.8 illustrates the performance of microchannels at the Reynolds number of 
35. Analogous to the case of Reynolds number 12, the twisted and straight microchan-
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Figure 5.8 Mixing index versus centerline distance in different microchan-
nels for the Reynolds number of 35. 
eels performed as the best and the worst microchannels, respectively, in terms of the 
mixing index. The performance of the square-wave microchannel is also better than the 
straight microchannel although its performance is much less than serpentine and twisted 
microchannels. However, the interesting feature of this case is when the serpentine and 
twisted microchannels are compared. It can be observed that at section B the mixing 
indexes are very close to each other (approximately 18} . However, at section C the mix-
ing index of the twisted microchannel increases significantly. The mixing index for the 
serpentine microchannel is 33 at section C compared to 53 for the twisted microchannel. 
Shown in Fig. 5.9 are the cases in which the Reynolds number is 70. Despite the 
cases for Reynolds numbers of 12 and 35, the performance of the serpentine microchannel 
performed the best. However, the difference in the mixing indexes between the serpentine 
and twisted microchannels is small, indicating both microchannels perform equally well. 
Furthermore, the mixing indexes of both serpentine and twisted microchannels are much 
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Figure 5.9 Mixing index versus centerline distance in different microchan-
eels for the Reynolds number of 70. 
higher than the square-wave microchannel and consequently the straight microchannel. 
For the case of Reynolds number 90, shown in Fig. 5.10, the mixing indexes of the 
serpentine and twisted microchannels are almost identical. Interestingly, the mixing 
index in these two microchannels is significantly higher than the mixing index for the 
straight and square-wave microchannels. 
Summarizing the data presented, the square-wave microchannel has only a marginal 
effect on mixing while the straight microchannel has almost no effect. On the other hand, 
the serpentine and twisted microchannels are better designs for the range of Reynolds 
numbers studied. 
So far the microchannel designs were discussed quantitatively based on mixing index. 
Equally informative is an analysis based on density variations to demonstrate how has 
mixing takes place in different microchannels. Therefore, to better understand and 
analyze the process of mixing, contour plots of density at sections A, B, and C are shown 
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Figure 5.10 Mixing index versus centerline distance in different microchan-
nels for the Reynolds number of 96. 
in Fig. 5.11-5.15 for Reynolds numbers 6-96. In these figures, blue is the density of 
water (1000 kg/m3), red is the density of alcohol (800 kg/m3), and green is the density 
of a fully mixed flow (900 kg/m3). 
Shown in Fig. 5.11 are density contours for the Reynolds number of 6 in each mi-
crochannel. It is observed that the interface of water and alcohol in the straight and 
square-wave microchannels (Figs. 5.11(a) and 5.11(b)) have tilted at sections B and C. 
This slight rotation is due to buoyancy effects since the density of water is more than the 
density of alcohol. The interface between the two fluids in Fig. 5.11 (a) is lineax at each 
section, whereas in Fig. 5.11(b) the interface has a slight curve due to the bends of the 
square-wave microchannel. In the serpentine microchannel (Fig. 5.11(c)), the relative 
locations of water and alcohol remain the same in each section. However, the interface 
has a distinct curvature in the serpentine microchannel due to the three-dimensionality 
of the flow. It can be seen that the alcohol has started to surround the water. The in-
53 
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Figure 5.11 Contour plots of density at sections A, B, and C in (a) straight, 
(b) square-wave, (c) serpentine, and (d) twisted microchannels 
for the Reynolds number of 6. 
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teresting case is the twisted microchannel (Fig. 5.11(d)) in which the locations of water 
and alcohol have significantly changed. The water-alcohol interface rotates and twists 
enhancing the mixing as was shown in Fig. 5.6. Comparing Figs. 5.11(a)-5.11(d), one 
can observe that the onset of advection has taken place in the twisted microchannel for 
Reynolds number of 6. 
Figure 5.12 presents the mixing trends in each microchannel for Reynolds number 
of 12. Again, inclinations of the interface are observed in the straight and square-wave 
microchannel (Figs. 5.12(a) and 5.12(b)) although the rotation is less than the corr~ 
sponding cases for Reynolds number of 6. In the serpentine microchannel (Fig. 5.12(c)) 
the alcohol interface has almost completely enclosed the region of water. F4~rthermore, 
the water has moved towards the center of the microchannel. The trend of mixing in the 
twisted microchannel (Fig. 5.12(d)) is very interesting. At section B, alcohol surrounds 
the water but at section C water surrounds the alcohol. Thus, the twisted microchannel 
has displaced both fluids although a completely mixed flow has not resulted. 
Illustrated in Fig. 5.13 are density contour plots for each microchannel for the 
Reynolds number of 35. In the straight microchannel (Fig. 5.13(a)) only a slight in-
clination is observed at the interface of water and alcohol at sections B and C. The 
water-alcohol interface for the squareswave microchannel (Fig. 5.13(b)) has become wavy 
with two maxima as compared to the interface for Reynolds numbers of 6 and 12. In 
the serpentine microchannel, shown in Fig. 5.13(c), it is observed that the interface has 
formed a closed circuit at section B with alcohol surrounding water at the center. In 
the twisted microchannel (Fig. 5.13(d)), it is observed that the alcohol at section B has 
been split into two regions while water is still in one region separated by alcohol. At 
section C of Fig. 5.13(d), alcohol is almost completely mixed with water such that no red 
regions are present. However, there are still two regions of water at the center and right 
side of section C. Comparing the serpentine and twisted microchannels, Figs. 5.13(c) 
and 5.13(d), green regions axe visible which correspond to a mixed flow. F4~rthermore, 
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Figure 5.12 Contour plots of density at sections A, B, and C in (a) straight, 
(b) square-wave, (c) serpentine, and (d) twisted microchannels 
for the Reynolds number of 12. 
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Figure 5.13 Contour plots of density at sections A, B, and C in (a) straight, 
(b) square-wave, (c) serpentine, and (d) twisted microchannels 
for the Reynolds number of 35. 
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the highest mixing index occurs in the twisted microchannel, as was shown in Fig. 5.8. 
Figure 5.14 demonstrates density variation for the Reynolds number of 70 for each 
microchannel. Avery small inclination is seen at the common boundary of water and 
alcohol in the straight microchannel (Fig. 5.14(a)) at section C. In the squaxe-wave 
microchannel (Fig. 5.14(b)), maxima have become quite visible compared with the case 
of Reynolds number 35. In the serpentine microchannel, shown in Fig. 5.14(c), alcohol 
is almost completely mixed with water, while small regions of water are still observed. 
In the twisted microchannel, shown in Fig. 5.14(d), it is seen that at section B water 
has moved towards the bottom wall. Interestingly, at section C, water is still observed 
at the bottom even though a fully mixed region is observed on top of water. 
Finally, the cases in which Reynolds number is 96 have been depicted in Fig. 5.15. 
Almost no inclination is seen in the straight microchannel (Fig. 5.15(a}) which substanti-
ates that mixing is insignificant with increasing Reynolds number (refer to Fig. 5.2). The 
maxima of the interface of water and alcohol in the squaxe-wave microchannel still exists 
while water and alcohol are penetrating into each other. Similar patterns axe observed in 
the serpentine and twisted microchannels for the Reynolds number of 96 (Figs. 5.15(c) 
and 5.15(d)) as that far the Reynolds number of 70 (Figs. 5.14(c) and 5.14(d)). However, 
more mixed regions (green) exist for the cases of the Reynolds number of 96. 
In conclusion, it was observed that advection has "seemingly" played a significant 
role in the serpentine and twisted microchannels while it has not taken place in the 
straight and square-wave microchannels effectively. In fact, it seems that "effective 
advection" in the serpentine and twisted microchannels has induced break up, stretching, 
and folding of water and alcohol therefore enhancing mixing. Furthermore, increasing the 
Reynolds numbers contributes to more complete mixing for the serpentine and twisted 
microchannels. 
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Figure 5.14 Contour plots of density at sections A, B, and C in (a) straight, 
(b) square-wave, (c) serpentine, and (d) twisted microchannels 
for the Reynolds number of 70. 
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Figure 5.15 Contour plots of density at sections A, B, and C in (a) straight, 
(b) square-wave, (c) serpentine, and (d) twisted microchannels 
for the Reynolds number of 96. 
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5.2 Pressure Distribution 
One of the important parameters in the operation of microchannels is pressure drop 
along the microchannel. As an example, pressure drop data are used to characterize 
and identify mass flow rate in microchannels. Ideally, a properly designed micromixer 
improves mixing performance without increasing the pressure drop. However, bends and 
twists result in additional pressure losses, in general. As discussed and demonstrated in 
Section 5.1, mixing does not enhance in the absence of bends. Therefore, it is important 
to measure and analyze the effects of pressure drop in microchannels with several bends. 
Table 5.1 summerizes the total pressure drop (static plus dynamic pressure) in Pascal 
in each microchannel for the Reynolds numbers ranging between 6 and 96. The pressure 
loss was measured as the difference between average values of pressure on sections A 
and C. It can be extracted from Table 5.1 that for any microchannel, increasing the 
Reynolds number, increases pressure drop. However, the trend of pressure drop, while 
keeping the Reynolds number constant, is not similar in all microchannels. This trend 
can be divided into two categories based on the Reynolds number. 
The Reynolds number range between 6 and 35 indicates that the straight microchan-
nel has the largest pressure drop. On the other hand, the minimum pressure drop occurs 
in the twisted microchannel for the Reynolds numbers of 6 and 12, while at the Reynalds 
Table 5.1 Total pressure drop (Pascal) in vaxious microchannels between 
sections A and C for the Reynolds numbers ranging between 6 
and 96. 
Micro channel 
Re Straight Square-wave Serpentine Twisted 
fi 110 89 73 72 
12 220 181 154 149 
35 641 582 533 540 
74 1283 1397 1411 1480 
9fi 1763 2212 2323 2497 
fi t 
number of 35, the minimum pressure drop is for the serpentine microchannel. However, 
the difference in the pressure drops of serpentine and twisted microchannels is very small. 
It is fascinating to Hate that despite the number of bends in the square-wave, serpentine, 
and twisted microchannels, pressure loss in these microchannels is less than the pressure 
lass in the straight microchannel. 
For the Reynolds numbers of 70 and 96, the trend of pressure drop is opposite of 
the cases of Reynolds numbers 6-35; the minimum pressure drop occurs in the straight 
microchannel while the maximum pressure drop results in the twisted microchannel. 
The percent difference between the lowest and highest pressure drops for constant 
Reynolds numbers is another interesting point of Table 5.1. These percent differences 
are 52.7, 47.7, 20.3, 15.4, and 41.6 for the Reynolds numbers of 6, 12, 35, 70, and 
96, respectively. It is perceived that the percent difference between the maximum and 
minimum pressure drops decreases from Reynolds number 6 to 70. However, at Reynolds 
number of 96, this trend does not continue and the percent difference has increased to 
41.6 unexpectedly. It is worth mentioning that by considering all microchannels and 
the whole range of Reynolds numbers, the smallest and the largest pressure drops have 
occurred for the twisted microchannel with 72 and 2497 Pa, at the Reynolds numbers 
of fi and 96, respectively. 
5.3 Evolution of Path Lines and Onset of Chaos 
In Section 5.1 mixing was studied in an Eulerian framework. It was shown that mix 
ing enhances in serpentine and twisted microchannels more than straight and square-
wave microchannels. A simple but crucial question arises in the presence of these find-
ings, "Why?" . 
To have a deeper understanding of mixing processes, it is recommended [48,107,108] 
to view the evolution of mixing in a Lagrangian framework. Even though a Lagrangian 
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viewpoint of fluid mixing is a conceptual way to study mixing processes, this viewpoint 
is of considerable practical importance particularly at low Reynolds numbers. In fact, 
the Lagrangian representation of mixing is a matter of academic curiosity since the 
introduction of the concept of "chaotic advection" in fluid mechanics by Aref in 1984 [6] 
(for an inclusive review about chaotic advection look at reference [109]) . 
By definition, chaotic motion means exponential separation of close trajectories [110] . 
Therefore, in the presence of Lagra,ngian chaos it is expected that the relative separation 
between advected tracers typically grows exponentially in space and/or time. In terms 
of fluid dynamics, it is perceived that small deviations in the velocity field produce large 
efFects on chaotically advected patterns. This phenomena, which is highly complex, can 
happen even in laminar flows with very law Reynolds numbers. So, chaotic dynamics 
can be (and is) facilitated to achieve rapid and good mixing in low Reynolds number 
regimes [48, 69] . 
To explore the occurrence of chaotic advection in the present work, a set of massless 
particles were seeded in the flow along the vertical centerline of the microchannel inlet. 
The particles are colored so that one can recognize the locations of them in the whale 
domain. By tracking these particles in space and time, path lines were recorded and dis-
played. However, since the flow field is steady, path lines are streamlines, so integration 
only in space was sufFicient to track each particle. The Reynolds numbers of 6 and 35 
were selected to explore the idea of chaotically advected particles. 
Shown in Figs. 5.16-5.19 are the traces of particles at the Reynolds number of 6 for 
each microchannel. It is observed that in the straight and square-wave microchannels 
(Figs. 5.16 and 5.17) particles have remained linear relative to each other. As was 
observed in Figs. 5.11(a) and (b), the interface shifts slightly toward water, the denser 
fluid. Furthermore, it is observed that top- and bottom-most particles have slightly 
separated from the other particles at the outlet. In the serpentine microchannel, shown 
in Fig. 5.18, a few particles have slightly diverged from the rest (dark blue and dark 
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Figure 5.16 Path lines in the straight microchannel at the Reynolds number 
of 6. Flow is from left to right. 
Figure 5.17 Path lines in the square-wave microchannel at the Reynolds 
number of 6. Flow is from left to right. 
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Figure 5.18 Path lines in the serpentine microchannel at the Reynolds num-
ber of 6. Flow is from left to right. 
Figure 5.19 Path lines in the twisted microchannel at the Reynolds number 
of 6. Flow is from left to right. 
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red}, although the initial vertical position of particles at the inlet has not changed 
considerably at the outlet. For the twisted microchannel, illustrated in Fig. 5.19, it is 
observed that after the second segment the streams of particles have twisted once. This 
twist has resulted in mare particle displacement: from the vertical positioning at the inlet 
to a horizontal curvy positioning at the outlet. Comparing the serpentine and twisted 
microchannels (Figs. 5.18-5.19}, it is revealed that in the twisted microchannel particles 
have wandered in the domain more than the case of the serpentine microchannel. 
Figures 5.20-5.23 demonstrate the particle traces for Reynolds number of 35. By 
looking at the traces of particles in the straight microchannel (Fig. 5.20), there is no 
significant change in the relative position of particles. No separation in the position of 
particles has happened in the square-wave microchannel either (Fig. 5.21), even though 
the linear position of particles at the inlet has changed to a wavy distribution due to 
the sequences of bends. The note worthy cases of the Reynolds number of 35 are the 
serpentine and twisted microchannels illustrated in Figs. 5.22 and 5.23. It is observed 
that in both cases, the trajectories of particles are intertwined so that by the outlet, 
individual particles leaving these microchannels are significantly displaced relative to 
their orientation at the inlet. The completely distorted trajectories of particles in the 
serpentine and twisted microchannels indicate the onset of chaos in these two systems. 
Based on the discussion of the serpentine and twisted microchannels for the Reynolds 
number of 35, once the flow passes through consecutive bends, small perturbations 
introduced to the flow cause trajectories to diverge exponentially from the unperturbed 
state. This is typical of chaotic behavior where initially small perturbations are amplified 
exponentially with time and/or space. As a result, diverged trajectories of particles help 
in the enhancement of mixing in the chaotic regime by stretching and .distorting fluid 
elements. 
It is worth noting that with the particle traces, only a small set of particles, placed 
at specific locations, were employed to visualize the corresponding traces. However, 
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Figure 5.20 Path lines in the straight microchannel at the Reynolds number 
of 35. Flow is from left to right. 
Figure 5.21 Path lines in the square-wave microchannel at the Reynolds 
number of 35. Flow is from left to right. 
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Figure 5.22 Path lines in the serpentine microchannel at the Reynolds num-
ber of 35. Flow is from left to right. 
Figure 5.23 Path lines in the twisted microchannel at the Reynolds number 
of 35. Flow is from left to right. 
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examining only the advection of this small set of particles, chaotic flaws existing in 
the serpentine and twisted microchannels were revealed. The chaotic advection could 
provide interactions between velocity and density fields so that small deviations in the 
velocity field were magnified and resulted in good mixing. 
5.4 Correlation Between Quantitative and Qualitative Discus-
sion of Mixing 
When overall mixing index is shown versus Reynolds number, as shown in Figs. 5.24 
and 5.25, the quantitative analysis of mixing index and its connection with the qualitative 
analysis of chaotic mixing (Section 5.3} is better understood. 
Figure 5.24 depicts the mixing index at section B, which is after the first segment 
of each microchannel. It is observed that in the whole range of the Reynolds numbers 
studied, the serpentine and twisted microchannels have performed better than straight 
and square--wave microchannels, particularly at larger Reynolds numbers such as 70 and 
96. However, there is a negligible difference between the mixing index of the serpentine 
and twisted microchannels at this location for varying Reynolds numbers. Note that the 
mixing index of the serpentine and twisted microchannels is about 18 at the Reynolds 
number 35. 
On the other hand, Fig. 5.25 shows the other aspect of microchannel design: the 
effects of spatial sequences (i.e., bends} on mixing. This figure, which depicts the mixing 
index at section C (after the second segment}, shows that when the Reynolds number is 
6, 70, and 96, no preference between serpentine and twisted microchannels exist. Far the 
Reynolds number of 12, mixing index in the twisted microchannel is marginally higher 
than the mixing index in the serpentine microchannel. However, for Reynalds number 
of 35, the mixing index in the twisted microchannel is 53, which is significantly higher 
than 33 mixing index in the serpentine microchannel. 
69 
100 
90 
80 
70 
30 
20 
10 
0-
0 
Twisted 
Serpentine 
-{'~  Square-wave 
~  Straight 
 t—~ 
20 40 60 
Reynolds number 
80 
 O 
100 
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Figure 5.25 Mixing index versus Reynolds number in each microchannel at 
section C. 
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The substantially better performance of the twisted microchannel at the Reynolds 
number of 35 far section C shows the effective role of the second segment in the design of 
this microchannel, on mixing. The existence of a spatially chaotic flaw with a high degree 
of chaos at the Reynolds of 35 in the twisted microchannel is expected. The spatially 
chaotic flow in the serpentine microchannel should have a lower degree of chaos. 
Finn and del-Castilla-Negrete [111] investigated a model for shear flows with two 
independent Kelvin-Helmholtz linear instabilities. They addressed the relationship be-
tween Lagrangian and Eulerian chaos in their two-dimensional model for the first time 
(based on the knowledge of author of this thesis} . It was shown that a relationship be-
tween Lagrangian chaos, shown by trajectories of particles, and Eulerian chaos, shown 
by contour plots and measured by quantitative means, exists in three-dimensional flows. 
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CHAPTER 6 CONCLUDING REMARKS AND 
RECOMMENDATIONS 
6.1 Conclusions 
In this research, the three-dimensional mixing simulations of water and alcohol 
streams were carried out in four types of microdevices: straight, square-wave, serpentine, 
and twisted microchannels. In microchannel designs, different configurations of bends 
and twists were considered for the enhancement of mixing. The width and height of 
microchannels were on the order of 100 ~m with a hydraulic diameter of 200 gum. The 
commercial code Fluent 6.0 was used for the simulations. The mixture model was em-
ployed to account for the interactions between water and alcohol in these microchannels 
for Reynolds numbers between 6 and 96. 
It was shown that the streams of water and alcohol do not mix well unless the core of 
fluids flows in three perpendicular directions consecutively. In the straight microchannel, 
mixing was very poor because the core of flow was one-dimensional. The square-wave 
configuration in which the core of flow was two-dimensional had a marginal effect on 
mixing in comparison with the straight microchannel. On the other hand, in both 
serpentine and twisted microchannels which had the characteristics to impose three-
dimensional flows, mixing was enhanced significantly. Nevertheless, the mixing indexes 
in the serpentine and twisted microchannels varied in different ranges of the Reynolds 
number. 
Higher mixing indexes in the serpentine and twisted microchannels, which were 
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caused by wandering flows, were addressed as evident signs of chaotic flows in these 
two microchannels. It should be emphasized that even though well-known diagnostic 
methods of chaos theory, such as mapping Poincare sections or calculating Lyapunov 
exponents, were not applied directly, the divergence of trajectories confirmed the pres-
ence of chaos in the serpentine and twisted microchannels. Based on the higher mixing 
index in the twisted microchannel at the Reynolds number of 35, when compared with 
the serpentine microchannel, it is concluded that the degree of chaos in the twisted mi-
crochannel is higher at this Reynolds number. For Reynolds numbers of 6, 12, 70, and 
96, since the mixing index in the serpentine and twisted microchannels was close to each 
other, it is concluded that the degree of chaos of these two microchannels is comparable. 
Finally, it was shown that a relationship between Lagrangian chaos and Eulerian 
chaos, shown by trajectories of particles, contour plots, and quantitative measurements, 
exists in three-dimensional flows. Based on the knowledge of the thesis author, this is 
the first time that such a relationship has been proposed and investigated. 
6.2 Open Questions 
To extend the present work, the following questions may be considered as new re-
search for future investigations: 
1. What is the best aspect ratio of the width to the height of channels in serpentine 
and twisted microchannels in terms of mixing? 
2. What if the scale of the microchannel is reduced to the order of 10 or even 1 ~Cm? 
Which microchannel design can enhance mixing best: serpentine or twisted mi-
crochannel? Should another configuration be proposed? 
3. How does the mixing of other categories of two-phase flows take place in the 
suggested microchannels? For instance, gas-solid and gas-liquid flows. 
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4. Are the microchannel designs sufficiently effective to be applied as blood analyzers 
and immunoassays? 
5. What are Poincare sections of flow in the serpentine and twisted microchannels for 
different Reynolds numbers? What are the Lyapunov exponents of flow in these 
two microchannels? Which values are the degrees of chaos in the serpentine and 
twisted microchannels? 
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