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Abstract  
In this study, a simple technology for a self-driving system called “driver assistance system” is developed based 
on embedded image identification. The system consists of a camera, a Raspberry Pi board, and OpenCV. The camera 
is used to capture lane images, and the image noise is overcome through color space conversion, grayscale, Otsu 
thresholding, binarization, erosion, and dilation. Subsequently, two horizontal lines parallel to the X-axis with a fixed 
range and interval are used to detect left and right lane lines. The intersection points between the left and right lane 
lines and the two horizontal lines can be obtained, and can be used to calculate the slopes of the left and right lanes. 
Finally, the slope change of the left and right lanes and the offset of the lane intersection are determined to detect the 
deviation. When the angle of lanes changes drastically, the driver receives a deviation warning. The results of this 
study suggest that the proposed algorithm is 1.96 times faster than the conventional algorithm. 
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1. Introduction 
With the increasing use of vehicles, frequent traffic accidents occurs worldwide. To reduce the casualties caused by traffic 
accidents, this study proposes a lane-shift detection system that combines an embedded device and image identification. In this 
system, the embedded device and a camera module are used to capture lane images. The captured images are processed 
through grayscale, binarization, erosion, and dilation in order to filter image noise and achieve lane-line labeling. When an 
irregular deviation from a lane line is identified, the driver is automatically warned of the deviation.  
Real-time lane detection using embedded devices is often impossible because of the high-performance hardware required 
by current lane detection algorithms. In the proposed algorithm, a substantial reduction in performance is required for lane 
detection to maintain the lane line detection in conventional algorithms. In addition, traditional algorithms depend on the use of 
masks or perspective transformation [1] to obtain a region of interest [2], but these prior manual adjustments and lane slope 
restrictions are not applicable to any road. 
To overcome the shortcomings of traditional algorithms, this study proposes a lane detection algorithm that can greatly 
reduce lane-image-processing time and does not depend on masks and perspective transformation. The proposed intersection 
detection algorithm can not only run smoothly on embedded devices, but can also be adapted to lane lines of different shapes. 
Because the intersection detection algorithm does not use the region of interest algorithm, it can avoid mismatches between the 
region of interest and the lane area. 
                                                          
* 
Corresponding author. E-mail address: jiashing@tea.ntue.edu.tw   
Tel.: +886-9-38397255; Fax: +886-2-27375457
 
Advances in Technology Innovation, vol. 6, no. 3, 2021, pp. 137-145 
 
2. Literature Review and Methodology 
A lane departure detection system is an alarm system that helps drivers avoid unintentionally switching lanes. Driver 
assistance systems, which debuted in 2000, reduce the number of vehicle crashes by helping drivers preemptively avoid 
accidents [3]. Many new vehicles are equipped with such a system. 
 
Fig. 1 Traditional lane detection algorithm 
Fig. 1 presents the steps involved in the most current lane detection algorithms [4-7]. In this study, a new lane detection 
algorithm is proposed to improve the execution efficiency of traditional lane detection algorithms. Image processing in 
traditional algorithms can be roughly divided into five steps: perspective transformation, region of interest extraction, 
grayscale conversion [8], Canny edge detection [9], and Hough transformation [10]. 
In the proposed method, grayscale is retained; perspective transformation, region of interest extraction, Canny edge 
detection, and Hough transformation are removed. In addition, image binarization, image morphological erosion, expansion 
operation, and the algorithm for horizontal line intersection detection are added to the method of detecting lane lines. This 
method is not limited by the region of interest of the traditional algorithm. The new algorithm can be used to retain a large 
amount of the lane image information, adapt to different lane images, and provide rapid lane detection real-time data to 
determine whether the vehicle is deviating. 
The first step of image processing is grayscale conversion. An original image captured from a camera module [11] is in 
the RGB color space, and such colored images lead to poor performance of direct calculations and consequent faulty lane line 
determinations. The grayscale equation (Eq. (1)) can be used to transform an RGB color space into a YCbCr [12] color space. 
As a result, the computational amount is reduced from 24 bits per pixel to 8 bits per pixel. This step is employed to improve the 
calculation efficiency and accuracy of lane detection. Then, the Y brightness obtained in the YCbCr color space can be 
considered the grayscale result. 
0.299 0.578 0.114Y R G B= + +  (1) 
The second step is Canny edge detection, a compound edge detection algorithm that integrates a Gaussian filter [13], 
which is used to determine the intensity gradient of images, nonmaximum suppression [14], double threshold, and edge 
tracking through hysteresis for practicing edge detection. Gaussian filtering can be effectively used to reduce the noise 
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The next step is to find the intensity gradient of images. Lane lines can be accurately detected by using Canny edge 
detection to select the Sobel [15] operator as a kernel for calculating the intensity gradient of images, given by the following 
equation:  
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Non-maximum suppression is divided into three angles,		= 0°, 45°, and 135°. The algorithm is employed to determine a 
point with the highest gradient change in each angle and remaining the points in the same direction. Figs. 2 and 3 present the 
example of nonmaximum suppression. 
 
Fig. 2 Nonmaximum suppression 
 
Fig. 3 Matrix with nonmaximum suppression 
To suppress the noise and color changes of images, most algorithms use double thresholds for filtering, which can be 
achieved with high and low thresholds. The nonmaximum suppression algorithm is as follows: First, let x be the gradient 
intensity value of an edge pixel. 
(a) When x is higher than the high threshold value, x is marked as a strong edge pixel. 
(b) When x is less than the high threshold and greater than the low threshold, x is marked as a weak edge pixel. 
(c) When x is lower than the low threshold value, x is suppressed. 
The last step of Canny edge detection is edge tracking using hysteresis. However, weak edge pixels are controversial 
because they can be extracted from real edges and noise/color changes. To determine whether weak edge pixels should be 
judged in the real edge, we use eight adjacent pixels around the weak edge. According to the judgment method, if the gradient 
intensity value of an adjacent pixel is higher than that of the strong edge pixel, the weak edge pixel is considered the real edge. 
Otherwise, it is suppressed. 
Traditional image processing uses the Hough transform to detect lines. Hough transform is an algorithm used for finding 
straight lines in images. The algorithm uses a point-slope formula to convert the original pixel points of a Cartesian coordinate 
system into the polar-coordinate system and a voting mechanism to find the required (γ,	). 
 
Fig. 4 Hough transform 
In Fig. 4, γ is the shortest straight-line distance between the origin and line, and  is the angle between the shortest line 
and the X-axis. The Hough transform is an algorithm used to determine the γ	and	 coordinates, and after the determination of 
these two values, it can be used to create a straight line on the image. The normal representation of a line given by the following 
equation is used in this study: 
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cos sinx yγ θ θ= +  (5) 
where  is the angle between the normal straight line, and the X-axis and γ is the normal form of the length. This method of 
computation can solve an infinite number of problems by using the characteristics of a triangle function despite being limited 
to a certain range of angles. 
3. System Structure 
This study employs image processing technology to realize a lane deviation warning system. Continuous images captured 
by the embedded camera are used as input. After image processing, it is possible to judge whether the lane is offset by the 
change of lane line angle. In the case of deviation, the system warns drivers. Fig. 5 illustrates the system architecture obtained 
by using ICAM Definition method 0 (IDEF0) [16]. IDEF0 is a part of the IDEF family of modeling languages used in software 
engineering, and is built on the functional modeling language of Structured Analysis and Design Technique (SADT). This 
study is divided into three parts, namely image processing (Fig. 6), deviation judgment (Fig. 7), and notification to drivers. 
 
Fig. 5 System structure 
 
Fig. 6 Image processing 
 
Fig. 7 Offset judgment 
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3.1.   Part 1: Image processing 
(1) Grayscale: The RGB color space of the lane image captured by the camera is converted to a YCbCr color space by using Eq. (1). 
(2) Otsu thresholding [17]: Otsu is used to perform automatic image thresholding. The purpose of this algorithm is to return a 
threshold that separates pixels into two classes, the foreground and the background. This threshold is determined by 
minimizing intraclass intensity variance or by maximizing interclass variance. In this study’s proposed system, Otsu 
thresholding is used to separate the lane line from the background. 
(3) Erode [18]: By using an erosion morphology algorithm, the majority of the noise in binary black-and-white lane maps can 
be filtered out, and the main lane lines can be retained. In this part, we use a 5×5 rectangle matrix to erode the lane map. 
(4) Dilate [19]: Lane lines narrowed using erosion are expanded back to their original width to facilitate the next step in lane 
detection. In this step, we use the 5×5 rectangle matrix to dilate the lane map. By using dilate (AND gate) characteristics, 
the operation time is reduced by half. 
(5) Intersection point detection: Two horizontal lines parallel to the X-axis with a fixed range and interval are used for 
intersection detection. These two horizontal lines are used to determine four intersection coordinates between the lane line 
and two horizontal lines. This study simplifies the intersection detection method. Given a preset range between y1 and y2, 
as the basic Y-coordinate of the two horizontal lines, the overlapping parts of the two horizontal lines and the lane line are 
used to perform a grouping calculation, and the four possible coordinates (Ly1, y1), (Ry1, y1), (Ly2, y2), and (Ry2, y2) can 
be obtained. The four coordinates are used to extend the lane line, find the intersection of the lanes, and present the slope of 
the left and right lanes, as shown in Fig. 8. 
 
Fig. 8 Intersection point detection 
3.2.   Part 2: Offset judgment 
(1) Calculation of the slope and two lane line intersection coordinates: The coordinates of the four intersection points obtained 
from part 1 are used to calculate the slope of the left and right lane lines The intersection points of the extended lane lines 
and the left and right lane lines are marked [20]. 
(2) Comparison with a previous frame: The slope of the left and right lane lines and the intersection coordinates of the 
extended left and right lane lines can be compared with the data in previous frames to determine whether the vehicle has 
positional offset. 
(3) Deviation determination: To prevent obtaining unclear lane lines or noise interference, the offset data of the previous 15 
frames are stored in buffer and subsequently compared with the current data to increase the judgment accuracy. 
3.3.   Part 3: Notify the driver 
(1) When abnormal deviations in slope and intersection coordinates occur, a warning is sent to alert the driver. 
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4. Experiment Results 
The experimental equipment consists of a Raspberry Pi board and a camera for still image processors, as listed in Table 1. 
The experimental system is also shown in Fig. 9. 
Table 1 Experimental equipment 
Components Specification 
Operating System Raspbian 
Central Processing Unit ARM Cortex-A72 
Random Access Memory 4 GB (LPDDR4) 
Camera 8MP Raspberry Pi Camera Module (v2) 
 
 
Fig. 9 Raspberry Pi combined with the camera module and a 7-inch touch display 
Raspberry Pi is a popular embedded system developed by Raspberry Pi Foundation in the United Kingdom. The processor 
used in the experiment is a Broadcom BCM2711 SoC with a 1.5-GHz 64-bit quad-core ARM Cortex-A72 processor. 
Raspberry Pi has a 40-pin General Purpose Input-Output (GPIO) connector that enables users to connect peripherals such as 
LCD1602 modules and sensors through Inter-Integrated Circuit (I²C), Universal Asynchronous Receiver-Transmitter (UART), 
and Serial Peripheral Interface (SPI).  
To reduce operation time and maintain accuracy, the 8-MP Raspberry Pi camera module (v2) is used to continuously 
capture images [21-22] with 640 × 480 pixel resolution (Fig. 10), and the RGB image is returned to the Raspberry Pi by using 
Eq. (1) for grayscale pretreatment. Matrix data are obtained from OpenCV to store the grayscale images (Fig. 11) in the 
memory. 
  
Fig. 10 RGB image Fig. 11 Grayscale image 
After the grayscale conversion, image binarization is performed to accurately separate the lane lines from the asphalt. In 
this step, the Otsu algorithm is used to determine an adaptive threshold, and the threshold is used as a boundary, as shown in 
Fig. 12. The pixel values which are lower and higher than this threshold value are classified as black (lightness Y = 0) and white 
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(lightness Y = 255), respectively. After binarization, black and white images are subjected to the erosion morphology for 
filtering white impurities remaining in the binarization image and increasing the accuracy of lane line detection. In the erosion, 
5×5 rectangular erosion elements are used, and Fig. 13 presents the erosion results. 
  
Fig. 12 Otsu thresholding image Fig. 13 Erosion image 
After erosion calculation, the lane line shape is no longer true. Therefore, using an expansion operation in typology is 
necessary to restore the eroded lane line to obtain an appearance consistent with the actual situation. Moreover, in the 
expansion operation, 5×5 rectangular elements are used. Fig. 14 presents the results. 
In intersection detection, two horizontal lines parallel to the X-axis are used to determine the intersection with the lane 
line. The method involves scanning for specific Y coordinates in the image, recording the X coordinates of white points, and 
dividing the points into “left” and “right” groups based on their X coordinates. In this manner, two specific Y coordinates are 
selected for scanning simultaneously, and the intersection of horizontal lines 1 and 2 with the left and right lane lines is 
obtained, which leads to four intersection points. In this step, the vehicle movement causes the Y coordinates of lane line to not 
exhibit a fixed relationship. Approximately 10 groups of horizontal lines with different Y coordinates are detected 
simultaneously during calculation to improve the detection accuracy of intersection points. Fig. 15 illustrates the detection of 
intersection points by using two red horizontal lines, and the blue circle represents the coordinates of four intersection points. 
  
Fig. 14 Dilation image Fig. 15 Intersection point detection 
The first step of the migration judgment is performed to calculate the point of intersection of the slope and the two lines, as 
shown in Fig. 16. By connecting the intersection points of left and right groups and extending them, the intersection 
coordinates of the slope of left and right lane lines and the lane lines of both sides are obtained. The intersection coordinates of 
left and right lane lines and the lane slope are stored in buffer, and the next frame of the image is captured using the camera. In 
the practical method of deviation judgment, the intersection coordinates of left and right lane lines and the lane slope of this 
frame with the historical data of the previous 15 frames stored in buffer are compared. When abnormal deviations in slope and 
intersection coordinates occur, a warning is sent to alert the driver of lane deviation. 
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Fig. 16. Intersection point of slope and two lines 
Table 2 compares the conventional algorithm [23] with the intersection detection algorithm proposed in this paper. The 
terms of comparison include the time spent on each step of image processing for each frame and accuracy. 
Table 2 Experimental results  
Procedure / Algorithm Traditional lane detection Intersection point detection 
Grayscale 0.005 sec 0.005 sec 
Canny edge detection 0.018 sec - 
Hough transform 0.023 sec - 
Otsu thresholding - 0.005 sec 
Erode - 0.007 sec 
Dilate - 0.004 sec 
Intersection point detection 0.001 sec 0.003 sec 
Sum (sec)/frame 0.047 sec/frame 0.024 sec/frame 
Accuracy 0.981 0.924 
*Accuracy = (Number of detected/actual number of lanes) 
5. Conclusions 
The intersection detection algorithms proposed in this study achieved a higher testing efficiency than the traditional lane 
detection algorithms did, and can be used to determine whether a vehicle is in the middle of a lane. The test results revealed that 
the proposed algorithm was 1.96 times faster than the conventional algorithm at a speed of 90 km/h on a highway. Moreover, 
the system can determine whether a vehicle is turning, as well as detect if the external environment causes the slope of the lane 
to have an irregularly large change in angle and send a warning to the driver. However, because lane detection depends on 
white pixels for group judgment after binarization, judgment errors can occur when white road signs are located on the lanes or 
when white vehicles are under strong light. These situations may require additional lane clustering to reduce the likelihood of 
judgment errors. 
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