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Introduction
Hot-wire anemometers (HWA) are intensively used to measure velocity vector components and temperature fluctuation in turbulent flows. They provide measurements in a wide fluid velocity range, with high accuracy and frequency response. Operation of a HWA is based on the dependence of sensor electrical resistance on temperature. In a flow field, hotwire detects heat transfer from a heated sensors to its environment. The voltage output of a HWA is a non-linear function of fluid velocity components.
The dependence between output voltage and fluid velocity vector, V R  , of the constant temperature HWA (CTA) according to King's law is:
where V N  is the velocity component perpendicular to the sensor longitudinal axis, fig. 1 . The precise values of constants A and B should be determined experimentally. The constant p is dependent on the mechanism of forced convection flow and its value is between 0.35 and 0.5 [1] .
Generally, when the orientation of velocity vector is optional, the influence of all three velocity components should be taken into account by replacing the normal component of fluid velocity vector V , 
where V n is the velocity component normal to the sensor, in the plane of the sensor and its supporting prongs (yaw plane), V t -the velocity component tangential to the sensor, and V b -a binormal velocity component in the plane perpendicular to the sensor and its supporting prongs (pitch plane, fig. 1 ). Coefficients k and h are determined experimentally. The U velocity component is also known as longitudinal and V vz as span wise velocity component. Willmarth [2] and Dobbeling et al. [3] presented an illustrative graphical analysis of the hot-wire response equation. For an ideal hot-wire with an infinite long hot-wire sensor (k = 0, h = 1), Willmarth [2] showed that infinite number of possible fluid velocity vectors of various intensity and directions give the same response. Their tips are at the centre of the sensor and their tails lay on a cylinder of infinite length. In the case of hot-wire with two sensors inclined at 45°, an infinite number of possible fluid velocity vectors which give the same response are defined with intersection of the surfaces of two orthogonal cylinders. In the case of hot-wire with three orthogonal sensors, intersection of the surfaces of three orthogonal cylinders can occur at up to eight points i. e. eight velocity vectors that can produce a single set of three different signals.
A more realistic approach in the interpreting of multiple hot-wires signals based on Jorgensen effective cooling velocity, eq. (2), was conducted by Dobbeling et al. [3] . Probe behaviour is graphically represented by an affine contraction of a rotational ellipsoid. Similar conclusion related to the number of possible solutions can be obtained as presented in [2] . For "X" wire probes, there is an infinite number of solutions for the instantaneous fluid velocity vector. For three wire probes, commonly constructed with three orthogonal wires, in general up to eight different solutions exist, produce by a single set of three sensor signals.
Generally, for any number of sensors included in a hot-wire probe, multiple solutions of the sensor response results can be obtained. These solutions define different velocity vectors for any specific set of anemometer output signals. This is known as uniqueness problem. During the last forty years, this problem was analysed by many researchers, and the results of new studies are presented in [4, 5] .
Previous research showed that there exist a solution domain, known as uniqueness domain, where the velocity vector can be uniquely determined. The border of this domain depends on the orientation and number of hot-wire sensors. Schematic view of uniqueness domain, is shown in fig. 2 . It is assigned by a dot line and bounded by the value of angle, ξ, that corre- Starting from eq. (2), Vukoslavčević et al. [4] , showed that the practical border of the uniqueness domain, in the case of hot-wire probe with four sensors, can be defined: 
In the case of a four-sensor ideal probe, for which we can adopt k = 0, h = 1 and sensor angle α = 34°, this equation give the value of critical angles of ξ cr = 45.66°.
Processing of experimental data of a four sensor hot-wire probe with sensor inclination angle of 34° are presented in this paper. In order to determine the velocity components from the four output signals a numerical algorithm known as three against one is used. Numerical test of this algorithm for virtual ideal hot-wire probe with four sensors, based on different definitions of effective cooling velocity (cosines law, Hinze equation, and Jorgensen equation) of the hot-wire is presented in [6] [7] [8] .
Three tests of the algorithm are conducted, with two differently defined cooling laws (dependence between velocity and output signals), in order to find out which of them gives better results using real experimental data.
First test was based on King-Jorgensen cooling law eqs. (1) and (2) . The fluid velocity components, V n , V t , and V b in fig. 1 
In the second test, the algorithm was based on so-called generalised law of hot-wire cooling [1] . Starting from the empirical law of Jorgensen, eq. (2), effective cooling velocity for the sensor i can be defined in the form: 
where calibration coefficients c ij (i = 1-4, j = 1-6) lumped together the influence of thermal contamination and geometrical imperfections. Dividing by c ij this expression can be rearranged in the following form:
The relation between the effective cooling velocity (6) and anemometer voltage outputs can be established by a fourth order polynomial fit:
where constants a ik and b ik (i = 1-4, k = 1-5), should be determined in least square fit calibration procedures. In the third test, the three against one algorithm based on generalised law of hotwire cooling is compared to the one of the best known approach described in [1] (which is also based on generalised law of hot-wire cooling), using real experimental data for two ranges of angle ξ.
Short description of the three against one algorithm
Detailed description of the three against one algorithm is given in [6] [7] [8] . In order to experimentally test it, this algorithm was a little modified. The position of fluid velocity vector, V , R  is defined with two angles ξ and θ (figs. 1 and 2).
The three against one algorithm, based on differently defined dependence between effective cooling velocity V eff and output voltage, presented in [6] [7] [8] , was originally composed of two subroutines. The first one [8] , based on the eqs. (2), and (1) calculates corresponding set of output voltages for each sensor (E 1 -E 4 ). The second subroutine has a task to unambiguously define the fluid velocity vector from the set of output voltages obtained from the first subroutine (reverse mapping).
A set of four output voltages from a four sensors hot-wire can be obtained experimentally for various pitch, yaw and combined pitch/yaw angles. From that reason we test only second subroutine of the three against one algorithm.
As presented in [6] [7] [8] , the second subroutine of the three against one algorithm could have most two separated iterative cycles. Generally, both iterative cycles have the same basic elements which were shown in fig. 3 . Based on eq. (1) (in the case of test KingJorgensen) or on eq. (7) (in the case of generalized law of hot-wire cooling), and experimentally determined coefficients A, B (in the case of test King-Jorgensen), and b ik (in the case of generalized hot-wire cooling law), second subroutine, first calculates effective cooling velocities at each of the four sensors. Then, based on the intensity of the these four effective cooling 2 ) by using the system of eq. (2) 
The system of eq. (8) is non-linear and has several solutions, of which only one is physically correct or, in other word, exists in the flow field. As we have three unknown parameters (components of intensity U, V, and W), from the system of eq. (8) 
Each subsystem of non-linear eq. (9) is linearly independent from the others. In order to find a solution for each of the four subsystems of non-linear equations we use Newton's iterative methods. Theoretically, physically correct solution i. e. components of velocity vectors of four subsystems eq. (9), should be the same: The three against one algorithm calculates starting values for the next iteration step, on the assumption that solution which most deviates from the mean value of the four obtained solutions in present step of iteration is discarded as physically inadequate. The mean value of solutions in each step of iteration l is defined by the following equations:
where indexes r (r = 1-4) represents solution of corresponding subsystem of eq. (9), (calculated value of U, V, and W) in the l (l = 1-10), step of iterations. The starting values for the next iteration step, are determined as the average value of the remaining three solutions of systems of eq. (9). The procedure is to be repeated until the difference between the starting values and the obtained solution, in present step of iteration, becomes less than allowed or after defined number of iterations. If after defined number of iterations (in this test, max number of iterations was limited on ten), difference between the starting values and the solutions does not become less then allowed, the last iteration is accepted as physical solution. Testing the three against one algorithm using experimental data
In order to minimize the influence of thermal contamination and flow blockade effects and focus the study on the three against one algorithm, a two sensor V-shaped probe, whose sketch is shown in fig. 4(a) , and photo in fig. 4(b) is used.
The sensors are assigned in accordance with the assignment given in fig. 2 . The response of sensors 1 and 3 is obtained by rotating the probe for 90° and repeating the pitch and yaw variation. This approach is possible in the probe calibration procedure only, because the probe is calibrated in uniform steady-flow. The advantage of this approach is that the thermal and flow blockade influence of sensor 1 and 3 on sensors 2 and 4, and vice versa, are eliminated. In a case of taking the data in a turbulent flow all four sensors have to be used and calibrated simultaneously.
The probe dimensions are: a = 0.41 mm and b = 0.61 mm giving the inclination angle a = 34°. A 90% platinum and 10% rhodium, 2.5 µm sensor wire is used. cos , sin sin , sin cos
In the first two tests, angle ξ is varied in the range ±30° with step of 5° and angle θ in the range 0-360° with step of 45°. This way 76 calibration points, needed to determine the calibration coefficients, were obtained. For each value of angle θ, the variation of angle ξ was repeated with the probe rotated for 90° in order to get the response of sensors 1 and 3. In the same way we conducted the third test, but in this test angle ξ is varied in the range ±35° with step of 5°, giving 84 calibration points to determine new values of the calibration coefficients.
Probe is heated by a modified constant temperature anemometer circuits designed by AA Lab Systems with a frequency response of 50 kHz at 1.35 overheat ratio, what corresponds to approximate 290 °C sensor temperature. This way a reasonable sensitivity with minimal sensor thermal contamination is provided. The data were processed using a data translation four channel A/D converter with 100 kHz sampling rate. The probe was calibrated in a potential core of the free round jet of open laboratory wind Magnitude of velocity was maintained constant by electronically controlled fan rotation rate on 2027 rpm (5.877 m/s). The calibration procedure was conducted according to [9] when the algorithm based on King-Jorgensen, eq. (1) and eq. (2), is tested i. e. [1] when the algorithm based on generalized hot-wire cooling law, eq. (6) and (7) is tested. Calibration coefficients A i , B i , k i , and h i (in the case of King-Jorgensen test), and a ik , b ik (in the case of generalized hotwire cooling law), were determined by least square fittings.
The comparison of measured values of the three velocity components obtained by three against one algorithm and nominal (induced) values for θ = 45° and various values of angle ξ, is given in fig. 6 .
As it can be seen from fig. 6 , the results of data processing by the three against one algorithm, for θ = 45°, and angle ξ in the range of -30° to +30°, in steps of 5°, based on generalised cooling law show much better agreement with induced (nominal) velocity then algorithm based on King-Jorgensen cooling law. This is particularly evident for the U velocity components and high values of ξ. One explanation for this should be sought in the fact that calibration coefficients in generalised hot-wire cooling law, include thermal contamination and geometrical imperfections lumped together. From the other side, in the presented three against one algorithm, based on King-Jorgensen cooling law, an averaged value of coefficients k i and h i (i = 1-4), for all tested angles θ and ξ, is used. It is known that the value of the coefficient k i and h i (i = 1-4) are varied with the direction of velocity vector as it is stated in [10] . This fact causes that discrepancy between the induced and calculated velocity components especially at the higher values of angle ξ, for which the biggest difference between averaged and real value of coefficient k i and h i (i = 1-4) is evident. Additional factor that could affect the accuracy of the results based on the equations of King and Jorgensen, eqs. (1), (2), and (4), is the value of the inclination sensor angles. An error in measuring of these angles is always present. Relative error in magnitude of velocity vector determined by calculated components U, V, and W by the three against one algorithm is shown in fig. 7 . Relative error is calculated by the following equation:
where V R is the magnitude of velocity vector (nominal velocity), and V Rcal -the calculated magnitude by the three against one algorithm based on generalized hot-wire cooling law and King-Jorgensen cooling law. Figure 8 shows all solutions of four subsystem of eq. (9), for U velocity component (solutions are marked with S1, S2, S3, and S4), nominal, U nom , or induced value and final solution, U cal , obtained by the three against one algorithm, based on generalised cooling law in the range of ξ (-30° ≤ ξ ≤ 30°) and θ = 45°.
As it can be seen from fig. 8 , for ξ = -30°, algorithm three against one, discards the worst of subsystems of eq. (9) (the subsystem S4, with relative error 4,45%), and from the rest three subsystems (S1, S2, and S3) calculates the final value U cal (as the mean solution of the obtained values from subsystem S1, S2, and S3).
Final value U cal (relative error 2.32%), can be in some cases obviously less accurate then a solution of some of the subsystems of eq. (9). For example, for ξ = -30°, solution of subsystems S1 and S2 are more accurate than the final solution. It is clear from fig. 2 that sensors 1 and 2 are the most aligned with the velocity vector. So, the subsystems containing these two sensors will give the highest measurements error. This is obvious from fig. 8 . Similar situation is for ξ = -25° and ξ = -20°. This means that a possibility of discarding more than one solution in some cases should be analysed too.
The final solutions calculated by the algorithm three against one are obviously between obtained ends solutions i. e. can not be the worst one of the four subsystem of eq. (9).
As it can be seen from fig. 8 , with increasing of angle ξ, in general case, the differences between the four subsystem solutions of eq. (9) are getting bigger too. This is due to the imperfections of the cooling law for higher values of angle ξ for which the velocity vector can get more aligned with the axis of some of the three sensors in the subsystems of eq. (9). As a consequence some of the four subsystems will be more in error than the others. Taking the maximal values of coefficients h i and k i (h 4 = 1.5, k 4 = 0.165), it follows from eq. (2) that the practical border of uniqueness range is ξ cr = 41.21° well above the maximal value of angle ξ. This means that all experimental measurements in this cases, are conducted inside the border of uniqueness domain and that the measurement errors are due to the imperfection of cooling laws only.
In the third test, the results obtained by the three against one algorithm for the U-velocity component are compared with the one of the best known approach described in [1] , using real experimental data, for two ranges of angles ξ and θ = 45°. Both methods were based on generalised law of hot-wire cooling. The results, in a case when angle ξ change its value from -30° to +30°, in steps of 5° is shown, fig. 9 (a), and in a case when angle ξ change its value from -35° to +35°, in steps of 5° is shown, fig. 9 (b). fig. 9(b) , where in almost all measurement points (except for ξ = 15°), the three against one algorithm, U cal , is more accurate. For ξ ≥ 20° the accuracy can not be compared because the method presented in [1] did not converge. Similar results are obtained for the V and W velocity components in the range of -0° ≤ θ ≤ 360°.
It is clear that three against one algorithm is more accurate if the higher values of angle ξ are included. For the difference from the three against one algorithm, method pre-
, uses only two of four possible sets of eq. (9), selecting only the more accurate one of two possible solutions. The cooling law imperfection does not affect each set of eq. (9) to the same extent. The more is the velocity vector aligned to a sensor axis the higher will be the error due to the calibration procedure and vice versa. If the inclination angle of velocity vector toward the probe axis is small, each set of eq. (9) will give the results of similar accuracy. By increasing the velocity vector inclination angle some of the sets of sensors in eq. (9) will get more while the other will get less aligned with velocity vector. In other word the difference in accuracy of various sets of sensors will go up, one set will increase the accuracy while the other will de- crease it. The more sets of eq. (9) we have available the higher is the probability to have one with the best accuracy. This is why the three against one algorithm is giving better results when the higher values of angle ξ are included. This algorithm discards the solution with the worse accuracy and take the mean values of the other three. In most cases, much better results will be achieved if the set with the best accuracy is selected only. It is clear from fig. 8 that in most cases, at least one such set always exist. A more complex algorithm providing this selection should be subject of further research.
Conclusions
In the region near the border of uniqueness domain, the three against one algorithm showed some advantage in comparison to the one of the best known method presented in [1] . For the difference from this method, the three against one algorithm always converges. In the most of the points where both methods converge, the three against one algorithm gives better accuracy. Still, this accuracy is not high enough. One of the possibilities to increase it is to improve the algorithm of the selection of the best sensor combination. Rather than discarding the worse one and taking the mean of the other three, the choice of the best one is more promising, what should be the subject of further research.
In addition, it is confirmed that algorithm based on generalized hot-wire cooling law gives much better results than algorithm based on King-Jorgensen cooling law, even inside the border of uniqueness domain. A more refined calibration procedure in comparison to the generalised cooling law is necessary around and beyond the border of uniqueness domain. If such a method is developed the advantage of the three against one algorithm in this region will come to the first place. It will enable the right choice of physical among rather high number of non unique solutions. 
