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a b s t r a c t
-bisimulation equivalence has been proposed in the literature as a technique to study
the concept of behavioral distance between probabilistic processes. In this paper we first
consider the generative model of probabilistic processes and introduce two stronger
equivalence notions: action -bisimulation and global -bisimulation. For each of these
three equivalence notions we propose an SOS transition rule format ensuring the property
of non-expansiveness. Non-expansiveness means that if the behavioral distance between
si and ti is i, then the behavioral distance between f (s1, . . . , sn) and f (t1, . . . , tn) is no
more that 1 + · · · + n. As expected, the stronger the -bisimulation considered, the
weaker the constraints of the transition rule format. Then, we switch to the reactive model
of probabilistic processes and we propose a rule format for -bisimulation and action
-bisimulation, arguing that global -bisimulation is not needed in such a context.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Many investigations on probabilistic concurrent processes are based on the classical notions of equivalence and
congruence, and the underlying ideas of processes having the same behavior and being inter-substitutable for each other
[2–15]. Several authors [16–28] argue that this approach is too fragile when numerical values of probabilities are based
on statistical sampling, or are subject to error estimates, or appear in models obtained as approximations of other, more
accurate but less manageable, models. In these cases it does not seem correct to consider processes that differ for ‘‘very
small’’ probability values just as processes that behave in a completely different way. What is needed is a notion of distance
between process behaviors, so that two processes are considered approximately the same when such a distance is below
a suitable bound. Then, a notion is needed to formalize the intuition that processes being approximately the same should
be approximately inter-substitutable for each other. To this purpose, in [18,20,21] an operation f with n arguments is called
non-expansive with respect to a notion of behavioral distance expressed in terms of numerical values iff, given processes
s1, t1, . . . , sn, tn such that the distance between si and ti is i, then the distance between f (s1, . . . , sn) and f (t1, . . . , tn) is
bounded by 1 + · · · + n.
Two approaches have been proposed to measure the behavioral distance between processes. The approach of [18–21,
24–28] is based on the notion of ametric, which, in the probabilistic processes setting, is defined as a function that associates
a numerical value called distance with each pair of processes. The distance between two processes s and t depends on the
distance between the processes they can reach by performing the same action: the lower the probability to reach these pro-
cesses, the smaller the contribution of their distance to determine the distance between s and t . The approach of [16,17,22]
considers the behavioral distance between two processes as bounded by  if they are equated by an -bisimulation, namely
an equivalence relation that relates two processes iff, for all actions a and equivalence classes C , the probabilities they have
to perform a and to reach processes in C have difference≤ .
I A preliminary version of this paper appeared as Tini (2008) [1].∗ Tel.: +39 0312386270.
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In this paper we follow the -bisimulation approach of [16,17,22]. In the first part of the paper we work within the
generative model of probabilistic processes [29] and introduce two stronger notions of behavioral approximation, based
on two equivalence relations called action -bisimulation and global -bisimulation. In the first case the distance between
two processes s and t is bounded by  iff, for each action a, the sum, for all equivalence classes C , of the difference of the
probabilities that s and t have to perform a and reach C is no more than . In the second case the distance between s and t is
bounded by  iff the sum, for all actions a and equivalence classes C , of the difference of the probabilities that s and t have
to perform a and reach C is no more than . These new definitions are motivated by a couple of examples showing that a
stronger notion of approximation prevents some counterintuitive aspects of the weaker notion.
Following [30] a transition rule format is a set of syntactical constraints on the form of the transition rules that are used
to formalize the operational semantics of a process algebra in the SOS style of [31]. Usually, these formats are used to en-
sure that a given equivalence relation defined over processes is a congruence, the idea being that one does not need to
prove the congruence property of the equivalence for a given calculus if its operational semantics respects the syntactical
constraints of the format. Recently, rule formats have been proposed to ensure the property of congruence of bisimulation
in the probabilistic model [12,32,33] and in the stochastic model [34]. In the present paper, for each of the three notions
of -bisimulation, we propose a rule format ensuring that all process algebra operations respecting the format are non-
expansive. The formats we propose are obtained from those in [12] by strengthening some constraints and by adding new
constraints. The fact that the formats in [12] are less demanding should not surprise, since ensuring the non-expansiveness
of an -bisimulation is harder than ensuring the congruence of a bisimulation. Moreover, as expected, the stronger the
-bisimulation considered, the weaker the constraints of the format, which advocates once more the introduction of action
and global -bisimulation, which result in being more robust than -bisimulation under the point of view of compositional-
ity. We show how some well-known operations proposed in the literature of probabilistic processes respect the constraints
of our formats, andwe show, bymeans of some counterexamples, that these constraints cannot be relaxed in any trivial way.
In the second part of the paperwe consider the reactivemodel of probabilistic processes [13,29].We argue that the notion
of global -bisimulation is not needed in this case, andwe provide a format for -bisimulation and for action -bisimulation.
In the last part of the paper we compare the metric approach and the -bisimulation approach, showing that in some
cases they give rise to drastically different results.
The paper is organized as follows. In Section 2 we recall some well-known definitions from the literature; in Section 3
we consider the generative model of probabilistic processes and we present the format for the -bisimulation; in Section 4
we introduce the notions of action -bisimulation and global -bisimulation andwe give the formats for these equivalences.
Then we switch to the reactive model and we deal with -bisimulation in Section 5 and with action -bisimulation in
Section 6. In Section 7 we compare the metric approach and the -bisimulation approach. Finally, related and future work
is discussed in Section 8. The proofs of all formal results are given in the Appendix.
2. The generative case: Main definitions
Let us introduce first the generative (or full) model of probabilistic processes [29], where a single probability distribution
is ascribed to all moves of a process.
Let us use ‘‘{|’’ and ‘‘|}’’ as brackets for multisets.
Definition 1 (GPTS, [2,29,35,36]). A generative probabilistic transition system (GPTS) is a 4-tuple (S, Act, I, T ), where S is a
set of states, Act is a set of actions, I is a set of indexes, and T ⊆ S × Act × (0, 1] × I× S is a set of transitions such that, for
all states s ∈ S,∑
{| p | ∃a ∈ Act, γ ∈ I, s′ ∈ S : (s, a, p, γ , s′) ∈ T |} ∈ {0, 1}
Indexes of transitions permit us to distinguish different transitions leaving from the same state, reaching the same state,
labeledwith the same action and having the same probability [29]. Definition 1 requires that each state s ∈ S be probabilistic,
namely that the sum of the probability of its outgoing transitions, if there are any, is 1. Some authors admit that such a sum
is a value q such that 0 ≤ q ≤ 1, the interpretation being that 1− q is the probability to have a deadlock.
Let s
a,p−→γ s′ denote that (s, a, p, γ , s′) ∈ T , s −→ s′ that s a,p−→γ s′ for some a, p and γ , s −→ that s −→ s′ for some s′, and
s 6−→ that s −→ s′ holds for no s′.
Let us recall the cumulative probability distribution function [29] µG, which computes the total probability by which from
a state s a set of states S can be reached through transitions labeledwith an action a. Adopting the convention that the empty
sum of probability is 0, µG is defined as follows.
Definition 2 (µG, [29]). µG : S × Act × 2S → [0, 1] is the function given by, ∀s ∈ S, ∀a ∈ Act , ∀S ⊆ S,
µG(s, a, S) =
∑
{| p | s a,p−→γ s′ for some γ ∈ I and s′ ∈ S |}
As usual, we shall write µG(s, S) for
∑
a∈Act µG(s, a, S).
For an equivalence relationR ⊆ S × S, let S/R denote the set of its equivalence classes. Let us recall the definition of
bisimulation of [29].
Definition 3 (Bisimulation, [29]). An equivalence relationR ⊆ S × S is a bisimulation if (s1, s2) ∈ R implies that
∀C ∈ S/R,∀a ∈ Act : µG(s1, a, C) = µG(s2, a, C)
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Fig. 1. States with the same color are equated by an -bisimulation.
Notice that a bisimulation is an equivalence by definition, whereas in the classic nondeterministic case bisimulations
are defined without using equivalence classes and, then, are proved to be equivalences. As in the nondeterministic case,
bisimulations are closed w.r.t. union, and the notion of ‘‘the greatest’’ bisimulation can be given as the union of all
bisimulations. Such a bisimulation is usually called the bisimulation.
Let us consider Fig. 1. If  is a ‘‘very small’’ value, then the processes represented in black have almost the same behavior,
but bisimulation considers them exactly as processes that behave in a completely different way. To emphasize that these
processes are almost the same, we need a notion of approximation of behaviors. The following definition is obtained by
adapting those given in [16,17,22] to the generative model of probabilistic processes.
Definition 4 (-bisimulation, [16,17,22]). Given any 0 ≤  ≤ 1, an equivalence relationR ⊆ S × S is an -bisimulation if
(s1, s2) ∈ R implies that
∀C ∈ S/R,∀a ∈ Act : |µG(s1, a, C)− µG(s2, a, C)| ≤ 
Intuitively, a bisimulation equates two processes if they have the same probabilistic branching structure, and an -
bisimulation admits that these branching structures are the same modulo an approximation (or error) . Let us come back
to the two black processes in Fig. 1. They are not equated by any bisimulation, but they are equated by the -bisimulation
equating all states with the same graphical representation.
The idea leading to Definition 4 is that if two states are equated by some -bisimulation, then their behavioral distance
is ≤ . Since Definitions 3 and 4 coincide when  = 0, the distance between states equated by some bisimulation is
0. Technically, it worths noticing that -bisimulations are not closed w.r.t. union, which implies that we cannot give any
notion of ‘‘the greatest’’ -bisimulation. This implies that it could happen that two processes r and s are equated by some
-bisimulation, and the same for s and another process t , but no -bisimulation equates r and t . This should not surprise,
since the intuition is that, if both pairs r and s and s and t have distance , then the distance between r and t should be
bounded by 2, and not by .
2.1. Transition system specifications
Asusual,we assumea languagewhose abstract syntax is given by a signature, namely a setΣ of operation symbols together
with an aritymapping ar such that ar(f ) ∈ N for each f ∈ Σ . If ar(f ) = 0, then f is called a constant.
For a set of variables Var= {x, y, . . .}, the set of (open) terms overΣ and Var is the least set such that
• each variable x ∈ Var is a term;
• f (t1, . . . , tar(f )) is a term whenever f ∈ Σ and t1, . . . , tar(f ) are terms.
Terms without variables are called closed terms, or processes. Let vars(t) denote the set of the variables of a term t , defined
inductively in the usualway. For a term t such that vars(t) = {x1, . . . , xn} and terms {t1, . . . , tn}, let t[x1 → t1] . . . [xn → tn]
denote the term obtained by replacing contemporaneously each xi in t with ti.
The semantic model of the language is a GPTS, whose states are processes, and whose transitions are inferred by a
transition system specification (TSS), namely a set of transition rules in SOS style [31]. We assume the standard ways [37,38]
to infer transitions from a TSS.
2.2. Non-expansiveness
A notion of behavioral equivalence, such as bisimulation, usually comes together with a notion of congruence w.r.t. all
operations of the language. One expects that a notion of behavioral approximation comes together with a notion having the
same flavor of congruence. Here we exploit the notion of non-expansiveness of [18,20,21].
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Definition 5 (Non-expansiveness, [18,20,21]). An operation f ∈ Σ is non-expansive iff, whenever ri and si are equated by an
i-bisimulation for each 1 ≤ i ≤ ar(f ), then f (r1, . . . , rar(f )) and f (s1, . . . , sar(f )) are equated by an -bisimulation, where
 ≤∑1≤i≤ar(f ) i.
The idea behind Definition 5 is that the behavioral distance between each pair of arguments (ri, si) contributes to
determining the behavioral distance between f (r1, . . . , rar(f )) and f (s1, . . . , sar(f )), but f itself does not augment such a
distance.
Note that the only interesting case is when
∑
1≤i≤ar(f ) i < 1, because if
∑
1≤i≤ar(f ) i ≥ 1 then the -bisimulation with
 ≤∑1≤i≤ar(f ) i equating f (r1, . . . , rar(f )) and f (s1, . . . , sar(f )) can be immediately given, since any pair of processes can be
equated by a 1-bisimulation.
Of course, instead of considering the sum of all i in Definition 5, we could consider any other notion of norm. As an
example, we could consider the maximum norm, namely we could replace
∑
1≤i≤ar(f ) i with max{1, . . . , ar(f )}. We can
argue that such a choice would not be reasonable. To this purpose, let us take a binary operation f with the following
transition rule ρ:
x1
a,p1−−→δ1 y1 x2
a,p2−−→δ2 y2
f (x1, x2)
a,p1p2−−−→(ρ,δ1,δ2) f (y1, y2)
This transition rule is needed, for instance, if we aim to define the synchronous product between two processes. Take
processes s ≡ a · 0 + 23 b · 0 and t ≡ a · 0 + 23+ b · 0. An -bisimulation equating s and t can be easily given. If we
consider processes f (s, s) and f (t, t), we note that they perform a and reach f (0, 0) with probability 49 and
4
9 + 43 + 2.
As a consequence, no -bisimulation equating them can be given, and operation f cannot be non-expansive. This suggests
that the maximum norm is too demanding, and if we aim to have a notion of non-expansiveness that is respected at least
by simple operations, we cannot use it. Similar arguments can be given against other norms, like the Euclidean norm.
3. A rule format for non-expansiveness
In this section we present a transition rule format ensuring the non-expansiveness of -bisimulation. We give first the
constraints on the rules and, then, the constraints on the set of rules forming a TSS.
Given a set I ⊆ N such that I = {i1, . . . , i|I|} and i1 < · · · < i|I|, and the set of indexes {γi1 , . . . , γi|I|} ⊂ I, let [γi]i∈I
denote the sequence γi1 , . . . , γi|I| .
Definition 6 (G-Safe Transition Rule). A transition rule ρ for operation f ∈ Σ is G-safe iff it is of the form
{xi ai,pi−−→δi yi | i ∈ I} {xj 6−→ | j ∈ J} {xh −→ | h ∈ H}
f (x1, . . . , xar(f ))
a,wρ ·∏i∈I pi−−−−−−→(ρ,[δi]i∈I ) t
where
1. I , J and H are subsets of {1, . . . , ar(f )} such that I ∩ J = ∅ and J ∩ H = ∅;
2. for each i ∈ I , pi is a variable over (0, 1] and δi is a variable over I;
3. t is a term overΣ and {xi | i ∈ {1, . . . , ar(f )} \ I} ∪ {yi | i ∈ I} in which
(a) each of the variables xi with i ∈ {1, . . . , ar(f )} \ I appears at most once;
(b) each of the variables yi with i ∈ I appears exactly once;
4. wρ is the weight of ρ and satisfies 0 < wρ ≤ 1.
Variables {xi | i ∈ I} are called active variables, transitions {xi ai,pi−−→δi yi | i ∈ I} are called active premises, transitions{xj 6−→ | j ∈ J} are called negative premises, transitions {xh −→ | h ∈ H} are called move premises, the transition
f (x1, . . . , xar(f ))
a,wρ ·∏i∈I pi−−−−−−→(ρ,[δi]i∈I ) t is called the conclusion, the term f (x1, . . . , xar(f )) is called the source, the term t is
called the target, and a is called the action of ρ.
In Definition 6 we assume that the set of indexes I contains an index (ρ) for each rule ρ having a constant c as source.
Moreover, given any rule ρ with active variables {xi | i ∈ I}, and a set of indexes {γi | i ∈ I} ⊂ I, we assume that (ρ, [γi]i∈I)
is also an index in I.
By several counterexamples, we can show why the syntactical constraints in Definition 6 cannot be relaxed, at least in
any trivial way.
From now on, given any relation R over the set of states S, we shall denote with R∗ the least equivalence relation
containingR.
First of all let us show why Definition 6 requires that each variable yi with i ∈ I must appear in the target term t .
Example 1. Let f be the unary operation having the following rule ρ fa for all a ∈ Act:
x
a,p−→δ y
f (x)
a,p−→
(ρ
f
a ,δ)
0
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The processes r and s colored in black in Fig. 1 are equated by the -bisimulation {(r, s), (b · 0, b · 0), (c · 0, c · 0), (0, 0)}∗,
but f (r) and f (s) are not equated by any -bisimulation. In fact, the probabilities they have to reach 0 through a differ by 2.
Intuitively, the distance between f (r) and f (s) caused by the amoves to 0 is the sum of the distance between r and s caused
by the a move to b · 0 and the distance between r and s caused by the a move to c · 0. To prevent this, we should replace
the target 0 in rules ρ fb and ρ
f
c with a term t containing y, so that t[y → b · 0] and t[y → c · 0] can be discriminated by
-bisimulations.
Let us show now why Definition 6 does not admit duplication of variables, namely, it requires that each variable yi with
i ∈ I cannot appear twice (or more) in the target t . Similar counterexamples can be given to showwhy Definition 6 does not
admit that any variable xi with i ∈ {1, . . . , ar(f )} \ I appears twice (or more) in the target t , and that any variable xi with
i ∈ I appears in t at all.
Example 2 (Duplication). Let f be the unary operation having the following rule ρ fa admitting duplication, for all a ∈ Act:
x
a,p−→δ y
f (x)
a,p−→
(ρ
f
a ,δ)
g(y, y)
Let g be the binary operation having the following rules ρga , for all a ∈ Act , and ρga,b, for all a, b ∈ Act with a 6= b, where
d ∈ Act:
x1
a,p1−−→δ1 y1 x2
a,p2−−→δ2 y2
g(x1, x2)
a,p1p2−−−→(ρga ,δ1,δ2) g(y1, y2)
x1
a,p1−−→δ1 y1 x2
b,p2−−→δ2 y2
g(x1, x2)
d,p1p2−−−→(ρga,b,δ1,δ2) g(y1, y2)
Let r ≡ a·(b·0+ 23 c ·0) and s ≡ a·(b·0+ 23+ c ·0). It holds that the relation {(r, s), (b·0+ 23 c ·0, b·0+ 23+ c ·0), (0, 0)}∗ is an
-bisimulation relating r and s, but f (r) and f (s) are related by no -bisimulation. This follows by the fact that f (r) and f (s)
make an amovewith probability 1 and reach, respectively, g(b ·0+ 23 c ·0, b ·0+ 23 c ·0) and g(b ·0+ 23+ c ·0, b ·0+ 23+ c ·0),
which, in turn, reach g(0, 0) through bwith probability 49 and
4
9 + 43 + 2, respectively.
Let us show why Definition 6 does not admit double testing, namely, two (or more) premises xi
ai1 ,pi1−−−→δi1 yi1 and
xi
ai2 ,pi2−−−→δi2 yi2 cannot have the same variable xi in the left side. Notice that, since the events ‘‘xi performs ai1 ’’ and ‘‘xi
performs ai2 ’’ are not independent, their probabilities pi1 and pi2 should be summed when computing the probability of the
move of f (x1, . . . , xar(f )), as in [12]. However, since this is not the reason for which double testing cannot be admitted, in
the example below we let pi1 and pi2 be composed with an arbitrary function h.
Example 3 (Double Testing). Let f be the unary operation having the following rules ρ fa,b admitting double testing, for a and
b two actions in Act , and ρ fc , for all c ∈ Act \ {a, b}.
x
a,p1−−→δ1 y1 x
b,p2−−→δ2 y2
f (x)
a,h(p1,p2)−−−−−→
(ρ
f
a,b,δ1,δ2)
g(y1, y2)
x
c,p−→δ y
f (x)
c,p−→
(ρ
f
c ,δ)
y
where h : [0, 1] × [0, 1] → [0, 1] is a function. Let g be the binary operation having the following rule ρga,b for all actions
a, b ∈ Act:
x1
a,p1−−→δ1 y1 x2
b,p2−−→δ2 y2
g(x1, x2)
k(a,b),p1p2−−−−−→(ρga,b,δ1,δ2) g(y1, y2)
where k : Act × Act → Act is a function injective in {(b, b), (c, c), (b, c), (c, b)}. Let rˆ ≡ b · 0+ 12 c · 0, sˆ ≡ b · 0+ 12+ c · 0,
r ≡ a · rˆ + 12 b · rˆ and s ≡ a · sˆ + 12 b · sˆ. The relation {(r, s), (rˆ, sˆ), (0, 0)}∗ is an -bisimulation relating r and s, but
no -bisimulation relates f (r) and f (s). In fact, both f (r) and f (s) have only one move, taking them to g(rˆ, rˆ) and g(sˆ, sˆ),
respectively. Now, g(rˆ, rˆ) performs k(b, b) and reaches g(0, 0) with probability 14 , whereas g(sˆ, sˆ) performs k(b, b) and
reaches g(0, 0)with probability 14 +  + 2.
Notice that in the counterexample above the problem arises since both variables y1 and y2 appear in the conclusion of
rule ρ fa,b. A partial form of double testing can be allowed, meaning that premises {xi
ai,k,pi,k−−−−→δi,k yi,k | k ∈ Ki} can be admitted,
provided that only one of the variables yi,k appears in the conclusion.
Let us show why Definition 6 does not admit look ahead, namely active premises viewing two consecutive moves
xi
ai,pi−−→δi yi and yi
bi,qi−−→δ′i zi of any argument of f .
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Example 4 (Look Ahead). Let f be the unary operation having the following rules ρ fa1,a2 admitting look ahead for all a1, a2 ∈
Act .
x
a1,p−−→δ1 y y
a2,q−−→δ2 z
f (x)
g(a1,a2),pq−−−−−−→
(ρ
f
a1,a2 ,δ1,δ2)
z
where g : Act × Act → Act is a function injective in {(a, a), (a, b), (c, c)}. Let r ≡ a · (a · 0 + 12 b · 0) + 12 c · c · 0 and
s ≡ a · (a · 0 + 12+ b · 0) + 12+ c · c · 0. Relation {(r, s), (a · 0 + 12 b · 0, a · 0 + 12+ b · 0), (c · 0, c · 0), (0, 0)}∗ is an
-bisimulation, but f (r) and f (s) are equated by no -bisimulation. In fact, they perform g(a, a) and reach 0with probability
1/4 and 1/4+  + 2, respectively.
It is worth noticing that Definition 6 cannot admit negative premises of the form xj 6 a−→, meaning that the jth argument of f
cannot performany amove. The reason is that such apremise could discriminate twoprocesses equated by an -bisimulation
and such that one of them performs a moves with overall probability less than , and the other does not perform a at all.
Negative premises will be admitted in formats for the reactive case, where a process either performs amoves with overall
probability 1, or does not perform amoves at all.
We can give now the constraints on the TSS. The following notion of a G-safe TSS is derived from the definition of TSS
given in [12] that ensures that bisimulation is a congruence and that all GPTS states respect Definition 1.
Definition 7 (G-Safe TSS). A G-safe TSS is formed by a setR of G-safe transition rules such that, for each operation f ∈ Σ ,
the setRf of the rules inR for f is partitioned into (possibly infinite) setsRf1, . . . ,R
f
n, . . ., such that
1. Given two setsRfu 6= Rfv , any rule ρu ∈ Rfu, and any rule ρv ∈ Rfv , either there is an index 1 ≤ i ≤ ar(f ) such that ρu
contains an active premise xi
ai,pi−−→δi yi for some ai ∈ Act and ρv contains the negative premise xi 6−→, or there is an index
1 ≤ i ≤ ar(f ) such that ρu contains the move premise xi −→ and ρv contains the negative premise xi 6−→;
2. All rules in anyRfu have the same active variables, negative premises and move premises;
3. Given the set I ⊆ {1, . . . , ar(f )} such that {xi | i ∈ I} are the active variables of the rules in Rfu, and a set of actions
{ai | i ∈ I}, assume that ρ1, . . . , ρm, . . . are the rules inRfu having as active premises {xi ai,pi−−→δi yi | i ∈ I}. We require that
wρ1 + · · · + wρm + · · · = 1;
4. For each action a ∈ Act and setRfu, letRf ,au be the subset of the rules inRfu having a as action; the sum of the weights of
the rules in any setRf ,au is less than or equal to 1.
As argued in [12], the first item in Definition 7 ensures that all moves of a process f (t1, . . . , tar(f )) can be derived by rules
that are in the same setRfu. Items 2 and 3 ensure that from a given setR
f
u we can infer either nomove by f (t1, . . . , tar(f )), or
moves by f (t1, . . . , tar(f )) with overall probability 1. Summarizing, items 1–3 ensure that the probability of the transitions
of a process, if there are any, sums up to 1. This result has been proved in [12], where it is also shown that items 1–3 ensure
that bisimulation is a congruence.
The last item has been introduced for ensuring non-expansiveness. We can show that it is mandatory by means of a
counterexample.
Example 5. Let Act = {a, b, c} and f be the unary operation having the following rules:
x
a,p−→δ y
f (x)
a,p−→
(ρ
f
a ,δ)
y
x
b,p−→δ y
f (x)
b,p−→
(ρ
f
b ,δ)
y
x
c,p−→δ y
f (x)
b,p−→
(ρ
f
c ,δ)
y
The rules ρ fb and ρ
f
c violate Definition 7.4. Let us take the processes r and s in Fig. 1. They are related by the -bisimulation
{(r, s), (b · 0, b · 0), (c · 0, c · 0), (0, 0)}∗, whereas f (r) and f (s) cannot be related by any -bisimulation, since they reach
0 through b with probability 12 − 2 and 12 , respectively. The point is that f maps both b and c to b, so that the distance
between f (r) and f (s) caused by b is the sum of the distance between r and s caused by b and that caused by c.
Table 1 shows the transition rules giving the operational semantics of some operations proposed in the literature. Table 1
respects Definitions 6 and 7.
In the first row we have the rules for the constant a of [35] and the action-prefixing a · _ of [16,29,36,39].
In the second rowwe have the rules for the synchronous product _ | _ of [23,29], where× is a function× : Act × Act →
Act , and the relabeling operation _ [f ] of [39,29], where f is a relabeling function f : Act → Act . Note that if f and× were
not injective, then there would be at least two rules with the same action and weight 1 violating Definition 7.4.
In the third row we have the rules for the sequential composition of terms _ · _ of [35].
Then, we have the rules for the probabilistic sum _ +p _ of [16,29,35,36,39]. Given any process t1 +p t2, index p means
that, if both t1 and t2 can move, then process t1 +p t2 moves as t1 with probability p and as t2 with probability 1− p. If only
t1 (resp. t2) can move, then it moves with probability 1. Operation+p is expressed by three sets of rules, namely {ρ+1a , ρ+2a },
{ρ+3a } and {ρ+4a }, for each operation a. These sets of rules are pairwise exclusive, as required in the first item in Definition 7.
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Table 1
Some operations respecting Definitions 6 and 7.
a
a,1−→ρa 0 a · x a,1−→ρa x
x1
a1,p1−−→δ1 y1 x2
a2,p2−−→δ2 y2 × injective
x1 | x2 a1×a2,p1 ·p2−−−−−−→(ρ|a1 ,a2 ,δ1,δ2) y1 | y2
x1
a1,p1−−→δ1 y1 f injective
x1[f ] f (a1),p1−−−−→(ρ[f ]a1 ,δ1) y1[f ]
x1
a,p1−−→δ1 y1
x1 · x2 a,p1−−→(ρ·1a ,δ1) y1 · x2
x2
a,p2−−→δ2 y2 x1 6−→
x1 · x2 a,p2−−→(ρ·2a ,δ2) y2
x1
a,p1−−→δ1 y1 x2 −→
x1 +p x2 a,p1 ·p−−−→(ρ+1a ,δ1) y1
x1
a,p1−−→δ1 y1 x2 6−→
x1 +p x2 a,p1−−→(ρ+3a ,δ1) y1
x1 −→ x2 a,p2−−→δ2 y2
x1 +p x2 a,p2 ·(1−p)−−−−−→(ρ+2a ,δ2) y2
x2
a,p2−−→δ2 y2 x1 6−→
x1 +p x2 a,p2−−→(ρ+4a ,δ2) y2
x1
a,p1−−→δ1 y1 x2 −→
x1 ‖p x2 a,p1 ·p−−−→
(ρ
‖1
a ,δ1)
y1 ‖p x2
x1
a,p1−−→δ1 y1 x2 6−→
x1 ‖p x2 a,p1−−→
(ρ
‖3
a ,δ1)
y1 ‖p x2
x1 −→ x2 a,p2−−→δ2 y2
x1 ‖p x2 a,p2 ·(1−p)−−−−−→
(ρ
‖2
a ,δ2)
x1 ‖p y2
x2
a,p2−−→δ2 y2 x1 6−→
x1 ‖p x2 a,p2−−→
(ρ
‖4
a ,δ2)
x1 ‖p y2
w
g g
g g
gs gsa, 14 +  +
b, 1
?
a, 14 + 
Q
Q
QQs
b, 1
?
b, 14 − 
Q
Q
QQk c, 14 − 


3
r2 ≡ (a · b · 0+
1
2 a · b · 0)+ 12+2 (b · 0+ 12 c · 0) s2 ≡ (a · b · 0+
1
2 a · b · 0)+ 12 (b · 0+ 12 c · 0)
w
g g
g g
gs gsa, 14 +
b, 1
?
a, 14
Q
Q
QQs
b, 1
?
b, 14 Q
Q
QQk
c, 14

3
Fig. 2. States with the same color are equated by a 2-bisimulation.
Finally, we have the rules for the probabilistic interleaving _ ‖p _ of [35]. It deals with probability in a similar way.
Operation ‖p is expressed by three sets of rules, namely {ρ‖1a , ρ‖2a }, {ρ‖3a } and {ρ‖4a }, for each operation a.
We are now ready to state the correctness of our format.
Theorem 1. All operations in a G-safe TSS are non-expansive.
Proof. See the Appendix. 
4. Stronger definitions of -bisimulation
Let us consider the processes r2 and s2 represented in black in Fig. 2, and the processes r and s represented in black in
Fig. 1. An -bisimulation equating r and s can be given, as we have already remarked, but a λ-bisimulation equating r2 and
s2 can be given only if λ ≥ 2. What happens is that the ‘‘left’’ amoves by r and s and the ‘‘right’’ amoves by r and s lead to
different processes, namely b · 0 and c · 0, that cannot be in the same equivalence class of any -bisimulation, whereas the
‘‘left’’ a moves by r2 and s2 and the ‘‘right’’ a moves by r2 and s2 lead to the same process, namely b · 0. As a consequence,
the probability difference between the left amoves and that between the right amoves are summed when computing the
distance between r2 and s2, which does not happen in the case of r and s. Overall, having two pairs of moves leading to the
same process produces a greater distance than having two pairs of moves leading to different processes, which seems to be
counterintuitive. To prevent this, we should sum up the probability difference between the transitions by r and s leading to
b · 0 and that between the transitions leading to c · 0. This idea leads to the following definition.
Definition 8 (Action -bisimulation). Given any 0 ≤  ≤ 1, an equivalence relationR ⊆ S × S is an action -bisimulation
if (s1, s2) ∈ R implies that
∀a ∈ Act :
∑
C∈S/R
|µG(s1, a, C)− µG(s2, a, C)| ≤ 
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2 b · d · 0)+ 12 a · 0
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Fig. 3. States with the same color are equated by an action 3-bisimulation.
w
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2 a · d · 0)+ 12 a · 0
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Fig. 4. States with the same color are equated by an action 4-bisimulation.
Definition 8 is strictly more demanding than Definition 4. For instance, the processes r and s in Fig. 1 cannot be equated
by any action -bisimulation. Actually, both pairs of processes r and s in Fig. 1 and r2 and s2 in Fig. 2 can be equated by an
action 2-bisimulation.
The notion of non-expansiveness introduced in Definition 5 can be extended to action -bisimulations.
Definition 9 (Action Non-expansiveness). An operation f ∈ Σ is action non-expansive iff, whenever ri and si are equated
by an action i-bisimulation for each 1 ≤ i ≤ ar(f ), then f (r1, . . . , rar(f )) and f (s1, . . . , sar(f )) are equated by an action
-bisimulation, where  ≤∑1≤i≤ar(f ) i.
As expected, having a stronger equivalence we can define a weaker format for non-expansiveness.
Definition 10 (Action G-Safe TSS). A transition rule ρ for operation f ∈ Σ is action G-safe iff it is defined as in Definition 6,
except that also the variables xi with i ∈ I may appear in t and the constraint 3(b) is weakened as follows:
• 3(b) each of the variables yi with i ∈ I appears at most once in t . If yi does not appear in t at all, then xi can appear in t at
most once.
An action G-safe TSS is a setR of action G-safe transition rules respecting the same constraints of Definition 7.
For instance, if we take the operation f in Example 1, which does not respect Definition 6, we note that it respects
Definition 10. The point is that Example 1 creates problems with -bisimulations since the probability difference between
the left a moves and that between the right a moves are considered separately when computing the distance between r
and s, whereas they are summed when computing the distance between f (r) and f (s). This does not happen with action
-bisimulation, since these two values are summed in both cases.
Theorem 2. All operations in an action G-safe TSS are action non-expansive.
Proof. See the Appendix. 
Let us consider now the pairs of processes r3 and s3 in Fig. 3 and r4 and s4 in Fig. 4. The first pair can be equated by an
action 3-bisimulation, whereas the second pair can be equated by an action λ-bisimulation only if λ ≥ 4. Each process
has three moves. With reference to the figure, we can call them the ‘‘left’’, the ‘‘right’’ and the ‘‘upward’’ move. In the case
of r4 and s4 the probability differences between the left, the right and the upward moves are summed, since they have the
same label and reach processes that cannot be equated by any action λ-bisimulation with λ < 1. In the case of r3 and s3 the
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right moves have a different label, and their probability difference is considered separately. Overall, having moves with the
same label produces a greater distance than havingmoves with different labels, which could seem to be counterintuitive. To
prevent this, we should sum up the probability differences between the transitions by r3 and s3 labeled a and those between
the transitions labeled b. This idea leads to the following definition.
Definition 11 (Global -bisimulation). Given any 0 ≤  ≤ 1, an equivalence relationR ⊆ S × S is a global -bisimulation
if (s1, s2) ∈ R implies that∑
a∈Act,C∈S/R
|µG(s1, a, C)− µG(s2, a, C)| ≤ 
Definition 11 is strictly more demanding than Definition 8. In fact, the processes r3 and s3 in Fig. 3 cannot be equated by
any global 3-bisimulation. Actually, both pairs of processes r3 and s3 in Fig. 3 and r4 and s4 in Fig. 4 can be equated by a
global 4-bisimulation.
The notion of non-expansiveness introduced in Definition 5 can be extended to global -bisimulations.
Definition 12 (Global Non-expansiveness). An operation f ∈ Σ is global non-expansive iff, whenever ri and si are equated
by a global i-bisimulation for each 1 ≤ i ≤ ar(f ), then f (r1, . . . , rar(f )) and f (s1, . . . , sar(f )) are equated by a global
-bisimulation, where  ≤∑1≤i≤ar(f ) i.
Definition 13 (Global G-Safe TSS). A global G-safe TSS is a set R of action G-safe transition rules respecting the same
constraints of Definition 7, except item 4, which is removed.
For instance, if we take the relabeling operation _ [f ] in Table 1, we can remove the constraint on the injectivity of the
relabeling function f . A non-injective f creates problemswith action -bisimulations. For instance, let us assume that f maps
both a and b to a, and let us take processes r ≡ a · c · 0+ 12 b · d · 0 and s ≡ a · c · 0+ 12+ b · d · 0. We have that r and s are
equated by the action -bisimulation {(r, s), (s, r), (c ·0, c ·0), (d ·0, d ·0), (0, 0)}, but r[f ] and s[f ] are equated by no action
-bisimulation. The point is that the distance between processes r and s caused by a and that caused by b are considered
separately when computing the distance between r and s, and are summed when computing the distance between r[f ] and
s[f ] caused by a. This does not happen with global -bisimulation, since the distance between processes r and s caused by a
and that caused by b are already summed when computing the distance between r and s.
Analogously, we can remove the requirement of injectivity over the function × used in the synchronous parallel
composition in Table 1.
Also the interleaving plus synchronization operation of [36] respects Definition 13. Let us assume a silent action τ ∈ Act
and a complementation function ( ) : Act → Act such that a = a, for each a ∈ Act \ {τ }, and τ = τ . The intuition is that
actions a and a performed by two processes running in parallel can synchronize, thus producing action τ . Let 0 < p, q < 1.
Given any process t1 ‖pq t2, when t1 and t2 intend to perform actions a1 and a2 with a2 6= a1, t1 moves with probability p and
t2 moves with probability 1− p, as in the case of interleaving operation in Table 1. When t1 and t2 intend to perform actions
a1 and a1, either they synchronize with probability q, thus producing action τ , or they do not synchronize with probability
1− q. In this second case, t1 moves with probability p · (1− q), and t2 moves with probability (1− p) · (1− q). Operation
‖pq is expressed by rules partitioned in three sets. The first set contains the following rules ρ‖
p
q,1
a1,a2 , ρ
‖pq,2
a1,a2 , ρ
‖pq,3
a1 , ρ
‖pq,4
a1 , ρ
‖pq,5
a1 , for
all a1, a2 ∈ Act such that a2 6= a1:
x1
a1,p1−−→δ1 y1 x2
a2,p2−−→δ2 y2
x1 ‖pq x2
a1,p1·p2·p−−−−−→
(ρ
‖pq ,1
a1,a2 ,δ1,δ2)
y1 ‖pq x2
x1
a1,p1−−→δ1 y1 x2
a2,p2−−→δ2 y2
x1 ‖pq x2
a2,p1·p2·(1−p)−−−−−−−→
(ρ
‖pq ,2
a1,a2 ,δ1,δ2)
x1 ‖pq y2
x1
a1,p1−−→δ1 y1 x2
a1,p2−−→δ2 y2
x1 ‖pq x2
a1,p1·p2·p·(1−q)−−−−−−−−→
(ρ
‖pq ,3
a1 ,δ1,δ2)
y1 ‖pq x2
x1
a1,p1−−→δ1 y1 x2
a1,p2−−→δ2 y2
x1 ‖pq x2
a1,p1·p2·(1−p)·(1−q)−−−−−−−−−−−→
(ρ
‖pq ,4
a1 ,δ1,δ2)
x1 ‖pq y2
x1
a1,p1−−→δ1 y1 x2
a1,p2−−→δ2 y2
x1 ‖pq x2
τ ,p1·p2·q−−−−→
(ρ
‖pq ,5
a1 ,δ1,δ2)
y1 ‖pq y2
S. Tini / Theoretical Computer Science 411 (2010) 2202–2222 2211
The second set contains the following rule ρ
‖pq,6
a1 , for all a1 ∈ Act:
x1
a1,p1−−→δ1 y1 x2 6−→
x1 ‖pq x2
a1,p1−−→
(ρ
‖pq ,6
a1 ,δ1)
y1 ‖pq x2
The third set contains the following rule ρ
‖pq,7
a2 , for all a2 ∈ Act:
x2
a2,p2−−→δ2 y2 x1 6−→
x1 ‖pq x2
a2,p2−−→
(ρ
‖pq ,7
a2 ,δ2)
x1 ‖pq y2
Theorem 3. All operations in a global G-safe TSS are global non-expansive.
Proof. See the Appendix. 
5. The reactive case
In this section we consider the reactivemodel of probabilistic processes [29,13], where the kind of action of a process is
chosen nondeterministically, and, then, a probability distribution is ascribed to all moves of the process labeled with that
action.
Definition 14 (RPTS, [13,29,36]). A reactive probabilistic transition system (RPTS) is a 4-tuple (S, Act, I, T ), where S is a set
of states, Act is a set of actions, I is a set of indexes, and T ⊆ S × Act × (0, 1] × I× S is a set of transitions such that, for all
states s ∈ S and actions a ∈ Act ,∑
{| p | ∃γ ∈ I, s′ ∈ S : (s, a, p, γ , s′) ∈ T |} ∈ {0, 1}
Definition 14 requires that, for each state, the probabilities of its outgoing transitions labeled with some action a ∈ Act ,
if there are any, sum up to 1.
Notations s
a,p−→γ s′, s −→ s′, s −→, and s 6−→ are as in the generative case. Here we require two more notations. Let s a−→
denote that there is a transition s
a,p−→γ s′ for some p, γ and s′, and s 6 a−→ denote that there is no transition s a,p−→γ s′ for any
p, γ and s′.
Also the cumulative probability distribution function, here denoted µR, and the notions of bisimulation, -bisimulation
and non-expansiveness are defined as in the generative case.
Definition 15 (R-Safe Transition Rule). A transition rule ρ for operation f ∈ Σ is R-safe iff it is of the form
{xi ai,pi−−→δi yi | i ∈ I} {xj 6
aj−→ | j ∈ J} {xh ah−→ | h ∈ H}
f (x1, . . . , xar(f ))
a,wρ ·∏i∈I pi−−−−−−→(ρ,[δi]i∈I ) t
where
1. I , J and H are subsets of {1, . . . , ar(f )} such that I ∩ J = ∅ and J ∩ H = ∅;
2. for each i ∈ I , pi is a variable over (0, 1] and δi is a variable over I;
3. t is a term overΣ and {xi | i ∈ {1, . . . , ar(f )} \ I} ∪ {yi | i ∈ I} such that
(a) each of the variable xi with i ∈ {1, . . . , ar(f )} \ I appears at most once;
(b) each of the variable yi with i ∈ I appears at most once. If yi does not appear at all, then xi can appear at most once;
4. wρ is the weight of ρ and satisfies 0 < wρ ≤ 1.
The main difference between Definitions 6 and 15 regards negative premises and move premises. As discussed in
Section 3, in the generative case negative premises of the form xj 6 aj−→ are not allowed since they could discriminate two
processes equated by an -bisimulation and such that one of them performs aj moves with overall probability less than ,
and the other does not perform aj at all. In the reactive case this risk does not exist, since processes either perform aj moves
with total probability 1, or they do not perform aj moves at all. This reasoning applies also to move premises of the form
xh
ah−→.
Notice also that the constraint 3(b) is less restrictive than in Definition 6 (actually, it is the same of Definition 10). The
need for clause 3(b) in Definition 6 is described in Example 1. The point is that in the generative case two processes equated
by an -bisimulation may have amoves with overall probability differing for a value greater than . This cannot happen in
the reactive case, since two processes equated by an -bisimulation either have no a move, or have a moves with overall
probability 1.
Definition 15 is derived by that given in [12] by adding the constraints 3(a) and 3(b) that prohibit duplication of variables.
The definition of [12] is less restrictive since it ensures that bisimulation is a congruence, which is less demanding than
ensuring that -bisimulations are non-expansive. As in the generative case, we can show why we do not admit duplication
of variables.
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Example 6 (Duplication). Let f be the unary operation having the following rule ρ fa admitting duplication for the action
a ∈ Act:
x
a,p−→δ y
f (x)
a,p−→
(ρ
f
a ,δ)
g(y, y)
Let g be the binary operation having the following rule ρgb for the action b ∈ Act:
x1
b,p1−−→δ1 y1 x2
b,p2−−→δ2 y2
g(x1, x2)
b,p1p2−−−→(ρgb ,δ1,δ2) h(y1, y2)
Let h be the binary operation having the following rule ρha1,a2 for all actions a1, a2 ∈ Act:
x1
a1,p1−−→δ1 y1 x2
a2,p2−−→δ2 y2
h(x1, x2)
k(a1,a2),p1p2−−−−−−−→(ρha1,a2 ,δ1,δ2) h(y1, y2)
where k : Act × Act → Act is an injective function. Let r ≡ a · (b · c · 0+ 23 b · d · 0) and s ≡ a · (b · c · 0+ 23+ b · d · 0). The
relation {(r, s), (b · c · 0+ 23 b · d · 0, b · c · 0+ 23+ b · d · 0), (c · 0, c · 0), (d · 0, d · 0), (0, 0)}∗ is an -bisimulation relating
r and s, but f (r) and f (s) are related by no -bisimulation. This follows by the fact that f (r) and f (s)make an amove with
probability 1 leading to g(b · c · 0 + 23 b · d · 0, b · c · 0 + 23 b · d · 0) and g(b · c · 0 + 23+ b · d · 0, b · c · 0 + 23+ b · d · 0),
respectively, which, in turn, reach h(c · 0, c · 0) through bwith probability 49 and 49 + 43 + 2, respectively.
Example 6 shows the need for constraint 3(b); an example for constraint 3(a) can be provided analogously. Examples
showing that R-safe rules cannot be enriched with double testing and lookahead could be given as in the generative case.
Definition 15 guarantees non-expansiveness of -bisimulation, provided that all RPTS states satisfy the constraints in
Definition 14. To ensure this property, we can exploit the following definition of TSS provided in [12].
Given a set of transition rulesR, letRf ,a denote the subset of the rules inR having f (x1, . . . , xar(f )) as source and a as
action.
Definition 16 (R-Safe TSS). An R-safe TSS is formed by a setR of R-safe transition rules such that, for each operation f ∈ Σ
and action a ∈ Act , the setRf ,a is partitioned into (possibly infinite) setsRf ,a1 , . . . ,Rf ,an , . . . such that
1. For each setRf ,au , it holds that
(a) All rules inRf ,au have the same set of negative and move premises;
(b) The sum of the weights of the rules inRf ,au is 1;
(c) Given two arbitrary rules ρ1 and ρ2 in R
f ,a
u , then, for each active premise xi
ai,pi−−→δi yi in ρ1, there is either an active
premises xi
ai,pi−−→δi yi in ρ2, or a move premise xi
ai−→ in ρ2.
2. Given setsRf ,au 6= Rf ,av , there is an index i such that the rules inRf ,au contain the negative premise xi 6
ai−→ and the rules
Rf ,av contain either the active premise xi
ai,pi−−→δi yi or the move premise xi
ai−→.
In [12], it is proved that if a set of transition rules respect Definition 16, then the resulting RPTS respects Definition 14.
Table 2 shows the transition rules giving the operational semantics of some operations proposed in the literature. Table 2
respects Definitions 15 and 16. These examples are classic, and are considered also in [12,33].
The constant a, prefixing a · _ and sequencing _ · _ are as in the generative case.
Let us consider the probabilistic sum operation+p. Given any process t1 +p t2, index pmeans that, when both t1 and t2
can perform an amove for the same action a, then t1 +p t2 performs an amove of t1 with probability p, and an amove of t2
with probability 1− p. If only t1 (resp. t2) can perform a, then t1 +p t2 performs an amove of t1 (resp. t2) with probability 1.
Operation+p is expressed by the three sets of rules {ρ+1a , ρ+2a }, {ρ+3a } and {ρ+4a }.
Probabilistic interleaving ‖p deals with probability in a similar way. Given any process t1 ‖p t2, index pmeans that, when
both t1 and t2 can perform an amove for the same action a, then t1 ‖p t2 performs an amove of t1 with probability p, and an
amove of t2 with probability 1− p. If only t1 (resp. t2) can perform a, then t1 ‖p t2 performs an amove of t1 (resp. t2) with
probability 1. Operation ‖p requires three sets of rules for each action a, namely {ρ‖1a , ρ‖2a } {ρ‖3a } and {ρ‖4a }.
The unary operation ϑab expresses priority of a over b, namely b moves by the argument of ϑ
a
b are possible only if no a
move can be performed. It requires the rule ρ
ϑab
a1 for each a1 ∈ Act \ {b}, and the rule ρ
ϑab
b with negative premise x1 6 a−→ to
manage bmoves.
The unary restriction operation of [16,29,36,39] _ \ A prohibits moves labeled with an action in A of its argument. It
requires only the rule ρAa1 for all a1 ∈ Act .
Relabeling is usually not considered in reactive process algebras. However, we can adopt the strategy proposed in [12]
for managing it. Let f : Act → Act be a relabeling function. For each a ∈ Act , let Acta be precisely the set of the actions in
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Table 2
Some operations respecting Definitions 15 and 16.
a
a,1−→ρa 0 a · x a,1−→ρa x
x1
a1,p1−−→δ1 y1
x1 · x2 a1,p1−−→(ρ·1a1 ,δ1) y1 · x2
x2
a2,p2−−→δ2 y2 {x1 6 a−→ |a ∈ Act}
x1 · x2 a2,p2−−→(ρ·2a2 ,δ2) y2
x1
a,p1−−→δ1 y1 x2 6 a−→
x1 +p x2 a,p1−−→(ρ+3a ,δ1) y1
x1
a,p1−−→δ1 y1 x1 a−→ x2 a−→
x1 +p x2 a,p1 ·p−−−→(ρ+1a ,δ1) y1
x2
a,p2−−→δ2 y2 x1 6 a−→
x1 +p x2 a,p2−−→(ρ+4a ,δ2) y2
x2
a,p2−−→δ2 y2 x1 a−→ x2 a−→
x1 +p x2 a,p2 ·(1−p)−−−−−→(ρ+2a ,δ2) y2
x1
a,p1−−→δ1 y1 x2 6 a−→
x1 ‖p x2 a,p1−−→
(ρ
‖3
a ,δ1)
y1 ‖p x2
x1
a,p1−−→δ1 y1 x1 a−→ x2 a−→
x1 ‖p x2 a,p1 ·p−−−→
(ρ
‖1
a ,δ1)
y1 ‖p x2
x2
a,p2−−→δ2 y2 x1 6 a−→
x1 ‖p x2 a,p2−−→
(ρ
‖4
a ,δ2)
x1 ‖p y2
x2
a,p2−−→δ2 y2 x1 a−→ x2 a−→
x1 ‖p x2 a,p2 ·(1−p)−−−−−→
(ρ
‖2
a ,δ2)
x1 ‖p y2
x1
a1,p1−−→δ1 y1 a1 6= b
ϑab (x1)
a1,p1−−→
(ρ
ϑab
a1 ,δ1)
ϑab (y1)
x1
b,p1−−→δ1 y1 x1 6 a−→
ϑab (x1)
b,p1−−→
(ρ
ϑab
b ,δ1)
ϑab (y1)
x1
a1,p1−−→δ1 y1 a1 6∈ A
x1\A a1,p1−−→(ρAa1 ,δ1) y1\A
b ∈ Act ′a ⊆ Acta x b,p−→δ1 y {x a
′−→ |a′ ∈ Act ′a} {x 6 a
′−→ |a′ ∈ Acta \ Act ′a}
x[f ]
a,p· 1|Act′a |−−−−−→
(ρ
[f ]
b,Act′a
,δ1)
y[f ]
Act that are mapped to a by f . For each subset Act ′a ⊆ Acta, we need a set of rules RaAct ′a containing the rule ρ
[f ]
b,Act ′a , for all
b ∈ Act ′a. The rules inRaAct ′a can be applied to infer moves of a process t[f ] if and only if the process t performs all actions in
Act ′a, which originate amoves by t[f ], and do not perform any action in Act \ Act ′a.
We can state now the correctness of the format.
Theorem 4. All operations in an R-safe TSS are non-expansive.
Proof. See the Appendix. 
6. Stronger definitions of -bisimulation in the reactive case
Let us consider the processes r1 and s1 represented in black in Fig. 5, and the processes r2 and s2 represented in black in
Fig. 6. An -bisimulation equating r1 and s1 can be given, but a λ-bisimulation equating r2 and s2 can be given only if λ ≥ 2.
What happens is that the lower-left amoves by r1 and s1 and the lower-right amoves by r1 and s1 lead to different processes,
namely b · 0 and e · 0, whereas the lower-left amoves by r2 and s2 and the lower-right amoves by r2 and s2 lead to the same
process, namely b · 0. As a consequence, the probability difference between the lower-left a moves and that between the
lower-right amoves are summed when computing the distance between r2 and s2, which does not happen in the case of r1
and s1. Overall, having two pairs of moves leading to the same process produces a greater distance than having two pairs of
moves leading to different processes, which seems to be counterintuitive. To prevent this, we should sum up the probability
differences between the transitions by r1 and s1 leading to b · 0 and those between the transitions leading to e · 0. As in the
generative case, this leads to a definition of action -bisimulation. We can take Definition 8.
Also in the reactive case, action -bisimulation is strictlymore restrictive than -bisimulation. For instance, the processes
r1 and s1 in Fig. 5 cannot be equated by any action -bisimulation. Actually, both pairs of processes r1 and s1 in Fig. 1 and r2
and s2 in Fig. 2 can be equated by an action 4-bisimulation.
As notion of action non-expansiveness we can take Definition 9. It holds that Definitions 15 and 16 also provide a format
for action non-expansiveness.
Theorem 5. All operations in an R-safe TSS are action non-expansive.
Proof. See the Appendix. 
In the generative case we have provided the notion of global -bisimulation. The reasoning leading to such a notion was
built on the example of processes r3 and s3 in Fig. 3 and r4 and s4 in Fig. 4. Such an example based on the fact that in the
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Fig. 5. States with the same color are equated by an -bisimulation.
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Fig. 6. States with the same color are equated by a 2-bisimulation.
case of processes r3 and s3, the amoves and the bmoves were under the same probabilistic distribution. In the reactive case
this cannot happen, since there is a probabilistic distribution for each action label. Therefore, we do not need the notion of
global -bisimulation.
7. A comparison between -bisimulations and metrics
In this section we aim to compare the -bisimulation and the metric approach. We consider only the generative model
of probabilistic processes, but our analysis can be extended to the other models as well.
A function d : S × S→ [0, 1] is called a pseudometric over S iff, for all states s1, s2, s3 ∈ S, it holds that
• d(s1, s1) = 0;• d(s1, s2) = d(s2, s1);• d(s1, s3) ≤ d(s1, s2)+ d(s2, s3).
In [24,25], it is proved that, given a pseudometric d, the function d′ : S × S → [0, 1] such that d′(s1, s2) is defined as the
solution of the following linear program, is also a pseudometric:
• maximize∑
(ai,si)∈Act×S
λi (µG(s1, ai, {si})− µG(s2, ai, {si}))
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Fig. 7. Two processes having distance 5 in the metric approach and  in the -bisimulation approach.wr
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Fig. 8. Two processes having distance 2 in the global -bisimulation approach and at least 2 + 516 in the metric approach. States with the same color are
equated by a global 2 bisimulation.
• subject to
– ∀i : 0 ≤ λi ≤ 1
– ∀i, j : λi − λj ≤
{
1 if ai 6= aj
d(si, sj) if ai = aj
Definition 17 (State Metric, [18]). A pseudometric d is called a state metric iff, for all 0 ≤  ≤ 1, d(s1, s2) ≤  implies that
d′(s1, s2) ≤ .
In this approach, the behavioral distance between two processes s1 and s2 is ≤  if there is a state metric d such that
d(s1, s2) = . In [18] it is proved that, if we take any relationR ⊆ S × S and the pseudometric dR such that
dR(s1, s2) =
{
0 if s1Rs2
1 otherwise
then it holds thatR is a bisimulation iff dR is a statemetric. Hence, the distance between processes that are equated by some
bisimulation is 0, exactly as in the -bisimulation approach. However, the following two examples show that, in general,
the notions of distance behind the metric and the -bisimulation approaches are not comparable.
Let us consider first the processes r and r ′ in Fig. 7. The processes c · 0 + 12+ d · 0 and c · 0 + 12 d · 0 reached through a
from r and r ′, respectively, are equated by a δ-bisimulation only if δ ≥ . This implies that also r and r ′ are equated by a
δ-bisimulation only if δ ≥ . Ametric assigning distance  to c ·0+ 12+ d·0 and c ·0+ 12 d·0 can be given, and the samemetric
assigns distance 5 to the pair (r, r
′). Intuitively, in both the metric and the -bisimulation approach the distance between r
and r ′ is computed from the distance between c · 0+ 12+ d · 0 and c · 0+ 12 d · 0, but in the metric approach this last distance
is weighted with the probability to reach c · 0+ 12+ d · 0 from r and c · 0+ 12 d · 0 from r ′.
Let us consider now the processes r, r ′, s, s′, t, t ′ in Fig. 8. It holds that a global 2-bisimulation equating r and r ′ (and
also the pair (s, s′) and the pair (t, t ′)) can be given, whereas any metric assigns to r and r ′ a distance not less than 2 + 516 .
In the metric approach the distance between t and t ′ is at least , but the distance between s and s′ is greater, namely at
least 74 . In fact, the distance between t and t
′ has to be weighted when computing the distance between s and s′, and this
weight depends on the probability we have to reach t from s and the probability we have to reach t ′ from s′. Since these
probabilities are quite high, the distance between s and s′ is higher than the distance between t and t ′. For the same reason,
the distance between r and r ′ is higher than the distance between s and s′.
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The two examples above show that, in general, the -bisimulation approach and themetric approach are not comparable.
Let us consider now other examples showing that the difference between the two approaches can be drastic. In these
examples we assume that  is a reasonably low value.
Example 7. Take the processes rec X . (a · 0+ a · X) and rec X . (a · X). These two processes are -bisimilar, but, according
to the metric approach, their distance is 1. The two approaches differ drastically in this case. On one side one could argue
that the -bisimulation approach is more reasonable, since, until the first process runs, at each computation step the two
processes have high probability to have the same behavior and it is incorrect to conclude that their behavioral distance is the
maximal one, namely 1. On the other hand one could argue that the metric approach is more reasonable, since one process
terminates for sure, even if after a possibly high number of computation steps, whereas the other cannot, and this difference
is very large and observable, thus justifying the maximal distance between the two processes.
Example 8. Take the processes rec X . (a · X + b · X) and rec X . (a · X +2 b · X). Both processes can never halt. At each
step both processes can perform either a, with low probability, or b, with high probability. In the bisimulation approach
the processes are -bisimilar, and, therefore, their distance depends on . According to the metric approach their distance
is 1, which is the maximal distance between any pair of processes, and does not depend on , unless  is 0 so that the two
processes have distance 0. This is quite surprising, since the intuition is that  should influence the behavioral distance
between the two processes. Similar considerations arise for the processes rec X . (a · (rec Y . (a · X +2 b · Y ))+ b · X) and
rec X . (a · (rec Y . (a · X + b · Y ))+2 b · X).
Example 9. Take the processes rec X . (a · 0+ a · X) and rec X . (a · 0+2 a · X). Both processes can either perform a and
restart, with high probability, or perform a and halt, with low probability. In the bisimulation approach their distance is ,
whereas in the metric approach their distance is 12 and does not depend on , unless  is 0 so that the two processes have
distance 0. Also in this case this is quite surprising, since the intuition is that  should influence the behavioral distance
between the two processes. Similar considerations arise for the processes rec X . (a · rec Y . (a · 0 +2 a · Y ) + a · X) and
rec X . (a · rec Y . (a · 0+ a · Y )+2 a · X) that are -bisimilar and have distance 34 in the metric approach. Note also that, in
this last case, both processes can perform the same traces with the same probability, thus advocating once more that their
distance should be reasonably low.
By analyzing these three examples, it arises that it is quite hard to advocate one approach against the other.
Let us come back to the processes rec X . (a · 0 + a · X) and rec X . (a · X) in Example 7. The metric approach does not
take into account that the first process could require a possibly high number of computation steps before terminating and
offering a behavior differentw.r.t. that of the other process. In order to give a role to this idea of ‘‘high number of computation
steps’’, in papers dealingwithmetrics the notion of discount has been introduced so that the distance between two processes
depends more on earlier computation steps than on later computation steps. The discount is expressed by means of a value
c ∈ (0, 1], the idea being that the lower this value, the greater the difference between the weights of earlier computation
steps and later computation steps. More precisely, the distance introduced by the nth computation step is scaled by factor
cn. In this way, when the discount factor c is 1 there is no discount at all. Now, given any discount c ∈ (0, 1], the distance
between rec X . (a · 0+ a · X) and rec X . (a · X) depends on  and on c , and it is 1 only if c is 1. Also the distance between
the pairs of processes considered in Examples 8 and 9 depends on  and c: the greater c the greater the distance. In all three
examples, if c is smaller than approximately 12 (more precisely,
1
2− in Examples 7 and 8 and
1
2−2 in Example 9), then the
distance is less than , thus showing that the metric approach and the -bisimulation approach differ only when the value
of c is quite high. For this reason, in order to compare the two approaches we should consider high values of c , thus having
behaviors similar to those already discussed in the examples.
8. Related and future work
The notions of behavioral distance based onmetrics deal with several models of probabilistic processes. Van Breugel and
Worrell consider the generative model in [25] and the reactive model in [24,26,27]. Desharnais et al. consider the reactive
model in [19,21] and the alternating model of [8] in [20]. Deng et al. consider the non-alternating model of [40], the reactive
and the generative model in [18]. The mentioned papers by Desharnais et al. and by Van Breugel and Worrell also offer
interesting characterizations of their notions of behavioral distances in terms of suitable real-valued logics. The idea is that
each formulaφ of the logic comeswith a function fφ assigning a real value in [0, 1] to each process s. This value represents the
quantitative measure of the extent to which s satisfies φ. Now, the distance between two processes s and t is themaximal of
all values |fφ(s)− fφ(t)|, for all formulae φ. Desharnais et al. in [19] also propose an algorithm to approximate the behavioral
distance when the discount is strictly less than 1. Van Breugel and Worrell in [27] give a more efficient algorithm, and van
Breugel et al. in [28] give an algorithm that works also when the discount factor is 1.
The notions of metrics and approximate bisimulation have been already investigated in [41], but in the model ofMetric
Transition Systems, where approximate bisimulation can be defined as ametric.Wework in a different setting, since inMetric
Transition Systems states are equipped with observations and both the state space and the observation space are equipped
with metrics, but transitions do not carry any quantitative information. In the setting of Metric Transitions Systems, de
Alfaro et al. [42] define not only approximate bisimulation but also approximate trace equivalence as metrics, characterize
them with suitable quantitative modal logics and give algorithms for computing distances over finite systems.
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Rule formats for probabilistic calculi have already been studied in [32,33] for the reactive case from a categorial
perspective, and in [12] for both the generative and the reactive case. The formats of [12,32,33] ensure the congruence
property of bisimulation, and have constraints weaker than those of the present paper. Actually, as we have described in the
previous sections, the formats of the present paper have been obtained from those of [12] by strengthening some constraints,
since preserving bisimulation is easier than ensuring non-expansiveness w.r.t. -bisimulations.
Our work can be extended in several directions. Notions of -bisimulations can be given for the alternating and non-
alternating model of probabilistic processes, and formats guaranteeing non-expansiveness of operations can be studied as
well. In particular, the extension to the non-alternating model seems quite immediate. This model is a generalization of
the reactive model. For each state s and for each action a, several transitions η may exist, each of them being a probability
distribution over S. Each η originates a proper cumulative probability distribution function µR,η . As in the reactive model,
only -bisimulation and action -bisimulation make sense. The former should rephrase Definition 4 by requiring that for
each transition η from s1 (resp. for each transition η′ from s2) there exists a transition η′ from s2 (resp. η from s1) such that
|µR,η(s1, a, C)− µR,η′(s2, a, C)| ≤ . The latter should rephrase Definition 8 in a similar way.
Our work can be extended to deal with weak notions of -bisimulation, provided that one exploits the well-established
ideas proposed by Fokkink in [43] and by Bloom in [44] for the nondeterministic case, namely adding rootedness conditions
to the definition of the bisimulations and demanding for ‘‘patience’’ rules for some arguments of operations.
Formats for non-expansiveness could also be proposed for the metric approach of [18–21,24–28].
Finally, let us note that in [34] a rule format for bisimulation in stochastic process calculi has been recently proposed, in
the same categorial perspective of [32,33]. One could investigate whether defining notions of ‘‘error’’ and -bisimulation in
such a setting is of interest, thus working on the format for the -bisimulation.
Appendix. Proofs of Theorems 1–5
Inpapers dealingwith formats ensuring that a given equivalence relation∼ is a congruence, the proof of correctness of the
format is standard. An equivalence relation R is defined as the least congruence containing∼, and, then, a proof is given that
∼ contains R. This strategy works since one has to prove that, for each operation f ∈ Σ , if the pairs (s1, t1), . . . , (sar(f ), tar(f ))
are related by relation∼, then f (s1, . . . , sar(f )) and f (t1, . . . , tar(f )) are related by the same relation∼. In our case one has to
prove that if the pairs (s1, t1), . . . , (sar(f ), tar(f )) are related by relations ∼1 , . . . ,∼ar(f ) , respectively, then f (s1, . . . , sar(f ))
and f (t1, . . . , tar(f )) are related by a new relation∼ . So, in our case, defining just one relation Rwould not be not enough.
A.1. The generative case
Let us clarify a syntactical relation between all pairs of terms such that one of them can be reached from the other.
Lemma 6. Assume a TSS with only G-safe or action G-safe transition rules, a term u with vars(u) = {z1, . . . , zn}, and processes
s1, . . . , sn. If
u[z1 → s1] . . . [zn → sn] a,q−→γ s
for some action a, value 0 < q ≤ 1, index γ and process s, then there are sets of indexes Is and I ′s with Is ∩ I ′s = ∅ and
Is ∪ I ′s ⊆ {1, . . . , n}, a term v with vars(v) = {zl | l ∈ Is ∪ I ′s}, and processes {tl | l ∈ Is ∪ I ′s} such that
• s ≡ v{[zl → tl] | l ∈ Is ∪ I ′s};• sl → tl for each l ∈ Is;• sl ≡ tl for each l ∈ I ′s .
Proof. By induction over the structure of u.
In the base case u ≡ z1 it holds that Is = {1}, I ′s = ∅, v is z1 and t1 is s.
In the base case u ≡ c , for a constant c , it holds that Is = I ′s = ∅ and v is s.
Let us consider the inductive step u = f (u1, . . . , uar(f )). There is a partition Z1, . . . , Zar(f ) of {z1, . . . , zn} such that
Zj = vars(uj) for all 1 ≤ j ≤ ar(f ). Let Zj = {zj1 , . . . , zjnj }. Let uˆj denote the term uj[zj1 → sj1 ] . . . [zjnj → sjnj ]. The
transition f (uˆ1, . . . , uˆar(f ))
a,q−→γ s is inferred from an instance
{uˆi ai,qi−−→γi ri | i ∈ I} {uˆj 6−→ | j ∈ J} {uˆh −→ | h ∈ H}
f (uˆ1, . . . , uˆar(f ))
a,q−→γ s
of a G-safe or action G-safe transition rule ρ of the following form:
{xi ai,pi−−→δi yi | i ∈ I} {xj 6−→ | j ∈ J} {xh −→ | h ∈ H}
f (x1, . . . , xar(f ))
a,wρ
∏
i∈I pi−−−−−−→(ρ,[δi]i∈I ) t
By the inductive hypothesis, for each i ∈ I , there are sets of indexes Iri and I ′ri with Iri ∩ I ′ri = ∅ and Iri ∪ I ′ri ⊆ {i1, . . . , ini}, a
term vi with vars(vi) = {zl | l ∈ Iri ∪ I ′ri}, and terms {tl | l ∈ Iri ∪ I ′ri}, such that ri ≡ vi{[zl → tl] | l ∈ Iri ∪ I ′ri}, sl −→ tl for each
l ∈ Iri , and sl ≡ tl for each l ∈ I ′ri .
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Let us assume that the transition rules in the TSS are G-safe. By Definition 6, each variable yi with i ∈ I appears exactly
once in t , which implies that each process riwith i ∈ I appears exactly once in s, and each variable xiwith i ∈ {1, . . . , ar(f )}\I
appears at most once in t , which implies that each process uˆi with i ∈ {1, . . . , ar(f )} \ I appears at most once in s. Moreover,
t contains no more variables. Hence the term v we were looking for is t{[yi → vi] | i ∈ I}{[xi → ui] | xi ∈ vars(t)}, together
with Is =⋃i∈I Iri , I ′s =⋃i∈I I ′ri ∪⋃xk∈{x1,...,xar(f )}∩vars(t){k1, . . . , knk} and the set of processes⋃l∈Is tl ∪⋃l∈I ′s sl.
Let us assume that the transition rules in the TSS are action G-safe. By Definition 10 each variable yi with i ∈ I appears
at most once in t , which implies that each process ri with i ∈ I appears at most once in s. Then, each variable xi with
either i ∈ {1, . . . , ar(f )} \ I or i ∈ I and yi 6∈ vars(t) appears at most once in t , which implies that each process uˆi with
either i ∈ {1, . . . , ar(f )} \ I or yi 6∈ vars(t) appears at most once in s. Moreover, t contains no more variables. Hence the
term v we were looking for is t{[yi → vi] | yi ∈ vars(t)}{[xi → ui] | xi ∈ vars(t)}, together with Is = ⋃i | yi∈vars(t) Iri ,
I ′s =
⋃
i | yi∈vars(t) I
′
ri ∪
⋃
xk∈{x1,...,xar(f )}∩vars(t){k1, . . . , knk} and the set of processes
⋃
l∈Is tl ∪
⋃
l∈I ′s sl. 
Given an h ∈ N , let s =⇒h s′ denote that s0 a1,p1−−→γ1 s1 . . . sh−1
ah,ph−−→γh sh, with s0 = s and sh = s′, and s =⇒ s′ denote
that s =⇒h s′ for some h ≥ 0.
Lemma 7. Assume a TSS with only G-safe or action G-safe transition rules, a term u with vars(u) = {z1, . . . , zn}, and processes
s1, . . . , sn. If
u[z1 → s1] . . . [zn → sn] =⇒h s
for some process s and h ∈ N, then there are sets of indexes Is and I ′s with Is ∩ I ′s = ∅ and Is ∪ I ′s ⊆ {1, . . . , n}, a term v with
vars(v) = {zl | l ∈ Is ∪ I ′s}, and processes {tl | l ∈ Is ∪ I ′s} such that
• s ≡ v{[zl → tl] | l ∈ Is ∪ I ′s};• sl =⇒ tl for each l ∈ Is;
• sl ≡ tl for each l ∈ I ′s .
Proof. By induction over h and exploiting Lemma 6. 
The following technical result has nothing to do with SOS theory, but will be exploited in subsequent proofs.
Lemma 8. Assume indexes 1 ≤ i ≤ m and, for each 1 ≤ i ≤ m, a possibly non-finite set of indexes Ii. For each 1 ≤ i ≤ m and
ki ∈ Ii, assume two values pi,ki and i,ki such that
1. 0 ≤ pi,ki ≤ 1 for all 1 ≤ i ≤ m and ki ∈ Ii;
2. 0 ≤∑ki∈Ii(pi,ki + i,ki) ≤ 1 for all 1 ≤ i ≤ m;
3. 0 ≤∑ki∈Ii pi,ki ≤ 1 for all 1 ≤ i ≤ m.
It holds that∑
k1∈I1
. . .
∑
km∈Im
∣∣∣∣∣ ∏
1≤i≤m
(pi,ki + i,ki)−
∏
1≤i≤m
pi,ki
∣∣∣∣∣ ≤ ∑
1≤i≤m
∑
ki∈Ii
|i,ki |
Proof. By induction overm. 
We can prove now that our formats for the generative case are correct.
Proof of Theorems 1–3. We prove that, given a term t with vars(t) = {z1, . . . , zm}, and given an i-bisimulation (resp.:
action i-bisimulation, global i-bisimulation) ∼i together with a pair of processes pi ∼i qi for each 1 ≤ i ≤ m, then
there exists an -bisimulation (resp.: action -bisimulation, global -bisimulation) ∼ , with  = ∑1≤i≤m i, such that
t[z1 → p1] . . . [zm → pm] ∼ t[z1 → q1] . . . [zm → qm].
Let p denote t[z1 → p1] . . . [zm → pm] and q denote t[z1 → q1] . . . [zm → qm].
By Lemma 7, for all processes u with p =⇒ u (resp. q =⇒ u), there exist sets of indexes Iu and I ′u with Iu ∩ I ′u = ∅
and Iu ∪ I ′u ⊆ {1, . . . ,m}, a term u′ with vars(u′) = {zl | l ∈ Iu ∪ I ′u}, and processes {tl | l ∈ Iu ∪ I ′u} such that
u ≡ u′{[zl → tl] | l ∈ Iu ∪ I ′u}, pl =⇒ tl (resp. ql =⇒ tl) for each l ∈ Iu, and pl ≡ tl (resp. ql ≡ tl) for each l ∈ I ′u.
Let≈ be the equivalence relation such that, given anypairs of termsu andu′ as above, and an equivalence classCl ∈ S/∼l
for each l ∈ Iu∪ I ′u, then the set of terms {u′{[zl → tl] | l ∈ Iu∪ I ′u} | tl ∈ Cl for l ∈ Iu∪ I ′u} is an equivalence class in S/≈ . Since
p and q are equated by≈ , if we prove that≈ is an -bisimulation (resp.: action -bisimulation, global -bisimulation) then
≈ can be the relation ∼ we were looking for. From Lemma 9 below it follows that ≈ is an -bisimulation (resp.: action
-bisimulation, global -bisimulation), which completes the proof. 
Lemma 9. Assume a G-safe (resp.: action G-safe, global G-safe) TSS.
Assume a term u with vars(u) = {z1, . . . , zn}, and, for each 1 ≤ i ≤ n, an i-bisimulation (resp.: action i-bisimulation,
global i-bisimulation)∼i together with a pair of processes ri ∼i si.
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Let rˆ denote u[z1 → r1] . . . [zn → rn] and sˆ denote u[z1 → s1] . . . [zn → sn].
Let S be the set of the processes {s | rˆ −→ s or sˆ −→ s}. For each action a, let Sa ⊆ S be the set of the processes {s | rˆ a−→ s or sˆ a−→ s}.
For each 1 ≤ i ≤ n, let C1i , . . . , Cnii , . . . be the (possibly infinite) equivalence classes in S/∼i .
Assume any process s ∈ S and Is, I ′s , v and {tl | l ∈ Is ∪ I ′s} satisfying s ≡ v{[zl → tl] | l ∈ Is ∪ I ′s} as in Lemma 6. For each
l ∈ Is ∪ I ′s , take any equivalence class Chll ∈ S/∼l . Let C {hl | l∈Is ∪ I
′
s}
s denote the set of processes {v{[zl → tl] | l ∈ Is ∪ I ′s} | tl ∈
Chll for l ∈ Is ∪ I ′s}, forming an equivalence class in S/≈ .
For each a ∈ Act, s ∈ Sa and sets of indexes {hl | l ∈ Is ∪ I ′s} such that Chll ∈ S/∼l it holds that
|µG(rˆ, a, C {hl | l∈Is∪I
′
s}
s )− µG(sˆ, a, C {hl | l∈Is∪I
′
s}
s )| ≤
∑
1≤i≤n
i
(resp.: for each a ∈ Act it holds that∑
s∈Sa
l∈Is∪I ′s∑
hl=1,...,nl,...
|µG(rˆ, a, C {hl | l∈Is∪I
′
s}
s )− µG(sˆ, a, C {hl | l∈Is∪I
′
s}
s )| ≤
∑
1≤i≤n
i,
it holds that∑
s∈S
l∈Is∪I ′s∑
hl=1,...,nl,...
|µG(rˆ, C {hl | l∈Is∪I
′
s}
s )− µG(sˆ, C {hl | l∈Is∪I
′
s}
s )| ≤
∑
1≤i≤n
i)
Proof. We consider the case of action G-safe TSS. The others are analogous. Let us reason by induction over u.
Let us consider the base case u ≡ c , for a constant c . We have that n = 0, rˆ ≡ c and sˆ ≡ c . From the proof of
Lemma 6 it turns out that, for each process s ∈ Sa, the sets Is and I ′s , the term v and the processes {tl | l ∈ Is ∪ I ′s} satisfying
s ≡ v{[zl → tl] | l ∈ Is ∪ I ′s} are such that Is = ∅, I ′s = ∅ and v is s. Hence, C∅s is the singleton {s}. Since rˆ and sˆ coincide,
µG(rˆ, a, C∅s ) = µG(sˆ, a, C∅s ). Since this holds for all s ∈ Sa, the thesis follows.
Let us consider the base case u ≡ z1, for the variable z1. We have that n = 1, rˆ ≡ r1 and sˆ ≡ s1. From the proof of
Lemma 6 it turns out that, for each process s ∈ Sa, the sets Is and I ′s , the term v and the processes {tl | l ∈ Is ∪ I ′s} satisfying
s ≡ v{[zl → tl] | l ∈ Is ∪ I ′s} are such that Is = {1}, I ′s = ∅, v is z1 and s is reachable from r1 or s1. Hence, there is a
set C {h1}s for each equivalence class C
h1
1 ∈ S/ ∼1 . Since ∼1 is an action 1-bisimulation equating r1 and s1, it holds that∑
s∈Sa
∑
h1=1,...,n1,... |µG(rˆ, a, C
{h1}
s )− µG(sˆ, a, C {h1}s )| ≤ 1, as required.
Let us consider the inductive step u ≡ f (u1, . . . , uar(f )). The set vars(u) = {z1, . . . , zn} is partitioned into sets
vars(u1), . . . , vars(uar(f )). For each 1 ≤ j ≤ ar(f ), let vars(uj) = {zj1 , . . . , zjnj }, rˆj denote uj{[zjk → rjk ] | 1 ≤ k ≤ nj},
and sˆj denote uj{[zjk → sjk ] | 1 ≤ k ≤ nj}.
Let ρ1, . . . , ρz, . . . be the rules in the TSS fromwhich we derive the amoves by rˆ and sˆ. Let us consider any of these rules
ρα .
For each s ∈ Sa and set {hl | l ∈ Is ∪ I ′s}, let µαG(rˆ, a, C {hl | l∈Is∪I
′
s}
s ) (resp. µαG(sˆ, a, C
{hl | l∈Is∪I ′s}
s )) denote the part of value
µG(rˆ, a, C
{hl | l∈Is∪I ′s}
s ) (resp. µG(sˆ, a, C
{hl | l∈Is∪I ′s}
s )) obtained by transitions inferred from ρα .
According to Definition 10, transition rule ρα has the form
{xi ai,pi−−→δi yi | i ∈ I} {xj 6−→ | j ∈ J} {xh −→ | h ∈ H}
f (x1, . . . , xar(f ))
a,wρα
∏
i∈I pi−−−−−−−→(ρα ,[δi]i∈I ) tα
For each i ∈ I , let∆i =∑1≤k≤ni ik , and let S iai denote the set of processes {s | rˆi ai−→ s or sˆi ai−→ s}. Given a process s ∈ S iai ,
Is, I ′s , v and {tl | l ∈ Is ∪ I ′s} satisfying s ≡ v{[zl → tl] | l ∈ Is ∪ I ′s} as in Lemma 6, and indexes {hl | l ∈ Is ∪ I ′s}, let C {hl | l∈Is∪I
′
s}
s
denote the set of processes {v{[zl → tl] | l ∈ Is ∪ I ′s} | tl ∈ Chll for l ∈ Is ∪ I ′s}. By the inductive hypothesis, it holds that∑
s∈Siai
l∈Is∪I ′s∑
hl=1,...,nl,...
|µG(rˆi, ai, C {hl | l∈Is∪I
′
s}
s )− µG(sˆi, ai, C {hl | l∈Is∪I
′
s}
s )| ≤ ∆i.
Let I1 = {i ∈ I | yi ∈ vars(tα)}, I2 = {i ∈ I | yi 6∈ vars(tα)}, and I3 = {i | xi ∈ vars(tα)}. For each process s ∈ Sa such that
rˆ
a−→ s (resp. sˆ a−→ s) is inferred from ρα and set C {hl | l∈Is∪I
′
s}
s , there exist processes si ∈ S iai and sets C
{hl | l∈Isi∪I ′si }
si , for i ∈ I1, such
that the set of processes in C {hl | l∈Is∪I
′
s}
s reachable from rˆ (resp. from sˆ) through transitions inferred from ρα is formed by the
processes
{tα{[xi → rˆi] | i ∈ I3}{[yi → ti] | i ∈ I1} | ti ∈ C
{hl | l∈Isi∪I ′si }
si for i ∈ I1}
(resp.{tα{[xi → sˆi] | i ∈ I3}{[yi → ti] | i ∈ I1} | ti ∈ C
{hl | l∈Isi∪I ′si }
si for i ∈ I1})
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It holds that∑
s∈Sa
l∈Is∪I ′s∑
hl=1,...,nl,...
|µαG(rˆ, a, C {hl | l∈Is∪I
′
s}
s )− µαG(sˆ, a, C {hl | l∈Is∪I
′
s}
s )| = (1)
∑
{si∈Siai | i∈I1}
l∈Isi∪I ′si∑
hl=1,...,nl,...
∣∣∣∣wρα ∏
i∈I1
µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si ) ·
∏
i∈I2
µG(rˆi, ai, S)
−wρα
∏
i∈I1
µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si ) ·
∏
i∈I2
µG(sˆi, ai, S)
∣∣∣∣
=
∑
{si∈Siai | i∈I1}
l∈Isi∪I ′si∑
hl=1,...,nl,...
∣∣∣∣wρα ∏
i∈I1
µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si ) ·
∏
i∈I2
∑
{si∈Siai }
l∈Isi∪I ′si∑
hl=1,...,nl,...
µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si )
−wρα
∏
i∈I1
µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si ) ·
∏
i∈I2
∑
{si∈Siai }
l∈Isi∪I ′si∑
hl=1,...,nl,...
µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si )
∣∣∣∣
=
∑
{si∈Siai | i∈I1}
l∈Isi∪I ′si∑
hl=1,...,nl,...
∣∣∣∣ ∑
{si∈Siai | i∈I2}
l∈Isi∪I ′si∑
hl=1,...,nl,...
wρα
∏
i∈I1
µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si )
∏
i∈I2
µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si )
−
∑
{si∈Siai | i∈I2}
l∈Isi∪I ′si∑
hl=1,...,nl,...
wρα
∏
i∈I1
µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si )
∏
i∈I2
µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si )
∣∣∣∣
≤ wρα
∑
{si∈Siai | i∈I1∪I2}
l∈Isi∪I ′si∑
hl=1,...,nl,...
∣∣∣∣ ∏
i∈I1∪I2
µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si )−
∏
i∈I1∪I2
µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si )
∣∣∣∣ ≤
(by Lemma 8, which is applied by taking
{i | i ∈ I1 ∪ I2} as {i | 1 ≤ i ≤ m},
{{hl | l ∈ Isi ∪ I ′si} | si ∈ S iai} as Ii,
µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si ) as pi,ki + i,ki ,
µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si ) as pi,ki )
wρα
∑
i∈I1∪I2
∑
{si∈Siai | i∈I1∪I2}
l∈Isi∪I ′si∑
hl=1,...,nl,...
|µG(rˆi, ai, C
{hl | l∈Isi∪I ′si }
si )− µG(sˆi, ai, C
{hl | l∈Isi∪I ′si }
si )| ≤
(by the inductive hypothesis)
wρα
∑
i∈I1∪I2
∆i ≤ wρα
∑
1≤i≤n
i.
Now,∑
s∈Sa
l∈Is∪I ′s∑
hl=1,...,nl,...
|µG(rˆ, a, C {hl | l∈Is∪I
′
s}
s )− µG(sˆ, a, C {hl | l∈Is∪I
′
s}
s )|
≤
∑
α=1,...z,...
∑
s∈Sa
l∈Is∪I ′s∑
hl=1,...,nl,...
|µαG(rˆ, a, C {hl | l∈Is∪I
′
s}
s )− µαG(sˆ, a, C {hl | l∈Is∪I
′
s}
s )|
≤
∑
α=1,...z,...
wρα
∑
1≤i≤n
i ≤
(by Definition 7.4)(2)∑
1≤i≤n
i. 
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A.2. The reactive case
The correctness of the formats for the reactive case can be proved on the same lines as the generative case.
To prove Theorems 4 and 5, we use exactly the same arguments used in the proofs of Theorems 1 and 2, respectively.
Since these arguments exploit Lemmas 7 and 9, we have to prove that these lemmata also hold if we deal with an R-safe
TSS.
Lemma 7 follows from Lemma 6; hence we have to prove that Lemma 6 holds for a TSS with only R-safe transition rules.
We have proved that the lemma holds for a TSS with only action G-safe transition rules. R-safe transition rules and action
G-safe transition rules differ only for the kind of negative premises and move premises they admit. These premises play no
role in the proof of the Lemma. Hence, the proof given for the action G-safe case applies also to the R-safe case.
The proof of Lemma 9 is the same as the proof of Lemma 9 for the case of action G-safe TSSs. Two comments are needed.
In the action G-safe case, to infer equality (1) we need that rˆj 6−→ iff sˆj 6−→ for all j ∈ J , and that rˆh −→ iff sˆh −→ for all
h ∈ H , which are ensured by the inductive hypothesis, namely by the fact that an action ∆j-bisimulation equates rˆj and sˆj
and a ∆h-bisimulation equates rˆh and sˆh. In the R-safe case we need a stronger condition, namely that rˆj 6 aj−→ iff sˆj 6 aj−→ for all
j ∈ J , and that rˆh ah−→ iff sˆh ah−→ for all h ∈ H . Since we deal with RPTSs, in this case these properties are also ensured by the
inductive hypothesis, namely by the fact that an (action)∆j-bisimulation equates rˆj and sˆj and an (action)∆h-bisimulation
equates rˆh and sˆh.
To infer disequality (2), we have to know that, given the rules in the TSS from which we derive amoves by rˆ and sˆ, the
sum of their weights is ≤ 1. In the action G-safe case this was ensured by the constraint 4 in Definition 7, whereas in the
R-safe case this is ensured by item 1(b) in Definition 16.
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