In the recent comparative literature the problem of simultaneously modeling functional and diffusional effects is being penetrated from two directions. One approach emphasizes the similar problem which arises in regression-based time series analysis. A second approach focuses on the difficulties of constructing more realistic formal representations of sample unit interdependencies. Both approaches have yielded important and complementary, but distinct, insights. Here, we outline some recent methodological developments which synthesize both approaches into a comprehensive and unified analytical framework.
Introduction: Galton's Problem as Spatial Autocorrelation
The oldest fundamental criticism of cross-cultural research is that measures of trait interrelationships are problematic because observations are not independent from one case to the next. Because traits are often spread widely by the repeated historical fission and migration of peoples, neither the number of truly independent cases nor the exact nature of the interdependence among societies is generally known. The problem was first pointed out by the statistician Galton in his comments on Tylor's classic comparative paper delivered in 1889 (Tylor 1970) , and it is well-known in anthropology as Galton's Problem (Naroll 1970; Schaefer 1974 ).
In the cross-cultural literature the notion of sample unit interdependence has recently become formalized in the concept of spatial autocorrelation (Loftin 1972; Simonton 1975; Naroll 1976) . Unlike earlier approaches to the 217 problem, the spatial autocorrelation approach does not require conceptualizing sample unit interdependence as the lack of independence. As Murdock and White (1969) show, the number of independent cases in even moderate to large cross-cultural samples may be so few that the usual statistical procedures are thus difficult or even impossible. Rather than attempting somehow to restore independence, the current emphasis is upon attempting to describe formally the existing interdependencies and incorporate these into the modeling and estimating procedures. From this perspective, then, the observations are seen as being &dquo;tied together, like bunches of grapes, not separate, like balls in an urn&dquo; (Stephan 1934) .
The methodological problem of simultaneously modeling functional and diffusional effects is being penetrated from two directions. One approach has been to explore the effects on classical (parametric) statistical estimates and significance tests when the data are interdependent. A second approach has focused on the difficulties of constructing realistic formal representations of sample interdependence and associated significance tests. Thus far, both approaches have yielded important but complementary insights. That is, both approaches are still analytically and procedurally distinct. We briefly review each of these approaches before outlining some very recent methodological developments which synthesize them into a more comprehensive and unified analytical framework.
Time Series Approach to Spatial Autocorrelation
From this perspective the statistical problems found in the analysis of spatially interdependent data are essentially the same as the problems encountered in the analysis of serially interdependent time series data. Time series observations do not usually change precipitously from one observation to the next, but tend rather to move smoothly and regularly through time. Each observation thus tends to be like those close in time and to be less like those distant in time. When measures of association are computed using such serially dependent data, it is straightforward to show that they are unbiased but inefficient (Hibbs 1974; Johnston 1972) . That is, although the empirical estimates are distributed around the true population parameter, they tend to be widely dispersed and hence unreliable.
The analogy between temporal and spatial series was first discussed in the cross-cultural literature by Loftin (1972) . Loftin argued that since societies tend to resemble one another when they are geographically close, and tend to be less similar when they are geographically far apart, estimates based on spatially interdependent data should also be unbiased but unreliable. What 218 lends considerable bite to Loftin's analogy is his demonstration of exactly these effects in a previously published set of data (Ember 1971) Simonton (1975) (Naroll 1976:126) That is, &dquo;spatial&dquo; autocorrelation is computed with respect to a one dimensional alignment of sample units. Naroll (1976:127) goes on to caution, however, that the uses of these spatial autocorrelations &dquo;depends entirely on the validity of the alignment as a measure of historical relationships.&dquo; Loftin and Hill (1974) also caution that the validity of such correlations depends entirely on the accuracy of the alignment procedures, since the effects of alignment errors are to bias measures of autocorrelation towards the null of no autocorrelation. In short, &dquo;The problem is a fundamental one. Measurement is primarily in one dimension at a time, but interdependence may move simultaneously in many directions&dquo; (Loftin and Hill 1974:32 Wirsing (1974a,b) . Drawing upon some earlier geographical and statistical work in this area, Wirsing (1974b:201) presents three measures which allow diffusion to operate simultaneously in all directions. The most interesting autocorrelation coefficient from the present perspective is Geary's (1954) &dquo;contiguity ratio,&dquo; which was developed to detect spatial patterning of measurements on a collection of nonoverlapping counties which subdivide a region. Underling the Geary statistic is the notion of a contiguity matrix which reflects the contiguity structure among n counties. This structure can be represented as an n x n matrix where the i, jth element equals 1 (Martin 1974) . ' Pryor (1976) has also proposed several techniques to detect multilateral diffusion, each of which depends on an n x n &dquo;diffusion possibility matrix.&dquo; The elements of this matrix, which are more general than the zero/one contiguity coefficients employed by Wirsing (1974) (Cliff and Ord 1973) . Commonly in geographical research, the weights (c,,) are estimated according to some notion of space-friction constraints on the possibility of effects from one unit to another. The simplest function in this case is an exponentially decaying distance function such as D&dquo;,°where D&dquo; is the distance from location i to j and a is a suitable exponent chosen a priori. Notice, however, that if the units are a collection of subregions, then some decision must be made as to the exact location of the points within the regions which are to be used in measuring distance. Actually, the situation is considerably more complex than simply computing distances, since consideration of size and shape of the various regions may also be of importance in realistically describing the interactions among a collection of regions. Cliff and Ord (1973) attempt to overcome this problem by computing weights based on both distance and proportion of boundary in common.
Gatrell (1979) has constructed a measure of interaction among Swedish towns based on geographical distance and number of telephones. Bodson and Peeters (1975) (Malinvaud 1970 (Hepple 1976 The fundamental difference between OLS and ML procedures concerns the last term of this equation, Det (A). In the time series case, and where a one dimensional alignment of societies is analyzed using, for example, the Linked Pair statistic, the matrix A = I -QW has a rather special structure : it has all ones on the main diagonal apart from the first term and all zeros within the upper triangular portion of the matrix. Now, the determinant of such a matrix is simply the product of the main diagonal elements (Hepple 1976) , and so the determinant of matrix A, i.e., Det (A), is easily computed. In time series analysis the first diagonal element is usually set equal to (1 -e2) (Hepple 1976) . Whittle (1954) has shown that the expectation of the bias by ignoring this term is nonzero, and that the OLS regression coefficient is thus asymptotically biased and inconsistent.
Clearly, then, the usual regression procedures are invalid where there are multilateral dependencies among the sample units. However, the ML estimates which maximize the log-likelihood function have the desirable properties of consistency (Ord 1975; Hepple 1976) . Also, since the ML estimates are asymptotically normally distributed, variances and covariances can be computed and inferential procedures applied.
The major computational difficulty in obtaining the estimate Q which maximizes the likelihood function above involves evaluating Det (A) term.
Since Q is found by a direct search procedure, this determinant would have to be evaluated at each iteration, a computational burden. Recently, Ord (1975) Once a suitable Q is found its significance may be ascertained using the asymptotic variance-co-variance matrix of ol and (Ord 1975: 124) .
Ord (1975) notes that it is useful though not necessary to have the matrix W row scaled to unity, which implies that Q < 1. This latter restriction enhances the interpretability of Q in the more complex models discussed below.
One point to note with respect to calculating the ML estimates of spatial or network autocorrelation is that the largest real valued nonsymmetric connectivity matrix W for which eigenvalues can be computed given current computational facilities is around 70 x 70. However, considerably larger samples can be handled using this approach if the W matrices can be forced into block structure. That is, if by elimination of a few elements of W it can be arranged in the structure shown in Figure 3 , then the eigenvalues of the entire W matrix can be obtained easily from the eigenvalues of each submatrix. Careful blocking of the larger matrix should require few elements to be deleted, and this will not affect the asymptotic properties of the ML coefficients. Other simplifications are also possible (Ord 1975 sion to n nodes and several independent variables is straightforward. Thus, given three related nodes i, j, and k, the relationships implied by the above simultaneous equations are shown in Figure 4 . Figure 4 (1975) proposed an iterative procedure which begins by estimating Q using the OLS residuals from equation 4 (Ord 1975) to estimate the parameters of this model which are not affected by the interdependency among WY and the error terms.
The nature of the feedback process implied by equation 4 .6 is again easily grasped from inspection of a corresponding structural diagram. Again, we consider only three related network nodes and a single independent variable. Figure 5 shows the interrelationships among the variables specified by the network effects model.
It is possible to introduce the WY variable into this model simply to &dquo;control&dquo; for its effects and thus obtain efficient regression estimates. However, Figure 5 strongly suggests that the feedback process among the sample units with respect to the dependent variable may also be of considerable interest. That is, one may also be interested in the effects of the network (WY) on the dependent variable (Y) while holding constant individual unit attributes (Xs). And, again, row scaling W to unity has the advantage of allowing comparisons of different network schemes on the dependent variable.
While Figure 5 appears to suggest direct feedback effects it should be recalled that the W matrices need not express any kind of contiguity, spatial or otherwise. In a cross-cultural sample, for example, two societies could be 235 
Multiple Network Models
Previously we mentioned how rather complex hypotheses concerning the structure of a connectivity matrix W could be combined to produce a single W. Thus, Cliff and Ord (1973) combined both distance and proportion of common boundary of counties to produce a single connectivity matrix. In some situations, however, it may be more desirable to separate the effects of distinct underlying processes which are presumed to be operating simultaneously with respect to the variables of interest. In cross-cultural studies, for example, it may be of interest to examine the effects of both geographical and linguistic effects within the same model. Or, we may be interested not only in the effects of immediately contiguous societies, but also the effects of more distant, not necessarily contiguous, societies, and so on. i) Multiple Network Disturbances. In this situation the general autoregressive model is:
These equations may be rearranged and combined as before to give Again, a common transformation results in a well-behaved error term in this equation, and again OLS can be applied to the transformed variable to yield satisfactory estimates of the population parameters. In the case that the W, and W, matrices are systematically related, as they are, for example, when they represent contiguous societies and those at further lags, the maximum likelihood estimating equations can again be simplified using a slight extension of Ord's (1975) previously discussed procedure. In the more general case, though, Ord's results do not apply and more complex estimation procedures are required (Brandsma and Ketellapper 1979) . Although we are not concerned here with estimating equations and the various computational problems involved in obtaining valid and efficient estimates, it is of interest to note that both negative and positive autocorrelation processes may simultaneously occur, and that this event presents no particular estimation problems. However, the substantive conclusion here is that the occurrence of a negative spatial or other network autocorrelation coefficient should not be regarded as a solution to the problem of cultural diffusion in and of itself, as Naroll (1976) ii) Joint Network Effects-Network Disturbances Model. This model combines two previous models into the following two simultaneous equations : (Doreian 1980b) As with the multiple disturbances model, the W, and W2 network matrices can either bear some intrinsic relationship to one another (contiguous, lag one), or they may represent quite distinct types of networks (language, distance). In the case of the multiple disturbances, however, it makes no difference which matrix is labeled W, and which W2. That is, both matrices are treated &dquo;equally&dquo; in the estimation procedure. This is not the case with the above joint network effects-network disturbances model. Only in the case that the two matrices are identical (as they may be) will it not matter how they are labeled. Otherwise, the coefficient associated with a particular network matrix will be different depending on whether it is entered into the estimating procedures as the W, and W2 matrix. In general, then, the joint model requires some additional understanding of the impact of network structures and processes on the dependent variable of interest.
The structural diagram corresponding to this rather complex joint effects-disturbances model is shown in Figure 6 (Rogers 1971 ). In models of adoption of innovations it is usually assumed that the innovations diffuse through social networks, so that position in the network has an important effect on an individual's adoption of the innovation. This is a good example of network autocorrelation where the variable to be explained (adoption of the innovation) is autocorrelated. It is often safe to assume that other variables which affect the propensity to innovate, such as social status (Cancian 1979) (Doreian 1980a,b (Burton, White and Dow 1981) . The sample consists of the 34 societies of the standard cross-cultural sample (Murdock and White 1969) Hepple 1976 
